Abstract. This article is a continuation of our previous work [BL17b] on the Iwasawa theory of an elliptic modular form over an imaginary quadratic field K, where the modular form in question was assumed to be ordinary at a fixed odd prime p. We formulate integral Iwasawa main conjectures at non-ordinary primes p for suitable twists of the base change of a newform f to an imaginary quadratic field K where p splits, over the cyclotomic Zp-extension, the anticyclotomic Zp-extensions (in both the definite and the indefinite cases) as well as the Z 2 p -extension of K. In order to do so, we define Kobayashi-Sprung-style signed Coleman maps, which we use to introduce doubly-signed Selmer groups. In the same spirit, we construct signed (integral) Beilinson-Flach elements (out of the collection of unbounded Beilinson-Flach elements of Loeffler-Zerbes), which we use to define doubly-signed p-adic L-functions. The main conjecture then relates these two sets of objects. Furthermore, we show that the integral Beilinson-Flach elements form a locally restricted Euler system, which in turn allows us to deduce (under certain technical assumptions) one inclusion in each one of the four main conjectures we formulate here (which may be turned into equalities under favourable circumstances).
Introduction
Fix forever a prime p ≥ 5 and an imaginary quadratic field K where (p) = pp c splits. The superscript c will always stand for the action of a fixed complex conjugation. We fix a modulus f coprime to p with the property that the ray class number of K modulo f is not divisible by p. We also fix once and for all an embedding ι p : Q ֒→ C p and suppose that the prime p of K lands inside the maximal ideal of O Cp . Fix also a ray class character χ modulo fp ∞ with χ(p) = χ(p c ).
Let K ∞ denote the Z 2 p -extension of K with Γ := Gal(K ∞ /K) ∼ = Z 2 p . We let K cyc /K and K ac /K denote the cyclotomic and the anticyclotomic Z p -extensions of K contained in K ∞ respectively. We write Γ cyc := Gal(K cyc /K) and Γ ac := Gal(K ac /K). For a finite flat extension O of Z p and for ? = ∅, ac, cyc, we define the Iwasawa algebra Λ O (Γ ? for the free Λ OL (Γ)-module of rank one equipped with the G K -action given via
Let f ∈ S k (Γ 0 (N f ), ε f ) be a normalized cuspidal eigen-newform of level N f , even weight k ≥ 2 and nebentypus ε f . We assume that p ∤ N f . In [BL17b] , we have studied the Iwasawa theory of f over K ac using the Beilinson-Flach elements as constructed in [KLZ15, KLZ17] , under the assumption that a p (f ) is a p-adic unit (the ordinary case). Our goal in this article is to eliminate this condition. That is, we assume that a p (f ) is not a p-adic unit. Kobayashi has introduced the signed Selmer groups over the Z p -cyclotomic extension of Q when k = 2 and a p (f ) = 0. This has subsequently been generalized to the a p (f ) = 0 case by Sprung [Spr12] and to the higher weight case in [Lei11, LLZ10, LLZ11] . For the cyclotomic Z p -extension of Q, the Beilinson-Kato Euler system constructed in [Kat04] is utilized to show that the signed Selmer groups are cotorsion over the cyclotomic Iwasawa algebra. In the anticyclotomic setting, Kobayashi's signed Selmer groups can be readily defined under the assumption that a p (f ) = 0 and k = 2. The structure of these groups is the dual form) denote the central critical twist of Deligne's representation and let T f,χ denote T f,χ ⊗ Λ OL (Γ) ι . Here, T f,χ is equipped with the diagonal action. We similarly define T f . Since we assumed p > k and f is non-ordinary at p, it follows that the residual representation ρ f (as well as its twists by characters) is absolutely irreducible even when restricted to G Qp according to a result due to Fontaine and Edixhoven.
For λ ∈ {α, β} and q ∈ {p, p c }, we may project the two-variable Perrin-Riou big logarithm map attached to W from Theorem 1.1 to a collection of Beilinson-Flach elements
whose construction is derived from [KLZ15, KLZ17, LZ16] . The classes constructed in op. cit. are a priori associated to the Rankin-Selberg convolution of two modular forms over cyclotomic extensions of Q. We shall explain in §3.3 how we may construct the desired cohomology classes over a sufficiently large collection of ray class extensions of K. The fact that these cohomology classes satisfy the Euler system distribution relation will follow from a slight extension of [BL17b, Proposition 3.8] (which is a generalization of [LLZ15a, Theorem 3.5.1] to higher weight modular forms via [KLZ17] ).
The Beilinson-Flach elements thus constructed will not be integral under our assumption that f is nonordinary at p. It turns out that we may factorize these elements in the same way we factorize the Perrin-Riou maps uniformly in all tame levels n (which is also crucial for our purposes). This in turn equips us with an Euler system with which we may run the Euler system machine and at which we may evaluate our signed Coleman maps. Theorem 1.2. For every n ∈ N , there exists a pair of signed Beilinson-Flach elements
verifying an Euler system distribution relation as n varies and such that
Furthermore, there exists a constant C ∈ L, that is independent of n, such that
for both • = # and ♭.
This statement is proved in Section 3 below. We note that special cases of this construction when n = 1 were given by Wan [Wan14] and Sprung [Spr16] , though our proof is independent of those presented in op. cit.
Fix C as in Theorem 1.2 and with minimal p-adic valuation. We shall drop n from the notation whenever it equals 1. We set c
for • ∈ {#, ♭} and likewise define the projections of these elements c
f,χ (for ? = ac, cyc) to the cyclotomic and anticyclotomic deformations. For each of the four choices of the pair •, ⋆ ∈ {#, ♭}, we define the two-variable doubly-signed Beilinson-Flach p-adic L-function by setting
We likewise define the cyclotomic (respectively, anticyclotomic) doubly-signed p-adic L-function L cyc ⋆,• ∈ Λ OL (Γ cyc ) (respectively, L ac ⋆,• ∈ Λ OL (Γ ac )). Using the signed Coleman maps, we may also define the doublysigned (integral) Selmer groups X ? ⋆,• (see Definition 4.2 below) for ? = ac, cyc, ∅. The following is the first step towards the proof of a doubly-signed Iwasawa main conjecture, both over K cyc /K and over K ∞ /K. Theorem 1.3. Suppose that ρ f (G K ) contains a conjugate of SL 2 (Z p ). Suppose for ? = cyc or ∅ that we have L Remark 1.4. It follows from Corollary 4.6 below that L cyc ⋆,• = 0 for at least one choice of ⋆, • ∈ {#, ♭}. Moreover, the containment in Theorem 1.3 may be upgraded to an equality (up to a power of p) using [Wan16, Theorems 1.7 and 3.8] under the assumptions of op.cit. A particular case when k = 2 is the subject of [CW16] .
We also have the following result towards the doubly-signed anticyclotomic main conjecture when the sign in the functional equation of the Hecke L-function L(f /K, χ, s) is +1. The assertions in this theorem follow on combining Theorems 4.14(iv) and 4.18(ii) below. We next turn our attention to the remaining case, that is, the indefinite anticyclotomic Iwasawa theory of the form f . We have the following result in this set-up, which corresponds to Theorem 4.14(v) combined with Proposition 4.12 below.
Theorem 1.8. Assume that ρ f (G K ) contains a conjugate of SL 2 (Z p ). Suppose that the sign of the functional equation for L(f /K, χ, s) is " − ", as well as that ε f = 1, a p (f ) = 0 and that the ramification index of L/Q p is odd. Assume also that c Remark 1.9. Under mild hypotheses (that are somewhat stronger than our assumption that the functional equation for L(f /K, χ, s) is " − "), we prove in Proposition 4.10 that res p c (c Theorem 1.8 calls for a refinement along the lines of [BL17b, Theorem 1.1(ii)], where in an analogous set up (but assuming f is p-ordinary) we proved a Λ-adic Gross-Zagier formula expressing the anticyclotomic restriction of the cyclotomic derivative of a two-variable Hida-p-adic L-function in terms of a Λ OL (Γ ac )-adic regulator and the torsion-submodule of an Iwasawa module. As we found no obvious way to define Λ OL (Γ ac )-adic height pairings on doubly-signed Selmer groups (contrary to the p-ordinary situation, where one deals with the Greenberg Selmer groups), we were led to consider this problem in the context of trianguline Selmer groups (as introduced by Pottharst [Pot12, Pot13] ), which come equipped with a natural p-adic height pairing. Let λ, µ ∈ {α, β}. We set c µ := C · BF µ 1 ∈ H 1 (K, T f,χ ⊗H L (Γ)) and define the analytic
for λ, µ ∈ {α, β}. We likewise define the restrictions c 
The following theorem is a partial result towards an A-adic Gross-Zagier formula. It corresponds to a combination of the results we prove as part of Corollary 5.16 and Theorem 5.26. Theorem 1.11. Suppose that ρ f (G K ) contains a conjugate of SL 2 (Z p ). Suppose also that the number of primes dividing N f that does not split in K/Q is even and the squares of these primes do not divide N f . If we further assume that ε f = 1, then X λ,λ has rank one over A and
Here, R p is the p-adic regulator given in Definition 5.11 and L ′ λ,λ,ac is the restriction of the partial derivative of L λ,λ with respect to the cyclotomic variable to the anticyclotomic line (as given in Definition 5.23). Remark 1.12. As was the case for Theorems 1.3, 1.5 and 1.8, it should be possible to upgrade the containment in Theorem 1.11 to an equality (up to a power p) using Wan's work on the non-ordinary Iwasawa theory of Rankin-Selberg products in [Wan16]. When k = 2 and a p (f ) = 0, a Λ[1/p]-adic variant of Theorem 1.11 (which is enhanced via Wan's work to an equality) has been announced in [CW16] .
Notation and hypotheses. Let Σ denote the set of all places of K that divide pN f f∞. For each prime ν of K, we fix a decomposition group at ν which we identify with G ν := Gal(K ν /K ν ), and denote by I ν the inertia subgroup of G ν and by Fr ν ∈ G ν /I ν the geometric Frobenius.
Given a complete local regular ring R and a finitely generated torsion R-module M , we write char R (M ) = P P length P (M P ) (where the product runs through height-one primes of R) to denote the characteristic ideal of M . We will also work with its analytic version, which we define and study in Section 5. When we do not specify what ? = {ac, cyc, ∅} is and when there is no danger of confusion, we shall always write char(X) in place of writing char ΛO L (Γ ? ) (X) for a Λ OL (Γ ? )-module X. If F is a p-adic field and F ′ is a p-adic Lie extension of F , then we write
, where F ′′ runs through all the finite subextension of F ′ /F and the connecting maps are the corestriction maps.
Let ǫ(f /K, χ) be the global root number in the functional equation of the Rankin-Selberg L-function L(f /K, χ, s). We shall consider the following two conditions.
Throughout this article, we shall assume that the following four conditions hold.
(H.Reg.) α = β.
(H.SS.) The order of the ray class group of K modulo f is prime to p.
The following hypothesis will also be in force from Section 4 onwards: Remark 1.14. Let H n denote the ring class field of K corresponding to the order Z + p n o K (in particular, H 0 = H K is the Hilbert class field of K) and set H ∞ = ∪ n H n . The anticyclotomic Z p -extension K ac /K is the unique Z p -extension contained in H ∞ . Since p is coprime to the class number of K by our assumptions, both p and p c are totally ramified in K ac /K. For q = p, p c , we denote the unique prime of K ac over q also by q. The extension K 2. Logarithm matrix and modular forms 2.1. Properties of p-adic power series. Recall from the introduction that L/Q p is a finite extension. Given any power series F ∈ L[[X]] and 0 < ρ < 1, we define the sup-norm ||F || ρ = sup |z|p≤ρ |f (z)| p . For any real number r ≥ 0, we write H L,r for the set of power series F satisfying sup t p −tr ||F || ρt < ∞, where
. It is common to write F = O(log r p ) when F satisfies this condition. Similarly, we write
We write H L for the union ∪ r≥0 H L,r . We say that a sequence of elements in H L converges when it does so under the topology of pointwise convergence (the weak topology).
Recall the p-adic logarithm
where Φ n denotes the p n -th cyclotomic polynomial. If n is a non-negative integer, we write ω n (1 + X) = (1 + X) p n − 1. Fix a topological generator u ∈ 1 + pZ p . For an integer m ≥ 1, we define
Note that Φ n,m , ω n,m and δ m are all polynomials over Z, whereas log p,m ∈ H Qp,m .
When P is a polynomial over L, we write ||P || = sup |z|p≤1 |P (z)| p . Recall the following result from [PR94, Lemme 1.2.1].
Lemma 2.1. Let P n be a sequence of polynomials in L[X] and h ≥ 0 an integer such that
Then, the sequence P n converges to an element
We prove a slightly more general version of this result.
Lemma 2.2. Let P n be a sequence of polynomials in L[X] and h ≥ 0 an integer satisfying the same conditions in Lemma 2.1. If there exists a real number 0 ≤ r < h such that sup ||p rn P n || < ∞, then the limit P ∞ of the sequence P n is O(log r p ).
Proof. Our proof is entirely based on the calculations carried out in Perrin-Riou's proof of Lemma 2.1. Let R n be the polynomial given by P n+1 − P n = ω n,h R n and let C be a fixed constant C such that
(1) ||P n || ≤ Cp rn for all n. Since ω n,h is monic, we have
for all m ≥ n, where the last inequality follows from our assumption that r < h. Therefore, if P ∞ is the limit of the sequence P n , we deduce from (1) and (2) that ||P ∞ || ρn ≤ Cp rn , as required.
We shall also need the following generalization of [PR94, Lemme 1.2.2].
Lemma 2.3. Let h ≥ 0 be an integer and 0 ≤ r < h.
Furthermore, suppose that
the unique polynomial of degree < hp n such that
for all 0 ≤ j ≤ h − 1 (P n exists thanks to Chinese remainder theorem). Then, the sequence P n satisfies the hypotheses of Lemma 2.2.
Then, as in the proof of [PR94, Lemme 1.2.2], there exists a constant C such that
which is bounded above independently of n by assumption. Hence, condition (i) in Lemma 2.2 holds. Condition (ii) follows from condition (b), hence the result.
Remark 2.4. We can in fact say a little bit more about the norm of P n . Suppose that ||p rn Q n,j || ≤ 1 and that
The proof of Lemma 2.3 in fact tells us that ||p rn P n || ≤ C, where C is a constant independent of the collection of polynomials {Q n,j : 0 ≤ j ≤ h − 1} and the integer n.
It is in fact possible to prove the same results if we replace the coefficient field L by a p-adic Banach space. The same proofs would go through since we did not use any properties of L being a field. Let
and let ∆ be the torsion subgroup of Γ cyc 0 . We write χ 0 for the cyclotomic character on Γ cyc 0 and fix a topological generator γ 0 of Γ cyc 0 /∆ such that χ 0 (γ 0 ) = u. For the rest of the article, we shall identify Γ cyc with γ 0 . We define H L,r (Γ cyc 0 ) to be the set of power series
such that n≥0 c n,σ X n ∈ H L,r for all σ ∈ ∆. When r = 0, we shall simply write
2.2. Wach module and logarithm matrix. Let f be a modular form as given in the introduction. We recall that we assume that p > k and that the Hecke eigenvalue a p (f ) satisfies ord p (a p (f )) > 0 throughout. We shall also fix an L-valued unramified character ϑ of G Qp of finite order and write T = R * f ⊗ ϑ. Let N(T ) and D cris (T ) be the Wach module and the Dieudonné module of T respectively (c.f., [Ber04] ). We write n 1 , n 2 and v 1 , v 2 for the O L ⊗ A 
L and let A ϕ and P be the matrices of ϕ with respect to these two bases. Then
and P = c · 0
We recall from [LLZ15b, Definition 3.2] that there exists a logarithm matrix
where M is the change of basis matrix
and m is the Mellin transform.
Lemma 2.5. For n ≥ 1, the matrix M log is congruent to A n+1 ϕ
, whose entries are all polynomials of degree < (k−1)p n . Furthermore, both entries on the second row of C n are divisible by Φ n,k−1 (γ 0 ).
Proof. As explained in [LLZ15b, Lemma 3.6], we have
Therefore, we may take C n to be the image of m
Lemma 2.6. The determinant of C n is, up to multiplication by a unit in Λ OL (Γ cyc ) × , equal to
Proof. Recall from [LLZ11, Corollary 3.2] that the determinant of M log is given by
where A ∼ B means that A and B agree up to a unit in Λ L (Γ cyc ) × . Therefore, Lemma 2.5 implies that
The proof of Lemma 2.5 tells us that
. By the explicit formula of P given in (3),
Since m −1 preserves the µ-and λ-invariants by [LLZ15b, Proposition 2.2], our result follows as we combine (4) with (5).
Observe that we have the diagonalization
Lemma 2.7. The entries of Q −1 M log on the first row are elements of H L,ordp(α) (Γ cyc ), whereas those on the second row are inside H L,ordp(β) (Γ cyc ).
Proof. By Lemma 2.5 and (6),
Furthermore, the entries of the matrix
. We define the polynomials P i,n (i = 1, · · · , 4) by setting
These polynomials satisfy:
• there exists an absolute constant C such that
If we let P i,∞ denote the limit of P i,n as n tends to infinity, we have Q −1 · M log = P 1,∞ P 2,∞ P 3,∞ P 4,∞ . Furthermore, it follows from Lemma 2.2 that
Our assertion follows.
Let h n denote the morphism
where C n is as defined in Lemma 2.5. Following [Spr12] , we consider the inverse system Λ OL (Γ cyc ) ⊕2 / ker h n , where the connecting maps are the natural projections and obtain the following:
Proof. It is enough to show that lim ← − ker h n = 0. That is, if F ∈ Λ OL (Γ cyc ) ⊕2 such that C n F ≡ 0 mod ω n,k−1 (γ 0 ) for all n ≥ 1, then F = 0. Indeed, such an element would satisfy
. But the right-hand side is at least O(log k−1 p ) if non-zero, whereas the left-hand side is o(log k−1 p ) thanks to Lemma 2.7. Hence the result follows.
We now explain how to construct a well-defined element in the quotient Λ OL (Γ cyc ) ⊕2 / ker h n when we are given a pair of polynomials satisfying certain compatible conditions when evaluated at a collection of characters.
Proposition 2.9. Let n ≥ 1 be an integer. For each λ ∈ {α, β} and 0
Furthermore, suppose that for all j ∈ {0, . . . , k − 2} and all Dirichlet characters θ of conductor p m where 1 ≤ m ≤ n + 1, we have
Let P λ,n be the unique polynomial of degree < (k − 1)p n such that
Then, there exists a unique element (P #,n , P ♭,n ) ∈ ̟ −s Λ OL (Γ cyc )/ ker h n , where s is a fixed integer independent of the collection of polynomials {P λ,n,j : 0 ≤ j ≤ k − 2} and the integer n, such that
Proof. Let adj be the adjugate matrix of Q −1 C n . Recall from Lemma 2.5 that the second row of C n is divisible by Φ n,k−1 (γ 0 ). Therefore,
for some polynomials D n and D ′ n , whose denominators are bounded independent of n. Let 0 ≤ m ≤ n. As in the proof of Lemma 2.5, we have
Since the second row of C m is divisible by Φ m,k−1 (γ 0 ), we deduce that for some * and * ′ in Q p . Our assumptions on P α,n,j and P β,n,j now imply that
for all 1 ≤ m ≤ n. In particular, there exist polynomials P #,n and P ♭,n such that
Remark 2.4 tells us that the polynomials P λ,n ∈ p −s0 O[γ 0 −1] for some s independent of P λ,n,j . In particular, the denominators of P #,n and P ♭,n are also bounded by ̟ s . Recall from Lemma 2.6 that det(C n ) is up to a unit in
. Therefore, we deduce the factorization (7) on inverting adj in (8).
Proposition 2.10. For each λ ∈ {α, β}, suppose that we are given F λ ∈ H L,ordp(λ) (Γ cyc 0 ) such that for all j ∈ {0, . . . , k − 2} and all Dirichlet characters θ of conductor p n > 1,
for some constant c j,θ ∈Q p that is independent of the choice of λ. Then there exist
Furthermore, if there exists a sequence P λ,n ∈ Λ OL (Γ cyc 0 ) such that F λ ≡ λ −n−1 P λ,n mod ω n,k−1 (γ 0 ) for both λ ∈ {α, β}, then there exists an integer s that depends only on the pair {α, β} (but not on F α and
Proof. On considering each isotypic component separately, we may assume that F λ ∈ H L,ordp(λ) (Γ cyc ). For λ ∈ {α, β} and 0 ≤ j ≤ k − 2, take P λ,n,j to be the unique polynomial of degree < p n such that
for some s 0 that is independent of λ, n and j. By Proposition 2.9, our hypothesis implies that there exist two sequences of polynomials P #,n and P ♭,n in
Recall from the proof of Lemma 2.7 that we have the congruence
In particular, c n+1 P #,n c n+1 P ♭,n defines a sequence of compatible elements in
tells us that there exist F # , F ♭ ∈ ̟ −s−s0 such that 
ψ=0 under the hypothesis k > 2. When k = 2, it is possible to obtain the same result on replacing the basis n 1 , n 2 by another basis that is congruent to the original one mod π, as explained in [LLZ10, Lemma 3.9]. The new basis would still be a lifting of v 1 , v 2 , but M log would differ slightly since P would be replaced by a new matrix. However, this does not affect our calculations carried out in §2.2 as the new P would be congruent to the original one mod π. Without loss of generality, we shall assume that our basis n 1 , n 2 does satisfy [LLZ10, Theorem 3.5].
Under this assumption, there exist two Coleman maps Col # and Col ♭ , both of which are 
Our choice of eigenvectors v α , v β from (6) allows us to rewrite this as
If we write L T,α and L T,β for the coordinates of L T with respect to this eigenbasis, we have
Let F be a finite unramified extension of Q p . We shall write N F (T ) and D cris (F, T ) for the Wach module and the Dieudonné module of T over F . In particular, [LZ14, Lemma 2.1] tells us that
Therefore, it is immediate that n 1 , n 2 and v 1 , v 2 extend to bases of N F (T ) and D cris (F, T ) respectively. Furthermore, the basis
ψ=0 . This allows us to define the Coleman maps
for the Perrin-Riou big logarithm map, we then have a similar decomposition as (9), namely
and let F ∞ denote the completion of F ∞ . We set S F∞/F ⊂ Λ O F∞ (U ) to denote the Yager module which is defined in [LZ14, §3.2]. We recall that it is a free Λ OF (U )-module of rank 1 (see the proof of Proposition 3.12 in op. cit.). In particular, we may fix a basis {Ω F } of the Yager module S F∞/F . There is an isomorphism
where
The two-variable big logarithm map of Loeffler-Zerbes, which we denote by L T,F∞ , is defined as the compositum of the arrows
The basis (1 + π)ϕ(n 1 ), (1 + π)ϕ(n 2 ) of (ϕ * N F (T )) ψ=0 allows us to define the Coleman maps
In particular, this yields the decomposition
When no confusion could arise, we shall omit Ω F from the notation and identify
This allows us to consider Col •,F∞ as maps landing in O F ⊗ Λ OL (G).
Images of Coleman maps.
We now study the images of the Coleman maps defined above in the case where
and θ be a Dirichlet character of conductor p. Then,
where c is as at the start of §2.2.
Proof. If we write
then following the calculations of [LLZ11, §5.1], we have
Hence the result.
thanks to the RamanujanPetersson bound. Given a character η ∈ ∆, we write e η for the idempotent attached to η and
where we identify γ 0 − 1 with X and Remark 2.13. We note that ξ η,# = 1 for all η, whereas ξ η,♭ contains a non-trivial factor whenever C j,η = 0 for some j. The latter occurs for all η if k > 2. In the case k = 2, ξ η,♭ is trivial for θ = 1, whereas
Lemma 2.14. For • ∈ {#, ♭} and η ∈ ∆, let ξ η,• be as given in Theorem 2.12, then
Therefore, our result follows from combining the second half of Theorem 2.12 with (11).
Our description on the images allows us to describe the following error term, which we shall need later.
Proposition 2.15. Let η ∈ ∆, then the e η -component of the quotient
Proof. The isomorphism theorem tells us that the stated quotient is isomorphic to
Recall from Remark 2.13 that Col # is pseudo-surjective, so we may replace this by
The first half of Theorem 2.12 says that that e η · L ⊗ ImCol equals
Therefore,
This in turn can be expressed as
The result follows.
This in turn yields the two-variable analogue on tensoring everything by Ω Qp Λ Zp (U ). More specifically, we may deduce that the e η -component of the quotient
Furthermore, its characteristic ideal, up to a power of ̟, is generated by
We shall need a similar result for the maps L T,α and L T,β . To prove this, we begin with the following observation on their images.
Proof. This follows from the interpolation formulae of the Perrin-Riou logarithm map. See for example [Lei11, Lemma 3.5].
For a Dirichlet character η of conductor p n and 0 ≤ j ≤ k − 2, define
with θ| ∆ = 1 .
Proof. The inclusion ⊂ is a reformulation of Lemma 2.16. The equality then follows from comparing determinants of the two sets, which are both log p,k−1 (1 + X)H L .
On projecting to the two coordinates of L, we infer the following:
Corollary 2.18. For all η ∈ ∆ and λ ∈ {α, β}, we have
Proposition 2.19. Let η ∈ ∆, then the e η -component of the quotient
Proof. As in the proof of Proposition 2.15, the quotient in the statement of the proposition is isomorphic to
.
On applying Corollaries 2.17 and 2.18, we may rewrite this as
as required.
As before, a two-variable analogue can be obtained on tensoring everything by Ω Qp Λ Zp (U ).
2.5. Coleman maps for T f,χ . Let q ∈ {p, p c }. We write D q for the decomposition group at a fixed prime above q in Γ and choose a set of coset representatives σ 1 , . . . , σ p t of Γ/D q . We may identify D q with U × Γ cyc 0 /∆. Note that our choice of embedding ι p implies that U and Γ cyc 0 /∆ correspond to subgroups of Γ p c and Γ p respectively. This gives rise to the decomposition
where the last direct sum runs through all places v of K ∞ lying above q. Recall from the introduction that
for • ∈ {#, ♭}, where the character ϑ in § §2.2-2.3 is chosen to be χ −1 | GK q , the notation ·e k/2−1 signifies the natural map
where M log,q is the logarithmic matrix obtained from M log on replacing γ 0 by its image in Γ q . Recall from (6) that we have chosen a basis {v α , v β } of ϕ-eigenvectors allowing us to define (for λ ∈ {α, β}) the morphism
by considering the coordinates of the map (12) with respect to the eigenbasis {v α , v β }. We may rewrite (13) as
By linearity, we may extend the map L λ,q to a map
and the following extension of a result due to Colmez enables us to view it as a map
Proposition 2.20 (Colmez). The natural map
is an isomorphism.
Proof. The analogous statement for Galois representations with coefficients in a finite extension of Q p is proved in [Col98, Prop. II.3.1]. Thanks to our assumption that p > k, it follows that H 2 (K q , T f,χ ) = 0 (as a consequence of a result due to Fontaine and Edixhoven on the residual irreducibility of ρ f ). With this property at hand, the argument of Colmez in loc. cit. carries over to prove our assertion.
Let K ′ /K be a finite p-extension where all primes above p are unramified. A typical choice for K ′ in this article will be K(n) for some ideal n of O K that is coprime to p. If v is a prime of K ′ lying above q, then K ′ v can be considered as a sub-extension of Q p,∞ when we identify K q with Q p . Therefore, we may define the maps
on which we have the maps
) for the natural maps induced from Col •,n,q and L λ,n,q , respectively. As before, when n is trivial, we suppress n from the notation and simply write Col •,q , Col ?
•,q and so on. Let ω be the Teichmuller character on ∆. Lemma 2.14 tells us that
where ξ
by γ q . We recall that this containment is of finite index. From now on, we write ξ
and for ? ∈ {cyc, ac}, we define ξ ?
• similarly. For ? = ∅, we shall define ξ ?
• to be ξ Let f be our fixed modular form. Let g be a CM Hida family (in the sense of [KLZ17, §7]) that has CM over our fixed imaginary quadratic field K. We fix N to be an integer that is divisible by N f and the tame level of g. Throughout, we assume that f is non-CM. In particular, f is not a twist of any member of g. Let 0 ≤ j ≤ k − 2. Consider the image of the Rankin-Iwasawa class c RI [j] m,mpN,1 under the compositum of the morphisms
where the first arrow is the étale regulator map composed with the Künneth decomposition, the second arrow is given by the moment map mom k−2−j on the Iwasawa-theoretic sheave on the first component and id ⊗ mom k−2−j on the second component, the last arrow is given by the obvious projection and
(c.f. [KLZ17, Theorem 4.5.1 and Proposition 7.2.1(a)]). We write
for this image. We remark the moment map
corresponds to the twisting map
given by the cup-product in with agree up to a twist by the (k − 2)-nd power of the weight character. On the level of Iwasawa sheaves, they differ by the moment map id ⊗ mom k−2 .
Since we have assumed that f is non-CM, we have
We may further project c z
Following the proof of Theorem 6.3.4 of op. cit., for r ≥ 1, let
denote the the image of
under the same series of maps in (17). r,j for these elements. Theorem 3.2. Let m be a fixed integer coprime to p and λ ∈ {α, β}. There exists an element
(where
.2] and the identification of the two cohomology groups comes from the inflation-restriction exact sequence and (18)) such that
for all r ≥ 1 and 0 ≤ j ≤ k−2, where x λ,g r,j is considered as a class in
Proof. As in the proof of [LZ16, Theorem 3.5.9], there is a natural norm || · || on R *
, which in turn induces a norm on
where res is the restriction map from Q(µ mp r ) to Q(µ mp ∞ ) and Tw j is the twisting map R * 
under the same series of maps as in (17).
Proposition 3.3. Let m be an integer coprime to p and θ a finite-order character of Gal(Q(µ mp ∞ )/Q). Let p r be the p-part of the conductor of θ. If r > 0, then
mp r ,mp r N,1 .
Proof. By definition,
The term (pr 1 × pr 1 ) * applied to c RI 
The proof follows.
Corollary 3.4. Let m be an integer coprime to p and θ a finite-order character of Gal(Q(µ mp ∞ )/Q). Let p r be the p-part of the conductor of θ. If r > 0, then
Lemma 3.5. Let m be an integer coprime to p, r ≥ 0 an integer and
). Suppose that for all characters θ of Gal(Q(µ mp r+1 )/Q) whose p-conductor is p r+1 , we have
Then, z is in the image of
The latter coincides with the image of the restriction of
via the inflationrestriction sequence thanks to (18).
Corollary 3.6. Let m be an integer coprime to p, r ≥ 1 an integer and
Suppose that for all characters θ of Gal(Q(µ mp r+1 )/Q) whose p-conductor is p r+1 , we have
Proof. Shapiro's lemma gives
corresponds to the morphism
induced by the multiplication by Φ r (Γ cyc 0 ). Hence, our result follows from Lemma 3.5.
Theorem 3.7. There exist two elements BF #,g m and BF
where we identify all BF ?,g m as elements of
. Furthermore, there exists an integer s such that
for all m and all g.
Proof. Let 0 ≤ j ≤ k − 2, r ≥ 1 be integers and λ ∈ {α, β}. Consider the commutative diagram
where the first vertical map on the left is the natural projection given by modulo (Γ 
Given that j! and k−2 j are p-adic units under our running assumption that p > k, we have
As in the proof of Theorem 3.2, [LZ16, Theorem 3.3.5] tells us that, as elements of
Given that
Then, by Lemma 2.3 and Remark 2.4, this produces a cocycle
Here, s 0 is independent of r, g and λ. Hence, this gives
mod ω r−1 (u −i γ 0 ).
Let adj be the adjugate matrix of Q −1 C r−1 as in the proof of Proposition 2.9. Then, Corollaries 3.4 and 3.6 tell us that
Consequently, this defines
On letting r → ∞, we obtain two classes x # and
These classes are invariant under Γ 
was available, it would allow us to "pull out" H L,ordp(λ) (Γ cyc 0 ) to conclude that
It would then be possible to obtain the factorization in Theorem 3.7 in an alternative manner. Namely, we could carry out the sought after factorization by working with the coordinates with respective a fixed basis of
). See Remark 3.13 below for yet another approach.
3.2. CM Hida families. We follow the notation of [LLZ15a, § §3-5] unless we caution readers otherwise. All references in this section are to this article. In particular, for a general modulus n of K, we let H n denote the ray class group modulo n and let K(n) denote the maximal p-extension contained in the ray class field modulo n. We set H (p) n := Gal(K(n)/K). We recall from the introduction that we have fixed an integral ideal f of O K that is prime to p with K(f) = K. We have also fixed a p-distinguished ray class character χ modulo f in the sense that χ(p) = χ(p c ); we assume that the local field L is large enough to realize the character χ. We caution readers that our field L is denoted by L P in op. cit. and their χ is different from ours. For any ideal m = nf divisible by f, we will regard χ as a character of lim ← − H mp r via the surjection lim ← − H mp r ։ H f . We let η χ denote the Dirichlet character of conductor N χ := Nf, which is characterized by the requirement that η χ (n) = χ((n)) for integers prime to f. Notice that when χ is a ring class character, η χ = ½. Let ψ 0 denote the unique Hecke character of ∞-type (−1, 0), conductor p and whose associated p-adic Galois character factors through Γ p . (It is unique since the ratio of two such characters would have finite p-power order and conductor dividing p. This has to be the trivial character because of our assumption on the class number.) Set ψ = χψ 0 and let ψ L : G K −→ L × denote the Galois character associated to the p-adic avatar of ψ, which is obtained via the geometrically normalized Artin map. Note that ψ is a Hecke character of of ∞-type (−1, 0) with conductor fp. The theta-series
is the weight two specialization (with trivial wild character) of a CM Hida family with tame level D K N χ and character η χ ǫ K ω. The weight one specialization of this CM Hida family with trivial wild character equals the p-ordinary theta-series
For each ideal m divisible by f, we let Λ Remark 3.9. It is assumed at the start of [LLZ15a, §5.1] that ψ is a an algebraic Hecke character whose conductor is prime to p. However, as we are assuming p splits in K and that χ is p-distinguished, Remark 5.1.3 of op. cit. still applies and tells us that the same results hold true in our setting.
The following statement is a very slight extension 3 of Corollary 5.2.6 via Proposition 5.2.5 of op. cit.:
Proposition 3.10. There exists a family of isomorphisms
There is a typo in the statement of Corollary 5.2.6: In order to apply the previous results in §5, the set of ideals considered should be the ones coprime to p c , not p.
commutes as m | m ′ range over integral ideals of O K that are divisible by f and coprime to p; and r ≥ s over non-negative integers.
The vertical map on the right is the obvious map induced from
mp s is the norm map which is given (together with its fundamental property) in Proposition 5.2.5 of op. cit.
Corollary 3.11. If h ≥ 0 is a real number, m is an ideal divisible by f and coprime to p, there exists a family of isomorphisms
which are compatible as m varies (in the sense that they induce a commutative diagram, analogous to that in Proposition 3.10).
Proof. This is a consequence of Shapiro's Lemma and Proposition 3.10, by passing to limit in r.
Corollary 3.12. Let h and n be as in Corollary 3.11. There exists a family of morphisms
which are compatible as m varies (in the obvious sense).
Proof. The maps µ m are obtained by composing ν m from Corollary 3.11 with the compositum of the arrows
is the corestriction map, the second arrow is deduced from Shapiro's lemma, the third arrow is induced from the fact that χ −1 ψ L factors through Γ. The compositum of these arrows has the desired compatibility as m varies since each of these arrows does.
The family of morphisms µ m may be rewritten as
3.3. Beilinson-Flach elements over imaginary quadratic fields. Let K, χ and f be as before. Recall from the introduction that N is the collection of square-free integral ideals of O K which are prime to fp. For each n ∈ N , we set m = nf. 
mp r ], which are compatible as r varies (thanks to the choice of the p-ordinary maximal ideals I mp r ) and gives rise in the limit to a map
On the other hand, the G Q -representations H 1 (ψ, mp r ) are defined by setting
mp r ] . On passing to limit in r, we have give rise to classes
for each m and λ ∈ {α, β}, via the morphisms π m and the identification µ m given by Corollary 3.12. Recall that m = nf. We may define BF
to be the image of BF λ m under the corestriction map. Furthermore, arguing as in the proof of [BL17b, Proposition 3.10], we see that these elements satisfy an Euler-system norm relation as n varies. We may decompose the pair of Beilinson-Flach classes {BF α n , BF β n } using Theorem 3.7 to obtain bounded classes, namely
Here, we treat all the Beilinson-Flach elements as elements of
Remark 3.13. In this remark, we discuss yet another strategy to obtain integral cohomology classes out of the pair (which, like the signed Beilinson-Flach classes of (20) above, allow us to attack Iwasawa main conjectures for f K ⊗ χ −1 , where f /K stands for the base change of f to K). Let Γ 1 denote an arbitrary quotient of Γ that is isomorphic to Z p . On projecting Beilinson-Flach elements BF λ n via π Γ1 : Γ ։ Γ 1 to obtain classes
where the identification above is a consequence of Colmez' argument in [Col98, Proposition 3.8]. One may now carry out the desired factorization (only along Γ 1 ) by working with the coordinates with respective a fixed basis of
, without the need to work on the level of cocycles as above. Using these integral classes, one could prove (arguing as in Section 4 below) that the characteristic ideal of a Greenbergstyle Selmer group (with the notation of Definition 4.2, this is simply X Γ1 ∅,0 := X ∅,0 ⊗ πΓ 1 Λ OL (Γ 1 )) divides the projection of Hida/Bertolini-Darmon-Prassanna p-adic L-function to Λ L (Γ 1 ). These divisibilities are easily seen to patch as Γ 1 varies.
For • ∈ {#, ♭}, we write c
• n , where r was introduced as part of Theorem 3.7. We simply write c
• in place of c Let g m be the CM Hida family over K we have fixed in §3.3; recall also its relation with the Galois representation H 1 (ψ, mp ∞ ), which is the main object of interest for us. We recall from [KLZ17, §7.2] that there exists a short exact sequence of G Qp -representations
are unramified at p, where κ is the weight character. Recall from Proposition 3.10 that
L ). Moreover, the sequence (21) admits a splitting and we may identify
We define the restriction map
for q ∈ {p, p c }. We have the following result on the image of BF λ gm under res p c . Proposition 3.14. For λ ∈ {α, β}, we have
Proof. For notational simplicity, we shall only consider the case when m = f (so that K(m) = K and
since the general case can be proved similarly. The image of BF λ,g 1 · e 1−k/2 under the restriction map composed with the projection
therefore follows from [LZ16, Theorem 7.1.2]. We now prove the second statement. Let g be a fixed classical specialization of g m . It is enough to prove that our result holds for a Zariski dense set of g. We shall show that this is indeed the case for all g whose weight is at least k. As before, we may replace res p c (BF
For λ ∈ {α, β}, we write λ ′ for the unique element of
For each j ∈ {0, . . . , k − 2} and a finite-order character θ of Γ cyc 0 , we have L λ (χ j 0 θ) = 0. This is due to the fact that the local image of the Beilinson-Flach elements in H 1 (Q p (µ p n ), T (−j)) are geometric for any n ≥ 0 by [KLZ17, Proposition 3.3.3]. This means precisely that they lie in the kernel of the dual exponential map. We therefore infer that L λ is divisible by log 
where c g is the U p -eigenvalue of g, e θ represents the idempotent attached to the character θ and τ (θ) denotes its Gauss sum. Recall that the image of BF
n,0 , (c.f. §3.1). Hence we may rewrite the congruence above as
which is independent of λ thanks to Corollary 3.4. In other words,
Therefore, the result follows from combining the three congruences above.
Recall from §2.5 that M log,q is the logarithmic matrix obtained from M log on replacing γ 0 by its image in Γ q for q ∈ {p, p c }.
Corollary 3.15. For • ∈ {#, ♭}, we have
Proof. Once again, we assume that m = f for simplicity. Recall that our choice of ι p implies that when we localize at p c , the Galois group Γ cyc 0 /∆ = γ 0 is identified with Γ p c . Therefore, the factorization (20) implies that res p c (BF
Proposition 3.14 together with (15) imply that
which tells us that , j) , where g is a theta series whose weight is greater than k and 1 ≤ j ≤ k − 1.
We now consider the local images of the Beilinson-Flach elements at p.
Definition 3.17. For λ, µ ∈ {α, β}, we define via the Perrin-Riou maps given by (16)
We call these four elements analytic Beilinson-Flach p-adic L-functions.
As discussed in Theorem 7.1.5 of [LZ16] (also in [KLZ15, Theorem 6.5.9] in the p-ordinary case), these elements are expected to interpolate the (twisted) L-values of f over K, when evaluated at χ j 0 for j ∈ {−k/2 + 1, . . . , k/2 − 1}. In the situation when λ = µ we have the following result due to Loeffler and Loeffler-Zerbes [Loe17, LZ16] (which is adjusted to fit with our framework).
Theorem 3.18 (Loeffler, Loeffler-Zerbes). Let ρ be a Hecke character of the form ρ = ρ 0 | · | j ν where ρ 0 has ∞-type (−u, 0) with 0 ≤ u ≤ k − 2 and has p-power conductor; j ∈ [1 − k/2 + u, −1 + k/2] is an integer and finally, ν is a Dirichlet character of conductor p r . Then we have,
Here E(f λ , ρ), E(f λ ) and E * (f λ ) are suitable interpolation factors.
Remark 3.19. The formula above is a direct (but very rough) translation of Proposition 2.12 and Theorem 6.3 of [Loe17] . We refer the readers to our companion article [BL17a] (the proof of Theorem 3.6) where the interpolation factors E(f λ , ρ), E(f λ ) and E * (f λ ) are explicitly calculated for a certain class of Hecke characters. One may of course state even a more general interpolation formula for L λ,λ (ρ) using Loeffler's calculations, where ρ is an arbitrary algebraic Hecke character ρ of infinity type (a, b) with 1 − k/2 ≤ a ≤ b ≤ k/2 − 1 and whose associated p-adic Galois character factors through Γ. Since we do not need this here (nor in our companion article [BL17a]), we shall not be doing that. We are currently unable to prove that these interpolation formulae uniquely determine L λ,λ when k > 2. This is the same reason why we were forced to prove a functional equation for the three-variable geometric p-adic L-function in [BL17a] , rather than proving a functional equation for L λ,λ directly.
and call them doubly-signed Beilinson-Flach p-adic L-functions. If we combine the decomposition (15) with (20), we have the factorization
We note that Loeffler's 2-variable p-adic L-fucntions for weight two modular forms constructed using modular symbols in [Loe14] satisfy a similar factorization. See [Lei14] .
Locally restricted Euler systems and bounds on Selmer groups
Armed with the Euler systems we have constructed in §3, we may now prove bounds on the Selmer groups relevant to our study here. Until the end of this article, the hypotheses (H.Im.), (H.Reg.) and (H.SS.) are in effect. Throughout, we will also adopt the convention that whenever we restrict our attention to the anticyclotomic line, the character χ will be assumed to be a ring class character. In particular, we implicitly assume that χ is a ring class character whenever our discussion involves (Sign±).
Selmer structures.
For any modulus n ∈ N of K as above and ? = ac, cyc, ∅, we set
For each • ∈ {#, ♭} and q ∈ {p, p c }, we recall from the end of §2.5 that we have the semi-local Coleman maps Col ?
•,n,q :
and consider the following Selmer structures on T ? f,χ for ? ∈ {ac, cyc, ∅}:
• The canonical Selmer structure F can by requiring no local conditions at any place belonging to Σ.
• The Greenberg Selmer structure F ∅,0 by replacing the local conditions determined by F can at p c by the 0-subspace.
• Partially-signed Selmer structure F ∅,• by replacing the local conditions determined by F can at p c with H
• Doubly-signed Selmer structure F •,⋆ (where ⋆ ∈ {#, ♭}) by replacing the local conditions determined by
Remark 4.1. We have chosen to denote the Selmer structures
f,χ , and T cyc f,χ with the same symbols. This is intentional as it is easily checked that each F on T f,χ propagates to the Selmer structure F on T ? f,χ (for ? = ac, cyc).
As usual, we also define the dual Selmer structures F * on T
⊥ for each λ ∈ Σ, the orthogonal complement with respect to the local Tate duality at λ. Each of these Selmer structures will allow us to define a Selmer group
as well as their counterparts associated to the dual Selmer structure F * on T ?, * f,χ . Definition 4.2. For •, ⋆ ∈ {#, ♭}, and ? ∈ {ac, cyc, ∅}, we set
and finally, also set X ?
4.2. Triviality and non-triviality of Beilinson-Flach elements. We shall consider the following six properties concerning the local positions of the Beilinson-Flach elements at the primes above p. Even though we expect their validity at all times, we are able to verify them only partially (due to a variety of technical reasons, which we shall explain below). This is still sufficient for our goals towards Iwasawa main conjectures. Suppose ⋆, • ∈ {#, ♭} and we write L
) for the restriction of the doubly-signed Beilinson-Flach p-adic L-function to the anticyclotomic (respectively, to the cyclotomic) characters. Fix • ∈ {#, ♭} and λ ∈ {α, β}. Proof. We may use [VO14, Corollary 5.3] to choose a Hecke character ψ (whose p-adic avatar is cyclotomic) with infinity type (0, 0) and the property that L(f, χψ, k/2) = 0. For λ ∈ {α, β} and • ∈ {#, ♭}, we let c λ ψ , c Proof. This is immediate after Proposition 4.3, as the map
is injective.
Proposition 4.7. There exists • ∈ {#, ♭} such that the property (L2) holds true.
Proof. Our proof is based on an argument due to Kings-Loeffler-Zerbes. We let BF 
where,
• j is any integer; • g φ is any specialization of the CM Hida family g that arises as the p-depleted theta series of a Hecke character φ of infinity type (−w, 0) with w ≥ 0 (so that g φ is an eigenform of weight w + 1), whose p-adic avatar is denoted by φ p ;
p ) is the image of BF α * under the obvious specialization map; • △(φ, j) is a non-zero factor whose exact value we do not need to know;
In particular, we infer that
if we choose w > k + 3 and w/2 + 1 ≤ j < w − k/2, since the Euler product for L(f /K, φ, s) is absolutely convergent (and therefore non-vanishing) at s = j + k/2. The desired non-vanishing statement now follows from (20).
Proposition 4.8. Suppose that p ∤ N f disc(K/Q), N − is a square-free product of an odd number of primes (where we factor N f = N + N − so that N + (resp., N − ) is only divisible by primes that are split (resp., inert or ramified) in K) and if V |N − is ramified in K/Q, the condition (ST) in [Hun17] holds with n b = N − . Then, there exists • ∈ {#, ♭} such that (L3) holds.
Proof. First of all, our hypotheses ensure the validity of (Sign+). We use [Hun17, Theorem 6.12] to choose a Hecke character ψ (whose p-adic avatar is anticyclotomic) with infinity type (0, 0) and the property that L(f, χψ, k/2) = 0; the rest of the argument in the proof of Proposition 4.3 goes through verbatim. Proof. The proof of Corollary 4.6 applies verbatim to deduce our claim using Proposition 4.8. Remark 4.11. The reason why we are able to verify the properties (L0) -(L4) for only some choice of •, ⋆ ∈ {#, ♭} is that we currently do not have access to a sufficiently explicit interpolation formula for L •,⋆ for general a p (f ). When a p (f ) = 0, we expect that the properties (L0) -(L4) could be verified for all possible choices of •, ⋆. In order to keep the length of the current article within reasonable limits, we postpone this discussion (which is secondary for our purposes here) to a future article.
Proposition 4.12. If ε f = 1, then (L.λ) holds true. Moreover, if a p (f ) = 0 and the ramification index of L/Q p is odd, then (L5) holds true.
Proof. The first assertion is [BL17a, Corollary 3.10] to the current article, whereas the second assertion is Corollary 7.12 in op. cit.
Proposition 4.13.
(i) For every n ∈ N and • ∈ {#, ♭}, we have res p c (c
Proof. (i) follows from Corollary 3.15. Notice that the quotient
is torsion-free and (ii) is now a consequence of (i) and (L2). (iii) similarly follows from (i) and (L4).
Signed main conjectures.
Theorem 4.14. For •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅} we have the following. Proof. (i) The assertion that X ?
• is torsion (under the assumption that c
• ? = 0) is a consequence of the locally restricted Euler system machinery developed in [BL15, Appendix A]. We explain here how to apply the results therein. For each n ∈ N (we remark that these moduli are denoted by η in loc. cit.) we recall that
We note that the L-restricted Selmer structure F L considered in Definition A.10 of op. cit. corresponds to our
n is the summand corresponding to Col •,n,p ). Proposition 4.13(i) shows that the collection {c 
f,χ ) = 0, we only need to check that c
The existence of a choice of ⋆, • ∈ {#, ♭} with this property follows from Corollary 4.6. The rest of (iii) follows from Poitou-Tate global duality. (iv) As in the proof of (iii), we only need to verify under the running hypotheses that c
and Corollary 4.9 tells us that there exists a choice of • ∈ {#, ♭} with this property.
f,χ ) and let res •/p denote the composition of the arrows 
is torsion by (i).c, it follows that res
The proof of (v) now follows from (i).c and the global duality sequence
We now formulate our signed main conjectures.
Conjecture 4.15. For •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅}, the following two assertions hold true:
Here, "=" means equality up to powers of p and ξ ? ⋆ is as given at the end of §2.5.
We note that these two assertions are equivalent under certain conditions, see Proposition 4.17. We shall call the first assertion the partially-signed main conjecture and the second assertion the doubly-signed main conjecture for f ⊗ χ. Then, the partially-signed main conjecture and the doubly-signed main conjecture in Conjecture 4.15 (for these choices of • and ⋆) are equivalent.
Proof. For the said choice of • and ⋆, the Poitou-Tate global duality together with Theorem 4.14(ii) yield an exact sequence
f,χ ) and res ⋆/p is the compositum of the arrows
f,χ ) as in the proof of Theorem 4.14(v). This shows that the statement of Conjecture 4.15(i) is equivalent to the assertion that
⋆ by Lemma 2.14, it follows that Col Theorem 4.18. Suppose that •, ⋆ ∈ {#, ♭} and ? ∈ {ac, cyc, ∅}.
-either that ? = ac and the pair (•, ⋆) verifies the conclusion of Corollary 4.9; -or else that ? = cyc, ∅ and the pair (•, ⋆) verifies the conclusion of Corollary 4.6. We then have Col
Under the assumptions of (ii), the containment (i) is an equality up to a power of p if and only if the same is true for that of (ii).
Proof. The first containment follows from employing the techniques of [BL15, Appendix A], more specifically, the equation (1.5) therein (with the choices we have recorded in the proof of Theorem 4.14(i)). Note that this inclusion says something non-trivial only when c
• ? = 0 and the conditions in (ii) guarantee that. It follows from the sequence (23) and the first part of our theorem that
with equality if and only we have equality in the first part. Noting that
)) , the proof follows.
Theorem 4.19. Suppose that the hypotheses of Proposition 4.10 are in effect and • ∈ {#, ♭} verifies the conclusion of this proposition. Then,
• ) (equality up to a power of p) if and only if
• .
Proof. The Poitou-Tate global duality together with Theorem 4.14(ii) give rise to an exact sequence
The proof now follows from Theorem 4.18(i).
A refinement (Indefinite Anticyclotomic Main Conjectures)
Suppose throughout this section that (Sign−) is in effect as well as that the nebentype ε f is trivial 4 . Theorem 4.14(iii) shows that the signed Selmer groups (over the anticyclotomic tower) are non-torsion and the signed-main anticyclotomic conjectures in this situation could not assert anything non-trivial. However, one may consider a suitable Pottharst-style trianguline Selmer group over the anticyclotomic tower (we are grateful to Laurent Berger for explaining to us how the main constructions of Pottharst would extend without difficulty to our case of interest. Having said that, all inaccuracies in this section are of course ours). While still being a non-torsion object itself, it turns out that the torsion-subgroup of the trianguline Selmer group will acquire an interpretation in terms of p-adic L-functions, much in the spirit of Perrin-Riou's conjectures in the p-ordinary set up (and its parallel in our companion article, Theorem 1.1(ii) of [BL17b] ). We shall follow the notation of Pottharst in [Pot12, Pot13] ; in particular, we shall write Λ ∞ for the analytification of the anticyclotomic Iwasawa algebra. We set
where G K -acts diagonally as usual (and via the universal anticyclotomic character on the latter factor).
Remark 5.1. In order to extend Pottharst's theory to our set up, we need to establish the required formalism of (ϕ, Γ ac )-modules. There has been much activity recently concerning this matter, see in particular [Ber13, FX13, SV15, KR09]. We outline here the basic constructions relevant to our studies. In order to define the trianguline Selmer groups along the cyclotomic tower, one makes an essential use of the Fontaine-Herr complex of cyclotomic (ϕ, Γ)-modules to recover the Iwasawa cohomology; Herr's formulation of local duality is also needed. These results are readily generalized by Fourquaux-Xie and Schneider-Venjakob; see [FX13, Theorem 4 .2] and [SV15, Section 3]. One crucial point is that the "F-analytic" condition that makes an appearance in the theory of Lubin-Tate (ϕ, Γ)-modules is vacuous when the relevant Lubin-Tate group has height one. The second ingredient in the construction of cyclotomic triangulordinary Selmer groups is the
Proof. All four isomorphisms follow from the long exact sequence arising from the definition of the Selmer complex as a mapping cone, since H 0 an (K q , ) vanishes for q = p, p c and for
We shall denote the degree-two cohomology RΓ Proof. The first part follows from the corresponding result (Theorem 4.14(ii)) for the Selmer group associated to the Selmer structure F ∅,0 and [Pot13, Theorem 1.9], which allows us to compare classical Iwasawa cohomology and analytic Iwasawa cohomology groups. The Poitou-Tate global duality exact sequence for classical Selmer groups yields the exact sequence
thanks to Theorem 4.14(ii). The same result also ensures that H 1 (K, T ac f,χ ) has rank two (this is in fact an alternative way of phrasing the weak Leopoldt conjecture for T f,χ ) and that X 
arising from the definition of the Selmer complex RΓ(G K,S , ∆ ∅,0 , T † ) as a mapping cone. This gives H 1 ∅,0 (K, T † ) = 0. The rest is immediate after our comparison result (Proposition 5.7 below) and Theorem 4.14(ii).
Recall from §3.2 that we have defined the central critical Beilinson-Flach element c λ ac ∈ H 1 (K, T † ). We recall from Proposition 3.14 that c Theorem 5.5. The following three sequences are exact:
Proof. We shall only explain the exactness of (25) as the rest follows in a similar fashion. The definitions of the two Selmer complexes RΓ(G K,S , ∆ ∅,λ , T † ) and RΓ(G K,S , ∆ ∅,0 , T † ) together with the natural morphism
The surjectivity on the very right on each row follows from the proof of [Pot12, Corollary 6.17], which generalizes verbatim to our setting to verify that
It follows from the Snake Lemma that we have an isomorphism
as well as that ι (2) is surjective and therefore that
The exactness of (25) follows on combining (28) and (29).
Definition 5.6. Given a co-admissible torsion Λ ∞ -module M (in the sense of [ST03] ), Lazard's structure theorem in [Laz65] provides us with an isomorphism
where {P ν } ν∈I is a collection of primes that correspond to closed points in the unit disc that only accumulates towards the boundary. In particular, the coadmissible torsion Λ ∞ -modules that arise from the base change of finitely generated Λ OL (Γ ac )-modules are precisely those with finite support. There principal ideal generated by an element in Λ ∞ whose divisor equals ν∈I n ν · P ν is called the characteristic ideal of M and denoted by char Λ∞ (M ). When M is a Λ OL (Γ ac )-module, we write char Λ∞ (M ) for the characteristic ideal of its base change, namely:
Proof. Nekovář's work [Nek06] gives us a Greenberg-ordinary Selmer complex RΓ(G K,S , ∆ ∅,0 , T ac f,χ −1 ) with local conditions associated to ∆ ∅,0 , which are given in the same manner as their analytic counterpart (so that it determines the relaxed condition at p and the strict condition at p c ). By [Pot13, Theorem 1.9] (see also the discussion in §6.2 of op. cit.), the natural map
is an isomorphism. This in turn shows that
and our assertion would follow after verifying
where we follow Nekovář's notation for the Greenberg-ordinary extended Selmer groups. Let A f,χ = T f,χ ⊗ Q p /Z p . By the self-duality of the G K -representation T f,χ , we have A f,χ = Hom(T f,χ , µ p ∞ ), which amounts to cyclotomic (ϕ, Γ)-modules associated to V A over the relative Robba ring R A (as well as their triangulations).
To that end, for q ∈ {p, p c }, we let 1 λ,λ (K, V A ), we set R p (c) to be the Fitting ideal of the cokernel of the map
Definition 5.12. We denote the p-adic local Tate (cup product) pairing by
, we define T p (c) ⊂ A to be the Fitting ideal of the cokernel of the map
λ,λ .
5.3.
Beilinson-Flach elements and bounds on analytic Selmer groups.
Proposition 5.13. With the conventions in Definitions 5.6 and 5.8,
Proof. We take λ to be α in this proof. The left-hand side of the equation equals
where the last equality follows from Corollary 3.15. Likewise,
and the proof follows comparing (30) with (31) and applying Lemma 5.9.
Corollary 5.14. Assuming the validity of the hypotheses of Proposition 4.10, we have the divisibility
of ideals in Λ ∞ , which is an equality if and only if the divisibility in Theorem 4.19 is an equality.
Proof. Combining (25) and Theorem 5.4, it follows that the sequence . The second assertion and the exactness of (33) easily follow from the exactness of (26).
For the rest of the article, we assume the validity of the hypotheses of Proposition 4.10 (namely that p ∤ N f disc(K/Q) and N − is a square-free product of an even number of primes). Corollary 5.16 therefore applies and shows that the H(Γ ac )-module X λ,λ has rank one. Proof. The generalization of Greenberg's duality theorem due to Porttharst in [Pot12, Theorem 4.1(3)] (which we slightly extend here in order to apply it with the Selmer complexes we have introduced at the start of Section 5.1, and make further use of the fact that T f,χ −1 is self-dual) yields an exact sequence The main objective in this subsection is to relate the derived p-adic L-function to the p-adic regulator R p and the torsion submodule of X λ,λ , much in the spirit of the Birch and Swinnerton-Dyer conjecture. 
Here, the first equality follows from the second and third parts of Theorem 5.18, the inclusion (36) from Corollary 5.14 (with equality under the said conditions), equality (37) from Corollary 5.16, (38) from Theorem 5.22, (39) from the definition of J p , (40) from the surjectivity of the local cup product pairing and the very last equality follows from the definition of the derived p-adic L-function and Corollary 2.18. By rank considerations, we see that J p = 0 and the proof follows. 
