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AEW-RACT 
Let C be a full cone in a finite-dimensional real vector space V, and let Hom( C) 
denote the semiring of linear maps A of V such that A(C) c C. A given species of 
ideal in Horn(C) is defined as would be expected from the similarity between rings 
and semirings. The minimal one-sided ideals of Horn(C) are identified, assuming C is 
polyhedral, and using these it is shown that if C,, Cs are two such cones such that 
Hom(Cr) and Hom( Cs) are isomorphic as semirings then Ci and Ca are linearly 
isomorphic. In contrast, maximal one-sided ideals will not play such a role in general. 
For if C is an irreducible cone, Hom( C) has a unique maximal ideal, and conversely. 
Nevertheless, the maximal one-sided ideals of the semiring k?L” of n X n non-negative 
matrices are identified. Finally, it is shown that for an arbitrary full cone C, Hom( C) 
never satisfies the descending-chain condition on principal one-sided ideals (if dim V 
> 1). 
0. PRELIMINARIES 
There is a considerable literature devoted to generalizing to the case of 
general cone-preserving linear maps the several theorems associated with the 
names of Perron and Frobinius concerning non-negative matrices. Despite 
the similarities thus revealed between the maps that preserve one cone and 
those that preserve another, it seemed likely that distinct properties of 
different cones should nevertheless be reflected in their cone preserving 
maps. This is borne out, at least for polyhedral cones. For, in a sense to be 
made precise, the semiring Horn(C) of all linear maps that map C into itself 
characterizes C. The proof of this result involves the minimal (left or right) 
ideals of Horn(C). In contrast, Horn(C) has more than one maximal (left or 
right) ideal if and only if C is decomposable. These results relating the 
algebraic properties of Horn(C) to the properties of the cone C seem to 
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invite further study. Toward this end, we show, in the final section, that if C 
is an arbitrary full cone, then Horn(C) never satisfies the descending-chain 
condition on principal one-sided ideals. We suspect that the corresponding 
result holds for the ascending-chain condition, but have not seriously consid- 
ered the matter. 
Throughout this paper, all vector spaces mentioned are assumed to be 
real and finite-dimensional. We could thus restrict attention to the various 
spaces R ” of real n-tuples. However, when no use is made of this representa- 
tion, we speak of an arbitrary n-dimensional space V, etc., and write dimV 
for the dimension of V. 
For us, a cone is a subset C of V such that 
(1) X+yEc ifx,yEC; 
(2) hrEC if xEC, X>O. 
A cone is pointed if 
(3) 0 is an extreme point of C-that is, if x + y =0 for some x,y E C, 
thenx=y=O. 
A cone is full if it is pointed, closed, and if 
(4) c-c=v. 
If S is a subset of V, then spans denotes the vector space span of S and 
cones denotes the cone generated by S. 
If C is a cone in V, then C* denotes the cone of linear functions on V 
which are non-negative on C. 
A linear transformation A : V-V is said to preserve C if AC c C. The 
collection of all linear maps which preserve C is denoted Horn(C), or for 
brevity and when no confusion seems likely, by X. Clearly X forms a 
semiring under the usual operations of operator addition and composition, 
and of course X admits multiplication by non-negative scalars and is in fact 
itself a cone in the vector space of all linear transformations of V. We shall 
use the notions of left, right and (to a much less extent) two-sided ideals in 
X. In the main, we depend for their definitions on the analogy between 
semirings and rings. Thus a Zefi ideal in ?C is a subset C which is closed 
under addition and has the property that if A E c, Y E x, then YA E c. 
Since X contains an identity, ideals (of any type) are closed under multi- 
plication by non-negative scalars. Of course C is said to be maximal (as a left 
ideal) if it is not properly contained in any left ideal other than 3c itself. It 
should not now be necessary to include definitions of maximality for right 
ideals, nor minimality for either left or right ideals. We denote the principal 
right [left] ideal generated by A as %(A) [C(A)]. 
The cone in R n consisting of non-negative vectors is denoted R;. 
ON IDEALS OF CONE PRESERVING MAPS 97 
Whenever it suits our convenience we identify elements of Hom( R :) with 
n x n non-negative matrices. The set (or semiring) of all such matrices is 
denoted %,, . 
An element x of a cone C is referred to as an extremul if x= y + z for 
some y,.z E C implies that y = sx and z = tx for some s, t > 0. The ray cone x 
generated by x is then called an extreme ray. In general, two elements 
x, y E C are called equivalent if cone x = cone y. 
1. RELATIONS BETWEEN C AND THE IDEAL STRUCTURE OF C 
In this section, V will be a fixed real vector space with dim V= n, and C 
will be a fixed full polyhedral cone. Of course, to say that a cone is 
polyhedral is to say that there is a finite set %J = {b,, . . . , b,,,} of vectors such 
that C= cone ?i?~ . It is known that ?i?~ may be taken to be minimal with 
respect to this property and to consist of extremal elements. Moreover, since 
C is a full cone, %I must contain a basis for V, so m > n. 
In [5], a cone C was defined to be decomposable provided it contains 
non-trivial cones X, Y such that spanX n span Y = (0) and C= X + Y. If C is 
not decomposable, it is said to be indecomposable. It was proved there that 
C is indecomposable iff the identity map Z (or I,) is an extremal of Hom( C). 
We note the following elementary result. Incidentally, here and hereafter, 
reference to an invertible element is to an element which is invertible as an 
element of Hom( C). 
THEOREM 1.1. Let C be a full cone in V. Then C is indecomposable if 
and only if the only maximal right i&al of Horn(C) is the set of rwn-inveti- 
ible elements. 
Proof. If C is indecomposable, then I is an extremal of Horn(C). It 
follows that the set M of non-invertible elements of X = Horn(C) is closed 
under addition. For, of course, Z is an extremal if and only if some (and 
therefore every) invertible element is extremal. But this is almost precisely 
the statement that the sum of non-invertible elements is non-invertible. 
Therefore M is a proper (two-sided) ideal of X and is hence the only 
maximal ideal of any type in X. Suppose that C is decomposable and let 
C = C, + C, where Ci is non-trivial and span C, n span C, = { 0} . Note that the 
linear map A, : V+ V such that Ailspan C, is the identity and Ailspan C, = 0 
is a member of Horn(C). Similarly for a map A,. Thus Z= A, + A,, and 
neither A, nor A, is invertible, since C,, C, #O. Thus % (A,) and % (A,) are 
proper right ideals, and by a maximality argument, each is contained in a 
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maximal right ideal, say %(Ai) c “xii, for i = 1,2. Since I= A, + A,, ‘!$ # 
%, , so Hom( C) contains at least two distinct maximal ideals. n 
This result shows that maximal ideals (left or right) will play a restricted 
role in any study of the algebra of Horn(C) for arbitrary cones. As we shall 
now show, this is in contrast to the situation for minimal (left or right) ideals. 
LEMMA 1.2. Assume that C is a full polyhedral cone. For an element 
A E X = Horn C the following are equivalent: 
(1) A is a rank-l operator; 
(2) A generates a minimal right ideal; 
(3) A generates a minimal left ideal. 
Proof. If A has rank > 2, then neither the right nor the left ideal 
generated by A is minimal. To show that %(A) is not minimal, for example, 
choose x, E C such that A (~a) # 0. Let 6 E C* be such that 6 (~a) # 0. Let 
Y(~)=G(x)xa (i.e., y=6@x,). Then AYZO, but A is not a right multiple of 
AY. 
To prove the converse, it suffices (in the case of right ideals) to show that 
if 6,, 6, are any two non-zero members of C* then there exists Y E !lC such 
that fSa(x)=6,(Y(x)) f or x E C. Since 6, is not identically 0 (and C contains a 
basis for V)thereexists?~Csuchthat &(X)>O. Let Y(~)=[1/6i(x)]&,(x)?. 
Then Y E X and 6, = 6,. Y. According to [4, Lemma 3.21 or [I], a rank-l 
operator A E X is extremal if and only if there exist an extremal6 of C* and 
an extremal e of C such that A = 6 8 e. n 
Combining this result with the lemma we immediately have the follow- 
ing: 
THEOREM 1.3. Suppose Ci is a full polyhedral cone in y for i = 1,2. Let 
Xi = Horn Ci. Suppose T: X,+X, is an iscwrwrphism between the semirings. 
Then AEX, is a rank-l extremal i# T(A) is a rank-l extremul of X,. 
Proof. All that needs to be observed is that an isomorphism must map 
extremals to extremals and objects which generate minimal ideals into the 
same kinds of objects. n 
We shall now prove a series of lemmas which show, in effect, that the 
individual components of an operator of the form 6 Be can be sufficiently 
recognized to allow the construction of an isomorphism T: V,-+V, given 
T: 3c,-LK,. 
The plan is to choose and fix a minimal generating set {b,, . . . , b,,,} for C, 
labeled in such a way that {b,, . . . , b,} is a basis for Vi. Then choose and fix a 
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non-zero extreme element S of CF. Obviously each I’( S 8 bi) determines (to 
within a positive scalar multiple) a member S*@bF E X,. The next two 
lemmas show that 6 determines 6*. 
The first lemma concerns a general full polyhedral cone C in a vector 
space V and as usual ‘% = Hom( C). If A is a linear map on V, we let ker,(A) 
denote the intersection with C of the ordinary kernel of A. 
LEMMA 1.4. Let A,,A, E x with ker,(A,)gkerc(Az). Then there exists 
B EX such that A,B=O but A,B#O. 
Proof. Let %E ker,(A,)\kerc(AJ. Choose 6 E C* which is not identi- 
cally 0. Let B=6@3?. Then ifxEC, A,B(x)=A,(~(x)?)=~(x)A,(?)=O, so 
A,B=O. However, A,(B (x)) =A,(6 (x)?) = 6 (x)A,(?). Since 6 is not identi- 
callyOandA,(?)#O,A,B#O. n 
Now suppose 6,,6a are non-zero extremals of C*, and let e,,e, be 
non-zero elements of C. In general, of course, 6,,6, are non-zero scalar 
multiples of each other if and only if ker6, = ker6,. When S,,S, are extremals 
this is equivalent to ker,( 6,) = kerc(8,). For, according to [2] (and [l]), 
6 E C* is extremal iff ker8 n C contains n - 1 linearly independent vectors. 
Since dim(ker 6,) = n - 1 = dim(ker&), it follows that ker 6, = ker 6,. 
Now, as above, let Ci be a full polyhedral cone in q for i = 1,2, and let 
T: X, +X2 be a semiring isomorphism. 
LEMMA 1.5. Let 6 be a non-zero extremal in CT and kt b,,b, be 
non-zero extwmds in Cl. Let T(S@bb,)=6*@bf, and let T(6@bb,)=i3,*@ 
b,*. Then S* and S,* are equivalent (that is, they are positive multiples of 
each other). 
Proof. By the preceding results, we know that S*,S,* are extremals in 
C,*. Therefore, if they do not determine the same ray in C,*, ker,(S*) # 
ker,( 8:) [here, ker,(6*) = ker,J a*), etc.]. Thus, ker,( 6* 63 b:) # ker,(6,* @b:). 
Therefore, by the previous lemma, we may suppose there exists B, E 36, such 
that (6*@bb:)B,=O and (Q@bb,*)B,#O. If T(B,)=B,, it follows that (663 
b,)B,=Oand (S@bJB,#O. However, ker,(b@b,)=ker,(6) andkeri(663ba) 
= ker,(S), so this is a contradiction. n 
We are now in position to define what will turn out to be a linear 
isomorphism from Vi to V, taking C, to C,. Let ?i3 = { b,, . . . , b,} be a 
minimal generating set of extremal vectors for C, with {b,, . . . , b,} a basis for 
Vi. Choose 6 a fixed non-zero extremal in CF. We know that T(6 @bi) = 6* 
@b;, where 6* is an extremal in C,* and bj* is an extremal in C,. Moreover, 
if j#i and T(6@bbi)=S,*@b:, then 6; is a positive multiple of 6*. By 
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moving any such factor to bi*, we see that there is a fixed 6* such that for 
each i, there is a unique b,TcEC, with T(663bi)=6*@b~. 
Let T*( bi) = b:. Thus T* is a map from 33 to a set of non-zero extremals 
of c,. 
We now observe that T preserves linear independence of operators in 
X,. We show this using a technique which is useful several times subse- 
quently. Thus suppose A,, . . . , A, is a linearly independent set of members of 
% and that for certain scalars X,, . . . , ilk, Z:= Ji T(A,) = 0. Let 
C iC _ ,( - Xi) T (Ai) denote the sum of the negatives of those terms with A i < 0, 
and let EiC +,& T (Ai) denote the sum of those terms A i T (AJ with Xi > 0. 
Then the above relation implies 
C AiT( i!Z) (-Ai)T(Ai)* 
i(+) 
Therefore 
‘( iZZIhiAi)=T( z,(hrai)). 
Since T is an isomorphism, 
x &A,= r, (-&)A,, so xX,A,=O. 
i(+) i(k) i 
Hence each X i = 0. This implies, of course, that the set { T*(b,), . . . , T*(b,,)} is 
a linearly independent subset of V,, so dim V, > n. By arguing with T -’ 
instead of T, we see that dim V, > dim V,, so the T*( bi), i = 1,. . . , n, form a 
basis for Vs. 
Thus P on {bl,..., b,,} extends uniquely to a linear isomorphism 2: VI-+ 
Vs. 
LEMMA 1.6. For j > n, T*(+) = T(b,). 
Proof. There exist scalars yilii (not all non-negative, of course) such that 
bj= i: y,,b,. 
i=l 
We will show that T*(bi) = 5 yi tT*(bi), from which the conclusion will 
i=l 
follow. 
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Using the above notation regarding the sum of the positive and negative 
members of (l), we have 
bj+ c (-yij)bi= 2 Yijbi. 
i(-) “(+) 
Recalling that 8 denotes the previously fixed member of C:, we have 
so 
sc3,bj+ x (-yii)(mbi)= 2 yjj(s@bi). 
“l-1 “(+) 
Hence 
This implies 
Therefore 
a*@3 T*(bj)- 7 YijT*(bi) =o, 
i 1 
so 
rc(bj) = Y$ Yi jT*Cbi)* 
We find it convenient to use T* for f everywhere, so that henceforth T* 
denotes a linear isomorphism from V, to V, such that T*(6 8 bi) = 6* 8 
T*(bi), where the bi denote the previously fixed minimal generating set for 
C,, and 6 is a fixed non-zero extremal in CF. 
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Incidentally, since T* maps a generating set in C, onto a generating set 
for C,, we have P( C,) = C,. 
Finally, we wish to see that if A E X, and x E C, then 
T*(A(x)) = T(A)P(r). 
It is sufficient to prove that T(A) Tc( bi) = T*( A ( bi)) with bi as above. 
Since A ( bi) E C,, there exist non-negative numbers tik such that 
A@) = 2 tikbk. 
k 
We make use of the following well known and easily proved 
LEMMA 1.7. Zf A is a linear operator on V and if 6 is a linear function 
on V then for each vEV, (s@A(v)=A.(6@v) (where the right-hand 
member of this equation denotes the composition of maps). 
Now, since A ( bi) = E k tik bk, we have 
8@A(bi)= x tik(6@bk), 
k 
so 
A+@bi)= &&Bbk), 
k 
so 
T(A)+3*@T*(b,))= x ti@*‘89T*(bk)). 
k 
Therefore 
F*~T(A)(I*(bi))=S*~( ~ tikP(b,)). 
k 
Hence 
= T*(A(bi)). 
We have thus proved the following 
THEOREM 1.8. Let Vi, V, be finite-dimensional real vector spaces. 
Suppose Ci is a full polyhedral cm in Vi for i= 1,2. Let xi denote the 
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semiring (with non-negatiue scalar multiplication) of linear operators of Vi 
which leave Ci invariant. Suppose T: X,+X, is an isommphism of semi- 
rings. Then there exists a linear isommphism T* : V,+ V, mapping C, onto C, 
and satisfying 
T*(A(x))= T(A)T*(r) 
for all AEX,, xEC,. 
2. MAXIMAL IDEALS IN %+, 
Recall that %” denotes the semiring of nX n non-negative matrices. 
However, whenever it suits our convenience we shall identify a given 
A E 3” with the linear map of RF that it determines by the association 
x+xA; where x is a 1 X n row vector. Thus %,, and Hom(R ;) become 
identified. 
It has occasionally proven useful to associate with a given non-negative 
matrix A the matrix with only O’s and l’s which has a 0 at each entry where 
A is 0 and a 1 where A is positive. We make this association explicit by 
denoting the matrix which thus corresponds to A by a(A). Thus if we let 
?& = the collection of n x n 0 - 1 matrices, and if we regard the members of 
nt, as the matrices over the lattice on (0, l} with 1+ 1= 1, etc., then “sit, 
also becomes a semiring and u is a semiring homomorphism. 
It seems somewhat easier at first, and in any event may be of indepen- 
dent interest, to study various classes of ideals in Em, and then to pull the 
information thus obtained back to ?JZ,, by u - ‘. An elementary result which is 
helpful in this study is the following. [Recall, incidentally, that to say an 
element of %,, (or %,,) is invertible means us an element of %,, (or %,,).I 
LEMMA 2.1. An element A E 3” is invertible iff a(A) is invertible in 
x5%. 
Proof. We only observe that if u(A) is invertible in !?R,, then there 
exists B E %,, such that u(AB) = I,,, the n X n identity matrix. Thus AB has 
O’s except on the main diagonal and has positive entries there. If we set 
AB = diag(d,, . . . , d,) with each d, > 0, then AB, = Z,, where B, = 
Bdiag(d,‘,. . .,d”-I). n 
COROLLARY 2.2. Zf 4 is a proper left, right or two-sided ideal in %“, 
then u (4 ) is a proper ideal of the same type in an. 
Proof. An ideal of any type is proper if and only if it contains no 
invertible elements. 
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If a( 4 ) contains an invertible element, there exists A E ?X,, such that 
a(A) = a(A’) for some A’ E 4 and A is invertible in 5X”. But by the lemma, if 
a(A’) is invertible, so is A’, whence 4 is not proper. n 
THEOREM 2.3. Let 9 be a maximal left (or right) ideal in the semiring 
5X,, . Then u( 4) is a maximal ideal of the same type in “nt,, and 
5I=u-‘(u(q).z p rt’ la n a EU T, u induces a me- to-one correspodence between 
the maximal left (right) ideals of %,, and those of the finite semiring “x, . 
Proof. We make the proof only for left ideals. Since 9 is a proper ideal 
of %“, u(g) is a proper ideal of the same type in a”. Now a($) must be 
contained in a maximal ideal 4, in ok,,, so $ c~-~(u(~))Cu-‘(~,). Ako 
Z,,$Eu-I($,), so since 4 is maximal, 4 =a-‘(g,), whence 4 =a-‘(u(g)), and 
it follows that u(g)= gl. n 
We now identify the maximal left ideals of “x,. 
For fixed j=l,..., n, let c( j) denote the set of n X n matrices A E ‘%I,, 
such that for each k = 1,. . . , n, 
In other words, A E C(j) if and only if whenever an entry a4 in the kth row 
of A is 1, then akt = 1 for at least one other entry in the same row. 
It turns out that the C ( j) are exactly the maximal left ideals of a,,. First 
we prove the 
LEMMA 2.4. C(n) is a maximal left ideal in ?IR,,. 
Proof. Clearly, Z, B: C(n) and e(n) is closed under addition. Let A E 
e(n) and BE‘%.,, be arbitrary. Then for any k=l,...,n, 
= (BA),, 
so BAEC(n). 
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To see that c(n) is maximal, note first that 
105 
since a zero in the nth column imposes no restriction on the remaining 
entries in its row. We shall show that if B E C(n), then the identity matrix 
can be written in the form 
Z,=XB+A 
for some X E %& and A E f?(n). For if B E C(n), then B has a row of the 
form (0 , . . . ,O, 1). Since permutations of the rows of B may be effected by left 
multiplication, we may assume B has the form 
. . . . . . 
In general let Elk denote the member of ??lLn having 1 in the Z- k entry 
and 0 elsewhere. Thus, E,,,, B = E,,,. It follows that Zn = En, B + E,,. n 
Obviously, a version of this argument applies to any l?( j). Alternately, 
right multiplication by a permutation matrix P will map maximal left ideals 
to maximal left ideals, and C ( j) = C (n)P for an appropriate permutation 
matrix P. 
It remains to show that every maximal left ideal of 9R,, is some l2( i). Let 
C be a maximal left ideal in Gx,, and set 
Ej = Z,, - Eii for i=l,...,n. 
We will show that C must contain some Ei. Suppose E,, $I? C. Then the left 
ideal generated by En and e contains E,,,. Now the principal left ideal 
generated by En consists of all O-l matrices whose last column has only 0’s. 
Thus there are matrices A E C and C E 9R, with Ci, = 0 for all i such that 
E,,,=C+A. 
Clearly this can happen only if C=O, so in fact, 
shows that if Ei JF !iJ, then Eji E c. Thus, unless 
En, E f? . A similar argument 
some Ei E C, we must have 
every Eji E c, whence Z, E c, a contradiction. Reasoning again with right 
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multiplication by permutation matrices, we see that we may assume E,, E C. 
We will show that in this case C (r~) c C , from which it follows that C(n) = C . 
Thus let A satisfy the defining relations 
k=l,...,n, (2) 
for C(n). 
If A E C, then there exist B E C and X E %,, such that 
E,,,=XA+B. 
As we have seen, this can only happen if XA or B is 0. Since E,,,, $Z c, B = 0 
and XA=j&. Thus we have the following system of equations: 
? 
xnkaki=O for j=l,...,n-1 (3) 
and 
(4 
where X=(xii). Now Eq. (4) implies x,,,a, = 1 for some k, so x, =a, = 1. 
On the other hand, the inequality (2) implies ati = 1 for some j = 1,. . . ,n - 1. 
But x,,k = 1 and a4 = 1 imply 2 kxdaki = 1, contrary to (3). We conclude that 
C(n) c I?, so C(n) = C, and we have proved the 
THEOREM 2.5. If C is a maximal left ideal in %,,, then for some index 
i, C consists of all matrices A such that fm each k = 1,. . . ,n, 
aki G 2 ak, 
t+i 
In virtue of the result that the maximal left ideals of %” have the form 
u - ‘( I?) for I? a maximal left ideal of ??lZ,, , we have the 
COROLLARY 2.6. If C is a maximal lej? ideal of 5X,,, then there exists an 
index j such that C consists of all non-negative matrices A such that fm 
eachrowk=l ,...,n, if aki>O, then a,..>0 for some t#i. In particular 9Ln 
bus exactly n maximal left ideals. 
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It seems worth including a statement of the mapping-theoretic version of 
the above theorem, though we omit its routine verification. Recall that a 
matrix A E 3” is identified with the map x+xA [so A(R:) should probably 
be written (R;)A]. 
THEOREM 2.7. Let e denote any non-zero extremul element of R: (f6r 
example, a standard unit 1 x n basis vector). Then the set of linear maps of 
%,, which do not include e in their images i.s typical of the maximal kfi 
ideals of 5Xn. 
3. INFINITE CHAINS OF IDEALS 
In this section C will be an arbitrary full cone in an n-dimensional real 
vector space V. That is, C is not necessarily polyhedral. We will show that 
X = Horn(C) contains a strictly infinite descending sequence of principal 
right ideals. 
The plan is to exhibit A E X such that A “+i(C) $ A”(C) for each 
positive integer n. From this it follows that the principal right ideal 
%(A”+‘) is properly contained in %(A”). For if %(A”“)=%(A”), then 
there exists Y EX such that A”=A”+lY. Now A”+‘(C)cA”(C) always, 
andhereA”(C)=A”+‘Y(C)~A”+‘(C).TheAweexhibitisineverycasea 
rank-2 operator and is obtained by an appropriate extension of an operator 
from a two-dimensional subspace. 
Thus we first observe that if T is any 2 X2 matrix of the form 
T= with t,,t,<1, 
then an easy induction argument shows that for each positive integer n, 
T”+ ‘( R t) is a proper subset of T” (R $). Since every full cone in R ’ is 
isomorphic to Rt, we have 
LEMMA 3.1. If H is a 2-dimensional real vector space and C’ is a full 
cone in H, then Hom(C’) contains an element B such that B”+‘(C’) c 
# 
B n (C’) for every positive integer n. 
We extend this result to the general case by using the following extension 
theorem, which is an immediate consequence of Theorem 3.3 of [3; p. 201: 
Let C be a cone in V. Let K be a subspace of V, and suppose p is a linear 
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function on K which is non-negative and not identically 0 on K n C. Then 
there is a linear function 6 on V which extends p and is non-negative on C. 
Thus choose any two linearly independent elements of C, and let H 
denote the plane which they span. Let C’ = H n C, and let g,,g, be a pair of 
extremal vectors of C’. Now the B whose existence is guaranteed by Lemma 
3.1 may be assumed to have the form 
for linear functions pL1, k on H which are non-negative on C’. By the above 
extension theorem, there exist linear functions a,, 6, on V which are 
non-negative on C and which extend pl, ns respectively. Let A = S,@g, + 6, 
@g,. Certainly A EHom(C). Moreover, for each positive integer n, 
A”+l (C)c B" (C'). 
Thus 
A”+‘(C)CB”+~ (C') $B"(C')cA"(C). 
It follows that %(A”+‘) $ %(A”), whence %(A”+‘)#%(A,,) either. 
THEOREM 3.2. Let C be an arbitrary full cone in a finite-dimmsionul 
real vector space V. Then Horn(C) contains a strictly infinite descending 
sequence of principal right ideals. 
In order to see that the above A also leads to an infinite descending 
sequence of kft ideals, we use the 
LEMMA 3.3. Let H be a two-dimen&& vector space, and let C’ be a 
full cone in H. Let B denote the linear transfmtim cited in Lemma 3.1. 
Let n be a positive integer. Then there exists no linear transform&ion 
Y EHom(C’) such that B”= YB”+l. 
Proof. Suppose there is such a Y. Now, clearly B is invertible (as a 
transformation on H). Thus the equation B” = YB”+ ’ implies Y = B - ‘. It 
follows that B and B - ’ both belong to Hom( C’). However, given the manner 
in which the existence of B was determined, it is clear that B does not have 
this property. n 
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Now let A be the extension of B used in the proof of Theorem 3.2. Since 
A(C)cC’ and since dimA(C)=2, if for some 12 there exists YEHom(C) 
such that A” = YA “+I, then Y maps C’ into itself. But this equality implies 
B”= yfp+l, contrary to the previous lemma. Thus we also have 
THEOREM 3.4. Under the hypotheses of Theorem 3.2, Horn(C) contains 
a strictly infinite a&ending sequence of principal left ideals. 
BEMARKS. Under the circumstances, it is natural to inquire about the 
existence of infinite ascending sequences of one-sided ideals in -Horn(C). 
Indeed, arguments involving the nth roots of such a matrix as 
B= 1 w ( 1 0 1’ w>o, 
show easily that 94, has such sequences. It may even seem that there should 
be no difficulty in extending this result to general cones, as was done for the 
descending case. However, the problem seems more delicate, and we post- 
pone further consideration of the matter for the present. 
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