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DIMENSION OF BAD SETS FOR NON-UNIFORM FUCHSIAN
LATTICES
LUCA MARCHESE
Abstract. The set of real numbers which are badly approximable by rationals admits a
filtration by sets Bad(ǫ), whose dimension converges to 1 as ǫ goes to zero. D. Hensley
computed the asymptotic for the dimension up to the first order in ǫ, via an analogous
estimate for the set of real numbers whose continued fraction has all entries uniformly
bounded. We generalize this setting considering diophantine approximations by any non-
uniform lattice in PSL(2,R). In particular we give a definition of ǫ-badly approximable
points which naturally generalizes the case of rationals. Then we use the thermodynamic
method of Ruelle and Bowen to compute the dimension of the set of such points up to the
first order in ǫ. Our estimates of spectral radii of transfer operators follow Hensley’s scheme,
but we use Banach spaces of piecewise Lipschitz functions.
1. Introduction and main statement
From the theory of continued fractions we know that if α ∈ R\Q is any irrational number
then there exist infinitely many p ∈ Z and q ∈ N∗ with∣∣∣∣α− pq
∣∣∣∣ < ǫ0q2 where ǫ0 := 1√5 .
The inequality above is sharp, indeed replacing ǫ0 by any ǫ with 0 < ǫ < (
√
5)−1 and
considering α := (
√
5− 1)/2 one gets only finitely many solutions p/q ∈ Q. More generally,
for any ǫ > 0 small enough we have a non-empty set
Bad(ǫ) :=
{
α ∈ R :
∣∣∣∣α− pq
∣∣∣∣ ≥ ǫq2 ∀ pq ∈ Q
}
.
We have Bad(ǫ′) ⊂ Bad(ǫ) for ǫ′ ≥ ǫ. The union Bad := ⋃ǫ>0 Bad(ǫ) is known as the set of
badly approximable numbers, and has full dimension in the real line. Moreover, denoting by
dimH(E) the Hausdorff dimension of a set E ⊂ R (see § 7.3), we can measure how the size
of Bad(ǫ) increases when ǫ→ 0. According to [He] we have
dimH
(
Bad(ǫ)
)
= 1− 6
π2
· ǫ+ o(ǫ).
More precisely, in [He] it is obtained the finer asymptotic up to order O(n−2) of dimH(En),
where En denotes the set of α ∈ R whose continued fraction α = a0+[a1, a2, . . . ] have entries
ak ≤ n for any k ∈ N∗.
The set of badly approximable numbers and its filtration into sets Bad(ǫ) have several
natural generalizations. In particular sets of badly approximable points has been considered
in detail for vectors in the euclidian space, systems of linear forms, and more generally
systems of affine forms. Other natural settings arise considering Klenian groups acting on
the boundary of the hyperbolic space, or the set of directions on a given translation surface.
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The terminology of bad sets for such examples is somehow standard, as the notation Bad(ǫ)
for the sets in their filtration. Generally, bad sets have full dimension, and more precisely
they are thick. For systems of affine forms this was proved in [Kl], which establishes the
most general result in this direction. In [Sc] it was proved that the set of badly approximable
systems of linear forms is winning for the so-called Schmidt’s game, a property which implies
thikness. The full dimension result for real numbers was established by Jarn´ık in 1929. In
[BeGhSiVe], among other natural problems in diophantine approximations, it is proved that
for non-elementary geometrically finite Klenian groups the set of badly approximable points
has full dimension in the limit set of the group. This generalizes a previous result in [Pat] for
Fuchsian group of the first kind. Thickness of bad sets for directions on a given translation
surface has been proved in [KlWe], then in [ChaCheMa] it was proved that the same set is
absolute winning. On the other hand, for ǫ > 0 sets Bad(ǫ) do not have full dimension, and
the main problem appearing in the literature is to compute asymptotic formulas for their
dimension. The prototypes for such estimates are Hensley’s Theorem mentioned above, and
a previous result of Kurzweil (see [Ku]), which establishes the linear bound
0.25 · ǫ ≤ 1− dimH
(
Bad(ǫ)
) ≤ 0.99 · ǫ
for badly approximable real numbers. In general, we can call Kurzweil’s bound a pair of
upper and lower bounds for the difference between the dimension of the ambient space and
dimH
(
Bad(ǫ)
)
. In [We] Kurzweil’s bounds have been obtained for points in the euclidian
space, and also in the hyperbolic space, for the action of some class of geometrically finite
Klenian groups. Similar bounds are obtained in [BrKl] for systems of linear forms and in
[MarTrWe] for the set of directions on a given translation surface. The common aspect of all
these results is that the Kurzweil’s bound that they provide is not linear, but one inequality
can only be obtained for some power ǫβ with 0 < β < 1. Finally, in [Si], the Kurzweil’s bound
for systems of linear forms is improved up to Hensley’s first order estimate. This paper is
devoted to the proof of Theorem 1.3 below, which establishes Hensley’s result for the action
of non-uniform lattices in SL(2,R) on the boundary of the upper half plane. Theorem 1.3 also
gives positive answer to a question in [MarTrWe] concerning badly approximable directions
on a Veech surface (see Theorem 1.1 in [MarTrWe] and the comments after the statement).
1.1. Notation. Let SL(2,C) be the group of matrices
(1.1) G =
(
a b
c d
)
with a, b, c, d ∈ C and ad− bc = 1, where any such G acts on points z ∈ C ∪ {∞} by
(1.2) G · z := az + b
cz + d
.
Given G ∈ SL(2,C), when referring to its representation as in Equation (1.1), denote its
coefficients by a = a(G), b = b(G), c = c(G) and d = d(G). The derivative at z ∈ C of the
map in Equation (1.2), which will be denoted indifferently DzG or DG(z), is equal to
DzG :=
1
(cz + d)2
.
The group SL(2,R) of those matrices G as in Equation (1.1) with coefficients a, b, c, d in
R acts on the upper half plane H := {z ∈ C ; Im(z) > 0} via Equation (1.2), indeed for any
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such G we have
(1.3) Im(G · z) = Im
(
az + b
cz + d
)
=
Im(z)
|cz + d|2 .
A topology on SL(2,R) is induced from R4 via the identification with the set of those
(a, b, c, d) ∈ R4 which satisfy ad−bc = 1. The quotient PSL(2,R) := SL(2,R)/{±Id}, whose
elements act on H as in Equation (1.2), is identified with the set of orientation preserving
hyperbolic isometries of H, and inherits a topology too. A Fuchsian group is a subgroup
Γ < PSL(2,R) which is discrete with respect to such topology. In the following, we will often
use the same name for such a group Γ and its pre-image in SL(2,R). The quotient space
Γ\H is an orbifold and it inherits from H the structure of Riemann surface. The area form
Im−2(z) · dz ∧ dz corresponds to a measure µ on H invariant under SL(2,R), and it induces
an area form and a measure µ on Γ\H. We say that Γ is a lattice if µ(Γ\H) < +∞. A lattice
Γ < SL(2,R) is said non-uniform if the quotient Γ\H is not compact. Any non-uniform
latice Γ has a fundamental domain Ω ⊂ H with µ(Ω) < +∞ which is not compact (see
§ 2.1), moreover the intersection Ω ∩ ∂H is a finite non-empty set (see § 2), whose elements
are called the vertices at infinity of Ω. A point z ∈ ∂H is a parabolic fixed point for Γ if
there exists a parabolic element P ∈ Γ with P (z) = z. The set of all parabolic fixed points
equals the orbit under Γ of the vertices at infinity of Ω. Two parabolic fixed points z1 and
z2 for Γ are equivalent if z2 = G(z1) for some G ∈ Γ. Any non-uniform lattice Γ has a finite
number p ≥ 1 of equivalence classes [z1], . . . , [zp] of parabolic fixed points, which are called
the cusps of Γ, and correspond to the punctures of the quotient surface Γ\H. Equivalently
a cusp corresponds to a conjugacy class 〈P 〉 in Γ of primitive parabolic elements, where P
is primitive if it is not a power of one other parabolic element P ′ ∈ Γ.
1.2. Main statement. Classical diophantine approximations have a well know geometric
interpretation in terms of the action of the modular group SL(2,Z) on the upper half plane
H, where SL(2,Z) denotes the subgroup of those G ∈ SL(2,C) with coefficients a, b, c, d in
Z, referring to the notation established by Equation (1.1). The modular group is a non-
uniform lattice, and its action on H induces an action on the boundary ∂H = R ∪ {∞}. In
particular Q equals the orbit SL(2,Z) ·∞, which is the unique class of parabolic fixed points
for SL(2,Z). In other words, all p/q ∈ Q ∪ {∞} are sent to an unique cusp on the quotient
space SL(2,Z)\H, which is known as modular surface. In this setting, bad approximability
can be translated into the condition below:
α ∈ Bad(ǫ) ⇔ |α−G · ∞| ≥ ǫ
c2(G)
∀ G ∈ SL(2,Z) : c(G) 6= 0.
In order to generalize this notion, let Γ be a non-uniform lattice and p ≥ 1 be the number
of its cusps. Fix a family S = (A1, . . . , Ap) of elements Ak ∈ SL(2,R) such that the set of
points {z1, . . . , zp} ⊂ ∂H = R ∪ {∞} defined by
(1.4) zk = Ak · ∞ for k = 1, . . . , p
is a complete set of inequivalent parabolic fixed points for Γ (see Figure 1). Any parabolic
fixed point has the from G · zk for some G ∈ Γ and k = 1, . . . , p (Equation (4.4) below uses
a more refined representation), and we define its denominator as
D(G, zk) := |c(GAk)|.
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z1 :=∞
z2 := A2 · ∞ z3 := A3 · ∞
Figure 1. A fundamental domain for a lattice Γ and a complete set {z1, z2, z3}
of inequivalent parabolic fixed points. In general, a set of inequivalent par-
abolic fixed points is a proper subset of the set of vertices at infinity of the
fundamental domain.
Remark 1.1. According to Lemma 4.7 the denominator D(G, zk) of ζ = G · zk depends only
on ζ, and not on the particular choice of G ∈ Γ (while k = k(ζ) ∈ {1, . . . , p} is uniquely
determined by ζ, so there is no ambiguity in its choice). Moreover we have D(G, zk) = 0 if
and only if G · zk =∞. Therefore the denominators do not change replacing the set S by
(1.5) S ′ := (G1A1, . . . , GPAp) where Gk ∈ Γ for k = 1, . . . , p.
The only freedom left in the choice of the set S is to replace it by
(1.6) S ′′ := (A1U1, . . . , ApUp) where Uk ∈ U for k = 1, . . . , p,
where U denotes the upper triangular subgroup of those U ∈ SL(2,R) with c(U) = 0,
referring to the notation in Equation (1.1). In this case the new denominator change by
D′′(G, zk) =
∣∣a(Uk)∣∣ ·D(G, zk) for k = 1, . . . , p.
Below we recall Theorem 1 in § 7 of [Pat], which is a version of Dirichlet Theorem due to
S. J. Patterson (see also § 1.1 in [BeGhSiVe], or Appendix § A of this paper, where we give
a proof for the shake of completeness).
Theorem (Patterson). There exists a constant M = M(Γ,S) > 0 such that for any Q > 0
big enough and any α ∈ R there exists G ∈ Γ and k ∈ {1, . . . , p} with D(G, zk) 6= 0 such that
|α−G · zk| ≤ M
D(G, zk) ·Q and D(G, zk) ≤ Q.
For Γ := SL(2,Z) and S := {Id} the statement of the classical Dirichlet Theorem corre-
sponds toM = 1. In the general situation, it follows that for any α ∈ R there exist infinitely
many G ∈ Γ such that for some k = k(G) in {1, . . . , p} we have
|α−G · zk| ≤ M
D2(G, zk)
.
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As for the classical case, for any Γ and S the constant M(Γ,S) in the condition above
cannot be replaced by an arbitrarily small constant. In other words we obtain a non-empty
set via Definition 1.2 below.
Definition 1.2. For any fixed ǫ > 0 small enough define Bad(Γ,S, ǫ) as the set of those
α ∈ R such that
|α−G · zk| > ǫ
D2(G, zk)
∀ G ∈ Γ, k = 1, . . . , p : D(G, zk) 6= 0.
Theorem 1.3. Let Γ < SL(2,R) be a non-uniform lattice and S = (A1, . . . , Ap) be a family
of elements Ak ∈ SL(2,R) as in Equation (1.4). Then there exists a strictly positive constant
Θ = Θ(Γ,S) > 0 such that for any ǫ > 0 small enough we have
dimH
(
Bad(Γ,S, ǫ)) = 1−Θ · ǫ+ o(ǫ).
Remark 1.4. Equation (9.11) at the end of this paper gives the explicit form of the constant
Θ(Γ,S), which has several invariance properties. First of all, Equation (9.11) is obtained via
some choice of a finite index free subgroup Γ0 < Γ, but Θ does not depend on such choice.
Furthermore the set Bad(Γ,S, ǫ) does not change replacing S by S ′ in Equation (1.5), and
thus Θ(Γ,S ′) = Θ(Γ,S). On the other hand, if S is replaced by S ′′ in Equation (1.6) then
Θ varies accordingly. For example, if all the elements Uk ∈ U as in Equation (1.6) satisfy
Uk = U for some U ∈ U , then we get Θ(Γ,S ′′) = a(U)−2 · Θ(Γ,S). These properties are
easily derived a posteriori from Theorem 1.3, but it seems difficult to obtain them directly
from Equation (9.11), since the latter contains integrals with respect to a measure whose
properties are not explicit enough to pursue further analysis. Similar properties hold for the
constant M(Γ,S) in Patterson’s Theorem. Finally the set of all badly approximable points⋃
ǫ>0Bad(Γ,S, ǫ) does not depend on the choice of S. In [Pat] (at page 558) it is proved
that such set has full dimension. Modulo the dependence on the choice of S, once such set
is fixed, in the following we will simply write Bad(Γ, ǫ) instead of Bad(Γ,S, ǫ).
Contents of this paper. This paper is devoted to the proof of Theorem 1.3, which can be
resumed as follows. The set Bad(Γ, ǫ) is approximated by a dynamical cantor set ET , that
is the attractor of an iterated function system generated by a finite family of elements of Γ,
where the number of elements in such finite family is determined by the parameter T = ǫ−1.
Thus the dimension of Bad(Γ, ǫ) is approximated by the dimension of ET . We introduce
an extra parameter s > 0 and define a transfer operator L(s,T ), in terms of the dynamics
generating ET . Such operator is quasi-compact and its maximal eigenvalue λ(s, T ) is simple,
real and positive. According to a nice formula by R. Bowen, for any T > 0, the Hausdorff
dimension sT of ET is the (unique) solution of λ(sT , T ) = 1. Roughly speaking, this reduces
the computation of sT to a discrete version of the implicit function theorem for the locus
of zeros of the function (s, T ) 7→ λ(s, T )− 1. More precisely, the first order of sT in T−1 is
obtained by perturbative analysis of spectral radii. This material is organized as follows.
In § 2 we recall that any Γ as in Theorem 1.3 admits a finite index free subgroup Γ0. The
pairings between sides in the fundamental domain of such Γ0 are a nice family of generators.
In § 3 the generators mentioned above are used to define the so-called boundary expansion
by R. Bowen and C. Series, which can be interpreted as a generalization of Farey’s map.
Then we define the cuspidal acceleration of the boundary expansion, which in the analogy
with the classical case plays the role of the Gauss map.
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In § 4 we define the dynamical Cantor set ET which approximates Bad(Γ, ǫ). The cuspidal
acceleration of the boundary expansion generates a coding for points in the boundary of the
unit disc, over a countable alphabet. We reduce to a finite alphabet bounding the size of
the cuspidal words arising from the coding. In order to approximate up to the first order
the dimension of Bad(Γ, ǫ) by the dimension of ET it is necessary to chose the right way to
bound the size of cuspidal words, and this is done measuring their geometric length.
In § 5 we complete the description of the finite coding by cuspidal words with bounded
geometric length. In particular we check the aperiodicity of the transition matrix.
In § 6 we prove estimates on contraction and distortion for the iterated function system
associated to the coding by cuspidal words. This is an important part of this paper, which
is the basis for the functional-analytic estimates in the next sections.
In § 7 we state the Ruelle-Perron-Frobenius Theorem for aperiodic sub-shifts of finite
type, which says that for a general Lipschitz potential the transfer operator has an isolated,
simple and positive maximal eigenvalue. Then we apply this result to the natural potential
for dimension estimates, roughly speaking the logarithm of the derivative. Finally we state
Bowen’s formula for the dimension of ET .
In § 8 we define a proper Banach space of functions on the circle and consider the action of
the transfer operator L(s,T ) on such space. Quasi-compactness is preserved, and the maximal
eigenvalue is the same λ(s, T ) as in § 7. The main goal here is to have the same space to
study the action of all transfer operators L(s,T ), in particular for L(1,∞), which arises as limit
point and is not covered by Ruelle-Perron-Frobenius Theorem in § 7.
In § 9 we complete the perturbative analysis of the spectral radii of the family of operators
L(s,T ). We mainly follow the scheme of Hensley’s proof in the classical case.
In § A we provide a proof of the Dirichlet-Patterson Theorem, which prescribes the right
choice of denominators in the definition of Bad(Γ, ǫ).
In § B we resume some basic properties of spectra and spectral projectors of bounded
linear operators, in particular their stability under small perturbations.
Acknowledgements. The author is grateful to R. Trevin˜o and S. Weil for discussions on
dimension of bad sets in the setting of translation surfaces, to M. Artigiani and C. Ulcigrai
for discussion on the boundary expansion, and to S. Goue¨zel for discussions on spectral
properties of transfer operators. The author could extend his background on dimension of
bad sets at the Arbeitsgemeinschaft on Diophantine Approximation, Fractal Geometry and
Dynamics at Oberwolfach, and he would like to tank V. Beresnevich and S. Velani for the
invitation.
2. Background
Besides H, consider also the unit disc D := {z ∈ C; |z| < 1} as model for the hyperbolic
space, the two models being related by the map ϕ : H→ D defined by
(2.1) ϕ(z) :=
z − i
z + i
.
The conjugate of SL(2,R) under ϕ is the group SU(1, 1) of matrices F ∈ GL(2,C) with
(2.2) F =
(
α β
β α
)
with |α|2 − |β|2 = 1.
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Given any F ∈ SU(1, 1), when referring to its representation is in Equation (2.2) as above,
denote its coefficients by α = α(F ) and β = β(F ). In this section, we consider Fuchsian
groups as discrete subgroup Γ of PSU(1, 1) := SU(1, 1)/{±Id}, or their pre-image in SU(1, 1).
2.1. Dirichlet region and Siegel Theorem. Let Γ be a Fuchsian group and ξ0 ∈ D be a
point with F (ξ0) 6= ξ0 for any F ∈ Γ\{Id}. The Dirichlet region Ω = Ω(Γ, ξ0) for Γ centered
at ξ0 is
Ω :=
{
z ∈ D : ρ(z, ξ0) ≤ ρ
(
z, F (ξ0)
)∀F ∈ Γ \ {Id}} ,
where ρ denotes the hyperbolic distance on D. One can see that Ω is a connected, hyperbolic
convex and closed subset of D with non-empty interior Int(Ω), where the closure is taken
in D and convexity is meant in term of hyperbolic geodesics in D. It is a well known fact
(Theorem 3.2.2 in [Ka]) that any Dirichlet region Ω for Γ satisfies the properties below.
(1) D =
⋃
F∈Γ F (Ω),
(2) Int(Ω) ∩ F (Int(Ω)) = ∅ for any F ∈ Γ \ {Id}.
Moreover, according to Theorem 3.5.1 in [Ka], for any Dirichlet region Ω the tassellation
{F (Ω) : F ∈ Γ} is locally finite, that is
(3) for any compact K ⊂ D we have K ∩ F (Ω) 6= ∅ only for finitely many F ∈ Γ.
The boundary ∂Ω is the countable union of segments s of geodesic bisectors, where for any
F ∈ Γ \ {Id} the geodesic bisector H = H(F, ξ0) is the set of points
H :=
{
z ∈ D ; ρ(z, ξ0) ≤ ρ
(
F (z), F (ξ0)
)}
,
which is a geodesic for the hyperbolic metric of D. If a geodesic segment s ⊂ ∂Ω contains
a point z fixed by an elliptic element F ∈ Γ with F 2 = Id then we consider it as union of
two segments s1 and s2 with s1 ∩ s2 = {z}. The endpoints of segments s in ∂Ω are called
the vertices of Ω. According Point (3) above the vertices of Ω do not cumulate inside D.
Moreover (see for example § 3.5 in [Ka]) one can see that for any z ∈ ∂Ω there is F ∈ Γ\{Id}
with F (z) ∈ ∂Ω and more precisely we have
(4) If z is a vertex of Ω then also F (z) is. Hence the set of vertices of Ω is decomposed
into equivalence classes under elements of Γ. Any equivalence class is finite.
(5) If s is a side of Ω then there exists an unique F ∈ Γ \ {Id} such that ŝ := F (s) is a
side of Ω. We say that s and ŝ are paired sides.
According to Siegel Theorem (for a proof see Theorem 4.1.1 in [Ka]), if Ω is any Dirichlet
region for Γ then we have the implication
(6) If µ(Ω) < +∞ then Ω has finitely many sides.
Finally, according to Theorem 3.5.4 in [Ka] the set of pairings generates Γ.
2.2. Finite index free subgroup. Let Γ be a Fuchsian group with µ(Ω) < +∞. According
to Siegel’s Theorem any Dirichlet region Ω for Γ has finitely many sides. Moreover, since
pairings at sides generate Γ, then Γ is finitely generated. Therefore there exists a subgroup
Γ0 < Γ with finite index [Γ0 : Γ] < +∞ such that any F ∈ Γ0 \ {Id} has not finite order,
and thus is not elliptic. This was proved by several authors, a more general statement
corresponds to Lemma 8 in [Se]. In particular Γ0 acts evenly on D, that is any point ξ ∈ D
has a neighborhood U such that
G(U) ∩ F (U) = ∅ for any G,F ∈ Γ0 with G 6= F.
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In this case the projection map p : D→ D/Γ0 is a covering (Lemma 11.17 in [Fu]). Moreover
the group Γ0 is isomorphic to the deck group Aut(p : D → D/Γ0), that is the group of
homeomorphisms g : D → D with p ◦ g = p (Proposition 11.37 in [Fu]). Since D is simply
connected, then such group is isomorphic to the fundamental group Π1(D/Γ0) of the quotient
space D/Γ0 (Theorem 13.11 in [Fu]). The latter is a Riemann surface of genus g ≥ 0 with
1 ≤ n < +∞ points removed, thus Π1(D/Γ0) is a free group with 2g+n−1 generators (§ 14
in [Fu]).
2.3. Isometric circles. Consider any F ∈ SU(1, 1) and α = α(F ) and β = β(F ) as in
Equation (2.2) and assume that β 6= 0, then let ωF := −α/β be the pole of F . The isometric
circle IF of F is the set of ξ ∈ C such that
|βξ + α| = 1 ⇔ |ξ − ωF | = |β|−1.
Clearly IF is the euclidian circle centered at ωF with euclidian radius ρ(F ) := |β|−1, and
according to Theorem 3.3.2 in [Ka] we have
F (IF ) = IF−1 where ρ(F ) = ρ(F
−1) and |ωF−1| = |ωF |.
Moreover IF ∩ D is a geodesic of D for any F ∈ SU(1, 1), according to Theorem 3.3.3 in
[Ka]. Finally, for any F ∈ SU(1, 1) denote by UF the disc in C with ∂UF = IF , that is the
interior of the isometric circle IF . We have |DξF | < 1 for any ξ ∈ C\UF , that is F contracts
(in weak sense) the euclidian metric.
Finally fix F,G in SU(1, 1) and z ∈ D. Observe that we have z ∈ G−1(UF )⇔ G(z) ∈ UF
and |DzFG| = |DG(z)F | · |DzG|, therefore
G−1(UF ) ∩ UG ⊂ UFG ⊂ UG ∪G−1(UF ).
Moreover, if UF ∩ UG−1 = ∅, which is equivalent to G−1(UF ) ⊂ UG, then we have
(2.3) G−1(UF ) ⊂ UFG ⊂ UG.
2.4. Labelled ideal polygon. Let Γ ⊂ SU(1, 1) be a non-uniform lattice and Γ0 < Γ be a
finite index free subgroup as in § 2.2. In particular β(F ) 6= 0 for any F ∈ Γ0, where we refer
to the notation in Equation (2.2), so that the isometric circle IF and the disc UF introduced
in § 2.3 are defined. Moreover the origin 0 ∈ D is not a fixed point of any F ∈ Γ0. According
to Theorem 3.3.5 in [Ka] the set
(2.4) Ω := D \
⋃
F∈Γ0
UF
is a Dirichlet region for Γ0 centered in ξ = 0, that is Ω = Ω(Γ0, 0). Siegel Theorem implies
that Ω has a finite number of sides, which we denote by the letter s, and Point (5) in § 2.1
implies that they are an even number 2d. Thus Ω has 2d vertices, which we denote by the
letter ξ, and Point (4) in § 2.1 implies that all vertices belong to ∂D. Therefore any side s
is a complete geodesic in D and for any such s there exists an unique F ∈ Γ such that F (s)
is an other side of Ω with F (s) 6= s. The sides s and F (s) are thus paired, and by Theorem
3.5.4 in [Ka] the set of d pairings arising in this way generates Γ0. In order to establish a
convenient labelling, consider finite alphabets A0 and Â0, both with d elements and a map
ι : A0 ∪ Â0 → A0 ∪ Â0 with ι2 = Id and ι(A0) = Â0,
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sa
sb
sâ
sb̂
sc
sd sd̂
sĉ
Fd̂
Fb
ξ0
ξ1
ξ2
ξ3
ξ4
ξ5
ξ6
ξ7
Figure 2. A labelled ideal polygon with A = {a, b, c, â, b̂, ĉ}.
that is an involution of A0 ∪ Â0 which exchanges A0 with Â0. For convenience of notation,
set A := A0 ∪ Â0 and for any a ∈ A, denote â := ι(a).
(1) Label the sides of Ω by the letters in A, so that for any a ∈ A the sides sa and sâ
are those which are paired by the action of Γ.
(2) For any pair of sides sa and sâ as above, let Fa be the unique element of Γ0 such that
Fa(sâ) = sa.
(3) For any a ∈ A we have Fâ = F−1a , and the latter form a set of generators for Γ0.
An example of labelled ideal polygon appears in Figure 2. In the next § 4 we will consider
also the image of Ω in H. In order to avoid ambiguities, call ΩD := Ω ⊂ D the labelled deal
polygon defined above, and
ΩH := ϕ
−1(ΩD) ⊂ H
its image in H via the inverse of the map ϕ : H→ D in Equation (2.1).
3. The boundary expansion
We follow the presentation in § 2.4 in [ArMarUl1] and of § 2 in [ArMarUl2], in particular
we consider the unit disc model of the hyperbolic space. Let Γ < PSU(1, 1) be a non-uniform
lattice and Γ0 < Γ be a finite index free subgroup as in § 2.2. Then let A be a set of labels
and ΩD be a labelled ideal polygon as in § 2.4.
3.1. The boundary map. We orient ∂D as follows: if I ⊂ ∂D is an interval with I 6= ∂D
and I 6= ∅ which is parametrized by (a, b) → ∂D, t 7→ e−it, we say that e−ib is the right
endpoint, or supremum, of I and e−ia is the left endpoint, or infimum of I, and we write
inf I := e−ia and sup I := e−ib.
We say that the interval I is right open if inf I ∈ I and sup I 6∈ I.
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For any a ∈ A the side sa divides the disc D into two open connected components. Let
[a]D ⊂ ∂D be the right open arc such that [a]D ∪ sa is the boundary of the connected
component which is disjoint from the interior of ΩD. Set also
ξLa := inf[a]D and ξ
R
a := sup[a]D.
In order to take account of the cyclic order of the arcs [a]D in ∂D it is convenient to consider
the map o : A → Z/2dZ, where we choose any a0 ∈ A and set o(a0) := 0, and then for any
other a, b in A we set
(3.1) o(b) = o(a) + 1 iff ξRa = ξ
L
b .
Elements F ∈ Γ0 act as hyperbolic isometries z 7→ F (z) on D, and the action extends
continuously to ∂D. Consider any a ∈ A and the corresponding element Fa ∈ Γ0. Since
sâ = IFa ∩ D and sa = IFâ ∩ D, where IFa and IFâ denote the isometric circles of Fa and
Fâ respectively, and since according to § 2.3 we have Fa(IFa) = IFâ, then Fa sends the
complement of [â]D to [a]D, that is
(3.2) Fa
(
∂D \ [â]D
)
= [a]D,
in particular we have Fa(ξ
R
â ) = ξ
L
a and Fa(ξ
L
â ) = ξ
R
a . The Bowen-Series map is the map
BS : ∂D→ ∂D, ξ 7→ BS(ξ) defined by
(3.3) BS(ξ) := F−1a (ξ) iff ξ ∈ [a]D.
Definition 3.1. The boundary expansion of a point ξ ∈ ∂D is the sequence (ak)k∈N which
encodes the trajectory {BSk(ξ), k ∈ N} of ξ by its itinerary with respect to the partition into
arcs {[a]D, a ∈ A}, that is the sequence of letters such that
BSk(ξ) ∈ [ak]D for any k ∈ N.
The boundary expansion (ak)k∈N of a point ξ ∈ ∂D will be represented as an infinite
word (a0, a1, . . . ), and Equation (3.2) implies that any such word satisfies the so-called no
backtracking Condition1, that is
(3.4) ak+1 6= âk for any k ∈ N.
Reciprocally, finite words (a0, . . . , an) which satisfy Condition (3.4) corresponds to factors of
the map BS : ∂D→ ∂D, that is finite concatenations F−1an ◦ · · · ◦ F−1a0 arising from iterations
of BS. We call admissible word, or simply word, any finite word (a0 . . . , an) or infinite word
(a0, a1, . . . ) in the letters of A satisfying the no backtrack Condition (3.4). For any finite
admissible finite word (a0, . . . , an), we use the notation
Fa0,...,an := Fa0 ◦ · · · ◦ Fan ∈ Γ0.
Moreover we also define the half-closed arc [a0, . . . , an]D ⊂ ∂D by
[a0, . . . , an]D := [a0]D ∩ BS−1[a1]D ∩ · · · ∩ BS−n[an]D.
From the definition we see that
[a0, . . . , an]D = Fa0 ◦ · · · ◦ Fan−1 [an]D = Fa0 ◦ · · · ◦ Fan
(
∂D \ [ân]D
)
.
1This corresponds to a property of any hyperbolic ray γ : [0,+∞), t 7→ γ(t) in D with γ(0) ∈ Ω and
γ(+∞) = ξ ∈ ∂D: the edges of the tessellation by copies of Ω are geodesic too, thus γ can cross each of them
at most once.
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It is also evident that given two finite words (a0, . . . , an) and (b0, . . . , bm) we have the inclusion
[a0, . . . , an]D ⊂ [b0, . . . , bm]D
for the corresponding arcs if and only if m ≥ n and ak = bk for any k = 0, . . . , n. Combining
the observations above we have
Proposition 3.2 (Bowen-Series). If (ak)k∈N is the boundary expansion of ξ ∈ ∂D we have
ξ =
⋂
n∈N
Fa0 . . . Fan [an+1]D.
For any sequence (ak)k∈N satisfying the no-backtrack Condition (3.4) we introduce the
boundary point ξ = [a0, a1, . . . ]D ∈ ∂D defined by
(3.5) [a0, a1, . . . ]D :=
⋂
n∈N
Fa0 . . . Fan [an+1]D.
Lemma 3.3. The Bowen-Series map BS : ∂D → ∂D acts as the right shift on the space of
admissible infinite words (an)n∈N, that is
BS([a0, a1, . . . ]D) = [a1, a2 . . . ]D.
Proof. Since [a0, a1, . . . ]D ∈ [a0]D then
BS([a0, a1, . . . ]D) = F−1a0 ([a0, a1, . . . ]D) =
F−1a0
⋂
n∈N
Fa0Fa1 . . . Fan [an+1]D =
⋂
n∈N
Fa1 . . . Fan [an+1]D = [a1, a2, . . . ]D.

Lemma 3.4. For any admissible word a0, . . . , an the pole of the map Fa0,...,an belongs to the
interior of the disc UFan .
Proof. For n = 0, that is words composed by only one arrow the statement is obvious. In
general the Lemma follows from Equation (2.3) observing that for any k = 0, . . . , n − 1
condition ak+1 6= âk is equivalent to UFak+1 ∩ UF−1ak = ∅. 
3.2. Cuspidal words. We follow § 4.1 in [ArMarUl1] and § 2.3 in [ArMarUl2]. Consider a
finite word W = (a0, . . . , an) in the alphabet A which satisfies Condition (3.4).
Left cuspidal words: We say that W is a left cuspidal word if n ≥ 1 and we have
ξLa0 := inf[a0]D = inf[a0, a1]D = · · · = inf[a0, . . . , an−1]D = inf[a0, . . . , an]D,
that is all the n + 1 arcs above share ξLa0 as common left endpoint. In this case we
define its type ε = ε(W ) by setting
ε(W ) := L.
Right cuspidal words: We say that W is a right cuspidal word if n ≥ 1 and we have
ξRa0 := sup[a0]D = sup[a0, a1]D = · · · = sup[a0, . . . , an−1]D = sup[a0, . . . , an]D,
that is all the n + 1 arcs above share ξRa0 as common right endpoint. In this case we
define its type by setting
ε(W ) := R.
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Cuspidal words: We say that W is a cuspidal word if either n ≥ 1 and W is either
left cuspidal or right cuspidal, of if W = (a0) for some a0 ∈ A. In this last case the
type ε(W ) is not defined2.
Lemma 3.5 below corresponds to Lemma 2.3 in [ArMarUl2] and Lemma 4.8 in [ArMarUl1].
The Lemma implies that for any fixed n ≥ 1, any letter a0 determines uniquely a left cuspidal
word (a0, . . . , an), and the same holds for right cuspidal words. Equivalently, given a vertex
ξ of ΩD, there is a unique left (right) cuspidal word (a0, . . . , an) with n ≥ 1 such that the
arc [a0, . . . , an]D has ξ as left (right) endpoint. Let o : A → Z/2dZ be the function defined
by Equation (3.1).
Lemma 3.5. For n ≥ 1 consider a word (a0, . . . , an) in the alphabet A which satisfies the
no-backtracking Condition (3.4). The following holds.
(1) The word (a0, . . . , an) is left cuspidal if and only if n ≥ 1 and
o(ak+1) = o(âk) + 1 for any k = 0, . . . , n− 1.
(2) The word (a0, . . . , an) is right cuspidal if and only if n ≥ 1 and
o(ak+1) = o(âk)− 1 for any k = 0, . . . , n− 1.
(3) The word (a0, . . . , an) is left cuspidal if and only if (ân, . . . , â0) is right cuspidal.
Lemma 3.6 below corresponds to Lemma 2.4 in [ArMarUl2] and Lemma 4.9 in [ArMarUl1].
Lemma 3.6. Let (a0, . . . , an) be a left cuspidal word such that (a0, . . . , an, a0) is left cuspidal
too. Then
Fa0 ◦ · · · ◦ Fan
is a parabolic element of Γ0 whose unique fixed point is ξ
L
a0 = ξ
R
ân
.
A word (a0, . . . , an) as in the Lemma before with minimal length is called a left parabolic
word. In the same way one defines a right parabolic word. Moreover (a0, . . . , an) is left
parabolic if and only if its inverse word (ân, . . . , â0) is right parabolic, and the corresponding
fixed point is ξLa0 = ξ
R
ân
. We write simply parabolic word when left or right is not specified.
The cusps of D/Γ0 are in bijection with parabolic words, modulo inversion operation and
cyclical permutation of the entries. We say that a sequence (an)n∈N is a cuspidal sequence
if any finite sub-word of the form (a0, . . . , an) for n ∈ N is a cuspidal word and that it is
eventually cuspidal if there exists k ∈ N such that (an+k)n∈N is a cuspidal sequence.
3.3. The cuspidal acceleration. Let W = (a0, . . . , an) and W
′ = (b0, . . . , bm) be two
words such that b0 6= ân. Then define the word
W ∗W ′ := (a0, . . . , an, b0, . . . , bm).
2Actually this is slightly inaccurate. Indeed one can have letters a ∈ A such that Fa is parabolic. Anyhow,
this doesn’t affect the results in this paper. Indeed taking into account such words, the transition matrix
in Equation (3.7) has more positive entries, and thus aperiodicity in Proposition 5.1 still holds. Moreover
the pole of such Fa have modulus |α|/|β| > 1 strictly, and thus its distance from points in D is bounded
from below. This implies that the estimates in Lemma 6.1 and Lemma 6.5 keep holding. All the spectral
properties of transfer operators used here are based on these two properties.
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Consider a sequence (an)n∈N in the letters of A satisfying Condition (3.4) and not eventu-
ally cuspidal. We define positive integers 0 = n(0) < n(1) < n(2) < . . . and a decomposition
of such sequence into cuspidal words
(3.6) Wr = (an(r), . . . , an(r+1)−1)
with r ≥ 0 such that (a0, a1, a2, . . . ) = W0 ∗W1 ∗W2 . . . .
Initial step: Set n(0) := 0. Let n(1) ∈ N be the maximal integer n(1) ≥ 1 such that
(a0, . . . , an(1)−1) is cuspidal, then set
W0 := (a0, . . . , an(1)−1).
Recursive step: Fix r ≥ 1 and assume that the instants n(r) and the cuspidal words
W0, . . . ,Wr−1 are defined. Define n(r + 1) ≥ n(r) + 1 as the maximal integer such
that [an(r), . . . , an(r+1)−1] is cuspidal, then set
Wr := (an(r), . . . , an(r+1)−1).
The sequence of words (Wr)r∈R as above is called the cuspidal decomposition of (an)n∈N.
Remark 3.7. Observe that if Wr−1 := (an(r−1), . . . , an(r)−1) and Wr := (an(r), . . . , an(r+1)−1)
are two consecutive cuspidal words in the cuspidal decomposition of a sequence (an)n∈N sat-
isfying Condition (3.4), then the word (an(r)−1, an(r), . . . , an(r+1)−1) can be cuspidal.
Let W be the set of all cuspidal words. Define the transition matrix M ∈ {0, 1}W×W as
the infinite matrix such that for any pair of words
W ′ = (a0, . . . , an),W = (b0, . . . , bm) ∈ W
the coefficient MW ′,W ∈ {0, 1} in column W and row W ′ is defined by
(3.7) M′W,W =


0 if b0 = ân
0 if W ′ = (a0) and o(b0) = o(â0)± 1
0 if n ≥ 1 , ε(W ) = L and o(b0) = o(ân) + 1
0 if n ≥ 1 , ε(W ) = R and o(b0) = o(ân)− 1
1 otherwise.
In other words, the entry in column W and row W ′ of M satisfies MW ′,W = 1 if and
only if the concatenated word W ′ ∗W is admissible and W ′ ∗ (b0) is not cuspidal, where we
observe that (an) ∗W is allowed to be cuspidal and this asymmetry between W and W ′ in
Equation (3.7) reflects Remark 3.7.
3.4. The cuspidal acceleration of the Bowen-Series map. If W = (a0, . . . , an) ∈ W is
any a cuspidal word, consider the group element FW := Fa0,...,an ∈ Γ0. Consider ξ ∈ ∂D and
let (ak)k∈N be its boundary expansion as in Definition 3.1, where ak = ak(ξ) for any k ∈ N.
As in § 3.3, for r ∈ N, let
(3.8) Wr(ξ) :=
(
an(r)(ξ), . . . , an(r+1)−1(ξ)
)
be the r-th cuspidal word in the cuspidal decomposition of (ak)k∈N. The cuspidal acceleration
of the Bowen-Series map BS : ∂D→ ∂D is the map F : ∂D→ ∂D defined by
(3.9) F(ξ) := F−1W (ξ) if W0(ξ) = W.
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4. Dynamically defined cantor sets
The main result proved in this section is Proposition 4.4, which reduces the proof of
Theorem 1.3 to Theorem 4.3. The proof of the latter is the subject of the rest of the paper,
from § 5 to § 9. In this § 4 we define families of dynamical Cantor sets ET which approximate
the bad sets Bad(Γ, ǫ), where T = ǫ−1. In the next chapters we consider transfer operators
acting on the circle, thus ET are defined as subsets of ∂D. On the other hand bad sets
Bad(Γ, ǫ) are defined in terms of the hyperbolic geometry of H. In this § 4 we use both
models of hyperbolic space, and we need to transfer to H the tools developed in § 3. The
correspondence is resumed below.
Let ΩD be a labelled ideal polygon as in § 2.4 and let ΩH be its pre-image in H under
the map ϕ : H → D in Equation (2.1). The vertices of ΩH are denoted by the letter ζ ,
and for any such point there exists an unique vertex ξ of ΩD with ζ = ϕ
−1(ξ). The sides of
ΩH are denoted by the letter e and labelled by letters a ∈ A, where for any such a we set
ea := ϕ
−1(sa) (see Figure 3). This induces a boundary expansion on ∂H = R ∪ {∞}. More
precisely, for any admissible word (a0, . . . , an) we set
[a0, . . . , an]H := ϕ
−1
(
[a0, . . . , an]D
)
.
Moreover, if ξ ∈ ∂D has cutting sequence (an)n∈N, that is ξ = [a0, a1, . . . ]D, then α := ϕ−1(ξ)
has the same cutting sequence, that is we write α = [a0, a1, . . . ]H, where we set
[a0, a1, . . . ]H := ϕ
−1
(
[a0, a1, . . . ]D
)
.
For any a ∈ A we have Ga = ϕ−1 ◦ Fa ◦ ϕ, and we set Ga0,...,an := Ga0 ◦ · · · ◦ Gan for
any admissible word (a0, . . . , an). If the same admissible word has cuspidal decomposition
(W0, . . . ,Wr) we write also GW0,...,Wr := Ga0,...,an . If the admissible sequence (an)n∈N has
cuspidal decomposition (Wr)r∈N then we write [W0,W1, . . . ]D := [a1, a2, . . . ]H. All symbolic
properties developed in § 3 transfer naturally to H, for example for any n ∈ N we have
Ga0,...,an
(
[an+1, an+2, . . . ]H
)
= [a0, a1, . . . ]H and
[a0, . . . , an]H = Ga0,...,an−1
(
[an]H
)
= Ga0,...,an
(
∂H \ [ân]H
)
.
Finally, in this § 4 we don’t need to consider cylinders for the cuspidal acceleration of the
boundary expansion introduced in § 3.4, but we only point out that they have a different
form from arcs [a0, . . . , an]H, as it is explained in § 5.4.
4.1. Geometric length of cuspidal words. Let ϕ : H→ D be the map defined in Equa-
tion (2.1). For any vertex ζ of ΩH consider B ∈ Γ and k ∈ {1, . . . , p} be such that
(4.1) ζ = BAk · ∞
Observe that the condition BAk · ∞ = B′Aj · ∞ implies j = k and B′ = BP , where P ∈ Γ
is parabolic fixing Ak · ∞. In particular the integer k = k(ζ) is uniquely defined. Moreover,
for any pair of elements B and B′ = BP as above, the map z 7→ A−1k PAk(z) is an horizontal
translation in H. Therefore, if ξ = ϕ(ζ) is a vertex of ΩD and s and s′ are geodesics in
D having ξ as common endpoint, their pre-images in H under ϕ ◦ B ◦ Ak are two parallel
vertical half lines whose distance does not depend on the choice of B in Equation (4.1). It
follows that we have a well defined positive real number
∆(s, s′, ξ) :=
∣∣Re(A−1k B−1ϕ−1(s))− Re(A−1k B−1ϕ−1(s′))∣∣ .
14
ΩD
s0
a0
a3
a1
a2
s1
s2
s3
ξW
e3 e2 e1 e0
|W |
∞
A−1k B
−1ΩH
Figure 3. The definition of the geometric length |W | of a right cuspidal word
W = (a0, a1, a2, a3). In the left part of the figure the fundamental domain ΩD,
where the arrows represent the action of the generators: the arcs s0 := sa0 ,
s1 := Fa0(sa1), s2 := Fa0,a1(sa2) and s3 := Fa0,a1,a2(sa3) all share ξW as common
endpoint. In the right part of the picture the point ξW is sent to ∞ under the
map A−1k B
−1ϕ−1, and the arcs s0, s1, s2, s3 in D are sent to parallel vertical
arcs ei := ϕ
−1(si) in H for i = 0, 1, 2, 3. We have |W | = |Re(e3) − Re(e0)|,
which is also the distance between the endpoints of the geodesic represented
by a dotted semicircle. The preimage in ΩD of such geodesic is also represented
by a dotted arc.
Let W = (a0, a1, . . . , an) be a cuspidal word and assume that n ≥ 1, that is the type ε(W )
is defined. Define ξW as the vertex of ΩD such that
ξW := ξ
L
a0
= inf[a0]D = · · · = inf[a0, . . . , an]D if ε(W ) = L
ξW := ξ
R
a0
= sup[a0]D = · · · = sup[a0, . . . , an]D if ε(W ) = R.
Then define the geometric length |W | > 0 of the cuspidal word W by
(4.2) |W | := ∆(sa0 , Fa0,...,an−1(san), ξW)
where sa0 and Fa0,...,an−1(san) are the first and the last arc associated to W which have ξW
as common endpoint (see Figure 3). Otherwise, if n = 0, that is W contains only one letter
a0 and thus is not right nor left cuspidal, set
|W | := 0.
Definition 4.1. Fix T ≥ 1 and let ET be the set of points ξ ∈ ∂D whose boundary expansion
(ak)k∈N satisfies
|Wr| ≤ T
for any r ∈ N, where Wr := (an(r), . . . , an(r+1)−1) denotes the r-th element in the cuspidal
decomposition of (ak)k∈N, defined by Equation (3.8).
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Remark 4.2. The Cantor set ET is the attractor of an iterated functions system generated
by a finite subset of the family of maps {FW : W ∈ W}. In [ArMarUl2] are considered
Cantor sets of the same kind, where the length of allowed cuspidal words is measured differ-
ently. The notion of geometric length used here is adapted in order to have the inclusions in
Proposition 4.4 below. Such sharp inclusions give equality between the first order term in ǫ
of dimH
(
Bad(Γ, ǫ)
)
and the first order therm in T−1 of dimH(ET ). The latter is provided
by Theorem 4.3 below, which is proved via thermodynamic formalism.
Theorem 4.3. Let Θ > 0 be the constant in Theorem 1.3. For any T > 0 big enough have
dimH(ET ) = 1−Θ · T−1 + o(T−1).
4.2. End of the proof of Theorem 1.3. Fix a constant µ > 0 and for any ǫ > 0 set
ǫ′ :=
ǫ
1− 2µǫ . It is clear that we have∣∣(1−Θ · ǫ+ o(ǫ))− (1−Θ · ǫ′ + o(ǫ′))∣∣ = o(ǫ).
Moreover the map ϕ : H → D defined in Equation (2.1) obviously does not change the
Hausdorff dimension, since it is smooth. Therefore Theorem 1.3 follows from Theorem 4.3
and from Proposition 4.4 below. The rest of this chapter is devoted to develop the tools to
prove Proposition 4.4, whose proof is completed in § 4.6.
Proposition 4.4. There exists positive constants ǫ0 > 0 and µ > 0, depending only on Γ
and on S, such that for any ǫ < ǫ0 we have
Eǫ−1−2µ ⊂ ϕ (Bad(Γ, ǫ)) ⊂ Eǫ−1.
4.3. Diameter of horoballs and separation. Fix T > 0 and consider the horoball at
infinity
HT := {z ∈ H : Im(z) > T}.
Consider G ∈ SL(2,R) and its entires c = c(G) and d = d(G) defined by Equation (1.1). If
c(G) 6= 0 then G(HT ) is an euclidian ball tangent to the real line at x = G · ∞. Moreover
∂HT = {z = α + iT : α ∈ R}, thus for any z = α + iT ∈ ∂HT Equation (1.3) gives
Im(G · z) = Im(z)|cz + d|2 =
T
|ciT + cα + d|2 =
T
|c|2T 2 + |cα+ d|2 .
The expression above is maximal for α = −d/c, thus we get
(4.3) Diam
(
G(HT )
)
=
1
T · c2(G) .
Fix a family S = {A1, . . . , Ap} as in Equation (1.4), so that {zk = Ak · ∞ : k = 1, . . . , p}
is a complete set of inequivalent parabolic fixed points for Γ. Recall from § 1.2 that given
a parabolic fixed point G · zk with G ∈ Γ and k = 1, . . . , p, we define its denominator as
D(G, zk) = |c(GAk)|. In order to simplify the notation, for any G ∈ Γ, any k = 1, . . . , p and
any T > 0 define the balls
Bk(G, T ) := G · Ak(HT ).
Lemma 4.5. There exists S0 > 0 such that for any G,F ∈ Γ and i, j ∈ {1, . . . , p} with
G · zi 6= F · zj we have
|G · zi − F · zj | ≥ min
{
1
S0 ·D(G, zi)2 ,
1
S0 ·D(F, zj)2
}
.
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Proof. The Lemma follows from Equation (4.3) and from Proposition A.2, observing that if
B1, B2 are two disjoint horoballs in H, tangent to R at x1, x2 respectively, then
|x1 − x2| ≥ min
i=1,2
Diam(Bi).

4.4. Denominators and reduced form. Consider any vertex ζ of ΩH and let B ∈ Γ
and k ∈ {1, . . . , p} be as in Equation (4.1). Consider also any G ∈ Γ0, then define the
denominator by
(4.4) D(G, ζ) :=
∣∣c(GBAk)∣∣.
Remark 4.6. Recall that if Γ is a Fuchsian group in SL(2,R) having ∞ as parabolic fixed
point, then the condition P · ∞ =∞ implies that P is parabolic.
The denominator introduced by Equation (4.4) is well defined according to the Lemma
below.
Lemma 4.7. For any G ∈ Γ0 and any vertex ζ of ΩH we have the equivalence
D(G, ζ) = 0 ⇔ G · ζ =∞.
Moreover, for any G1, G2 in Γ0 and any pair of vertices ζ1 and ζ2 of ΩH we have
G1 · ζ1 = G2 · ζ2 ⇒ D(G1, ζ1) = D(G2, ζ2).
Proof. In order to prove the first part of the statement, let k ∈ {1, . . . , p} and B ∈ Γ be as
in Equation (4.1), so that ζ = BAk · ∞. Then just observe that we have G · ζ = ∞ if and
only if GBAk is an element of SL(2,R) fixing ∞, that is c(GBAk) = 0.
In order to prove the second part of the statement, observe that the assumption implies
that ζ1 and ζ2 are in the same orbit under Γ, hence there exists k ∈ {1, . . . , p} and B1, B2 in
Γ such that ζ1 = B1Ak · ∞ and ζ2 = B2Ak · ∞. Therefore we get
A−1k B
−1
2 G
−1
2 G1B1Ak · ∞ =∞,
that is P := A−1k B
−1
2 G
−1
2 G1B1Ak is a parabolic element of Γk := A
−1
k ΓAk fixing∞, according
to Remark 4.6. Then
D(G1, ζ1) =
∣∣c(G1B1Ak)∣∣ = ∣∣c(G2B2AkP )∣∣ = ∣∣c(G2B2Ak)∣∣ = D(G2, ζ2).

Remark 4.8. Parabolic fixed points for Γ have the from G · zk with G ∈ Γ and k = 1, . . . , p.
The set of such points is equal to the orbit under Γ of the set of vertices at infinity of a
Dirichlet region ΩΓ for Γ (Theorem 4.2.5 in [Ka]). Moreover, writing Γ as disjoint union
of cosets Γ = Γ0T1 ∪ . . .Γ0Td, we get a fundamental region Ω′ = T1(ΩΓ) ∪ · · · ∪ Td(ΩΓ) for
Γ0 (Theorem 3.1.2 in [Ka]). Thus the set of parabolic fixed points for Γ is equal to the orbit
under Γ0 of the vertices at infinity of Ω
′, moreover the latter is obviously equal to the orbit
under Γ0 of the vertices at infinity of labelled polygon ΩH (in fact, all vertices of ΩH are at
infinity). Therefore any parabolic fixed point G · zk for Γ is of the from G · zk = Gb0,...,bm · ζ0,
where (b0, . . . , bm) is an admissible word and ζ0 is a vertex of ΩH.
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For any point ζ ∈ ∂H which is fixed by some parabolic element of Γ there exists an unique
admissible word b0, . . . , bm and a vertex ζ0 of ΩH which is not an endpoint of eb̂m such that
ζ = Gb0,...,bm · ζ0.
The representation above is called the reduced form of the parabolic fixed point ζ . Lemma 4.9
below establishes a geometric property of reduced words. Lemma 6.2 gives a stronger version
of it for cuspidal words.
Lemma 4.9. There exists a constant κ1 > 0, depending only on ΩH, such that the following
holds. If ζ = Gb0,...,bm · ζ0 6= 0 is a parabolic fixed point of Γ represented in its reduced form,
then we have ∣∣ζ0 −G−1b0,...,bm · ∞∣∣ ≥ κ1,
that is the vertex ζ0 of ΩH and the pole of Gb0,...,bm stay at distance uniformly bounded from
below.
Proof. Observe that Gb0,...,bm maps R \ [b̂m]H onto [b0, . . . , bm]H. Since ∞ does not belong to
the interior of [b0, . . . , bm]H then the pole of Gb0,...,bm belongs to the closure of [b̂m]H. The
Lemma follows because ζ0 is a vertex of ΩH different from the endpoints of eb̂m . 
Lemma 4.10. There exists a constant κ2 > 0, depending only on Γ, such that the following
holds. Let (b0, . . . , bm) be any non-trivial admissible word and let ζ0 be a vertex of ΩH which
is not an endpoint of eb̂m , so that Gb0,...,bm · ζ0 is a parabolic fixed point written in its reduced
form (and different from ∞).
(1) If ζ1 is an endpoint of eb̂m then we have
D(Gb0,...,bm , ζ0) ≥ κ2 ·D(Gb0,...,bm , ζ1).
(2) If bm+1 satisfies bm+1 6= b̂m and ζ2 is not an endpoint of e ̂bm+1 we have
D(Gb0,...,bm , ζ0) ≥ κ2 ·D(Gb0,...,bm,bm+1 , ζ2).
Proof. We first prove Part (1) of the statement. For convenience of notation set G := Gb0,...,bm
and ζ := G · ζ0, ζ ′ := G · ζ1. We have D(G, ζ1) = 0 if and only if ζ ′ = ∞, according to
Lemma 4.7. In this case the statement is obvious, since by assumption ζ ∈ R and thus
D(G, ζ0) > 0. Otherwise, if D(G, ζ1) 6= 0, let ζ0 = B0Ak · ∞ and ζ1 = B1Aj · ∞ as in
Equation (4.1). In the notation of Equation (1.1), let c, d be the entries of G. In the same
notation, let a0, c0 and a1, c1 be the entries of B0 · Ak and B1 · Aj respectively. Part (1) of
the statement follows obtaining an uniform upper bound for
D(Gb0,...,bm, ζ1)
D(Gb0,...,bm, ζ0)
=
∣∣∣∣ca1 + dc1ca0 + dc0
∣∣∣∣ .
Observe that we cannot have c0 = c1 = 0, because ζ0 6= ζ1 and thus in particular these points
cannot be both equal to ∞. Moreover the image under G of these two points is different
from∞, thus condition c = 0 implies c0, c1 6= 0. Hence for c = 0 Part (1) follows because the
ratio above equals |c1/c0|, which varies over a finite set of values and is therefore bounded
from above. If c, c0, c1 6= 0 then∣∣∣∣ca1 + dc1ca0 + dc0
∣∣∣∣ =
∣∣∣∣c1c0
∣∣∣∣ ·
∣∣∣∣(a1/c1)− (−d/c)(a0/c0)− (−d/c)
∣∣∣∣ =
∣∣∣∣c1c0
∣∣∣∣ ·
∣∣∣∣ζ1 − (G−1 · ∞)ζ0 − (G−1 · ∞)
∣∣∣∣ .
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In this case Part (1) follows because |c1/c0| is bounded from above, and Lemma 4.9 gives
and upper bound for the second factor. If c, c0 6= 0 and c1 = 0 then∣∣∣∣ca1 + dc1ca0 + dc0
∣∣∣∣ =
∣∣∣∣a1c0
∣∣∣∣ ·
∣∣∣∣ 1(a0/c0)− (−d/c)
∣∣∣∣ =
∣∣∣∣a1c0
∣∣∣∣ ·
∣∣∣∣ 1ζ0 − (G−1 · ∞)
∣∣∣∣ ≤
∣∣∣∣ a1c0 · κ1
∣∣∣∣ ,
and Part (1) follows from Lemma 4.9, observing that a1/c0 varies over a finite set of values.
Finally, if c, c1 6= 0 and c0 = 0 then∣∣∣∣ca1 + dc1ca0 + dc0
∣∣∣∣ =
∣∣∣∣a1a0 − (−d/c) c1a0
∣∣∣∣ ≤
∣∣∣∣a1a0
∣∣∣∣+ |G−1 · ∞|
∣∣∣∣ c1a0
∣∣∣∣
and Part (1) follows observing that in this case the pole G−1 · ∞ belongs to the compact
interval of R delimited by the two parallel vertical segments of ΩH (because of definition
of reduced form and of Lemma 3.4). The analysis of cases is complete and Part (1) of the
Lemma is proved. Part (2) follows by a similar analysis, replacing ζ1 by
ζ∗ := Gbm+1 · ζ2
and observing that, since Gbm+1 varies in the finite set {Ga : a ∈ A} then also the entries of
X ∈ SL(2,R) with Gbm+1 · ζ2 = X · ∞ vary in a finite set. Moreover G · ζ0 6= G · ζ∗, since
they are two different reduced forms. Finally these two points are both different from ∞,
and their pre-image under G are mutually different. The Lemma is proved. 
4.5. Best approximations and cuspidal words. Let S = (A1, . . . , Ap) be as in Equa-
tion (1.4), so that {zk = Ak · ∞ : k = 1, . . . , p} is a complete set of inequivalent parabolic
fixed points for Γ. For any k = 1, . . . , p let µk > 0 be such that the primitive parabolic
element Pk ∈ AkΓA−1k fixing ∞ acts by Pk(z) = z+µk. Then let µ = µ(Γ,S) > 0 be defined
by µ := max{µ1, . . . , µp}. Consider α ∈ R and its boundary expansion
α = [a0, a1, . . . ]H = [W0,W1, . . . ]H,
where we consider both the expansion in the generators {Ga : a ∈ A} and its decomposition
into cuspidal words. For r ∈ N let Wr = (an(r), . . . , an(r+1)−1) be the r-th cuspidal word
in the above decomposition, where Wr = Wr(α). When |Wr| > 0 let ξWr be the vertex
associated Wr as in § 4.1 and let ζWr := ϕ−1(ξWr) be its preimage in H under the map in
Equation (2.1).
Lemma 4.11. In the notation introduced above, for any r ∈ N such that |Wr| > 0 we have
1
|Wr|+ 2µ ≤ D(GW0,...,Wr−1, ζWr)
2 · |α−GW0,...,Wr−1 · ζWr | ≤
1
|Wr| .
Proof. Consider k ∈ {1, . . . , p} and B ∈ Γ such that ζWr = BAk · ∞, as in Equation (4.1).
Then consider T > 0 such that the horoball
BT := GW0,...,Wr−1BAk ·HT
is tangent at GW0,...,Wr−1 · ζWr with radius ρ(BT ) = |α − GW0,...,Wr−1 · ζWr |. Equation (4.3)
and Equation (4.4) give
D(GW0,...,Wr−1, ζWr)
2 · |α−GW0,...,Wr−1 · ζWr | = c2(GW0,...,Wr−1BAk) ·
Diam(BT )
2
=
1
2T
.
19
G(ΩH)
e′2
e′1
e′0
αGζWr
ΩH
e2
e1
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e′′2 e
′′
1 e
′′
0
T
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−1ΩH
Figure 4. The point α has r-th cuspidal wordWr = (a0, a1, a2). Equivalently
Wr is the first cuspidal word of G
−1α, where G = GW0,...,Wr−1, that is the
vertex ζWr of ΩH is the common endpoint of the arcs e0 = ea0 , e1 := Ga0ea1
and e2 := Ga0a1ea2 (see the central figure). In the figure on the left, the arcs
e′i = Gei all share GζWr as common endpoint. In the figure on the right, the
point ζWr is sent to ∞, and the arcs e0, e1, e2 are sent to parallel vertical arcs
e′′0, e
′′
1, e
′′
2. We have |Wr| =
∣∣Re(e′′2)−Re(e′′0)∣∣. This corresponds to the proof of
Lemma 4.11.
According to the definition of T , the geodesic in H with endpoints (GW0,...,Wr−1BAk)
−1·∞ and
(GW0,...,Wr−1BAk)
−1 · α is tangent to HT (the horoball at ∞). The Lemma follows observing
that the definition of |Wr| in Equation (4.2) gives
|Wr| ≤ 2T ≤ |Wr|+ 2µ.
See Figure 4 for a geometric interpretation of the last inequality. The Lemma is proved. 
Lemma 4.12. There exist constants ǫ0 > 0 and T0 > 0, depending only on Γ, such that for
any G ∈ Γ and k = 1, . . . , p with D(G, zk) 6= 0 the condition
D(G, zk)
2 · |α−G · zk| < ǫ0
implies that there exists some r ∈ N such that
G · zk = GW0,...,Wr−1 · ζWr and |Wr| ≥ T0.
Proof. According to Remark 4.8, let ζ0 be the vertex of ΩH and (b0, . . . , bm) be the admissible
word such that the reduced form of the parabolic fixed point G · zk is
G · zk = Gb0,...,bm · ζ0,
where ζ0 is not an endpoint of eb̂m whenever (b0, . . . , bm) is not the empty word. Recall that
D(G, zk) = D(Gb0,...,bm , ζ0), according to Lemma 4.7. We subdivide the proof in a sequence
of steps.
Step (0) Consider separately the case when (b0, . . . , bm) is the empty word. In this case,
assume first as extra assumption that the first cuspidal word W0 = (a0, . . . , an(1)−1) in the
expansion of α satisfies |W0| > 0, and that ζ0 = ζW0, where ξW0 is the vertex of ΩH associated
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to W0 as in § 4.1. Under such extra assumption, Lemma 4.11 gives
D(Id, ζ0)
2 · |α− ζ0| = D(Id, ζW0)2 · |α− ζW0| ≥
1
|W0|+ 2µ.
Otherwise, if the extra assumption is not satisfied by α, then it is satisfied by some α′, which
also satisfies the following three conditions
ζ0 = ζW ′0 , |W ′0| ≤ |W0|+ µ , |α′ − ζ0| ≤ |x− ζ0|,
where W ′0 denotes the first cuspidal word in the boundary expansion of α
′. We have
D(Id, ζ0)
2 · |α− ζ0| ≥ D(Id, ζ0)2 · |α′ − ζ0|
= D(Id, ζW ′0)
2 · |α′ − ζW ′0| ≥
1
|W ′0|+ 2µ
≥ 1|W0|+ 3µ.
Therefore, if (b0, . . . , bm) is the empty word, then the Lemma follows for constants ǫ0, T0 such
that
1
ǫ0
− 3µ > 0 and T0 ≤ 1
2
(
1
ǫ0
− 3µ
)
.
Step (1) Now assume that (b0, . . . , bm) is not the empty word. Then G · zk is an interior
point of the arc [b0, . . . , bm]H, and in particular G · zk 6=∞. Denote ζ ′1 and ζ ′2 the endpoints
of [b0, . . . , bm]H and let ζ1, ζ2 be the vertices of ΩH such that ζ
′
i = Gb0,...,bm · ζi for i = 1, 2.
Let N ≥ −1 be maximal such that an = bn for any n = 0, . . . , N , where the last condition
is clearly empty for N = −1, and obviously N ≤ m. Observe that condition N ≤ m − 1
implies that α 6∈ [b0, . . . , bm]H, and therefore
|α−G · zk| ≥ min
i=1,2
|ζ ′i −G · zk| = min
i=1,2
|Gb0,...,bm · ζi −Gb0,...,bm · ζ0|
≥ 1
S0
·min
{
1
D(Gb0,...,bm , ζ1)
2
,
1
D(Gb0,...,bm , ζ2)
2
,
1
D(Gb0,...,bm , ζ0)
2
}
≥ 1
(κ2)2 · S0 ·
1
D(Gb0,...,bm, ζ0)
2
,
where the third inequality follows from Part (1) of Lemma 4.10, and where the second
inequality follows from Lemma 4.5, in terms of the constant S0 > 0 in the same Lemma.
Therefore we must have N = m, provided that ǫ0 satisfies
ǫ0 <
(
S0 · (κ2)2
)−1
.
Under the same condition, a similar argument (which is left to the reader) shows that G · zk
must be an endpoint of [a0, . . . , am, am+1]H ⊂ [a0, . . . , am]H = [b0, . . . , bm]H.
Step (2) We show that G·zk = Gb0,...,bm ·ζ0 is an endpoint of [a0, . . . , am+2]H. Otherwise G·zk
would not belong to the closure of [a0, . . . , am+2]H and the distance |G·zk−α| would be grater
then the distance of G ·zk from the closest endpoint of [a0, . . . , am+2]H. Such closest endpoint
would have reduced from Gb0,...,bm,am+1 ·ζ3, where ζ3 is a vertex of ΩH which is not an endpoint
of eâm+1 (recall that ai = bi for i = 0, . . . , m). Since by definition α ∈ [a0, . . . , am+2]H, then
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Lemma 4.5 and Part (2) of Lemma 4.10 would imply
|α−Gb0,...,bm · ζ0| ≥ |Gb0,...,bm,am+1 · ζ3 −Gb0,...,bm · ζ0|
≥ S
−1
0
max{D(Gb0,...,bm , ζ0)2, D(Gb0,...,bm,am+1, ζ3)2}
≥ κ2
S0 ·D(Gb0,...,bm , ζ0)2
,
which is absurd by the condition ǫ0 <
(
S0 · (κ2)2
)−1
in Step (1).
Step (3) Let r be minimal such that (a0, . . . , am) is an initial factor of W0, . . . ,Wr−1. Ob-
serve that (a0, . . . , am+2) cannot be an initial factor of W0, . . . ,Wr−1, otherwise the intervals
[a0, . . . , am]H, [a0, . . . , am+1]H and [a0, . . . , am+2]H would share and endpoint, and without loss
of generality we would have
inf[a0, . . . , am]H = inf[a0, . . . , am+1]H = inf[a0, . . . , am+2]H.
Such shared endpoint cannot be G ·zk, since the latter belongs to the interior of [a0, . . . , am]H
by definition of reduced form. Therefore Step (1) implies G · zk = sup[a0, . . . , am+1]H, and
this is absurd because G · zk must be an endpoint of [a0, . . . , am+2]H according to Step (1).
Hence W0 ∗ · · · ∗Wr−1 is either equal to (a0, . . . , am) or to (a0, . . . , am+1), and these two cases
are treated separately in the last two steps below.
Step (4) Assume that W0 ∗ · · · ∗ Wr−1 = (a0, . . . , am). We have |Wr| > 0 because
(am+1, am+2) is an initial factor of Wr, and ζ0 = ζWr because Gb0,...,bm · ζ0 is an endpoint
of [a0, . . . , am+2]H. Then the statement follows because Lemma 4.11 gives
ǫ0 ≥ D(Gb0,...,bm, ζ0)2 · |α−Gb0,...,bm · ζ0|
= D(GW0,...,Wr−1, ζWr)
2 · |α−GW0,...,Wr−1 · ζWr | ≥
1
|Wr|+ 2µ,
which implies |Wr| ≥ (ǫ0)−1 − 2µ.
Step (5) Assume that W0 ∗ · · · ∗Wr−1 = (a0, . . . , am+1). In this case, since by Step (1)
and Step (2) the intervals [a0, . . . , am+1]H and [a0, . . . , am+2]H share Gb0,...,bm · ζ0 as common
endpoint, then the concatenated word W ′ := (am+1) ∗Wr is also cuspidal (this is allowed
according to Remark 3.7). We must have |Wr| > 0, otherwise Gb0,...,bm · ζ0 would not be
endpoint of [a0, . . . , am+3]H, so that
|α−Gb0,...,bm · ζ0| ≥ |Gb0,...,bm · ζ0 −Gb0,...,bm,am+1,am+2 · ζ3|,
where Gb0,...,bm,am+1,am+2 · ζ3 is the reduced form of the endpoint of [a0, . . . , am+3]H closest to
Gb0,...,bm ·ζ0, and reasoning as in Step (2) we would get a contradiction (modulo replacing the
constant κ2 by a smaller one, and extending Part (2) of Lemma 4.10 one more step, in order
to compare D(Gb0,...,bm , ζ0) and D(Gb0,...,bm,am+1,am+2, ζ3)). Since W
′ is cuspidal with |W ′| > 0
we have ζ0 = ζW ′ and also ζW ′ = Gam+1 · ζWr , which implies
Gb0,...,bm · ζ0 = Ga0,...,am ·Gam+1 · ζWr = GW0,...,Wr−1 · ζWr .
Then arguing as in the end of Step (4) one gets |Wr| ≥ (ǫ0)−1−2µ. The Lemma is proved. 
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4.6. Proof of Proposition 4.4. In this section we prove Proposition 4.4. Let ǫ0 be a
constant as in Lemma 4.12 and fix any ǫ < ǫ0. For any α ∈ R consider the cuspidal
acceleration of its boundary expansion, that is write α = [W0,W1, . . . ]H.
Consider α ∈ Bad(Γ, ǫ). The definition of Bad(Γ, ǫ) and Lemma 4.11 imply that for any
r ∈ N we have
ǫ ≤ D(GW0,...,Wr−1, ζWr)2 · |α−GW0,...,Wr−1 · ζWr | ≤
1
|Wr| .
Thus it follows that α ∈ ϕ−1(Eǫ−1). On the other hand, consider α 6∈ Bad(Γ, ǫ) and let
G ∈ Γ and zk = Ak ·∞ such that D(G, zk)2 · |α−G · zk| < ǫ. Lemma 4.12 implies that there
exists some r ∈ N such that G · zk = GW0,...,Wr−1 · ζWr , then for such r Lemma 4.11 implies
1
|Wr|+ 2µ ≤ D(GW0,...,Wr−1, ζWr)
2 · |α−GW0,...,Wr−1 · ζWr | < ǫ.
Thus it follows that α 6∈ ϕ−1(Eǫ−1−2µ). Proposition 4.4 is proved. 
5. Subshift of finite type
5.1. Transition matrix. Recall the transition matrix MW ′,W ∈ {0, 1}W×W defined by
Equation (3.7). Fix T > 0 and let WT be the set of cuspidal words W ∈ W with geo-
metric length |W | ≤ T . Equation (3.7) describes also the allowed transitions between the
elements ofWT , and we still denote the corresponding (finite) matrix by MW ′,W . According
to Lemma 1.3 in [Bo2], for any m ≥ 1 the entry MmW ′,W of the m-th power Mm of M is the
number of different words W0,W1, . . . ,Wm in the letters of WT with length m+ 1 with
(1) MWi,Wi+1 = 1 for any i = 0, . . . , m− 1
(2) W0 =W
′ and Wm =W .
Following § 1 in [Bo2] and § 1 in [ParPo] we say that the matrix M is aperiodic if there
exists some m ∈ N such that MmW ′,W ≥ 1 for any W,W ′ ∈ W.
Proposition 5.1. The matrix M is aperiodic for any T > 0 big enough. More precisely, if
T is big enough, we have M2W ′,W ≥ 1 for any W,W ′ in WT .
Proof. Recall Lemma 3.5 and fix r ≥ 1, then consider the map χ 7→ φ(r)(χ) from A to
itself, where χ′ = φ(r)(χ) is the unique letter such that the word (χ = χ0, . . . , χr = χ
′) is
right cuspidal. The map φ(r) is a bijection, because it is injective. Indeed if (a0, . . . , ar)
and (b0, . . . , br) are two right cuspidal words with ar = br then Lemma 3.5 implies that
(âr, . . . , â0) and (b̂r, . . . , b̂0) are left cuspidal with âr = b̂r, thus the two words are equal,
because the first letter determines left cuspidal words of fixed length, and hence b0 = a0.
Fix any pair of elements W ′ = (a0, . . . , an) and W = (b0, . . . , bm) in W. Assume first that
the alphabet A has at least 6 letters. We show that M2W ′,W ≥ 1 showing that there exists a
right cuspidal word X = [χ0, χ1] ∈ W such that MW ′,X = 1 and MX,W = 1, where such X is
determined by the choice of its first letter χ0. According to Equation (3.7), a sufficient (but
in general not necessary) condition on χ0 in order to have MW ′,X = 1 is
o(χ0)− o(ân) 6= −1, 0, 1,
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which corresponds to 3 forbidden values for χ0. Moreover, since (χ0, χ1) is right cuspidal,
condition MW ′,X = 1 is satisfied if and only if
o(b0)− o(χ̂1) 6= −1, 0,
which corresponds to 2 forbidden values for χ1, and thus 2 forbidden values for χ0, because
the map φ(1) is a bijection. Therefore there are at most 5 forbidden values for χ0, and thus
at least 1 possible choices, which determines a word X ∈ W as required.
Assume now that A has only 4 letters, denoted a, b, â, b̂. The two corresponding generators
Fa, Fb of Γ0 are either both parabolic (with different fixed point in ∂D) or both hyperbolic
(with different axis which intersect transversally). In both cases we find a cuspidal word
X ∈ W as required considering all possible values for the pair (an, b0), that is all possible
values for the last letter ofW ′ and for the first of W . More precisely, for any value of (an, b0)
we exhibit a concatenation of 3 cuspidal words of the form
W ′ ∗X ∗W = (. . . , an) ∗X ∗ (b0, . . . ).
If Fa, Fb are both parabolic, then there are in total 12 different type of cuspidal words: 3
of them start with the letter a, that is
(a, . . . , a︸ ︷︷ ︸
n times
) , (a, b̂, . . . , a, b̂︸ ︷︷ ︸
n times
) , (a, b̂, . . . , a, b̂︸ ︷︷ ︸
n times
, a),
while the other 9 are obtained in the obvious way replacing the role of letters. For an = a
there are 4 possible values of b0, and the list below gives, for each case, a X ∈ W such that
the concatenation W ∗X ∗W ′ satisfies Condition (3.7):
(. . . , a) ∗ (b) ∗ (a, . . . )
(. . . , a) ∗ (b, â, b) ∗ (b, . . . )
(. . . , a) ∗ (b, b) ∗ (â, . . . )
(. . . , a) ∗ (b, â) ∗ (̂b, . . . ).
For the other 3 values of an the analogous list is obtained by obvious substituions and
details are left to the reader. Finally, if Fa, Fb are both hyperbolic, the are only two cuspidal
sequences, which are
a, b, â, b̂, a, b, â, b̂, . . .
b, a, b̂, â, b, a, b̂, â, . . .
and cuspidal words are any finite subword of the sequences above. For an = a there are
4 possible values of b0, and the list below gives, for each case, a X ∈ W such that the
concatenation W ∗X ∗W ′ satisfies Condition (3.7):
(. . . , a) ∗ (a) ∗ (a, . . . )
(. . . , a) ∗ (a, b, â) ∗ (b, . . . )
(. . . , a) ∗ (a, b, â) ∗ (â, . . . )
(. . . , a) ∗ (a, b̂, â) ∗ (̂b, . . . ).
For the other 3 values of an the analogous list is obtained by obvious substituions and details
are left to the reader. The Proposition is proved. 
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5.2. The space of the sub-shift. Denote by w = (Wr)r∈N the elements in WNT , that is
half-infinite sequences in the letters W ∈ WT . The shift space is
Σ :=
{
w = (Wr)r∈N : MWr,Wr+1 = 1 ∀ r ∈ N
}
.
Considering the discrete topology on WT and the product topology on WNT , we obtain a
compact totally disconnected topological space. The shift space Σ is a compact subset of
WNT . Following § 1 in [Bo2] and § 1 in [ParPo] we fix θ with 0 < θ < 1 and define a distance
on WNT , and thus on Σ, by setting
dθ(w,w
′) := θN where N := max{n ∈ N : Wr =W ′r ∀ r = 0, . . . , n}
and where w = (Wr)r∈N and w
′ = (W ′r)r∈N are any pair of sequences in WNT . A basis of open
sets for the induced discrete topology is given by the set of cylinders, where for any finite
sequence W0, . . . ,Wn of elements of WT such that MWi,Wi+1 = 1 for any i = 0, . . . , n− 1 the
corresponding cylinder is
[W0, . . . ,Wn]Σ := {w = (W ′r)r∈N ∈ Σ : W ′r =Wr ∀ r = 0, . . . , n}.
There is a natural dynamics on Σ given by the shift map
σ : Σ→ Σ ; w = (Wr)r∈N 7→ σ(w) := (Wr+1)r∈N.
5.3. Subshift and Cantor sets in the boundary. Fix T with 0 < T <∞ and let ET be
the set introduced in Definition 4.1. Consider the map
Π : Σ→ ∂D ; w = (Wr)r∈N 7→ Π(w) := [W0 ∗W1 ∗ . . . ]D.
Consider the map F : ∂D → ∂D defined in Equation (3.9). Lemma 6.5 below gives
a uniform (i.e. depending only on the geometry of ΩD and not on T ) contraction factor
0 < θ < 1 for the inverse branches of F . For this specific parameter the distance dθ(·, ·)
reflects some metric properties of ET , and in particular we get Lemma 5.2 below.
Lemma 5.2. The map Π→ ∂D is bijective onto ET . Moreover Π is Lipschitz, but its inverse
Π−1 is just Holder continuous.
Proof. Part (1) of Proposition 6.9 implies directly that Π is Lipschitz. Holder continuity for
Π−1 : ET → Σ follows from the other estimates in Proposition 6.9. Such property of the
inverse will not be used in the following, and details are left to the interested reader. 
The map F satisfies Lemma 5.3 below, whose proof is left to the reader.
Lemma 5.3. We have a commutative diagram Π ◦ σ = F ◦ Π.
5.4. Cylinders in the Cantor set. Let (a0, . . . , an) be any admissible word in the letters
of A and recall that
[a0, . . . , an]D = Fa0,...,an−1 [an]D = Fa0,...,an
( ⋃
χ 6=ân
[χ]D
)
.
Let F be the map in Equation (3.9). Fix any cuspidal word W = (b0, . . . , bm) in W, then
set
[W ]E := {ξ ∈ ∂D : F(ξ) = F−1W (ξ)} = {ξ ∈ ∂D : W0(ξ) = W},
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that is the arc in ∂D corresponding to points ξ whose first cuspidal word, given by Equa-
tion (3.8), satisfiesW0(ξ) =W . We have [W ]E 6= [b0, . . . , bm]D. In order to get the expression
of such arc, set Dom(W ) := {F−1W (ξ) : W0(ξ) =W} and observe that
W0(ξ) =W ⇔ MW,W0(F−1W (ξ)) = 1,
that is ξ ∈ [W ]E if and only if the first letter of the cuspidal word W0(F−1W (ξ)) satisfies the
Conditions in Equation (3.7). Therefore3
(5.1) Dom(W ) =


⋃
o(χ)−o(b̂0)6=0,±1
[χ]D if |W | = 0⋃
o(χ)−o(b̂m)6=0,1
[χ]D if |W | > 0, ǫ(Wn) = L⋃
o(χ)−o(b̂m)6=0,−1
[χ]D if |W | > 0, ǫ(Wn) = R,
and of course [W ]E = FW
(
Dom(W )
)
. Let wn := (W1, . . . ,Wn) be a finite block of cuspidal
words Wk ∈ W for k = 1, . . . , n such that
(5.2) MWk,Wk+1 = 1 for k = 0, . . . , n− 1.
Then define [W1, . . . ,Wn]E := Π
(
[W1, . . . ,Wn]Σ
)
, that is
[W1, . . . ,Wn]E = {ξ ∈ ∂D :W0(Fk−1(ξ)) = Wk for k = 1, . . . , n}.
We see from the definition that
FW1(ξ) ∈ [W1, . . . ,Wn]E ⇔ ξ ∈ [W2, . . . ,Wn]E ∩ Dom(W1).
Moreover, for k = 0, . . . , n− 1 condition MWk,Wk+1 = 1 holds if and only if the first letter of
Wk+1 and the last letter of Wk are as in Equation (5.1). Hence we have the equivalence
(5.3) MWk,Wk+1 = 1 ⇔ [Wk+1]E ⊂ Dom(Wk),
and since [Wk+1]E = FWk+1
(
Dom(Wk+1)
)
, we get by iteration
[W1, . . . ,Wn]E = FW1,...,Wn
(
Dom(Wn)
)
.
For a finite block wn := (W1, . . . ,Wn) as in Equation (5.2) we will also use the notation
[wn]E := [W1, . . . ,Wn]E and Fwn := FW1,...,Wn.
6. Estimates on contraction and distortion
From now on, unless explicitly stated, constants appearing in contraction and distortion
estimate only depend on the geometry of the ideal polygon ΩD and not on the parameter
T > 0 definingWT . Such constants are called uniform constants, without assigning a specific
name to any of them. The only exception is the contraction factor θ in Lemma 6.5, which has
an important role in spectral properties of transfer operators. All contraction and distortion
estimates in this section are consequence of a simple geometric property of cuspidal words,
which is the content of Lemma 6.1.
3Recall that by definition |W | = 0 if W is composed by only one letter, otherwise its geometric length is
|W | > 0 and W has at least two letters and the symbol ǫ(W ) ∈ {L,R} is defined.
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6.1. Distance from the poles. For any admissible word (a0, . . . , an) in the letters of A set
Ua0,...,an := UFa0,...,an ,
that is the interior of the isometric circle of the map Fa0,...,an (see § 2.3). In other words we
have |DzFa0,...,an | ≤ 1 if and only if z ∈ C\Ua0,...,an . Observe that ∂Ua∩D = sâ for any letter
a ∈ A. Moreover, according to Equation (2.3), we have
(6.1) Fa0,...,an−1(Uân) = F
−1
ân−1,...,â0
(Uân) ⊂ Uân,ân−1,...,â0 ⊂ Uâ0 .
Lemma 6.1. Consider letters b0, . . . , bm with m ∈ N such that (b0, . . . , bm) is cuspidal. Let
a0 be any letter such that (b0, . . . , bm, a0) is not cuspidal. Then
Ub0,...,bm ∩ Uâ0 = ∅.
Proof. Recall the cyclic order o : A → Z/2dZ introduced in Equation (3.1). Assume first
that m = 0. In this case (b0, a0) is not cuspidal if and only if we have |o(a0)− o(b̂0)| ≥ 2 and
this last condition implies
Ub0 ∩ Uâ0 = ∅.
If m ≥ 1 assume without loss of generality that (b0, . . . , bm) is right cuspidal, the other
case being the same. In particular we have o(bm) = o(b̂m−1) − 1. Let χ be the letter with
o(χ) = o(b̂m)− 1, that is the letter such that (bm−1, bm, χ) is right cuspidal, then let ξ ∈ ∂D
be the tangency point between the discs Uχ̂ and Ubm (that is {ξ} = [χ]D ∩ [b̂m]D). We have
F−1bm (Ubm−1) ∩ Uχ̂ = {ξ}.
Equation (2.3) gives F−1bm (Ubm−1) ⊂ Ubm−1bm ⊂ Ubm , and therefore Ubm−1bm and Uχ̂ are also
tangent at ξ. Finally the inclusion Ubm−1bm ⊂ Ubm is strict, thus we get
Ubm−1bm ⊂ {ξ} ∪ Uχ̂ ∪ Ubm .
On the other hand (bm−1, bm, a0) is not right cuspidal, thus a0 6= b̂m, χ, that is the disc Uâ0
is different from Uχ̂ and from Ubm , so that we get
Ubm−1,bm ∩ Uâ0 = ∅.
Then the statement follows because Ub0,...,bm ⊂ Ubm−1bm according to Equation (2.3). 
Lemma 6.2. There exists a uniform positive constant C > 1 such that for any finite block
wk := (W1, . . . ,Wk) as in Equation (5.2) and any ξ ∈ Dom(Wk) the distance from the pole
ω = ω(Fwk) of Fwk satisfies
C−1 ≤ |ξ − ω| ≤ C.
Proof. By definition of isometric circle, the pole ω belongs to UW1∗···∗Wk , moreover Equa-
tion (2.3) implies UW1∗···∗Wk ⊂ UWk . Set Wk = (b0, . . . , bm) and consider any a0 ∈ A such
that [a0]E ⊂ Dom(Wk). If m ≥ 1 we have
UWk = Ub0,...,bm ⊂ Ubm−1,bm and Ubm−1,bm ∩ Uâ0 = ∅
otherwise if m = 0 we have
UWk = Ub0 and Ub0 ∩ Uâ0 = ∅,
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where in both cases the intersection is empty according to Lemma 6.1. Since the sequences
(b0, b1, a0) and (b0, a0) as in the two cases above vary in a finite set, then there exists an
uniform constant C > 0 such that, for any wk = (W1, . . . ,Wk) as above we have
Dist
(
UW1∗···∗Wk , Uâ0
) ≥ C−1.
The lower bound for |ξ−ω| follows. The upper bound holds trivially because in any infinite
discrete subgroup of SU(1, 1) we have |ωF | → 1 as ‖F‖ → ∞, that is the poles ωF of the
maps z 7→ F (z) accumulate to the unit circle. 
6.2. Uniform contraction.
Lemma 6.3. For any T > 0 there exists a positive constant κ = κ(T ) > 0 such that for any
W ∈ WT and any ξ ∈ ∂D we have
|DξFW | ≥ κ.
Proof. Fix WT ∈ W. In the notation of Equation (2.2), the derivative of the map FW is
|DξFW | = 1|β|2 · |ξ − (−α/β)|2 ,
where in particular ωFW = −α/β is the pole of FW , and α = α(FW ) and β = β(FW ).
Finiteness ofWT gives an upper bound on |β|, thus the Lemma follows from Lemma 6.2. 
Lemma 6.4. For any admissible word (a0, . . . , an) and any z ∈ D \ Uan we have
|DzFa0,...,an | ≤ 1.
Proof. For n = 0 the statement corresponds to the definition: we have |DzFa| ≤ 1 for any
a ∈ A and any z ∈ D \ Ua. For general n ∈ N, the inequality follows by induction observing
that
DzFa0,...,an = DFan(z)Fa0,...,an−1 ·DzFan
and that admissibility, that is an 6= ân−1, implies
Fan(D \ Uan) = D ∩ Uân ⊂ D \ Uan−1 .

Lemma 6.5. There exists an uniform constant 0 < θ < 1 such that for any W ∈ W, any
a0 ∈ A with [a0]D ⊂ Dom(W ) and any ξ ∈ Uâ0 ∩ D we have
|DξFW1 | ≤ θ.
In particular the property above holds for any ξ ∈ Dom(W ).
Proof. Let V1 be the set of words (b0, a0) which are admissible and not cuspidal, then set
θ1 := sup{|DξFb0 | : (b0, a0) ∈ V1, ξ ∈ Uâ0}.
We have 0 < θ1 < 1 according to Lemma 6.1, where we recall that |DξFb0 | < 1 if and only
if ξ ∈ C \ Ub0 . Similarly, let V2 be the set of admissible words (b0, b1, a0) such that (b0, b1) is
cuspidal but (b0, b1, a0) is not cuspidal. By a similar argument, we have 0 < θ2 < 1, where
θ2 := sup{|DξFb0,b1| : (b0, b1, a0) ∈ V2, ξ ∈ Uâ0}.
In the general case consider W = (b0, . . . , bm). If m = 0 we have |DξFW | = |DξFb0 |, which
is bounded by θ1. Otherwise, if m ≥ 1, the chain rule applied to |DξFW | gives the factor
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|DξFbm−1,bm|, which is bounded by θ2, and an other factor which is ≤ 1 because of Lemma 6.4.
Hence in general the statement holds with θ := max{θ1, θ2}. 
Corollary 6.6. Consider a block of cuspidal words wk = (W1, . . . ,Wk) as in Equation (5.2),
for some integer k ≥ 1. Then for any a ∈ A with [a]D ⊂ Dom(Wk) and any ξ′, ξ in [a]D we
have ∣∣Fwk(ξ′)− Fwk(ξ)∣∣ ≤ θk|ξ′ − ξ|.
Proof. Define γ : [0, 1] → C by γ(t) := ξ + t(ξ′ − ξ). In particular γ(t) ∈ Uâ for any
t ∈ [0, 1] and [a] ⊂ Dom(Wk), so that |Dγ(t)FWk | ≤ θ, according to Lemma 6.5. If k ≥ 2, for
l = 2, . . . , k, let al be the first letter of Wl. We have [Wl]D ⊂ [al]D, but on the other hand
[Wl]D ⊂ Dom(Wl−1), according to Equation (5.3). Therefore [al]D ⊂ Dom(Wl−1). Moreover
Equation (6.1) implies
FWl,...,Wk(γ(t)) ∈ FWl,...,Wk(Uâ) ⊂ Uâl .
We get |Dγ(t)FW1,...,Wk| ≤ θk factorizing the derivative with the chain rule and applying
Lemma 6.5 to each factor. Finally the statement follows observing that∣∣Fwk(ξ′)− Fwk(ξ)∣∣ ≤
∫ 1
0
∣∣d/dtFwk(γ(t))∣∣dt =
∫ 1
0
∣∣Dγ(t)Fwk∣∣ · |dγ(t)/dt|dt ≤ θk · |ξ′ − ξ|.

6.3. Distortion of the derivative. Referring to § 5.4, consider blocks of cuspidal words
wk = (W1, . . . ,Wk) as in Equation (5.2), and for any such wk set
(6.2) ‖DFwk‖∞ := sup
ξ∈Dom(Wk)
|DξFwk |.
Lemma 6.7. There exists an uniform constant C > 0 such that for any 0 < T ≤ +∞ and
0 < s ≤ 1, any a ∈ A, k ∈ N and any finite block wk = (W1, . . . ,Wk) as in Equation (5.2),
the map
φ : Dom(Wk)→ R+ ; φ(ξ) := s ln |DξFwk |
is Lipschitz with Lip(φ) < C.
Proof. In the notation of Equation (2.2), let α and β with |α|2 − |β|2 = 1 such that
Fwk(ξ) =
αξ + β
βξ + α
and DξFwk =
1
β2 · (ξ − ω)2 ,
where ω := −α/β is the pole of Fwk . We have
φ(ξ) = log
(|DξFwk |s) = −2s( ln |β|+ ln |ξ − ω|),
where we recall that β(F ) 6= 0 for any F ∈ Γ0, since the latter is free and thus in particular
does not have (finite order) elliptic fixed points. Therefore for any ξ, ξ′ ∈ Dom(Wk) we have
|φ(ξ′)− φ(ξ)| = 2s
∣∣∣∣ln
∣∣∣∣ξ′ − ωξ − ω
∣∣∣∣
∣∣∣∣ = 2s
∣∣∣∣ln
∣∣∣∣1 + ξ′ − ξξ − ω
∣∣∣∣
∣∣∣∣ .
Observe that if z ∈ C and ǫ > 0 are such that |1+z| > ǫ then ∣∣ ln |1+z|∣∣ ≤ ǫ−1 · |z|. Moreover
Lemma 6.2 implies ∣∣∣∣1 + ξ′ − ξξ − ω
∣∣∣∣ =
∣∣∣∣ξ′ − ωξ − ω
∣∣∣∣ ≥ 1C21 ,
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where here C1 > 1 denotes the uniform constant in Lemma 6.2. Therefore the Lemma follows
because from the observation above we get
|φ(ξ′)− φ(ξ)| = 2s
∣∣∣∣ln
∣∣∣∣1 + ξ′ − ξξ − ω
∣∣∣∣
∣∣∣∣ ≤ 2sC21 ·
∣∣∣∣ξ′ − ξξ − ω
∣∣∣∣ ≤ 2C31 · |ξ′ − ξ|.

Corollary 6.8. There exists an uniform constant C > 0 such that for any 0 < T ≤ +∞,
any k ∈ N and any finite block wk = (W1, . . . ,Wk) as in Equation (5.2) the following holds.
(1) For any ξ′, ξ in Dom(Wk) we have
1
C
≤ |Dξ′Fwk ||DξFwk |
≤ C.
(2) For any 0 < s ≤ 1 and any ξ′, ξ in Dom(Wk) we have∣∣|Dξ′Fwk |s − |DξFwk |s∣∣ ≤ C · ‖DFwk‖s∞ · |ξ′ − ξ|.
Proof. The first part of the statement follows considering the expression of Fwk given by
Equation (2.2) and observing that the ratio of the derivative at different points is bounded
by Lemma 6.2. In the proof of the second part we use the same notation as in the proof of
Lemma 6.7. In particular, according to the Lemma we have φ(ξ′) ≤ φ(ξ)+C ′ · |ξ′−ξ|, where
C ′ denotes the uniform constant in Lemma 6.7. Thus we have
eφ(ξ
′) − eφ(ξ) ≤ eφ(ξ)+C′·|ξ′−ξ| − eφ(ξ) ≤ eφ(ξ)(eC′·|ξ′−ξ| − 1)
≤ eφ(ξ) · eC′·|ξ′−ξ| · C ′ · |ξ′ − ξ| = |DξFwk |s · eC
′·|ξ′−ξ| · C ′ · |ξ′ − ξ|
≤ ‖DFwk‖s∞ · eC
′·|ξ′−ξ| · C ′ · |ξ′ − ξ| ≤ C ′e2C′ · ‖DFwk‖s∞ · |ξ′ − ξ|,
where the third equality holds because eR − 1 ≤ ReR for any R ≥ 0 and the last inequality
uses that |ξ′ − ξ| ≤ 2 for any ξ, ξ′ in ∂D. The statement follows because by symmetry the
same bound holds for eφ(ξ) − eφ(ξ′). 
6.4. Sizes of cylinders and gaps in the Cantor set. Fix any letter a0 ∈ A and define
Ξ(0)(a0) as the set whose elements are ξ
L
a0
, ξRa0 and all the parabolic fixed points of the form
Fa0,a1,...,ak−1 · ξLak ; W := (a0, a1, . . . , ak−1, ak) left cuspidal ; 0 < |W | ≤ T
Fa0,a1,...,ak−1 · ξRak ; W := (a0, a1, . . . , ak−1, ak) right cuspidal ; 0 < |W | ≤ T.
Then set Ξ(0) :=
⋃
a0∈A
Ξ(0)(a0), where the union is not disjoint because for consecutive lettes
a, b, that is letters with o(b) = o(a) + 1, we have Ξ(0)(a) ∩ Ξ(0)(b) = {ξRa } = {ξLb }. Recalling
§ 5.4, we see that the elements of Ξ(0) are the endpoints of intervals of the form [W ]E, with
W ∈ WT .
For n ≥ 1 let Ξ(n) be the set of parabolic fixed points of the form FW0,...,Wn−1 · ξ, where
W0, . . . ,Wn−1 are words as in Equation (5.2), a0 is a letter such that Wn−1 ∗ (a0) is not
cuspidal, and ξ ∈ Ξ(0)(a0). The elements of Ξ(n) are the endpoints of intervals of the form
[W0, . . . ,Wn−1,Wn]E, where wn+1 = (W0, . . . ,Wn−1,Wn) is a block of words as in Equa-
tion (5.2).
The gaps of level n = 0 are the connected components of ∂D\ET which contain a parabolic
fixed point of Ξ(0). For n ≥ 1 the gaps of level n are the connected component of ∂D \ ET
which contain a parabolic fixed point of Ξ(n) \ ⋃n−1l=0 Ξ(l). For any such endpoint ξ denote
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B
(n)
ξ the corresponding gap. The complement of all gaps B
(l)
ξ of level l = 0, . . . , n are closed
intervals, which are in bijection with the set of finite sequences wn = (W0, . . . ,Wn) as in
Equation (5.2). The interval corresponding to any such wn is the smallest closed interval
which contains ET ∩ [W0, . . . ,Wn]E.
Consider wordsW0, . . . ,Wn as in Equation (5.2) and an interval I ⊂ Dom(Wn). Parametriz-
ing it by arc length [0, |I|]→ I, t 7→ ξ(t) we get∣∣FW0,...,Wn(I)∣∣ =
∫ |I|
0
∣∣d/dt(FW0,...,Wn ◦ ξ(t))∣∣dt =
∫ |I|
0
|Dξ(t)FW0,...,Wn|dt,
and thus
(6.3) |I| · inf
ξ∈I
|DξFW0,...,Wn| ≤
∣∣FW0,...,Wn(I)∣∣ ≤ |I| · sup
ξ∈I
|DξFW0,...,Wn|.
Equation (6.3) refers to arc length of segments in ∂D. But for short arcs the arc length
which is comparable with the diameter (as subsets of C). For this reason the estimates in
Proposition 6.9 below, whose proof uses Equation (6.3), also hold for the diameter (modulo
slightly changing the constants).
Proposition 6.9. There is an uniform constant C > 0 such that for any finite block of
words wk = (W1, . . . ,Wk) as in Equation (5.2) the following holds.
(1) The cylinder [W1, . . . ,Wk]E has size∣∣[W1, . . . ,Wk]E∣∣ < C · θk.
(2) For any 0 ≤ m ≤ k we have∣∣[W1, . . . ,Wk]E∣∣ ≤ C · θk−m · ∣∣[W1, . . . ,Wm]E∣∣.
Moreover for any T such that 0 ≤ T < +∞ strictly there exists a constant κ = κ(T ) > 0
such that the following holds too.
(3) We have ∣∣[W1, . . . ,Wk]E∣∣ ≥ κ · ∣∣[W1, . . . ,Wk−1]E∣∣.
(4) If B
(k+1)
ξ is a gap of level k + 1 with B
(k+1)
ξ ⊂ [W1, . . . ,Wk]E we have
|B(k+1)ξ | ≥ κ ·
∣∣[W1, . . . ,Wk]E∣∣.
Proof. Part (1) is a direct consequence of Corollary 6.6. In order to prove Part (2) set
E := [Wm+1, . . . ,Wk]E ⊂ Dom(Wm). We have∣∣[W1, . . . ,Wk]E∣∣ = ∣∣FW0,...,Wm(E)∣∣ ≤ |E| · sup
ξ∈E
|DξFW1,...,Wm|
≤ C · θk−m · sup
ξ∈E
|DξFW1,...,Wm|
≤ C · θk−m · C ′ · inf
ξ∈Dom(Wm)
|DξFW1,...,Wm|
≤ C · θ
k−m · C ′∣∣Dom(Wm)∣∣ · |Dom(Wm)| · infξ∈Dom(Wm) |DξFW1,...,Wm|
≤ C · θ
k−m · C ′∣∣Dom(Wm)∣∣ ·
∣∣[W1, . . . ,Wm]E∣∣,
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where the first and the last inequalities follow from Equation (6.3), the second from Part (1)
of this Proposition and the third from Part(1) of Corollary 6.8 (where C ′ here denotes the
constant in the Corollary). Then the required estimate follows observing that
∣∣Dom(Wm)∣∣
has length uniformly bounded from below, and increasing C to a proper larger constant.
In order to prove Part (4) observe that B
(k+1)
ξ = FW0,...,Wk
(
B
(0)
ξ′
)
, where ξ′ ∈ Ξ(0)(a0) for
some letter a0 such that Wk ∗ (a0) is not cuspidal. Set B := B(0)ξ′ and D := Dom(Wk), where
obviously B ⊂ D. Equation (6.3) and Part (1) of Corollary 6.8 (where C ′ here denotes the
constant in the Corollary) give
|B(k+1)ξ | ≥ |B| · inf
ξ∈B
|DξFW1,...,Wk| ≥
|B|
C ′
· sup
ξ∈D
|DξFW1,...,Wk|
=
|B|
C ′ · |D| · |D| · supξ∈D |DξFW1,...,Wk| ≥
|B|
C ′ · |D| ·
∣∣[W1, . . . ,Wk]E∣∣.
Part (4) follows observing that |B| is bounded from below because gaps of level n = 0 are
finitely many, and that |D| < 2π. Part (3) follows with a similar argument, observing that
[W1, . . . ,Wk]E = FW1,...,Wk−1
(
[Wk]E
)
,
and that by finiteness, intervals [W ]E with W ∈ WT have length bounded from below. The
Proposition is proved. 
7. Transfer operator and dimension
7.1. The Theorem of Ruelle-Perron-Frobenius. Let σ : Σ → Σ be the shift map and
dθ(·, ·) be the distance on Σ introduced in § 5.2, where 0 < θ < 1 is the uniform constant in
Lemma 6.5. Let C(Σ) be the Banach space of continuous functions f : Σ→ C with norm
‖f‖∞ := sup
w∈Σ
|f(w)|.
Following § 1 in [Bo2] and § 2 in [ParPo], for a fixed ϕ ∈ C(Σ) (also said potential) we
consider the transfer operator Lϕ : C(Σ)→ C(Σ), also known as Ruelle operator (see [Ru]),
which takes any f ∈ C(Σ) into the function Lϕf ∈ C(Σ) given by
(7.1) (Lϕf)(w) :=
∑
σ(w′)=w
eϕ(w
′)f(w′).
The space M(Σ) of Borel probability measures on Σ is identified with the set of µ in the
dual space C(Σ)∗ such that µ(1) = 1 and µ(f) ≥ 0 if f is real and positive. The dual
operator L∗ϕ : C(Σ)∗ → C(Σ)∗ acts sends the Borel probability measure µ to the continuous
functional L∗ϕµ which acts on any f ∈ C(Σ) as
(L∗ϕµ)(f) :=
∫
(Lϕf)dµ.
According to § 1 in [Bo2] and § 1 in [ParPo], for any f ∈ C(Σ) and for any n ∈ N define
Varn(f) := sup{|f(w)− f(w′)| : Wr =W ′r ∀ r = 0, . . . , n}
Let Lip(Σ, θ) ⊂ C(Σ) be the subspace of Lipschitz functions f : Σ→ C with respect to the
distance dθ, which is a Banach space for the norm
‖f‖θ := ‖f‖∞ + Lip(f).
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In the notation above, Lip(Σ, θ) is the space of functions f such that there exist C > 0 with
Varn(f) ≤ C · θn ∀ n ∈ N.
The Lipschitz constant of such f is obviously Lip(f) = C. For a potential ϕ ∈ Lip(Σ, θ), the
operator Lϕ in Equation (7.1) acts as a bounded linear operator on Lip(Σ, θ) (see [ParPo]
at page 19, or [Ba] at page 30).
Fix a continuous real-valued function ϕ : Σ → R. A probability (non necessarily σ-
invariant) measure m on Σ is a Gibbs measure if there exist constants P = P (ϕ) ∈ R and
C = C(ϕ) > 1 such that for any w = (Wr)r∈N ∈ Σ and any n ∈ N we have
1
C
≤ m
(
[W0, . . . ,Wn−1]Σ
)
exp
(− nP +∑n−1k=0 ϕ(σk(w))) ≤ C.
The real constant P = P (ϕ) above is called the pressure for the function ϕ. Theorem 7.1
below is known as Ruelle-Perron-Frobenius Theorem. It corresponds to Theorem 2.2 and
Corollary 3.2.1 in [ParPo] or Theorem 1.7 and Theorem 1.16 in [Bo2] (some basic notions of
spectral theory of bounded linear operators are recalled in § B).
Theorem 7.1 (Ruelle-Perron-Frobenius). Let σ : Σ → Σ be a subshift of finite type de-
termined by an aperiodic matrix M . For a positive real-valued potential ϕ ∈ Lip(Σ, θ) the
following holds.
(1) There exists a simple real eigenvalue λ > 0 for Lϕ : C(Σ)→ C(Σ), which corresponds
to a real eigenfunction h ∈ Lip(Σ, θ) with h(w) > 0 strictly for any w ∈ Σ ([ParPo],
Theorem 2.2-(i)).
(2) The remainder of the spectrum of Lϕ : Lip(Σ, θ)→ Lip(Σ, θ) is contained in the ball
B(0, ρ) ⊂ C for some ρ < λ ([ParPo], Theorem 2.2-(ii)).
Moreover set ψ := ϕ− ln h ◦ σ + ln h− lnλ, in terms of the eigenfunction and eigenvalue h
and λ above, and let Lψ be the corresponding operator.
(3) There exists an unique σ-invariant Borel probability measure m on Σ such that
L∗ψ(m) = m, moreover m is a Gibbs measure for ϕ with pressure P (ϕ) = lnλ
([ParPo], Corollary 3.2.1).
Finally consider the measure dm̂(w) := h−1(w)dm(w) with normalization
∫
Σ
hdm̂ = 1.
(4) We have λ−n·Lnϕf →
( ∫
fdm̂
)·h uniformly for any f ∈ C(Σ) ([ParPo], Theorem 2.2-
(iv)).
7.2. Potential from boundary expansion. Recall the map Π : Σ → ∂D introduced in
§ 5.2. For any sequence w = (Wr)r∈N denote by W0(w) the first letter of w. Consider the
continuous function ϕT : Σ→ R defined by
(7.2) ϕT (w) := − ln
∣∣∣DΠ(w)F−1W0(w)∣∣∣ = ln |DΠ(σw)FW0(w)|,
where ϕT depends on T because the alphabet of the sub-shift σ : Σ → Σ is the set WT
of cuspidal words with |W | ≤ T . The second equality in Equation (7.2) follows observing
that we have Dξ′FW0 =
(
DξF
−1
W0
)−1
for any W0 ∈ W and ξ, where ξ′ := F−1W0(ξ), and that
F−1W0(w)
(
Π(w)
)
= Π
(
σ(w)
)
for any w ∈ Σ, according to Lemma 5.3 (and applying the resulting
identity to ξ := Π(w)). It is practical to develop the computation in Lemma 7.2 below.
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Lemma 7.2. For any w = (W0,W1, . . . ) ∈ Σ and any n ∈ N∗ let ξw := Π(σnw). Then we
have ξw ∈ Dom(Wn−1) and
exp
( n−1∑
k=0
ϕT (σ
kw)
)
= |DξwFW0,...,Wn−1|.
Proof. The first statement holds because for any k = 0, . . . , n− 1 we have obviously
Π ◦ σn−kw = [Wn−k,Wn−k+1, . . . ]D ∈ [Wn−k]E ⊂ Dom(Wn−k−1).
In particular W0(Π ◦ σn−kw) = Wn−k. Hence, if F is the map defined in Equation (3.9), we
have
ξw = Fk
(
Π ◦ σn−k(w)) = F−1Wn−1 ◦ · · · ◦ F−1Wn−k(Π ◦ σn−k(w)).
Then the Lemma follows because the chain rule gives
exp
( n−1∑
k=0
ϕT (σ
kw)
)
=
∣∣DΠ◦σn(w)FWn−1∣∣ · · · · · ∣∣DΠ◦σ(w)FW0∣∣
=
∣∣DξwFWn−1∣∣ · · · · · ∣∣DFW1◦···◦FWn−1 (ξw)FW0∣∣ = |DξwFW0,...,Wn−1|.

Theorem 7.1 can be applied to the function ϕT , according to Lemma 7.3 below, which
corresponds to Lemma 4 in [Bo1].
Lemma 7.3. For any T such that 0 < T < +∞ strictly there exists a constant C = C(T ) > 0
such that for any n ∈ N we have
Varn(ϕT ) ≤ Cθn.
Proof. Observe that if w = (W0,W1, . . . ) thenW0 = W0(w) and Π(σw) ∈ [W1]E ⊂ Dom(W0).
The Lemma follows from Lemma 6.7 (applied for blocks of length k = 1) and Lemma 5.2. 
7.3. Dimension of Cantor set. For a fixed subset E ⊂ C and for ρ > 0, a ρ-cover of E
is a countable collection {Bi : i ∈ I} of balls Bi with diameter |Bi| ≤ ρ for each i such that
E ⊂ ⋃iBi. Such a cover exists for every ρ > 0. Fix s with 0 ≤ s ≤ 1 and define
Hsρ(E) := inf
∑
i∈I
|Bi|s,
where the infimum is taken over all ρ-covers of E. The Hausdorff s-measure Hs(E) of E is
defined by
Hs(E) := lim
ρ→0
Hsρ(E) = sup
ρ>0
Hsρ(E).
The Hausdorff dimension dimH E of a set E is defined by
dimH(E) := inf {s : Hs(E) = 0} = sup {s : Hs(E) =∞} .
The following Lemma is a classical fact, for a proof see Theorem 5.7 in [Mat].
Lemma 7.4. Let ν be a probability measure on C and let E := Supp(ν) be its support.
Assume that there exists s > 0, C > 1 and r0 > 0 such that for any r < r0 and any x ∈ E
we have
(7.3)
1
C
· rs ≤ ν(B(x, r)) ≤ C · rs.
34
Then we have C−1 ≤ Hs(E) ≤ 5s · C and in particular dimH(E) = s.
Consider the function ϕT defined by Equation (7.2). For any 0 ≤ s ≤ 1 consider the
transfer operator L(s,T ) : Lip(Σ, θ) → Lip(Σ, θ) in Equation (7.1) corresponding to the
potential s · ϕT , that is the operator acting on f ∈ Lip(Σ, θ) by
(7.4) (L(s,T )f)(w) :=
∑
σ(w′)=w
1
|DΠ(w′)F−1W0(w′)|s
f(w′) =
∑
σ(w′)=w
|DΠ(w)FW0(w′)|sf(w′),
where the second inequality in the definition of L(s,T ) is direct consequence of the second
inequality in Equation (7.2). Let λ(s, T ) > 0 be the maximal eigenvalue of L(s,T ) as in
Point (1) of Theorem 7.1. Let also m(s,T ) be the Gibbs measure associated to L(s,T ) as in
Point (3) of Theorem 7.1. Finally consider the measure ν(s,T ) := Π∗(m(s,T )) on ∂D, that is
ν(s,T )(I) := m(s,T )
(
Π−1(I)
)
for any Borel set I ⊂ ∂D. In particular for any cylinder
ν(s,T )
(
[W0, . . . ,Wn]E
)
= m(s,T )
(
[W0, . . . ,Wn]Σ
)
.
The next Proposition 7.5 corresponds to Lemma 10 in [Bo1] (see also Theorem 3.1 in
[Bed]).
Proposition 7.5. Fix T with 0 < T <∞ strictly and let L(s,T ) be the operator as above.
(1) The function s 7→ P (s) := log λ(s, T ) is continuous and strictly decreasing monotone
with P (0) > 0 and P (1) ≤ 0.
(2) We have dimH(ET ) = sT where sT is the unique solution of
P (sT ) = 0.
Moreover for s = sT the measure ν(sT ,T ) is equivalent to the restriction to ET of the
Hausdorff measure HsT .
Proof. Part (1) of the statement corresponds to pages 20-21 in [Bo1] (see also pages 15-16
in [Bed] and page 44 in [ParPo]). Part (2) can be found in [Bo1] and [Bed], we report the
proof here since it shows clearly the relation between the Gibbs property and dimension.
Moreover several steps in the proof will be used in the following.
Step (1): following Lemma 5 in [Bo1], we show that there exists an uniform constant
C1 > 1 such that for any w = (Wr)r∈N ∈ Σ and any n ∈ N we have
(7.5)
1
C1
≤
∣∣[W0, . . . ,Wn−1]E∣∣
exp
(∑n−1
k=0 ϕT (σ
k(w))
) ≤ C1.
Indeed we have [W0, . . . ,Wn−1]E = FW0,...,Wn−1(D), where D := Dom(Wn−1), and Equa-
tion (6.3) gives
|D| · inf
ξ∈D
|DξFW0,...,Wn−1 | ≤
∣∣[W0, . . . ,Wn−1]E∣∣ ≤ |D| · sup
ξ∈D
|DξFW0,...,Wn−1|.
Thus Equation (7.5) follows observing that ξw := Π(σ
nw) ∈ Dom(Wn−1) and combining
Lemma 7.2 with Part (1) of Corollary 6.8.
Step (2): for the specific value s = sT we have P (sT ) = lnλ(sT , T ) = 0. Moreover
ν(sT ,T ) := Π∗(m(sT ,T )), where m(sT ,T ) is the Gibbs measure for the potential sT · ϕT with
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pressure P (sT ) = 0, according to Point (3) of Theorem 7.1. Therefore there exists a constant
C2 = C2(T ) > 1 such that for any w = (Wr)r∈R and any n ∈ N we have
(7.6)
1
C2
≤ ν(sT ,T )
(
[W0, . . . ,Wn−1]E)
)
exp
(
sT ·
∑n−1
k=0 ϕT (σ
k(w))
) ≤ C2.
Step (3): finally we show that for s = sT the measure ν(sT ,T ) satisfies Equation (7.3). Fix
r > 0 and ξ ∈ ET and consider the euclidian ball B(ξ, r) ⊂ C. Let w = (Wr)r∈N ∈ Σ be the
sequence of cuspidal words arising from the boundary expansion of ξ, that is the sequence
such that ξ = [W0,W1,W2 . . . ]D. Let n ∈ N be such that∣∣[W0, . . . ,Wn]E∣∣ ≤ r < ∣∣[W0, . . . ,Wn−1]E∣∣.
The first inequality above implies [W0, . . . ,Wn]E ⊂ B(ξ, r). The lower bound in Equa-
tion (7.3) follows observing that
ν(sT ,T ))
(
B(ξ, r)
) ≥ ν(sT ,T ))([W0, . . . ,Wn]E) ≥ 1C2 ·
(
exp
( n∑
k=0
ϕT (σ
k(w))
))sT
≥
∣∣[W0, . . . ,Wn]E∣∣sT
C2 · CsT1
≥
∣∣[W0, . . . ,Wn−1]E∣∣sT
C2 · (κC1)sT ≥
rsT
C2 · (κC1)sT ,
where the second inequality holds by Equation (7.6), the third by Equation (7.5) and the
fourth by Part (3) of Proposition 6.9 (here κ denotes the constant in Parts (3) and (4) of
the Proposition). On the other hand, let m ≤ n be maximal such that
B(ξ, r) ∩ ET ⊂ [W0, . . . ,Wm]E.
By maximality, B(ξ, r) ∩ ET contains a gap B(m+1)ξ of level m+ 1 and we have
|B(m+1)ξ | ≥ κ ·
∣∣[W0, . . . ,Wm]E∣∣ ≥ κ ·
∣∣[W0, . . . ,Wn−1]E∣∣
C3 · θn−m−1 ≥
κ · r
C3 · θn−m−1 ,
where the first and second inequalities follows respectively from Part (2) and Part (2) of
Proposition 6.9 (here C3 denotes the constant in Parts (1) and (2) of the Proposition), and
the last by definition of n. Since
|B(m+1)ξ | ≤ |B(ξ, r) ∩ ∂D| ≤ (π/3) · r
it follows that there exists an integer N = N(T ) such that for any r and n as above we have
B(ξ, r) ∩ ET ⊂ [W0, . . . ,Wn−N ]E.
Therefore the upper bound in Equation (7.3) follows by a chain of inequalities similar to
those proving the lower bound. 
8. Transfer operator on the circle
In this section we consider parameters s, T with 9/10 ≤ s ≤ 1 and 0 < T ≤ +∞ and
the corresponding transfer operators L(s,T ) defined by Equation (8.1) below, acting on the
Banach spaces B and BT which are described in the next § 8.1. Condition s ≥ 9/10 guarantees
summability in Corollary 8.3. As in § 6, all constant are uniform, that is depend only on
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the geometry of ΩD and not on T (nor on s), unless explicitly stated. Finally, in order to
simplify notation, we write
[a] instead of [a]D and [wk] instead of [wk]E,
where a is any letter in A and wk = (W1, . . . ,Wk) is any finite sequence of cuspidal words
as in Equation (5.2). The main result of this section is Theorem 8.1.
8.1. Banach spaces of piecewise Lipschitz functions. For a metric space (X, d) let
Lip(X) be the space of Lipschitz functions f : X → C, that is the functions such that there
exists some C = C(f) > 0 such that
∣∣f(x)−f(y)∣∣ ≤ C|y−x| for any x, y ∈ X . The Lipschitz
constant of any such f is
Lip(f) := sup
x 6=y
|f(y)− f(x)|
|y − x| .
If X is compact, then the space C(X) of continuous function f : X → C with norm
‖f‖∞ := supx∈X |f(x)| is a Banach space. Moreover Lip(X) is also a Banach space, with
norm ‖f‖∗ := ‖f‖∞ + Lip(f). According to the Theorem of Ascoli-Arzela, the unitary ball
for the norm ‖ · ‖∗ is relatively compact for the topology induced by the norm ‖ · ‖∞.
Fix a ∈ A. Any f ∈ Lip([a]) has an unique Lipschitz extension to the closure [a], with
the same Lipschitz constant. Hence in particular it is continuous and bounded. Consider
the space of functions
B := {f : ∂D→ C : f |[a] ∈ Lip([a]) ∀ a ∈ A} .
Consider the norm ‖ · ‖∗ : B → R+ defined by
‖f‖∗ := ‖f‖∞ + Lip(f) where Lip(f) := max
a∈A
Lip(f |[a]).
The axioms of a normed vector space are easily verified. Moreover B is a Banach space,
because Lip
(
[a]
)
is a Banach space for any a ∈ A. For the same reason, the unitary ball in
B for the norm ‖ · ‖∗ is relatively compact for the norm ‖ · ‖∞.
Fix any T with 0 < T < +∞ and let BT be the space of functions on ET which are
restrictions to ET of functions in B, that is
BT := {g : ET → C : ∃f ∈ B : g = f |ET }
For 0 < T < +∞ the transfer operator L(s,T ) defined in Equation (8.1) below acts both on
B and BT , while for T =∞ the operator L(s,∞) acts only on B. In order to make statements
shorter, we define also B∞ := B.
8.2. The transfer operator on the circle and its spectrum. Fix a ∈ A. Consider any
pair of cuspidal words W0 = (a0, . . . , an) and W1 = (b0, . . . , bk) with a0 = b0 = a, where in
general n 6= k. Observe that if W = (c0, . . . , cm) is any other cuspidal word, then
MW,W0 =MW,W1,
that is the concatenation W ∗W0 is allowed by the transition matrix in Equation (3.7) if
and only if the concatenation W ∗W1 is allowed. In other words, for given W,W0 ∈ W the
admissibility of the concatenation W ∗W0 depends only on W and on the first letter of W0.
Thus we have a well defined set of cuspidal words
W(a) := {W ∈ W : MW,W0 = 1 for any W0 = (a0, . . . , an) ∈ W with a0 = a}.
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Then, for fixed T > 0 set
W(a, T ) := {W ∈ W(a) : |W | ≤ T}.
The set W(a, T ) is finite for 0 < T < +∞, while for T = +∞ we have W(a, T ) = W(a),
which is an infinite countable set. Finally, for k ∈ D define W(k, a, T ) as the set of finite
blocks wk := (W1, . . . ,Wk) as in Equation (5.2) with Wk ∈ W(a, T ). In other words we have
wk ∈ W(k, a, T ) ⇔ [a] ⊂ Dom(Wk).
With this notation, for any 0 < T ≤ ∞ let L(s,T ) : B → B and L(s,T ) : BT → BT be the
operators defined by
(8.1) L(s,T )f(ξ) =
∑
W∈W(a,T )
|DξFW |s · f(FW · ξ) for ξ ∈ [a],
where we observe that the definition makes sense also for f ∈ BT because for any a ∈ A the
maps FW with W ∈ W(a, T ) leave ET invariant. For T = +∞ the sum above is over all W
in the infinite set W(a), and the only invariant set is the entire circle ∂D. The expression of
the k-th iterated of L(s,T ) is
Lk(s,T )f(ξ) =
∑
wk∈W(k,a,T )
|DξFwk |s · f(Fwk · ξ) for ξ ∈ [a].
For (s, T ) with 0 < s ≤ 1 and 0 < T <∞ recall from Equation (7.4) the definition of the
transfer operator L(s,T ) : Lip(Σ, θ) → Lip(Σ, θ). Let λ(s, T ) and h(s,T ) be the leading eigen-
value and eigenfunction of L(s,T ), as in Point (1) of Theorem 7.1. Consider the probability
measure µ(s,T ) = Π∗(m̂(sT ,T )), where m̂(s,T ) is as in Point (4) of Theorem 7.1 and Π : Σ→ ET
is the map in § 5.2. According to Lemma 5.2 the map Π : Σ → ET is continuous with
continuous inverse, thus we have a bounded invertible operator:
H :
(
C(ET ), ‖ · ‖∞
)→ (C(Σ), ‖ · ‖∞) ; H(f) := f ◦Π.
Fix f ∈ C(ET ) and w = (W0,W1, . . . ) ∈ Σ. Let a ∈ A such that ξ := Π(w) ∈ [a], that is the
first letter of W0. For W ∈ W set w′ := (W,W0,W1, . . . ) and observe that
W ∈ W(a, T ) ⇔ MW,W0(ξ) = 1 ⇔ σ(w′) = w.
Therefore we have
(HL(s,T )f)(w) = L(s,T )f
(
Π(w)
)
=
∑
W∈W(a,T )
|DΠ(w)FW |sf
(
FW (Πw)
)
=
∑
σ(w′)=w
|DΠ(w)FW0(w′)|sf
(
FW (Πw)
)
=
∑
σ(w′)=w
|DΠ(w)FW0(w′)|sf
(
Π(w′)
)
= L(s,T )(f ◦ Π)(w) = (L(s,T )Hf)(w),
where the second to last equality holds because F−1W (Πw
′) = F(Πw′) = Π(σw′) = Π(w) and
therefore FW (Πw) = Π(w
′). It follows that
(8.2) H ◦ L(s,T ) = L(s,T ) ◦H.
Theorem 8.1 below is completed by Corollary 9.10 in the next section. We refer to § B.3
for the terminology of quasi-compact operators.
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Theorem 8.1. Fix any (s, T ). Both on B and on BT the operator L(s,T ) has a simple, real
and positive eigenvalue λ̂(s, T ) > 0, corresponding to a strictly positive function g(s,T ) ∈ Λ
(respectively in ΛT ), that is
L(s,T )(g(s,T )) = λ̂(s, T ) · g(s,T ).
Moreover for T <∞ and any s the following holds.
(1) For we have
λ̂(s, T ) = λ(s, T ) and g(s,T )|ET = h(s,T ) ◦ Π−1.
(2) For any f ∈ B (respectively in BT ) we have
λ(s, T )−n · Ln(s,T )(f)→
(∫
fdµ(s,T )
)
· g(s,T ) uniformly as n→∞.
On the other hand, for 0 < T ≤ ∞ and for s = sT for following holds
(3) We have λ(sT , T ) = 1, which is the maximal eigenvalue of L(sT ,T ), both on B and on
BT . Moreover the latter is quasi-compact with
ρess
(
L(sT ,T )) ≤ θ.
8.3. Some preliminary uniform estimates.
Lemma 8.2. There is an uniform constant C > 1 such that for any cuspidal word W ∈ W
and any ξ ∈ Dom(W ) we have
1
C · |W |2 ≤ |DξFW | ≤
C
|W |2 .
Proof. Observe first that if F ∈ SU(1, 1) is parabolic and conjugated in SL(2,C) to a map
z 7→ z + µ then its coefficient β = β(F ) is given by β = −i(µ/2), where we refer to the
notation of Equation (2.2). Moreover, according to Lemma 3.5 and Lemma 3.6, any cuspidal
word W can be decomposed as
W = V ∗ P ∗ · · · ∗ P︸ ︷︷ ︸
k times
,
where P is a parabolic word and where V is a cuspidal word which does not contain any
parabolic word as a factor. From the definition of the geometric length in § 4.1 one can see
that there is an uniform constant C1 > 1 such that in the decomposition above we have
C−11 ≤ |W | · k−1 ≤ C1.
Fix W ∈ W and any ξ ∈ Dom(W ). Then decompose W as above, where FP is conjugated
in SL(2,C) to z 7→ z + µ. Denoting by ωk and ωk+1 the poles of F kP and F k+1P respectively,
we have
1
|(k + 1)(µ/2)|2|ξ − ωk+1|2 = |DξF
k+1
P | ≤ |DξFW | ≤ |DξF kP | =
1
|k(µ/2)|2|ξ − ωk|2 ,
where the inequalities follow from Lemma 6.4 factorizing |DξFW | with the chain rule. The
distance from poles is bounded by Lemma 6.2. The statement follows. 
For any 0 < T ≤ ∞ and any a ∈ A let V(a, T ) := W(a) \ W(a, T ), that is the set of
cuspidal words W with |W | > T and [a] ⊂ Dom(W ).
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Corollary 8.3. There exists an uniform constant C > 0 such that for any s > 9/10 and
any 0 < T ≤ ∞, for any a ∈ A and any ξ ∈ [a] we have∑
W∈W(a,T )
|DξFW |s ≤ C and
∑
W∈W(a,T )
∣∣ ln |DξFW |∣∣ · |DξFW |s ≤ C.
Moreover we also have ∑
W∈V(a,T )
|DξFW |s ≤ C ·
(
1
T
)2s−1
.
Proof. The definition of geometric length of a cuspidal word in Equation (4.2) implies that
there exist uniform constants N > 1 and C1 such that for any T > 0 we have
1 ≤ ♯{W ∈ W : T ≤ |W | ≤ T +N} ≤ C1.
Then the statement follows directly from Lemma 8.2. 
8.4. Continuity and quasi-compactness of transfer operators.
Lemma 8.4. For 9/10 ≤ s ≤ 1 and 0 < T ≤ +∞ the operator L(s,T ) is a bounded linear
operator both on B and BT . Moreover there exists an uniform constant C > 0 such that, on
both spaces, we have
‖L(s,T )‖∗ ≤ C.
Proof. Fix f ∈ B. For any a ∈ A and any x, y ∈ [a] we have∣∣L(s,T )f(y)− L(s,T )f(x)∣∣ ≤∑
W∈W(a,T )
|DxFW |s ·
∣∣f(FW y)− f(FWx)∣∣ + f(FWy) · ∣∣|DyFW |s − |DyFW |s∣∣ ≤
∑
W∈W(a,T )
|DxFW |s · Lip(f) ·
∣∣FW (y)− FW (x)∣∣ + ‖f‖∞ · ‖DFW‖s∞ · C1 · |y − x| ≤
( ∑
W∈W(a,T )
‖DFW‖s∞
)
· (θ · Lip(f) + ‖f‖∞ · C1) · |y − x|,
where the second inequality follows from Part (2) of Corollary 6.8 applied for k = 1 (here
C1 denotes the uniform constant in the Corollary), and the third inequality follows from
Corollary 6.6, also applied for k = 1. Therefore Corollary 8.3 gives
Lip
(
L(s,T )f
) ≤ C2 · (θ · Lip(f) + ‖f‖∞ · C1) ≤ C2 · (θ + C1) · ‖f‖∗,
where here C2 denotes the uniform constant in Corollary 8.3. The inequality above implies
that L(s,T )f ∈ B. Moreover for any a ∈ A and any ξ ∈ [a] we have∣∣L(s,T )f(ξ)∣∣ = ∑
W∈W(a,T )
|DξFW |s ·
∣∣f(FW · ξ)∣∣ ≤ ( ∑
W∈W(a,T )
‖DFW‖s∞
)
· ‖f‖∞.
Thus ‖L(s,T )f(ξ)‖∞ ≤ C2 · ‖f‖∞ again by Corollary 8.3. All the involved constants are
uniform, thus the statement follows for the operator L(s,T ) : B → B. The same result holds
for L(s,T ) : BT → BT , indeed the inequality above hold for any x, y in ∂D, and thus in
particular restricting to x, y in ET . The Lemma is proved. 
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For any wk ∈ W(k, a, T ) recall the definition of ‖DFwk‖∞ in Equation (6.2). Recall also
that we denote sT = dimH(ET ), where in particular sT = 1 for T =∞.
Lemma 8.5. For any 0 < T ≤ ∞ there exists a constant C(T ) > 0 such that for any a ∈ A
and any k ≥ 2 we have ∑
wk∈W(k,a,T )
‖DFwk‖sT∞ ≤ C(T ).
Proof. Consider wk = (W1, . . . ,Wk) as in Equation (5.2) and any w ∈ [wk]Σ and observe
that ξ := Π(σkw) ∈ Dom(Wk) and that exp
(∑n−1
k=0 ϕT (σ
kw)
)
= |DξFwk |, according to
Lemma 7.2. For T =∞, which corresponds to sT = 1, Equation (7.5) gives
‖DFwk‖∞ ≤ C2 · |DξFwk | = C2 · exp
( n−1∑
k=0
ϕT (σ
kw)
)
≤ C2C1 ·
∣∣[wk]∣∣,
where here C2 denotes the uniform constant in Corollary 6.8 and C1 the uniform constant
in Equation (7.5). On the other hand, any T with 0 < T < ∞ corresponds to the Gibbs
measure ν(sT ,T ), and Equation (7.6) gives
‖DFwk‖sT∞ ≤ C2 · |DξFwk |sT = C2 · exp
(
sT
n−1∑
k=0
ϕT (σ
kw)
)
≤ C2C3 · ν(sT ,T )
(
[wk]
)
,
where here C3 = C3(T ) denotes the constant in Equation 7.6. The matrix M
2
W,W ′ is positive
by Proposition 5.1, thus {[wk] : wk ∈ W(k, a, T )} is a partition of ET for any k ≥ 2. The
Lemma follows. 
Proposition 8.6. For any T with 0 < T ≤ +∞ there exists a constant C(T ) > 0 such that
for any f either in B or in BT and for any k ∈ N we have
‖Lk(sT ,T )f‖∗ ≤ C(T ) ·
(
θk‖f‖∗ + ‖f‖∞
)
.
Note: we stress that Proposition 8.6 is proved only for the parameter s = sT . A more
general statement can be obtained from the proof of Lemma 9.5. See also Remark 9.6.
Proof. Fix f ∈ B and k ∈ N. For any a ∈ A and any ξ′, ξ ∈ [a] we have∣∣Lk(sT ,T )f(ξ′)− Lk(sT ,T )f(ξ)∣∣ ≤∑
wk∈W(k,a,T )
|Dξ′Fwk |sT ·
∣∣f(Fwkξ′)− f(Fwkξ)∣∣+ f(Fwkξ) · ∣∣|Dξ′Fwk |sT − |DξFwk |sT ∣∣ ≤
∑
wk∈W(k,a,T )
|Dξ′Fwk |sT · Lip(f) ·
∣∣Fwk(ξ′)− Fwk(ξ)∣∣+ ‖f‖∞ · ‖DFwk‖sT∞ · C1 · |ξ′ − ξ| ≤
( ∑
W∈W(a,T )
‖DFwk‖sT∞
)
· (θk · Lip(f) + ‖f‖∞ · C1) · |ξ′ − ξ|,
where the second inequality follows from Corollary 6.8 (here C1 denotes the uniform constant
in the Corollary) and the third inequality follows from Corollary 6.6. Therefore Lemma 8.5
implies
Lip
(
Lk(sT ,T )f
) ≤ C(T ) · (θk · Lip(f) + ‖f‖∞).
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For any a ∈ A and any ξ ∈ [a] Lemma 8.5 implies also
∣∣Lk(sT ,T )(f)(ξ)∣∣ =
∣∣∣∣ ∑
wk∈W(k,a,T )
|DξFwk |sT f(Fwkξ)
∣∣∣∣ ≤ C(T ) · ‖f‖∞,
that is ‖Lk(sT ,T )(f)‖∞ ≤ C(T ) · ‖f‖∞. Then the required inequality follows redefining C(T ).
The statement is proved for any f ∈ B. All the inequalities above keep true restricting to
points ξ′, ξ ∈ [a] ∩ ET for any a ∈ A, thus the statement holds also for any f ∈ BT . 
8.5. An invariant set of Lipschitz functions. We follow pages 22-23 in [ParPo]. Let
0 < θ < 1 be the uniform constant in Lemma 6.5. Denote here κ > 0 the uniform constant
in Lemma 6.7. Then let C > 0 be an uniform constant such that
κ+ θ · C ≤ C.
Let Λ be the set of real positive functions f : ∂D→ R+ such that for any a ∈ A we have
(8.3) f(ξ′) ≤ exp (C · |ξ′ − ξ|) · f(ξ) for any ξ′, ξ ∈ [a].
Let ΛT be the set of functions g : ET → R+ such that there exists some f ∈ Λ with
g = f |ET .
Lemma 8.7. We have the inclusions Λ ⊂ B and ΛT ⊂ BT . More precisely, any f either in
Λ or in ΛT is bounded, and in terms of the constant C introduced above it satisfies
‖f‖∗ ≤ ‖f‖∞ · (1 + Ce2C).
Proof. Fix f ∈ Λ. Since |x − y| ≤ Diam(D) = 2 for any x, y, then Equation (8.3) implies
‖f‖∞ ≤ +∞, that is f is bounded (but a priori continuity is not yet proved). Moreover
(eR − 1) ≤ ReR for any R ≥ 0. Therefore for any a ∈ A and any x, y in [a] we have
f(y)− f(x) ≤ f(x) · (eC|y−x| − 1) ≤ ‖f‖∞ · (eC|y−x| − 1)
≤ ‖f‖∞ · eC|y−x| · C|y − x| ≤ ‖f‖∞ · Ce2C · |y − x|.
The last inequality holds reversing the role of x and y, thus f ∈ Lip([a]), and a posteriori
f is also continuous on [a]. In particular we get Lip(f) ≤ ‖f‖∞ · Ce2C . All the inequality
above hold restricting x, y in ET , thus the statement follows also for any f ∈ ΛT . 
Lemma 8.8. For any s, T and any f ∈ Λ we have L(s,T )(f) ∈ Λ. For any f ∈ ΛT we have
also L(s,T )(f) ∈ ΛT .
Proof. It is enough to prove the Lemma for f ∈ Λ. It is clear that L(s,T )(f) is real and
positive if f is. Fix a ∈ A and consider y, x in [a]. Corollary 6.6 gives
f(FW y) ≤ exp
(
C · |f(FWy)− f(FWx)|
) · f(FWx) ≤ exp (θC · |y − x|) · f(FWx).
Moreover Lemma 6.7 gives
|DyFW |s = exp
(
s log(|DyFW |)
) ≤ exp (s log(|DxFW |) + κ · |y − x|)
= exp
(
κ · |y − x|) · |DxFW |s.
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Recall that κ + θ · C ≤ C. The statement follows because that the estimates above give
L(s,T )f(y) =
∑
W∈W(a,T )
|DyFW |sf(FWy)
≤
∑
W∈W(a,T )
eκ·|y−x| · |DxFW |s · eθC·|y−x|f(FWx)
≤ e(κ+θC)·|y−x|
∑
W∈W(a,T )
·|DxFW |s · f(FWx) ≤ eC·|y−x| · L(s,T )f(x).

8.6. Maximal eigenfunction for the transfer operator on the circle. Proposition 8.9
below follows [ParPo], pages 22-24. In the next § 8.7 we show that λ̂(s, T ) = λ(s, T ), that is
the eigenvalue in the Proposition is the maximal eigenvalue of the operator L(s,T ).
Proposition 8.9. Fix any (s, T ). Both on B and on BT the operator L(s,T ) has a simple, real
and positive eigenvalue λ̂(s, T ) > 0, corresponding to a strictly positive function g(s,T ) ∈ Λ
(respectively in ΛT ), that is L(s,T )(g(s,T )) = λ̂(s, T ) · g(s,T ).
Proof. For simplicity set L := L(s,T ). By Lemma 6.3, we have ‖L1‖∞ ≥ c for some uniform
constant c > 0. Therefore we have ‖L(f + n−1)‖∞ > c/n for any f continuous and positive
and for any integer n ≥ 1. It follows that for any integer n ≥ 1 we have a well defined (non
linear) operator Mn acting on the set of positive functions f ∈ B by
Mn(f) :=
1
‖L(f + n−1)‖∞ · L(f + n
−1).
Since Lemma 8.4 gives a (uniform) bound for ‖L‖∞ then the operator Mn is continuous in
the topology of the norm ‖ · ‖∞, indeed for any f, g in Λ we have
‖Mn(f)−Mn(g)‖∞ ≤∥∥∥∥ L(f + n−1)‖L(f + n−1)‖∞ − L(g + n
−1)
‖L(f + n−1)‖∞
∥∥∥∥+
∥∥∥∥ L(g + n−1)‖L(f + n−1)‖∞ − L(g + n
−1)
‖L(g + n−1)‖∞
∥∥∥∥ ≤
1
‖L(f + n−1)‖∞
(
‖L‖∞ · ‖f − g‖∞ +
∣∣‖L(g + n−1)‖∞ − ‖L(f + n−1)‖∞∣∣) ≤
1
‖L(f + n−1)‖∞
(
2‖L‖∞ · ‖f − g‖∞
)
≤ n · 2‖L‖∞
c
· ‖f − g‖∞.
Let Λ(1) := {f ∈ Λ : f(ξ) ≤ 1 ∀ξ ∈ ∂D}, where Λ is the set of functions defined in
§ 8.5. Lemma 8.8 and the definition of Mn imply that Mn(Λ(1)) ⊂ Λ(1). Lemma 8.7, via the
Theorem of Ascoli-Arzela`, implies that Λ(1) is compact in the topology of ‖ · ‖∞. Moreover
Λ(1) is also obviously convex. Therefore the Schauder-Tychonov fixed point Theorem implies
that there exists gn ∈ Λ(1) such that Mn(gn) = gn, that is
L(gn + n
−1) = ‖L(gn + n−1)‖∞ · gn.
Compactness implies that, modulo subsequences, there exists g ∈ Λ(1) and λ ≥ 0 such that
‖(gn + n−1)− g‖∞ → 0 and ‖L(gn + n−1)‖∞ → λ for n→ +∞, that is
L(g) = λ · g.
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Since ‖Mn(gn)‖∞ = 1 by construction, then ‖gn‖∞ = 1 for any n, and thus we have also
‖g‖∞ = 1. Then positivity of L implies λ = ‖Lg‖∞ > 0 strictly. Fix a ∈ A and ξ ∈ [a]. For
any k ∈ N we have
(8.4) g(ξ) = λ−k ·
∑
wk∈W(k,a,T )
|DξFwk |s · g(Fwk · ξ).
The square M2W,W ′ of the transition matrix in Equation (3.7) is positive by Proposition 5.1.
Therefore, since ‖g‖∞ = 1, then Equation (8.4) implies ‖g|[a]‖∞ > 0 strictly for any a ∈ A
(otherwise, if g(ξ) = 0 for some ξ, then Equation (8.4) implies that g(Fwk · ξ) = 0 for
any wk ∈ W(k, a, T ), and points Fwk · ξ become dense for k → ∞). Since g ∈ Λ, then
Equation (8.3) implies that there exists m(s, T ) > 0 such that
m(s, T ) ≤ g(ξ) ≤ 1 for any ξ ∈ ∂D.
In order to prove simplicity of λ, let f ∈ B real valued such that Lf = λ · f and set
t := infξ∈∂D f(ξ)/g(ξ). Observe that t ∈ R. Then h(ξ) := f(ξ) − tg(ξ) ≥ 0 for any ξ.
Moreover there exists a ∈ A, ξ∞ ∈ [a] and a sequence ξn ∈ [a] such that for n→∞ we have
ξn → ξ∞ and f(ξn)/g(ξn) → t. Then we have also h(ξn) → 0 = h(ξ∞), because both g and
f have Lipschitz extension to [a]. Fix k ∈ N. Equation (8.4) implies
0 = lim
n→∞
h(ξn) = λ
−k ·
∑
wk∈W(k,a,T )
lim
ξn→ξ∞
|DξnFwk |s · lim
ξn→ξ∞
h(Fwkξn)
= λ−k ·
∑
wk∈W(k,a,T )
|Dξ∞Fwk |sh(Fwkξ∞).
The last condition implies h(Fwkξ0) = 0 for any wk ∈ W(k, a, T ) and any k ≥ 1, thus
h(ξ) = 0 for any ξ ∈ ∂D by continuity and we conclude f = t · g. We observe that the sum
above is finite for 0 < T < ∞, while for T = ∞ the sum is infinite and one applies the
Dominated Convergence Theorem to the functions
Hn :W(k, a, T )→ R+ ; Hn(wk) := λ−k · |DξnFwk |s · h(Fwkξn).
Setting Ĥ(wk) := λ−k ·
(
supn∈N |DξnFwk |s) · ‖h‖∞ we have Hn(wk) ≤ Ĥ(wk) for any n ∈ N
and any wk ∈ W(k, a, T ). Moreover, fix any ξ ∈ [a] and observe that for any wk and any
n ∈ N Part (1) of Corollary 6.8 gives |DξnFwk |s ≤ C|DξFwk |s, so that the same holds for the
supremum over n ∈ N and we get∑
wk∈W(k,a,T )
Ĥ(wk) ≤ C · λ−k ·
∑
wk∈W(k,a,T )
|DξFwk |s · ‖h‖∞ ≤ C · λ−k · ‖Lk(1)‖∞ · ‖h‖∞.
The arguments above hold for any point ξ ∈ ∂D, and thus in particular restricting to ξ ∈ ET .
Thus the statement for L(s,T ) : BT → BT holds too. 
8.7. End of the proof of Theorem 8.1. Point (4) of Theorem 7.1 and Equation (8.2)
imply that for any f ∈ C(ET ) and for n→∞ we have uniform convergence
λ(s, T )−n · Ln(s,T )f = λ(s, T )−n ·H−1Ln(s,T )(Hf)→
(∫
(Hf)dm̂(s,T )
)
H−1h(s,T )
=
(∫
fdµ(s,T )
)(
h(s,T ) ◦ Π−1).
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Applying the last result the function f = g(s,T ) ∈ ΛT from Proposition 8.9 we obtain
λ̂(s, T )n
λ(s, T )n
· g(s,T ) →
(∫
g(s,T )dµ(s,T )
)(
h(s,T ) ◦ Π−1) as n→∞.
Since both g(s,T ) and h(s,T ) ◦Π−1 are positive, then λ̂(s, T ) = λ(s, T ). Moreover introducing
the normalization
∫
g(s,T )dµ(s,T ) = 1 we have also g(s,T ) = h(s,T ) ◦Π−1. Points (1) and (2) in
Theorem 8.1 follow.
In particular, for 0 < T < ∞ and s = sT we have λ(sT , T ) = 1, according to Proposi-
tion 7.5. In order to see that λ̂(1,∞) = 1 also, we give here a more general argument. Set
λ := λ̂(sT , T ) for simplicity. According to Lemma 7.2 and Equation (7.6), there is a constant
C(T ) > 1 such that for any wk ∈ W(k, a, T ) we have
C(T )−1 · ν(sT ,T )
(
[wk]
) ≤ |DξFwk |sT ≤ C(T ) · ν(sT ,T )([wk]).
Since the square M2W,W ′ of the transition matrix in Equation (3.7) is positive, then it follows
that {[wk] : wk ∈ W(k, a, T )} is a partition of ET for any k ≥ 2, and therefore we have∑
wk∈W(k,a,T )
ν(sT ,T )
(
[wk]
)
= 1. Recalling Equation (8.4), for any k ≥ 2 we have
g(ξ) = λ−k ·
∑
wk∈W(k,a,T )
|DξFwk |sT · g(Fwk · ξ) ≥ λ−k ·m(T ) ·
∑
wk∈W(k,a,T )
|DξFwk |sT
≥ m(T )
λk · C(T ) ·
∑
wk∈W(k,a,T )
ν(sT ,T )
(
[wk]
)
=
m(T )
λk · C(T ) ,
where we use that m(T ) ≤ g(ξ) ≤ 1 for any ξ and some m(T ) > 0. We have also
g(ξ) = λ−k ·
∑
wk∈W(k,a,T )
|DξFwk |sT · g(Fwk · ξ) ≤ λ−k ·
∑
wk∈W(k,a,T )
|DξFwk |sT
≤ C(T )
λk
·
∑
wk∈W(k,a,T )
ν(sT ,T )
(
[wk]
)
=
C(T )
λk
.
Resuming, we have m(T ) ≤ g(ξ) ≤ 1 and m(T ) · C(T )−1 ≤ λkg(ξ) ≤ C(T ) for any k ≥ 2.
Hence we must have λ = 1.
On the other hand, Proposition 8.6 and Corollary 1 in [Henn] imply ρess(L(sT ,T )) ≤ θ.
Since 0 < θ < 1 then L(sT ,T ) is quasi-compact.
Finally let λ′ with |λ′| > θ and f ∈ B such that L(sT ,T )f = λ′ · f . Since ET is invariant
under all maps FW with a ∈ A and W ∈
⋃
a∈AW(a, T ), then letting fT := f |ET we have also
L(sT ,T )fT = λ
′ · fT . Moreover set hT := fT ◦ Π = H(fT ) and observe that hT ∈ Lip(Σ, θ),
since Π : Σ→ ET is Lipschitz by Lemma 5.2. Equation (8.2) implies
λ′ · hT = H(λ′ · fT ) = HL(sT ,T )fT = L(sT ,T )HfT = L(sT ,T )hT .
Resuming, both for L(sT ,T ) : B → B and for L(sT ,T ) : BT → BT , any eigenvalue in the non-
essential part of the spectrum is also eigenvalue of L(sT ,T ). Then λ(sT , T ) = 1 is the maximal
eigenvalue also for L(sT ,T ), acting both on B and BT . Theorem 8.1 is proved. 
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9. Perturbative estimate of maximal eigenvalue: proof of Theorem 4.3
From now on, for parameters s, T with 9/10 < s ≤ 1 and 0 < T ≤ +∞, we consider only
the transfer operators L(s,T ) on the Banach space B. As in § 6 all constants are uniform,
unless explicitly stated.
9.1. Expansion of transfer operator in parameter s. Observe that for any D, s with
0 < D < 1 and 9/10 < s ≤ 1 and any h ∈ R such that 9/10 < s+ h ≤ 1 we have
(9.1) Ds+h = Ds + ln(D) ·
∫ s+h
s
Dtdt = Ds + h ·Ds ln(D) + ln(D) ·
∫ s+h
s
(Dt −Ds)dt,
where we recall that d/dt(Dt) = (lnD) ·Dt. The mean value Theorem gives
(9.2)
∣∣Ds+h − (Ds + h ·Ds ln(D))∣∣ ≤ |h|2 · | ln(D)|2 ·D4/5.
For 0 < T ≤ +∞ consider the operator AT := B → B defined by
(9.3) ATf(x) :=
∑
W∈W(a,T )
(
ln |DxFW |
)|DxFW |sT f(FWx) if x ∈ [a].
For any W ∈ W set
‖ lnDFW‖∞ := sup
ξ∈Dom(W )
∣∣ ln |DξFW |∣∣.
Since sT → 1 as T →∞, let T0 be such that 9/10 < sT ≤ 1 for T0 ≤ T ≤ ∞.
Lemma 9.1. There exists an uniform constant C > 0 such that for T0 ≤ T ≤ ∞ we have
‖AT‖∗ ≤ C.
Proof. Fix T with T0 ≤ T ≤ ∞. Corollary 8.3 gives directly an uniform upper bound for
‖AT‖∞. Fix W ∈ W and consider the function
ΦW : Dom(W )→ R+ ; ΦW (x) :=
(
ln |DxFW |
)|DxFW |sT .
Letting C1 > 0 be the uniform constant in Part (2) of Corollary 6.8 and C2 > 0 be the
uniform constant in Lemma 6.7, for any x, y in Dom(W ) we have
|ΦW (y)− ΦW (x)|
≤ ∣∣ ln |DyFW |∣∣(|DyFW |sT − |DxFW |sT )+ |DxFW |sT ( ln |DyFW | − ln |DxFW |)
≤ (C1 · ‖ lnDFW‖∞ · ‖DFW‖sT∞ + C2 · ‖DFW‖sT∞ ) · |y − x|.
Therefore for any f ∈ B, any a ∈ A and any x, y in [a] we have∣∣ATf(y)− ATf(x)∣∣ ≤∑
W∈W(a,T )
∣∣ΦW (y)(f(FWy)− f(FWx)) + f(FWx) · (ΦW (y)− ΦW (x))∣∣ ≤
∑
W∈W(a,T )
∣∣ΦW (y)∣∣ · θ · Lip(f) · |y − x|+ ‖f‖∞ · ∣∣ΦW (y)− ΦW (x)∣∣ ≤
C3 ·
(
θ · Lip(f) + ‖f‖∞
) · |y − x|,
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where the second inequality follows from the estimate above and from Corollary 6.6, and
where the last inequality follows from Corollary 8.3, in terms of some uniform constant C3.
The uniform bound for ‖AT‖∗ follows combining the estimates above. 
Lemma 9.2. There exists an uniform constant C > 0 such that for any T with T0 ≤ T ≤ ∞
and any s with 9/10 ≤ s ≤ 1 we have
‖L(s,T ) − L(sT ,T )‖∗ ≤ C · |s− sT | and ‖L(s,T ) − L(sT ,T ) − (s− sT )AT‖∗ ≤ C · |s− sT |2.
Proof. The first bound obviously follows from the second and from Lemma 9.1, thus we only
prove that ‖R‖∗ ≤ C · |s− sT |2, where for convenience of notation we set
R := L(s,T ) − L(sT ,T ) − (s− sT )AT .
Fix W ∈ W. In the notation of the proof of Lemma 9.1, consider the function
ΨW : Dom(W )→ R+ ; ΨW (x) := |DxFW |s − |DxFW |sT − (s− sT )ΦW (x).
According to Equation (9.2) for any x as above we have
|ΨW (x)| ≤ |s− sT |2 ·
∣∣ ln |DxFW |∣∣2 · |DxFW |4/5.
Moreover the same argument which gives Part (1) of Corollary 8.3 implies that there exists
an uniform constant C1 > 0 such that for any a ∈ A and any x ∈ [a] we have∑
W∈W(a,T )
∣∣ ln |DxFW |∣∣2 · |DxFW |4/5 ≤ C1.
It follows immediately that ‖R‖∞ ≤ C1 · |s− sT |2. Moreover for W ∈ W and x ∈ Dom(W )
Equation (9.1) gives
ΨW (x) =
(
ln |DxFW |
) · ∫ s
sT
BW (x, t)dt,
where we set BW (x, t) := |DxFW |t − |DxFW |sT . For sT < t < s or s < t < sT , the first
equality in Equation (9.1) gives∣∣BW (x, t)∣∣ ≤ |t− sT | · ( ln |DxFW |)|DxFW |4/5 ≤ |s− sT | · ‖ lnDFW‖∞ · ‖DFW‖4/5.
Moreover for x, y in Dom(W ) again the first equality in Equation (9.1) gives∣∣BW (y, t)− BW (x, t)∣∣ =∣∣∣∣( ln |DyFW |)
∫ t
sT
|DyFW |rdr −
(
ln |DxFW |
) ∫ t
sT
|DxFW |rdr
∣∣∣∣ ≤∣∣∣∣ ln |DyFW |
∣∣∣∣
∫ t
sT
∣∣|DyFW |r − |DxFW |r∣∣dr +
∣∣∣∣ ln |DyFW | − ln |DxFW |
∣∣∣∣
∫ t
sT
|DxFW |rdr ≤
‖ lnDFW‖∞ · |t− sT | · C2 · ‖DFW‖4/5 · |y − x| + C2 · |y − x| · |t− sT | · ‖DFW‖4/5 ≤
C2 · ‖DFW‖4/5 · (1 + ‖ lnDFW‖∞) · |s− sT | · |y − x|,
where C2 is some uniform constant and in the second inequality
∣∣|DyFW |r − |DxFW |r∣∣
is bounded by Part (2) of Corollary 6.8, while
∣∣ ln |DyFW | − ln |DxFW |∣∣ is bounded by
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Lemma 6.7. The bounds obtained above for
∣∣BW (y, t)− BW (x, t)∣∣ and for ∣∣BW (x, t)∣∣ give∣∣ΨW (y)−ΨW (x)∣∣ =∣∣∣∣( ln |DyFW |)
∫ s
sT
B(y, t)dt− ( ln |DxFW |) ∫ s
sT
B(x, t)dt
∣∣∣∣ =∣∣∣∣ ln |DyFW |
∣∣∣∣
∫ s
sT
∣∣B(y, t)− B(x, t)∣∣dt+ ∣∣∣∣ ln |DyFW | − ln |DxFW |
∣∣∣∣
∫ s
sT
B(x, t)dt ≤
‖ lnDFW‖∞ · C2 · ‖DFW‖4/5 · (1 + ‖ lnDFW‖∞) · |s− sT |2 · |y − x|+
C3 · |y − x| · |s− sT |2 · ‖ lnDFW‖∞ · ‖DFW‖4/5 ≤
C4 · (1 + ‖ lnDFW‖∞)2 · ‖DFW‖4/5 · |y − x| · |s− sT |2,
where C4 is some uniform constant, and where C3 is the constant in Lemma 6.7. The same
argument which gives Corollary 8.3 implies that there is some uniform constant C5 such that∑
W∈W(a,T )
∣∣ΨW (y)−ΨW (x)∣∣ ≤ C5 · |y − x| · |s− sT |2.
Finally the statement of the Lemma follows from the estimates above because |Rf(y)−Rf(x)|
is bounded by∑
W∈W(a,T )
|ΨW (x)| ·
∣∣f(FWy)− f(FWx)∣∣ + |f(FWx)| · |ΨW (y)−ΨW (x)|
∑
W∈W(a,T )
|ΨW (x)| · Lip(f) · θ · |y − x|+ ‖f‖∞ · |ΨW (y)−ΨW (x)|.

9.2. Expansion of transfer operator in parameter T . Fix a ∈ A and 0 < T ≤ +∞
and set V(a, T ) :=W(a) \W(a, T ), as in § 8.3. Consider parameters s, T with 9/10 < s ≤ 1
and 0 < T ≤ +∞ and the operator ∆(s,T ) : B → B defined by
(9.4) ∆(s,T )f(x) :=
∑
W∈V(a,T )
|DxFW |sf(FWx) if x ∈ [a].
Lemma 9.3. There exists an uniform constant C > 0 such that for any s, T as above ∆(s,T )
is a bounded linear operator both on B and BT , with norm
‖∆(s,T )‖∗ ≤ C ·
(
1
T
)2s−1
.
Proof. The estimate for ‖∆(s,T )‖∞ follows directly from Corollary 8.3. Moreover Corollary 6.8
gives a bound for the difference
∣∣|DyFW |s−|DxFW |s∣∣ for any a ∈ A and any x, y ∈ [a]. Then,
given any f ∈ B (resp. in BT ), the difference
∣∣∆(s,T )f(y)− ∆(s,T )f(x)∣∣ can be bounded by
the same arguments in the other analogous estimates in this paper. 
Lemma 9.4. There exists an uniform constant C > 0 such that for any T > 0 we have
‖∆(1,T ) −∆(s,T )‖∗ ≤ C · |s− 1|
T 3/5
.
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Proof. Recall the fist part of Equation (9.1), and for any W ∈ W and x ∈ Dom(W ) set
BW (x) := |DxFW | − |DxFW |s =
(
ln |DxFW |
) · ∫ 1
s
|DxFW |tdt.
We have BW (x) ≤ ‖ lnDFW‖∞ · ‖DFW‖s · |s− 1|. Since s > 9/10 then Corollary 8.3 implies
that there is some uniform constant C > 0 such that
‖∆(1,T ) −∆(s,T )‖∞ ≤ |s− 1| ·
∑
W∈V(a,T )
‖ lnDFW‖∞ · ‖DFW‖s ≤ C · |s− 1|
T 3/5
.
Moreover for any W ∈ W and any x, y in Dom(W ) we have
∣∣BW (y)−BW (x)∣∣ =
∣∣∣∣( ln |DyFW |)
∫ 1
s
|DyFW |tdt−
(
ln |DxFW |
) ∫ 1
s
|DxFW |tdt
∣∣∣∣ ≤
∣∣ ln |DyFW |∣∣ ∫ 1
s
∣∣|DyFW |t − |DxFW |t∣∣dt+ ∣∣ ln |DyFW | − ln |DxFW |∣∣ ∫ 1
s
|DxFW |tdt ≤
C1 ·
(
‖ lnDFW‖∞ · ‖DFW‖s + ‖DFW‖s
)
· |s− 1| · |x− y| =
C1 · ‖DFW‖s · (1 + ‖ lnDFW‖∞) · |s− 1| · |x− y|,
where C1 is some uniform constant and in the second inequality
∣∣|DyFW |t − |DxFW |t∣∣
is bounded by Part (2) of Corollary 6.8, while
∣∣ ln |DyFW | − ln |DxFW |∣∣ is bounded by
Lemma 6.7. Therefore the upper bound for Lip
(
(∆(1,T ) − ∆(s,T ))f
)
follows as usual con-
sidering any a ∈ A and any x, y in [a] and bounding the difference
(∆(1,T ) −∆(s,T ))f(y)− (∆(1,T ) −∆(s,T ))f(x) =∑
W∈V(a,T )
BW (y)
(
f(FWy)− f(FWx)
)
+ f(FWx) ·
(
BW (y)−BW (x)
)
.

9.3. Explicit form of spectral projectors for T = ∞. In the next § 9.4 we introduce
spectral projectors for the maximal eigenvalue of L(s,T ). It is practical to have explicit
representation of such spectral projectors. Fix s > 0 and set g := g(s,∞) and λ̂ = λ̂(s,∞),
where g(s,∞) and λ̂(s,∞) are as in Theorem 8.1. Let also L := L(s,∞).
Consider the operator N : B → B defined by N f(x) := g(s) · f(x). It is easy to see that
for any f ∈ B we have
‖N f‖∞ ≤ ‖g‖∞ · ‖f‖∞ and Lip(N f) ≤ ‖g‖∞ · Lip(f) + ‖f‖∞ · Lip(g).
Therefore we have ‖N‖∗ ≤ ‖g‖∗. Moreover N is also invertible with ‖N−1‖∗ ≤ ‖g−1‖∗,
where we observe that g−1 ∈ Λ for g ∈ Λ strictly positive. Define the normalized operator
L̂ : B → B by L̂ = λ̂−1N−1LN . For a ∈ A and W ∈ W(a) it is practical to introduce
NW : Dom(W )→ R+ ; NW (x) := λ̂−1 · |DxFW |
sg(FWx)
g(x)
,
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so that for any f ∈ B, a ∈ A and x ∈ [a] we have
L̂f(x) =
∑
W∈W(a)
NW (x)f(FWx).
Since Lg = λ̂g then L̂1 = 1, and this corresponds to
(9.5)
∑
W∈W(a)
NW (x) = 1 for any a ∈ A, x ∈ [a].
Setting W(k, a) :=W(k, a,∞) we have L̂kf(x) =∑wk∈W(k,a)Nwk(x)f(Fwkx), where for any
k ∈ N and any wk ∈ W(a) we consider function
Nwk(x) :=
|DxFwk |s · g(Fwkx)
g(x)
,
Equation (9.5) implies
∑
wk∈W(k,a)
Nwk(x) = 1 for any a ∈ A and any x ∈ [a].
Lemma 9.5. There exists a constant C = C(s) > 0 such that for any k ∈ N we have
Lip(L̂kf) ≤ θk · Lip(f) + C · ‖f‖∞.
Proof. Observe that NW (·) is the product of 3 positive factors a, b, c. In order to estimate∣∣NW (y)−NW (x)∣∣ one can consider 6 terms coupled in pairs, each pair being the product of
two factors evaluated in the same point, times the difference of the third factor at the two
points x, y. For example a(x)b(y)|c(y)− c(x)|. The estimate of two of this pairs are left to
the reader, and for the third one we observe that
|DyFW |s − |DxFW |s ≤ |DxFW |s ·
(
eC1|y−x| − 1) ≤ |DxFW |s · eC1|y−x|C1|y − x|
≤ (|DxFW |s + |DyFW |s) · eC1|y−x|C1|y − x|
where C1 > 0 denotes the uniform Lipschitz constant of x 7→ ln |DxFW |s (see Lemma 6.7).
The right hand side of the last inequality is symmetric in x, y, thus it follows that∣∣∣∣ |DyFW |sg(FWx)g(x) − |DxFW |
sg(FWx)
g(x)
∣∣∣∣ ≤ g(FWx)g(x) · (|DxFW |s + |DyFW |s) · eC1|y−x|C1|y − x|
≤
(
NW (x) +
g(FWx)g(y)
g(x)g(FWy)
·NW (y)
)
· eC1|y−x|C1|y − x| ≤ C2
(
NW (x) +NW (y)
) · |y − x|,
for some constant C2 = C2(s) > 0. Thus there exists a constant C3 = C3(s) > 0, depending
on s via g, such that∣∣NW (y)−NW (x)∣∣ ≤ C3(NW (x) +NW (y)) · |y − x|.
Equation (9.5) gives
L̂f(y)− L̂f(x) ≤
∑
W∈W(a)
NW (y)
∣∣f(FWy)− f(FWx)∣∣+ f(FWx)∣∣NW (y)−NW (x)∣∣
≤ θ · Lip(f) + 2C3 · ‖f‖∞.
The statement follows for k = 1, then for general k one can argue as in the proof if Propo-
sition 2.1 in [ParPo]. 
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Remark 9.6. For any (s, T ) it is possible to define the operator L̂(s,T ) which normalizes
L(s,T ), and Lemma 9.5 still applies, so that ρess(L̂(s,T )) ≤ θ, according to [Henn]. Since N is
an isomorphism of Banach spaces, then spectrum of L(s,T ) is equal to the spectrum of L̂(s,T )
multiplied by λ̂(s, T ), and we have ρess(L(s,T )) ≤ θ · λ̂(s, T ). Therefore quasi-compactness of
L(s,T ) follows from Propositon 8.9, because λ̂(s, T ) is eigenvalue of L(s,T ).
Lemma 9.7. There exists a Borel probability measure ν on ∂D such that for any f ∈ B we
have ∫
L̂fdν =
∫
fdν.
Proof. Consider the disjoint union E∞ :=
⊔
a∈A [a], that is the set of pairs (a, x) with a ∈ A
and x ∈ [a]. A set E ⊂ E∞ is open iff ι−1a (E) is open in [a] for any a ∈ A, where we consider
the maps ιa(x) := (a, x), and with this topology E∞ is a compact set. More precisely E∞ is
homeomorphic to [0, 1]A. A function f : E∞ → C is continuous if and only if f ◦ ιa : [a]→ C
is continuous for any a ∈ A. Let C be the Banach space of continuos functions f : E∞ → C
with the sup norm ‖ · ‖∞. For any a ∈ A and any W ∈ W(a) both FW and |DFW | admit
a continuous extension to [a]. The same is true for the functions g and g−1. Therefore the
operator L̂ acts on C. The condition L̂1 = 1 implies that the dual operator L̂∗ : C∗ → C∗
preserves the convex weakly compact subsetM(E∞) of Borel probability measures over E∞.
Thus there exists m ∈ M(E∞) such that L̂∗m = m, according to the Schauder-Tychonov
fixed point theorem. Given the inclusion maps pa : [a]→ ∂D, let p : E∞ → ∂D be the unique
continuous map such that p ◦ ιa = pa for any a ∈ A. Then consider the Borel probability
measure ν := p∗(m) over ∂D. For any f ∈ B we have∫
fdν =
∫
f ◦ pdm =
∫
f ◦ pd(L̂∗m) =
∫
L̂(f ◦ p)dm =
∫
(L̂f) ◦ pdm =
∫
L̂fdν.

Lemma 9.8. For any f ∈ B we have uniform convergence
L̂kf →
∫
fdν.
Proof. Set f (k) := L̂kf . Lemma 9.5 and the Theorem of Ascoli-Arzela` imply that there exists
f∞ ∈ B with f (kn) → f uniformly as n → ∞ along some subsequence kn. Equation (9.5)
implies sup f (k+1) ≤ sup f (k) for any k ∈ N. Moreover f (k)(x) ≥ inf f for any k ∈ N and any
x, where inf f > −∞ strictly. FixN ∈ N. The last two conditions imply sup L̂Nf∞ = sup f∞.
Indeed assume there exists ǫ > 0 with sup L̂Nf∞ ≤ sup f∞ − 3ǫ. We have
‖f (kn) − f∞‖∞ < ǫ ; ‖L̂Nf (kn) − L̂Nf∞‖∞ < ǫ ; | sup f (kn) − sup f (kn+N)| < ǫ
for any n big enough. Therefore we get an absurd because
sup L̂Nf∞ > sup L̂
Nf (kn) − ǫ = sup f (kn+N) − ǫ > sup f (kn) − 2ǫ > sup f∞ − 3ǫ.
Consider x0 and xN with f∞(x0) = sup f∞ = sup L̂
Nf∞ = L̂
Nf∞(xN ), where N is the integer
fixed above. Such points exist modulo replacing f∞ and L̂
Nf∞ by f∞ ◦ p and L̂Nf∞ ◦ p,
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where p : E∞ → ∂D is the continuous map in the proof of Lemma 9.7. We have
L̂Nf∞(xN) =
∑
wk∈W(k,a)
Nwk(xN )f∞(FwkxN ) = f∞(x0).
Since
∑
wk∈W(k,a)
Nwk(xN ) = 1 and any term in the sum is positive, then for any wn ∈ W(k, a)
we have f∞(FwkxN ) = f∞(x0), and thus continuity implies f∞(x) = f∞(x0) for any x.
Finally, setting ν(k) := (L̂k)∗ν we get
f∞(x0) =
∫
f∞dν = lim
n→∞
∫
f (kn)dν = lim
n→∞
∫
fdν(kn) =
∫
fdν.
The argument can be repeated for any subsequence of f (k), extracting a sub-subsequence
converging to the integral. Thus the Lemma follows. 
Let ν(s,∞) := ν be the probability measure as in Lemma 9.7 and Lemma 9.8. Let µ(s,∞)
be the probability measure on ∂D defined by
(9.6) µ(s,∞)(f) :=
∫
f(x)g−1(s,∞)(x)dν(s,∞)(x) for any f ∈ C(∂D).
Corollary 9.9. For any f ∈ B we have
λ̂(s,∞)−k · Lk(s,∞)f →
(∫
fdµ(s,∞)
)
· g(s,∞) uniformly as k →∞.
Proof. The Corollary follows because for any f ∈ B Lemma 9.8 implies
λ̂(s,∞)−k · L(s,∞)f = N L̂kN−1f →
(∫
f(x)g−1(s,∞)(x)dν(s,∞)(x)
)
g(s,∞).

9.4. Spectral properties for parameters close to (1,∞). Refer to § B.1 for basic prop-
erties of spectral projectors. Recall from Theorem 8.1 that L(1,∞) is quasi-compact with
isolated and simple maximal eigenvalue λ̂(1,∞) = 1. Hence there exists ǫ0 > 0 such that its
spectrum can be decomposed as
sp(L(1,∞)) = Σ ∪ {1} with Σ ⊂ B(0, 1− 2ǫ0).
In terms of such ǫ0 let γ and γ∗ be the loops in C defined for 0 ≤ t < 2π by
(9.7) γ(t) := 1 + ǫ0 · eit and γ∗(t) := (1− ǫ0) · eit.
For parameters (s, T ) consider the expression
(9.8) P(s,T ) :=
−1
2πi
∫
γ
(L(sT ,T ) − ξ · Id)−1dξ.
According to § B.1, the operator P(s,T ) is defined if and only if γ is contained in the resolvent
set R(L(s,T )), and in this case is a projection commuting with L(s,T ), that is P 2(s,T ) = P(s,T )
and L(s,T )P(s,T ) = P(s,T )L(s,T ), so that it induces an L(s,T )-invariant spectral decomposition:
B = L(s,T ) ⊕ V(s,T ) where V(s,T ) := ker(P(s,T ) − Id) and N(s,T ) := ker(P(s,T )).
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The discussion above implies that P(1,∞) is defined, and the corresponding spectral decom-
position B = N(1,∞) ⊕ V(1,∞) satisfies
V(1,∞) = ker(L(1,∞) − Id) and ρ(L(1,∞)|N(1,∞)) ≤ 1− 2ǫ0.
For (s, T ) close to (1,∞) let λ̂(s, T ) and g(s,T ) ∈ Λ be the simple eigenvalue and the
corresponding eigenfunction as in Theorem 8.1.
Corollary 9.10. There exist T0 > 0 and 0 < s0 < 1 such that the operator L(s,T ) : B → B
is quasi-compact for any (s, T ) ∈ [s0, 1]× [T0,+∞]. More precisely the following holds.
(1) The maximal eigenvalue of L(s,T ) is λ̂(s, T ) and we have |λ̂(s, T )− 1| < ǫ0.
(2) The eigenspace V(s,T ) = ker
(
L(s,T )− λ̂(s, T ) · Id
)
has dimension one and is generated
by g(s,T ).
(3) The restriction L(s,T ) : N(s,T ) → N(s,T ) satisfies
ρ
(
L(s,T )|N(s,T )
) ≤ 1− ǫ0.
(4) The projection given by Equation (9.8) satisfies
‖P(s,T ) − P(1,∞)‖∗ = O
(‖L(s,T ) − L(1,∞)‖∗).
Proof. Since L(s,T ) = L(s,∞) − ∆(s,T ) for any (s, T ), then Lemma 9.3 and Lemma 9.2 imply
that ‖L(s,T ) − L(1,∞)‖∗ can be made arbitrarily small for (s, T ) close enough to (1,∞). The
discussion in § B.2 implies that for any such (s, T ) both the loops γ and γ∗ in Equation (9.7)
are contained in the resolvent set R(L(s,T )). Thus P(s,T ) is defined and Point (4) follows.
Modulo taking (s, T ) closer to (1,∞), we have a linear isomorphism G(s,T ) : B → B such
that G(s,T )(V(1,∞)) = V(s,T ) and G(s,T )(N(1,∞)) = N(s,T ), and moreover
G(s,T ) − Id = O
(‖L(s,T ) − L(1,∞)‖∗) and G−1(s,T ) − Id = O(‖L(s,T ) − L(1,∞)‖∗).
It follows that V(1,∞) has dimension 1 and is invariant under L(s,T ), so that it is generated
by some g˜(s,T ) ∈ B with L(s,T )(g˜(s,T )) = λ˜(s, T ) · g˜(s,T ) for some λ˜(s, T ) ∈ C. Applying either
Point (2) of Theorem 8.1 (if T <∞) or Corollary 9.9 (if T =∞) to f = g˜(s,T ) we obtain
λ˜(s, T )n
λ̂(s, T )n
· g˜(s,T ) →
(∫
g˜(s,T )dµ(s,T )
)
g(s,T ) as n→∞.
Since g˜(s,T ) − g(1,∞) = O
(‖P(s,T ) − P(1,∞)‖∗) and g(1,∞) is strictly positive, then the two
functions in the limit above are both never zero. It follows that
λ˜(s, T ) = λ̂(s, T ) and g˜(s,T ) = g(s,T ).
By § B.1 we know that sp(L(s,T )|N(s,T )) is contained in the interior of γ∗. For the same reason
λ̂(s, T ) is the part of sp(L(s,T )) included in the interior of γ. Finally the spectrum of L(s,T )
does not have other components, because B = N(s,T ) ⊕ V(s,T ). The Corollary is proved. 
Lemma 9.11. For any T big enough and any f ∈ B we have
P(sT ,T )(f) =
(∫
f(ξ)dµ(sT ,T )(ξ)
)
· g(sT ,T ).
In particular the formula above holds for (sT , T ) = (1,∞).
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Proof. For T < ∞ this follows from Point (2) in Theorem 8.1. For T = ∞ the statement
follows from Corollary 9.9. 
9.5. Expansion of maximal eigenvalue in parameters s and T . We follow § 7 in [He].
For (s, T ) close to (1,∞) call λ(s, T ) the eigenvalue in Corollary 9.10, also for the value
T =∞. Consider the spectral decomposition
B = N(1,∞) ⊕ V(1,∞),
where N(1,∞) := ker(P(1,∞)) and V(1,∞) := ker(Id − P(1,∞)). Let δ ∈ R and u(1,∞) ∈ N(1,∞)
such that we have
A∞(g(1,∞)) = δ · g(1,∞) + u(1,∞).
We have δ < 0 strictly, indeed |DxFW | ≤ θ for any W ∈ W and any x ∈ Dom(W ), and the
expression of A∞ in Equation (9.3) gives
δ =
∫
A∞g(1,∞)dµ(1,∞) =
∑
a∈A,W∈W(a)
∫
[a]
(
ln |DxFW |
) · |DxFW | · g(1,∞)(FWx)dµ(1,∞)(x).
Proposition 9.12. We have
λ(s,∞) = 1 + δ(s− 1) +O(|s− 1|2).
Proof. According to Corollary 9.10, the restriction L(1,∞)|N(1,∞) : N(1,∞) → N(1,∞) has spectral
radius ρ(L(1,∞)|N(1,∞)) ≤ 1−2ǫ0, thus its resolvent R(L(1,∞)|N(1,∞)) contains z = 1. Therefore
consider u(1,∞) ∈ N(1,∞) in the decomposition of A∞(g(1,∞)) and set
v(1,∞) :=
(
(Id− L(1,∞))|N(1,∞)
)−1
(u(1,∞)) = −R(L(1,∞)|N(1,∞), 1)(u(1,∞)).
Since L(1,∞)(g(1,∞)) = g(1,∞), the definition of v(1,∞) and Lemma 9.2 give
L(s,∞)
(
g(1,∞) + (s− 1)v(1,∞)
)
=(
L(1,∞) + (s− 1)A∞ +O(|s− 1|2)
)(
g(1,∞) + (s− 1)v(1,∞)
)
=(
1 + δ(s− 1))g(1,∞) + (s− 1)(u(1,∞) + L(1,∞)(v(1,∞)))+O(|s− 1|2) =(
1 + δ(s− 1))(g(1,∞) + (s− 1)v(1,∞))+O(|s− 1|2).
On the other hand we have L(s,∞) ◦ P(s,∞) = P(s,∞) ◦ L(s,∞), therefore
λ(s,∞)P(s,∞)
(
g(1,∞) + (s− 1)v(1,∞)
)
=
L(s,∞)P(s,∞)
(
g(1,∞) + (s− 1)v(1,∞)
)
=
P(s,∞)L(s,∞)
(
g(1,∞) + (s− 1)v(1,∞)
)
=
P(s,∞)
((
1 + δ(s− 1))(g(1,∞) + (s− 1)v(1,∞))+O(|s− 1|2)
)
=(
1 + δ(s− 1))P(s,∞)(g(1,∞) + (s− 1)v(1,∞))+O(|s− 1|2),
where the third equality follows from the expression for L(s,∞)
(
g(1,∞)+(s−1)v(1,∞)
)
obtained
above, the first two equalities are just standard algebra, and the forth inequality follows
because P(s,∞) is close to P(1,∞), and thus it has norm close to ‖P(1,∞)‖∗. Therefore(
λ(s,∞)− (1 + δ(s− 1))) · P(s,∞)(g(1,∞) + (s− 1)v(1,∞)) = O(|s− 1|2).
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The statement follows because ‖g(1,∞) + (s− 1)v(1,∞)‖∗ ≥ ‖g(1,∞)‖∗ − |s− 1| · ‖v(1,∞)‖∗ and
because P(s,∞) is close to P(1,∞), which acts on g(1,∞) as the identity. 
For 0 < T ≤ ∞ consider the spectral decomposition
B = N(sT ,∞) ⊕ V(sT ,∞),
where N(sT ,∞) := ker(P(sT ,∞)) and V(sT ,∞) := ker(Id − P(sT ,∞)). Consider βT ∈ R and
u(sT ,∞) ∈ N(sT ,∞) such that, in the direct sum above, we have
∆(sT ,T )g(sT ,∞) = βT · g(sT ,∞) + u(sT ,∞).
The asymptotic of βT as T →∞ is determined in the next § 9.6.
Proposition 9.13. We have
λ(sT , T ) = λ(sT ,∞)− βT +O(T−(2sT−1)) ·
(
O(|sT − 1|) +O(T−(2sT−1))
)
.
Proof. According to Corollary 9.10, the restriction of L(sT ,∞) to the invariant space N(sT ,∞)
has spectral radius ρ(L(sT ,∞)|N(sT ,∞)) ≤ 1 − ǫ0, thus its resolvent set R(L(sT ,∞)|N(sT ,∞)) con-
tains z = 1. For any u ∈ N(sT ,∞) we have
(L(sT ,∞) − Id)u = (L(sT ,∞) − Id)P(sT ,∞)u =(
(L(1,∞) − Id) + (L(sT ,∞) − L(1,∞))
)(
P(1,∞) + (P(sT ,∞) − P(1,∞))
)
u =
(L(1,∞) − Id)P(1,∞)u+O(‖L(sT ,∞) − L(1,∞)‖∗)u.
Consider the invertible bounded operator G : B → B with GP(1,∞)G−1 = P(sT ,∞), introduced
in § B.2. We have u = G(v) for some v ∈ N(1,∞), and developing
u = G(v) = v + (G− Id)v =
v +O(‖P(1,∞)‖∗ · ‖P(sT ,∞) − P(1,∞)‖∗)v = v +O(‖L(sT ,∞) − L(1,∞)‖∗)v,
we get
‖(L(sT ,∞) − Id)u‖∗ ≥ ‖(L(1,∞) − Id)v‖∗ − ǫ‖v‖∗ ≥ c0‖v‖∗ ≥ c′0‖u‖∗
where ǫ > 0 above can me made arbitrarily small for ‖L(sT ,∞) − L(1,∞)‖∗ small enough, and
c0 > 0 and c
′
0 > 0 are uniform constant not depending on T . In conclusion we have the
uniform bound (i.e. not depending on T ):
‖R(L(sT ,∞)|N(sT ,∞), 1)‖∗ ≤ (c
′
0)
−1.
Consider u(sT ,∞) in the decomposition of ∆(sT ,T )g(sT ,∞) and set
v(sT ,∞) :=
(
(Id− L(sT ,∞))|N(sT ,∞)
)−1
(u(sT ,∞)) = −R(L(sT ,∞)|N(sT ,∞), 1)(u(sT ,∞)).
It is practical to introduce the quantity
Err(T ) :=
(
λ(sT ,∞)− βT
) · v(sT ,∞) − u(sT ,∞) − L(sT ,∞)(v(sT ,∞)) + ∆(sT ,T )(v(sT ,∞)).
Recall that ∆(sT ,T ) = O(T
−(2sT−1)) and observe that this implies βTg(sT ,∞) = O(T
−(2sT−1))
and thus βT = O(T
−(2sT−1)), since ‖g(sT ,∞)‖∗ > 0.5 · ‖g(1,∞)‖∗ for T big enough. From
the above uniform bound on ‖R(L(sT ,∞)|N(sT ,∞), 1)‖∗ we get v(sT ,∞) = O(T−(2sT−1)) also.
Therefore the definition of v(sT ,∞) and Lemma 9.3 give
Err(T ) = λ(sT ,∞) · v(sT ,∞) − u(sT ,∞) − L(sT ,∞)(v(sT ,∞)) +O(T−2(2sT−1)) =(
λ(sT ,∞)− 1
) · v(sT ,∞) +O(T−2(2sT−1)) = O(T−(2sT−1)) · (O(|sT − 1|) +O(T−(2sT−1))),
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where the last equality follows from Proposition 9.12. Since L(s,T )(g(sT ,T )) = g(sT ,T ), then the
definition of v(sT ,∞) gives
L(sT ,T )(g(sT ,+∞) − v(sT ,∞)) =
(L(sT ,∞) −∆(sT ,T ))(g(sT ,∞) − v(sT ,∞)) =(
λ(sT ,∞)− βT
) · g(sT ,∞) − u(sT ,∞) − L(sT ,∞)(v(sT ,∞)) + ∆(sT ,T )(v(sT ,∞)) =(
λ(sT ,∞)− βT
) · (g(sT ,∞) − v(sT ,∞))+ Err(T ).
On the other hand we have L(sT ,T ) ◦ P(sT ,T ) = P(sT ,T ) ◦ L(sT ,T ), therefore standard algebra
gives
λ(sT , T )P(sT ,T )
(
g(sT ,+∞) − v(sT ,∞)
)
=
L(sT ,T )P(sT ,T )
(
g(sT ,+∞) − v(sT ,∞)
)
=
P(sT ,T )L(sT ,T )
(
g(sT ,+∞) − v(sT ,∞)
)
=
P(sT ,T )
((
λ(sT ,∞)− βT
) · (g(sT ,∞) − v(sT ,T ))+ Err(T )
)
=(
λ(sT ,∞)− βT
) · P(sT ,T )(g(sT ,∞) − v(sT ,T ))+ P(sT ,T )(Err(T )).
Since P(ST ,T ) is close to P(1,∞), then its norm admits an uniform bound which does not
depend on T . It follows that P(sT ,T )
(
Err(T )
)
= O
(
Err(T )
)
. Therefore(
λ(sT , T )−
(
λ(sT ,∞)− βT
)) · P(sT ,T )(g(sT ,∞) − v(sT ,∞)) =
O
(
Err(T )
)
= O(T−(2sT−1)) · (O(|sT − 1|) +O(T−(2sT−1))).
The statement follows because P(sT ,T )(v(sT ,∞)) = O(T
−(2sT−1)), while on the other hand
P(sT ,T )(g(sT ,∞)) is close to g(1,∞). 
9.6. Asymptotic of βT . In this section we prove that there exists a strictly positive uniform
constant β > 0 such that
βT =
β
T
+ o(T−1).
Independent covering arguments give a fist row lower bound on |sT − 1|. For example
Theorem 1.1 in [MarTrWe], translated into the setting of Fuchsian groups, gives
|sT − 1| = o(T−1/2).
Lemma 9.14. We have
βT =
∫
∆(1,T )g(1,∞)dµ(1,∞) + o(T
−1).
Proof. Recall that g(sT ,∞) − g(1,∞) = O
(‖P(sT ,∞) − P(1,∞)‖∗) and that
P(sT ,∞) − P(1,∞) = O
(‖L(sT ,∞) − L(1,∞)‖∗) = O(|sT − 1|).
We have the development βT · g(sT ,∞) = βT · g(1,∞) + o(T−1), because
βT · (g(1,∞) − g(sT ,∞)) = O(|sT − 1| · T−4/5) = o(T−1).
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On the other hand βT · g(sT ,∞) = P(sT ,∞)∆(sT ,T )(g(sT ,∞)), moreover the three terms
∆(sT ,T )(g(sT ,∞) − g(1,∞)) ; (∆(1,T ) −∆(sT ,T )) ; (P(sT ,∞) − P(1,∞))
)
∆(1,T )
are of the order of |sT−1| ·T−3/5 = o(T−1), where in particular ‖∆(1,T )−∆(sT ,T )‖∗ is bounded
by Lemma 9.4. Therefore the Lemma follows comparing the development above with
βT · g(sT ,∞) = P(sT ,∞)∆(sT ,T )(g(sT ,∞)) = P(sT ,∞)∆(sT ,T )(g(1,∞)) + o(T−1)
= P(sT ,∞)∆(1,T )(g(1,∞)) + o(T
−1) = P(1,∞)∆(1,T )(g(1,∞)) + o(T
−1).

Lemma 9.15. There exists the limit
β := lim
T→+∞
T ·
∫
∆(1,T )g(1,∞)dµ(1,∞).
Moreover β > 0 strictly.
Proof. For simplicity, write g := g(1,∞) and µ := µ(1,∞). According to Lemma 3.5 and
Lemma 3.6, for any W ∈ V(a, T ) there exist k ∈ N, a parabolic word P and a cuspidal word
V ∈ W(a) which is an initial factor of P , such that
(9.9) W = P (k) ∗ V where P (k) := P ∗ · · · ∗ P︸ ︷︷ ︸
k times
.
The set P(a) of parabolic words P as above is finite (with cardinality bounded by twice the
number of vertices of ΩD). For P ∈ P(a) let I(P ) be the set of initial factors of P , which
is obviously a finite set with cardinality the number of letters of P = (a1, . . . , ap) (here the
empty word counts as a factor).
Fix P ∈ P(a) and let ξP be the vertex of ΩD which is the parabolic fixed point of FP . For
W = P (k) ∗ V the arc [W ]E shrinks to ξP as k → ∞. Moreover we have FW (ξ) ∈ [W ]E for
any ξ ∈ Dom(W ). Since g ∈ B, then there exist the limits of g(ξ) for ξ → ξP either from
the left or from the right. Denote these two limits as g
(
ξP , ε(P )
)
, in terms of the symbol
ε(P ) ∈ {L,R}. The discussion above implies that the limit below exists:
lim
k→∞
g
(
FP (k)∗V · ξ
)
= g
(
ξP , ε(P )
)
.
Let µ > 0 be such that F kP is conjugated in SL(2,C) to z 7→ 2kµ. Then in the notation
of Equation (2.1), the entries α = α(F kP ) and β = β(F
k
P ) are given by α = 1 + ikµ and
β = ikµ · ξP . For ξ ∈ Dom(P ) standard algebra gives −α/β = −ξP ·
(
1 + ikµ
ikµ
)
, and thus
|DξF kP | =
1
k2
· 1∣∣ξ + ξP(1− i(kµ)−1)∣∣2 .
For N ∈ N∗ we have the identity 1 = N ·∑∞k=n (k(k + 1))−1. This implies that if ak is
a sequence in C with ak → λ for k → ∞, then N ·
∑∞
k=N ak · k−2 → λ as N → ∞. The
discussions above, and this last remark, imply that for any P ∈ P(a), any V ∈ I(P ) and
any ξ ∈ Dom(W = P (k) ∗ V ) we have
lim
N→∞
N ·
∞∑
k=N
|DFV (ξ)F kP | · g(FP (k)V ξ) =
g
(
ξP , ε(P )
)
∣∣FV (ξ) + ξP ∣∣2 .
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The limit in the statement is equal to
∑
a∈A
(
limT→∞
∫
[a]
fa,Tdµ
)
, where for any fixed
a ∈ A we consider the function fa,T : [a]→ R+ defined by
fa,T (ξ) := T ·
∑
W∈V(a,T )
|DξFW | · g(FW ξ).
Fix a ∈ A and for any W ∈ V(a, T ) consider its decomposition W = P (k) ∗ V as in
Equation (9.9). According to their definition in Equation (4.2), the geometric lengths |P |
and |W | satisfy the relation ∣∣|W | − k · |P |∣∣ ≤ C, where C > 0 is some uniform constant.
Letting N(P, T ) be the integer part of T · |P |−1, the discussion above and the estimate in
Lemma 8.2 give
fa,T (ξ) =
∑
P∈P(a)
∑
V ∈I(P )
|P | ·N(P, T ) ·
∞∑
k=N(P,T )
|DFV (ξ)F kP | · |DξFV | · g(FP (k)V ξ) +O(T−2)
=
∑
P∈P(a)
∑
V ∈I(P )
|P | · g(ξP , ε(P ))∣∣FV (ξ) + ξP ∣∣2 +O(T−1).
The expression above is integrable, because FV (ξ) ∈ [V ]E and the latter is close to ξP , thus
bounded far away from −ξP , so that the denominator is bounded and hence integrable. The
existence of the limit β follows. Moreover β > 0 strictly because g is strictly positive. 
9.7. End of the proof of Theorem 4.3. Combining Proposition 9.12 and Proposition 9.13
we get
1 = λ(sT , T ) = λ(sT ,∞)− βT +O(T−(2sT−1)) ·
(
O(|sT − 1|) +O(T−(2sT−1))
)
=
1 + δ(sT − 1) +O(|sT − 1|2)− βT +O(T−(2sT−1)) ·
(
O(|sT − 1|) +O(T−(2sT−1))
)
,
that is
(9.10) sT = 1 +
βT
δ
+O(|sT − 1|2) +O(T−(2sT−1)) ·
(
O(|sT − 1|) +O(T−(2sT−1))
)
.
Recall from § 9.6 that |sT − 1| = o(T−1/2). In particular 2sT − 1 > 4/5 and the expression
in Equation (9.10) turns into
sT = 1 +
βT
δ
+ o(T−1) = 1−
(
β
−δ
)
· 1
T
+ o(T−1),
where β > 0 is the constant in Lemma 9.15. Therefore Theorem 4.3 follows from Lemma 9.14
and Lemma 9.15. The explicit form of the constant Θ in Theorem 4.3 (and Theorem 1.3) is
(9.11) Θ =
β
−δ =
limT→∞ T ·
∫
∆(1,T )g(1,∞)dµ(1,∞)
− ∫ A∞g(1,∞)dµ(1,∞) .
The proof of Theorem 4.3 is complete. This completes the proof of Theorem 1.3 too. 
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Appendix A. Proof of Dirichlet-Patterson Theorem
A.1. A family of disjoint horoballs. Let Γ be a non-uniform lattice in SL(2,R) with ∞
as parabolic fixed point. Let P ∈ Γ be a primitive parabolic element with P · ∞ =∞. It is
a well-known fact that there exists a constant c(Γ) > 0 such that
(A.1) |c(G)| ≥ c(Γ) for any G ∈ Γ \ 〈P 〉.
From this fact it is easy to derive Lemma A.1 below.
Lemma A.1. Let Γ be a Fuchsian group and P ∈ Γ be a primitive parabolic element fixing
∞ as above. Then for all T ≥ 1
c(Γ)
and all G1, G2 ∈ Γ the following holds.
(1) If G−12 ·G1 ∈ 〈P 〉 then
G1(HT ) = G2(HT ).
(2) Otherwise
G1(HT ) ∩G2(HT ) = ∅.
For fixed T ≥ c(Γ)−1 the punctured disc U := 〈P 〉\HT is isometrically embedded in Γ\H
and gives a so-called Margulis neighborhood of the cusp [∞].
Fix a family S = {A1, . . . , Ap} of elements of SL(2,R) such that the points zk = Ak · ∞
with k = 1, . . . , p given by Equation (1.4) form a complete set of inequivalent parabolic fixed
points for Γ. For any k = 1, . . . , p let Γk := A
−1
k ΓAk be the corresponding conjugated of Γ in
SL(2,R). Consider any k ∈ {1, . . . , p} and observe that G ∈ Γ fixes zk = Ak · ∞ if and only
if A−1k GAk ∈ Γk fixes∞. Thus let Pk ∈ Γk be the primitive parabolic element which fixes∞
and Tk > 0 be the constant, specific of Γk, such that 〈Pk〉\HTk is a Margulis neighborhood
of the cusp [∞] in Γk\H. The map Ak : H→ H, z 7→ Ak · z descends to a map
Ak : Γk\H→ Γ\H , Γkz 7→ ΓAk · z,
and a Margulis neighborhood of the cusp [zk] in Γ\H is given by the image
Uk := Ak(〈Pk〉\HTk) = 〈AkPkA−1k 〉\(AkHTk),
which is of course an isometrically embedded punctured disc. As in § 4.3, for any G ∈ Γ,
any k = 1, . . . , p and any T > 0 define the balls
Bk(G, T ) := G · Ak(HT ),
where we observe that Bk(G, S) ⊂ Bk(G, T ) if S ≥ T .
Proposition A.2. There exist constants T > 0 and δ with 0 < δ < 1, depending on Γ, such
that the following holds.
(1) The joint family {Bk(G, T ) : G ∈ Γ, k = 1, . . . , p} is a family of disjoint balls, that is
we have
Bk(G, T ) ∩ Bj(F, T ) 6= ∅ ⇒ G = F and j = k.
(2) We have
H =
p⋃
k=1
⋃
G∈Γ
Bk(G, δ · T ).
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Proof. For any k = 1, . . . , p let Pk ∈ Γk be the primitive parabolic elements and Tk > 0 be
the positive real numbers introduced above. Then consider any T > 0 with
T ≥ max{T1, . . . Tp}.
Since T ≥ Tk, then 〈Pk〉\HT is a Margulis neighborhood of the cusp [∞] in Γk\H, and
therefore Uk := 〈AkPkA−1k 〉\(AkHT ) is a Margulis neighborhood of the cusp [zk] in Γ\H for
any k = 1, . . . , p. According to Lemma A.1, {Bk(G, T ) : G ∈ Γ} is a family of disjoint balls
for any k = 1, . . . , p. Then the first part of the Proposition follows because the Margulis
neighborhoods U1, . . . ,Up are mutually disjoint in Γ\H.
In order to prove the second part, let Ω be a fundamental domain for Γ and let B ⊂ Γ
be a finite set such that, for any vertex ξ of Ω, there exist unique G ∈ B and k = k(G) =
1, . . . , p with ξ = G · zk. Clearly B has as many elements as the number of vertices of Ω.
Moreover {G · zk(G) : G ∈ B} contains a complete set of parabolic fixed points. The set
Ω \⋃G∈BBk(G)(G, T ) is relatively compact in H, then if δ is small enough we have
Ω \
⋃
G∈B
Bk(G)(G, δ · T ),
where the closure is taken in H. The second part of the Proposition follows because
H =
⋃
G∈Γ
G(Ω) =
⋃
G∈Γ
⋃
G∈B
Bk(G)(G, δ · T ) =
p⋃
k=1
⋃
G∈Γ
Bk(G, δ · T ).

A.2. End of the proof of Dirichlet-Patterson Theorem. We first prove the useful
Lemma below.
Lemma A.3. Fix real numbers R > 0 and ∆ with 0 < ∆ < R. Consider the euclidian ball
B := {(x, y) ∈ R2 : x2 + (y − R)2 ≤ R2} centered at (0, R) with radius R. Let (x0, y0) ∈ B
be such that y0 ≤ ∆. Then
x20 + y
2
0 ≤ 2R∆.
Proof. Assume without loss of generality that (x0, y0) belongs to the intersection between the
circle ∂B := {(x, y) ∈ R2 : x2+(y−R)2 = R2} and the horizontal line {(x, y) ∈ R2 : y = ∆}.
Then we have √
x20 + y
2
0 = 2R sin(θ/2),
where θ is the angle between the rays connecting the center (0, R) of B with the boundary
points (0, 0) and (x0, y0). The Lemma follows observing that we have θ/2 = β, where β
is the angle between the two segments connecting (0, 0) to (x0, 0) and (x0, y0) respectively,
which satisfies the relation
sin(β) :=
y0√
x20 + y
2
0
=
∆√
x20 + y
2
0
.

Recall the notation of the previous § A.1. Let Ω be a fundamental domain for Γ. Let
T > 0 and 0 < δ < 1 be the constants in Proposition A.2. Recall that we assume that ∞
is a parabolic fixed point of Γ, that is we set a normalization on the set S = {A1, . . . , Ap}
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assuming that A1 = Id. Let cΓ > 0 be the constant as in Equation (A.1). In particular,
since T ≥ c−1Γ , then we have either G(HT ) = HT or G(HT ) ∩HT = ∅. Finally set
Q0 :=
√
cΓ ·M where M := 1
δ · T .
For G ∈ Γ and k = 1, . . . , p let BG,k := Bk(G,M) be the balls as in the second part of
Proposition A.2. Observe that any BG,k is a standard euclidian ball if and only if c(GAk) 6= 0
and in this case, according to Equation (4.3), its diameter is given by
Diam(BG,k) =
M
c(GAk)2
.
Fix any Q > Q0 and any α ∈ R, then set
zα := α +
M
Q2
· i ∈ H.
By the second part of Proposition A.2 there exist G ∈ Γ and k ∈ {1, . . . , p} such that
zα ∈ BG,k. We have
Im(zα) =
M
Q2
≤ M
Q20
=
1
cΓ
≤ T,
therefore zα 6∈ HT , and the discussion above imply c(GAk) 6= 0. Moreover by construction
we have |c(G)| ≤ Q, indeed
M
c(GAk)2
= Diam(BG,k) ≥ Im(zα) = M
Q2
.
The Patterson-Dirichlet Theorem follows recalling that Bk,G is tangent to the real line at
G · zk = GAk · ∞, so that Lemma A.3 above implies
|zα −GAk · ∞|2 ≤ M
c(GAk)2
· M
Q2
and therefore
|α−G · zk|2 = |α−GAk · ∞|2 = |zα −GAk · ∞|2 − |zα − α|2 ≤ M
c(GAk)2
· M
Q2
− M
2
Q4
=
M2
Q2
·
(
1
c(GAk)2
− 1
Q2
)
=M2 · Q
2 − c(GAk)2
Q2
· 1
c(GAk)2 ·Q2 ≤
M2
c(GAk)2 ·Q2 . 
Appendix B. Some basic facts on spectra and projectors
We recall some facts on spectral properties of bounded linear operator. For more details
one can see for example § III.6 in [Kato].
B.1. Spectrum and spectral projectors. Let (B, ‖·‖) be a Banach space and L : B → B
be a bounded linear operator. The resolvent set of L is the set R(L) of complex numbers
z ∈ C such that L− zId : B → B is an invertible operator (with bounded inverse). The set
sp(L) := C \ R(L) is called the spectrum of L. The spectral radius ρ(L) of L is defined by
ρ(L) := sup{|z| : z ∈ sp(L)}.
61
The spectrum sp(L) of a bounded linear operator L is always a compact subset of C. The
resolvent set R(L) is thus open and we have the resolvent map
R(L, ·) : R(L)→ L(B,B) ; R(L, z) := (L− zId)−1,
where L(B,B) denotes the space of bounded linear maps from B to B. For z ∈ R(L) the
bounded linear operator R(L, z) : B → B is called the resolvent of L. The resolvent map is
holomorphic, meaning that for any z ∈ R(L) and any h ∈ C small enough we have
R(L, z + h) = R(L, z) + h ·R2(L, z) + ho(h).
The facts above can be derived simply from the first resolvent equation: for any z, z′ ∈ R(L)
we have
R(L, z)−R(L, z′) = (z − z′)R(L, z)R(L, z′).
If Σ,Σ′ are two compact subsets of C with Σ ∩ Σ′ = ∅ and sp(L) = Σ ∪ Σ′, then consider
a smooth oriented loop γ in R containing Σ in its interior. Then the spectral projector for
Σ is the linear operator let P : B → B defined by
(B.1) P :=
−1
2πi
∫
γ
R(L, z)dz.
Since z 7→ R(L, z) is holomorphic, the map P : B → B does not depend on the specific
choice of γ. Moreover one can verify that P is a projection, that is P 2 = P , that we have
P ◦ L = L ◦ P , and that P is bounded. More precisely the continuity of the resolvent map
implies M := supz∈γ ‖R(L, z)‖ < +∞, and thus ‖P‖ ≤ |γ| ·M . Obviously (Id−P ) : B → B
is also a projection which commutes with L, with norm satisfying ‖Id−P‖ ≤ 1+‖P‖. Thus
setting N := ker(P ) and V := ker(Id− P ) we have
B = N ⊕ V with L(N) ⊂ N and L(V ) ⊂ V.
For z ∈ R(L) the map R(L, z) : B → B is bijective continuous and satisfies the relation
P ◦R(L, z) = R(L, z)◦P . Hence the restrictions R(L, z)|N : N → N and R(L, z)|V : V → V
are bijective continuous and it follows that
R(L|N , z) = R(L, z)|N and R(L|V , z) = R(L, z)|V for any z ∈ R(L).
Moreover one can prove that sp(L|N) = Σ′ and sp(L|V ) = Σ. More details on the can be
found in § III.6.4 in [Kato].
B.2. Stability of spectral decompositions. Let L0, A : B → B be bounded linear op-
erators. Assume that L0 is invertible and that ‖A‖ · ‖L−10 ‖ < 1. Then ‖A ◦ L−10 ‖ < 1 and
thus −1 ∈ R(A ◦L−10 ), so that (Id+A ◦L−10 ) : B → B is bounded invertible. It follows that
L0 + A is bounded invertible, indeed
L0 + A = (Id + A ◦ L−10 ) ◦ L0.
Let L : B → B be a bounded linear operator and apply the construction above to A := L−L0.
In particular, if z ∈ R(L0) and ‖L− L0‖ < ‖R(L0, z)‖−1, then z ∈ R(L) too. Moreover, if
γ is a closed smooth path in R(L0), then continuity of z 7→ R(L0, z) implies
M0 := sup
z∈γ
‖R(L0, z)‖ < +∞,
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and therefore γ ⊂ R(L0) ∩ R(L) provided that ‖L − L0‖ ≤ M−10 . Furthermore, for any
z ∈ R(L0) ∩R(L) we have
(L0 − zId)(L− zId)
(
R(L0, z)−R(L, z)
)
= (L− L0) + (L0L− LL0)R(L0, z).
From L0L− LL0 = L0L− L20 + L20 − LL0 we get ‖L0L− LL0‖ ≤ 2‖L0‖ · ‖L− L0‖, so that
‖R(L0, z)−R(L, z)‖ ≤ ‖R(L, z)‖ · ‖R(L0, z)‖ · (1 + 2‖L0‖) · ‖L− L0‖.
Therefore the stronger condition ‖L − L0‖ < (2M0)−1 implies that for any z ∈ γ and any
v 6= 0 we have
‖(L− zId)(v)‖ ≥ ‖(L0 − zId)(v)‖ − ‖(L− L0)(v)‖ ≥ ‖v‖‖R(L0, z)‖ −
‖v‖
2M0
≥ ‖v‖
2M0
,
that is supz∈γ ‖R(L, z)‖ ≤ 2M0. Thus, setting M1 := 2M20 · (1 + 2‖L0‖), we get
sup
z∈γ
‖R(L0, z)− R(L, z)‖ ≤M1 · ‖L− L0‖.
Therefore if P0 and P are the spectral projectors along γ associated respectively to L0 and
L via Equation B.1, then we have
‖P − P0‖ ≤ |γ| ·M1 · ‖L− L0‖.
Finally, if ‖L−L0‖ is small enough to have ‖P −P0‖ < 1, then there exists an isomorphism
G : B → B such that P = GP0G−1 (see [Kato], pages 33-34). In particular G sends the
spectral decomposition B = N0 ⊕ V0 onto the spectral decomposition B = N ⊕ V , thus
dimN = dimN0 and dimV = dimV0. Moreover we have
G− Id = O(‖P0‖ · ‖P − P0‖) and G−1 − Id = O(‖P0‖ · ‖P − P0‖).
B.3. Quasi compact operators. Recall from [Henn] the notion of quasi compact operator.
The essential spectral radius ρ′ess(L) of a bounded linear operator L : B → B is the infimum
of those r ≥ 0 such that there exists subspaces N, V of B such that the following holds.
(1) We have B = N ⊕ V with L(N) ⊂ N and L(V ) ⊂ V .
(2) We have 1 ≤ dim V < +∞ and the restriction L|V has only eigenvalues λ of modulus
|λ| ≥ r.
(3) The subspace N is closed and the restriction has spectral radius ρ(L|N ) < r.
The operator L : B → B is said quasi compact if ρ′ess(L) < ρ(L) strictly.
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