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Sanchis López, Catedrático de Universidad de Análisis Matemático, y Juan
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temático, del Departamento de Matemáticas de la Universitat Jaume I de
Castellón, por haber depositado su confianza en mi y por su inestimable
aportación cient́ıfica y humana, sin la cual no hubiese sido posible la realiza-
ción de esta memoria.
Es también mi deseo agradecer al Departamento de Matemáticas de la
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topoloǵıa de la convergencia de nivel. . . . . . . . . . . . . . . 103
5.3. Ejemplo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6. Aproximación de funciones difusas continuas mediante redes
neuronales 111
6.1. Aproximación mediante redes neuronales de funciones difusas
continuas con la topoloǵıa de la convergencia uniforme . . . . 112
6.2. Aproximación mediante redes neuronales difusas y sumas de
funciones radiales difusas con la topoloǵıa de la convergencia
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Caṕıtulo 1
Introducción
Existen datos que no tienen una definición precisa, como por ejemplo,
“ser joven”, “temperatura alta”, “estatura media”, “estar cerca de”, etc. En
1965, y como posible solución a estos problemas, el profesor Lofti Zadeh, de
la Universidad de California, en Berkeley, introdujo, en un art́ıculo titulado
“Fuzzy Sets”, los conjuntos difusos (o borrosos) como una extensión de los
conjuntos clásicos, mediante los cuales podemos manipular información que
tiene un alto grado de incertidumbre. En dicho art́ıculo, L. Zadeh presenta
unos conjuntos sin ĺımites precisos, los cuales, según él, juegan un papel
importante en el reconocimiento de formas, interpretación de significados,
y especialmente en la abstracción, la esencia del proceso del razonamiento
humano.
Aśı pues, los conjuntos difusos son una generalización de los conjuntos
clásicos que nos permiten describir nociones imprecisas. De este modo, la
pertenencia de un elemento a un conjunto pasa a ser cuantificada median-
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te un “grado de pertenencia”. Dicho grado toma un valor en el intervalo
[0,1]; si este grado toma el valor 0 significa que el elemento no pertenece al
conjunto, si es 1 pertenece al conjunto y si es otro valor del intervalo (0,1),
pertenece con cierto grado al conjunto. En lugar del intervalo [0,1], también
se suelen considerar otros conjuntos ordenados más generales. Actualmente,
los conjuntos difusos se utilizan en multitud de campos como, por ejemplo,
en ciencias de la computación, en control inteligente, en teoŕıa de la decisión,
etc.([81]).
En [17], D. Dubois y H. Prade introdujeron un tipo particular de conjun-
tos difusos que generalizan el concepto de número real: los números difusos,
que denotaremos por E1 (en el Caṕıtulo 3 pueden encontrarse las definiciones
formales de los conceptos utilizados en esta introducción). Desde entonces, los
fundamentos del Análisis Difuso se han desarrollado alrededor de los núme-
ros difusos de forma análoga a como se desarrolló la teoŕıa del Análisis Real
alrededor de los números reales. En 1986, R. Goetschel y W. Voxman ([32])
establecieron una caracterización de los números difusos basada en los lla-
mados λ-cortes, la cual ha impulsado enormemente el desarrollo del Análisis
Difuso.
Aśı pues, el espacio de los números difusos, E1, ha recibido mucha atención
en la literatura recientemente y, en particular, el estudio de las propiedades
topológicas inducidas, básicamente, por las distintas métricas con las que se
puede dotar a E1. De entre ellas, la más estudiada es la métrica supremo,
d∞. De hecho, se sabe que dicha métrica es invariante por traslaciones y
que (E1, d∞) es completo y no es ni separable ni localmente compacto ([40]).
También se ha probado una versión del Teorema de Bolzano-Weierstrass en
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(E1, d∞) ([22]) sobre las condiciones que debe cumplir una sucesión para
que posea una subsucesión convergente. Cabe destacar que en ([22, Theo-
rem 2.4]) se dio una caracterización incorrecta de los subconjuntos compactos
de (E1, d∞) que fue corregida en [24].
El espacio de los números difusos también se puede dotar de otras métri-
cas, como por ejemplo, la métrica endográfica ([19],[34]) y la métrica de
Skorokhod ([43]). Entre otros resultados, cabe mencionar que E1 dotado de
la métrica endográfica es separable pero no completo ([19]); si lo dotamos
de la métrica de Skorokhod, el espacio topológico resultante es separable y
topológicamente completo ([43]). También es interesante comentar que los
subespacios compactos de E1 han sido caracterizados para estas dos métricas
([19], [43]).
Una alternativa a las topoloǵıas inducidas en E1 por las métricas que aca-
bamos de mencionar es la topoloǵıa de la convergencia de nivel, τl, basada
en los λ-cortes. Se ha demostrado que (E1, τl) es un espacio de Hausdorff,
primer numerable ([20]), separable y de Lindelöf [24]. Se sabe que dotado de
su uniformidad natural, es decir, la uniformidad puntual, el espacio uniforme
resultante no es un espacio uniforme completo. Una descripción de su comple-
ción se puede encontrar en [24]. Cabe destacar también que los subconjuntos
compactos admiten una caracterización sencilla en este contexto ([24, Theo-
rem 2.3]) y que en [21] se da una condición necesaria y suficiente para que una
red de números difusos sea convergente en la topoloǵıa de la convergencia de
nivel, τl, la cual facilita su comparación con la d∞-convergencia.
Al igual que sucede en el Análisis Real ([31]), las funciones difusas, es de-
cir, las funciones de la forma f : X −→ E1, donde X es un espacio topológico,
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forman el núcleo central de la teoŕıa ([11],[48]). La principal diferencia de este
tipo de funciones respecto a la funciones que toman valores reales es el hecho
de que los números difusos no forman un espacio vectorial, lo cual condiciona
todos los resultados y, sobre todo, las demostraciones. El estudio de las fun-
ciones difusas se ha desarrollado, principalmente, alrededor de varias lineas
de investigación:
El estudio de los diferentes conceptos de diferenciabilidad de funciones
difusas y sus aplicaciones a los problemas de optimización difusa ([33],
[69]).
Las ecuaciones diferenciales difusas, que han resultado ser la forma
natural de modelizar problemas f́ısicos y de ingenieŕıa en contextos
donde los parámetros son imprecisos o incompletos, lo que suele ser lo
habitual ([7], [44]).
En relación con los puntos anteriores, la introducción de una definición
consistente del concepto de integral difusa ([54], [57], [77], [82]).
Las propiedades topológicas del espacio de las funciones difusas conti-
nuas dotado de distintas topoloǵıas ([22]).
El problema de la aproximación de funciones difusas continuas, bási-
camente utilizando la capacidad aproximativa de las redes neuronales
difusas ([35], [52]).
Puesto que esta memoria se centra en los dos últimos puntos, vamos a
describir brevemente el .estado del arte”de ambos.
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La literatura en cuanto a las propiedades topológicas de los espacios de
funciones difusas es muy reducida. De hecho, básicamente sólo se han es-
tudiado problemas tipo Arzelà-Ascoli en este contexto. En concreto, Fang
y Xue ([22]) presentan una caracterización de los subconjuntos compactos
del espacio C(K, (E1, d∞)), K un espacio compacto métrico, dotado de la
métrica supremo D. Desafortunadamente, esta caracterización no es correc-
ta porque se basa, como hemos comentado antes, en una descripción errónea
de los subconjuntos compactos de (E1, d∞). En ese mismo art́ıculo también se
prueba que (C(K, (E1, d∞)), D) es un espacio métrico completo. También se
han estudiado ciertas propiedades del espacio C(K, (E1, d∞)) dotado de la to-
poloǵıa puntual, donde en este caso K es un espacio topológico de Tychonoff
([40]).
Por otra parte, la Teoŕıa de la Aproximación es una rama del Análisis
Matemático que estudia los métodos que permiten aproximar ciertas funcio-
nes por otras más simples o manejables y analiza los errores que se cometen
en dichas aproximaciones. Sus oŕıgenes se remontan a los trabajos de P.L.
Chebyshev y K. Weierstrass en el siglo XIX sobre la aproximación de funcio-
nes continuas por polinomios, que completó M.H. Stone a principios del siglo
pasado en lo que se conoce como Teorema de Stone-Weierstrass. Desde en-
tonces la teoŕıa se ha desarrollado enormemente y de ello se han aprovechado
numerosos ámbitos de la ciencia. Dentro de este contexto, pero más recien-
temente, la capacidad aproximativa de las redes neuronales en el caso real
ha sido estudiada exhaustivamente por muchos autores desde finales de los
años ochenta ([23],[42],[49]). En términos generales, las redes neuronales se
implementan en todas las situaciones donde surgen problemas de previsión,
clasificación y control, y son particularmente útiles en muchos campos, como
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las finanzas, la medicina, la ingenieŕıa mecánica, la geoloǵıa, la informática,
etc. Además, dado que la naturaleza y el cerebro humano son inherentemen-
te difusos en sus caracteŕısticas, es natural pensar que la incorporación de
las redes neuronales al contexto difuso puede tener la capacidad de procesar
información difusa gracias a sus habilidades de aprendizaje, las cuales están
estrechamente relacionadas con sus capacidades de aproximación ([52]).
Sin embargo, en 1994, Buckley y Hayashi ([10]) estudiaron la capaci-
dad de aproximación de las redes neuronales difusas y probaron que, a dife-
rencia del caso real, las redes neuronales difusas regulares (RFNN) de tres
capas no aproximan uniformemente todas las funciones difusas continuas
f : R −→ (E1, d∞). De hecho, en 2000, Liu [51] demostró que las RFNN de
tres capas ni siquiera pueden aproximar las funciones continuas crecientes
difusas. Poco después, el propio Liu ([52]) probó que las RFNN de cuatro ca-
pas śı aproximan uniformemente las funciones difusas d∞-continuas siempre
que la red neuronal utilice una función de activación sigmoidal. Más reciente-
mente, Huang y Wu también han probado resultados similares para funciones
difusas que son continuas respecto a la topoloǵıa de la convergencia de nivel
([36]).
En esta tesis ahondamos en estos dos aspectos de los espacios de funciones
difusas que acabamos de describir. Es decir, por una parte analizamos ciertas
propiedades topológicas de dichos espacios de funciones como, por ejemplo,
su completitud, metrizabilidad y compacidad. Por otra parte, estudiamos la
aproximación de funciones difusas continuas, no solo utilizando redes neuro-
nales, sino probando resultados más generales, tipo Stone-Weierstrass.
La estructura de la memoria es la siguiente. En el Caṕıtulo 2 recordamos
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los conceptos topológicos básicos para facilitar la comprensión de la tesis.
El Caṕıtulo 3 está dedicado a introducir las definiciones rigurosas de los
concepto difusos que se utilizan en el resto de caṕıtulos. Lo dividimos en dos
partes. En la primera introducimos los conjuntos difusos; damos su definición
y explicamos en qué consisten las funciones de pertenencia. También enun-
ciamos algunas operaciones básicas de este tipo de conjuntos. La segunda
parte está dedicada a la herramienta básica de esta memoria: los números
difusos; vemos su definición y presentamos algunas de sus propiedades. Tam-
bién enunciamos el teorema de representación de Goetschel y Voxman, junto
con un ejemplo para facilitar su comprensión, y estudiamos la métrica más
utilizada en el espacio de los números difusos, es decir, la métrica supremo.
El caṕıtulo termina con la introducción de la topoloǵıa de la convergencia de
nivel, esto es, una topoloǵıa alternativa a las inducidas en E1 por la métricas
comentadas anteriormente.
En el Caṕıtulo 4 presentamos los primeros resultados de esta tesis. Con-
cretamente abordamos tres aspectos importantes de los espacios de funciones
difusas que son continuas respecto a la métrica supremo cuando están dotados
de las topoloǵıas más habituales en este contexto. Estudiaremos su comple-
titud, su metrizabilidad (para el caso clásico, véase [2]) y su compacidad.
Como acabamos de comentar, solo el último concepto, que está claramente
relacionado con el teorema de Ascoli, parece haber recibido cierta atención en
la literatura difusa (ver, por ejemplo, [22], [71]). El prototipo de tal resultado
en el Análisis Clásico fue probado por Ascoli en [6] y, de forma independien-
te, por Arzelà, quien reconoció la prioridad de Ascoli en [5]. Hoy en d́ıa, los
teoremas del tipo Ascoli abarcan el estudio de la compacidad (relativa) de
una familia de funciones dotadas de varias topoloǵıas y su literatura, en el
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caso clásico, es extensa. Las aplicaciones de estos resultados son numerosas
en diferentes contextos, sobre todo, en el de las ecuaciones diferenciales.
Los conceptos clave en nuestro enfoque son los subconjuntos acotados
de un espacio topológico y los αf -espacios. Por ese motivo, en el segundo
apartado de este caṕıtulo obtenemos una caracterización difusa de los sub-
conjuntos acotados y de los αf -espacios, y señalamos cómo aparecen dichos
espacios de una manera natural al considerar la completitud de los espacios
C(X, (E1, d∞)), X un espacio topológico, equipado con la topoloǵıa τα de la
convergencia uniforme en los miembros de un recubrimiento α de subconjun-
tos acotados de X. En el apartado 4, establecemos un criterio expĺıcito para
que Cτα(X, (E1, d∞)) sea metrizable. Finalmente, en el apartado 5 abordamos
el teorema de Ascoli difuso para espacios C(X, (E1, d∞)). Como consecuencia
de nuestros resultados mostramos que C(X, (E1, d∞)) dotado con la topoloǵıa
de la convergencia uniforme satisface el teorema de Ascoli difuso si, y solo si,
X es pseudocompacto. Este resultado corrije [22, Theorem 4.2] y generaliza
el teorema de Ascoli difuso a un marco más amplio. También presentamos
un resultado similar para funciones difusas que son continuas respecto a la
topoloǵıa de la convergencia de nivel.
Por otra parte, los Caṕıtulos 5 y 6 están dedicados al estudio de pro-
blemas de aproximación en los espacios de funciones difusas continuas. En
primer lugar (Caṕıtulo 5) presentamos una adaptación del Teorema de Stone-
Weierstrass al contexto difuso. Con este fin, introducimos el concepto de
envolvente convexa funcional de un conjunto de funciones difusas y lo utili-
zamos para dar una demostración constructiva de un resultado tipo Stone-
Weierstrass para funciones difusas continuas. También estudiamos la existen-
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cia de familias de funciones difusas continuas que interpolan cualquier con-
junto finito de puntos y que, además, son densas. Cabe destacar que estos
resultados se prueban para funciones difusas que son continuas tanto respec-
to a la métrica supremo como respecto a la topoloǵıa de la convergencia de
nivel.
En el Caṕıtulo 6, se aplican los resultados del caṕıtulo anterior para pro-
bar la capacidad aproximativa de la redes neuronales difusas activadas por
funciones muy generales. También se introducen las llamadas funciones ra-
diales que son una herramienta importante en la teoŕıa de la aproximación,
aunque todav́ıa no se hab́ıan utilizado en un contexto difuso. De hecho, el
término “función radial” apareció en el art́ıculo [53] que trata sobre un pro-
blema de aproximación en la tomograf́ıa computarizada. También surgen
naturalmente en varios campos, como en el de las ecuaciones en derivadas
parciales y en el de las redes neuronales ([50]).
En el último caṕıtulo resumimos los principales resultados obtenidos en





2.1. Definiciones previas y resultados clásicos
Sea X un conjunto no vaćıo. Una familia τ de subconjuntos de X se dice
que es una topoloǵıa en X si
1. X y el conjunto vaćıo, ∅, pertenecen a τ .
2. La unión de cualquier número (finito o infinito) de conjuntos en τ
pertenece a τ .
3. La intersección de dos conjuntos cualesquiera en τ pertenece a τ .
Al par (X, τ) se le llama espacio topológico. Los miembros de τ se dice que
son conjuntos abiertos.
Diremos que un subconjunto A de X es cerrado en (X, τ) si X \ A es
abierto en (X, τ).
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Sea A un subconjunto de un espacio topológico (X, τ). Llamaremos clau-
sura de A a la intersección de todos los cerrados que contienen a A y lo
denotaremos como clA.
Sea A un subconjunto de un espacio topológico (X, τ). Entonces se dice
que A es denso en X si clA = X.
Se dice que un espacio topológico es separable si contiene un subconjunto
denso y numerable.
Decimos que una función f : (X, τ)→ (Y, τ ′) es continua cuando f−1(B)
es abierto en (X, τ) si B es abierto en (Y, τ ′).
f |A representa la restricción de una función f a un subconjunto A de X.
Se dice que una función f : A → Y con A ⊆ X admite una extensión
continua a X (o que se extiende continuamente a X) si existe una función
continua g : X → Y tal que g |A= f , es decir, la restricción de g al subcon-
junto A coincide con f .
Sea I un conjunto y {Oi : i ∈ I}, una familia de subconjuntos de X. Sea A
un subconjunto de X. Entonces se dice que dicha familia es un recubrimiento
de A si A ⊆
⋃
i∈I Oi. Si cada Oi, i ∈ I, es un conjunto abierto en (X, τ),
entonces se dice que es un recubrimiento abierto de A.
Un subconjunto A de un espacio topológico (X, τ) se dice que es compacto
si cada recubrimiento abierto de A tiene un subrecubrimiento finito.
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Sea I un conjunto no vaćıo y {(Xα, τα) : α ∈ I} una familia de espacios
topológicos. La topoloǵıa para
∏
Xα que tiene como subbase la colección:
Sπ = {π−1α (Uα) : Uα ∈ τα, α ∈ I}
se llama topoloǵıa producto o topoloǵıa de Tychonoff para
∏
Xα y la denota-
mos como τπ. Al espacio topológico (
∏
Xα, τπ) se le llama espacio producto.
TEOREMA 2.1.1 (Teorema de Tychonoff) El producto de espacios com-
pactos es compacto y todo subconjunto cerrado incluido en un espacio com-
pacto es compacto.
DEFINICIÓN 2.1.2 Sean (X, τ) y (Y, τ1) dos espacios topológicos. Enton-
ces se dice que son homeomorfos si existe una función f : X → Y que tiene
las siguientes propiedades:
f es inyectiva (es decir, f(x1) = f(x2) implica x1 = x2).
f es sobreyectiva (es decir, para todo y ∈ Y existe un x ∈ X tal que
f(x) = y).
f y f−1 son continuas.
En ese caso, se dice que la función f es un homeomorfismo entre (X, τ) y
(Y, τ1) y escribiremos (X, τ) ∼= (Y, τ1).
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Un espacio topológico (X, τ) se dice que es pseudocompacto si cada fun-
ción continua f : (X, τ)→ R está acotada.
Un espacio topológico (X, τ) se dice que es de Hausdorff si dado cualquier
par de puntos distintos a, b en X, existen dos conjuntos abiertos U y V tales
que a ∈ U, b ∈ V y U ∩ V = ∅.
Sea (X, τ) un espacio topológico. Entonces se dice que (X, τ) es comple-
tamente regular si para cada x ∈ X y cada conjunto abierto U 3 x, existe
una función continua f : (X, τ) → [0, 1] tal que f(x) = 0 y f(y) = 1 para
todo y ∈ X \ U .
Un espacio completamente regular y de Hausdorff se dice que es un espacio
de Tychonoff.
A partir de ahora un espacio topológico (X, τ) lo designaremos simple-
mente por X si no es necesario hacer mención expresa de la topoloǵıa τ .
Aśımismo la palabra espacio designará un espacio topológico.
Si α es un recubrimiento de un espacio X, decimos que una función
f : X → Y
es αf -continua si la restricción de f a cada miembro de α se puede extender
a una función continua en X.
Sea α un recubrimiento formado por conjuntos acotados. Decimos que X
es hemi-α-acotado si hay una familia numerable A = {An : n ∈ N} ⊂ α tal
que X =
⋃
n∈NAn, y cualquier A ∈ α es un subconjunto de una unión finita
An1 ∪ An2 ∪ · · ·Ank de elementos de A.
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Una familia S de subconjuntos de un espacio topológico X se dice que es
localmente finita si para cada punto x en X existe un entorno Nx de x tal
que Nx intersecta como mucho a una subfamilia finita de S.
DEFINICIÓN 2.1.3 Una uniformidad en un conjunto X es una familia no
vaćıa U de subconjuntos de X ×X tal que:
1. Cada miembro de U contiene la diagonal.
2. Si U ∈ U , entonces U−1 ∈ U , donde U−1 = {(y, x) tales que (x, y) ∈
U}.
3. Si U ∈ U , entonces hay un V ∈ U tal que V 2 ⊆ U .
4. Si U ∈ U y V ∈ U , entonces U ∩ V ∈ U .
5. Si U ∈ U y U ⊆ V ⊆ X ×X, entonces V ∈ U .
El par (X,U) se llama espacio uniforme y cada miembro de U se llama un
entorno de la diagonal o una banda de la uniformidad.
Toda uniformidad U en un conjunto X define una topoloǵıa en X. De hecho,
para cada x ∈ X, sea Ux = {y ∈ X : (x, y) ∈ U}. La familia {Ux : x ∈
X} define una base de entornos en x para una topoloǵıa τU , es decir, un
subconjunto T de X es abierto en la topoloǵıa τU si, y solo si, para cada
x ∈ T existe un U ∈ U tal que Ux ⊆ T .
Un espacio topológico (X, τ) es uniformizable si existe una uniformidad
U en X tal que la topoloǵıa τU inducida por U coincide con τ .
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Un conjunto dirigido I es un conjunto ordenado tal que si α, β ∈ I,
entonces existe γ ∈ I tal que α, β ≤ γ.
Una aplicación φ de I en un conjunto X se denomina red y se denota por
{xα}α∈I , donde xα = φ(α).
Dado un espacio uniforme (X,U), se dice que una red {xα}α∈I es de
Cauchy si para todo U ∈ U existe γ0 ∈ I tal que (xα, xβ) ∈ U para todo
α, β ≥ γ0.
Una sucesión es un tipo particular de red, concretamente cuando I = N.
Dado un espacio uniforme (X,U), se dice que una red converge a x en τU
si para todo U ∈ U existe γ0 ∈ I tal que (xα, x) ∈ U para todo α ≥ γ0.
Diremos que un espacio uniforme (X,U) es completo si toda red de
Cauchy es convergente en τU .
2.1.1. Espacios métricos
DEFINICIÓN 2.1.4 Sea X un conjunto no vaćıo y d una función real de-
finida en X ×X tal que para a, b ∈ X:
1. d(a, b) ≥ 0 y d(a, b) = 0 si, y solo si, a = b.
2. d(a, b) = d(b, a).
3. d(a, c) ≤ d(a, b) + d(b, c), (desigualdad triangular) para todo a, b y c en
X.
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Entonces d se dice que es una métrica en X y (X, d) se denomina espacio
métrico. Si 1) pasa a ser 1’) d(a, b) ≥ 0 y d(a, a) = 0, entonces diremos que
d es una pseudométrica en X y (X, d) se denomina espacio pseudométrico.
Todo espacio métrico (X, d) define una uniformidad Ud. En particular sus
bandas son
Uε = {(x, y) : d(x, y) < ε},
con ε > 0.
Un espacio (X, τ) se dice que es metrizable si existe una métrica d en
el conjunto X con la propiedad de que τ es la topoloǵıa inducida por Ud o
equivalentemente, por la métrica d.
La siguiente propiedad es una propiedad importante de los espacios uni-
formes.
TEOREMA 2.1.5 ([18, Theorem 8.1.21]) Todo espacio uniforme con una
base numerable es metrizable.
Un espacio métrico (X, d) es completo si lo es para la uniformidad Ud.
Dado que una sucesión es un caso particular de red, los resultados de la
sección anterior se traducen de la siguiente manera:
Una sucesión {xn}n∈N en un espacio métrico (X, d) se dice que es de
Cauchy si dado cualquier número real ε > 0, existe un entero positivo, n0,
tal que para todos los enteros m,n ≥ n0, d(xm, xn) < ε. Además, converge a
x ∈ X si dado cualquier ε > 0, existe un natural n0 tal que para todo n ≥ n0,
d(x, xn) < ε y lo denotaremos como xn → x.
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PROPIEDAD 2.1.6 Sean (X, d) un espacio métrico y {xn}n∈N una suce-
sión en (X, d). Si existe un punto x0 ∈ X tal que la sucesión converge a x0,
es decir, xn → x0, entonces es una sucesión de Cauchy.
Un subconjunto A de un espacio (pseudo)métrico (X, d) es precompacto
si para todo ε > 0, hay un subconjunto finito {x1, x2, ..., xn} tal que A ⊆⋃n
i=1Bε(xi) donde, como es usual, Bε(xi) representa la bola de centro xi
y radio ε. Si A = X, entonces se dice que el espacio (pseudo)métrico es
precompacto o, simplemente, que la (pseudo)métrica d es precompacta.
TEOREMA 2.1.7 ([18]) En un espacio métrico completo, la clausura de un
subespacio precompacto es compacta.
Sean (X, d1) y (Y, d2) espacios métricos. Entonces, se dice que (X, d1)
es isométrico a (Y, d2) si existe una función biyectiva f : X → Y tal que
para todo x1 y x2 en X, d1(x1, x2) = d2(f(x1), f(x2)). Diremos que f es una
isometŕıa.
Sean (X, d1) y (Y, d2) espacios métricos y f una función de X en Y . Sea
Z = f(X), y d3 la métrica inducida en Z por d2. Si f : (X, d1)→ (Z, d3) es
una isometŕıa, entonces (X, d1) se dice que está isométricamente sumergido
en (Y, d2).
2.2. Topoloǵıas en espacios de funciones
En esta memoria F (X, (Y, d)) denotará el conjunto de las funciones de-
finidas entre un espacio X y un espacio métrico (Y, d). Para un recubri-
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miento α de X, denotaremos por τα la topoloǵıa de la convergencia unifor-
me en los miembros de α. Es un hecho conocido que ((F (X, (Y, d)), τα) es
un espacio de Tychonoff. Además, la familia de todos los subconjuntos de
F (X, (Y, d))× F (X, (Y, d)) de la forma
U(A, ε) =
{
(f, g) ∈ F (X, (Y, d))× (F (X, (Y, d)) : sup
a∈A
d(f(a), g(a)) < ε
}
,
para todo A ∈ α y todo ε > 0 es una subbase para una uniformidad Uα en
F (X, (Y, d)) que induce la topoloǵıa τα.
Cuando el recubrimiento α consiste en los conjuntos de la forma {x} con
x ∈ X se obtiene la topoloǵıa τp de la convergencia puntual. Si el recubri-
miento es α = {X} se obtiene la topoloǵıa τu de la convergencia uniforme.
Por último, obtenemos la topoloǵıa compacto-abierta, τco, si α es el recubri-
miento formado por los subconjuntos compactos de X.
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Caṕıtulo 3
Conjuntos y números difusos
Los conjuntos difusos son una generalización de los conjuntos clásicos que
nos permiten describir nociones imprecisas. De este modo, la pertenencia de
un elemento a un conjunto pasa a ser cuantificada mediante un “grado de
pertenencia”. Dicho grado toma un valor en el intervalo [0,1]; si este grado
toma el valor 0 significa que el elemento no pertenece al conjunto, si es 1
pertenece al conjunto y si es otro valor del intervalo (0,1), pertenece con
cierto grado al conjunto.
En [17], D. Dubois y H. Prade introdujeron un tipo particular de conjun-
tos difusos que generalizan el concepto de número real: los números difusos.
Desde entonces, se han desarrollado los fundamentos del Análisis Difuso alre-
dedor de los números difusos de forma análoga a como se desarrolló la teoŕıa





Sabemos que un conjunto es una colección de objetos bien especifica-
dos que poseen una propiedad común. Recordemos que se puede definir de
diversas formas:
Por enumeración de los elementos que lo componen. Para un conjunto
E finito, de n elementos, tendŕıamos, por ejemplo, la siguiente repre-
sentación: E = {a1, a2, ..., an}.
Por descripción anaĺıtica de una propiedad que caracterice a todos los
miembros del conjunto. Por ejemplo, A = {x ∈ R : x ≤ 7}.
Usando la función caracteŕıstica (también llamada función de pertenen-
cia) para definir sus elementos. Si llamamos µA : U → {0, 1} a dicha
función de pertenencia, siendo U el conjunto universal de posibles va-
lores que puede tomar nuestra variable x, tendremos que,
µA(x) =
{
1 si x ∈ A
0 si x 6∈ A
Aśı, un conjunto A está completamente definido por el conjunto de
pares:
A = {(x, µA(x)) : x ∈ U, µA(x) ∈ {0, 1}}.
EJEMPLO 3.1.1 Si U = {a, e, i, o, u} es el conjunto de las vocales del alfa-
beto y A = {a, i, u} un subconjunto del mismo, podŕıamos representarlos en
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la siguiente forma:
U = {(a, 1), (e, 1), (i, 1), (o, 1), (u, 1)}
A = {(a, 1), (e, 0), (i, 1), (o, 0), (u, 1)}
Para un conjunto difuso, sin embargo, la cuestión de pertenencia de un
elemento al conjunto no es un problema de “todo o nada”, sino que puede
haber diferentes grados de pertenencia. La función de pertenencia puede
tomar cualquier valor en el intervalo real [0,1].
DEFINICIÓN 3.1.2 Un conjunto difuso A se define como una función de
pertenencia µA : U → [0, 1] que enlaza o empareja los elementos de un
dominio o universo de discurso U con elementos del intervalo [0, 1] y queda
definido como:
A = {(x, µA(x)) : x ∈ U, µA(x) ∈ [0, 1]}.
Aśı, cualquier elemento x en U tiene grado de pertenencia µA(x) ∈ [0, 1].
EJEMPLO 3.1.3 Supóngase que alguien quiere describir la clase de ani-
males terrestres veloces. Algunos animales pertenecen definitivamente a esta
clase, como el guepardo o la gacela, mientras otros, como la tortuga o la
araña, no pertenecen. Pero existe otro grupo de animales para los que es
dif́ıcil determinar si son veloces o no. Utilizando notación difusa, el conjunto
difuso para los animales veloces seŕıa
{(Guepardo, 1), (Avestruz, 0.9), (Liebre, 0.8), (Gacela, 0.7), (Gato, 0.4), ...},
es decir, la liebre pertenece con grado de 0.8 a la clase de animales veloces,
la gacela con grado de 0.7 y el gato con grado de 0.4.
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Si se supone que C es un conjunto clásico finito {x1, x2, ..., xn}, Zadeh
propuso una notación más conveniente para conjuntos difusos. Aśı, otra forma
de escribir el conjunto de los animales veloces del ejemplo 3.1.3 seŕıa:
1/Guepardo+ 0.9/Avestruz + 0.8/Liebre+ 0.7/Gacela+ 0.4/Gato















donde el śımbolo de división no es más que un separador de los conjuntos de
cada par de elementos del conjunto, y el sumatorio es la operación de unión
entre todos los elementos del conjunto. Cuando U no es numerable, se escribe







EJEMPLO 3.1.4 La figura 3.1 muestra algunos conjuntos difusos definidos
en el universo de discurso Edad. Concretamente, se representan las funciones
de pertenencia de los conjuntos difusos “joven”, “maduro”, “viejo”.
Se puede ver que los conjuntos difusos se superponen, de manera que un
individuo podŕıa tener un grado de pertenencia en dos conjuntos: “joven” y
“maduro”, indicando que posee cualidades asociadas a ambos conjuntos. Por
ejemplo, una persona con 35 años tiene un grado de pertenencia 0.5 para el
conjunto “joven” y 0.5 para el conjunto “maduro”.
Algunos conceptos relacionados con los conjuntos difusos son:
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Figura 3.1: Ejemplo de conjuntos difusos
DEFINICIÓN 3.1.5 Un conjunto difuso A es convexo (en sentido difuso)
si
µA(αx+ (1− α)y) ≥ min(µA(x), µA(y))
para todo x, y ∈ U y para todo α ∈ [0, 1].
DEFINICIÓN 3.1.6 Dado un número λ ∈ [0, 1] y un conjunto difuso A,




1 cuando µA(x) ≥ λ,
0 en cualquier otro caso.
En definitiva, el λ-corte se compone de aquellos elementos cuyo grado de
pertenencia supera o iguala el umbral λ.
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3.1.2. Funciones de pertenencia
Lógicamente, la gráfica de una función de pertenencia asociada a un con-





1 si x = a,
0 si x 6= a.




0 si x ≤ a,
(x− a)/(m− a) si x ∈ (a,m],
(b− x)/(b−m) si x ∈ (m, b),
1 si x ≥ b.
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0 si x ≤ a,
2{(x− a)/(b− a)}2 si x ∈ (a,m],
1− 2{(x− a)/(b− a)}2 si x ∈ (m, b),
1 si x ≥ b.





0 si (x ≤ a) o (x ≥ d),
(x− a)/(b− a) si x ∈ (a, b],
1 si x ∈ (b, c),
(d− x)/(d− c) si x ∈ (b, d).
Figura 3.5: Ejemplo forma trapezoidal
3.1.3. Operaciones básicas con conjuntos difusos
Las operaciones más usadas en el contexto de los conjuntos difusos son
las siguientes:
Intersección: La intersección de dos conjuntos, A y B, es el conjunto
difuso definido por la función de pertenencia
µA∩B(x) = mı́n{µA(x), µB(x)}.
Unión: La unión de dos conjuntos difusos, A y B, es el conjunto difuso
definido por la función de pertenencia
µA∪B(x) = máx{µA(x), µB(x)}.
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El conjunto complementario: El conjunto complementario de A se deno-
ta por A, y es el conjunto difuso definido por la función de pertenencia
µA(x) = 1− µA(x).
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EJEMPLO 3.1.7 En la Figura 3.6 se observa un conjunto difuso A cuya
función de pertenencia es trapezoidal entre 5 y 8 (rojo), y otro triangular B
entorno al 4 (verde) y la intersección de ambos conjuntos difusos (el resultado
es la gráfica de color azul):
Figura 3.6: Ejemplo de intersección
La figura 3.7 muestra la unión de ambos conjuntos difusos (el resultado
es la gráfica de color azul):
La figura 3.8 muestra la negación del conjunto difuso A (el resultado es
la gráfica de color azul):
3.2. Números difusos
Introduciremos a continuación un caso particular de conjunto difuso lla-
mado número difuso, que es una extensión del concepto de número real y la
principal herramienta de esta memoria. Recordemos que R denota el conjunto
de los números reales y N el conjunto de los números naturales.
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Figura 3.7: Ejemplo de unión
Figura 3.8: Ejemplo de negación
Los números difusos proporcionan herramientas formalizadas para mane-
jar cantidades no precisas. De hecho, son conjuntos difusos en la recta real
y fueron introducidos en 1978 por Dubois y Prade ([17]), quienes también
definieron sus operaciones básicas.
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3.2.1. Definiciones básicas
A partir de ahora, nuestro universo es el conjunto de los números reales
y consideramos conjuntos difusos reales, es decir, aquellos cuya función de
pertenencia es de la forma:
u : R −→ [0, 1].
Denotamos por F (R) la familia de todos los conjuntos difusos de R.
Los conjuntos λ-cortes, ya definidos anteriormente, los representaremos
en este contexto por [u]λ, es decir, sea u ∈ F (R) y λ ∈ [0, 1], el conjunto λ-
corte de u se define de la siguiente forma:
[u]λ := {x ∈ R : u(x) ≥ λ}, λ ∈]0, 1],
donde u(x) es el grado de pertenencia.
El soporte de un conjunto difuso, que representaremos en este contexto




[u]λ = clR{x ∈ R : u(x) > 0}.
Es decir, el soporte es la clausura de los puntos donde la función u no
toma el valor 0. Hay que tener en cuenta que no tomamos [u]0 como {x ∈
R : u(x) ≥ 0} porque este último conjunto equivale a todo R, es decir,
{x ∈ R : u(x) ≥ 0} = R.
Definimos el conjunto de los números difusos, E1, como el subcon-
junto de elementos u de F (R) que satisfacen las siguientes propiedades ([17]):
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1. u es normal, es decir, existe al menos un x0 ∈ R donde u(x0) = 1.
2. u es convexo (en sentido difuso), es decir,
u(λx+ (1− λ)y) ≥ mı́n{u(x), u(y)}
para cualquier x, y ∈ R, λ ∈ [0, 1].
3. u es semicontinua superiormente, es decir, [u]λ es un conjunto cerrado
para todo λ.
4. [u]0 es un subconjunto compacto de R.
Figura 3.9: Ejemplo de número difuso
Por la condición de que la función de pertenencia sea semicontinua supe-
riormente podemos considerar los números reales R como un caso particular
de los números difusos definiendo r̃ como:
r̃(t) =
{
1 t = r
0 t 6= r
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Figura 3.10: Ejemplo de número real, expresado de forma difusa
para todo r ∈ R.
Es conocido que, para cada número difuso u, [u]λ es un subconjunto
compacto y conexo de R ([14]). Por lo tanto, es un intervalo compacto para
cualquier λ ∈ [0, 1] y podemos escribir [u]λ como:
[u]λ = [u−(λ), u+(λ)].
Como veremos en la subsección 3.2.3, un número difuso queda caracteri-
zado por sus λ-cortes.
3.2.2. Aritmética difusa y sus propiedades
Es importante, para las aplicaciones de los números difusos, tener la posi-
bilidad de realizar cálculos aritméticos con ellos. Debido al teorema de carac-
terización de Goetschel-Voxman, que presentaremos a continuación, la forma
más habitual de operar con ellos es la aritmética de intervalos ([17]). Aśı
pues, si tenemos I = [a, b] y J = [c, d] dos intervalos cerrados y acotados de
números reales, entonces:
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[a, b] + [c, d] = [a+ c, b+ d].
[a, b] · [c, d] = [mı́n(ac, ad, bc, bd),máx(ac, ad, bc, bd)].
[a, b]/[c, d] = [a, b] · [1/d, 1/c], donde d, c 6= 0.
λ([a, b]) = [λa, λb] para todo λ > 0.
Si u y v son dos números difusos, para 0 ≤ λ ≤ 1, designamos sus λ-cortes
por [u]λ = [u−(λ), u+(λ)] y [v]λ = [v−(λ), v+(λ)]. Entonces podemos operar
con ellos como sigue:
Si p = u+ v, entonces
[p]λ = [u−(λ) + v−(λ), u+(λ) + v+(λ)],
para 0 ≤ λ ≤ 1.
Si r = u · v, entonces
[r]λ = [u−(λ), u+(λ)] · [v−(λ), v+(λ)],
para 0 ≤ λ ≤ 1.
Si s = u/v, entonces
[s]λ = [u−(λ), u+(λ)] · [1/v+(λ), 1/v−(λ)],
para 0 ≤ λ ≤ 1, asumiendo que el cero no pertenece a [v]0.
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Las propiedades de la aritmética de intervalos nos permiten concluir la
siguiente proposición cuya demostración es rutinaria:
PROPOSICIÓN 3.2.1 La suma de los números difusos y el producto de un
número difuso por un número real positivo satisfacen las siguientes propie-
dades:
1. Conmutativa: u+ v = v + u para todo u, v ∈ E1.
2. Asociativa: u+ (v + w) = (u+ v) + w para todo u, v, w ∈ E1.
3. Elemento neutro: u+ 0̃ = u para todo u ∈ E1.
4. λ(µu) = (λµ)u para todo u ∈ E1 y para todo λ, µ > 0.
5. 0 · u = 0̃ para todo u ∈ E1.
6. λ(u+ v) = λu+ λv para todo u, v ∈ E1 y para todo λ > 0.
7. (λ+ µ)u = λu+ µu para todo u ∈ E1 y para todo λ, µ > 0.
DEFINICIÓN 3.2.2 Un cono es un conjunto no vaćıo C tal que a cada par
de elementos K y L de C le corresponde un elemento K + L, llamado suma
de K y L, de forma que la suma es conmutativa y asociativa, y existe en C
un único elemento 0, llamado vértice de C, tal que K + 0 = K, para cada
K ∈ C. Además, para cada par λ y K, donde λ ≥ 0 es un número real no
negativo y K ∈ C, corresponde un elemento λK, llamado el producto de λ y
K, de tal forma que la multiplicación es: (a)asociativa: λ(µK) = (λµ)K; (b)
1 ·K = K y (c) 0 ·K = 0 para cada K ∈ C; y además verifica las propiedades
distributivas: (a) λ(K + L) = λK + λL, y (b) (λ + µ)K = λK + µK, para
cada K,L ∈ C y λ ≥ 0, µ ≥ 0.
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Recordemos que un subconjunto A de C se denomina convexo si contiene
las combinaciones convexas de cada par de sus elementos, donde, como es
usual, dados dos puntos x, y ∈ A, la combinación convexa de x, y se define
como λx+(1−λ)y para todo λ ∈ [0, 1]. Dado un subconjunto A de C, se define
su envoltura convexa (cerrada) como el mı́nimo conjunto convexo (cerrado)
que lo contiene. La envoltura convexa de A la denotaremos por conv(A) y
la envoltura convexa cerrada por conv(A) .Si C es convexo, diremos que se
trata de un cono convexo.
Como consecuencia de la Proposición 3.2.1, podemos concluir inmediata-
mente el siguiente resultado.
COROLARIO 3.2.3 (E1,+, ·) tiene estructura de cono convexo.
3.2.3. Teorema de representación de Goetschel y Vox-
man
A continuación enunciamos el teorema de representación de Goetschel y
Voxman, una herramienta muy importante dentro de la teoŕıa de números
difusos pues nos permite hacer demostraciones en este campo utilizando solo
propiedades intŕınsecas, es decir, sin necesidad de utilizar estructuras exter-
nas como, por ejemplo, espacios de Banach, hiperespacios, etc. ([14]).
TEOREMA 3.2.4 (Teorema de representación de Goetschel y Voxman ([32]))
Si u ∈ E1 y [u]λ := [u−(λ), u+(λ)], λ ∈ [0, 1], entonces el par de funciones
u−(λ) y u+(λ) tiene las siguientes propiedades:
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1. u−(λ) es una función acotada, no decreciente y continua por la izquierda en
el intervalo ]0, 1];
2. u+(λ) es una función acotada, no creciente y continua por la izquierda defi-
nida en el intervalo ]0, 1];
3. u−(λ) y u+(λ) son funciones continuas por la derecha en λ = 0;
4. u−(1) ≤ u+(1).
Rećıprocamente, si un par de funciones α(λ) y β(λ) de [0, 1] en R satis-
facen las condiciones anteriores (1) − (4), entonces existe un único u ∈ E1
tal que [u]λ = [α(λ), β(λ)] para cada λ ∈ [0, 1].
El teorema anterior relaciona el estudio de los números difusos con el
estudio de funciones monótonas. En este contexto, pueden ser de interés las
técnicas desarrolladas en [28, 62].
NOTA 3.2.5 Sean u, v ∈ E1 y k ∈ R+. Definimos u+ v := [u−(λ), u+(λ)] +
[v−(λ), v+(λ)] y ku := k[u−(λ), u+(λ)]. Se sabe que E1 dotado con estas dos
operaciones naturales no es un espacio vectorial. De hecho (E1,+) no es un
grupo porque hay elementos que no tienen opuesto ([32]).
EJEMPLO 3.2.6 Sea u(x) un número difuso definido de la siguiente forma:
u(x)=

0 x /∈ [0, 1],









A continuación consideremos algunos de sus λ− cortes para algunos va-
lores de λ:
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Figura 3.11: Función u(x)
[u]
1
4 = {x ∈ R : u(x) ≥ 1
4
} = [0, 1],
[u]
1
5 = {x ∈ R : u(x) ≥ 1
5
} = [0, 1],
[u]
1
6 = {x ∈ R : u(x) ≥ 1
6
} = [0, 1],
[u]
3
4 = {x ∈ R : u(x) ≥ 3
4
} = [0, 1
2
].
Puede comprobarse que en este caso las funciones u−(λ) y u+(λ) resultan
ser de la siguiente forma:
u−(λ) = 0, u+(λ) =
{








3.2.4. La métrica supremo en E1
Vamos a considerar en E1 la siguiente métrica:
DEFINICIÓN 3.2.7 Para u, v ∈ E1, definimos
d∞(u, v) = sup
λ∈[0,1]






donde dH representa la métrica de Hausdorff.
Es rutinario comprobar que d∞ es una métrica en E1 y se denomina métri-
ca supremo. Además, (E1, d∞) es un espacio métrico completo ([16],[15]).
Obsérvese que, por la definición de d∞, R dotado de la topoloǵıa eucĺıdea
puede ser topológicamente identificado con el subespacio cerrado
R̃ = { x̃ : x ∈ R }
de (E1, d∞) donde x̃+(λ) = x̃−(λ) = x para todo λ ∈ [0, 1]. Como espacio
métrico, siempre consideraremos E1 equipado con la métrica d∞.
De la definición anterior se deduce que una sucesión un en E1 converge
a u si, y solo si, u+n (λ) converge a u
+(λ) uniformemente y u−n (λ) converge a
u−(λ) uniformemente. Es decir, la convergencia en (E1, d∞) es equivalente a
la convergencia uniforme de los extremos de los intervalos de nivel.








i=1 d∞(ui, vi) donde ui, vi son números difusos y
i = 1, ...,m.
2. d∞(ku, kv) = kd∞(u, v) donde u y v son números difusos cualesquiera y
k > 0.
3. d∞(ku, µu) ≤| k − µ | d∞(u, 0̃), donde u ∈ E1, k ≥ 0 y µ ≥ 0.




1.) Dados u1, u2, v1, v2 ∈ E1, resulta que
d∞(u1 + u2, v1 + v2) =
= sup
λ∈[0,1]
máx{| u−1 (λ)+u−2 (λ)−v−1 (λ)−v−2 (λ) |, | u+1 (λ)+u+2 (λ)−v+1 (λ)−v+2 (λ) |}.
Como
| u−1 (λ) + u−2 (λ)− v−1 (λ)− v−2 (λ) |≤| u−1 (λ)− v−1 (λ) | + | u−2 (λ)− v−2 (λ) |
y




máx{| u−1 (λ)+u−2 (λ)−v−1 (λ)−v−2 (λ) |, | u+1 (λ)+u+2 (λ)−v+1 (λ)−v+2 (λ) |} ≤
≤ sup
λ∈[0,1]
máx{| u−1 (λ)−v−1 (λ) | + | u−2 (λ)−v−2 (λ) |, | u+1 (λ)−v+1 (λ) | + | u+2 (λ)−v+2 (λ) |}.
Por otra parte,
d∞(u1, v1) + d∞(u2, v2) = sup
λ∈[0,1]
máx{| u−1 (λ)− v−1 (λ) |, | u+1 (λ)− v+1 (λ) |}+
+ sup
λ∈[0,1]
máx{| u−2 (λ)− v−2 (λ) |, | u+2 (λ)− v+2 (λ) |}.
Por comodidad vamos a renombrar algunas expresiones:
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α1 := | u−1 (λ)− v−1 (λ) | + | u−2 (λ)− v−2 (λ) |,
α2 := | u+1 (λ)− v+1 (λ) | + | u+2 (λ)− v+2 (λ) |,
α3 := máx{| u−1 (λ)− v−1 (λ) |, | u+1 (λ)− v+1 (λ) |},
α4 := máx{| u−2 (λ)− v−2 (λ) |, | u+2 (λ)− v+2 (λ) |}.
Entonces si α1 es el más grande de los αi para todo i = 1, ..., 4, y éste se
alcanza cuando | u−1 (λ) − v−1 (λ) | y | u−2 (λ) − v−2 (λ) | alcanzan sus valores
máximos, entonces α1 ≤ α3 + α4. El mismo razonamiento es válido si α2 es
el más grande de los αi para todo i = 1, ..., 4.
Aśı podemos concluir que
d∞(u1 + u2, v1 + v2) ≤ d∞(u1, v1) + d∞(u2, v2).
Por lo tanto, el resultado es cierto para m = 2. El resultado para un m
arbitrario se deduce del resultado anterior y del hecho de que la suma de dos
números difusos es un número difuso.
2.) Por la definición, tenemos que
d∞(ku, kv) = sup
λ∈[0,1]
máx{| ku−(λ)− kv−(λ) |, | ku+(λ)− kv+(λ) |} =
= sup
λ∈[0,1]
máx{| k || u−(λ)− v−(λ) |, | k || u+(λ)− v+(λ) |}.




máx{k | u−(λ)− v−(λ) |, k | u+(λ)− v+(λ) |} = kd∞(u, v).
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Para demostrar (3), supondremos que µ < k.
Primero reescribimos ku y µu como
ku = (µ+ (k − µ))u = µu+ (k − µ)u
y
µu = µu+ (k − µ)0̃.
Por (1), sabemos que
d∞(ku, µu) ≤ d∞(µu, µu) + d∞((k − µ)u, (k − µ)0̃) =| k − µ | d∞(u, 0̃).
Para demostrar (4), utilizaremos la desigualdad triangular:
d∞(ku, µv) ≤ d∞(ku, µu) + d∞(µu, µv).
Por (3), sabemos que
d∞(ku, µu) ≤| k − µ | d∞(u, 0̃).
Además, por (2) podemos escribir
d∞(µu, µv) = µd∞(u, v).
A partir de las desigualdades anteriores obtenemos la propiedad (4):
d∞(ku, µv) ≤| k − µ | d∞(u, 0̃) + µd∞(u, v).

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PROPOSICIÓN 3.2.9 [22, Lemma 2.2] Sea U un subconjunto de E1. Las
siguientes afirmaciones son equivalentes:
1. U está uniformemente acotado, es decir, existe una constante C > 0 tal que
máx{|u−(0)|, |u+(0)|} ≤ C para todo u ∈ U .
2. Las familias de funciones {u+(·) | u ∈ U} y {u−(·) | u ∈ U} están uniforme-
mente acotadas en [0, 1].
3. U está d∞-acotado, es decir, existe un L > 0 tal que d∞(u, 0̃) ≤ L para todo
u ∈ U .
Denotaremos por C(K,E1) el espacio de las funciones continuas definidas
entre un espacio compacto de HausdorffK y el espacio métrico de los números
difusos (E1, d∞). En C(K,E1) consideraremos la siguiente métrica:
D(f, g) = sup
t∈K
d∞(f(t), g(t)),
la cual induce la topoloǵıa de convergencia uniforme en C(K,E1).
PROPOSICIÓN 3.2.10 ([25]) Sea φ ∈ C(K,R+), es decir, una función
continua que toma valores en los números reales positivos, y f ∈ C(K,E1).
Entonces la función k 7→ φ(k)f(k), k ∈ K, pertenece a C(K,E1).
Demostración.
Veamos primero que la función producto, φ(k)f(k), está bien definida; en
efecto, como E1 es un cono, φ(k) · f(k) ∈ E1 porque φ(k) > 0 y f(k) ∈ E1
para todo k ∈ K.
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Ahora vamos a ver que la función producto es continua. Sea s, t ∈ K. Por
la Proposición 3.2.8 (4) tenemos que
d∞(φ(t) · f(t), φ(s) · f(s)) ≤| φ(t)− φ(s) | (d∞(f(t), 0) + φ(s)d∞(f(t), f(s))).
Puesto que φ y f son funciones continuas, el resultado se deduce de que
toda función continua definida en un espacio compacto está acotada. 
3.2.5. Topoloǵıa de la convergencia de nivel en E1
El espacio E1 generalmente está dotado de la topoloǵıa inducida por cier-
tas métricas, principalmente por la métrica supremo d∞. En [45], los autores
introdujeron una nueva topoloǵıa, τ`, en E1 basada en la siguiente conver-
gencia:
DEFINICIÓN 3.2.11 Diremos que la red {uk}k∈D ⊂ E1 converge en la
topoloǵıa de nivel τ` a u ∈ E1 si ĺımk dH([uk]λ, [u]λ) = 0 para cualquier λ ∈
[0, 1]. Equivalentemente, la red {uk}k∈D ⊂ E1 τ`-converge a u ∈ E1 si, y solo
si, ĺımk u
+
k (λ) = u
+(λ) y ĺımk u
−
k (λ) = u
−(λ) para cada λ ∈ [0, 1].
Como hemos comentado anteriormente {uk}k∈D ⊂ E1 d∞-converge a u ∈
E1 si, y solo si, ĺımk u+k converge uniformemente a u+ y ĺımk u
−
k converge
uniformemente a u−. Aśı, la d∞-convergencia implica la convergencia de nivel.
Lo contrario no es cierto como se demuestra en [78, Example 2.1].
En [20], [21] y [24], los autores estudian la topoloǵıa τ` y, entre otras
propiedades, demuestran que (E1, τ`) es de Hausdorff, separable, un espacio
de Baire y primer numerable. Además, una base local para u ∈ E1 en τ` es
de la forma
U(u, {λ1, ..., λn}, ε) := {v ∈ E1 : {dH([v]λj , [u]λj)} < ε, j = 1, ..., n} =
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= {v ∈ E1 : máx
1≤i≤n
{|v+(λi)− u+(λi)|, |v−(λi)− u−(λi)|} < ε, i = 1, ..., n},
para todo conjunto finito {λ1, ..., λn} ⊂ [0, 1] y ε > 0.
Por medio del teorema de representación de Goetschel-Voxman, podemos
considerar (E1, τ`) como un subespacio del espacio producto R[0,1] × R[0,1]
(que se puede identificar con (R× R)[0,1] de manera canónica). De hecho, la
correspondencia u ∈ E1 → (u−, u+) define un homeomorfismo de (E1, τ`) en
(R[0,1] × R[0,1], τp), donde τp denota la topoloǵıa de la convergencia puntual.
Sea X un espacio topológico. Puesto que τd∞ ≤ τ`, C(X, (E1, d∞)) es
un subespacio (propio) de C(X, (E1, τ`)) (véase [21, pag 429]). Si dotamos
a C(X, (E1, τ`)) con la topoloǵıa compacto-abierta, τco, una base local de
f0 ∈ C(X, (E1, τ`)) esta formada por los conjuntos de la forma
V (f0, K, {λ1, ..., λn}, ε) :=
= {f ∈ C(X, (E1, τ`)) : dH([f0(x)]λj , [f(x)]λj) < ε para todo x ∈ K, j = 1, ..., n}
para un subconjunto compactoK del espacioX, y un conjunto finito {λ1, ..., λn} ⊂
[0, 1] y ε > 0.
Caṕıtulo 4
Completitud, metrizabilidad y
compacidad en espacios de
funciones difusas continuas
En este caṕıtulo abordamos tres aspectos importantes de los espacios
de funciones difusas continuas cuando están dotados de las topoloǵıas más
habituales. Concretamente, estudiaremos la completitud, la metrizabilidad
y la compacidad en este contexto. Solo el último concepto, relacionado con
el teorema de Ascoli, parece haber recibido cierta atención en la literatura
difusa (véase, por ejemplo, [22], [71]). Hoy en d́ıa, los teoremas del tipo Ascoli
abarcan el estudio de la compacidad de una familia de funciones dotadas de
varias topoloǵıas y su literatura es extensa en el caso clásico.
Aśı pues, en [22, Theorem 4.2], Fang y Xue prueban una versión difusa
del teorema de Ascoli que caracteriza los subconjuntos compactos del es-
pacio C(K, (E1, d∞)) de todas las funciones difusas continuas definidas en
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un espacio métrico compacto K dotado con la topoloǵıa de la convergencia
uniforme. Lamentablemente, esta versión no es correcta ya que, como se in-
dica en [28], se basa en una caracterización incorrecta ([22, Theorem 2.4]) de
los subconjuntos compactos de (E1, d∞). En la sección 4.4, corregimos [22,
Theorem 4.2] ampliando el teorema de Ascoli difuso a un marco más general.
Los conceptos clave en nuestro enfoque son los subconjuntos acotados de un
espacio topológico y los αf -espacios. Por lo tanto, previamente, en la sección
4.2 obtenemos una caracterización difusa de los subconjuntos acotados y de
los αf -espacios, y señalamos cómo aparecen dichos espacios de una manera
natural al considerar la completitud del espacio C(X, (E1, d∞)) (X un espa-
cio de Tychonoff) equipado con la topoloǵıa τα de la convergencia uniforme
sobre un recubrimiento α de X formado por subconjuntos acotados de X.
En la sección 4.3 establecemos un criterio expĺıcito para que Cτα(X, (E1, d∞))
sea metrizable. En la sección 4.4 abordamos el teorema de Ascoli difuso para
espacios C(X, (E1, d∞)). Como consecuencia de nuestros resultados mostra-
mos que C(X, (E1, d∞)) dotado con la topoloǵıa de la convergencia uniforme
satisface el teorema de Ascoli difuso si, y solo si, X es pseudocompacto. Fi-
nalmente, en la sección 4.5 se da una versión del teorema de Ascoli para el
espacio Cτco(X, (E1, τ`)), donde τco denota la topoloǵıa compacto-abierta.
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4.1. Preliminares y notación
A lo largo de este caṕıtulo, X representará un espacio de Tychonoff, es
decir, un espacio de Hausdorff completamente regular. Se dice que un sub-
conjunto B de un espacio X es acotado (en X) si cada función real continua
en X está acotada en B o, de manera equivalente, cada sucesión localmente
finita {Un : n ∈ N} de conjuntos abiertos, disjuntos dos a dos, que cortan a B
es finita. Un espacio acotado en śı mismo se llama pseudocompacto. Dado un
espacio X, denotaremos por β a la familia de todos los subconjuntos acota-
dos de X. Recopilaciones de los resultados más importantes sobre conjuntos
acotados y de los problemas abiertos en este campo pueden encontrarse en
[74] y [75].
Si α es un recubrimiento de un espacio X, decimos que una función f de
X en un espacio Y es αf -continua si la restricción de f a cada miembro de
α se puede extender a una función continua en X. Un espacio X se llama
αf -espacio si cada función real αf -continua en X es continua. Esta clase de
espacios tiene amplias aplicaciones; entre otras podemos citar la teoŕıa de las
proyecciones z-cerradas ([58]) y las álgebras de funciones continuas ([9]).
Para α ⊆ β, los espacios localmente pseudocompactos (todo punto tiene
un entorno pseudocompacto) y los kr-espacios (espacios X donde una función
real es continua siempre que su restricción a todo subconjunto compacto
de X es continua) son ejemplos de αf -espacios. En particular, los espacios
localmente compactos son αf -espacios. También los son los espacios primer
numerable (y, como consecuencia, los espacios metrizables).
Recordemos que F (X,E1) representa el conjunto de todas las funciones
definidas de un espacio X en E1. Para un recubrimiento α de X, denotamos
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por τα la topoloǵıa de la convergencia uniforme sobre los elementos de α.
Sabemos que ((F (X,E1), τα) es un espacio de Tychonoff. De hecho, la familia
de todos los subconjuntos de F (X,E1)× F (X,E1) de la forma
U(A, ε) =
{
(f, g) ∈ F (X,E1)× (F (X,E1) : sup
a∈A
d∞(f(a), g(a)) < ε
}
,
para todo A ∈ α y todo ε > 0, es una subbase para una uniformidad Uα en
F (X,E1) que induce la topoloǵıa τα.
Observemos que tomando α como el recubrimiento {x}x∈X de X (equi-
valentemente, el recubrimiento de todos sus subconjuntos finitos) se obtiene
τp, la topoloǵıa de la convergencia puntual. El art́ıculo [40] cubre una amplia
variedad de temas sobre C(X,E1) dotado con la topoloǵıa τp. Si α = {X},
entonces obtenemos la topoloǵıa, τu, de la convergencia uniforme en X. Re-
cordemos que el recubrimiento k de todos los subconjuntos compactos de un
espacio topológico X induce la denominada topoloǵıa compacto-abierta en
C(X,E1), denotada por τco. Vale la pena señalar que la topoloǵıa de la con-
vergencia puntual en F (X,E1) coincide con la topoloǵıa producto en (E1)X .
Esto equivale a considerar τp en C(X,E1) cuando X está equipado con la
topoloǵıa discreta.
En este caṕıtulo E1 denotará el espacio métrico (E1, d∞) salvo indicación en
contra.
4.2. Completitud de Cτα(X, (E1, d∞))
En la primera parte de esta sección demostraremos que las nociones de
subconjunto acotado y de αf -espacio (α ⊆ β) pueden caracterizarse por
medio de funciones difusas continuas. En la segunda parte demostraremos que
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los αf -espacios aparecen de forma natural cuando estudiamos la completitud
de Cτα(X,E1). Se puede hacer una afirmación similar sobre la metrizabilidad
de Cτα(X,E1) como veremos en la siguiente sección.
Recordemos que un subconjunto A de un espacio métrico (X, d) es pre-
compacto si para todo ε > 0, hay un subconjunto finito {x1, x2, . . . , xn }
tal que A ⊆
⋃n
i=1Bε(xi) donde, como es usual, Bε(xi) representa la bola
de centro xi y radio ε. Un resultado bien conocido sobre espacios métricos
nos dice que un espacio métrico X es compacto si, y solo si, X es precom-
pacto y completo. Dado que la propiedad de ser acotado es equivalente a
ser precompacto para los subconjuntos de R, podemos reemplazar acotado
por precompacto en la definición de subconjunto acotado. En esta dirección,
probaremos a continuación una caracterización difusa de los subconjuntos
acotados (Teorema 4.2.1). Para demostrarlo, y en alguno de los resultados
posteriores, necesitaremos el concepto de compleción de Dieudonné ([4]) y de
realcompactación de Hewitt([31]). Se dice que un espacio X es topológicamen-
te completo si X es homeomorfo a un subespacio cerrado de un producto de
espacios métricos. Es sabido que para todo espacio X existe, salvo homeomor-
fismos que dejen a X fijo punto a punto, un único espacio topológicamente
completo γX en el que X es denso y M -sumergible, es decir, en el que X es
denso y toda función continua f de X en un espacio topológicamente com-
pleto Y admite una extensión continua a γX. El espacio γX se denomina la
compleción de Dieudonné de X. Lógicamente, X y γX coinciden si, y solo si,
X es un espacio topológicamente completo. Un resultado básico de la teoŕıa
de los espacios topológicamente completos establece que todo espacio métrico
completo (en particular, R dotado de la topoloǵıa usual y E1) es Dieudonné
completo.
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Un espacio X es realcompacto si X es homeomorfo a un subespacio ce-
rrado de un producto
∏
s∈S Xs donde cada Xs es una copia de R. Es sabido
que para todo espacio X existe, salvo homeomorfismos que dejen a X fijo
punto a punto, un único espacio realcompacto υX en el que X es denso y
C-sumergible, es decir, en el que X es denso y toda función continua f de
X en R admite una extensión continua a υX. El espacio υX se denomina la
realcompactación de Hewitt de X. Lógicamente, X y υX coinciden si, y solo
si, X es un espacio realcompacto. De la definiciones anteriores se deduce que
todo espacio Dieudonné completo es realcompacto. El rećıproco es cierto si
el cardinal de X es no medible. En particular, puesto que el cardinal de E1 es
el continuo, E1 es realcompacto. Un tratamiento en profundidad de la com-
pleción de Dieudonné y de la realcompactación de Hewitt puede encontrarse
en [12].
Es importante el hecho de que los subconjuntos acotados pueden carac-
terizarse mediante la compleción de Dieudonné y la realcompactación de
Hewitt. En efecto, un subconjunto A de un espacio X es acotado en X si, y
solo si,
clγXA = clυXA = clβXA
donde βX denota la compactación de Stone-Čech de X, es decir, el elemento
maximal en el semiret́ıculo de todas las compactaciones de X (véase [75,
Teorema 4.2.4]. En particular, clγXA es compacto.
TEOREMA 4.2.1 Para un subconjunto B de un espacio X, las siguientes
afirmaciones son equivalentes:
1. B es acotado en X.
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2. Para cada función continua f : X → E1, f(B) es precompacto.
Demostración.
(2)=⇒(1) se deduce del hecho de que los subconjuntos precompactos de R
son precompactos en E1.
Para probar (1)=⇒(2), notemos que, como E1 es realcompacto, E1 es homeo-
morfo a un subconjunto cerrado T de un producto de la forma RS. Ahora,
si f : X → E1 es una función continua, podemos considerar el subconjunto
acotado (πs ◦ f)(B) para todo s ∈ S donde πs denota la proyección s-ésima.
Entonces clE1f(B) = clTf(B) es un subconjunto cerrado del conjunto com-
pacto
∏
s∈S clR (πs ◦ f)) (B) y, consecuentemente, clE1f(B) es compacto. Aśı,
f(B) es precompacto. 
TEOREMA 4.2.2 Si α ⊆ β, entonces los siguientes afirmaciones son equi-
valentes:
1. X es un αf -espacio.
2. Toda función αf -continua de X en E1 es continua.
Demostración.
(1)=⇒(2) es un caso particular de [8, Lemma 8] y se obtiene fácilmente apli-
cando el hecho de que todo espacio de Tychonoff es un subespacio de un
producto de rectas reales. Aśı, solo necesitamos demostrar (2)=⇒(1). Con
este fin, es suficiente aplicar que si f : X → R es una función αf -continua,
entonces f puede ser considerada como una función αf -continua de X en E1
porque R es un subespacio (cerrado) de E1. 
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Pasemos ahora al estudio de la completitud de Cτα(X,E1). Empezamos
por un sencillo lema. Escribimos τ1 ≥ τ2 si la topologia τ1 es más fina que la
topoloǵıa τ2.
LEMA 4.2.3 Sea X un espacio. Si τ ≥ τp, entonces Cτ (X,R) está sumer-
gido topológicamente como un subespacio cerrado de Cτ (X,E1).
Demostración. Al ser R cerrado en E1, Cτp(X,R) es cerrado en Cτp(X,E1).
Sea i la función identidad de Cτ (X,E1) en Cτp(X,E1). Como τ ≥ τp,
entonces i es una función continua. Entonces i−1(C(X,R)) = C(X,R) es un
subespacio cerrado de Cτ (X,E1). 
Sabemos que, para un espacio arbitrario X, Cτu(X, (M,d)) es completo
siempre que el espacio métrico (M,d) lo sea también (véase, por ejemplo,
[18, Exercise 8.3.C.(a)]). Aplicaremos este resultado en el siguiente
TEOREMA 4.2.4 Dado un espacio arbitrario X, Cτu(X,E1) es un espacio
métrico completo.
Demostración.
Como el espacio E1 es completo [15], la completitud de Cτu(X,E1) se de-
duce del comentario anterior. Por otro lado, sabemos que los entornos de la
diagonal{
(f, g) ∈ C(X,E1)× C(X,E1) : sup
x∈X
d∞(f(x), g(x)) < 1/n
}
para todo n ∈ N, forman una subbase numerable para la uniformidad de
Cτu(X,E1). Por lo tanto, Cτu(X,E1) es metrizable. 
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Ahora comentaremos un resultado que juega un papel fundamental en
la caracterización de la compleción de Cτα(X,E1). Recordemos que (E1, d∞)
puede sumergirse en un espacio de Banach (E, ‖ . ‖) de tal forma que la
inmersión j : E1 −→ E preserva las combinaciones convexas, es decir, j
satisface las siguientes propiedades: (1) d∞(u, v) = ‖j(u) − j(v)‖ para todo
u, v ∈ E1, y (2) j(λu + (1− λ)v) = λj(u) + (1− λ)j(v) para todo u, v ∈ E1
y todo λ ∈ [0, 1]. Además, j(E1) es un cono cerrado de (E, ‖ . ‖) con vértice
en 0 (véase [15, Section 8.1]).
Los siguientes lemas serán utilizados en la demostración del Teorema 4.2.7.
LEMA 4.2.5 [76, Teorem 2.8] Para un subconjunto A de un espacio X, las
siguientes condiciones son equivalentes:
1. Toda pseudométrica d en A que induce una topoloǵıa separable en A se ex-
tiende a una pseudométrica continua en X.
2. A es C-sumergible en X.
Recordemos que un espacio vectorial topológico V es un espacio de Fréchet
si es un espacio métrico, completo y localmente convexo. En particular, todo
espacio de Banach, es un espacio de Fréchet.
LEMA 4.2.6 [1, Teorem 2.3] Sea A un subconjunto de un espacio X. Las
siguientes condiciones son equivalentes:
1. Toda pseudométrica d en A que induce una topoloǵıa separable en A se ex-
tiende a una pseudométrica continua en X.
2. Toda función continua de A en un espacio de Fréchet cuya imagen es sepa-
rable se extiende a una función continua en X.
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TEOREMA 4.2.7 Sea A un subconjunto de X. Entonces son equivalentes:
1. A es un subconjunto C-sumergible en X.
2. Toda función continua difusa f en A con rango separable tiene una extensión
continua F a X. Además F (X) está incluida en la envoltura convexa cerrada
de f(A).
Demostración.
(2)=⇒(1) se deduce del hecho de que R es un subconjunto cerrado convexo
de E1. Para ver (1)=⇒(2), consideremos j la inmersión isométrica de E1 en
un espacio de Banach (E, ‖ . ‖) donde j satisface las propiedades comentadas
anteriormente. Desde ahora, identificaremos E1 con j(E1). Aśı, podemos con-
siderar f como una función de A en la envoltura convexa cerrada (por tanto,
completa) conv(f(A)) de f(A) en (E, ‖ . ‖). Como E1 es un cono (comple-
to), tenemos que conv(f(A)) ⊂ E1. Como A es un subconjunto C-sumergido
en X, por el Lema 4.2.5, toda pseudométrica continua d en A que induce
una topoloǵıa separable se extiende a una pseudométrica continua en X. Aśı
que podemos aplicar el Lema 4.2.6 para concluir que f puede extenderse
continuamente a F . Es obvio que F (X) ⊂ conv(f(A)). 
OBSERVACIÓN 4.2.8 Un argumento similar al usado en el teorema anterior
nos permite caracterizar los subconjuntos C?-sumergido (un subconjunto A
de un espacio X es C?-sumergidos en X si toda función real, continua y
acotada en A se extiende a una función continua en X). Para ello, basta
aplicar los resultados de [1, 76] sobre pseudométricas precompactas para
obtener el siguiente resultado: para un subconjunto A de X, son equivalentes
las siguientes afirmaciones: (1) A es C?-sumergible en X, y (2) toda función
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continua difusa f en A con rango precompacto tiene una extensión continua
F a todo X; además, F (X) está incluido en la envoltura cerrada convexa de
f(A).
El resultado principal de esta sección muestra la relación entre los αf -
espacios y la compleción de Cτα(X,E1). Primero vamos a recordar que, dado
un espacio X, una familia α ⊆ β es una bornoloǵıa si satisface las siguientes
condiciones:
1. α es un recubrimiento de X;
2. Si A y B pertenecen a α, entonces existe C ∈ α tal que A y B están
incluidos en C.
En realidad, cualquier recubrimiento α de X genera una bornoloǵıa α̂
tomando uniones finitas de elementos de α y, además, teniendo en cuenta
la definición de subbase de una uniformidad, las uniformidades inducidas en
C(X,E1), por α y por α̂ coinciden.
TEOREMA 4.2.9 Sea α ⊆ β una bornoloǵıa en un espacio X. Entonces
Cτα(X,E1) es completo si, y solo si, X es un αf -espacio.
Demostración.
Supongamos que X es un αf -espacio y consideramos una red de Cauchy
{fi}i∈I en Cτα(X,E1). Puesto que (E1, d∞) es un espacio métrico comple-
to, todo elemento fi tiene una extensión continua, f
γ
i , a γX. Por el Teo-
rema 4.2.4, para cada subconjunto B en α, la red {fγi |clγXB}i∈I converge
uniformemente a una función fB ∈ C(clγXB,E1). Sea g una función de X en
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(E1, d∞) definida por la regla g|B = fB cuando B es un subconjunto acotado
de X que está en α. Como α es una bornoloǵıa, un argumento estándar mues-
tra que g está bien definida. En efecto, si x ∈ A∩B, con A y B subconjuntos
acotados de X en la familia α, entonces existe un subconjunto acotado C ∈ α
tal que A ∪ B ⊆ C. Aplicando que f |C es el ĺımite uniforme de {fγi |clC}i∈I ,
se tiene
f |C(x) = f |A(x) = f |B(x)
sin más que aplicar que C contiene a A y a B. Esto prueba que g está bien
definida.
Además, como cada subconjunto compacto de un espacio topológico es C-
sumergible, por el Teorema 4.2.7 la restricción de g a cada subconjunto B ∈ α
admite una extensión continua a γX. Por tanto, g es αf -continua. Como X
es un αf -espacio, g es continua. Es claro que g es el ĺımite de la red {fi}i∈I
en Cτα(X,E1). Aśı, el espacio de funciones Cτα(X,E1) es completo.
Supongamos ahora que Cτα(X,E1) es completo. Sea f una función difusa
αf -continua en X y consideramos el conjunto {B ⊂ X : B ∈ α } dirigido
por inclusión. Definimos una red {fB}B∈α donde fB es la extensión continua
de f |B a X. Es evidente que la red {fB}B∈α converge a f en Fτα(X,E1). La
completitud de Cτα(X,E1) implica que f es una función continua. Aśı, X es
un αf -espacio. 
Como consecuencia del teorema anterior, se obtienen las siguientes carac-
terizaciones que abarcan los casos más importantes por sus aplicaciones al
Análisis Funcional Difuso.
COROLARIO 4.2.101. Cτβ(X,E1) es completo si, y solo si, X es un βf -
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espacio.
2. Cτco(X,E1) es completo si, y solo si, X es un kr-espacio.
3. Cτp(X,E1) es completo si, y solo si, X es discreto.
4.3. Metrizabilidad de Cτα(X, (E1, d∞))
En esta sección abordamos la cuestión de la metrizabilidad del espa-
cio Cτα(X,E1). Concretamente, presentamos un criterio expĺıcito para que
Cτα(X,E1) sea metrizable. Sea α ⊆ β un recubrimiento de un espacio X.
Decimos que X es hemi-α-acotado si existe una familia numerable A =
{An : n ∈ N} ⊂ α tal que X =
⋃
n∈NAn, y cualquier A ∈ α es un subconjun-
to de una unión finita An1 ∪ An2 ∪ · · ·Ank de elementos de A. Los espacios
hemi-β-acotados (respectivamente, hemi-k-acotados) son normalmente lla-
mados espacios hemiacotados (respectivamente, hemicompactos). Dado un
espacio X, denotamos por 0̄ la función de X en E1 definida como 0̄(x) = 0̃
para todo x ∈ X.
TEOREMA 4.3.1 Sea α ⊆ β un recubrimiento de un espacio X. Si todo
elemento de α es un conjunto cerrado, entonces las siguientes condiciones
son equivalentes:
1. X es un espacio hemi-α-acotado.
2. Cτα(X,E1) es metrizable.
3. Cτα(X,E1) es primer numerable.
4. La función 0̄ tiene una base numerable de entornos en Cτα(X,E1).
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Demostración.
(1)=⇒(2) Sea una familia numerable A = {An : n ∈ N} ⊂ α tal que
X =
⋃
n∈NAn, y cualquier A ∈ α es un subconjunto de una unión finita
An1 ∪ An2 ∪ · · ·Ank de elementos de A. Entonces la familia
B = {∪(An, 1/k) : n, k ∈ N}
es una subbase numerable para la uniformidad Uα. Por lo tanto, Cτα(X,E1)
es metrizable.
(2)=⇒(3) y (3)=⇒(4) son triviales. Para ver (4)=⇒(1), definimos el con-
junto
V (A, ε) :=
{
f ∈ C(X,E1) : sup
x∈A
d∞(0, f(x)) < ε
}
con A ∈ α y ε > 0, y consideramos una familia numerable
B = {(V (An, εn) : n ∈ N}
tal que las intersecciones finitas de elementos de B formen una base de en-
tornos de 0̄.
Ahora fijamos A ∈ α. Dado un entorno V (A, 1
2
) de 0̄, existen
{V (An1 , εn1), V (An2 , εn2), . . . , V (Ank , εnk)}
tal que
V (An1 , εn1) ∩ V (An2 , εn2) ∩ . . . ∩ V (Ank , εnk) ⊂ V (A, 1/2).
Veamos que A ⊆ An1 ∪ An2 ∪ · · · ∪ Ank . Supongamos lo contrario, es decir,
asumamos que existe x ∈ A \ (An1 ∪ An2 ∪ · · · ∪ Ank). Como el conjunto
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An1 ∪An2 ∪Ank es cerrado, por [40, Proposition 3.5]) existe f ∈ C(X,E1) tal
que f(x) = 1̃ y f |An1∪An2∪Ank = 0̃. Entonces f ∈ V (An1 , εn1) ∩ V (An2 , εn2) ∩
. . . ∩ V (Ank , εnk) pero f /∈ V (A, 1/2), lo cual es una contradicción.
Además, como para cualquier x ∈ X, existe A ∈ α que contiene x, el
argumento anterior demuestra que existe An1 , An2 , · · · , Ank con A ⊂ An1 ∪
An2 ∪ · · · ∪Ank . Aśı, la familia {An : n ∈ N} es un recubrimiento de X. Aca-
bamos de demostrar que hay una familia numerable A = {An : n ∈ N} ⊂ α
tal que X =
⋃
n∈NAn, y cualquier A ∈ α es un subconjunto de una unión
finita An1 ∪ An2 ∪ · · ·Ank de elementos de A. Esto completa la prueba. 
OBSERVACIÓN 4.3.2 (1) La condición de que los elementos del recubri-
miento α sean cerrados no es tan restrictiva como pueda parecer. En efecto,
si α ⊆ β es un recubrimiento de X, entonces podemos considerar el recubri-
miento α̂ ⊆ β definido como
α̂ = {clXA : A ∈ α} .
Entonces los espacios de funciones Cτα(X,E1) y Cτα̂(X,E1) son isomorfos
uniformemente.
(2) Para el espacio de funciones Cτα(X,R), la equivalencia de (2) y (4) es
una consecuencia del teorema de Birkhoff-Kakutani, el cual establece que un
grupo topológico G es metrizable si, y solo si, es de Hausdorff y el elemento
neutro admite una base de entornos numerable. Sin embargo, cabe resaltar
que Cτα(X,E1) no es un grupo topológico y, consecuentemente, el teorema
de Birkhoff-Kakutani no se puede aplicar en este contexto.
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Como en el caso del teorema 5.2.9, se obtiene el siguiente corolario:
COROLARIO 4.3.31. Cτβ(X,E1) es metrizable si, y solo si, X es hemiaco-
tado.
2. Cτco(X,E1) es metrizable si, y solo si, X es hemicompacto.
3. Cτp(X,E1) es metrizable si, y solo si, X es numerable.
4.4. αf-espacios y el teorema de Ascoli en
Cτα(X, (E1, d∞))
Dado un espacio métrico o un espacio uniforme, Y , un teorema tipo Ascoli
caracteriza la compacidad en un espacio de funciones continuas C(X, Y ) en
términos de equicontinuidad y de ciertas condiciones naturales. Por ejemplo,
el teorema clásico de Ascoli se ocupa de los subconjuntos compactos en el
espacio C([0, 1]) de todas las funciones reales continuas en el intervalo uni-
dad dotado con la topoloǵıa uniforme. Establece que un subconjunto F de
C([0, 1]) es compacto si, y solo si, F es cerrado, acotado y equicontinuo. Pues-
to que el clásico teorema de Heine-Borel establece que un subconjunto de Rn
es compacto si, y solo si, éste es cerrado y acotado, el teorema de Ascoli puede
ser visto como equivalente en C([0, 1]) al teorema de Heine-Borel. Recorde-
mos que, en contraste con el teorema de Heine-Borel, en espacios vectoriales
normados de dimensión infinita, los conjuntos cerrados y acotados pueden
no ser compactos: basta recordar el teorema clásico de Riesz que nos dice
que un espacio normado es de dimensión finita si, y solo si, la bola unidad
es compacta. Por tanto, la equicontinuidad es fundamental en el teorema de
Ascoli.
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En el ámbito de los espacios de funciones difusas, estudiaremos el teorema
de Ascoli en el esṕıritu comentado en el párrafo anterior, es decir, mediante
condiciones de equicontinuidad y alguna condición extra. La idea clave es la
conexión entre los αf -espacios y la compacidad en Cτα(X,E1). Como conse-
cuencia de nuestros resultados, caracterizaremos cuándo Cτu(X,E1) satisface
el teorema de Ascoli difuso. Nuestro enfoque se basa en la relación entre la
función exponencial y el teorema de Ascoli tal y como se desarrolla en [59].
Primero recordaremos algunos conceptos necesarios en nuestro desarrollo
del tema. Dado un espacio X y un espacio métrico (Y, d), una familia de
funciones { fi }i∈I ⊂ F (X, Y ) se llama equicontinua si para cada x ∈ X y
cada ε > 0, hay un entorno V de x tal que d(fi(y), fi(x)) < ε para todo y ∈ V
y todo i ∈ I. En este caso, si (X, d′) es también un espacio métrico, la familia
{ fi }i∈I ⊂ F (X, Y ) se dice que es uniformemente equicontinua si para cada
ε > 0, hay un δ > 0 tal que d(fi(y), fi(x)) < ε para todo i ∈ I siempre que
d′(x, y) < δ. Es un hecho bien conocido que, en un espacio métrico compacto,
la equicontinuidad es equivalente a la equicontinuidad uniforme.
Un subconjunto U ⊂ E1 tal que las familias{




u−(−) : u ∈ U
}
son uniformemente equicontinuas en ]0, 1] se denomina ]0, 1]-uniformemente
equicontinuo.
La motivación para los resultados de esta sección es la siguiente versión
difusa del teorema clásico de Ascoli establecido por Fang y Xue.
TEOREMA 4.4.1 ([22, Theorem 4.2]) Si K es un espacio métrico compac-
to, entonces un subconjunto cerrado F de Cτu(K,E1) es compacto si, y solo
si, se satisfacen las siguientes condiciones:
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1. Para cada k ∈ K, el conjunto { f(k) : f ∈ F } es d∞-acotado, es decir, está
contenido en una bola de centro 0̃ en el espacio métrico (E1, d∞).
2. F es equicontinua en K.
3. Para cada k ∈ K, el conjunto { f(k) : f ∈ F } es ]0, 1]-uniformemente equi-
continuo, es decir, F es puntualmente ]0, 1]-uniformemente equicontinuo.
Desafortunadamente este teorema se basa en una caracterización incorrec-
ta ([22, Theorem 2.4]) de los subconjuntos compactos de E1, como se señala
en [28]. Para proporcionar una caracterización correcta de los compactos de
E1, debemos introducir varios conceptos. Dada una función f : [0, 1] → R,
f(λ0+) denota, si existe, el ĺımite de f cuando λ tiende a λ0 por la derecha.
DEFINICIÓN 4.4.2 Sea { fi }i∈I una familia de funciones definidas de [0, 1]
en R. Dado λ0 ∈ [0, 1[ tal que fi(λ0+) existe para todo i ∈ I, diremos que
la familia { fi }i∈I es casi-equicontinua por la derecha en λ0 si, para cada
ε > 0, hay un δ > 0 tal que |fi(λ)− fi(λ0+)| < ε para todo i ∈ I cuando
λ ∈ ]λ0, λ0 + δ[.
De forma análoga a la definición anterior, diremos que una familia de
funciones { fi }i∈I de [0, 1] en R es equicontinua por la izquierda en un punto
λ0 ∈ ]0, 1] si, para todo ε > 0 y para todo i ∈ I, hay un δ > 0 tal que
|fi(λ) − fi(λ0)| < ε cuando λ ∈ ]λ0 − δ, λ0]. La familia {fi}i∈I se llama
equicontinua por la izquierda (resp. casi-equicontinua por la derecha) si ésta
es equicontinua por la izquierda (resp. casi-equicontinua por la derecha) en
cada punto de ]0, 1] (respectivamente, en cada punto de [0, 1[).
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A partir de las definiciones anteriores, diremos que un subconjunto U ⊂
E1 es equicontinuo a ambos lados si las familias{




u−(−) : u ∈ U
}
son casi-equicontinuas por la derecha y equicontinuas por la izquierda.
DEFINICIÓN 4.4.3 Un subconjunto F de F (X,E1) se dice que es pun-
tualmente equicontinuo a ambos lados si, para todo x ∈ X, {f(x) : f ∈ F}
es equicontinuo a ambos lados.
Recordemos que un subconjunto A de E1 es d∞-acotado si está contenido
en una bola de centro el origen de E1.
DEFINICIÓN 4.4.4 Un subconjunto F de F (X,E1) se dice que es pun-
tualmente d∞-acotado si, para todo x ∈ X, {f(x) : f ∈ F} es d∞-acotado en
E1.
Si τ es una topoloǵıa en C(X,E1), entonces se dice que (X,E1, τ) sa-
tisface el teorema débil de Ascoli difuso si cada subconjunto de C(X,E1)
τ -cerrado, puntualmente d∞-acotado, equicontinuo y puntualmente equicon-
tinuo a ambos lados es τ -compacto. Si, además, cada subconjunto τ -compacto
es τ -cerrado, puntualmente d∞-acotado, equicontinuo y puntualmente equi-
continuo a ambos lados, entonces se dice que (X,E1, τ) satisface el teorema
de Ascoli difuso.
El objetivo de esta sección es establecer versiones difusas del teorema
(débil) de Ascoli para topoloǵıas de la convergencia uniforme en los miem-
bros de un recubrimiento de un espacio X. Antes necesitamos probar varios
resultados previos.
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PROPOSICIÓN 4.4.5 Si U ⊂ E1 es equicontinuo a ambos lados, entonces
también lo es clE1U .
Demostración.
Fijamos λ0 ∈ ]0, 1]. Por hipótesis, dado ε > 0, hay un δ > 0 tal que,
para todo u ∈ U , |u+(λ)− u+(λ0)| < ε/3 cuando λ ∈ ]λ0 − δ, λ0]. Ahora, si
v ∈ clE1U , podemos elegir u ∈ U con
sup
λ∈]0,1]
∣∣v+(λ)− u+(λ)∣∣ < ε.
Entonces, si λ ∈ ]λ0 − δ, λ0], tenemos
∣∣v+(λ)− v+(λ0)∣∣ ≤ ∣∣v+(λ)− u+(λ)∣∣
+
∣∣u+(λ)− u+(λ0)∣∣+ ∣∣u+(λ0)− v+(λ0)∣∣ < 7ε/3.
Por tanto, { v+(−) : v ∈ clE1U } es equicontinua por la izquierda en cada
λ0 ∈ ]0, 1]. El mismo argumento demuestra que la familia { v−(−) : v ∈ clE1U }
es también equicontinua por la izquierda en cada λ0 ∈ ]0, 1] y que ambas fa-
milias son casi-equicontinuas por la derecha. Esto completa la prueba. 
Por [28, Theorem 3.3] se tiene que un conjunto cerrado K de E1 es com-
pacto si, y solo si, satisface las dos propiedades siguientes: (1) K es d∞-
acotado, y (2) K es equicontinuo a ambos lados. Este resultado permite
caracterizar los subconjuntos precompactos de E1.
TEOREMA 4.4.6 Un subconjunto F ⊆ E1 es precompacto si, y solo si, se
satisfacen las dos condiciones siguientes:
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1. F es d∞-acotado, y
2. F es equicontinua a ambos lados.
Demostración.
Suponemos que F es precompacto. Como E1 es completo, clE1F es com-
pacto. Por lo tanto, por [28, Theorem 3.3], clE1F es d∞-acotado y, equicon-
tinua a ambos lados. Consecuentemente, también F satisface estas dos pro-
piedades.
Para probar el rećıproco, observemos que, al ser F d∞-acotado, entonces
también lo es clE1F . Además, por la Proposición 4.4.5, clE1F es equicontinuo
a ambos lados. Ahora el resultado es consecuencia de [28, Theorem 3.3]. 
TEOREMA 4.4.7 Para todo espacio X, la τp-clausura de un subconjunto
F de (E1)X es un conjunto compacto si, y solo si, se satisfacen las siguientes
dos condiciones:
1. F está puntualmente d∞-acotado, es decir, para todo f ∈ F y todo x ∈ X,
el conjunto {f(x) : x ∈ X} es d∞-acotado.
2. F es puntualmente equicontinuo a ambos lados.
Demostración.
Si F satisface las condiciones (1) y (2), entonces también lo hace clτpF ; en
efecto, la condición (1) es evidente y la condición (2) se sigue de la Proposi-
ción 4.4.5. Por lo tanto, podemos asumir que F es τp-cerrado. Consideramos
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ahora F como un subconjunto de∏
x∈X
clE1 {f(x) : f ∈ F} ⊂ (E1)X .
Entonces F es un subconjunto τp-cerrado de
∏
x∈X clE1 {f(x) : f ∈ F}
el cual es τp-compacto ya que cada clE1 {f(x) : f ∈ F} es compacto por el
Teorema 4.4.6. Por tanto, F es τp-compacto.
Si F ⊂ (E1)X es τp-compacto, entonces, ya que la proyección πx : F → E1
definida, para todo x ∈ X, como πx(f) = f(x), es continua, concluimos que
{ f(x) : f ∈ F } es un subconjunto compacto de E1. Ahora, para obtener el
resultado deseado, es suficiente aplicar el Theorema 4.4.6 para cada x ∈ X.

Dados tres espacios topológicos X, Y, Z, a la función µ : F (X × Y, Z) →
F (X,F (Y, Z)) definida por la relación µf(x)(y) = f(x, y) se le denomina
función exponencial . La restricción de esta función a subespacios también
se denotará por µ. Los siguientes resultados serán útiles para el resto de
esta sección. Si α es un recubrimiento de Y y k es el recubrimiento de los
subconjuntos compactos de X, entonces k × α denota el recubrimiento de
X × Y ,
k × α = {A×B : A ∈ k, B ∈ α} .
Los cuatro resultados siguientes son fundamentales para obtener los re-
sultados principales de esta sección.
TEOREMA 4.4.8 [67, Proposition 2.2] Si K es un espacio compacto e Y
es un αf -espacio con α ⊆ β, entonces K × Y es un (k × α)f -espacio.
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TEOREMA 4.4.9 Sea K un espacio compacto y α un recubrimiento de un





⊆ C(K × Y,E1).
Demostración.
Por el Teorema 4.4.8, es suficiente demostrar que si f ∈ µ−1 (C(K,Cτα(Y,E1)),
entonces f |K×A tiene una extensión continua a K×Y para todo A ∈ α. Para
probarlo, sea g ∈ C(K,Cτα(Y,E1)). Como E1 es un espacio métrico com-
pleto, existe, para todo x ∈ K, una extensión continua g(x)γ de g(x) a la
compleción de Dieudonné γY de Y .
Ahora, para cadaA ∈ α, consideramos la función gA deK en Cτu(clγYA,E1)
definida como
gA(x) = g(x)
γ|clγY A, x ∈ K.
La continuidad de g implica que gA es continua y, consecuentemente,
µ−1(gA) ∈ C(K × clγYA) para todo A ∈ α. Como K × clγYA es compacto,
µ−1(gA) tiene una extensión continua a K × γY para todo A ∈ α. El resul-
tado ahora se sigue del hecho de que µ−1(gA) y µ
−1(g) coinciden cuando se
restringen a K × A.

TEOREMA 4.4.10 [73, Theorem 3.2] Sea K un espacio compacto y sea
α ⊆ β un recubrimiento de un espacio X. Si X es un αf -espacio, entonces
µ(C(K ×X,E1)) = C(K,Cτβ(X,E1)).
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TEOREMA 4.4.11 Sea K un espacio compacto y sea α ⊆ β un recubri-
miento de un espacio X. Si X es un αf -espacio, entonces µ(C(K×X,E1)) =
C(K,Cτα(X,E1)).
Demostración.
Como la topologia τα es menos fina que la topoloǵıa τβ, el Teorema 4.4.10
implica la inclusión µ(C(K ×X,E1)) ⊆ C(K,Cτα(X,E1)).
Finalmente, la inclusión demostrada en el Teorema 4.4.9 completa la de-
mostración. 
Ahora estamos preparados para caracterizar aquellos (X,E1, τα) que sa-
tisfacen el teorema débil de Ascoli difuso. Recordemos que si α es un recu-
brimiento de un espacio X, entonces τα ≥ τ p en C(X,E1). Por otra parte,
recordemos que para todo espacio compacto K, se verifica la igualdad
γ(K ×X) = K × γX
para todo espacio X ([56, Theorem 5.1]).
TEOREMA 4.4.12 Sea X un espacio topológico. Si α es un recubrimiento
de X, entonces las siguientes afirmaciones son equivalentes:
1. α ⊆ β.
2. Para cada espacio compacto (infinito) K, se tiene la siguiente inclusión:
µ(C(K ×X,E1)) ⊆ C(K,Cτα(X,E1)).
3. (X,E1, τα) satisface el teorema débil de Ascoli difuso.
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Demostración.
(1)=⇒(2) Sea K un espacio compacto y consideramos una función conti-
nua difusa f definida en K×X. Como E1 es un espacio métrico completo, f
admite una extensión continua fγ a γ(K×X) = K× γX. Para cada B ∈ α,
clγXB es compacto y, por el Teorema 4.4.11,
µ(fγ|K×clγ(X)B) ∈ C(K,Cτu(clγ(X)B,E
1))
lo cual implica µ(f) ∈ C(K,Cτα(X,E1)). Por tanto, se satisface la condición
(2).
(2)=⇒(3) Sea K un subconjunto de Cτα(X,E1) τα-cerrado, d∞-acotado,
equicontinuo y puntualmente equicontinuo a ambos lados. Por el Teore-
ma 4.4.7, clτpK es compacto. Por otra parte, al ser una familia de funciones
de K en E1 equicontinua, su clausura clτpK en la topoloǵıa de la convergen-
cia puntual es también equicontinua.([46, Theorem 7.14]) Ahora, al ser clτpK
equicontinua, la topoloǵıa puntual en clτpK es conjuntamente continua ([46,
Theorem 7.15]) y, por tanto, la función evaluación
e : clτpK ×X → E1
(f, x) → f(x)
es una función continua. Por la condición (2), la función µ(e) : clτpK →
Cτα(X,E1) es continua. Sabemos que, como e es la función evaluación, µ(e)
es la función inclusión. Por tanto, clτpK es τα-compacto. Teniendo en cuenta
queK es un subconjunto τα-cerrado de clτpK, tenemos queK es τα-compacto.
(3)=⇒(1) Suponemos que existe B ∈ α que no está acotado. Por lo tan-
to, podemos encontrar una sucesión infinita localmente finita {Un : n ∈ N}
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de abiertos disjuntos dos a dos que corta a B. Ahora elegimos una sucesión
{vn : n ∈ N} de elementos de E1 tal que d∞(0, vn) > 1 para todo n ∈ N. Para
cada n ∈ N, fijamos xn ∈ Un∩B. Puesto que todo punto de X se puede sepa-
rar por una función continua difusa de un cerrado al que no pertenece ([40,
Proposición 3.5]), existe una función fn ∈ C(X,E1) que satisface fn(xn) = vn
y fn|X\Un = 0. A continuación, para cada n ∈ N, consideramos la función gn




fk(x) para todo x ∈ X.
Al ser la sucesión {Un : n ∈ N} localmente finita, la función gn es continua
para todo n ∈ N y la sucesión B = {gn : n ∈ N} converge en Cτp(X,E1). Este
último hecho implica que B es un subconjunto τp-compacto. Como τα es más
fina que τp, la τα-clausura de B está contenida en su τp-clausura. Por tanto,
por el Teorema 4.4.7, la τα-clausura de B es puntualmente d∞-acotada, y es
puntualmente equicontinua a ambos lados. Demostraremos ahora que B es
equicontinua. Para esto, fijamos x ∈ X y consideramos dos casos:
Caso 1. x /∈
⋃
n∈N Un.
Al ser la sucesión {Un : n ∈ N} localmente finita, podemos elegir un conjunto
no vaćıo abierto V con x ∈ V tal que V ∩
⋃
n∈N Un = ∅; esto implica que
d∞(gn(y), gn(x)) = 0
para todo y ∈ V y todo n ∈ N.
Caso 2. Hay una n ∈ N tal que x ∈ Un.
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Sea ε > 0. Consideramos el conjunto abierto V = Un ∩ f−1n (Bε(fn(x)). En-
tonces, para todo y ∈ V , tenemos que
d∞(gk(y), gk(x)) < ε
para todo k ≥ n.
El Caso 1, junto con el Caso 2, demuestra que B es equicontinua en x. Como
x es un punto arbitrario de X, entonces la familia B es equicontinua en
X. Como τα ≥ τp, el Teorema 7.14 de [46], ya comentado anteriormente,
nos dice que la τα-clausura de B es también equicontinua. Concluiremos la
prueba demostrando que B no es relativamente compacto en Cτα(X,E1).
En efecto, sabemos que gs(xj) = 0 y gk(xj) = vj cuando s < j < k y,
consecuentemente, por la elección de la sucesión {vn : n ∈ N}, tenemos que
d∞(gs(xj), gk(xj)) > 1 cuando s < j < k. Por tanto, B no es relativamente
compacto en Cτα(X,E1).

A continuación, para ilustrar las nociones que se están discutiendo, pro-
porcionaremos un ejemplo de un espacio de funciones que satisface el teorema
débil de Ascoli difuso pero no el teorema de Ascoli difuso. Recordemos que
una función f : X×Y → Z se dice que es separadamente continua si f |X×{y}
y f |{x}×Y son continuas para todo x ∈ X y todo y ∈ Y . Según un resultado
de Reznichenko ([70]), toda función continua real definida en el producto
X × Y de dos espacios pseudocompactos puede ser extendida a una función
separadamente continua (no necesariamente continua) definida en βX × βY
donde, como es habitual, βM denota la compactificación de Stone-Čech de
un espacio M .
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EJEMPLO 4.4.13 Escojamos un espacio producto K ×X con K compac-
to de forma que exista una función difusa separadamente continua (pero no
continua) f en K×X. Por el Teorema 4.4.12, Cτp(X,E1) satisface el teorema
débil de Ascoli difuso. Demostraremos que Cτp(X,E1) no satisface el teore-
ma de Ascoli difuso. Primero probaremos que µ(f) ∈ C(K,Cτp(X,E1)). En
efecto, si la función f es continua en {k} × X para todo k ∈ K, la función
µ(f)(k) ∈ C(X,E1) para todo k ∈ K. Ahora, para ver que µ(f) es conti-
nua en cualquier punto k ∈ K, consideremos una red (kδ)δ∈D que converja a
k ∈ K. Como f |K×{x} es continua para todo x ∈ X, tenemos que (f(kδ, x))
converge a f(k, x) para todo x ∈ X. Por tanto, µ(f) es continua.
Supongamos ahora que Cτp(X,E1) satisface el teorema de Ascoli difuso.
Entonces el conjunto compacto µ(f)(K) es equicontinuo. Al igual que en
el Teorema 4.4.12, podemos aplicar [46, Theorem 7.15] para obtener que la
función evaluación
e : µ(f)(K)×X → E1
(h, x) → h(x)
(h ∈ µ(f)(K), x ∈ X) es continua. Por tanto, f = e◦(µ(f)×idX) es continua,
lo que es una contradicción. Por lo tanto Cτp(X,E1) no satisface el teorema
de Ascoli difuso.
En relación al teorema de Ascoli difuso, se tiene el siguiente resultado.
TEOREMA 4.4.14 Sea α ⊆ β un recubrimiento de un espacio X. Si X es
un αf -espacio, entonces (X,E1, τα) satisface el teorema de Ascoli difuso.
Demostración.
Por el Teorema 4.4.12, solo necesitamos probar que un subconjunto compac-
to K de Cτα(X,E1) es τα-cerrado, puntualmente d∞-acotado, equicontinuo
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y puntualmente equicontinuo a ambos lados. Consideremos la función in-
clusión (continua) i de K en Cτα(X,E1). Por el Teorema 4.4.11, la función
evaluación µ−1(i) es continua. Puesto que τα ≥ τp, por [46, Theorem 7.19,
Theorem 7.20], K es equicontinuo. Ahora, al ser K τp-compacto, K es pun-
tualmente d∞-acotado y puntualmente equicontinuo a ambos lados por el
Teorema 4.4.6. Esto completa la prueba. 
COROLARIO 4.4.15 Se verifican las siguientes propiedades:
1. Si X es un βf -espacio, entonces (X,E1, τβ) satisface el teorema de Ascoli
difuso.
2. Si X es un kr-espacio, entonces (X,E1, τco) satisface el teorema de Ascoli
difuso.
El corolario anterior tiene varias aplicaciones. Dos de ellas se detallan a
continuación. Aunque un producto arbitrario de grupos pseudocompactos es
un grupo pseudocompacto (ver [13]), es un hecho conocido que un producto
arbitrario de grupos localmente pseudocompactos no es necesariamente lo-
calmente pseudocompacto. Sin embargo, un producto arbitrario de grupos
localmente pseudocompactos es un bf -grupo, es decir, un grupo topológico
cuyo espacio subyacente es un bf -espacio (ver [73, Theorem 4.3]). Por tanto,
tenemos que
COROLARIO 4.4.16 Si G es un producto arbitrario de grupos localmente
pseudocompactos, entonces (G,E1, τβ) satisface el teorema de Ascoli difuso.
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El producto de dos kr-espacios no tiene necesariamente que ser un kr-
espacio (véase [39]). No obstante hay varios casos interesantes donde un pro-
ducto arbitrario de kr-espacios es también un kr-espacio. Por ejemplo, si Xα
es un kr-espacio pseudocompacto para todo α ∈ I, entonces también lo es
X =
∏
α∈Xα ([60, Theorem 4.2]. Este hecho nos permite afirmar lo siguiente:
COROLARIO 4.4.17 Si X es un producto arbitrario de espacios kr-pseu-
docompactos, entonces (X,E1, τco) satisface el teorema de Ascoli difuso.
Para el caso importante de la convergencia uniforme, tenemos:
COROLARIO 4.4.18 Para un espacio X, las siguientes condiciones son
equivalentes:
1. X es pseudocompacto.
2. (X,E1, τu) satisface el teorema débil de Ascoli difuso.
3. (X,E1, τu) satisface el teorema de Ascoli difuso.
Demostración.
Por el Teorema 4.4.12, es evidente que (1) y (2) son equivalentes y que
(3)=⇒(1). Finalmente, (1)=⇒(3) se deduce del Teorema 4.4.14. 
Como una consecuencia del resultado anterior, se tiene el siguiente coro-
lario que puede tener interés en śı mismo y que corrige [22, Theorem 4.2].
COROLARIO 4.4.19 Si K es un espacio métrico compacto, entonces (K,E1, τu)
satisface el teorema de Ascoli difuso.
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4.5. Un teorema de Ascoli para Cτco(X, (E1, τ`)).
En los apartados anteriores hemos considerado E1 dotado de la topoloǵıa
inducida por la métrica supremo, d∞. Dedicaremos este último apartado a
la demostración de un teorema tipo Ascoli para el espacio C(X, (E1, τ`)),
equipado con la topoloǵıa compacto-abierta cuando X es un k-espacio, es
decir, un espacio tal que un subconjunto A de X es cerrado en X si, y solo
si, A ∩K es cerrado en K para todo subconjunto compacto K de X.
Con este fin, empezamos la sección probando una caracterización de los
subespacios compactos de (E1, τ`)). Dado un subconjunto F de C(X, (E1, τ`)),
escribiremos F [x] := {f(x) : f ∈ F} para cada x ∈ X. Recordemos que
A ⊂ E1 está uniformemente acotado si existe una constante C > 0 tal que
máx{|u−(0)|, |u+(0)|} ≤ C para todo u ∈ A.
Por otra parte, gracias al teorema de caracterización de Goetschel-Voxman
(Teorema 3.2.4), podemos considerar E1 como un subespacio del espacio pro-
ducto R[0,1]×R[0,1] (o de manera equivalente, del espacio producto(R×R)[0,1]).
Por tanto, diremos que un subconjunto A de E1 es puntualmente cerrado si
es un subconjunto cerrado de R[0,1] × R[0,1].
TEOREMA 4.5.1 Un subconjunto K de (E1, τ`) es compacto si, y solo si,
K es puntualmente cerrado y está uniformemente acotado.
Demostración.
Suponemos que K es un subconjunto compacto de (E1, τ`). Entonces K es un
subconjunto compacto de R[0,1]×R[0,1] y, en consecuencia, K es puntualmente
cerrado y está puntualmente acotado, lo cual implica que K es puntualmente
cerrado y uniformemente acotado.
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En sentido contrario, si K ⊂ E1 está uniformemente acotado, K está pun-
tualmente acotado. Aśı, al asumir también que K es puntualmente cerrado,
K es un subconjunto compacto de R[0,1] × R[0,1] y al ser la compacidad una
propiedad topológica absoluta, K es un subconjunto compacto de (E1, τ`). 
A continuación introducimos el concepto de equicontinuidad eventual en
un contexto difuso:
DEFINICIÓN 4.5.2 Un subconjunto F de C(X, (E1, τ`)) se dice que es
eventualmente equicontinuo si para cualquier x0 ∈ X, u ∈ E1, {α1, ..., αn} ⊂
[0, 1] y ε > 0, existe un entorno abierto V de x0 y {β1, ..., βm} ⊂ [0, 1] tal que
si f ∈ F y
máx
1≤i≤m




{|f(x)+(αi)− u+(αi)|, |f(x)−(αi)− u−(αi)|} < ε
para todo x ∈ V .
Para la demostració del teorema de Ascoli, necesitaremos el siguiente
resultado, conocido como Teorema de Wallace.
TEOREMA 4.5.3 [18, Teorema 3.2.10] If As es un subconjunto compacto
de un espacio topológico Xs, entonces para todo subconjunto abierto W del
producto cartesiano
∏
s∈S Xs que contiene al conjunto
∏
s∈S As existen sub-
conjuntos abiertos Us ⊂ Xs tal que Us 6= Xs solo para una cantidad finita de




s∈S Us ⊂ W .
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TEOREMA 4.5.4 Sea X un k-espacio. Si F ⊂ C(X, (E1, τ`)), entonces F
es compacto si, y solo si, se satisfacen las siguientes condiciones
1. F es cerrado.
2. Para cualquier x ∈ X, F [x] es puntualmente cerrado y uniformemente aco-
tado.
3. F es eventualmente equicontinuo.
Demostración.
Necesidad. Asumimos que F es compacto en la topoloǵıa compacto-
abierta de C(X, (E1, τ`)).
1) F es cerrado porque C(X, (E1, τ`)) es un espacio de Hausdorff, al serlo
(E1, τ`) ([20, Theorem 2.1]).
2) Es evidente que, para todo x ∈ X, la función Lx : C(X, (E1, τ`)) −→
(E1, τ`) definida como Lx(f) := f(x) es continua. Por tanto, como F es
compacto, entonces Lx(F ) = F [x] es compacto en (E1, τ`) para cada x ∈ X.
Por el Teorema 4.5.1, F [x] es, para cualquier x ∈ X, puntualmente cerrado
y uniformemente acotado.
3) Fijamos x0 ∈ X, u ∈ E1, {α1, ..., αn} ⊂ [0, 1] y ε > 0. Sea {β1, ..., βm} ⊂
[0, 1] tal que {α1, ..., αn} ⊆ {β1, ..., βm}. Sea F ′ ⊆ F tal que
máx
1≤i≤m
{|f(x0)+(βi)− u+(βi)|, |f(x0)−(βi)− u−(βi)|} ≤ ε,
para todo f ∈ F ′. Es evidente que F ′ es cerrado y, consecuentemente, es
compacto. Vamos a considerar la función L(f, x) := f(x) definida de F ×X
en E1. Por [46, Teorema 7.5], la función L es continua en F ×K para todo
subconjunto compacto K de X. Como el producto de un espacio compacto y
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un k-espacio es un k-espacio, ([18, Theorem 3.3.27]), la función L es continua
y, por tanto,
L(F ′×{x0}) ⊂ U := {v ∈ E1 : máx
1≤i≤n
{|v+(αi)−u+(αi)|, |v−(αi)−u−(αi)|} < ε},
lo cual quiere decir que el subconjunto compacto F ′ × {x0} está incluido en
L−1(V ). Por el Teorema 4.5.3, existe un entorno abierto, V , de x0 tal que
f(x) ∈ U para todo f ∈ F ′ y todo x ∈ V . Es decir,
máx
1≤i≤n
{|f(x)+(αi)− u+(αi)|, |f(x)−(αi)− u−(αi)|} < ε.
Suficiencia. Primero vamos a comprobar que F̄ , la clausura de F en la
topoloǵıa de la convergencia puntual es también eventualmente equicontinua.
Fijamos x0 ∈ X, u ∈ E1, {α1, ..., αn} ⊂ [0, 1] y ε > 0. Entonces, por la
equicontinuidad eventual de F , existe un entorno V de x0 y {β1, ..., βm} ⊂
[0, 1] tal que si f ∈ F y
máx
1≤i≤m




{|f(x)+(αi)− u+(αi)|, |f(x)−(αi)− u−(αi)|} < ε
para todo x ∈ V . Tomamos g ∈ F̄ tal que
máx
1≤i≤m




{|g(x)+(αi)− u+(αi)|, |g(x)−(αi)− u−(αi)|} < ε
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para todo x ∈ V . Con esta finalidad, elegimos una red {gλ}λ∈I en F que
converge puntualmente a g. Por lo tanto, eventualmente,
máx
1≤i≤m
{|gλ(x0)+(βi)− u+(βi)|, |gλ(x0)−(βi)− u−(βi)|} < ε.
Consecuentemente, por la equicontinuidad eventual de F ,
máx
1≤i≤n
{|gλ(x)+(αi)− u+(αi)|, |gλ(x)−(αi)− u−(αi)|} < ε
para todo x ∈ V , como queŕıamos probar.
Como en el caso de la necesidad, consideramos L(f, x) := f(x) definida de
F̄ ×X en E1. Veamos que L es continua. Con esta finalidad, fijamos x0 ∈ X,
u ∈ E1, {α1, ..., αn} ⊂ [0, 1] y ε > 0. Como F̄ es eventualmente equicontinuo,
existe un entorno abierto V de x0 y {β1, ..., βm} ⊂ [0, 1] tal que si f ∈
W := {f ∈ F̄ : máx1≤i≤m{|f(x0)+(βi)− u+(βi)|, |f(x0)−(βi)− u−(βi)|} < ε},
entonces L(W × V ) ⊂ U , donde
U := {v ∈ E1 : máx
1≤i≤n
{|v+(αi)− u+(αi)|, |v−(αi)− u−(αi)|} < ε}.
Ya que también está claro que W es abierto en F̄ y U un abierto en (E1, τ`),
entonces L es continua.
De forma similar, por la equicontinuidad eventual de F̄ , podemos deducir
que si f ∈ F̄ , entonces f ∈ C(X, (E1, τ`)).
Ahora vamos a comprobar que la clausura de F en la topoloǵıa de la con-
vergencia puntual, F̄ , coincide con la clausura de F en la topoloǵıa compacto-
abierta, cl(F ). Es suficiente comprobar, en este contexto, que la topoloǵıa
de la convergencia puntual es más fina que la topoloǵıa compacto-abierta
(τp ≤ τco).
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Es bien sabido que dado un subconjunto compacto K de X, u0 ∈ E1, y
{α1, ..., αn} ⊂ [0, 1], el conjunto B(K, {α1, ..., αn}, u0) dado por
{g ∈ F̄ : máx
1≤i≤n
{|g(x)+(αi)−u+0 (αi)|, |g(x)−(αi)−u−0 (αi)|} < ε for all x ∈ K}
es miembro de una subbase para la topoloǵıa compacto-abierta en C(X, (E1, τ`)).
Fijamos f ∈ B(K, {α1, ..., αn}, u0). Entonces {f} × K es compacto en
F̄ ×X y pertenece a L−1(U), donde
U := {v ∈ E1 : máx
1≤i≤n
{|v+(αi)− u+0 (αi)|, |v−(αi)− u−0 (αi)|} < ε}.
Dado que L es continua, se tiene que L−1(U) es abierto. Por lo tanto, por
el Teorema 4.5.3, existe un entorno abierto, N , de f en la topoloǵıa de la
convergencia puntual tal que N × K ∈ L−1(U), lo que quiere decir que
N ⊂ B(K, {α1, ..., αn}, u0). Esto significa que la topoloǵıa de la convergencia
puntual es más fina que la topoloǵıa compacto-abierta.
Finalmente, afirmamos que cl(F ) es compacto en la topoloǵıa compacto-
abierta. En realidad, comprobaremos que es compacto en la topoloǵıa de
la convergencia puntual, pues ya hemos comprobado que ambas topoloǵıas
coinciden en F̄ = cl(F ). Con este fin, podemos considerar F̄ como un sub-
conjunto cerrado del producto
∏
x∈X{F [x]}. Por el Teorema de Tychonoff’s,∏
x∈X{F [x]} es compacto en la topoloǵıa de la convergencia puntual ya que,
por el Teorema 4.5.1, F [x] es compacto para cada x ∈ X. Entonces, F̄ es
compacto en la topoloǵıa compacto-abierta y, puesto que por hipótesis, F es
cerrado en esta topoloǵıa, entonces F es compacto en la topoloǵıa compacto-





En este caṕıtulo nos centramos en el estudio de las condiciones bajo las
cuales una función difusa continua (con respecto a la métrica supremo o la
topoloǵıa de la convergencia de nivel) definida en un espacio compacto de
Hausdorff, K, puede ser aproximada por determinadas funciones difusas con
cualquier grado de precisión. Más concretamente, y en base a las ideas de R.I.
Jewett ([41]) y J.B. Prolla ([66]), proporcionamos un conjunto de condiciones
suficientes en un subespacio del espacio de las funciones difusas para que sea
denso, es decir, un resultado tipo Stone-Weierstrass. El célebre teorema de
Stone-Weierstrass es uno de los resultados más importantes en el Análisis
Clásico puesto que desempeña un papel clave en el desarrollo de la teoŕıa
de la aproximación general y, en particular, es la esencia de las capacidades
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de aproximación de las redes neuronales. También obtenemos un resultado
similar para interpolar familias de funciones difusas continuas en el sentido de
que la aproximación uniforme también puede exigir una coincidencia exacta
en una determinada cantidad finita de puntos.
5.1. Una versión difusa del teorema de Stone-
Weierstrass con la topoloǵıa de la con-
vergencia uniforme
Comenzaremos este apartado introduciendo un concepto esencial para ob-
tener nuestro teorema principal (Teorema 5.1.7). Recordemos que E1 deno-
tará el espacio métrico (E1, d∞) salvo indicación en contra. En este apartado
K representará a un espacio compacto de Hausdorff.
DEFINICIÓN 5.1.1 Dado un subconjunto no vaćıo W de C(K,E1), defi-
nimos el subconjunto del espacio de funciones C(K, [0, 1]) como:
Conv(W ) = {ϕ ∈ C(K, [0, 1]) : ϕf + (1− ϕ)g ∈ W para todo f, g ∈ W}.
PROPOSICIÓN 5.1.2 Sea W un subconjunto no vaćıo de C(K,E1). En-
tonces se cumplen las siguientes propiedades:
1. φ ∈ Conv(W ) implica que 1− φ ∈ Conv(W ).
2. Si φ, ϕ ∈ Conv(W ), entonces φ · ϕ ∈ Conv(W ).
3. Si φ pertenece a la clausura uniforme de Conv(W ), entonces 1− φ también
pertenece.
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4. Si φ, ϕ pertenecen a la clausura uniforme de Conv(W ), entonces φ·ϕ también
pertenece.
Demostración.
(1) es evidente. Para probar (2), vamos a suponer que φ, ϕ ∈ Conv(W ). La
identidad
1− φ · ϕ = (1− φ) + φ(1− ϕ)
implica que, para cada par f, g ∈ W ,
(φ · ϕ)f + (1− φ · ϕ)g = φ[ϕf + (1− ϕ)g] + (1− φ)g,
y, por lo tanto, φ · ϕ ∈ Conv(W ).
Para demostrar (3), supongamos que φ pertenece a la clausura uniforme
de Conv(W ). Entonces existe una sucesión {φn} ⊂ Conv(W ) que conver-
ge uniformemente a φ. En consecuencia, {1 − φn}, que está contenido en
Conv(W ) por (1), converge uniformemente a 1− φ.
El apartado (4) se demuestra de forma similar.

DEFINICIÓN 5.1.3 Diremos que M ⊂ C(K, [0, 1]) separa los puntos de K
si dados s, t ∈ K con s 6= t, entonces existe φ ∈M tal que φ(s) 6= φ(t).
Enunciaremos a continuación dos lemas técnicos que utilizaremos en las
siguientes demostraciones:
LEMA 5.1.4 [66, Lemma 1] Sea 0 < a < b < 1 y 0 < δ < 1
2
. Existe un
polinomio p(x) = (1− xm)n, tal que:
1. p(x) > 1− δ para todo 0 ≤ x ≤ a.
96
2. p(x) < δ para todo b ≤ x ≤ 1.
LEMA 5.1.5 [66, Lemma 2] SeaW ⊆ C(K,E1). El máximo de dos elementos
de Conv(W ) está en la clausura uniforme de Conv(W ).
LEMA 5.1.6 Sea W ⊆ C(K,E1). Si Conv(W ) separa los puntos de K,
entonces, dado un x0 ∈ K y un entorno abierto N de x0, existe un entorno
U de x0 contenido en N tal que para todo 0 < δ <
1
2
, existe un ϕ ∈ Conv(W )
tal que:
1. ϕ(t) > 1− δ, para todo t ∈ U .
2. ϕ(t) < δ, para todo t /∈ N .
Demostración.
Sea H el complemento de N en K. Para cada t ∈ H, como Conv(W ) separa
los puntos de K por hipótesis, podemos suponer, sin pérdida de generalidad,
que existe un ϕt ∈ Conv(W ) tal que ϕt(t) < ϕt(x0).
Elegimos dos números reales a y b tales que: ϕt(t) < a < b < ϕt(x0). En-
tonces tomando δ = 1
4
en el Lema 5.1.4, podemos encontrar un polinomio








Para cada t ∈ H podemos definir U(t) = {s ∈ K : pt(ϕt(s)) > 34}, que
es claramente un entorno abierto de t. Como H es compacto por ser un
subespacio cerrado dentro de un espacio compacto, existen t1, ..., tm ∈ H ta-




Veamos que ϕi ∈ Conv(W ), para todo i = 1, ...,m. De hecho, se tiene que
pti(ϕti(s)) = (1 − [ϕti(s)]m)n y puesto que ϕti(s) ∈ Conv(W ), por las pro-
piedades (1) y (2) de la Proposición 5.1.2, deducimos que pti(ϕti(s)) también
pertenece a Conv(W ).
Vamos a definir ψ(s) = máx(ϕ1(s), ..., ϕm(s)), s ∈ K. Por el Lema 5.1.5 po-
demos decir que la función ψ pertenece a la clausura uniforme de Conv(W ).
Fijémonos en que ψ(x0) <
1
4
y ψ(t) > 3
4
, para todo t ∈ H por las propiedades
de los polinomios pt(x). Definimos U = {s ∈ S;ψ(s) < 14}. Claramente, U es
un entorno abierto de x0 en K. De hecho U está contenido en N . En efecto,
si t ∈ U y t /∈ N , entonces t ∈ H y, por lo tanto, ψ(t) > 3
4
, es decir, t no
puede estar en U .
Tomemos un δ ∈ R que satisfaga 0 < δ < 1
2
y sea p el polinomio defini-
do en el Lema 5.1.4, aplicado a a = 1
4
, b = 3
4
y δ/2. Definimos η = p(ψ(s)),
para s ∈ K. Por las propiedades (3) y (4) de la Proposición 5.1.2, la función
η también pertenece a la clausura uniforme de Conv(W ).
Si t ∈ U , entonces η(t) > 1 − δ/2 por construcción. Si t /∈ N , entonces
t ∈ H y η(t) < δ/2 ya que ψ(t) > 3
4
.
Por estar η en la clausura uniforme de Conv(W ), dado δ
2
, existe ϕ ∈ Conv(W )
tal que ‖ ϕ− η ‖∞= supt∈K | ϕ(t)− η(t) |< δ/2. Aśı pues hemos encontrado
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un ϕ ∈ Conv(W ) que satisface las propiedades (1) y (2) del enunciado del
lema, lo que completa la prueba.

Con toda la información de que disponemos ya podemos enunciar y de-
mostrar una versión del teorema de Stone-Weierstrass para funciones difusas
continuas. Recordemos que en C(K,E1) consideraremos la métrica
D(f, g) = sup
t∈K
d∞(f(t), g(t)),
la cual induce la topoloǵıa de convergencia uniforme en C(K,E1).
TEOREMA 5.1.7 Sea W un subconjunto no vaćıo de C(K,E1) y asumamos
que Conv(W ) separa puntos. Si f ∈ C(K,E1) y ε > 0, entonces existe, para
cada x ∈ K, gx ∈ W tal que d∞(f(x), gx(x)) < ε, entonces W es denso en
(C(K,E1), D).
Demostración.
Fijamos ε > 0 y f ∈ C(K,E1). Nuestro objetivo es encontrar g ∈ W
tal que D(f, g) < ε. Para cada x ∈ K y 0 < ε(x) < ε, vamos a definir
N(x) = {t ∈ K : d∞(f(t), gx(t)) < ε(x) < ε}, el cual es un entorno abierto
de x. Elijamos otro entorno abierto de x, U(x), que satisfaga las propiedades
del Lema 5.1.6.
Fijamos x1 ∈ K arbitrario, y sea S el complemento de N(x1) en K. Por
compacidad de S, hay un conjunto finito {x2, . . . , xm} ⊂ S tal que S ⊂
U(x2) ∪ . . . ∪ U(xm). Elegimos 0 < δ < 12 tal que δQm < ε − ε
′, donde
ε′ = máx{ε(xi) : 1 ≤ i ≤ m} y Q = máx{D(f, gxi) : 1 ≤ i ≤ m}.
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Por el Lema 5.1.6, existen φ2, · · · , φm ∈ Conv(W ) tales que para todo
i = 2, . . . ,m:
1. φi(t) > 1− δ, para todo t ∈ U(xi); (1)
2. 0 ≤ φi(t) < δ, si t /∈ N(xi). (2)
Definimos las funciones
ψ2 = φ2,
ψ3 = (1− φ2)φ3,
...
ψm = (1− φ2)(1− φ3) · · · (1− φm−1)φm.
Es evidente que ψi ∈ Conv(W ) para todo i = 2, . . . ,m.
Ahora vamos a comprobar que
ψ2 + . . .+ ψj = 1− (1− φ2)(1− φ3) · · · (1− φj),
para j = 2, . . . ,m. Parece claro que
ψ2 + ψ3 = φ2 + (1− φ2)φ3 = 1− (1− φ2) · (1− φ3).
Procediendo por inducción, asumiremos que el resultado es cierto para cierto
sub́ındice j ∈ {4, ...,m− 1}, y vamos a comprobar la igualdad
ψ2 + . . .+ ψj + ψj+1 = 1− (1− φ2)(1− φ3) · · · (1− φj)(1− φj+1).
Aśı pues,
ψ2+. . .+ψj+ψj+1 = 1−(1−φ2)(1−φ3) · · · (1−φj)+(1−φ2)(1−φ3) · · · (1−φj)φj+1 =
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= 1− (1− φ2)(1− φ3) · · · (1− φj)(1− φj+1),
como queŕıamos comprobar. Finalmente definamos la función ψ1 := (1 −
φ2) · · · (1−φm) que pertenece a Conv(W ) y satisface ψ1 +ψ2 + . . .+ψm = 1.
Por otro lado, vamos a probar que
ψi(t) < δ for all t /∈ N(xi), i = 1, . . . ,m. (5.1)
En efecto, si i ≥ 2, entonces ψi(t) ≤ φi(t) por definición, lo cual quiere decir
que ψi(t) < δ para todo t /∈ N(xi), por (2).
Si t /∈ N(x1), tenemos que t ∈ S. Por lo tanto, t ∈ U(xj) para algún
j = 2, . . . ,m. Por (1), tenemos que 1− φj(t) < δ y entonces
ψ1(t) = (1− φj(t))
∏
i 6=j
(1− φi(t)) < δ.
Sea
g := ψ1g1 + ψ2g2 + . . .+ ψmgm,
donde gi representa gxi para i = 1, . . . ,m. Sustituyendo las ψm por su defi-
nición, observamos que
g = φ2g2+(1−φ2)[φ3g3+(1−φ3)[φ4g4+· · ·+(1−φm−1)[φmgm+(1−φm)g1] · · · ]].
Por tanto, g ∈ W ya que φi ∈ Conv(W ) para i = 2, ...,m (ver Definición
5.1.2). Por la Proposición 3.2.8, sabemos que, dado x0 ∈ K,














Sea I = {1 ≤ i ≤ m;x0 ∈ N(xi)} y J = {1 ≤ i ≤ m;x0 /∈ N(xi)}.
Entonces, para todo i ∈ I tenemos que
ψi(x0)d∞(f(x0), gi(x0)) ≤ ψi(x0)ε′. (5.2)
y, para todo i ∈ J , la desigualdad (5.1) produce
ψi(x0)d∞(f(x0), gi(x0)) ≤ δQ.










δQ ≤ ε′ + δQm < ε.
Finalmente, reuniendo toda la información y como x0 es arbitrario en K,
concluimos que d∞(f(x), g(x)) < ε para todo x ∈ K, lo cual conduce a
D(f, g) ≤ ε, como queŕıamos demostrar. 
DEFINICIÓN 5.1.8 Dado u ∈ E1, escribiremos û para denotar la función
en C(K,E1) que toma el valor constante u.
Si asumimos queW contiene a las funciones constantes, entonces podemos
obtener una versión mejorada del Teorema 5.1.7:
COROLARIO 5.1.9 Sea W un subconjunto no vaćıo C(K,E1) que contiene
a las funciones constantes. Si además asumimos que Conv(W ) separa puntos,
entonces W es denso en (C(K,E1), D).
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Demostración.
Dados f ∈ C(K,E1) y ε > 0, podemos tomar, para cada x ∈ K, gx := f̂(x).
En este caso d∞(f(x), gx(x)) = 0 y el resultado se sigue del Teorema 5.1.7.

Si consideramos W = C(K,E1 entonces se obtiene el siguiente resultado:
COROLARIO 5.1.10 Sea f ∈ C(K,E1). Entonces, existen una cantidad
finita de funciones ψi ∈ C(K, [0, 1]) y ui ∈ E1, i = 1, ...,m, tales que
D(f, ψ1û1 + ...+ ψmûm) < ε.
Demostración.
Es evidente que Conv(C(K,E1)) = C(K, [0, 1]), que claramente separa los
puntos de K. Para concluir la prueba, basta en la definición de la función g
de la demostración del Teorema 5.1.7, tomar gxi := f̂(xi) para i = 1, ...,m.

DEFINICIÓN 5.1.11 Un subconjunto A ⊂ C(K,E1) se dice que es una
familia interpoladora si, dado un subconjunto finito K ′ ⊂ K y una función
f ∈ C(K,E1), existe g ∈ A tal que f(x) = g(x) para todo x ∈ K ′.
TEOREMA 5.1.12 Sea A ⊂ C(K,E1) una familia interpoladora tal que
Conv(A) separa los puntos de K. Entonces, para cada f ∈ C(K,E1), cada
ε > 0 y cada subconjunto finito K ′ ⊂ K, existe g ∈ A tal que D(f, g) < ε y
f(x) = g(x) para todo x ∈ K ′. En particular, A es denso en (C(K,E1), D).
Demostración.
Fijamos f0 ∈ C(K,E1) y definimosW = {g ∈ A : f0(x) = g(x) para todo x ∈
K ′}, el cual no es vaćıo por ser A una familia interpoladora.
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Vamos a ver que Conv(A) ⊆ Conv(W ). Sea f, g ∈ W . Tenemos que
comprobar que ϕf+(1−ϕ)g ∈ W para algún ϕ ∈ Conv(A). Es evidente que
ϕf + (1 − ϕ)g ∈ A. Además ϕ(x)f(x) + (1 − ϕ(x))g(x) = ϕ(x)f0(x) + (1 −
ϕ)f0(x) = f0(x) para todo x ∈ K ′, y consecuentemente, ϕf + (1−ϕ)g ∈ W .
Para cada x ∈ K, consideramos el conjunto finito K ′∪{x}. Como A es una
familia interpoladora para C(K,E1), entonces existe gx ∈ A tal que f(t) =
gx(t) para todo t ∈ K ′∪{x}. En particular, f(t) = gx(t) para todo t ∈ K ′. Por
lo tanto, gx ∈ W . Por otro lado f(x) = gx(x) implica que d∞(f(x), gx(x)) < ε.
Por el Teorema 5.1.7, existe g ∈ W ⊆ A tal que D(f, g) < ε y g(t) = f(t)
para todo t ∈ K ′. 
5.2. Una versión difusa del teorema de Stone-
Weierstrass con la topoloǵıa de la con-
vergencia de nivel.
La topoloǵıa de la convergencia de nivel, τ`, se introdujo en [45] y, gracias
a la caracterización de Goetschel-Voxman de los números difusos, se ha con-
vertido en una alternativa natural a las métricas habituales (d∞, endográfica,
...) usadas en E1. De hecho, el espacio de las funciones difusas τ`-continuas
es estrictamente mayor que el espacio de funciones difusas d∞-continuas.
Además, parece ser que el uso de la topoloǵıa compacto-abierta también es
una novedad en este contexto.
En primer lugar recordaremos el conocido Lema de Uryshon ([18]):
104
LEMA 5.2.1 . Sea X un espacio localmente compacto de Hausdorff, y sean
K,F ⊂ X dos conjuntos disjuntos, con K compacto, y F cerrado. Entonces
existe una función continua f : X −→ [0, 1] tal que f ≡ 1 en K y f se anula
en F .
Como en el apartado 5.1, dado u ∈ E1, escribiremos û para denotar las
funciones en C(X,E1) que toman el valor constante u.
Ahora podemos probar una versión del teorema de Stone-Weierstrass para
C(X, (E1, τ`)) equipado con la topoloǵıa compacto-abierta, τco:
TEOREMA 5.2.2 Sea X un espacio localmente compacto de Hausdorff. Sea
H un subespacio de C(X, (E1, τ`)) que contiene las combinaciones finitas de
la forma ψ1û1 + ... + ψmûm, donde ψi ∈ C(X, [0, 1]) y ui ∈ E1, i = 1, ...,m.
Entonces H es denso en (C(X, (E1, τ`)), τco).
Demostración.
Fijamos ε > 0, un conjunto finito {λ1, ..., λn} ⊂ [0, 1], un subconjunto com-
pacto K ⊂ X y f0 ∈ C(X, (E1, τ`)).
Para cada x ∈ X y 0 < ε(x) < ε, definimos
N(x) = {t ∈ X : dH([f0(t)]λj , [f0(x)]λj) < ε(x) < ε, j = 1, ..., n},
que es un entorno abierto de x ya que f0 ∈ C(X, (E1, τ`)). Como X es
localmente compacto, podemos encontrar un entorno relativamente compacto
de x, V (x), tal que clV (x) ⊂ N(x). Por el Lema de Uryshon (Lema 5.2.1),
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existe una función continua fx : X −→ [0, 1] tal que fx ≡ 1 en clV (x) y fx
se anula en X \N(x).
Elegimos x1 ∈ K. Por la compacidad deX\N(x1)∩K, podemos encontrar
un conjunto finito {x2, . . . , xm} ⊂ X \N(x1) ∩K tal que (X \N(x1) ∩K ⊂
V (x2)) ∪ . . . ∪ V (xm).
Definimos ε′ = máx{ε(xi) : 1 ≤ i ≤ m} y las siguientes funciones:
ψ2 = fx2 ,
ψ3 = (1− fx2)fx3 ,
...
ψm = (1− fx2)(1− fx3) · · · (1− fxm−1)fxm .
A continuación afirmamos que
ψ2 + . . .+ ψj = 1− (1− fx2)(1− fx3) · · · (1− fxj),
j = 2, . . . ,m.
En efecto, es claro que
ψ2 + ψ3 = fx2 + (1− fx2)fx3 = 1− (1− fx2) · (1− fx3).
Procedemos por inducción. Asumimos que el resultado es cierto para un
cierto j ∈ {4, ...,m− 1} y vamos a comprobar que
ψ2 + . . .+ ψj + ψj+1 = 1− (1− fx2)(1− fx3) · · · (1− fxj)(1− fxj+1).
Esto es,
ψ2+. . .+ψj+ψj+1 = 1−(1−fx2)(1−fx3) · · · (1−fxj)+(1−fx2)(1−fx3) · · · (1−fxj)fxj+1 =
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= 1− (1− fx2)(1− fx3) · · · (1− fxj)(1− fxj+1),
como queŕıamos comprobar.
Finalmente, podemos definir ψ1 := (1−fx2) · · · (1−fxm). Como consecuencia,
tenemos que
ψ1 + ψ2 + . . .+ ψm ≡ 1.
Por otro lado necesitamos que
ψi(t) = 0 para todo t /∈ N(xi), i = 1, . . . ,m. (5.3)
En efecto, si i ≥ 2, el resultado es claro por construcción.
Si t /∈ N(x1), entonces t ∈ V (xj) para algún j = 2, . . . ,m. Por lo tanto
fxj(t) = 1 y en consecuencia
ψ1(t) = (1− fxj(t))
∏
i 6=j
(1− fxi(t)) = 0.
Vamos a definir
g := ψ1f̂0(x1) + ψ2f̂0(x2) + . . .+ ψmf̂0(xm) ∈ H. (5.4)
A continuación, dado x0 ∈ K y por las propiedades de la métrica de
Hausdorff (ver, e.g., [15]), concluimos
dH([f0(x0)]

















para j = 1, ..., n.
Sea I = {1 ≤ i ≤ m : x0 ∈ N(xi)} y J = {1 ≤ i ≤ m : x0 /∈ N(xi)}.


















para j = 1, ..., n. Como x0 es arbitrario enK, concluimos que g ∈ V (f0, K, {λ1, ..., λn}, ε).

5.3. Ejemplo
Terminamos esta caṕıtulo con un ejemplo numérico para ilustrar el razo-
namiento que hemos utilizado en el resultado principal (Teorema 5.2.2) de la
sección anterior:




0 0 ≤ x < 1
1 x = 1
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y f0(t)(x) = x
1




{1} 0 < λ ≤ 1
[0,1] λ = 0




[λt, 1] 0 < λ ≤ 1
[0,1] λ = 0.
Fijamos ε = 0.1 y λ1 = 0.5. Si tomamos t ∈]0, 1[, entonces
N(t) = {s ∈ X : |0.5t − 0.5s| < 0.1}.
Si consideramos ti = 0.1i−0.05 para i = 1, 2, ..., 10, entonces es evidente que
[0, 1[⊂ ∪10i=1N(ti).
Definamos las siguientes funciones trapezoidales para i = 2, ..., 10:
fi(t) =

20t− (2i− 3) 0.1i− 0.15 < t < 0.1i− 0.1
1 0.1i− 0.1 ≤ t ≤ 0.1i
−20t+ (2i+ 1) 0.1i < t < 0.1i+ 0.05
0 de otra manera
A partir de estas funciones podemos construir a continuación las siguientes,
que también resultan ser trapezoidales:
ψ2 := fx2 ,
ψ3 := (1− fx2)fx3 ,
...
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ψ10 := (1− fx2)(1− fx3) · · · (1− fx9)fx10 . Es decir,
ψ3(t) =

20t− 4 0.2 < t < 0.25
1 0.25 ≤ t ≤ 0.3
−20t+ 7 0.3 < t < 0.35
0 de otramanera
y por tanto
ψ2(t) + ψ3(t) =

20t− 1 0.05 < t < 0.1
1 0.1 ≤ t ≤ 0.3
−20t+ 7 0.3 < t < 0.35
0 de otramanera
Del mismo modo, obtendŕıamos
ψ2(t) + ...+ ψ10(t) =

20t− 1 0.05 < t < 0.1
1 0.1 ≤ t < 1
0 de otramanera
Finalmente, definamos ψ1(t) := 1− (ψ2(t) + ...+ ψ10(t)), que resulta
ψ1 =

1 0 ≤ t < 0.05
−20t+ 2 0.05 ≤ t ≤ 0.1
0 de otramanera
También es evidente que el soporte de cada ψi se encuentra en N(ti),
i = 1, 2, ..., 10. Finalmente definimos
g := ψ1 ̂f0(0.05) + ψ2 ̂f0(0.15) + . . .+ ψ10 ̂f0(0.95). (5.5)
Fijamos t0 ∈ [0, 1[. Entonces, como
∑10
i=1 ψi(t0) = 1, concluimos
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dH([f0(t0)]












0.5) + ...+ ψ10(t0)dH([f0(t0)]
0.5, [f0(0.95)]
0.5) =
= ψ1(t0)|0.5t0 − 0.50.05|+ ...+ ψ10(t0)|0.5t0 − 0.50.95|.
Puesto que t0 pertenece al soporte de, como máximo, dos funciones ψi y
sabemos que tales soportes se encuentran contenidas en sus respectivas N(ti),
deducimos que
dH([f0(t0)]
0.5, [(ψ1 ̂f0(0.05) + ...+ ψ10 ̂f0(0.95))(t0)]0.5) ≤ 0.1.
Como consecuencia, ya que t0 es arbitrario, resulta g ∈ V (f0, λ1, ε) con ε =





En el contexto difuso, la mayoŕıa de los resultados relacionados con la
aproximación de funciones se basan en las capacidades de aproximación de
las redes neuronales difusas (véase, por ejemplo, [52], [37], [38] y [25]) que re-
sultan ser diferentes de las capacidades aproximativas de las redes neuronales
clásicas como se ha comentado en la introducción de esta memoria. Se sabe
que las redes neuronales son particularmente útiles en muchos campos, como
las finanzas, la medicina, la ingenieŕıa mecánica, la geoloǵıa, la informática,
etc. En términos generales, las redes neuronales se implementan en todas
las situaciones donde surgen problemas de previsión, clasificación y control.
Además, dado que la naturaleza y el cerebro humano son inherentemente di-
fusos en sus caracteŕısticas, es natural pensar que las redes neuronales difusas
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tienen la capacidad de procesar información difusa gracias a sus habilidades
de aprendizaje (que están estrechamente relacionadas con sus capacidades de
aproximación). En relación con esto, las llamadas funciones radiales también
son una herramienta importante en la teoŕıa de la aproximación, aunque to-
dav́ıa no se han utilizado en un contexto difuso. De hecho, el término “función
radial” apareció por primera vez en el art́ıculo [53] que trata un problema
de aproximación en la tomograf́ıa computarizada. También surgen natural-
mente en varios campos, como, por ejemplo, en la resolución aproximada de
ecuaciones en derivadas parciales ([50]).
6.1. Aproximación mediante redes neurona-
les de funciones difusas continuas con la
topoloǵıa de la convergencia uniforme
Como consecuencia de los resultados del caṕıtulo anterior, demostramos
que las redes neuronales regulares de cuatro capas que toman valores difusos
pueden aproximar cualquier función difusa continua definida en un subespa-
cio compacto de Rn.
Primero recordemos (véase, por ejemplo, [37], [52]) que las redes neuro-
nales regulares de cuatro capas que toman valores difusos (RFNNs de cuatro








wij · σ(x · aj + θj)
)
para cada x ∈ R, donde ui ∈ E1, los coeficientes wij, los pesos aj y los um-
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brales θj son números reales y σ : R→ R representa la función de activación
en la capa oculta. Esto es, H(x) es una función que asigna a cada valor real
un número difuso. En [52], el autor demostró que, aunque las RFNNs de tres
capas no pueden aproximar el conjunto de todas las funciones C(R,E1), las
RFNNs de cuatro capas śı pueden aproximar. Para ello Liu, utilizó funciones
de activación no constantes continuas y acotadas o sigmoidales para lograr
dicha propiedad de aproximación de las RFNNs de cuatro capas. Recorde-
mos que una función sigmoidal es una aplicación σ : R −→ [0, 1] tal que
ĺımt→+∞ σ(t) = 1 y ĺımt→−∞ σ(t) = 0.
En esta sección utilizaremos RFNNs de cuatro capas donde tanto la varia-
ble x como los pesos aj pertenecen a Rn. Dada una función de activación σ,
denotamos el conjunto de dichas RFNNs difusas de cuatro capas por H(σ).
Mostraremos, gracias a los resultados del caṕıtulo anterior, que los ele-
mentos de H(σ) pueden aproximar cualquier función difusa continua definida
en un subespacio compacto de Rn siempre que σ sea una función continua
no polinomial.
TEOREMA 6.1.1 Asumamos que σ : R → R es una función continua
no polinomial y que K es un subconjunto compacto de Rn. Entonces, dado
cualquier f ∈ C(K,E1) y ε > 0, existe una red neuronal H ∈ H(σ) tal que
D(f,H) < ε.
Demostración.
Por el Corolario 5.1.10, existe una cantidad finita de funciones ψi ∈ C(K, [0, 1])
y ui ∈ E1, i = 1, ...,m, tal que





Por otro lado, por el resultado principal de ([49, Theorem 1]), sabemos
que para cada ψi, i = 1, ...,m, existe wij, θj ∈ R y aj ∈ Rn tal que∣∣∣∣∣ψi(x)−
s∑
j=1
wij · σ(x · aj + θj)
∣∣∣∣∣ < ε2m · d∞(ui, 0) ,
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wij · σ(x · aj + θj)
)∣∣∣∣∣ d∞(ui, 0) < ε2m,















6.2. Aproximación mediante redes neurona-
les difusas y sumas de funciones radiales
difusas con la topoloǵıa de la convergen-
cia de nivel.
En primer lugar, demostraremos, apoyándonos en los resultados del caṕıtu-
lo anterior, que H(σ) es denso en C(Rn, (E1, τ`)) dotado de la topoloǵıa
compacto-abierta siempre que la función de activación σ sea una función
continua no polinomial o una sigmoidal acotada (no necesariamente conti-
nua) .
TEOREMA 6.2.1 Asumamos que σ : R → R es una función continua no
polinomial o una función sigmoidal acotada (no necesariamente continua).
Entonces H(σ) es denso en Cτco(Rn, (E1, τ`)).
Demostración
Sea f0 ∈ Cτco(Rn, (E1, τ`)) y tomemos un entorno de f0,
V (f0, K, {λ1, ..., λq}, ε).
Por el Teorema 5.2.2, existe una cantidad finita de funciones ψi ∈ C(K, [0, 1])
y ui ∈ E1, i = 1, ...,m, tales que
dH([f0(x)]




para todo x ∈ K y para j = 1, ..., q.
116
Por otro lado, por [49, Theorem 1] y [42, III], sabemos que para cada ψi,
i = 1, ...,m, existen wil, θil ∈ R y ail ∈ Rn tales que∣∣∣∣∣ψi(x)−
si∑
l=1
wil · σ(x · ail + θil)
∣∣∣∣∣ < ε2m · d∞(ui, 0) ,















wil · σ(x · ail + θil)






wil · σ(x · ail + θil)
)∣∣∣∣∣ d∞(ui, 0) < ε2m,












para todo x ∈ K y para j = 1, ..., q.

En la segunda parte de este caṕıtulo, recordemos que las funciones radiales
son funciones multivariantes de la forma g(a1x1+ ...+anxn) donde g : R→ R
y (a1, ..., an) ∈ Rn \ {0} es una dirección fija ([49]). Para un subconjunto A
de Rn \ {0}, podemos definir R(A) como la siguiente envoltura lineal:
R(A) = < {g(a1x1 + ...+ anxn) : g ∈ C(R,R), (a1, ..., an) ∈ A} > .
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Podemos adaptar estas funciones al contexto difuso de la siguiente ma-
nera: sea R(Rn,E1, A) el espacio formado por las sumas de las funciones










para cada x = (x1, ..., xn) ∈ Rn y ail = (a1il, ..., anil) ∈ A, donde ui ∈ E1.
TEOREMA 6.2.2 R(Rn,E1, A) es denso en Cτco(Rn, (E1, τ`)) si R(A) con-
tiene todos los polinomios.
Demostración.
Como en la demostración del Teorema 6.2.1, dado f0 ∈ Cτco(Rn, (E1, τ`))
y un entorno de f0, V (f0, K, {λ1, ..., λq}, ε), existe una cantidad finita de
funciones ψi ∈ C(K, [0, 1]) y ui ∈ E1, i = 1, ...,m, tales que
dH([f0(x)]




para todo x ∈ K y para j = 1, ..., q. Por [50], podemos encontrar, para cada




∣∣∣∣∣ < ε2m · d∞(ui, 0) ,
























)∣∣∣∣∣ d∞(ui, 0) < ε2m,












para todo x ∈ K y para j = 1, ..., q.

OBSERVACIÓN 6.2.3 De acuerdo con [50], el teorema anterior puede re-
escribirse como sigue: R(Rn,E1, A) es denso en Cτco(Rn, (E1, τ`)) si ningún
polinomio homogéneo distinto de cero se anula en A.
Caṕıtulo 7
Conclusiones y futuras ĺıneas
de investigación
En este último caṕıtulo se resumen los resultados presentados en esta
tesis y se describen algunas posibles ĺıneas de investigación que se derivan de
ellos.
El objeto principal de estudio de esta memoria ha sido el espacio de
la funciones continuas C(X,E1) definidas entre un espacio topológico X y
el espacio de los números difusos E1 dotado este de dos topoloǵıas: la que
induce la métrica supremo y la topoloǵıa de la convergencia de nivel. Por
su parte, en dicho espacio de funciones se han considerado las topoloǵıas τα
inducidas por la convergencia uniforme sobre diversos recubrimientos α de
X.
En la primera parte de esta memoria, hemos caracterizado la comple-
ción del espacio Cτα(X, (E1, d∞)) basándonos en los αf -espacios y en los
subconjuntos acotados. A continuación, caracterizamos la metrizabilidad de
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Cτα(X, (E1, d∞)) a partir de la hemi-α-compacidad de X. Para terminar es-
ta parte, probamos varios teoremas tipo Ascoli para espacios de funciones
Cτα(X, (E1, d∞)) y Cco(X, (E1, τ`)) ([26]).
A la vista de estos resultados, cabe preguntarse si podemos caracterizar la
completitud y la metrizabilidad de Cτα(X, (E1, τ)) de forma similar cuando
asumimos que τ es la topoloǵıa inducida por la métrica endográfica, la de
Skorokhod o la topoloǵıa de la convergencia de nivel. Además seŕıa intere-
sante estudiar si se pueden obtener resultados tipo Ascoli para dicho espacio
de funciones si τ es la topoloǵıa inducida por las dos métricas anteriores,
o incluso si τ = τ` y τα 6= τco . También, como en el caso escalar, podŕıa
analizarse la posibilidad de aplicar estos teoremas para probar la existencia
y unicidad de problemas de valor inicial con ecuaciones diferenciales difusas.
En la segunda parte de esta memoria, hemos obtenido varios resultados
de aproximación, tipo Stone-Weierstrass, en un contexto difuso. Concreta-
mente, hemos probado la densidad de ciertos subespacios de C(X,E1) para,
en primer lugar, el caso X compacto de Hausdorff, (E1, d∞) y la métrica D
([25]), y en segundo lugar, para el caso X localmente compacto de Haus-
dorff, (E1, τl) y la topoloǵıa compacto-abierta ([27]). Apoyándonos en estos
resultados, hemos demostrado que las redes neuronales con dos capas ocul-
tas que toman valores difusos son aproximadores universales si consideramos
funciones de activación no polinomiales. También hemos introducido en es-
te contexto difuso el uso de funciones radiales como alternativa a las redes
neuronales.
A partir de estos resultados, seŕıa interesante saber si se pueden extender
dichas propiedades aproximativas en C(X,E1) cuando dotamos a E1 de las
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topoloǵıas inducidas por otras métricas, como la endográfica o la de Skorok-
hod. Por otra parte, estos resultados sobre aproximación de funciones difusas
podŕıan ser útiles en varios campos como, por ejemplo, en Teoŕıa de la Deci-
sión o en Control Inteligente. En ambos campos, y en sus vertientes difusas,
la herramienta fundamental son las denominadas funciones de utilidad difu-
sas, las cuales no son siempre fáciles de describir o manejar. En consecuencia,
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