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ABSTRACT
Techniques were developed to prepare thin (electron transparent) 
and continuous single crystal films of gold, silver, palladium and 
platinum by epitaxially depositing them on alkali halide crystals.
Then pairs of these films, while still.on their substrates 
were clamped together and heated in a furnace at a certain optimum 
temperature and time. The optimum temperature and time for the 
formation of observable boundary structure were determined. The 
bicrystals thus prepared were separated from their alkali halide 
substrates by dissolving the latter in water. The misorientation 
between the two crystals could be varied with reasonable accuracy 
and bicrystals of Au/Ag, Au/Pd, Ag/Pd and Au/Pt were fabricated to 
cover the misorientation range from 0° to 45°.
From observations of the boundary structures in the TEM, it 
was concluded that low angle phase boundaries of Au/Ag consisted of 
dislocations whose nature and spacing were in agreement with Frank’s 
Formula for low angle grain boundaries. Low angle phase boundaries of 
Au/Pd, Ag/Pd and Au/Pt could be interpreted in terms of Bollmann’s 
0-Lattice theory or its more restricted precursor - Jesser and Kuhlmann- 
Wilsdorf analysis.
Discrete misorientation structure could not be resolved in high 
angle phase boundaries. The implications of the observation are 
discussed and the nucleaticn of new phases at the boundaries is reported.
CHAPTER I'
INTRODUCTION
There is now ample evidence that the interface between two adjacent 
grains called a grain boundary plays a vital role in determining many 
aspects of the behaviour of typical polycrystalline materials. These 
include, for example, diffusional creep, superplasticity, recrystallization 
and embrittlement.
It is generally admitted that, at present, the knowledge of the 
atomic structure of the grain boundary is far behind our understanding of 
the structure of the crystals. However since the development of new 
techniques such as high resolution electron microscopy, field ion micro­
scopy and computer simulation; progress in understanding many aspects of 
the grain boundary structure and properties is advancing rapidly, and 
theories have been proposed to account for many of the processes which 
occur at grain boundaries.
There is experimental evidence that many processes which can occur 
at grain boundaries, for example, sliding (A. Eberhardt and B. Baudelet, 
1980), may take place even in the interface between two different phases 
known as a phase boundary. As the boundary is between two different 
phases, the two phases will have different chemical composition and/cr 
structure. Many of the theories proposed for grain boundary phenomena may 
not hold for phase boundaries. Mechanisms such as dislocation motion, 
diffusion etc., used to account for grain boundary phenomena will probably 
involve a change in chemical composition of the two phases and this in 
turn may lead to a change in the structure of the phase boundary.
At present because of these- difficulties the study of the structure of 
phase boundaries is lagging behind that of grain boundaries.
To define (geometrically) a grain boundary structure eight parameters 
are needed. Five parameters are needed to determine the orientation and 
three to determine the positional relationship. They are as follows: three 
parameters refer to the orientation relationship between the two crystals, 
two define the inclination of the boundary with respect to the axes and 
three define the relative translation of the two crystals from some arbitrary 
point.
Schober and Balluffi (1969) developed a technique (herein called the 
welded bicrystal technique, Chapters 5 and 7) whereby specimens with grain 
boundaries possessing controlled geometries (orientation relationships) can 
be prepared and examined in the transmission electron microscope (TEM).
They made a systematic study of grain boundary dislocations and interpreted 
their results in terms of the coincidence site lattice (csl) theory (Chapter 
2).
Goodhew (1978) suggested that this technique could in principle be 
extended to weld dissimilar metals to create phase boundaries. It then 
becomes possible to study the effect on boundary structure of variations 
in misorientation and also lattice parameter variations.
A major goal of this work is to investigate the possibilities and 
limitations of extending the welded bicrystal technique to create phase 
boundaries of controlled geometry and to study their boundary structure.
This, in turn, should provide some information on the type of structures 
favoured at phase boundaries and how they govern some of the processes 
mentioned previously, and the role they play in controlling the physical 
properties of polycrystalline materials.
The metals silver, gold, palladium and platinum have been used in 
the present work as they are relatively inert and have successfully been 
grown epitaxially (Chapters 6 and 7) on suitable substrates. Also they
give an appreciable range of lattice misfits while maintaining the same 
face centred cubic crystal structure. ,
Some basic ideas concerning the structure of boundaries between 
two grains [and two phases are discussed in Chapters 2 and 3 respectively.
CHAPTER 2
THEORIES OF GRAIN BOUNDARY STRUCTURES
2.1 Historical Introduction
Over the centuries comparisons have been made between the plastic­
ity of metals and the fluidity of viscous solids. This gave rise to the 
conjecture that metals were viscous solids, i.e. amorphous (Roberts-Austen, 
1886). This concept prevailed until it was observed that some metals were 
brittle and the fracture surfaces "crystalline". Then the amorphouse 
structure theory of metals was modified so-that under certain conditions 
metals could be crystalline. In 1887 Sorby formulated from his experiments 
the hypothesis that metals are always crystalline, and he received support­
ing evidence from the experiments of Ewing and Rosenhain (1905). After the 
discovery of X-rays by Rontgen came the conclusive evidence that metals are 
crystalline from measurements of crystal lattice parameters by X-ray 
diffraction. '
Once it was established that metals are crystalline it was conceived 
that there must be a boundary between two adjacent crystals. One of the 
first models for the grain boundary structure stems from the ideas of 
Beilby (Mclean 1956). In this model the two crystals extend up to a thin 
boundary layer of atoms which has an amorphous structure and acts almost as 
a liquid boundary layer separating the crystals. The major protagonist of 
this theory was Rosenhain (1913) and he was supported, among others, by 
Spars (1908) and Osmond (1911). The main rationale for this model was 
provided by observations of micrographs of steels which showed that at high 
temperature individual grains slid over each other when the steel was 
strained; but this did not happen at low temperatures. The explanation was 
that at low temperature the amorphous grain boundary cement would be hard 
but the crystals would be relatively soft and would deform -easily. With
increasing temperature the amorphous cement would soften more rapidly than 
the crystals and therefore at high temperatures the deformation would 
mainly occur along grain boundaries. This model failed to define the width 
of the boundary and also, if it were true, all high angle boundaries would 
have the same properties.
Numerous other models were proposed for grain boundaries. Examples
are j
(a) The grain boundary is different from the two grains in being 
richer in impurities (Guertler, 1913).
(b) As solidification commences the liquid separates into two 
phases. One forms the grain boundaries and the other fills 
the space and forms the grains (Quincke, 1934).
None of the models held sway for long until the advent of the transi­
tion lattice theory (Jeffries and Archer 1924, Hargreaves ,and Hill 1929) . 
This model was based on energy criteria and apparently this was the first 
time that energy considerations were used in connection with grain boundary 
structure. According to this theory the atoms at the boundary region (one 
or two layers) arrange in a definite pattern depending on the crystal 
misorientation between the two crystals, such that this pattern represents 
the lov/est possible potential energy. Further evidence for a misorientation 
dependent structure came from the observation that the obstruction a grain 
boundary offered to slip along the glide planes of either crystal depended 
on the orientation difference between the two crystals it separated 
(Chalmers, 1937). Subsequently very strong evidence for an energy dependent 
grain boundary structure came from experiments which showed that the free 
energy of a grain boundary depended on the orientation difference between 
the two grains (Chalmers, 1937; Aust and Chalmers 1950a, 1950b; Greenough 
and King, 1951).
2*2 Modern Theories of Grain .Boundaries
At present most models for grain boundaries and phase boundaries 
are geometric in origin. The ideal model should, among other things7 
provide complete information regarding the structure of the boundary and 
how it varies with changes in crystal parameters. It should account for 
the role of the structure in governing the properties of the material 
such as sliding, precipitation etc. In addition, it must give precise 
information' about the width of the boundary and its free energy and how 
the latter varies with misorientation.
Although several models have been proposed none could be called 
the 'ideal model'. However from a growing body of experimental evidence 
(Chapter 5) mainly from the transmission electron microscope (TEM) the 
latticedislocation model (Burgers, 1940; Bragg, 1940; Frank, 1948) is now 
generally accepted as the model of low angle grain boundaries. As shown 
below this model is valid for boundary misorientations up to about 10-15°, 
and this is the limit of the low angle boundary (Chapter 5) . All other 
boundaries are known as high angle grain boundaries, although no sharp 
transition exists between the two types of boundary. „■ .
The problem of the structure of high angle grain boundaries still 
remains to some extent to be solved. Most experimental evidence (Chapter 
5) points to the coincidence site lattice (csl) extended to the 0-lattice 
concept by Bollmann (1970) as the basis of the structure of high angle 
grain boundaries which deviate slightly from certain special orientations. 
For greater deviations from these special orientations the predicted 
dislocations have not been observed. It is possible that the dislocations 
are present but have not been resolved by the transmission electron 
microscope (TEM). Some of these models proposed for the structure of 
grain boundaries are described in the following sections.and in the next
chapter these models are extended to the case where the boundary is 
between two dissimilar grains as in a phase boundary.
2.3 Low Angle Boundaries
2.3.1 Lattice Dislocation Model
In the lattice dislocation model (Bragg, 1940; Read and ShockleyT 
1950; Burgers, 1939; Frank, 1950) the grain boundaries are considered as
consisting of planar arrays of dislocations and dislocation networks.
The model is applicable to boundaries between two differently oriented 
grains such as in a tilt boundary. For the sake of clarity one of these
cases, a twist boundary, is described and is shown to be in agreement
with Frank's formula (1950). The latter is a fully generalized 
mathematical formulation applicable to boundaries between two grains at 
small rotational misorientations.
Figure (la) shows an example of an unrelaxed (001.) twist boundary 
between two crystals in the f.c.c. crystal structure. The filled circles 
represent the atomic positions in the (002) plane in one crystal just 
above the boundary plane. The open circles represent 0, 0) and 
(0, h, 0) interstices in the (002) plane in the other crystal just below 
the boundary. In order to reduce the overall grain boundary energy the 
boundary can relax in the way shown in Figure .(lb) . The atoms on either 
side of the boundary shift slightly in order to create large areas of 
good fit (and low energy) separated by narrow bands of misfit (and high 
energy). The misfit regions are .observed to constitute a square network 
of screw dislocations. If b is the Burgers vector of the dislocations 
and 9 the twist misfit, the dislocation spacing d is given by
d = |  (i)
Equation (1) is shown below to be a special case of the Prank's 
formular (1950).
2.32 Frank1s Formula
Let r (Figure25) be an arbitrary vector inscribed on a boundary 
and let r 1 and r" be two vectors generated by rotating the vector r by 
-0/2 and +9/2 with respect to the unit vector u parallel to the axis of
rotation of the two subgrains Figure (25). The two vectors r' and r"
will have identical crystallographic orientation in their respective 
grains. Starting at the tip of vector, say r', draw the Burgers circuit 
to pass through the subgrain on to the common end-point of vectors r',
r" and r and from these on to the other subgrain to end at the tip of r".
The closure failure d of the circuit must be equal to the vector sum'of 
all dislocations intersected by the vector r. From the general proof
given by Frank (1950) in his original paper d is given by
d = (r x u) 2 sin 0/2 (2)
and for small angles
d = (r x u) 9 (3)
2.3.3 Application of Frank's Formula
Frank's formula may be used to derive models for boundaries with
given parameters, or to deduce what boundaries can be built from one, two
three .... families of dislocations. In a way this problem seems to be
the reverse of what we should solve. Instead of determining the dislocat
ions needed to accommodate the misfit in a given boundary, we are, by
trying several sets of dislocations, building a boundary structure which
will have boundary parameters corresponding to the given boundary.
As an application of the formula, let b^ and b^ be the Burgers
vectors of two sets of dislocations with a„ and a« as unit normals of
1 2
the glide planes, respectively. The vector d will be of the form
d = + n2 ^2 w^ere n]_ anc^  n2 are t*ie nurnt)ers °£ dislocations of
each type. These dislocations may, or may not, be all parallel.
If the dislocations are not all parallel, the r vectors will 
always intersect at least one set of dislocations. For any r^ d vectors 
are always in the plane containing b^ and b2* Since u is normal to the 
corresponding d, it will be normal to the plane containing b^ and b2 
and therefore will be parallel to b^ x ^2 * The directions of the lines 
are those directions of r for which the d vectors reduce to n^ b^ and 
b2 respectively and these lines are parallel to b2 x v and b^ x v. The 
vector v is the unit normal on the plane common to both grains. The r 
vectors can be chosen parallel to each of these directions in order to 
determine the density of intersection points with each family separately. 
The spacings of the dislocations with Burgers vector b^ with, the r 
vectors parallel to the set with Burgers vector b^ is given by
|bt x v| |bt X b2 | (4)
dl 6 fv.(bj xbjIJ
Similarly the spacings d^ of the dislocations with. Burgers vector b^ is
given by
lb2 X v| |bl x b2 l (5)
2 9 [v.b^ x b^J .
b i
And if v is parallel to b^ x b2 the equations reduce to d^ = q—  and 
^2
d2 = q—  which are of the same form as equation (1). The boundary is now 
a pure twist boundary. The directions of the lines are then b^ x (b^  x b 
and b2 x (b^  x b2).
Further, if b^ and b^ are mutually perpendicular these two express
ions reduce to b^ and b^ and the dislocations are of pure screw character
as shown in Figure (lb) and described previously.
—  A  JL— 1
Although Frank1s formula was derived for a general boundary between 
two grains at any misorientation, physically it has its limitations. From 
equation (1) it may be seen that as 9 increases, the separation between 
the dislocations decreases. When 9 exceeds about 10-15°, an overlap of 
dislocation cores will commence leading to a loss of identity of the 
individual defects and drawing the limit of the low angle boundary.
2.4 High Angle Boundaries
2.4.1 The coincidence site lattice (csl) model
For a given axis and certain angles of misorientation between two 
grains separated by a boundary there will be a definite proportion (1/E) 
of common sites situated on a single lattice of larger dimension,called 
the coincidence site lattice (csl). According to Ranganathan (1966) a 
three dimensional csl can be generated in the cubic system by a rotation 
0 about <hkl> if
0 = 2  tan"1 (a/b) (6a)
where a, b are integers and
N = h2 + k2 + l2 (6b)
In f.c.c. crystals rotations about <100>, <110> and <111> generate
csl unit cells v/ith tetragonal, orthorhombic and rhombohedral or hexagonal
symmetry, respectively. For high index rotation axes, the generated csl 
unit cell is of lower symmetry than the crystal lattice. The volume ratio 
(Z) of the csl unit cell and the crystal lattice unit cell is given by
Z = a2 + N b2 (7)
where a, b are non-negative integers representing the Cartesian coordinates
of the lattice point joined to an origin and
2 2 2
N = h + k + 1 (7a)
Figure (3a) shows an example of a high-angle twist boundary in 
which one atom in five (Z =5) is in exact coincidence. The boundary 
plane is (001) and the twist angle 9 = 36.9°. If there is any fit- 
misfit structure present in this special boundary it will be of atomic 
dimensions and will not be detectable by transmission-electron-microscopy 
(TEM) .
Nov; if the twist-angle is varied from the critical value of 36.9° 
by a small deviation A9, Figure (3b) the high density of coincidence site 
lattice is lost. But just as in the way the atoms in the low angle 
boundary Figure (la) relax to create regions of good fit Separated by 
bands of bad fit Figure (lb), the atoms in this high angle boundary could 
relax. In this case the regions of good fit will correspond to the nearest 
csl separated by misfit dislocations (secondary grain boundary dislocations). 
Figure (3c) shows the boundary after relaxation. The Burgers vectors of 
the dislocations are rational displacement vectors and have the same 
crystallographic indices in both grains. In addition to these intrinsic 
dislocations, depending on the orientation parameters the boundary could 
have a terraced structure.
As an example consider Figure (4a) where the boundary plane (’hkl) 
is ( l l l ) , a = 2 ,  b = l  and N = 3. This corresponds to a coincidence site 
lattice (csl) of Z = 7 (from equation (7)).and 0 = 38.21° (equation 6a)).
The two crystals in Figure (4a) are tilted about an axis normal to the 
plane of the paper and are separated by an assymetrical tilt grain boundary. 
The csl theory does not define the boundary plane and hence the grain 
boundary plane can generally have any orientation. However the construct­
ion of most coincidence site lattice models are based on some physical 
property of the grain-boundary. For example, on the assumption that the 
boundary should have the best fit and low interfacial energy. Brandon 
(1964) concluded that this is possible when the boundary follows a plane
containing a high density of coincident sites. If the boundary makes ' 
an angle with a high density plane of the coincident site lattice (csl) 
it will tend to assume a stepped interface Figure (4b) to attain a 
lower interfacial energy structure. The step heights are usually of 
atomic dimensions and the visibility of steps in the TEM depends on the 
geometrical effect of step height as well as on the strain field around 
the step.
Depending on the orientation parameters, generally three non- 
coplanar Burgers vectors will be required to accommodate the misfit of a 
grain boundary which deviates slightly by a rotation A9 from its nearest 
coincident orientation. The O-lattice theory and the dsc (displacement- 
shift-complete) lattice theory (Bollman, 1970* Grimmer et al 1974) 
provide a way to determine the Burgers vectors of these dislocations and 
the basic O-lattice equation is next derived.
2.4.2 The Basic O-lattice Equation
The O-lattice is defined mathematically as the coincidence of 
points with equivalent positions in both boundary forming lattices. These 
O-points are centres of regions of good-fit with misfit regions in between. 
In low angle boundaries the misfit would be concentrated in primary 
dislocations, the locations of which coincide with the intersection of 
the Wigner-Seitz (W.S.) cell walls of the lattice with the boundary plane. 
The Wigner-Seitz (W.S.) cell walls of the O-lattice are composed of planes 
which are the bisectors of the smallest O-point unit vectors. The case 
of high angle boundaries is discussed later.
The relationship between the O-lattice and the two crystals are
(1)derived as follows. Starting from an arbitrary point .X in lattice 1 
with arbitrary external and internal coordinates the corresponding point
in lattice 2is given by X ^  = A X ^  (8)
where A is a linear homogeneous transformation such as a rotation, a 
shear, an expansion or a combination of these. There is thus an 
infinite number of ways of choosing A which may be expressed as Ao 
post-multiplied by one of the infinity of unimodular (volume conserving) 
transformations, u, which describe the different ways of choosing the 
unit cell of crystal lattice 1. The latter is then transformed into a 
unit cell of crystal lattice 2 by Ao. As a starting point A is chosen 
so that it relates near-neighbour points in the region of the origin.
This procedure amounts to selecting A to avoid (eventually) excess 
interface dislocations.
(1)Points with equivalent‘coordinates in lattice 1 (e ) can be
formed by adding translation vectors b ^  of lattice 1 to X ^  .
e (1) = X (1) + b (L) (9)
If the points defined by equations (8) and (9) coincide then we 
designate such a point by X ^  .
x ‘°> = X (2) = X (1) + b tL) = A ^ X 10’ + b (L)
(I - A-1)X(0) = TX(0) = b (L> (10)
This equation gives the O-lattice vectors in terms of.the vectors of
crystal lattice 1. It can be inverted if determinant Jl - A =|= O to
give the O-lattice vectors as
X (0) =  (I - A)"1 b (L) (11)
This equation is the general expression for the dislocation content
of an interface. The vector X ^  crosses dislocations with Burgers vectors 
(1*)adding to b . Solutions include Frank's formula for low-angle grain 
boundaries, coincidence site lattices and phase boundary structures.
is a trivial case. If the rank of T is 2 the solution of equation (11) 
is a set of lines and when rank of T is l a  set of 0-planes is the 
solution of this equation.
Bollraan (1970) has derived the T matrix for a general interface 
described as the boundary between two crystals of different structures 
with known lattice parameters and relative misorientation. It is of the 
form
the unit vectors of lattices 1 and 2 respectively, expressed in orthogonal
keep the volume of the cell constant (determinant U = 1) and R is a 
rotation matrix to account for the relative misorientation of the two 
crystals.
2.4.3 The displacement shift complete (dsc) lattice theory
In high angle boundaries, for boundaries close to coincidence 
orientation a secondary dislocation network is needed to conserve the 
periodic pattern of the boundary. In order to determine the boundary 
structure, the two crystals have to be replaced by the so-called Displace­
ment-Shift-Complete (dsc) lattice. The latter is the lattice formed of 
the differencevectors of the two crystal lattices in the coincidence 
orientation, so that both crystal lattices are sublattices of the dsc 
lattice. Every dsc lattice refers to a specific coincidence site lattice
(12)
In the above equation the columns of matrices S^/, represent
coordinate system, and the two unimodular transformations which
(csl)
If d
(sc) denotes a dsc lattice vector, using the symbols used
earlier, d
(sc) is given by (Warrington and Bollmann, 1972)
(sc) (2) (1) -1 2 
= (I - A ) Xd X X (13)
Alternatively, the dsc vector, may be deduced from the following 
matrix equation (Grimmer et al 1974)
CSL . PSCT = I (14)
Here CSL refers to the matrices of the unit vectors of the coincidence
site,lattice and DSC refers to the transpose of the dsc lattice. The
equation is valid for simple cubic lattices only.
and for the same boundary parameters (Grimmer, 1974).
As the csl and dsc lattices are reciprocally related, as £ 
increases the primitive dsc vectors decrease in magnitude. Equation 
(13) can be solved graphically if £ is .not too high, by .drawingtwo 
lattices in the coincidence orientation and position and finding the dsc 
vectors by inspection.
In high-angle boundaries there is experimental evidence (Balluffi 
et al, 1972) which supports the theory that the dsc dislocation accommo­
date a deviation from coincidence, orientation in the same manner as 
perfect dislocations from low-angle boundaries. If the actual transforma­
tion relating two lattices is A* and the transformation A produces a 
nearby coincidence orientation, the residue A* A * = B is accommodated 
by a dislocation network of secondary dislocation with dsc Burgers 
vectors (Warrington and Bollmann, 1972).
.T
Another way of determining the dsc vector is to make use of the
fact that the dsc lattice of two direct lattices A , and A ~ is the
1 2
reciprocal lattice of the csl formed by the reciprocal lattices of A ^
The basic O-lattice theory equation is then given by
(15)
The above equation implies that lattices (1) and (2) related by
1 -1
A are replaced by two identical dsc lattices related by A A = B
and an 02-lattice constructed between them as before with dsc dislocations 
separating the 02-elements (Warrington and Bollman, 1972).
2.4.4 Limitations of the Model
The above equation (eq. (12)) shows the dependence of the O-lattice 
for a given grain boundary on the choice of the unimodular transformation 
matrices, U. As the latter matrices are not unique except for the fact 
that |U[ = 1, the grain boundary could in theory have more than one 
O-lattice. This is one of the limitations of the O-lattice theory arising, 
among other things, from the fact that no symmetry operations are involved 
in the geometrical model. This problem was solved by the postulation 
(Bollman, 1974) that the principle of conservation of structure calls for 
a transition between the atomic positions in the two crystals which is 
as smooth as possible. This is possible if in the neighbourhood of the 
origin, A correlates nearest neighbour points in the two lattices. This 
is mathematically achieved by choosing and such that |t J is a
minimum. This value of |t [ corresponds physically to the lowest disloca­
tion density since jI-A is the ratio of the volumes of the crystal 
lattice and the O-lattice cell.
As an example of another limitation, for a (110) low-angle twist 
boundary the dislocation structure corresponding to the simple O-lattice 
theory generated by a simple homogeneous transformation (corresponding to 
the rotation R) should consist of a set of vertical screw dislocations 
with Burgers vectors b = <100> and a horizontal set with b = h <110>.
In order to verfiy this structure Goodhew et al (1976) examined 
several low-angle (110) bicrystals (prepared by the welded bicrystal
technique). The observed results were not in agreement with the above- 
mentioned structure and could only be interpreted on the following basis: 
The dissociation of each vertical screw dislocation according to 
[001] +£[101] + h [101];.''. 
and the interaction of these dislocations with the original horizontal 
^[1 01J dislocations according to
h [101] + h [110] + h [Oil] 
h [101]  -  h [110] h [010]
Then after some rearrangement of the various segments the resultant 
relaxed array will be such that each segment of the network lies on a {111:} 
plane allowing a further reduction of the energy by the dissociation of 
the dislocation into partial dislocations. From the standpoint of the 
O-lattice formalism this result can be interpreted only if it corresponds 
to a new O-lattice which is derived from an inhomogeneous transformation 
which relates lattice 1 to lattice 2. This transformation will involve a 
homogeneous rotation R and a translation along [110] of 1/2/2*.
Another limitation of the model is that it depends on the presence 
of coincidence site lattices (csl). As stated by Goodhew (197 3a) all 
boundaries can be interpreted in terms of csl,if no restriction is placed 
on the value of E. Even if E is restricted to <150, no boundary can be 
more than 2° or 3° from an acceptable csl. At present there is no maximum 
value imposed on E where the difference between the energy of the 
coincidence boundary and the energy of the random boundary is negligible.
Also the magnitude of the Burgers vector |b| of the secondary grain 
boundary dislocations (GBD's) usually decreases as the coincidence site 
lattice (csl) density decreases. There are few high density (low E) csl's. 
Therefore the number of cases of GBD’s with relatively large Burgers 
vector, b, are few and the model does not define a physically realistic
minimum value for jbj . Further,-*as the deviation from the perfect 
coincidence orientation increases, the spacings of the secondary grain 
boundary dislocations (GBD's) decreases and the theory does not indicate 
at what spacing the model involving discrete dislocation ceases to be 
physically reasonable.
In addition it has been suggested (Balluffi and Tan, 1972) that 
the model cannot be valid even when E is low when the GBD spacings become 
comparable to the spacing, between coincidence sites (i.e. the periodicity) 
in the boundary. By making certain assumptions about the magnitudes of 
the minimum allowable Jbj and the grain boundary dislocation (GBD) spacings 
it has been shown that only 9% of the random boundaries are covered by 
coincidence site lattices (csl's) plus dislocation networks when E is 
between 3. and 25 . (Warrington, 1971) .
2.4.5 Plane matching (p.m.) model
The plane matching model (Pumphrey, 1971) explains the line structure 
of grain boundaries observed by transmission electron microscopy (TEM) as 
follows: Several sets of planes from either crystal meet at the boundary
and among them there will be at least one set which will have a slight 
trace. Figure (2) shows a boundary with such a set of traces. Due to 
these sets there will be parallel bands of lines of high opacity (relative­
ly bad atomic fit) separated by bands of high transparency (relatively 
good atomic fit). The physical widths of these bands are too small to be 
resolved in the TEM and what is observed is the strain fields due to 
atomic relaxation of the lattice in the vicinity of these bands.
If and are the spacings of these traces and 9 the twist mis­
orientation between the two crystals, the spacing, d, between the bands
is given by
S1 S2
a = ------- i-2------------- r  (16)
(S + S - 2S S2COS0)
and the angle, P, between the bands and the traces due to crystal 1
is given by
P = Sin"1 (-■ ) (17)
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Equations (16) and (17) are identical to those which give the 
spacing and orientation respectively of the Moire fringes (Chapter 4), 
arising from the two crystals.when viewed in the transmission electron 
microscope (TEM) in the direction normal to the boundary.
Also in equation (16) and (17) and are the traces of the
planes from the two grains which meet at the boundary. As and
could have any values the two grains need not be identical. In other 
words the equation is applicable to phase boundaries. Chapter (3) shows 
ways of deriving the equations for the dislocation spacings and orientat­
ion of phase boundaries by methods due to Jesser and Kuhlmann-Wilsdorf, 
1967) and the 0-lattice theory. It will be shown that these equations 
are identical to equations (16) and (17).
2.4.6 Limitations of the Model
As stated earlier, at present there is no 'ideal' model for the 
grain boundary structure to account for all of the observed features.
The planematching model is no exception to the rule. Balluffi and 
Schober (1972) have indicated many of the limitations of the plane 
matching model. Among them are the following.
The model does not show how to select the correct sets of planes.
Very often there will be more than one set of planes of low mismatch at the 
boundary and only certain planes will lead to the correct interpretation of 
the observed boundary structure. Also there are examples of grain boundaries 
where none of the sets of planes account for the observed defect. As an 
example, in a /"HIJ twist boundary the misfit is accommodated by a hexagonal 
network of dislocations. But this network cannot be obtained from the sets 
of planes which meet at the boundary.
According to Balluffi and Schober (1972) the plane matching descript­
ion of a boundary is not an independent "model", but is another way of 
accounting for the line structures observed in certain boundaries (e.g. 
Takayaki Takasugi et al, 1978) which are already well explained by the more 
general 0-lattice theory.
A difference between the plane matching (p.m.) approach and the csl 
model is that while the p.m. model requires that all grain boundaries 
created by rotations about a low-index axis are of relatively low energy, 
the csl model predicts that specific misorientations only have low energy.
The p.m. model may be regarded as the limiting case of the csl model with 
Z -»• (Warrington and Grimmer, 1974).
2.4.7 Model Based on Packing of Polyhedra
In addition to the models described, several other models have been 
proposed for the structure of high-angle grain boundaries. Recent develop­
ments focus attention on recurring polyhedra groups of atoms present at the 
boundary rather, than on the orientation relationships between the two 
crystals. Such models have been developed independently by Ashby and 
Spaepen (1978) and Pond, Smith and Vitek (1978) .
Its main attractions are its simplicity and the insight it offers into 
specific properties of boundaries such as impurity segregation and their 
dependence on boundary angle.
A very brief description of the model is as follows: When identical 
spheres are packed to form a shell, such that each sphere touches its 
neighbours, the sphere centres are the vertices of a "deltahedron" - a 
polyhedron with equilateral.triangles as faces. If the shell formed by 
the spheres is too small to contain another sphere, the number of 
distinguishable which are convex, is strictly limited.
Depending on the number of vertices (indicated in parentheses) the 
permitted |delt^edr^are Hh'e tetrahedron (4), the octahedron (6) , the 
pentagonal bipyramid (7), the tetragonal do-decahedron (8), the capped 
trigonal prism (9), the capped Archimedian antiprism (IQ, an un-named 18 
faced figure (11), and the icosahedron (12).
The packing of atoms in metals can be described in terms of the 
simplest of these basic packing units. The face-centred-cubic and 
hexagonal-close-packed structures, for instance, can be imagined as a 
stacking of tetrahedra and octahedra, in the ratio 2:1 and the body- 
centred-cubic structure can be seen as a stacking of distorted tetrahedra 
or distorted octahedra.
Similarly all grain boundaries whether they are symmetric or not 
can be identified with one or more of the above mentioned eight triangular­
faced polyhedral arrangements of atoms. A theoretical investigation of a 
large number of twist boundaries, tilt boundaries etc. showed that in all 
cases the structure could be completely described as nesting stacks of 
certain of the deltahedra mentioned above. The units with 4, 6, 7, 9 and 
10 occurred more frequently (Ashby and Spaepen, 1978). In many boundaries 
it was only possible to identify distorted polyhedra and there.has been 
debate (Pond et al, 1979; Ashby et al 1978) which will no doubt continue, 
as to maximum distortion which is compatible with the continued identifica­
tion of a group of atoms as a deltahedron.
*ir&i
A recent atomistic study .of the structure of a number of high
coincidence symmetrical tilt boundaries in the range between Z «= 11 (113),,
129.52/' [110] and Z = 27 (115), 148.41/(ll0) showed that the Z = 11 (113)
boundary was composed entirely of capped trigonal prisms (ctp) and there
were two identical ctp1s per period of the boundary which were relatively
displaced along the tilt axis by 1/4 [110]. Sutton and Vitek (.19801
defined a unit of A of a (113) boundary as one ctp, of length 1/4 [[332] |
perpendicular to the tilt axisv Similarly it was found that each half period
of the Z = 27 (115) boundary was composed of a tetrahedron attached to
an irregular pentagon and a unit of B of a Z = 27 (1151 boundary was
defined as one tetrahedron attached to an irregular pentagon, of total
length 1/4 [[552] [ perpendicular to the tilt axis. It was also shown that
in the range studied (i.e. Z = 11 (113) and Z. = 27 (.11511 it was feasible
to express all boundary structures as composed of units of A and B in
varying ratios and that the boundary structure changed in a continuous
manner with small changes in misorientation. To express it more quantit-r
atively, the boundary structures of symmetrical tilt boundaries between
Z. = 11 (113) and Z = 9 (.1141 misorientations consisted of the. Z~ => 11 (1131
coincidence boundary with superimposed 2a/ll [113J dsc dislocations since
the Z = 11 (1131 boundary is being preserved in this misorientation range.
Similarly boundaries with misorientation between Z - 9 (.114) and Z = 27 (1151
misorientations consisted of the Z - 27 (1151 coincidence boundary with 
2^
superimposed [H5] dsc dislocations since the Z>= 27 (1151 boundary is 
being preserved. At the Z = 9 (114) misorientation either description is 
valid. On the basis of the above description of the structures of grain 
boundaries in the misorientation range Z *= 11 (1131 and Z c 27 Q15L it was 
possible to answer some of the questions posed in the csl theory, at least 
in the context of symmetrical tilt boundaries.
For example, the highest, value of II which has any physical 
significance corresponds to the longest period 'favoured' coincidence 
boundary. Such favoured boundaries are preserved in small angular 
deviations away from them by their dsc dislocations and are distinguished 
from other coincidence boundaries by the non-existence of unit from other 
boundaries in them. In the example considered here ffiTe^ favoured 
boundaries are E = 11 (113) and E = 27 (1151 as these are uniquely composed 
of units of A and B respectively and E -.9 C1141 is not a favoured 
boundary. This proves that favoured boundaries are not necessarily the 
lowest boundaries available. The favoured boundaries- are determined by 
energetic considerations and in general they are dependent on the intern- 
atomic potential used and will'vary with different materials* However 
once the favoured boundaries in a particular misorientation is known, 
then it is possible to construct predictively the structures of interven­
ing symmetrical boundaries in terms of the boundary units of the two 
nearest favoured boundary structures *
Sutton et al (19811 have also proved that secondary grain boundary 
dislocation structure (SGBDl observed in the TEM (by conventional diffrac-r 
tion contrast) may be ambiguous and as an example the E ^ 697 C6, 6, 251, 
142.50 [HI] tilt boundary is considered.
The period of the boundary perpendicular to the. tilt axis- is given
bY
^[25, 25, 1*2] - N A + N B where N and N denote the 
A H. A B
number of units of A and B per period of the boundary and A and E are as
defined before. Solving the above equation, gives N f= 5 and N » 7*
A &
The 5:7 boundary is composed of some mixtures of, 1:1 and 1:2 li'gaments- 
and is obtained as follows;
2:3 = 1:1 + 1:2 = AB + ABB = ABABB
3 : 4 = 2 • 3 +1:1 = ABABB + AB = ABABBAB
5:7 = 2 : 3  +3:4 = ABABB : ABABBAB
= ABABBABABBAB 
i.e. the structure of = 697 (6, 6, 25) boundary is
_ ------ ABABBABABBAB - -----
Since the A units are the minority units each A unit corresponds to core
2a -
of a -^ y [115] dislocation (E = 27) and these dislocations will be 
irregularly spaced and has been graphically verified (Sutton et al, 19811* 
In the structure of £ = 697 (6, 6, 251 boundary, in between two 
regular sequences of AB units there is an additional B unit and at 
distances from the boundary greater than its period the stress and 
displacement fields (far field of the boundary! will be caused by these 
additional B units. It was also found that the £ = 9 C1141, 141*06°
[110] boundary was composed of a regular sequence of AB units only* 
Therefore having this as the reference structure referred to as ra.u*r.s, 
(multiple unit reference structurel it is possible to determine b the 
virtual dislocations of the far field of the £ = 691 boundary* The 
magnitude of b is obtained from equation (11, Frank's formula, using the 
value 9 = 2,7935° and
d r y  J [25, 25, 12] | and is av^8 and hence the vector b^  is
cly  '[114]* The vector b is one of the dsc dislocation vectors of £ « 9 
boundary and therefore each, additional B unit is associated with the core
cl
dislocation of an yg[114], £ = 9 SGBD* Therefore it is possible that 
when the image of a boundary near in misorientation to a m*vur*s* is 
observed in the TEM, it may reveal the 'virtual*' SGBD network, instead of 
the true SGBD (near field of the boundary! based on the favoured boundary 
reference structures.
The above model is complementary to other descriptions of grain 
boundary structure, and all these models are essentially equivalent and 
merely emphasize different aspects of the boundary structure (Balluffi 
and Schober, 1972). However the fact that the 0-lattice description is 
applicable to any arbitrary grains which form a boundary and the 
mathematical precision and the complete description it provides of the 
boundary structure makesit perhaps the most suitable model.for describing 
the structure of high-angle grain boundaries. In addition most experimental 
observations reported in the literature on the structure of grain boundaries 
(examples are given in Chapter 5) are interpreted in terms of the O-lattice 
theory.
The next Chapter deals with the structure of phase boundaries. At 
present a comprehensive, generally accepted, nomenclature for the structure 
of interphase boundaries is not available. As shown in the next Chapter, 
in a phase boundary there may not be any coincidence site lattices.
Possible ways of extending the models described in this Chapter to phase 
boundaries are discussed with some other models in order to draw overall 
guidelines for a general description of the phase boundary structure.
CHAPTER THREE
THEORIES OF PHASE-BOUNDARY STRUCTURES
3.1 Introduction
The boundary structure becomes more complicated when the interface 
is between two different phases i.e. a phase-boundary structure. Here 
two variables, the lattice misfit and twist misorientation, control the 
structure. The simpler case where the twist misorientation is zero is 
first considered and then the more complicated case where both variables 
come into play is discussed.
When the twist misorientation is zero three types of boundaries 
are possible, namely, coherent, semi-coherent and incoherent boundaries. 
These models pose the same problem as grain boundaries (Chapter 2) in 
that no distinct transition exists from one type of structure to the 
other.
As early as 1949, years before the development of transmission 
electron microscope (TEM) as an instrument in the study of crystal 
defects, Frank and van der Merwe (1949) formulated theories for coherent 
and semi-coherent boundaries. They devised these models for interphase 
boundaries prepared by epitaxial growth (Chapter 6) and the experimental 
verification for the existence of misfit compensating dislocations at 
these boundaries came from experiments performed a decade or so later 
(e.g. Matthews, 1961). The theory was also found to be applicable to 
boundaries generated during diffusional solid-solid transformations.
3.2 Boundaries with Lattice Misfit Only
3.2.1 Coherent Interfaces
Christian (1975) defines a fully coherent interface between two 
crystals as one for which the corresponding lattice planes and lines
are continuous across the interface and that the lattice correspondence 
be "uniform" in the sense that the same correspondence (or lattice 
deformation) operates on each unit cell across the interface.
Coherent interfaces are likely to be found in two phase alloys 
in which (i) the two phases have the same crystal structure and 
crystallographic orientation along with closely matched lattice 
parameters, e.g. one f.c.c. phase embedded in another f.c.c. phase; 
epitaxially (Chapter 6) grown bicrystals, (ii) the two phases have 
different crystal structures which have a plane in common. The best 
example of the second type of interface occurs between face centred 
cubic and close packed hexagonal structures in which {111} planes of 
the former are parallel to the (0001) basal plane of the latter.
Figure (6a) represents an example of a coherent boundary formed 
from two crystals with lattice spacings a, b. If a.> b the spacings of 
crystal A will be uniformly contracted and those of B uniformly expanded 
to maintain lattice continuity across the interface. This distortion in 
the lattice can be represented by interface dislocations described as 
coherency dislocations. These dislocations are not lattice dislocations 
as they do not belong to either of the two crystals which form the 
interface. The Burgers vector of these dislocations is the difference 
of the lattice constants of the two cystals and is given by a-b 
(Jagannadham and Marcinkowski, 1977; Olson and Cohen, 1979). Coherency 
dislocations have very small Burgers vectors and are closely spaced. 
Detection of these coherency dislocations in the transmission electron 
microscope will therefore be difficult. However conventional strain 
contrast experiments have been used to observe coherency dislocations 
(Mahajan and Chin, 1973) and the weak beam technique (Cockayne et al, 
1969) is another technique which may be used to detect them.
Coherent interfaces may also be described in terms of Frank's
formula (eq. (2)). This is best illustrated by rewriting Frank's
formula in a matrix form (Christian, 1975). If a reference lattice
is transformable into lattice A by the deformation S, and into lattice
A
B by the deformation S , then the net Burgers vector content b (in theB
reference lattice) across a vector P in the A-B interface is given by
b = (S "1 - S ' 1) .P (18)B A
If lattice A is chosen as the reference lattice which is transformed 
into lattice B by the deformation S, the formula becomes
b = (S-1 - i"1).P (19)
where I is the identity matrix. Two types of deformation (S) are 
possible across an interphase boundary. For the coherent interphase 
boundary described above, the deformation is homogeneous and it distort 
one lattice into the other establishing a lattice correspondence across 
the interface. The displacement for each lattice plane is constant.
3.2.2 Semi-coherent interfaces ‘
When the long-range elastic strain field of the coherent inter­
face is large it can be cancelled by the superposition of an array of 
misfit dislocations Figure (6b). The case for the semi-coherent 
interface was first treated by van der Merwe (1950). These anti- 
coherency *(or misfit) dislocations have Burgers vectors corresponding 
to crystal dislocations. They possess the properties of conventional 
dislocations and have been observed in a number of cases (e.g. Matthews 
1961')..
The Burgers vectors of these dislocations are necessarily of
opposite sign to those of the coherency dislocations since their
function is to cancel the coherency strains. In terms of equation
(19) the deformation is inhomogeneous as the two crystals are not
related by a single uniform correspondence across the interface. As
shown in Figure (6b) the anticoherency dislocations (misfit dislocations)
now introduce discontinuities in the interface designated by extra half-
ci}d
planes at regular intervals, n = — ^ .which terminate at the boundary. 
The type of deformation which introduces a displacement per n lattice 
planes is called a lattice invariant deformation.
3.3 Boundaries with both Lattice and Twist Misfit
3.3.1 Low angle phase boundaries
The structure of boundaries with both twist misorientation and 
lattice misfit was probably first investigated by Bettmann (1964) and 
the energy of such boundaries was briefly considered by van der Merwe 
(1950, 1963) and Cabrera (1964, 1965). In the latter study it was 
assumed that the energy was the sum total of the energies, of a boundary 
with twist misorientation alone and one of lattice misfit only.
In 1967 Jesser and Kuhlmann-Wilsdorf derived, mathematically, 
expressions for the spacings and directions of the dislocations in a 
twist misfit boundary and showed that these equations are the same as 
those of the Moire fringes (Chapter 4) which arise from the two crystals 
when viewed in the direction normal to the boundary.
They used some of the reasoning employed by Frank (1950, Chapter
2) to derive his formula for the low angle boundaries but in addition 
assumed that the boundary is planar in structure and is always composed 
of a square network of dislocations with interfacial Burgers vectors 
parallel to cube axis.
If a^ are the lattice spacings of the two crystals and 9 
the twist misorientation, the Burgers vector of the misfit dislocation 
is given by (Jesser and Kuhlmann-Wilsdorf, 1967),
b = 2ala2
al+a2
the spacings D of the dislocations is given by
D = ala22 2 h
(al + a2 “ 2a^a^Cos9)
tan ¥ =
a^Sin9
(a2 -a^cos9)
(20)
(21)
(21b)
and the angle a these dislocations make with one of the cube axis 
(assuming a > a2) is given by (with reference to Figure (11))
tt 0 
a = —  - —  - arc tan
a2Sir*9
^ - a ^ O S g )
(22)
The above expressions were derived by Jesser and Kuhlmann-Wilsdorf 
(1967) almost at the same time as Bolimann formulated the 0-lattice 
theory (Chapter 2). The 0-lattice theory can be used to derive the 
above expressions, as is shown below. For a twist-misfit boundary the 
linear homogeneous transformation A (equation (8) Chapter 2) is given 
by
-1
a  = r  s (2) s (1)
(2)
(23)
where S the expansion matrix is
(2) 1 +e 0 
' 0 1 ■+.£
(24)
where e = —  - 1 (a0 > a )a^ l
(1)
R =
= I and the rotation matrix
Cos 9 - sin 9
Sin 9 Cos 9
(25)
0 a-1 iT1 q (2) 1 s(1)0 0 A = R S (26)
The 0-lattice equation derived in Chapter (2) is
[x -a Y  x<0) = b(L)
x (0) = [ i  -  a '1] ' 1 i oi
.9' XJ
and substituting for R, S etc. 
x (0) T _ 1+e 0 -1 CosQ - SinQ.
-1' -1
*1 0*1 —
0 l+.e SinQ CosQ 0 1
— , n  r -T
I -
(l+:e)
l+'e 0 
0  l+ . 'e
CosQ SinQ 
-SinQ CosQ
-1 1 0 
0 1
(27)
I -  1
(l+:e)CosQ (1+e) SinQ -1 ‘l o'
(l+£)2
-(1+e) SinQ. (l+e)CosQ 0 1_
1 - 2Cos9l+£ (1+e)
1-
CosQ SinQ 
l+*£ 1+ £
- SinQ 1-CosQ 
1+e l+:e
1 0 
0 1
(28)
Let A =
„ 2Cos9
1 ■“  I T T "  +
(l+'e)
(29)
The angle <3? between and ~  (110) is given by
Cos $ = — 1 - CosQ SinQ /
l+'.e l-+e [1. 0]
Y2 / x 2
l-Cos9\ + /Sin9\
1+ e
lf .
(30)
1 - CosQ
1+e
2Cos9 
1+ £
(1  +iE)
(31)
From the theory of Jesser and- Kuhlmann-Wilsdorf, (Figure (11), 
a. SinQ
tan Y = (a^a^CosQ)
a_ - a.CosQ
0 ~ m 2 1o o Cos ¥ = ----------------
/ 2  2 
(a^SinQ) + (a^ - a^CosQ)
a0 - a.CosQ 
2 1
2 "" 2 2 2 2
a. Sin Q + a,, - 2a. a_CosQ + a, Cos Q
1 2 1 2  1
a2
—  - CosQ
al
/ 2
.1 + ! 2  _ 2 !2 cos9
2 a.
a„ 1
if 5   1 then
al
1+6 - CosQ
_ _
1 + (1+6) - 2 (1+6) CosQ
. CosQ
1 " TTs-
/ 1 " . 2CosQ
(1+6)2 ' (1+5>
(32)
Equations (31) and (32) are identical.
As an example of the application of equations (21) and (22) a 
gold-platinum twist misfit boundary is considered. Here the misfit is 
approximately 4% and the lattice parameters of gold and platinum are 
0,403nm; and 0.392nm. respectively. For various values of twist 
misorientation Q, the dislocation spacing D and the inclination o of 
the dislocation to one of the cube axis is calculated using equations
(21) and (22) respectively and the results are plotted in graphs as 
shown in Figures (7a) and (7b). Figure (7b) shows the rapid reorienta­
tion of the dislocation grid for a very small change in 9. It may be 
seen from Figure (7b) that the dislocations have rotated through 45° 
when 9 has reached 0.04 rad i.e. ~ 2°. Thus when 9 < 2° (for low angle 
interphase boundaries) the value of 9 has to be measured very accurately 
to verify equation (22).
Similarly Figure (7a) shows the rapid change in dislocation 
spacings D with twist misorientation 9. It may be shown that for very 
small misfits << 1.0% (e.g. Au/Ag) this change in dislocation spacing D 
is even more rapid and in such cases it is better to study the variation 
of c (the direction of the dislocation with a cube axis) with twist 
misorientation 9 to verify the equations derived by Jesser and Kuhlmann- 
Wilsdorf (1967).
Depending on the values of the lattice parameters a^ ., a^ it may 
be shown from equation (21) that as 9 exceeds about 10-15° the dislocation 
spacing D becomes so small that overlap of dislocation cores occurs, 
resulting in a loss of identity of the individual defects. This defines 
the limit (similar to the failure of the lattice dislocation model at 
higher values of 9, Chapter 2) of this model and a possible model for the 
high angle region is next considered.
3.3.2 High angle phase boundaries 
(Near Coincidence Boundaries)
The high angle twist interphase boundary may be explained in 
terms of an incoherent boundary concept or in terms of a relatively new 
boundary concept called the near-coincidence boundary. The latter 
boundary was originally predicted for grain boundaries where in addition
to the coincidence site lattices, csl, (Chapter 2) it was realized that 
for certain other misorientations suitable atomic nets were present on 
the crystal faces adjoining the boundary which almost match in size and 
shape like a coincidence-site lattice (csl). Exact coincidence is 
then obtained by applying a strain which brings a fraction of lattice 
sites in one crystal into coincidence with a fraction of lattice sites 
in the other (Balluffi, Tan, 1972), and hence imposes a CSL.
So far no boundaries of this type (i.e., exhibiting secondary 
grain boundary dislocation networks) have been observed to exist in 
cubic crystals. However, Weins and Weins (1972) have found macroscopic 
facets in non-csl.[001] tilt boundaries in silver which appear to have 
a preference for orientations corresponding to near coincidence segments 
of relatively short periods.
Balluffi, Goodhew et al (1975) in an effort to observe secondary 
grain boundary dislocation networks in near coincidence boundaries 
prepared gold bicrystals (e.g. 0 = 31.0°, £ = 17 [001] twist boundary). 
This boundary requires a mismatch strain of 0.028 which can be accommo­
dated by a square network of edge grain boundary dislocations with 
|b| = '.,068nm • Despite their considerable effort no evidence for the 
existence of any grain boundary dislocation networks was found in this 
boundary.
It is probable that near coincidence boundaries are more important 
in boundaries between non-cubic crystals and in boundaries between two 
different crystals. In the latter case, this is because of the 
irrational ratios of most pairs of lattice parameters.
If a and b are the lattice parameters of two face-centred-cubic 
crystals a two-dimensional coincidence site lattice on the [001] plane 
can be obtained for a certain rotation 0 if
where k, 1, m and n are any integers.
Exact coincidence occurs only when equation (33) is exactly 
satisfied. In practice this is rare as the right-hand side of equation 
(33) is rational whereas the left-hand side is invariably irrational 
due to the fact that the lattice parameters of all known crystals are 
irrational.
However a near coincidence can occur when equation (33) is 
approximately satisfied. For this to occur a parameter 1 f 1 called the 
"deformation" (Ievlev, 1978) or "coincidence-misfit" (Mykura, et al, 
1980) and defined as
b h
-  (35)
a.
2 2 2 2should have a small value. E .= k +1, E, = m +n . Here Ea, Eb are thea b
fraction of coincidence sites in each lattice and the coincidence is 
two dimensional. This coincidence misfit is taken up by a network of 
edge dislocations in.the interface when the crystals are thick. If 
there is some deviation from a near coincidence orientation, then there 
would be an additional screw component in the interface dislocation 
(Sun and Balluffi, 1979). Bonnet and Cousineau (1977) have presented a 
computational method to determine the Burgers, vectors of the intrinsic 
phase boundary dislocations. Unlike the grain boundary, in a phase 
boundary the two crystals are different and as mentioned previously 
exact coincidence of the two crystals is not common. Their program 
determines all possible pairs of non-primitive cells, of lattices
1 and 2 respectively which can be approximately or exactly superposed 
for suitable relative orientation of the two lattices. When applied to 
reciprocal lattices, the program also finds the relative orientations
giving rise to coincidence sites and the Burgers vectors of the 
intrinsic phase (or grain) boundary dislocations.
In near coincidence boundaries a high density of coincidence 
sites is present in the two dimensional boundary plane (low value of 
Z2D. while the three dimensional coincidence site density is low 
(high value of E) . This results in a long periodicity in the direction 
out of the boundary plane compared to the specimen thickness, so that 
the near coincidence model, in general, describes the interface structure 
two dimensionally. Consequently the analogy with the coincidence site 
lattice model should be treated carefully.
The number of significant near coincidence boundaries is not 
known. However it has been noted (Johanneson and Tholen, 1972) that 
some computer structures of [111] tilt boundaries showed a relatively 
low value of E2D. This may indicate that there are so many near 
coincidence boundaries that there is no need to maintain any specific 
boundary periodicity by the introduction of defect networks. This 
could indicate that near coincidence boundaries may be more important in 
non-cubic crystals and interphase boundaries where relatively few three 
dimensional CSL's with low values of E are possible.
3.4 Incoherent Boundaries
When the boundary is formed between two poorly matching crystal?, 
the boundaries are said to be incoherent. Such boundaries occur (a) 
when the lattice misfit at the boundary between two crystals of the 
same structure is very high (b) in a boundary between a face centred 
cubic (f.c.c.) and a hexagonal close-packed (h.c.p.) crystal or between 
a body-centred cubic (b.c.c.) and a h.c.p. crystals and (c) in high 
angle grain and phase boundaries.
At present no mathematical model is available to account for the 
structure of such disordered boundaries. According to the theory of 
"precipitate morphology" (Aaronson et al, 1970) when the crystal 
structures of the matrix and the precipitate are different, and the 
matching of atom patterns and spacings at the boundary are poor, the 
critical nucleus of the boundary should be curved and should offer no 
interference to diffusion controlled growth unless a slowly moving 
solute is adsorbed at:the boundary in a ternary or higher order system. 
However such disordered boundaries could act as short-circuits for 
diffusional mass-transport and thereby accelerate the growth process.
At all other boundaries (where the matching is good) the boundary will 
be faceted and will be of one of the simpler types described previously 
namely coherent or semi-coherent boundary. In such boundaries 
diffusional growth in the direction normal to the boundary is prevented 
by the effective impossibility of installing a sufficient proportion of 
substitutional atoms even temporarily in interstitial positions. All 
growth of such interfaces is thus envisaged as taking place by means of 
the ledge mechanism, with the edge of the ledges having sufficiently 
disordered structures to allow them to migrateotherwise these edges 
themselves must be displaced by their own ledges.
At present the number of observations cited in the literature on 
the structure of interphase boundaries between relatively poorly matching 
crystals is few. In Chapter (5) an example is given of the structure 
between a f.c.c. and b.c.c. interface where a combination of ledges and 
dislocations converts the interface into a van der Merwe type boundary.
The ledges present in this structure are immobile since their displacement 
would require too much simultaneous atomic movement to be feasible. . They 
are termed "structural ledges".
3.5 Reasons For the Presence of Coherent and Semi-Coherent 
Boundaries
There are many reasons for the frequent occurrence of the simpler 
coherent and semi-coherent types of boundaries rather than the disordered 
type. Among them are: When a second phase is produced in a transform­
ation, (1) it tends to form with a specific orientation-relationship 
to its matrix, because the interfacial energy appears in the expression 
of the nucleation energetics to the third power, and this demands that 
such energy be low and the boundary therefore simple. (2) According to 
the Theory of Precipitate Morphology, such boundary suffers a barrier 
to growth during the subsequent overall growth of the precipitate. 
Consequently, such boundaries- tend to survive the growth process because 
any segments of interphase boundary which are complex are also mobile 
and "grow out". (3) Once the chemical driving force for growth has 
been exhausted, Ostwald ripening supervenes and this also will promote 
the survival of low energy, simple boundaries. In Chaper (5) examples 
and reference are given where such simple boundaries are present.
The interphase interfaces have shown the property of rearranging 
the interface structure associated with changes in the lattice parameter 
of the two phases. There are several sources of such variations (Laird 
and Sankaran, 1979 ) : (a) differential thermal contraction between the
phases during cooling from the reaction temperature, (b) . Changes in 
composition,of one or both phases during the reactions and (c) initial . . 
elastic compensation misfit strain while one phase is developing from 
very small size, followed by loss of coherency.
Some of the mechanisms involved in such coherency losses at the 
second phase are (a) During nucleation of plate precipitates, misfit 
compensating dislocation nucleate at the plate edges and glide across
the interface. This is due to the fact that the coherency stress 
produces a strain concentration at the plate edges (Sankaran and Laird, 
1976) and this is often high enough to generate dislocations spontane­
ously (Sankaran and Laird, 1974a). They can nucleate either through 
the thickness of the plate or entirely on one of the broad faces at 
the interface. Such misfit compensating dislocations have also been 
observed to nucleate at the tips of $r needles in Al-Si-Mg alloy 
(Weatherly and Nicholson, 1968).. (b) Brown and Woolhouse (1970) have
described another mechanism applicable to certain precipitates when 
the coherency stresses are of such magnitude as to "punch" prismatic- 
dislocation loops. According to this mechanism, dislocations of the 
same Burgers vector are nucleated simultaneously in both the second 
phase and the matrix. The two dislocations are opposite in sign and 
-the one in the matrix is forced by coherency stresses to glide away 
into the matrix. Repetition of this process occurs until an appropriate 
number of misfit dislocations has been generated. (c) Another mechanism 
is found to operate for spherical preciptates (Rasto.gi and Ardeil, 1971) 
and when the interface is such that stress concentrations are not 
available, e.g. in eutectic lamellae or rods (Cline et al, 1971), or in 
Spinodal structures (Livak and Thomas, 1974). In this mechanism, the 
dislocations are captured from the matrix.
Once coherent or semi-coherent interphase boundaries have been 
established, they appear markedly stable; those at precipitates being 
capable of resisting even minor changes during many hours of Ostwald 
ripening. Eutectic interfaces are also highly stable in spite of the 
fact that the lamellae are faulted and dislocated (Laird and Sankaran, 
(1979) .
In Chapter (2) and (3).some of the possible types of structures 
present in grain boundaries and phase boundaries have been discussed. 
The next chapter considers the use of transmission electron microscopy 
in the study of boundary structures.
CHAPTER FOUR
TRANSMISSION ELECTRON MICROSCOPY OF INTERFACES
4.1 Introduction
Techniques such as electron emission microscopy, field ion 
microscopy and transmission electron microscopy (TEM) have been used 
to study the internal structure of crystalline materials on an atomic 
scale. But except for TEM the other techniques have several experi­
mental limitations. For example, in electron emission microscopy the 
increase in accelerating field improves the resolution up to about 
20 nm. Any further increase in voltage results in electrical breakdown 
between the specimen and the anode. Both in field emission and field 
ion microscopes only one type of specimen can be used. It has to be a 
wire, polished to a sharp point, of radius up to about 100 nm. Therefore 
only small grains can be imaged for the grain boundary to have a reasonable 
probability of appearing in the very restricted field of view. In spite 
of this limitation field ion microscopy has contributed valuably in the 
study of boundary structure between two grains.
The tremendous impetus for the progress in the application of 
transmission electron microscopy (TEM) techniques to the study of boundary 
structure is mainly due to the following reasons: (a) development of
contrast theory which gives an insight into the diffraction contrast of 
crystal defects, (b) availability of a multitude of techniques for the 
preparation of electron transparent samples, and (c) improved computer 
based techniques for simulating interfacial structure.
The electron image obtained in the transmission electron microscope 
(TEM) is a magnified image of the variations in the intensity of the 
emergent electron beam across the bottom surface of the crystal. A
detailed theory of the mechanism which produces image contrast in the 
TEM is essential for the interpretation of features observed in an 
electron-micrograph and this is discussed in the following paragraphs.
4.2 Contrast Theory
There are two important mechanisms which produce image contrast 
in the transmission electron microscope (TEM). These are Phase Contrast 
and Amplitude Contrast.
4.2.1 Phase Contrast,
This, results from the recombination by the objective lens of the 
direct and scattered rays in the image. Phase differences of the electrons 
leaving the exit surface of the specimen are converted into intensity 
differences in the image. It is the dominant mechanism for studies of 
structures in the range of interatomic distances, (e.g. lattice 
resolution studies) and provides the best way of checking the performance 
of the TEM.
4.2.2 Amplitude Contrast
Amplitude Contrast is produced by inserting a small aperture in 
the back focal plane of the objective lens and includes both mass thick­
ness contrast and diffraction contrast. The object distances involved in 
the image are much greater than interatomic distances. A distinction 
may be made between the images due to mass thickness contrast effects 
and diffraction contrast effects, because the former is insensitive to 
tilting, whereas the latter is tilt sensitive. Mass thickness contrast 
arises due to variations from point to point in the thickness traversed 
by the electron beam and due to variations in composition. The term 
diffraction contrast is normally used to denote electron images from
crystalline materials and is the most important and widely used contrast 
mechanism for study of crystal defects.
There are two theories, Dynamical and Kinematical used in 
diffraction contrast work and the main points of the dynamical theory 
are reviewed here to give a brief account of electron diffraction in 
single phase materials. This account is further developed to consider 
two phase materials. The review is not exhaustive but limited to 
discussion of the possible contrast mechanisms involved in the study of 
phase-boundary structure.
4.3 Application of Dynamical Theory to Single Phase Materials
If a foil is tilted so that Bragg diffraction of electrons occurs 
and a small aperture is placed in the back focal plane of the objective 
lens diffraction contrast can be obtained. This happens because either 
the diffracted electrons are intercepted by the aperture so that strongly 
diffracting regions appear dark, (Bright Field imaging) or because a 
selected diffracted beam is passed through the aperture so that only 
regions diffracting in that direction appear bright (Dark Field imaging).
Dynamical theory and Kinematical theory are two common theories 
used in diffraction contrast work and they are dependent on two basic 
assumptions: (a) the crystal is divided into•independent columns of
diameter of the order of 2 nm. and the variation in intensity at the 
bottom surface is a summation across these non-interacting columns.
This assumption is usually justifiable as calculations without using the 
column approximation have shown excellent agreement for resolution down 
to about lnm. (b) only two beams, the directly transmitted beam and the 
diffracted beam are involved in image formation. Except at very high 
accelerating voltages.the two beam condition has shown results in
agreement with experiment (Loretto and Smallman, 1976).
The kinematic theory (Hirsch et al, 1960) was the first of the 
two theories to be devised and is based on certain additional assumptions. 
The interaction between the electrons and the crystal is so weak that 
only a small number of the incident electrons are scattered into the 
diffracted beams. Also the probability of the diffracted beams being 
scattered back into other directions or back to the original direction is 
neglected. This type of theory has the advantage of relative simplicity 
and has some applications to very thin crystals or to crystals which are 
oriented a long way from the exact Bragg reflecting position. However, 
it has been shown to be a poorer approximation for many of the effects 
observed experimentally, especially in thick crystals and it has been 
largely replaced by the dynamical theory.
The dynamical theory takes into account the scattering of electrons
from the main beam into the diffracted beam and the subsequent scattering
from the diffracted beam back into the main beam. The theory derives its
name from the dynamical balance of electrons scattered to and fro between
the two beams. There are two main ways of deriving the coupling equations
for the variation with depth, Z, of the diffracted beam, amplitude 0 ,
9
and the transmitted beam, amplitude 0^ One method uses the wave-mechanical 
formulation for the electrons and the other the wave-optical formulation. 
The detailed derivaticn of the equations can be found - in text books on 
electron microscopy (for e.g. :_AiD£linckx et al, 1978) and the equations 
given here are obtained from these references. The form of the equations 
presented here is particularly useful for discussing the diffraction 
effects due to crystal defects.
The equations are:
P iri^ o (36a)
<Pz
The effect of crystal composition and structure^ on <f) and 
<j>^ is to govern the magnitude of the extinction distances and 
These are given by
£ = irCosQ/NXf (9) (37,a)
y
£q = TTCos0/NXf (o) (37b)
where 0 is the Bragg angle, N the number of unit cells per unit volume,
X the wavelength of the electrons and f the structure factor of the unit
cell. It has been shown that £ is related to a mean refractive indexo
effect which corresponds to a difference of (2£q) * in the z -component
of the wave vectors of all scattered beams compared to the z -component
of the wave vectors in vacuo. For 100KV electrons this correction is
-4extremely small (~10 ) and in addition does not lead to any change of
the intensity of scattered beams.
As for it diminishes as the density of packing and the 
atomic numbers of the constituent atoms increase* By transforming to 
the variables
<{> 1 = d> exp (—~^-) and 6' = 6 exp (■-■— -) 
o o ^ Y g rg * £q
which take account of the phase change due to refraction, equations 
(36a) and (36b) can be re-expressed in terms of <pQ , <j>'■ / an<^  s only. 
This emphasizes the fundamental importance of (the two beam extinction 
distance) and S in relation to diffraction in single crystals.
In real crystals some inelastic scattering , of
electrons occur , and equations , (36a) and .(36b) have to be
1 - 1 -• 1 1 1 1  
. modified by changing + -pT-and —  -*■ —— 4- —  to obtain
o o o g g g
consistency between images computed using the above expression and
obtained from electron optics. The absorption parameter, £ ', determines
o
the mean absorption coefficient of the crystal and the effect of the 
term KQ / is to decrease the overall intensity with depth.
determines the importance of anomalous absorption which involves 
the selective absorption of some electrons. This parameter is responsible 
for many of the images due to crystal defects in diffraction contrast and 
is discussed in detail below by considering the scattered beams in terms 
of Bloch waves. Depending on the atomic weight of the crystal and 
operative reflection the values of anc^  ^c/^g are usua^ y  between
0,05 and 0.15.
4.4 Bloch Wave Expression for Dynamical Scattering
A greater insight into dynamical diffraction effects is provided 
by the Bloch wave analysis. Here the expression for the wave function 
¥ (r) is given by
'Y(r) = £'1'(;L) b (l) (K(l) , r) (38)
(i) tli
where \p is the amplitude of the i Bloch wave determined from the
boundary conditions at the entrance surface and b ^  ( K ^  , r) is the
tli (i)i Bloch wave with wave vector K . Each Bloch wave will have a
component plane wave of amplitude Cg ^  travelling in the direction of
the scattered beam and the amplitude of the diffracted beam
corresponding to a reflection g at a depth z is given by
<f> = C U) exp (2'rriy(l) z) (39)
9 ^ 9
. 1 (l)where v = K - K .
z z
The Z-component of K is and is the z-component of . Thus
if the Bloch wave coefficients Cg ^  / the amplitudes of excitation 
y ^  and the wave vector components Kz ^  are known, can be determined.
For the two beam case (where i = 2) the equation reduces to
¥(r) = b (l) ( K V r ) + ^ (2)b (2) (K2 r)
By solving the pair of differential equations (36a) and 36b) and 
using the boundary conditions at the entrance surface of a crystalline 
specimen, the solution for ¥ (r) is given by
Y (r) = Y (i: ){Co (1)exp 2TriK^i)r + Cg (l} exp(2iri (K(l ) + g) .r}
+ 'F(2){c (2)exp2iriK(2)r + C (2) exp (2iTi (K(2) + g) *r} (40)o —  —  g —  —  —
where Y ^ ^  = Cos 3/2 and = Sin^/2
and C- ^ 5 = c (2) = Cos^/2 ? C (2) = - C (1 J = Sin^/2
o g o g
and Cotfy 0 = S£ = w (41) ^ g
The term w . is. known as the deviation parameter. The z-components of the 
Bloch wave vectors, Kz ^  are given by
K (1) - K = y (1) = {S - (S2 + 1/r 2)h} / 2 (42a)
z z ■ g
K (2) - K = y (2) = {s  + (s2 + */£ 2)^} / 2 (42b)
2 2 g
The difference AK between the z-components of the two Bloch, waves
is given by AK = K ^  - K ^  = ( 1 + w2)^/^ .
z z g
The expression for and is given by
$ = Co s (ttAKz ) - i cos$Sin (irAK. z) (43^)o
g
i Sin$Sin(n A K.z) (43b)
When s = o, w = o (since to = s£)
g g
(44)
This shows that the two Bloch waves are propagating in such a
manner that their.direct and diffracted components have slightly 
different wavelengths and therefore beat with, a frequency equal to 
when- s = o. -In the deviated position the beat frequency, £ 03,
decreases as K increases and is called the effective extinction distance
given by,
». (0
Hirsch et al, (1965) plotted the intensities of the Bloch waves as a 
function of position in the crystal lattice(for s = o) and showed that 
the intensity is modulated such that for wave (1) maxima occur between 
the atomic positions whereas for wave (2) they occure at atomic positions. 
The atom cores in the atomic planes have low potential energy and the 
electrons in wave (2) spend, on average, more time in this region. 
Therefore the two Bloch waves have different kinetic energies and hence 
different wave vectors even though their total energy is the same.
These different modulations of the two waves, account for the anomalous 
'absorption effects in image contrast.
When a) = o and 3 = 1T/2 / equations (40) and 41) show that equal 
amounts of waves (1) and (2) are excited. When to > o, 3 < V 2 the 
amount of wave (1) excited is greater than wave (2), and vice-versa 
when u) < o, 3 > V 2 •
Also from the same equation the intensities of the diffracted 
beams should be equal for'+ to and this has been observed to be so.
g (45)
Similarly the intensities of the transmitted beams should be equal for 
+ w. However in practice this is not so. The intensity of the direct 
beam is smaller for -u) showing that the wave (2) is subject to a 
greater attenuation. As this wave is concentrated near the atoms it 
is assumed that it undergoes greater absorption due to various inelastic 
scattering processes such as ionisation and phonon scattering. These 
absorption effects can be incorporated in the theoretical treatment, 
phenomenologically, by the substitution:
in equations (36a) and (36b).
The result is to add an imaginary part to the Bloch wave in order to 
introduce an attenuation factor and is given by
. (i) (i) .■ (i)Y = Y + q > (46)
In the two beam case
) ' ' 2 ^
q = hZ - hK (1 + u ) (47a)o g
(2) ' ' 2 % '
q = hKQ + ht (1 + a) ) (47b)
4.5 Two Beam and Systematic Diffraction
One of the basic assumptions on which the dynamical theory was 
developed was that only two beams: (the directly transmitted beam and 
one diffracted beam) are involved in image formation. The orientation 
of a specimen in order to -form an image under these two beam conditions
is not very easy to achieve in practice. Very often other less intense 
beams are coupled to the strong beams introducing complications into 
the interpretation of the observed image contrast. This follows because 
the coupling between the two beams g^ and g^ can be treated as the 
scattering of reflections between the two beams. Such scattering will 
lead to g^ = g^_- g^ and in single crystal specimens there may exist a 
set of planes g^ which can cause the same scattering. The magnitude of 
the scattering between the two beams will mainly depend on the excitation 
errors S , S and £ .
gx. gy °
An alternative imaging mode which closely approaches the two beam 
case is when in addition to the transmitted beam, a row of diffracted 
beams such as -2g, -g,'.g, 2g are excited. This type of imaging called 
the "systematic diffraction" mode is relatively easily obtained in the 
transmission electron microscope (TEM) and is useful in "weak beam" 
(Cockayne et al, 1969) microscopy. Although the excitation by a 
systematic row of beams decreases the extinction distance (Howie and 
Basinski, 1968) it was indicated by Hirsch, et al (1965) that the 
conditions for the invisibility of dislocations (discussed later) are 
valid for all systematic reflections if they hold for the two beam case 
for a low order reflection g. However Humphreys et al (1967) have 
shown that some of the results of the two beam theory do not always hold 
in the systematic case.
4.6 Electron Diffraction in Two Phase Specimens
The two phase specimen is assumed to have a single sharp interface 
parallel to the upper surface, Figure (8a). Such specimens are found in 
precipitation systems and in welded bicrystals. The upper crystal which 
is entered first by the electron beam is referred to as crystal, (a)
and the lower crystal which is on the other side of the interface as 
crystal '(b)v. There are other types of two phase specimens where one 
of the crystals (say, crystal (b)) is completely included in crystal 
(a) as shown in Figure (8b) or the interface is inclined to the upper
surface of crystal (a) as shown in Figure (8c). These cases are not
considered in the present work.
Unlike single crystal specimens, in two phase specimens the 
contrast is dependent on the crystal structure and composition of each 
phase and also on crystallographic relationship between the two phases.
In addition, there will be contrast effects due to the interfacial dis­
locations (grain boundary dislocations) and interfacial steps and the 
effects due to these are discussed below.
4.6.1 Effect of Crystal Structure and Composition
One way in which the crystal structure could affect the contrast 
is for one of the crystals to have a larger lattice parameter than the 
other. In this case more beams are likely to be excited in this crystal. 
The other ways by which the contrast depends on the structure and 
composition is by the values of the extinction distances and and 
the absorption distances and £g'* If any of these parameters for the 
two phases are such that the differences are large then the image contrast 
is affected appreciably. This is especially so if the interface is 
inclined to the upper surface of the two phase specimen Figure (8c), 
giving rise to thickness fringes. If, in addition, the difference Am in 
the deviation parameter ((o = s£j ) is large the contrast is further 
complicated by the presence of <$ fringes (for a review, Amelinckx, 1972).
As stated earlier, the effect of is negligible for single 
phase specimens. Similarly for a two phase specimen even though each 
of the two phases will have a different mean refractive index, changes 
of B,^ are small and can be ignored in considering the contrast in two 
phase specimens. This is because in general the refractive indices are 
very nearly equal to unity.
4.6.2 Effect of Crystallographic Relationship Between
Adjacent Crystals
Let _g represent the reciprocal lattice vectors corresponding to 
crystal (aj and li those of crystal (b) (Figure 9) . In the ideal case 
where the two crystals have identical lattice parameters, in magnitude 
and orientation there will be a vector h_ identical to every vector <g_.
On a diffraction pattern taken from such a two phase specimen it would 
be difficult to distinguish between crystal (a) and crystal (b) unless 
the intensity of the spots due to crystals’ (a) and (b) are appreciably 
different due to large differences in structure factors.
To consider the degree of dynamical coupling between the two 
phases, let cj represent the beam propagating in the direction K + g +s_. 
If the number of g beams excited in crystal (a) is N and as each of
cl
these "beams could excite up to beams in crystal (b) the total number 
leaving the latter is (N^ x N^) beams (g_ + h) . The beams g_ in crystal
(a) will be dynamically coupled. But the coupling in crystal (b) is 
quite different and depends on the crystallographic relationship as 
described below.
In the case where two beams are excited in crystal (a), Figure 
(9), each of these beams: (the directly transmitted beam T and the
diffracted beam g). will excite two further beams in crystal (b). The 
additional beams being the diffracted beam h and the double diffracted 
beam (<g + h) . In crystal (b) the beams T. and h and g_ and (g_ + h) will
be dynamically coupled. But for the beams T and g or h and (h + cj) to
be coupled there should be a set of planes, h'such that h 1 = £. Such
planes can be found in coherent boundaries (Chapter 3). However in
practice the nearest example to such an ideal case is where the two
crystals have almost identical lattice parameters and form nearly
coherent boundaries (e.g. Au and Ag).
Another possible case is where the two phase specimen is partially
coherent meaning that there may be a unique set of planesvfaere the
vectors £  and h are identical.
In the other extreme case where the two crystals are said to be
incoherent the specimen is such that there does not exist any set of
planes where £  and h are identical. Here each beam from crystal (a) will
give rise to beams in crystal (b) which are dynamically coupled to each
other but no coupling exists between these beams and those in crystal (a).
Such a case where the coupling is nominally forbidden does not. always
occur in practice. Weak coupling can occur even in nominally forbidden
cases if there exists a set of planes in crystal (b) with reciprocal
vectors h' such that h' + S ' = (g - h). Here S '  is the deviation for—  —  —h —  . —  —h
the coupling planes when £  is taken as the incident beam.
Thus it is clear that electron diffraction in a two phase specimen 
can be very complicated. It is possible by choosing certain imaging 
conditions to make it easier to interpret the observed image contrast 
and this is next discussed.
4.7 Imaging Conditions
In one type of imaging mode (Figures (9a) and (9b) the specimen is 
oriented in such a way that only two beams are excited in one of the 
crystals. The other crystal where negligible diffraction takes place
acts as a block of material in which general, but not anomalous absorpt­
ion takes place. The observed contrast effects depend on whether crystal
(a) or crystal (b), is diffracting. If crystal (a) (upper crystal) is 
diffracting, Figure (9a) no scattering occurs after the scattering from 
the boundary region. If the lower crystal is diffracting, Figure (9b) 
this occurs subsequent to boundary diffraction and anomalous absorption
will be important in boundary contrast. If Z is the depth of the
a - .
interface in crystal (a), Z^ the height of the remainder of the column
•(b) '
in crystal (b) and the general absorption distance in crystal
(b), the amplitude of the transmitted and diffracted beam at the exit
surface of the two phase specimen are respectively, <f>oa (Z ) exp (ttZ^/^^1 (k3)
and (j> ^  (z ) exp(7rZ,/£'. ) on the assumption that the upper crystal is
g a b
diffracting.
It is also passible to orient the specimen so that two beam diffract­
ion occurs simultaneously in both crystals, Figure (9c). In this case 
the main contrast features of the images observed are governed by the 
strong beams and not significantly influenced by weakly coupled 
additional beams. Forwoo'd and Humble (1975), by comparing simulated 
contrast to observed.contrast have shown that dislocation in grain 
boundaries can be characterised with greater confidence using this mode 
than is possible using the previously mentioned mode.
But this kind of double diffraction is an essential prerequisite 
for the formation of Moire fringe contrast which is often similar in 
appearance* to the dislocation contrast from a grain or phase boundary.
The two types of contrast can sometimes be distinguished using certain 
properties inherent in the Moire fringe contrast and this is next 
discussed together with possible ways of using Moire fring contrast 
advantageously in the interpretation of the observed image contrast.
4.8 Moire Fringes
The geometric interpretation of the formation of Moire fringes in 
the TEM is the same as that which applies in light optics. They are 
formed in the presence of an overlap between two or more crystals due to 
the recombination of the transmittted beam with the beam diffracted by 
two or more crystals. In diffraction contrast microscopy the transmitted 
beam and the doubly diffracted beam must be very closely spaced in the 
diffraction pattern for Moire fringes to be visible in the image. For 
this to be so the beams g_ and h_ must be similar. The reciprocal vector 
of the Moire fringes will be given by G[ = c$_ - h and the direction of the 
fringes is perpendicular to G.
If d^ are the lattice spacings of the planes being diffracted 
and 9 the twist misorientation between the twc. crystals then the spacing of 
the Moire fringes is given by,
d.d.
a = -------- t_L------   (48a)
(dj2 + q22 - aa^cosS)
and the direction a of the fringes with respect to the planes d^ is given
by
d^ Sin§
Sin a     -----------------— j- (48b
(d.2 + d 2 - 2d.dnCos9)
1 2 1 2
Thus a measure of the fringe spacing D, direction a and the twist 
misorientation gives a valuable check on the average lattic misfit between 
the diffracting sets of planes.
Also as the Moire fringes are in effect a magnified image of the 
reflecting planes, they may be used to make visible defects such as 
dislocations. ‘
Another use of Moire fringes is in the study of boundary structure 
by TEM of specimens prepared by the welded bicrystal technique. The 
observation'of Moir£ fringes in a specimen confirms the presence of two 
crystals and hence the possibility, of the presence of a boundary between 
the crystals. Very often there will be areas where, due to the presence 
of air bubbles, no boundary is formed. In these areas there will be only 
Moirg fringes whereas, in adjacent areas, boundaries have formed and there 
will be contrast due to the dislocations. In the latter case there may be 
Moire fringes superimposed on the dislocation contrast but still it will 
be possible to distinguish between the two by comparing the contrast at 
the air bubble region. However, there will be other cases as mentioned 
below where it will be difficult to distinguish the contrast due to Moire- 
effect from the contrast due to dislocations.
Misfit dislocations are present at interfaces between a matrix and 
a precipitate, a substrate and overgrowth in epitaxially grown crystals, 
and at phase and growth boundaries prepared by the welded bicrystal 
technique. The image contrast due to these dislocations originates from 
the localized distorted regions around, the dislocations at the boundary of 
the two crystals. As the twist misorientation and/or the lattice misfit 
vary, the spacings of the misfit dislocations will vary. Therefore it is 
possible, that for certain values of boundary parameters, the contrast due 
to misfit dislocations and those due to Moire fringes will be similar; 
thus casting a doubt on the interpretation of the image.
Tholeri (1970) has shown that when dislocation spacings, D, becomes 
dense (D 0.3$^) it will not be possible to distinguish Moire fringes from 
closely spaced dislocations. This, according to him, is not due to the 
limitation of the resolving power of the microscope but due to the image 
forming process. However in welded gold bicrystals, dislocation spacings,
D < 0.3 ^  have been observed (Tan, Sass, Balluffi; 1975) and clearly 
distinguished from Moire fringes, so the Tholen analysis is evidently 
pessimistic.
For very fine dislocation spacings the best technique available 
to resolve the dislocations is the. weak beam technique (Cockayne, Ray, 
Whelan; 1969). In;this technique, the undistorted lattices are pushed 
out of the Bragg condition and the distorted lattices are brought in the 
Bragg condition for the fundamental reflections. The technique has been 
used to observe dislocations.with enhanced contrast by reduing the Moire' 
contrast in PbS/PbTe epitaxially grown bicrystals (Katsumichi. Vagi et 
al, 1977). In addition to this technique Moire contrast can sometimes 
be distinguished from the dislocation contrast because of the following 
characteristics:
(a) When the specimen is tilted, the position, intensity and contrast 
_ of the Moire fringes changes but the fringes are always
perpendicular to G (G = g - h).
(b) The fringe contrast decreases with thickness of the crystals 
but the fringe spacing and direction are not influenced by 
anomalous absorption.
(c) If there are surface steps and they are an integral multiple 
of the extinction distance then they do not affect the fringe 
position or direction.
(d) As mentioned in Section (4.12) , in addition to the usual 
diffraction contrast there is an additional contrast mechanism, 
viz interference strain contrasty is presentin the TEM to interpret 
crystal defects. When the diffraction strain contrast is the 
dominant mechanism the contrast from the boundary region go in 
and out of focus more slowly than the Moire contrast. In this
case the Moire fringes are distinguished from the grain boundary 
contrast by taking a series of micrographs of the same area with 
the focus of the objective lens increased in steps from under­
focus to over-focus. The micrographs will show that the contrast 
from the grain boundary region go in and.out of focus more slowly 
than the Moire fringes.
4.9 Contrast Due to Dislocations in Single Crystals
The contrast mechanism due to isolated dislocations in single - 
crystals is first considered and then the difference between this condition 
and the condition when the dislocation lies at an interface is discussed.
For a specimen containing.a dislocation, Figure (10), a term R is 
included in equations (36a) and (36b) to take account of the displacement 
due to the strain field of the dislocation. Due to R the phase of the 
forward scattered beam does not change but the phase of the diffracted 
beam changes by 2irg.R. Here g_ is the reciprocal lattice vector for the 
operative reflection. Hence from equations (36a) and (36b) the corres­
ponding equations for a crystal containing a defect are:
dcj>, 
Yo
iir<J)
4> exp(2TTisz + 2irig.R) (49a)
(49b)
The physical significance of these equations is best illustrated by using 
the substitutions,
The equations reduce to:
d<f> '
o
dz (50a)
d<f)
g iti ■ . , , „ -o • dR7—  <f> + <f> (2ttiS + 2iig.—
§ o g dzdz
(50b)
It is evident from these expressions that the term involving atomic 
dR
displacement g«^r enters the expression as an additive term and
locally changes the effective value of S. Hence the contrast observed
Consider a screw dislocation in an isotropic elastic medium 
parallel to the surface of a foil at a depth y figure (10). Ignoring 
the effects due to the inclination of the dislocation which affects 
the image width, the atomic displacement R is given by:
and for an imperfect crystal, equations (50a) and (50b) the only 
difference between the two expressions is g.R implying that g.R determines 
the contrast of imperfect crystals. For the simple case considered here 
(screw dislocation) the contrast depends on g.b, since R = b. Here b is 
the Burgers vector of the screw dislocation. For a given defect, the 
value of g.b could be zero, an interger or a'partial fraction. When 
g.b = o the equations (50a) and (50b) for an imperfect crystal reduce to 
equations (36a) and (36b), as for a perfect crystal. In this situation 
the image contrast due to the dislocation will not appear in the TEM image
will be dependent on both S and 0*^?
R
_b_
2ir (51)
Comparing the expression for <j> for a perfect crystal (36a) and (36b)
since the crystal behaves as if no dislocation were present. It is this 
property of the transmission electron microscope (TEM) image of the 
dislocations known as the "g.b = o invisibility criterion" which very 
often enables the Burgers vector of dislocations to be determined.
In general, for a mixed dislocation parallel to the surface, the 
expression for R is given by
  1 ri , , b Sin2$ . -i_ r 1 ~2v i- i . Cos2^ -j / c o ^
~ 2ir *  ^ e 4 (1-v) u 2 (1 - v) I 4 (1-v) ( J
where v = Poisson ratio 
- $ = ~ Y
b = Total Burgers vector
b^ = Edge component of b
u = Unit vector along dislocation line
Thus a mixed-dislocation need not be invisible as a consequence of
g.b = o as and g.bxu may not be zero. Also the converse, the
invisibility of a dislocation need not correspond to g.b = 0 as there 
will be cases, given below, where there is a weak contrast but g.b £ o.
If the dislocation is a part of a network and does not run through 
the thickness of the foil then it may not be visible. This is because of
the depth dependence of the contrast. For a certain combination of s and
g the dislocation at a certain depth will show weak contrast even though
g.b 7^ o (Lcr etto and Smallman, 1975). A way to check whether the
invisibility of dislocation corresponds to g.b. = o is to change the value 
of s. For a slight change in s, if the change in contrast is appreciable, 
then the invisibility is not due to g.b = o. (The change in s leads to
an effective change in the extinction distance, and hence a change in
frequency of depth oscillations in contrast).
Weak contrast can occur if s is large and the situation mistaken
for g.b = o. From equation (^ob) the term involving atomic displacement 
dR
g.^- enters the expression as an additive term .to s. Thus if s is large
■
the term does not contribute significantly to the contrast and the
contrast can become weaker as s is increased. This type of error can 
arise if the specimen is bent significantly so that s can vary consider­
ably over a typical field of view. A weak contrast will arise in regions 
where s is large. It is usually possible to distinguish weak contrast 
between those associated with large s and with, g.b = o as the former also 
gives rise to bend contours.
The best way to determine whether g.b = o corresponds to an 
"invisibility criterion" is to obtain another micrograph with g reversed 
in sign. If the invisibility in the former was due to the presence of a 
dislocation, then there will be no image shift in the two micrographs due 
to the fact that the image of the dislocation coincides with the actual 
position of the dislocation core.
The parameters controlling the contrast of a dislocation in a 
crystalline specimen were discussed on the assumption that the displace­
ments are those of a dislocation in an infinite crystal. However, in 
practice, the dislocations are observed in thin foils where surface 
relaxation effects can give rise to appreciable displacements leading 
to additional contrast effects, and this is considered now.
4.10 Effects of Surface Relaxation on the Contrast in 
Single Crystals
Siems et al (1962) considered the effect due to an edge dislocation 
parallel to the plane of the foil. If t is the foil thickness and b the
Burgers vector of dislocation the latter will lead to a bending of the
3d
foil through an angle 0 given by 9 ~ —  . The position y of the disloca­
tion below the surface determines the value of 9 and 9 is given by
e = (y - t) (53)
t '
-3
The value of 9 is usually about 10 rad and this is sufficient to give 
additional contrast effects.
Tunstall et al (196.4)) predicted strong contrast in the form of 
black-white spots for the case of screw dislocations. This is because a 
screw dislocation normal to.the plane of the foil causes the foil to 
twist non-uniformly about the dislocation (Eshelby and Stroh, 1951).
The twist is introduced to balance the non-zero shear stress exerted on 
the surface by the dislocation. Apart from at the line centre of the 
dislocation (which is parallel to g and has its displacement parallel to 
the reflecting planes), there will be tangential displacements around 
the dislocations giving rise to additional contrast effects. However, 
when the edge dislocations are normal .to the foil," calculation using the 
Dynamical theory has shown the contrast to be small (Hirsch, Howie et al 
1961). Observations on platinum and copper foils were found to be in 
good agreement with the above predictions (Tunstall et al 1964 ) .
Similarly, dislocations threading the foil obliquely also show 
additional contrast at the point of emergence of the dislocation from 
the surface . .
4.11 Effects of.Surface Relaxation on the Contrast 
in Bicrystals
The problems associated with imaging of grain boundary dislocations 
(GBDs) in both low angle and high angle boundaries were discussed by 
Balluffi et al (1972). In many cases it is possible to establish
conditions such that either crystal (a) or crystal (b) Figure (9a) and 
(9b) is diffracting strongly. This becomes easier in high angle boundaries 
where the orientation of crystal (b) differs widely from that of crystal 
(a) and various low index directions in the two crystals lie in appreciably 
different directions. Under this condition it was predicted (Balluffi et 
al 1972) that the contrast effect will be solely due to the excited crystal 
with the grain boundary dislocations (GBDs) embedded in its surface. The 
other crystal acting as an electron transparent block of material. Then 
the free surface is far away from the GBDs and any contribution to the 
contrast due to surface relaxation effects is negligible. Two cases are 
considered:
4.11.1 One crystal strongly excited with the Burgers vector of 
the dislocation in the boundary plane
While the boundary is perpendicular, to the electron beam, _g, b
and (u_ is the dislocation tangent vector) all lie in the boundary plane
and g.b x u must be zero. It*is however easy to obtain the condition 
g\.b ^ o. Calculations (Balluffi et al, 1972) for a screw dislocation 
with g.b o gave GBD intensity profiles in agreement with those expected 
on the basis of a previous calculation (Howie and Whelan, 1962) for a 
screw dislocation very near the surface of a single crystal slab. This 
was demonstrated experimentally.on a sample showing typical non-symmetric 
contrast from a nearly screw grain boundary dislocation (GBD) with
b = Y q <310> in a high angle twist boundary lying parallel to (001) with
twist misorientation 9 =36.9°.
4.11.2 One crystal strongly excited with the Burgers vector of 
the dislocation perpendicular to the boundary plane
While the boundary is lying normal to the electron beam, a non­
zero value of g.bxu is the only source of contrast in this case, since b_
is perpendicular to the boundary. The dislocation is of edge type with 
£.b = o. As previously, profiles calculated with chosen values of u and 
g_ such that jg has a strong component parallel to b x u gave results in 
agreement with those expected on the basis of previous calculations 
(Howie and Whelan 1962). The experimental observation on gold bicrystals 
prepared by the welded bicrystal technique showed the expected symmetric 
triple contrast of either white-black-white or black-white-black type.
The above investigations show that when only one crystal is excited, 
the effects due to the other crystal may be neglected and Burgers vector 
determinations may be performed in the usual way.
4.11.3 Both crystals strongly excited —. ..,. , — — * .
Such a condition is relatively easily obtained in the case of low 
angle boundaries. For the case when the Burgers vector is perpendicular 
to the boundary, intensity profiles were calculated by performing 
successive integrations of the Howie-Whelan equations (Balluffi et al,
1972). In both crystals g_ was taken with a strong component parallel to 
b x u as in the one-crystal case described above. The calculated results 
and the experimental observations showed the "triple" contrast. This was 
expected as the contrast in each crystal was of this type. Similar 
contrast could be obtained when the dislocation Burgers vector lies in 
the boundary plane. In both cases a variety of contrasts can be obtained 
depending on the imaging conditions such as the sign of g.b.
4.12 Diffraction from the Intrinsic Structure of a Grain Boundary
When the dislocation spacings are much greater, than the width of 
the dislocation image the TEM can unambiguously identify the dislocation. 
As the dislocation spacings decrease (typically < 5 nm) the problem of
distinguishing between dislocation images and artefacts such as Moire 
fringes becomes increasingly difficult. This is because both types of 
images have intensity profiles which are,.or approximate to, cosine 
functions (Tholen,- 1970). In such cases and when the dislocation 
contrast is very low, .diffraction techniques provide more information 
about the intrinsic structure-of the grain boundary. The fact that a 
network of grain boundary dislocations (GBDs) can act as a diffraction 
grating was originally demonstrated by Spyridelis, Delavignette and 
Amenlinckx (1967). Such effects have been observed in the two cases:
(a) when the boundary.plane was parallel to the foil surface (Balluffi, 
Sass and Schober, 1972) and when the boundary plane w a s  i n c l i n e d  to titefoil 
surface (e.g. Clark and Smith*, 1977; Carter et al, 1980).
A diffraction pattern from a bicrystal can contain, in addition 
to the strong spots due to diffraction from each crystal, spots due to 
double diffraction, satellite spots due to wave matching at the interface, 
and weak spots associated with the periodic structure of the boundary.
The spots due to diffraction from each crystal and due to double diffrac­
tion can usually be identified by a comparison with other diffraction 
patterns obtained from each crystal. The satellite spots due to wave 
matching at the boundary may also be identified by a measurement of the 
displacement from their associated single grain reflections. The 
displacement is determined by the angle between the boundary normal and 
the foil normal, and in the kinematical case the displacement occurs in 
a direction normal to the line of intersection of the boundary with the 
foil surface (Whelan and Hirsch, 1957). Care must be taken in identify- 
such spots since in the kinematic case the rows of spots arising from 
the intrinsic structure of the boundary are also displaced in the same 
way from the associated single grain reflection (Carter et al, 1978).
The spots associated with the intrinsic structure of the boundary 
which acts as a diffraction grating vary with changes in boundary normal 
in a manner unrelated to the intersection of the boundary with the foil 
surface (Clarebrough and Forwood, 1980). These spots which are centred 
round the main crystal reflection spots have spacings which are 
reciprocally related to the actual grain boundary dislocation spacings 
(Balluffi, Sass, Schober, 1972), and provide an alternative method of 
analysing the intrinsic structure of grain boundaries.
4.12.1 Interference strain contrast
In most TEM work crystal defects are interpreted in terms of the 
diffraction contrast discussed here.. The disturbed atoms perturb the - 
lattice potential and.cause phase shifts in the diffracted beams which 
introduce marked amplitude changes in the Bloch waves and produce 
observable intensity differences from.a perfect crystal. According to 
calculations (Tholen, 1970) using diffraction strain contrast it is not 
possible to identify individual dislocations when the dislocation spac­
ings, d, are less than about 0.3 times the extinction distance. For 
gold the spacings d corresponds to about 5.4 nm. at 100 KV and (200) 
reflection. But Schober and Balluffi (1970) have observed in gold 
bicrystals dislocations with spacings as small as about 2 nm. To account 
for this observation they predicted the presence of an additional contrast 
mechanism. This was termed "Interference Strain Contrast" and is related 
to the interference between the 0-reflection and the crystal-reflection.
The contrast of the fringe pattern is proportional to 
(Heidenreich, 1964) when ^  Here is the amplitude of the
0-reflection and is the amplitude of the crystal-reflection. It is 
possible to arrange conditions so that the crystal reflection has a large 
deviation parameter and the 0-reflection a zero deviation parameter.
This will lead to a lower value of and increase the image contrast.
The depth of field in a transmission electron microscope (TEM) is 
given by the expression D = 6/0.where 6 is the lateral displacement to be 
resolved and 3 the angle the image forming rays make after leaving the
-3
specimen- For diffraction strain contrast, 3 (<10 rad) , is the angular 
divergence of either the incident or the diffraced beam. For interference 
strain contrast or Moire contrast this angle 3 has a much greater value. 
Therefore the depth of field associated with diffraction contrast is much 
greater than that associated with interference contrast. In this case if 
the focus of the objective lens is increased continuously (from under- 
focus) the 0-lattice image from the grain boundary region should go in 
and out of focus more slowly than the Moire contrast.
When interference strain contrast is the dominant source of contrast 
the depths of field of the 0-lattice image and the Moire image are about 
the same and both will go in and out of focus at about the same rate.
It was concluded that the strength of interference strain contrast 
increases relative to the strength of the usual diffraction contrast as 
the 0-lattice spacings decrease and it eventually becomes the main source 
of contrast for very small dislocation spacingsj and in the case of gold 
these spacings are of the order of 1.6 nm. (Balluffi et al, 1974).
4.13 On the Suitability of "g.b = o Invisibility Criterion” 
for the Study of Boundary Structures
The parameters controlling the contrast of a dislocation in a 
crystalline specimen have been briefly described. When the dislocation 
lies in an interface the same scattering mechanism will operate, but 
other parameters will also come into play. These include the diffraction 
conditions pertaining in both crystals and the absorption parameters of 
the two phases.
In addition d.s.c. (Displacement shift complete) dislocations which 
are not stable in single crystalline specimens are known to be present at 
certain boundaries. These d.s.c. vectors are of two types: (1) small
vectors (by comparison with primitive crystal lattice dislocations), b_ , 
and b^ which are perpendicular to a rotation axis of the two coincidence 
related lattices, and (2) a larger vector, b^, which, in general, 
comprises a component along the common rotation axis plus components of 
b^ and b^.
For example, the d.s.c. vectors for the twist boundary (E5) with 
twist misorientation 36.9° about the common 001 axis are b^ = Y q <310>, 
b^ = Y q<310> and b^ = Y  C 001 ] + ^ [b^ + ] = Yo <^ ^ > * Other examples
are given by Warrington and Grimmer (1974) .
As E increases the magnitudes (b_ | and Jb^j become progressively 
smaller. In addition, their indices become progressively higher and this 
leads to a geometrical limit on the range o.f application of g_.b = o 
criterion for grain boundary dislocations (GBDs). In principle, two
g.b = o conditions are required for an unambiguous determination of 
But in high index diffraction conditions, anomalous extinction of lattice 
dislocation images can occur. It is therefore preferable to use two 
reasonably low index reflections (e.g. in f.c.c. crystals, g_ < <310>) in 
the g.b = o condition (France and Lorreto, 1968). When E<49, there are 
only about six d.s.c. dislocations which have sufficiently large Burgers 
vectors that two invisibility conditions can be established using reason­
able low index g vectors.
Another difference between the g.b = o analysis of GBDs and 
lattic dislocations is as follows: For lattice dislocations (say, in an 
f.c.c. crystal) it can often be deduced that the dislocations are perfect, 
and the g.b. = o method is then used to distinguish between the small
number of possible types of Burgers vector, b. However in the case of
GBDs an unknown Burgers vector has generally to be determined.
To estimate the resolution of the g.b. = o criterion for
determining the Burgers vector of g.b.d.'s let b be the Burgers vector
• o.
of a GBD with reciprocal lattice vector g_ such that, g.*^ = o. The GBD 
would be invisible in an image formed by two-beam diffraction from these 
planes. The image of a second GBD with Burgers vector b^ 0 ^ a l = 1 I ) 
will also be practically invisible (also if jb^ l |b^J) if g.b '<0.1 
(Hirsch et al, 1965). Thus any :GED . with |b| = Jb | will be effectively
cl
invisible if its direction lies within a cone having its axis parallel 
to b  and semi-angle a such that,
o = 90° - arc Cos [■■ ?i£i ] (54)
lal Ikl
Thus the resolution increases for higher order reflections and large
values of b. For example, for a E5 twist boundary (with [001] as common
axis) b^ = Jq < 310 > and a ~ 5.5° and for a E9 boundary width
b. = fr- < 141 >, a ~ 7.5°.
1 lo
A further geometric limitation concerns the procedure for finding 
|b|. In the case of lattice dislocation, b can be established from the 
presence of double peaks in the dislocation images when g^b = 2. But 
in GBDs, large values of g.b. (=2) are not possible when using low index 
reflections except for b^ types, and larger b^ and b^ types such as those 
of the Z = 3 system.
Therefore it is not possible to make generalizations about the 
contrast to be expected in interfaces. However, it is suggested that more 
conclusive determinations of the Burgers vectors are possible if complement­
ary investigations, such as the observation of GBD interactions and lattice 
dislocation dissociations in boundaries are performed in addition to 
the contrast experiments.
In spite of the complexities detailed numerous workers have 
studied boundary dislocations in grain and phase boundaries. In the 
next chapter some of these experimental observations of boundary 
structures are discussed.
CHAPTER FIVE
EXPERIMENTAL OBSERVATIONS OF BOUNDARY STRUCTURES
5.1 Introduction (Grain Broundaries)
As the present work is concerned with the structure of phase 
boundaries, in the discussion given below, after a brief consideration 
of grain boundary structures, attention will be focussed on phase 
boundaries. ■
For low angle grain boundaries the best evidence for the lattice 
dislocation model (Chapter 2) is provided by the experiments of Schober 
and Balluffi (1969, 1970). They developed ar technique herein referred 
to as the "welded bicrystal technique" by which low angle grain bound­
aries of any desired orientation could be prepared. This technique is 
briefly described below.
In the case of high angle grain boundaries a number of different 
observation have been made on the structure and the results have been 
variously interpreted in terms of one of the modern theories of grain 
boundaries (Chapter 2) such as the 0-lattice theory. As stated earlier, 
an unambiguous interpretation of the contrast effects in these images in 
terms of a unique grain boundary model is not possible at present. The 
experimental results cited below have been interpreted in terms of the 
coincidence site lattice (CSL) theory and favours this theory for the 
structure of high angle grain boundaries which deviate only slightly 
from special orientations. These examples provide evidence for the 
occurrence, preferred existence and the special properties of high angle 
coincidence boundaries.
5.2 Low Angle Boundaries
. The welded bicrystal technique for preparing gold bicrystals 
containing grain boundaries of controlled geometry is as follows:
Single crystal films of gold are prepared by epitaxial growth (Chapter
6) on silver which is itself epitaxially grown on rock salt. Then two 
of these films, while still on their substrates, are clamped together, 
face to face, and heated in a.furnace at a certain temperature (generally 
400°C) for a certain period of time (3-6 min.). The temperature and 
time are determined by a trial and error method and are the optimum 
conditions at which a grain boundary is formed. After heat treatment 
the rock salt is dissolved in water and the silver in nitric acid. The 
gold bicrystals are mounted on copper grids for examination in the TEM. 
This technique is described in greater detail in Chapter 7, since it is 
the basis of the experimental work described in this thesis.
Gold bicrystals containing a grain boundary at the interface 
fabricated by the above method revealed the presence of orthogonal grids 
of lattice dislocations (b = y  <110>) in twist boundaries for misorient- 
ations 9 up to about 10°. The dislocation spacings were in agreement 
with equation (1) of the lattice dislocation model (Chapter 2). When 9 
was greater than about 10° the dislocation networks were not observed in 
the TEM. However it was not possible to conclude unequivocally whether 
or not arrays of dislocations were present for the following reasons.
With reference to (Figure 26) for diffraction purposes the bicrystal 
may be treated as consisting of three regions. They are as follows 
(Balluffi et al, 1972):
The strain free regions A and B (of crystals A and B)which consist 
of. the major portion of crystals A and B respectively which are simply 
rotated with respect to each other; and the grain boundary dislocation
(GBD) region of width o)^ . The displacement fields of the latter will 
add up at a distance from the boundary greater than about the GBD 
spacing to produce the uniform misorientation between the two crystals. 
The strains due to the closely spaced GBD's are then localized in a 
narrow region at the boundary of width = and long range strains of 
the type which would exist around isolated GBD's are therefore absent.
As the network spacing decreases, the thickness of this latter 
region decreases leading to a decrease in the volume bf material which is 
strained. Hence the electron scattering from these regions is decreased. 
When the GBD spacings are much less than the extinction distance the 
value of o)^  is so small that the electron waves are no longer sensitive 
to the detailed atomic arrangement in the GBD region and hardly any 
contrast could be obtained.
In the case of gold bicrystals (cited above) although no line 
structure of GBD's was observed when the twist misorientation was 
greater than about 10^ it was not possible to conclude that arrays of 
GBD's were absent because of the possibility that GBD's with spacings 
below the limit of resolution were present.
Therefore resolving of finely spaced GBD arrays poses a difficult 
and important problem in the study of boundary structures; In addition 
to the diffraction technique mentioned in Chapter 4, two other 
techniques are available to be used in the study of such finely spaced 
dislocations. One of these is the "weak-beam technique" (Cockayne et al, 
1969) in which dislocations are imaged in dark field with a weakly 
excited ref lection under conditions where another systematic reflection 
is strongly excited. In this case the width of the dislocation strain 
field image is appreciably decreased and the ability to resolve closely 
spaced dislocations by diffraction contrast is therefore increased.
The other technique by which dislocation image width could be 
decreased involves high voltage microscopy (Osiecki et al, 1971).
Here the specimen is examined in bright=-field with a high order 
systematic reflection strongly excited. However this technique has 
so far not been applied to the study of boundary structures.
5.3 High .Angle Boundaries
The earliest evidence for the presence of boundaries with
special orientation relationships between the grains are from the
experiments due to Kronberg and Wilson (1949). They observed a relat­
ively large number of 22°/[lll}^ 38°/[lll] and 19^[100] boundaries 
following the secondary recrystallization of copper. Similarly Yoshida 
et al. (1959) observed an abundance 40/[111] boundaries in primary 
recrystallization experiments with aluminium. These boundary 
misorientations are quite, close to some of the boundaries predicted by 
the coincidence site lattice model, CSL, (Chapter 2). Also Dingley et 
al in a private communication to Goodhew (1979) have stated an 
experimental observation that more than one third of the grain boundaries 
formed in copper can be accounted in terms of coincidence site lattices
with I values less than 50. This is a higher percentage than would be
expected if boundary misorientations were distributed at random 
(Warrington and Boon, 1975).
An experiment to show the presence of coincidence boundaries in
non-metals was due to Chaudhari and Matthews (1971). They burned pure
magnesium and cadmium rods in air and collected thin films of MgO and
CdO on carbon covered grids and examined a number of specimens in the
TEM. Then from a histogram of the number of boundaries against the
o
twist angle it was observed that there was a preference for 16.5 ,
2-2.6° and 37.3° twist boundaries in MgO and 22.8°, 28.5° and 37.1° in 
CdO. Within the limits of experimental error these twist angles also 
correspond to some of the boundaries predicted by the CSL model.
Similar statistical information was obtained by Herrmann et a l  (Walter 
et al, 1974). In their experiment a large number of small single 
crystal spheres were sintered onto a single crystal plate. The spheres 
are free to rotate and eventually adopt an orientation with respect to 
the plate which corresponds to a grain boundary of low energy. The 
misorientations were determined by an X-ray technique (Herrmann, 1976) 
and the statistical distribution indicated the presence of a relatively 
large number of boundaries corresponding to coincidence orientations.
There is a great deal of evidence for the variation in the 
properties of grain boundaries with variation in misorientation.
Grain boundary energies have been measured by several techniques and 
have shown relatively low values for boundaries with coincidence 
orientation relationships. In the thermal grooving technique dihedral 
angles are measured at the intersection of the grain boundary with the 
surface and the grain boundary energy is deduced from its relationship 
to the surface energy. Mclean (1973) used this technique to show that 
near the melting point of copper the first order twin boundary and 
special Zll coincidence boundary had energies differing by more than 
10% from the 'average' high angle boundaries. In another experiment 
(Rutter and Aust, 1965) the activation energy for grain boundary 
migration in bicrystals of zone^refined lead was determined as a 
function of misorientation about a common tilt axis. The results 
indicated minimum energy values of the order of 5 K. Joules/gm. at 
misorientation of 23°, 28° and 37°. These angles correspond to 
predicted CSL boundaries about <100>.
The following study showed that the properties of low coincidence 
(high E) boundaries are different from those of high coincidence (low Z) 
boundaries. The discontinuous precipitates in an austenitic matrix in 
Fe-13Mn-2V-0.8C alloys were examined by TEM. The results showed that 
fibrous precipitation occurs when the CSL for the two grains has a low 
multiplicity and the orientation of the grain boundary is such that the 
boundary plane contains a high density of coincidence sites (E^55) and 
particulate precipitation occurs at low coincident (Z^571) boundaries 
(Ainsley et al, 1979).
The best evidence that boundary misorientations can be described 
in terms of CSL comes from the classic technique used by Schober and 
Balluffi (1969, 1970) for low angle boundaries (described earlier).
Using the same welded bicrystal technique they prepared high angle bound­
aries in the laboratory and showed the presence of a regular array of 
secondary grain boundary dislocations, when the boundaries were close to 
'special' misorientations which correspond to, for example, E5, Z13 and 
Z17 twist boundaries.
5.4 Introduction (Phase Boundaries)
In this section a very brief review illustrating the types of 
interface boundary structure which have been found in different phase 
boundaries is presented. Detailed reviews have been given by, for example, 
Aaronson (1974) and Kinsman and Aaronson (1974). It should be pointed out 
that most observed boundaries are of the semi or fully coherent type and 
the principal structural features observed were ledges and misfit 
dislocations. The thinned bulk specimens studied were mostly obtained as 
a result of precipitation, spinodal decomposition or in eutectic alloys.
A feature common to all observations is that the interphase structures are
independent of the types of reaction through which they were prepared 
(Aaronson 1974).
Another feature common to most of the interphase boundaries studied 
up to now is that they are naturally occurring boundaries arising from 
solid state transformations and reflect the interplay of thermodynamic, 
kinetic and crystallographic constraints. In these techniques the boundary 
parameters cannot be controlled to make a systematic study of phase 
boundary structures. However, the techniques have been used to study phase 
boundaries of the type f.c.c.-f.c.c., f.c.c.-h.c.p., f.c.c.-b.c.c., b.c.c.- 
b.c.c. and so on.
The techniques which could give "artificial" boundaries (i.e. made 
in the laboratory with the possibility of controlling some of the boundary 
parameters) are the welded bicrystal technique (used in this work, Chapter
7), epitaxial growth of bicrystals and unidirectional solidification.of . 
binary or pseudobinary eutectic alloys. The last two techniques impose- 
considerable limitations in. controlling the geometry of the phase boundary 
structure.
5.5 ' Artificially Prepared Boundaries
In the epitaxially grown bicrystal technique, metal A is vapour 
deposited to grow epitaxially on a suitable substrate and then metal B is 
deposited on A. Usually the substrates have to be at a certain temperature 
called the epitaxial temperature (Chapter 7) for epitaxial growth to take 
place. The substrate is dissolved away and an oriented bicrystal with 
large interphase boundary area with an essentially constant boundary 
orientation and predetermined conjugate plane is obtained.
By choosing different pairs of metals, specimens with various 
lattice misfits can be prepared.and studied (e.g. Matthews, 1976). The
results of such studies indicated in some cases consistency with the Frank 
and Van der Merwe theory (1949) in having Burgers vectors of edge 
character parallel to. the boundary plane.
In other cases the observed structure was not in agreement with the
Frank and Van der Merwe• • theory (1949) . This was probably due to the fact 
that the theory was based on equilibrium considerations whereas, within
this limitation, the process actually taking place does so In response to
kinetic considerations usually involving dislocation nucleation. In some 
specimens prepared by this technique the observed dislocations had a 
spacing greater than the theoretical value (e.g. Grovenor et al, 1980.) .
In other examples, no dislocation was visible. A possible explanation for 
this being that the misfit is accommodated elastically as the dislocations 
needed could not be nucleated.
In another case the misfit dislocation at the substrate overgrowth 
interface dissociated into partial dislocations thus changing the initially 
formed interfacial structure. This is because the structure initially, 
formed is that which is most rapidly acquired; this is often not the one 
with the lowest specific interfacial free energy (Aaronson et al, 1970).
To quote an example, Snyman and Engelbrecht (1973) deposited epitaxially 
a thin monocrystalline film of silver on {111} planes of thin gold 
monocrystalline films. They were able to account for the observed features 
on the assumption that the-|<110> dislocations dissociated into about equal 
numbers of extrinsic and intrinsic stacking faults as a result of the habit 
planes selected. Similar observations have been reported in naturally 
occurring boundaries and an example is given below.
In the other synthetic technique, bicrystals are prepared by 
unidirectionally solidifying binary eutectic alloys. Here the opportunity 
is available to grow large areas of boundaries of simple geometry and
crystallography which separate phases with different crystal structures 
(Walter et al, 1969; Cline et al, 1971).
The technique was used by Cline, Walter et al (1971) to study 
the boundary between a b.c.c. chromium rich eutectic phase and an ordered 
b.c.c. (CsCl type) NiAl matrix. To vary the lattice misfit up to 7% Mo 
was added. Mo dissolves primarily in the Cr-rich phase. The observed 
inter-dislocation distances were in agreement with those computed from 
lattice parameter data for the model based on Van der Merwe theory (1949). 
The technique gave results which are indistinguishable in principle from 
the results obtained from naturally occurring boundaries (Aaronson, 1974) . 
This illustrates that carefully prepared artificial boundaries are valuable 
aids in the study of both grain and phase boundaries of the dislocation 
type.
5.6 Naturally.Occurring Boundaries
Most of the observations made on phase boundary structures are from
naturally occurring boundaries and in a majority of the cases the specimens
were obtained from precipitation reactions. Due to limitations of space
only a few examples are considered below.
The interfacial structure of the broad faces of y (h.c.p.) plates
that precipitate from the a (f.c.c.) matrix of an Al-15wt% Ag alloy was
studied by Laird and Aaronson (1967, 1969). The habit plane is the close
packed plane in both structures. ({0001 }h.c.p J'( {111 } f.c.c.) . The misfit
in the habit .plane is ~ 0.8% and is accommodated by two or three sets of
£
partial dislocations (b = — <112>) of the edge type with b lying in the
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plane of the boundary. The nature and crystallography of the f.c.c. and
h.c.p. structure in the direction normal to the habit plane is such that 
when these dislocations are present in the non-equilibrium configuration
of a single array of parallel lines, they form ledges two atom layers 
high (Hren and Thomas, 1963; Laird and Aaronson, 1969). The f.c.c.-h.c.p. 
transformation is achieved by lateral movements parallel to the habit 
planes. The atomic stacking sequence is such that there is no other way 
for the interface to advance. Therefore the dislocations serve not only 
to accommodate the misfit but also to provide a mechanism by which the 
precipitates could grow normal to the habit plane (Laird and Aaronson,
1967; Kinsman et al, 1971).
The interfacial dislocations are not always integral to the 
mechanism of precipitate growth. They are often present at the interface 
only to relax the build-up of elastic misfit strain (Kinsman and Aaronson, 
.1974). .
As an example the ordered y'-precipitate in a disordered a Ni-Si 
matrix (f.c.c.-f.c.c. interface) is considered (Rastogi and Ardell, 1971). 
The equilibrium misfit in these identically oriented phases is about 0.3%. 
Spherical y' phase particles can accommodate misfit elastically up to a 
diameter of about 0,4. fim. For large dimensions dislocations absorbed from 
the matrix relax the accumalated misfit and rearrange themselves into 
networks. A similar behaviour has been reported for the precipitation of 
a copper rich f.c.c. phase in f.c.c. Cu - 3% Co alloys (Kinsman and 
Aaronson 1971).
- Interfacial dislocation structure in an interface between two b.c.c. 
phases has been reported by Stephens and Purdy (1972). They studied the 
interfacial structure between the ordered b.c.c. y phase precipitate (52 
atoms/unit cell) and the ordered b.c.c. (CsCl) 3' matrix in a Cu - 52 a/o 
Zn alloy. The two phases are of different composition but are identically 
oriented with a lattice misfit of ~ 0.3%. The observed interfacial 
dislocations consisted of an. hexagonal network of Burgers vector of the
dtype — <111> on a nominally (Oil) interface plane and an out of contrast 
set of dislocations of Burgers vector of the type a<100>. The dislocations 
tended to be arranged in edge configuration, with the Burgers vectors in 
the plane of the interface and this is an example of a case where the 
measured dislocation spacing was greater than that calculated based only 
on equilibrium misfit considerations.
An example of an interfacial structure between two h.c.p. phases is 
the one reported between preciptate and the a matrix in a Ti-8a/oAl-8a/o Ga 
alloy (Williams, 1970). The observed dislocations were of the type,a i<0001>. 
The coherent regions between the dislocations were seen to have bowed out 
probably to balance the interfacial energy with the line tension of the 
dislocation loop which presumably encircled the preciptate.
The other examples of boundary structures cited below are also from 
naturally occurring boundaries.
5.7 Ledges
It was pointed out by Hirth and Balluffi (1973) and Gajmong and 
Rhodes (1974) that ledges play a vital role in the structure and crystall­
ography of the interfaces on which they are present as well as on the 
migration of these interfaces. Table (1) lists the various sources of 
ledges which had been proposed and the systems, if any, in which each 
source has been confirmed (Aaronson, 1974).
A particularly good example of such ledges was observed by Weatherly 
and his co-workers (1969, 1972) on the broad faces of 9 ‘ plates in an 
Al - 4% Cu alloy. They studied the visibility conditions for ledges and 
concluded that the ledges were observed in the TEM either due to thickness 
difference effects or lattice strains across the ledge.
Table 1 Sources of ledges (From Aaronson, 1974)
Source Experimental evidence
Two-dimensional nucleation 9' Al-Cu, Al-Au (Sankaran & Laird.
1974b)
Dislocation with out- of -plane 
component emerging from Same
precipitate.
Interphase boundary, dislocation
or intruder dislocation with b
not parallel to interface None
Edges or corners of plates - y Al-Ag (Laird & Aaronson, 1969); 9'
Al-Cu during dissolution (Laird & 
Aaronson, 1968; Weatherly, 1971) :
Mk^Si (Weatherly, 1971); 9' Al-Cu 
. . (Sankaran & Laird, 1974b)
Stepped misfit dislocations y Al-Ag (Laird & Aaronson, 1967, 1969)
Intruder dislocations which None v
create an unhealable ledge
Volume change distorts path of a Fe-C— indirect (Kinsman et al.,
boundary, creating a ledge 1974)
Junctions between grain boundary a Fe-C (Kinsman et al., 1974)
allotriomorphs and secondary
sideplates
Impurity precipitates in contact 9' Al-Cu, r} Al-Au (Sankaran & Laird,
with interphase boundary 1974b)
Anti-phase boundaries in 8 ' Al-Cu during dissolution (Weatherly,
precipitates 1971)
Hole in thin foil y Al-Ag (Laird & Aaronson, 1969)
The thickness fringes are displaced by a distance m as they cross a 
ledge and Gleiter (1969) derived a simple expression ( h = m Sin9 siny) 
relating the step height h to m. In the above expression 9 is the 
inclination of the interface to the specimen surface and y is the angle 
between the step and fringes. 9 is determined from tan 9 = ^/x where t
is the thickness of the specimen and x the projected width of the 
interface.
Numerous contrast effects due to lattice strains across the ledges 
have been observed. For example, Weatherly and Sargent (1970) showed the 
change in contrast from black to white across the ledge when the imaging 
condition was changed from dark field to bright field. They also 
investigated the minimum visibility heights for both types (thickness 
difference and lattice strain effects) and estimated that for Ni^Al the 
lattice strain approach allows a ledge height of 0.2 nm to be resolved.
5.8 Reduction of Interfacial Energy by change of Interfacial 
Structure
An example of a change in the interfacial structure initially 
present motivated by interfacial energy reduction was cited earlier under 
"Artificial Boundaries11. Such cases have now been documented under quite 
different circumstances. As an example, during spinodal decomposition of 
Cu-Ni-Fe alloys, "<110 > dislocations are spontaneously nucleated at the 
interfaces of the plates, about 500 nm thick and 1-2/jm long with approxi­
mately {100} habit planes, into which the microstructure evolves (Butler 
and Thomas, 1970; Livak and Thomas 1974). Initially the Burgers vector 
of these dislocations lies at an angle of 45° to the interphase boundary. 
Subsequently the interphase boundary itself rotates towards a {110} plane, 
thereby allowing the Burgers vector to lie in the interface and hence be 
fully utilized to compensate misfit. On the theory of precipitatemorphology, 
this rotation is allowed because the crystal structure and orientation of 
the two phases are not altered.
5.9 Structure of Interphase Boundaries Between Relatively 
Poorly Matching Crystals
It was predicted that at boundaries between f.c.c. and b.c.c. 
crystals the matching is too poor to construct a stable Van der Merwe 
(1949) type of structure at any boundary orientation. However it was 
observed that the interface between a b.c.c. Cr precipitate and its 
f.c.c. Cu - 0.33 cu/o Cr matrix was faceted. The boundary was partially 
coherent and most of the observed habit planes were irrational, lying 
between 10-16° from the {111} planes in the f.c.c. structure. The 
orientation relationships varied from Kurdjumow-Sachs to Nishiyama- 
Wasserman, but the boundary was always between {110} b.c.c. and {111} 
f.c.c. crystals. Also it was observed that the proportion of atoms in the 
conjugate habit planes which is in good registry can be increased from 
about 8% to 25% by periodically.introducing a monatomic ledge in the 
boundary. The presence of a ledge will lead to a lateral displacement of 
the good fit region on successive planes and a change in the habit plane 
from {110} b.c.c.||{111} f.c.c. to an irrational one.
It was pointed out (Russell et al, 1974; Hall and Kinsman 1974) 
that by introducing two other sets of dislocations the interface can be 
converted into a Van der Merwe type boundary. These ledges were termed 
"structural l e d g e s S i m i l a r l y  in f.c.c. £ h.c.p. transformations,
Shockley partials serve as structural and growth ledges simultaneously 
(Laird and Aaronson, 1967, 1969).
5.10 The Occurrence of 'Simple* Boundaries
It was mentioned in Chapter 3 that rather simple types of boundaries 
(coherent and semi-coherent type) occur with great frequency at interphase 
boundaries, much more so than in homophase boundaries and reasons were 
given for this statement.- Another possible reason could be that such phase
boundaries are usually produced at the end of the processing history of 
a material. For example, age hardening is usually done last and the 
high stability of simple interphase boundaries allows them to survive 
moderately severe processing. Eutectic structures, epitaxially deposited 
bicrystals, and the products of spinodal decomposition require no 
significant alteration before service. . If the multiphase materials are 
subjected to complicated ingot metallurgy leading to deformation textur- 
ing, recrystallization etc. then the multiphase material could contain 
more complicated boundary structures.
Even in precipitates which form at free surfaces where thete may 
not be so severe a restriction on the specific nature of orientation 
relationships, simple boundaries, either ledged coherent boundaries Or 
dislocated semi-coherent boundaries, have been observed (Kang and Laird, 
■1974)'. '■
Table (2) gives examples of transformation mechanisms yielding a
second phase where simple interphase boundaries have been reported
(Laird and Sankaran, 1979).. The table gives the particular classes of
reactions which have been observed to do so, inferred to do so, or which
might be expected to do so along with a few examples. The foregoing
review indicates that nearly all observed boundaries are of the coherent
or semi-coherent type. In a very recent experiment (Plichta, Perepezku
et al, 1980) the nucleation kinetics of the 8' + cl transformation inm
Ti-Ag and Ti-Au eutectoid systems were studied. Two categories of nucleus 
models were'treated for their ability to predict the experimentally 
determined nucleation rates: (1) The Clemm-Fisher spherical cap models,
wherein all interphase boundaries are disordered and have high, orient­
ation-independent interfacial energies and (2) coherent models for which 
all or most of the interpha-se boundary consists of partially or fully
coherent interface. The results of the experiment were consistent with 
the latter model thus showing the necessity for the presence of low 
energy interphase boundaries during the nucleation process in massive 
transformations. This strongly suggests the existence of specific and 
special lattice orientation relationships between parent and massive 
phases.
Table 2 (From Sankaran and Laird, 1979)
Reaction
Solid-solid precipitation 
in the bulk
Solid-solid precipitation 
near the surface of a 
material
Epitaxial formation of 
heterojunctions
Discontinuous precipitation
Spinodal decomposition
Martensite formation
Eutectoid eutectic 
formation
Grain boundary precipitation
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& Strudel (1975).
Kang & Laird (1974, 1975); Clark & Wayman 
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In another recent experiment (Plichta and Aaronson, 1980) on the 
orientation., relationships between parent 3 grains and grain-face or 
edge-nucleated■£ crystals for the 3 ^ £*m massive transformations in 
Ag-26% Al, the following observations were made. The 3 interfaces 
were found to be heavily faceted and it was suggested that a large 
proportion of these boundaries were partially coherent. Also the fact 
that the £ crystals with similar shape formed along a 3-grain face of 
approximately constant orientation had the same spatial orientation 
to within + 1° and that primary sideplates developed at a small-angle 
3-grain boundary provide further support for the ubiquity of low energy 
orientation relationships between £m and 3, and for the similarity between 
the massive and precipitation reactions in all aspects other than that of 
a composition difference between product and matrix.
During the past ten years or so, there have been a series of papers
on the structure of interphase boundaries in a/3 brass. Gleiter and co­
workers (Baro and Gleiter, 1973; 1974; Kluge-Weiss and Gleiter, 1978) 
studied such boundaries and made several observations. In about 6% of
a large number of boundaries, a set of {lllKplanes of the a-brass
crystals were found to be roughly co planar with a set of {110} planes 
of the 3hbrass crystal. In such interfaces, patterns of lines were 
visible which were interpreted in terms of misfit dislocations (Baro and 
Gleiter, 1973; Kluge-Weiss and Geliter, 1978) where spacings were found 
sometimes to vary with slight misorientations (0-2°) of the crystal.
In other cases a slight change in crystalline misorientation, associated 
with an intersecting sub-boundary, for example, could cause the 
'dislocations' to disappear. This was .'interpreted in terms of 'delocal­
ization' effect in v/hich the core width of the misfit dislocations may 
increase by an order of magnitude. In another interpretation of the
observed structure of a/3 brass they concluded the defects to be ledges 
(Baro and Gleiter, 1974). Vitek et al (1979), Sutton et al (1979) and 
Clark et al (1979) have raised theoretical arguments against these ideas 
and Bollmann (1974) has used the 0-lattice theory to interpret quantitat­
ively the observations made by Baro and Gleiter (1973).
This indicates the differences of interpretation that still exist 
among the different theories and the need to investigate other techniques 
to study the phase boundary structures systematically and in an 
unambiguous manner.
5.11 Summary
In Chapter 3 some models for phase boundary structure were given 
and it was stated (with reasons) that 'simple' boundaries of coherent or 
semi-coherent type occur more frequently, than other types of boundaries.
In this chapter examples were given to show that this is so. The 
examples were taken from boundaries containing different types of inter­
faces e.g. f.c.c./b.c.c. Two types of boundaries were studied, namely, 
artificially prepared boundaries and naturally occurring boundaries.
The examples also showed that the boundary structure between two 
crystals prepared by the two techniques had the same structure. This 
justifies the use of synthetic techniques to study boundary structures, 
especially when no other technique is available. For example, to study 
how the misfit is accommodated at a boundary between two crystals with 
a large lattice misfit and twist misorientation.
Most of the observations on naturally occurring boundaries were 
made on precipitation reactions. Here there may not be a restriction on 
the specificity of the orientation relation as the opportunity is 
available for the precipitate to grow with any desired boundary parameters. 
But the ultimate structure observed in most cases was of "simple" type.
It was also shown that the dislocations on ledges are present not 
only to accommodate the misfit but are present to perform other functions, 
for example, to permit the growth of the precipitate in a direction normal 
to the habit plane.
The welded bicrystal technique is one of the best ways of preparing 
'artificial' grain boundaries of controlled geometry and an essential 
pre-requisite to extend the technique to prepare phase boundaries is to 
grow single crystal films of different metals epitaxially. This is 
discussed in the next chapter.
CHAPTER S IX
EPITAXIAL GROWTH
6.1 Introduction
The word epitaxy ("arrangement on") was introduced by Royer 
(1928) and means the growth of a deposit on a substrate at a particular 
orientation which is preferred because its' interfacial free energy is 
lower than that of other possible orientations.
The relationships between nucleation, growth and the occurrence 
of epitaxy are not completely understood. In one mechanism for the 
growth of epitaxial films it is assumed that the initial overgrowth 
layer has a pseudomorphic structure. The term pseudomophism refers to 
the growth of an initial layer strained to match the spacings of the 
substrate such that the bulk density is kept approximately constant by a 
compensating change in the lattice periodicity normal to the surface.
The concept resulted from a study of the growth of zinc oxide on zinc 
(Finch and Quarrell, 1933, 1934). The growth continues, by this 
monolayer-by-monolayer process, until the deposit reaches a certain thick­
ness. Once this thickness is reached the deposit recovers its natural' 
structure and the misfit between the deposit and the substrate is 
accommodated in localized lattice distortions around misfit dislocations. 
The remaining parts of the interface are maintained at good fit between 
the substrate and overgrowth (Frank and Van der Merwe, 1949).
In another mechanism (Cabrera, 1964) three dimensional crystallites 
nucleate on the substrate surface,grow, coalesce into large clusters, 
and finally coalesce to form continuous films.
However, the experimental evidence at present shows that there 
is no unique mechanism to account for the epitaxial growth of films on 
substrates. The strength of the interfacial forces also comes into 
play in choosing the mechanism (Matthews, 1975).
In addition, it is now known that the deposition conditions such 
as residual gas pressure, substrate temperature, substrate surface 
conditions, deposition rate and film thickness play a vital role in 
controlling the structure, orientation and quality of the evaporated 
and epitaxially-grown, films. Also it has been shown that by introducing 
certain extraneous parameters the structure and orientation of the
epitaxial films can be modified. Examples of such parameters are:
' * • 
electron bombardment applied* to the substrate surface during evaporation
(Shimaoka, 1975; Stirland 1966, 1969; Palmberg et al 1968; Lord et al
1974); application of lateral electric fields (Chopra, 1965, 1966;
Shimaoka 1975); exposing the substrate surface to water-vapour (Vermaak
and Henning 1970); and ionization of the evaporation vapour (Mattox,
1964; Murayama, 1974; Namba & Mori 1976; Takagi et al 1975). Some of
these parameters are used in the present work to obtain well defined
single-crystal films. The possible mechanisms by which they could
influence epitaxy are briefly discussed below.
6.2 Effect of Substrate Temperature (Epitaxial Temperature).
A number of metals were vacuum-evaporated on to rock salt and 
it was observed that the orientation of the films depended on the sub­
strate temperature (Bruck 1936). The minimum temperature above which 
good epitaxy was obtained was called the "epitaxial temperature". 
Subsequent study by many others on different epitaxial systems confirmed 
the existence of a minimum temperature for good epitaxy. However there 
was complete discrepancy among the epitaxial temperatures observed for
the same system by different workers. There was no well-defined epitaxial 
temperature for a given system. Also the simultaneous presence of other 
extraneous parameters such as electron bombardment did not decrease the 
epitaxial temperature. This showed that in addition to epitaxial 
temperature other parameters also have an important role in controlling 
epitaxy. Increasing the temperature could promote good epitaxy by a 
cleaning effect on the substrate surface and increasing atomic mobility 
thus leading to earlier coalescence and a thinner continuous film.
6.3 Effect of Water Vapour on Substrate Surface
In the present work it was observed that when Pd was epitaxially 
grown on KBr substrate ([001] surface) cleaved in air and exposed to a 
humid atmosphere for about five minutes the resulting Pd films were 
always well-defined single-crystals in the [001] orientation. In the 
absence of this water vapour treatment the Pd film was always poly­
crystalline; thus showing that the substrate surface impurities can 
influence the growth of epitaxial films. Similar results were reported 
by Matthews and Grunbaum (1964). A detailed investigation on the role 
of impurities such as 0^, CO^ and H O vapour on Au/NaCl. epitaxial 
system was carried out by Vermaak and Henning (1970). They concluded 
that good epitaxy was due to the water-vapour presenting a hydroxide 
surface by the following reaction:
NaCl(s) + H20(g) NaOH(s) + HC1 (g)
The epitaxial temperature was always found to be 330°C and was not in 
agreement with an earlier claim (Mihama, 1967) that the presence of water 
vapour lowers the epitaxial temperature. A model was suggested for the 
occurrence of good epitaxial growth in the presence of certain impurities 
on the assumptions that: (a) each overgrowth atom in the cluster lies
in a potential minimum on the substrate surface and (b) neighbouring 
and second nearest neighbouring metal-metal atom requirements are 
properly satisfied.
Henning and Vermaak (1970) derived an expression for the critical 
atomic radius r of the overgrowth as
r = (r 2 - r 2 + d2) / 2 (r + /T7 - r ) (55)
oc a o c d a
where r and r are the radii of the anion and cation respectively of 
• a c
the alkali halide substrate and d = r& + r . For a given overgrowth of
radius r , if r > r the accommodation is said to be supercritical and o o oc
the cluster stable and if r < r subcritical and unstable. The presenceo oc r
of impurities introduces a substitutional surface such as the hydroxide
surface in the Au/NaCl system when exposed to water vapour.; If r isas
the radius of the substitutional anion then the expression for the 
maximum critical overgrowth radius is
2 2 
r + r + 2r r
r = — ----- ----:— — ----------------------- (56)
OCm 2 [ /2r - r + (/2 + 1) r ]L a as c .
A consequence of the presence of the impurity is the following: For a
given alkali halide surface and a specific overgrowth with atomic radius
r < r the accommodation centres are subcritical. For the substitutional 
o oc
surface of the same alkali halide and the overgrowth it is, however,
possible that r > r . The subcritical centres on a given surface can 
o ocm 3
therefore be rendered critical by suitable anion substitution. This has 
been observed experimentally on the vacuum cleaved surface of rock salt 
which has a subcritical accommodation centre for: gold giving polycrystalline 
geld films, whereas water vapour treated surface of rock salt gave single 
crystal films of gold. This theory does not appear to hold in every case
and also does not adequately explain why parallel epitaxy so frequently 
occurs. In some cases the binding energies of the overgrowth have to 
be considered.
6.4. Effect of Electron Bombardment on Substrate Surfaces
In the present work in order to obtain well-defined single crystal
films of Au in large numbers, it was found necessary to bombard the
surface of the alkali halide crystals with a beam of electrons. This was
in agreement with the results of the experiment conducted by Shimaoa •-
(1979). He evaporated.Fe, Cr, Au and Cd onto air-cleaved and vacuum
cleaved {001} surfaces of rock salt at epitaxial temperatures in the
range 25~400°c and for Sn because of its lower melting point up to 150°C.
The resulting film always had more than two orientations present.
But when the same experiments were repeated in the presence of a
lateral electric field , (d.c. 100-300 V/cm) or the substrate surface
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bombarded with electrons (10 el/cm /S at 200-500V) , films with preferred 
single orientation were obtained. Good epitaxy of the overgrowth was 
also observed when the substrate surface was irradiated with X-rays 
(Cu-Kl) for five hours (Tadao Inuzuka. and Ryuzo Ueda, 1968).
These results show that defects on the substrate surface play a 
vital role in controlling epitaxial growth. Some of the possible effects 
this extraneous parameter could have on the growth of epitaxial layers 
are outlined below:
(1) A cleaning effect on the substrate surface, providing a larger 
contact area for binding between substrate and overgrowth.
(2) An increase in probability of deposit sticking on the substrate 
due to the ionization of evaporating atoms.
(3) Accelerated coalescence of the nuclei due to an increase in 
the mobility of island nuclei caused by induced electric 
charges on the substrate surface.
(4) An increase in the concentration of surface defects on the 
substrate providing more nucleation centres.
Evidence for the presence of point defects such as Cl vacancies 
have come from replica electron-microscopy studies (Lord, 1971;
Nagashima and Ogura 1976); Low energy electron diffraction, Auger 
electron spectroscopy.and.mass .spectroscopy studies (Palmberg, Todd and 
Rhodin, 1968; Lord and Prutton, 1974) of alkali halide surfaces.
6.5 Defects in Epitaxial Deposits
Because of its conceptual and experimental simplicity, vacuum 
evaporation is one of the more common methods of preparing thin epitaxial 
films. However, films obtained by this technique have a relatively 
higher defect density than crystals prepared by other techniques. The 
defects include common crystalline imperfections such as dislocations, 
stacking faults and twins. The possible mechanism for the introduction 
of dislocations during epitaxial growth have been discussed by Pashley 
(1964) and are as follows:
(i) the extension of dislocations from the substrate surface
(ii) plastic deformation of the film during overgrowth, subsequent 
cooling, removal from the substrate and mounting on the grid 
for examination in the TEM.
(iii) accommodation of misfit between coalescing islands
(iv) the aggregation of point defects.
The last two mechanisms also account for the presence of stacking 
faults. The defect most commonly observed in f.c.c. metals Ag, Au and 
Pd grown on alkali halide substrates is the twin. A mechanism has been
suggested for twin formation which seems valid for f.c.c. metals on alkali 
halide substrates (Matthews and Allinson, 1963). From the observation of 
the rotational realignment of coalescing islands (Bassett, 1960) it was 
proposed that grossly misoriented islands would rotate not into epitaxial 
positions but into twin relationships with the well-oriented islands.
The twinning plane in f.c.c. crystals is (111) planes, and in (001) crystals 
four sets of orthogonal twins are usually observed in epitaxially grown 
films. These give rise to fringes which are similar to those produced by 
stacking faults. To distinguish between very.thin twins and stacking faults 
detailed contrast experiments have to be performed (Amelinckx, 1970).
However if the twins are thick they give rise to extra reflections in the 
electron diffraction .pattern and can. be distinguished.
The next chapter gives details of the experimental technique and the 
conditions under which the metals silver, gold, palladium and platinum were 
grown epitaxially. It also gives the optimum conditions at which a boundary 
structure could be observed at the interface between two dissimilar pairs 
of metals used in the present work.
CHAPTER SEVEN
EXPERIMENTAL TECHNIQUES
7.1 Introduction
The success of the present work depended on four consecutive stages 
of development; (i) the preparation of thin single crystal films (ii) 
welding pairs of these to create phase boundary structure at the interfaces
(iii) imaging the boundary structure in the electron microscope (iv) and 
finally interpreting the results in terms of models of boundary structures. 
The first three stages of the work are now considered and the last one is 
discussed in detail in the following chapter.
7.2 Preparation of Single Crystal Films
With reference to Figure (12) the conventional method of preparing
epitaxial films by evaporation is as follows: The source material is
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enclosed in a vacuum vessel (pressure < 10 Torr.j and heated. The
vapour pressure rises and the material becomes vaporized. The vapour then 
expands in the enclosed space within the vessel and finally condenses on 
the substrate surface and on the walls of the vessel. Depending on the 
boiling point and the chemical reactivity of the source material it is 
either placed in a boat or wound round a wire made of a suitable refractory 
material.
As the substrate temperature was critical for epitaxial growth it 
was necessary for the substrate temperature to be adjustable. This was 
achieved by mounting the substrate on a copper block Figure (13) which had 
a separate direct resistance heating coil. The temperature of the substrate 
was measured by a thermocouple.
Using this technique preparation of single crystal films of gold 
is already well established. The gold is deposited on a relatively thick 
(~ 1 pm) interlayer of silver. The latter is first epitaxially deposited 
on to a substrate of sodium chloride. This method is clearly not suitable 
for the deposition of thin films of silver or palladium nor is it even 
appropriate for gold films if they are subsequently to be welded to silver 
films, since the acid needed to dissolve the silver interlayer will also 
remove the.other half of the bicrystals.
Therefore methods of growing single crystal thin films of gold, 
silver, platinum and palladium directly on to alkali halide substrates 
were developed. Initially thin metal films of these metals were prepared 
by evaporating them on to different alkali halide substrates such as 
potassium chloride, sodium chloride.etc. Then after dissolving the salt 
away in water, the films were mounted on copper grids and examined in the 
TEM. If a film was found to be polycrystalline on a certain substrate 
then the film was deposited on to the same substrate at different 
temperatures in the range 30°-600°C. If this technique failed to give 
good single crystal films then the substrate surface was subjected to 
surface treatments, viz, electron bombardment and/or water vapour 
deposition prior to deposition of the metal. The surface treatments are 
briefly described and the experimental condition under which each metal 
grew as a single crystal film is given in Table (3).
Although different alkali halide crystals were tried as substrates 
with the two surface treatments and different temperatures (30-600°C) it 
was not possible to grow thin single crystal films of platinum directly 
on an alkali halide substrate. As a result it was not possible to 
investigate the Ag/Pt and Pd/Pt bicrystal system. However as platinum 
grew epitaxially on a silver interlayer of thickness ~ 1 pm. deposited on 
to sodium chloride substrate it was possible to make Aii/Pt bicrystals.
Table (3) gives the epitaxial systems used in the present work 
together with the surface treatment and temperature necessary for good 
epitaxy.
Metal Substrate
Epitaxial
Temperature
oc
Surface
Treatment
Ag NaCl 200-300 Water vapour
Au KBr 200-300 Electron
Bombardment
Pd KBr 300 Water vapour 1
Pt Ag/NaCl 300
When silver was deposited directly on to alkali halide (NaCl, Kcl 
etc.) substrates at temperatures up to 600°C it was found to grow poly- 
crystalline.. It was stated in Chapter 6 that in addition to epitaxial 
temperature certain other surface treatments were sometimes necessary to 
obtain good epitaxy.
On this basis the alkali halide substrate surfaces were bombarded 
with electrons and/or exposed to water vapour immediately before the 
crystals were introduced into the vacuum chamber for heat treatment and 
deposition of metals. Silver was found to grow epitaxially when sodium 
chloride (and not any other alkali halide) crystal surface was subjected 
to water vapour treatment before deposition. The mechanism by which the 
water vapour promotes good epitaxy is not understood but is probably due 
to the presence of the hydroxide on the surface (Chapter 6). The water 
vapour treatment was done as follows.
The freshly cleaved alkali halide crystals (substrate) were placed 
in a petri dish and covered with a lid. The inner surface of the lid
contained a few drops of water. After about five minutes, due to the 
hygroscopic nature of the crystals a thin layer of water appeared on the 
surface of the crystals. The crystals were removed from the dish, dried 
in hot air and mounted on the copper block,Figure (13), placed inside 
the vacuum chamber Figure (12),. and deposited with silver.
Similarly it was found necessary to bombard the surface of the
freshly cleaved potassium bromide crystals with electrons to obtain an
epitaxial growth of gold films. The electron bombardment was performed
by exposing the freshly cleaved surface of the crystal for at least six 
90 "hours to a Sr radiactive (3-emitter of strength 20 millicuries.
To prepare gold and.silver films, 0.125 mm diameter wire of length 
30 mm was placed in a molybdenum boat inside the vacuum chamber (Figure 
12). and evaporated onto the alkali halide substrates and for palladium 
and platinum, a 45 mm length of wire, of the same diameter was wound 
round a tungsten wire and evaporated by direct resistance heating.
Although techniques were developed to grow single crystal films of 
gold, silver, palladium and platinum the experiments were found to be 
more difficult than anticipated because of the difficulties of making 
continuous and electron transparent, flat single crystal films containing 
a low density of growth defects. Very often the films contained many 
holes and one way of eliminating these holes was to grow thicker films 
(~ 100 nm.). Then when the two films were welded the bicrystals were not 
sufficiently electron transparent in the 100 KV electron microscope used 
for the work. The buckled nature of the thin films also led to rapid 
changes in the diffraction conditions across the field of view and the 
presence of many extinction contours. The presence of growth defects, 
such as twins, led to additional contrast features in the image and 
extra spots in the diffraction pattern and made image interpretation 
more difficult.
In the case of gold when grown on silver it--was possible to make 
good quality films to meet the essential requirements such as continuous 
and electron transparent, flat, monocrystalline and low defect density 
(Figure 5a). However with other films such success did not come. For 
all the films the major criteria, (electron transparent and continuous) 
were met and the characteristics of the best films obtained-in this-work 
are summarized in Table (4).
Table 4. Quality of the films obtained
Metal
Silver
interlayer
Surface
flatness
Defect
density
Au Yes Good Low
Au No Good Medium
Ag No Good High
Pd No Fair High
Pt Yes Poor Low
The rough nature of the platinum films, Figure (5b}f may stem from 
the way they were grown. Because of its high boiling point platinum was 
evaporated from a tungsten wire. During evaporation some platinum alloys 
with the tungsten wire causing the wire to erode and break away. For 
each evaporation a new tungsten wire was used. In order to obtain the 
maximum amount of platinum onto the substrate it was necessary to sublime 
the platinum wire. Thus the deposition rate of platinum was instantaneous 
and may be a reason for the rough surface. Similar observations of surface 
topography dominated by hillock texture have been made by Hines, (1976) on
platinum films deposited on {111} silver substrates.
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7.3 Preparation of Welded Bicrystals
The success of this work next depended on welding different pairs
of metals to create a phase boundary (structure) between the two metals.
The method of preparing bicrystals consists of clamping, Figure (14), 
together films of different metals (e.g. gold and platinum) about 4 mm 
square with the films still on their substrate. This is followed by
heat treatment of the whole clamp at a fixed temperature for a fixed
time. The optimum heat treatment at which a boundary was formed at the 
interface was determined by a trial and error method. If the temperature 
was too low and/or time too short no boundary structure was observed.
Only Moire fringes were visible and Figure (15) gives such an example of
a bicrystal of gold and silver. , If the temperature and/or time were
too high the bicrystals broke into fragments when placed in water to 
remove the salt. The effect of temperature and time on preparing the
bicrystals is further discussed in the next chapter. The optimum
conditions for forming bicrystals used in the present work are given in 
Table (5).
Table 5. Optimum conditions for forming bicrystals
Bicrystals
Low Angle Boundary High Angle Boundary
Temperature °C Time (min) Temperature °C Time (Min)
Ag/Au 450-500 8-10 450-500 8-10
Ag/Pd 500-550 00 i o 550-600 9-12
Au/Pd 500-550 8-10 550-600 9-12
Au/Pt 450-500 8-10 550-600 9-12
After heat treatment and cooling in air, the bicrystals were 
removed from the clamps and washed several times in distilled water to 
dissolve the alkali halide substrate. They were then mounted on 400 
mesh copper grids for examination in the transmission electron micro­
scope. '
In order to prepare twist boundaries of desired orientation, one 
of the metal films was mounted on the base plate of the clamp, Figure 
(14); with the metal film upwards. An edge of this metal film was brought 
to focus along the cross wires in the eye piece of an optical microscope. 
The clamp was then rotated through the desired twist angle and the other 
film was placed on top with the metals face to face. An edge of the 
second film was then adjusted until it was in line and in focus with the 
cross wires. The two films were clamped tight and heated in the furnace. 
The optimum experimental conditions (temperature and time) are given in 
Table (5). During the process of clamping, the films frequently slid 
and rotated slightly thus moving away from the desired twist misorienta- 
tion. Therefore several crystals (sometimes as many as 20) were prepared 
and examined in the TEM to discover one with the required twist mis- 
orientation.
To prepare Au/Ag, Au/Pd, Ag/Pd and Au/Pt bicrystals this method 
was used. But in the case of Au/Pt bicrystals, as the platinum was grown 
on silver, the latter was dissolved in nitric acid before the bicrystal 
was examined in the TEM.
7.4 Observations of Interfacial Microstructure
Although the technique did not produce films to satisfy all the 
requirements expected from thin metal films (such as flat, defect free 
etc.) it was possible to weld bicrystals satisfactorily to image them
in the TEM and observe the boundary structures. In all the systems 
studied in the present work orthogonal networks of dislocations were 
observed in low angle phase boundaries. In the Au/Ag system (for low 
angle boundaries) there were extensive areas with boundary structures 
on which it was possible to do image contrast experiments ("g.b = 0  
invisibility criterion") to deduce the Burgers of:the dislocations. It 
was possible to do the same in Au/Pd and Ag/Pd bicrystals, but only 
when the twist misfit was zero.. However! in.all the systems studied it was 
possible to measure the dislocation spacings and their line directions 
and these parameters have been used in the interpretation of the images.
In high angle phase boundaries (excpet Au/Ag) no dislocation 
structure was observed. However an additional phase was found to nucleate 
at the interface.
The next chapter discusses the observations made by TEM of the 
boundary structures prepared by the 'synthetic' technique described here­
in and gives the results and conclusions drawn from the study.
CHAPTER EIGHT
RESULTS AND DISCUSSION
8.1 Introduction
A major objective of this work was to study the changes in the 
structure of twist boundaries between two different f.c.c. metals with 
variation in the misorientation between the two crystals. For the 
present work the "noble" metals gold, silver, palladium and platinum 
were chosen since they are relatively inert and are known to grow 
epitaxially on certain substrates (Matthews, 1975). By "inert" it is 
implied that all thebicrystals could be prepared by annealing in an 
ordinary furnace (without the need for vacuum or an inert gas atmosphere). 
Any oxides, sulphides etc. formed by the metals reacting with the 
atmosphere were not significant as the diffraction pattern did not 
indicate the presence of any additional layers on the bicrystal.
Both silver and gold form an oxide which decomposes at temperatures 
greater than about 200°C, and palladium forms an oxide (black in colour 
with tetragonal structure), but its presence was not detected.
Platinum does not readily react with oxygen although it is known 
to form an oxide (brown in colour) of unknown composition at higher 
temperatures. The presence of such an oxide was also not detected in the 
diffraction patterns.
The lattice parameters of the metals are as follows:
Ag = 0.40862 nm Pt = 0.39231 nm
Au = 0.4078 nm Pd - 0.38907 nm
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Defining the lattice misfit as 1 ~ 2 x 100% where d, and dn are
the lattice parameters of the two metals, with d^ > d^ / the boundaries
between the pairs of metals Au/Ag, Au/Pd, Ag/Pd and Au/Pt give 0.2007%, 
4.593%. 4.78% and 3.8% lattice misfit respectively. Therefore the 
bicrystals give a range of lattice parameter misfit from almost zero 
to about 5%.
As alkali halide crystals grown in the [100] orientation were 
readily available to use as substrates, all the metallic films were 
grown in this orientation, and the boundaries studied were [100] twist 
boundaries.
8.2 Choosing Optimum Temperatures and Time to Prepare 
Bicrystals
Table (5) , Chapter (7*) gives optimum temperature and time to 
prepare the bicrystals. It is instructive to consider however, some of 
the observations made on "unsuccessful" bicrystals fabricated with the 
temperature and/or time too low or high. Although boundary structure 
was not visible in these specimens it was possible to make useful 
deductions about the single crystal films and about the welding process.
Figure (15) is an electron micrograph of an Au/Ag bicrystal.
Only fringes due to the Moire effect are visible and these arise from 
the 200 reflections of the two crystals. The twist misorientation 9 was 
4.0° and the measured fringe spacings were ~2s.4nm. The calculated Moire 
spacings for the misorientation is 2 .1 nm. This spacing was obtained 
using equation (21), (Chapter 3) and the lattice parameters (determined 
from bulk specimens) given here and also in Appendix 1. The two spacings 
are in good agreement, taking into consideration the following factors 
which could introduce errors into the observations.
(a) The twist misorientation 0° was measured from the diffraction 
pattern to an accuracy of about +0.25°. However the pattern effectively
integrates over an area of the specimen about one micron in diameter.
The Moire" fringes, on the other hand, were frequently only clear and 
regular over areas < 100 nm. in diameter. We cannot therefore expect 
to find a perfect correlation between the misorientation angles deduced 
from the diffraction pattern and those deduced from f r i n g e  spacings. It 
was stated in chapter (3) that for small values of 0 (< 5°), the 
variation of Moire fringe spacing with 9 (obtained using equation (21)) 
is rather rapid. For example, if the misorientation 0 were 3°, the 
spacing would be 3 nm. and if 0 was 5° the spacing would be 1.8 nm.
(b) There is experimental evidence that the lattice parameter of 
a thin metal film is not the same as that obtained from the bulk of the 
same material. The lattice parameter is known to vary with the thickness 
of the film. For example, Suchitra Sen et al, (1973) observed that in 
thin silver films of thickness 5 8 nm.-the decrease in lattice parameter 
was 1.0% and in films of thickness 140 nm. the decrease was 0.1%. In 
other words the thinner the film the greater the deviation of the 
lattice parameter from that measured in the bulk material.
The variation in lattice parameter of thin metal films appears 
to be influenced by their high defect density and the absorption of gas 
and other impurities during the growth of the films under poor vacuum 
conditions (Campbell, 1970). Therefore it is possible that the lattice 
parameters used in the present work (obtained from bulk specimens) may 
be greater than the true parameters of the films. However this applies 
to both films which are almost of the same thickness (~ 40 nm.) and 
also, to prepare a bicrystal both metals of the bicrystals were grown on 
the same substrate. For example, in Au/Pt bicrystals, both the gold 
and platinum were grown on silver and in Au/Pd bicrystals, both metals 
were grown on potassium bromide crystals. Therefore the effective
change in the lattice misfit of the two films would be almost the same 
as in bulk films of the same pair and therefore should not contribute a 
major error in the calculated spacings.
In Figure (15) no contrast due to the presence of boundary 
structure was visible. Such an effect was observed in all the types of 
bicrystals used in the present work when the temperature of welding was 
< 200°C for times of welding up to about :20 minutes. It is possible 
that no boundary was formed at the -interface, the two crystals being 
held together by mechanical interlocking. One possible reason for the 
absence of a boundary at the interface was the presence of oxide layers 
on the surface of the two films. These could prevent atomic contact 
between the two crystals.
It is well known that oxide films of thickness - 5 nm. (e.g. 
Tylecote, 1978) form, within minutes, on the surfaces of most metals 
when exposed to air. The interatomic forces responsible for cohesion 
between metals are effective only for a short range of ~ 1 nm.. There­
fore, for bonding to take place, metal-to-metal contact has to be 
ensured by removing the oxide layer. At higher temperatures the oxides 
go into solution or decompose. The oxides of the metals used in the 
present work are unstable at temperatures greater than 200°C and would 
probably undergo thermal decomposition thus paving the way for the atoms 
at the interface to establish contact and form a boundary.
Furthermore, the low temperatures (below the optimum temperatures 
given in Table (5),Chapter (7)) may not provide sufficient thermal 
energy for the nucleation of misfit dislocations to accommodate the 
misfit in the boundary.
From the theory of dislocation the elastic energy, Eg, of a screw 
dislocation is given by,
where p. is the shear modulus, b the magnitude of the Burgers vector of 
the dislocation and r^ the integration limits of the equation.
For given values of p and b, the value of depends on R and
r^. If the crystal were infinite, the energy 'E. would tend to infinity.
However crystals of ordinary size contain many dislocations and these
dislocations cancel each other's strain field at distances approximately
equal to the mean dislocation spacings between them. Experimental
observations show that dislocation spacings in annealed crystals are
usually of the order of 10 atom spacings and R is assumed to have a
value of this order. However in the present work the dislocation
spacings in the boundaries between, two dissimilar metals were between
2.5 nm. and 10 nm. and the valiie of R is assumed to be 20b where b is
-10the magnitude of the Burgers vector and b ~ 3 x 10 M.
As rQ -> o, the expression for Eg tends to infinity. However 
because of the finite size of the atoms, we cannot consider any region 
where rQ is very small (of atomic dimensions) as an elastic continuum 
and elasticity theory ceases to be correct. Therefore, it is reasonable 
to consider a separate region of diameter £ and refer to it as the core 
of the dislocation. In this region the displacements do not obey 
linear elasticity theory and the stress fields have to be calculated 
from interatomic forces.
Fortunately this region is very small. Calculations using a 
sinusoidal potential over the slip plane give values for £ which are 
about 2 b . This was determined from the equation £ = c/2(l-y) where c 
is the lattice spacing in planes perpendicular to the slip plane and -v 
is Poisson's ratio. The energy from the core region is estimated to be 
about 10% the energy of the region outside the core which is comparatively 
very large in size and where the strains obey linear elasticity. This
was found to be in agreement.with dislocation energies determined 
experimentally.
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If R = 20b, r = 2b then from equation (57), E ~ x 0.366. 
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For silver, the shear modules, p = 4.4 x 10 N/m and if b—  3 x 10 m
then .Eg = 7.25 x 10 ^j/m of dislocation length.
The above value of E was determined for lattice dislocations in
s
a homogeneous medium. In the present work the dislocations are present
in an interface between two anisotropic media. In a recent study of
the dislocation energies of such interfaces (Dupeux and Bonnet, 1980)
the values of E for A1 - CuAl„(0) eutectic interface were calculated 
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to be (2.05 ± 0.05)10 *^J/m compared with a value for isotropic 
homogeneous aluminium of 1.75 x 10 ^J/m. The same authors also found 
for a/3 brass the following values for Eg.
Es (interface)= 2.75 x 10 ^j/m
Esa = 2.61 x 10 ^J/m 
-10
Ee3 = 2.88 x 10 J/M5
These values suggest that the energy required to nucleate 
dislocations in both homogeneous media and at heterogeneous interfaces 
are of-:the order of 10 per metre of dislocation line.: If we assume
that a line of atoms one metre in length in an f.c.c. crystal contains
9 .^19
~ 3 x 10 atoms, and the atom spacing as b (b = 0.25 nm) then Eg~ 10 J
/atom length of dislocation. This is higher than the thermal energy
- -20 ' ' - ■ 0 
of an arorn which is E =3KT~10 -j/atom. at 30 C and shows the a thermal
s
character of dislocations. In this respect they differ from vacancies
which at equilibrium exists in significant numbers given by the
1 £Boltzman factor e v/KT. To nucleate dislocations in addition to very 
high thermal energy other physical factors are necessary as shown by 
the experiments of Gilman (1959) . He subjected LiF crystals to short
stress pulses (l-10jl Sec) and discovered that the presence of one of 
several heterogeneities such as cleavage steps or precipitates were 
necessary for the nucleation of dislocations. He also found that 
temperature changes, simultaneous irradiation and stresses were 
ineffective in nucleating dislocations. He concluded that small foreign 
heterogeneities cause most of the dislocation nucleation in real crystals 
and homogeneous nucleation occurs only at high stresses ( G/30).
The experiments of Gilman were performed on a homogeneous medium. 
The present work deals with boundaries between two phases and according to 
most of the models described in Chapters 2 and 3 for boundary structures 
the presence of dislocations is essential to accommodate both twist and - 
lattice misfit. The experimental examples cited in Chapter 5 show the 
presence of misfit dislocations in boundary structures. The central 
thermodynamic factor that will control the nucleation of dislocations at 
the interface is the free energy of the boundary.
Consider two single crystals with lattice spacings a^, a  ^ and twist 
misorientation 9 placed together (as in the welded bicrystal technique 
used in the present work) and subjected to thermal activation. If E^, ^ 2  
are the solid vapour surface energies the initial tendency for the two 
crystals will be to form one surface (boundary) with free energy E ^  
such that
EB = E1 + E2 ~ E12 (57a)
Here E (the binding energy) will be a measure of the driving force to 
B
form the boundary.
The value of E^£ will depend among other things on the temperature,
misorientation and lattice misfit of the boundary. However the value of
E_ determined from the above equation is not strictly appropriate as it 
B
assumes perfect atom-to-atom binding across the whole inte rface.
Therefore it is not certain that a knowledge of the interface quantities 
in the above equation will give the actual strength of adhesion. 
Furthermore, the situation is made more complicated by factors such as 
chemical interactions at the interface giving rise to stable compound 
formation, the inter-diffusion of species at the interface, geometrical 
locking effects and the relative shear strength of the interface and 
the components.
the interface structure, Van der Merwe (1963a, 1963b) treated the boundary
modulii of the overgrowth and substrate respectively. His theory was 
for boundaries prepared by epitaxially depositing the overgrowth onto 
the substrate but some of the mathematical expression derived in the 
theory are applicable to the bicrystals prepared for the present work.
In order to derive an expression for the dislocation energy of
as a separate entity with shear modulus Gq where and G^ are the shear
The dislocation energy of the interface of a pure twist boundary
is given by (Jesser and Kuhlmann-Wilsdorf, 1967)
{1 + 3 - (1 + 32)* - 3Ln [23(1 + 32) - 232]} (57b)
where (57c)
1 + G^'Go p
where v = Poisson's ration, b (57d)
P (57e)
The equivalent expression for a pure misfit boundary is given by,
2lTbeGl
where $ =   — -------  (57g)
6 P- . (1 + 1 G (1-v) 
m “  °
' 2
■ ' ala2
and P = — — —  (57h)
' m ar a2
Therefore the interfacial energy of a twist misfit dislocation network 
with mixed Burgers vectors will be
E,. = E , + E + E (57i)12 ds de o
with the following values for the edge and screw componentsof the 
dislocation
b^ = b Sin cr 
bs = b Cos a
u g SinG
where a = —  - —  - arc tan -------- -— — with a„ > a.
2 2 a2 - a^ Cos© 2 1
and Eo is the minimum energy associated with all the interfaces and ^ an 
expression for Eo (Jesser and Kuhlmann-Wildsdorf, 1967a) is given by
Eo = (G1a12 + G2a22 “ 2Gob2) (57j)
471 d
where K is a constant ~ 3 for f.c.c. metals (Van der Merwe, 1963(a), (b))
The expressions for is valid for low angle boundaries only. As 0
exceeds about 10-15° overlap of dislocation cores will commence leading
to a loss of identity of the individual dislocations.
In order to estimate the value of E (binding energy) in a
B
typical phase boundary, the following example - a boundary between gold
and platinum at zero misorientation - is considered.
6 2The shear modulus for gold = 2.84 x 10 N/cm
6 2
The shear modulus for platinum = 5.48 x 10 N/cm
5 2
The interfacial shear modulus, Gq = 8.5 x 10 N/cm
(Jesser et al, 1966).
From equation (57c)
3 = 1.32 x 10“8
From equation (57f)
Ede = 0.132 x 102 (mJ/m2)
From equation (57j)
Eq = 11.55 x 102 (mJ/m2)
The surface energies for gold and platinum (estimated values at the
2 2
melting point, Hondros, 1976) are respectively 1366mJ/m and 2168mJ/m 
and the experimentally determined values for gold and platinum are 
respectively, 1390mJ/m2 (at 1000°C) and 2370mJ/m2 (at 1310°C).
o°o E„ = E. + E - E - E . = 2247mJ/m2)B 1 2 o de
A serious drawback to the above calculation of Eg is the number of
assumptions on which E_ was evaluated. Therefore the quantatitiveB
result may not be taken too literally. However the positive value of 
Eg indicates that an additional driving force is available to nucleate 
the dislocations necessary to accommodate part of the misfit at the 
boundary.
Assuming, as before, that a line of atoms one metre length in
9
an f.c.c. metal contains 3 x 10 atoms we obtain
o
E_ = 2.247/_ .n18 = 0.25 x 10 J/atom
B 9 x 10
This value is comparable to (in fact greater than) the value of E
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(~10 J/atom length of dislocation) and would suggest that no thermal 
activation is necessary to nucleate the dislocations required to 
accommodate the misfit and form a.boundary. However thermal activation 
is probably essential for boundary formation for the following reasons.
Thermal energy (temperatures > 200°C) is necessary to get rid of 
adsorbed gases, impurities etc. and to decompose any oxides from the two
crystal surfaces to be welded. This will facilitate atomic contact 
between the two crystals at the interface. Also thermal activation is 
required to establish atomic bonds between the two crystals and for 
the movement of dislocations. The exact mechanism for the formation 
of the boundary is not certain but some of the events that take place 
during the formation of the boundary are probably as follows.
When the bicrystal is subjected to thermal activation, initially 
the surfaces are cleaned and the atoms of the two crystals come into 
contact. Another effect of thermal .activation •. is to change the 
distribution of electrons in the energy levels. In general a rise in 
temperature signifies that the atoms of a solid vibrate larger 
amplitudes. The energy associated with these enhanced vibrations can 
be passed back and forth between the free electrons and vibrating atoms. 
The magnitude of the energy that can-be given to an average electron 
by a vibrating atom is approximately KT (RT per mole of electrons) where 
K is the Boltzmann's constant. Atroom temperature KT is approximately 
ev. For a typical metal (for e.g. silver) the Fermi energy is about 
5 ev. Therefore thermal energy cannot take an electron in one of the 
lowest states and raise it into another level which is already occupied. 
However, it can effect the electrons lying close to the Fermi level. 
Therefore on further thermal activation, some of the atoms of the two 
crystals at the interface will form atomic bonds. This will lead to 
elastic strains at the interface and also diffusion between the two 
crystals will commence. This inter-diffusion will lead to a decrease 
in the lattice misfit but the extent to which the final boundary 
structure observed in the TEM depends on inter-diffusion is not certain. 
With time more atoms will establish atomic bonds across the interface 
leading to greater elastic stresses. If the lattice misfit is small,
eventually all the atoms near the interface will undergo the same 
elastic distortion and a boundary will be formed.
However, if the lattice misfit is large (and also if there is
in addition a twist misfit) the elastic stresses may be so large that
it becomes energetically more favourable for part of the stress to be
released by misfit dislocations at the interface. Such dislocations
will probably be spontaneously nucleated due to the availability of the
additional energy E ,
B
The nature of dislocation nucleation at the interface is not 
known. It could be homogenously, at random sites over the entire inter­
face or could occur heterogenously at certain active centres. In either 
case, the dislocations will have to move within the interface in order 
to form a stable boundary with some regular network of dislocations as 
is observed in the TEM. Thermal activation is vital for the motion of 
these dislocations. It is well known that movement of dislocations is, 
under a wide range of experimental conditions, controlled by thermally 
activated processes (e.g. G. Schock, 1980). At finite temperatures the 
dislocations can overcome with the aid of thermal fluctuations, 
obstructions such as other dislocations and solute atoms which would not 
be penetrable at absolute zero. Similarly climb of edge dislocations 
and glide of screw dislocations can occur with the aid of thermal 
activation. Similarly both positive climb and negative climb require 
that vacancies move through lattice, toward the dislocation in the 
first case and away from it in the second case. If the concentration of 
vacancies, and their rate of jump is very low, then it is not expected 
that edge dislocations will climb. Vacancies in most metals are 
practically immobile at low temperature, but at high temperatures they
move with great rapidity, and their equilibrium numbers increase by
many powers of ten. Climb, therefore, is a phenomenon that becomes
increasingly important as the temperature rises.
At present for most combination of metals the value of G (shear
o
modulus of the interface) is not known, and must be determined
experimentally (Jesser et al, 1966). The magnitude of Gq is a measure
of the bonding across the interface. When G = o there is no bonding
and the interface is at maximum energy given by + E^. When Gq is
larger, corresponding to strong bonding, the interface energy is low.
The ways in which the atoms near the interface adjust their position to
form a boundary structure is next considered.
In order to accommodate* the misfit the atomscan undergo linear
elastic distortion whereby the distance between the atoms near the
boundary changes by a few percent from the crystal lattice spacings.
The force displacement relationships are Hookean in this region. However,
the environment of each atom at the boundary changes slightly as the
atoms of one crystal will have atoms of the other crystal too as
neighbours: but the face-centred-cubic crystal structure is maintained.
This behaviour can be expected in bicrystals with almost identical
lattice spacings (e.g. Au/Ag) and almost zero twist misorientation.
However, there is experimental evidence (e.g. Bassett, 1961) that even
in bicrystals with large lattice misfits matching at the interface occurs
by elastic distortion only. This can occur only if one of the crystals
(the overgrowth in vapour deposited crystals) is below a certain critical
thickness 6 . The value of 6 varies for different combinations of 
c c
bicrystals and is approximately given by (Jesser and Kuhlmann-Wilsdorf, 
1967a).
where F and the other quantities.are as defined earlier
The above equation was derived based on the monolayer overgrowth
model with the assumption that $ < < 1 where
27TG^b
P(1 - v) (1 +
Using the parameter values quoted earlier for the gold-platinum system
the elastic strains coming into play at the interface and from their
system was 0.40 nm and also 0.4 nm in the gold-platinum system.
Similarly Cabrera (1964) (island nucleation model) derived an 
expression for R the critical radius for nuclei overgrowths on an
infinite substrate beyond which it is energetically favourable to intro­
duce interfacial dislocations into the interface. The value of R forc
Pt/Au bicrystals was 8.2 nm and for Pd/Au 7.4 nm (Jesser and Kuhlmann- 
Wilsdorf, 1967a).
However, the observed values have sometimes been up to about 
twice the theoretical values. This is probably due to barriers to 
the motion or creation of interfacial dislocations the precipitate growing 
to a larger size before losing its coherency than would otherwise be 
necessary (Jesser and Kuhlmann-Wilsdorf, 1967a).
(appendix 1) Sc is found to be, 0.2 nm. Jesser and Kuhlmann-Wilsdorf 
(1966) have also derived an expression for 6^ taking into consideration
more accurate computer calculations the value of 6^ in gold-palladium
c
In the present work each of the two crystals which are used to 
create the interface are of pre-determined thickness (> 30 nm) and
hence pseudomorphic growth, where the entire misfit is taken up by 
elastic strain only, cannot be expected.
The other way of accommodating the misfit at the boundary, which 
has been considered earlier, is to introduce misfit dislocations. Here 
the atoms at the interface move into positions in which the nearest- 
neighbour configuration is altered, and the departure from the equilibrium 
lattice spacings is beyond the linear Hookean range.
It is quite likely that the accommodation of misfit in real 
bicrystals involves a combination of both misfit dislocations and elastic 
strain. It has been shown theoretically by Van der Merwe (1963a, 1963b), 
who calculated the interfacial energy by equating it.with the energy of 
the grid of interfacial dislocations, that the overgrowth substrate 
system has its lowest energy when part of the misfit is accommodated by 
elastic strain instead of being entirely accommodated by misfit disloca­
tions. The results in the Ag/Pd system given below show that both types, 
viz elastic strain and misfit dislocations, come into play to accommodate 
the lattice misfit at the boundary.
The above discussion accounts for not observing a boundary 
structure on the assumption that the thermal activation was not sufficient 
for boundary formation. However.there is another possible reason for not 
observing a structure and this is now considered. It is possible that 
the two crystals did form a boundary. This is because the two crystals 
did not come apart when they were removed from.the clamp. In this event, 
the reason for not observing a boundary structure is probably due to the 
very low contrast of boundary dislocation at small spacings. Dislocation 
spacings of the order of 2 nm have been observed in gold bicrystals
(Schober and Balluffi, 1970). In the present work spacings of the 
order of 3 nm and Moire fringes of the order of 1.2 nm (Au/Pt bicrystals) 
have been observed.in the TEM (with lattice resolution ^ 0.2 nm) used 
in the present work. Therefore if a boundary structure was present it 
would have probably had dislocation spacings of the order of 2 nm or 
less for not to:..be.detected, in the TEM.
The case considered now is where the bicrystals are subjected to 
a very high temperature (> 650°C). These temperatures are much higher 
than the optimum temperatures given in Table (5), Chapter 7 for the 
formation of bicrystals. In this event the bicrystals were found to 
spheroidize forming islands consisting of thickened grains. Such effects 
have been observed in gold bicrystals where polycrystals were found to 
occur at 200°C for annealing times of ~ 30 minutes (Tan, Hwang et al, 
1976). In the present work, the grains formed at temperatures above 
650°C were not sufficiently electron transparent to make any meaningful 
observations.
8.3 Au/Ag Low Angle Boundaries
Figure (16) is a typical electron micrograph of a Au/Ag low angle 
twist boundary ([100]) structure, taken under nearly two-beam diffracting 
conditions with the diffracting vector _g = <200>. The twist misorient- 
ation 9 measured from the diffraction pattern is 'V 3.5° and the 
features marked A in Figure (16) are square networks of dislocations. 
These are present due to boundary relaxations which occur to accommodate 
the misfit.
/
The features marked B are Moire fringes, and at these points no 
boundary was formed probably due to the presence of air-bubbles,
impurities etc. Such bubbles were also observed by Tan, Hwang et al
(1976) (and also by Erlings and Schapink, 1977) in gold bicrystals.
Tan et al, observed the presence of such bubbles even when the specimens
were fabricated in situ, under vacuum, at pressures of the order of 
-7
10 Torr.
The Moire fringes at B have a spacing of ^ 5.8 nm and arise due 
to double diffraction from the [200] planes of the two crystals. The 
spacing calculated from equation ' (21), Chapter (3), and using known 
lattice parameters of bulk samples (given earlier and in Appendix 1) 
is 6.9 nm. The two spacings are comparable taking into consideration 
the factors (discussed earlier) which could cause erros in the calculated 
spacings. The fringes at B were verified to be due to Moire effect since 
when the specimen was tilted.away from the Bragg condition, the fringes 
vanished completely and also the same fringes were not present under 
< 220 > reflections.
In the Au/Ag system the lattice mismatch is very small ('V' 0.2%); 
and such a small misfit may be eliminated by inter-diffusion between the 
two crystals, while being fabricated.and/or by elastic strain. 
Calculations, which follow, show that inter-diffusion in the Au/Ag 
system may be high. There is also experimental evidence from specimens 
prepared by other techniques (e.g. epitaxially grown bicrystals) which 
bears out the theoretical predictions of Van der Merwe (1963a, 1963b), 
that part of the misfit is accommodated by elastic strain. For example, 
Grovenor et al (1980) have estimated that in Cu/Ni bicrystals up to 25% 
of the lattice misfit at the interface is accommodated by elastic strain. 
In the present work, in Au/Pd and Ag/Pd bicrystals it is shown later 
that 55% of the lattice misfit at the interface may be taken up by
elastic strain. If this were the case, the interfacial dislocation 
structure of Au/Ag system would be expected to be indistinguishable 
from the structure of the Au/Au grain boundary observed by Schober 
and Balluffi (1969).
Figures (17a) and (17b) are two micrographs of the same area 
with g_the diffracting vector of the type <220>. In each of these 
only one set of dislocations is visible whereas in Figure (17c) where 
g = <200> both sets of dislocations are present. These results are 
consistent with the conclusion stated previously that the dislocations 
in the Au/Ag system are (as in Au/Au grain boundary) screw in character, 
and possess Burgers vectors of the type ~  <110>.
From the lattice dislocation model for a low angle grain boundary 
(Chapter 2) the dislocation spacing d is given by
d = I
where b is the Burgers vector and 0 the twist misorientation in radians 
If Id = — • <110> where a is the lattice parameter, then
d = —  (2)
i /2 0
From the theories of Jesser and Kuhlmann-Wilsdorf or the O-lattice 
theory (Bollmann, 1970) discussed in Chapter 3 the dislocation spacing 
D for a low-angle phase boundary'- is given by
 ______ al a2
D ~  2 2 h
(a^ + a2 -2ax a2 Cos0)^
where a^, a2 are the lattice parameters of the two phases, 
a^~ a2 = a, then this equation reduces to
(21)
If
D =  ---- -—   T (21a)
V2 (1 - Cos©)
"■ e2
and for small 9, Cos0 ~ 1 - —  and therefore equation (21a) further 
reduces to D = a/9. But for f.c.c. crystals the lattice spacing in
fli°] is “  •
yfl
D = (21b)
. V29
The equation (2) and (21b) are identical. Therefore where 
a^ 'v a^ =  a and 0 is small (* 1°) , the dislocation spacing D for a phase 
boundary is almost the same ’as for a grain boundary and it will be 
difficult to distinguish between the two types of boundary from an 
electron micrograph.
However as 9 increases there is a marked difference of 45% 
between the two spacings d and D as shown in Table (6)
Table (6) Compares observed and theoretical dislocation 
spacings in low angle Au/Ag boundaries
Twist
Misorientation
Observed
Dislocation
Calculated Dislocation
spacingsIgacings
11.678.102.0
2.5 9.306.4 7.8 6.40
3.0 7.705.8 6.4
5.844.0 4.9
Table (6) also gives the observed spacings as measured from the electron 
micrographs (such as Figure (16)) of different specimens of Au/Ag low 
angle boundaries. These experimentally determined spacings are more
closely in agreement with the calculated spacings d (from equation (1), 
for a grain boundary) indicating that the interfacial structure in a 
Au/Ag bicrystal is indistinguishable from an Au/Au type grain boundary 
structureo Further evidence that the Au/Ag boundary contains networks 
of dislocations rather than just Moire fringes comes from the following 
experiment which was suggested by Tan et al, (1975) in the context of 
grain boundaries.
In order to account for some of the observations made on grain
boundaries in gold bicrystals, Tan et al, (1975) have mentioned two
contrast mechanisms,: viz interference-strain contrast and diffraction 
strain contrast, as responsible for the formation of the image (Chapter 
4). The former arises from interference between f.c.c. and O-reflections 
resulting from the periodic structure of the boundary.. If this is the 
dominant contrast mechanism then, if a series of micrographs is taken 
with the focus increased in steps from under-focus to over-focus, both 
the Moire fringe contrast and the dislocation image contrast come into 
and go out of focus almost at the same time. If the diffraction strain 
contrast is the dominant contrast mechanism then the Moire fringes come 
into and go out of focus before the contrast due to dislocations.
A series of micrographs were obtained on Au/Ag bicrystals with
the focus increased from under-focus to over-focus in steps, of 16 nm 
(2 clicks on the 'Fine' switch of the objective lens). Figures (18a) to 
(18f) are such a through focus series of micrographs of the same area. 
These figures show that the contrast due to the Moire effect, and due to 
interfacial dislocations, do not come into focus simultaneously. The 
Moire fringes come into and go out of focus before the dislocation 
contrast? showing that diffraction contrast is the main source of 
contrast mechanism, as observed by Tan et al, (1975) . As there were
no bicrystals with 0 10° (due to the difficulties in fabricating the
bicrystals, mentioned in Chapter 7), where the dislocation spacings are 
very small and the interference strain contrast dominates, it was not 
possible to determine the dislocation spacing at which interference 
strain contrast becomes the main source of contrast.
The above results show that in low angle Au/Ag bicrystals the 
observed boundary structure is indistinguishable from a Au/Au grain 
boundary structure consisting of two orthogonal sets of screw dislocations.
8.4 Au/Ag High Angle Boundaries
The possibility of high angle Au/Ag boundaries relaxing to form a 
near coincidence site lattice • (NCSL) was considered. In the Au/Ag system 
as the lattice parameters are almost identical, the conventional coincid,- 
ence site lattices (CSL) defined for grain boundaries between identical 
crystals can be generated with the addition of a small strain to each 
lattice. The near coincidence site lattice ' (NCSL) of (say) 15 would 
occur at the same critical angle of 36.9° as predicted for a Au/Au, 15 
grain boundary. The observations of Hwang et al, (1980) confirm this.
8.5 Au/Pt Low Angle Boundaries
The results from the Au/Ag system proved the feasibility of welding 
dissimilar metals to create phase boundaries. As the next boundary 
structure Au/Pt was considered. Here the lattice misfit is *V4% and 
another potential advantage of the system is that, according to the phase- 
diagram both terminal phases show only a very limited solubility. Thus, 
even if it proved necessary to anneal the bicrystals at quite high 
temperatures, the boundary should not have been destroyed by inter­
diffusion. Also the reported lattice parameter mismatch between the 
gold-rich and the platinum-rich terminal solid solutions is 'v, 4% (Shunk, 
1969) ....
Another advantage of the system is that both single crystal films 
can be grown using a silver inter-layer which can be dissolved away in 
acid after the weld. This reduces the defect density in each film 
considerably.
Figure (19a) is an electron micrograph of a low angle Au/Pt
(100) twist boundary and (19b) is the diffraction pattern of the same
area. The latter reveals an extremely encouraging aspect of the fabricated
specimen. As may be seen from Figure (19b) the two crystals are not only
related by a small angle but have distinctly different lattice spacings.
The measured lattice misfit being 3.5%. This is the strongest evidence
that two stable phases of different lattice parameters are present after
the weld and confirms a reasons for concentrating on the Au/Pt system.
In the bicrystals the possibility of significant diffusion can be rejected, 
is
This/in contrast to the Au/Ag system, where the very small ('V; 0.2%
lattice misfit) difference between the lattice parameters of gold and 
silver made it impossible to detect (or eliminate) inter-diffusion.
(using equations (21), Chapter 3) dislocation spacings for this boundary.
dislocations and their respective Burgers vectors calculated using 
equation (22), which follows, (also in Chapter 3); and the experiment­
ally observed angle.
Figure (19a) shows the presence of discrete dislocation networks
in the boundary and Table (7) gives the observed, Dq , and calculated D
Table (7) also gives ^  the angle between the axis of the interfacial
0
2 arc tan
a, Sin© 
1 (22)
where a^, a^ are the lattice parameters and 0 the twist misorientation. 
Table (7) also gives the results for another Au/Pt twist boundary 
(0-4°).
Table (7), compares the observed and theoretical dislocation spacings
of a (equation (22))
0
Dislocation
calculated
D, nm 1
Spacings
observed
D nm o
Calculated
a
Observed 
ao A°
4 2.8 4.0 30° 39
6 1.8 3.5 19° 26
From Table (7) it may be seen, that the observed dislocation spacing 
Dq and the angle decreased.with increasing 9 in accordance with 
equations (21) and (22) respectively. This -is qualitatively what would be 
expected from the 0-lattice theory (Bollmann 1970, Chapter 3) for low 
angle phase boundaries which have both lattice misfit and twist misorient- 
ation.
As equation (21) is equivalent to equation.(16) (Chapter (21)) the 
results are also in agreement with the plane matching theory (Chapter (2)).
The contrast of the boundary structure in Figure (19a) is very poor 
and also the boundary structure was observed only in small areas. This 
is due (as stated in Chapter 7) to the rough surface and buckled nature of 
the platinum films. In only a few areas was the surface smooth and flat 
enough to establish contact with the gold film and form a boundary. As 
the networks were not extensive enough, it was not feasible to determine 
the diffraction vector cj which would make one of the sets of dislocations 
invisible. Hence it was not possible to deduce the Burgers vector of the 
dislocations. However, the dislocation spacings and directions measured 
from the electron micrographs were in reasonable agreement with the 
theoretical values calculated for ^  <110> dislocations using equations 
(21) and (22), (Table (7)) taking into consideration the following factors
which can cause a difference between the observed and calculated values;
The lattice parameters used in equation (21) to calculate the 
dislocation spacings were those obtained from bulk specimens. It was 
mentioned earlier that the lattice parameters of thin films are different 
from those of the bulk of the same material. Furthermore due to inter­
diffusion (calculations given below show this) there will be variations 
in lattice parameters. This will vary locally depending on the areas 
of contact of the original films. The lattice misfit determined from the 
diffraction pattern was obtained from a region of the bicrystal which is 
extensive (*v l)jm in diameter), compared to the region of the dislocation 
(< 100 nm) and also represents the average lattice parameter over the 
whole thickness of each crystal. Clearly local modifications arising 
from short range diffusion at the interface will not be detected. Also, 
as stated earlier, part of the lattice misfit is accommodated by elastic 
strain and this varies for different pairs of crystals. The percentage 
accommodated by elastic misfit cannot be accurately determined.
Hence, under these conditions of essential inhomogenerenty of the 
interface parameters no better agreement between theory and experiment 
can be expected. However, it seems clear that the relaxations at the 
interface follow the predictions of the 0-lattice model and its more 
restricted precursor the Jesser and Kuhlmann-Wilsdorf analysis (Chapter 
3). ■
8.6 Ag/Pd and Au/Pd Low Angle Boundaries
The results obtained with Ag/Pd and Au/Pd bicrystals were similar 
and the results are discussed from observations made on Ag/Pd bicrystals.
It was stated in the preceding chapter that, while clamping the 
bicrystals at a desired twist misorientation ‘0 ', very often the crystals 
rotated away from the required 9. The possibility of obtaining a bicrystal
at the desired misorientation was by chance. In the Ag/Pd system, it 
was possible to produce a bierystal with 0 ^ 0° and the observations on 
this bicrystal are next discussed.
Figures (20a), (20b) and (20c) are three micrographs of the same 
area taken under nearly two-beam conditions with the diffracting vectors 
c[ = <200> and <220> respectively. In Figures (20b) and (20c) only one 
set of dislocations is visible and the line direction of the visible set 
is perpendicular to the reflecting planes. These observations are 
consistent with the conclusion that the dislocations are edge in character 
with Burgers vectors of the type —  <110>.
This type of boundary structure would be expected if one of the 
metals (say Pd) were evaporated onto the other metal (Ag or A u ) . T h e  
boundary structure conforming to the-Van der Merwe model described in 
Chapter 3. In the present work specimens were also prepared by depositing 
(growing epitaxially) palladium onto.silver-(at 300°C) which had been 
epitaxially grown on sodium-chloride substrates. The resulting bicrystals 
were examined in the TEM. The contrast from the boundary of such crystals 
was similar to Figure (2Ga). This shows that, when the two crystals 
(silver or gold on palladium) , . were welded together at almost zero twist- 
misorientation, the atoms near the interface region relaxed to a boundary 
structure similar to the one observed in epitaxially grown Ag/Pd or Au/Pd 
bicrystals.
However, the measured dislocation spacings llnm Figure (20a) are 
much greater than the calculated spacings ^ 5nm [equation (21)] , using 
the lattice misfit of 3.9% measured from the diffraction pattern. The 
difference between the two results can be accounted for if part of the 
lattice misfit is taken up by elastic strain. This is in accordance with 
the theoretical results of Van der Merwe (1963a, 1963b) mentioned earlier.
If it is assumed that 55% of the lattice misfit is accommodated 
by elastic strain, then from equation (21) the dislocation spacing will 
be ^ 110A° and this will be in agreement with the observed dislocation 
spacing of llnm [Figure (20)].
This estimate of the percentage accommodated by elastic strain, 
viz 55%, is likely to be an overestimate. The value was deduced on the 
assumption that the lattice misfit on either side of the interface was 
the same as the average lattice misfit of the whole bicrystal. The 
latter was obtained from the diffraction pattern which samples an area.. . 
of about, one•micron, whereas the*phase boundary area imaged was less than 
0.5jim. It is likely that the lattice misfit on either side of the 
boundary is less than the average lattice misfit of the entire bicrystal 
and the percentage lattice misfit accommodated by elastic strain is less 
than 55%. However, the results.do show that part of the lattice misfit 
at the boundary is accommodated by elastic strain.
Table (8) gives the experimental and theoretical^ (equation (21), 
based on 0-lattice theory) dislocation spacings and directions, a 
(equation (22)) in low angle Ag/Pd bicrystals. The two results are in 
reasonable agreement taking into consideration some of the factors dis­
cussed earlier which can cause a difference between the observed and 
calculated dislocation spacings. These results show that low angle Ag/Pd 
phase boundaries follow (c.f. to Au/Ag and Au/Pt) the predictions of the 
0-lattice theory (Bollmann, 1970 and Chapter 3). As equation (21) is the 
same as equation (16) (Chapter 2) the results are also in agreement with 
the plane matching theory (Chapter 2).
Table 8 compares the observed and theoretical dislocation spacings
and cr (equation (22)) in Ag/Pd bicrystals
Twist
angle
Dislocation 
in nm
spacings Calculated
cr°
Observed
G°
0°
-Calculated
D
•Observed
Do
2.0 6.6 7.9 57 69
3.0 5.5 6.8 43 51
The features marked B in Figure (20C) are wiggly Moire fringes and 
these arise from [200] reflections from the two crystals. The spacings 
of these fringes, 4.3nm are in better agreement with the calculated 
spacings of 5nm [from e.g. (21.) ] than the dislocation spacing reported 
above were with their calculated spacing. This is because the fringes 
arise from reflections from the whole bicrystal.
Moire fringes which are wiggly have commonly been observed in 
epitaxially grown bicrystals. These are probably due to local rotations 
(as much as 3°) of the islands (overgrowths) away, from the epitaxial 
orientation. Such observations have been reported by, for example, 
Bassett (1961), who studied the deposition of copper on silver and silver 
on molybdenum sulphide. Although in the present work the bicrystals are 
not prepared by epitaxial deposit. such Moire fringes are still 
visible. The exact reason for such wiggly Moire fringes is still not 
known. Another possible reason for their presence could be compositional 
variations near the interface (by inter-diffusion) leading to changes in 
the lattice parameters near the interface. Matthews (1972) attributed 
their presence to discrete changes in the misfit strains which accompany 
the generation of individual dislocations.
('v 5°) from the coincidence Orientation no defect
8.7 High Angle Au/Pt, Au/Pd and Ag/Pd Phase Boundaries
Initially, attempts were made to fabricate high angle phase 
boundaries under the same conditions of temperature and time as for low 
angle phase boundaries of these bicrystals. When such bicrystals were 
examined in the TEM no boundary structure was discernible (Figure (21)) -, 
There are several reasons which may account for this observation.
(1) The boundary structure could have been a stable one with an 
ordered structure, but the misfit dislocations had very small Burgers 
vectors, b and/or dislocation spacings which were beyond the resolving 
power of the TEM. This is similar. to high angle grain boundaries where 
at large deviations 
structure was observed. The smallest dislocation spacing that has been 
observed in (Au/£u) grain boundaries was of the order of 0.7nm (Tan et 
al, 1975).
(2) It is presumed that the energy (E^) °f a low angle phase 
boundary is less than the energy of a high angle phase boundary.
Therefore the driving force for boundary formation E^,-equation (57a)
is greater in low angle phase boundaries.than in high angle phase bound-., 
aries. Hence the high angle phase boundary requires greater thermal 
activation for boundary formation. As a result when the high angle 
bicrystals were given the same heat treatment as bicrystals in the 
low-angle misorientation, no boundary structure was formed. The two 
crystals in this case will be held together solely by mechanical inter­
locking.
(3) Just as in high angle grain boundaries (Chapter 2) the two 
dissimilar crystals could try to conserve a substructure common to both 
crystals. As the lattice parameters of the .two crystals are different 
the two crystals do not have any coincidence site lattice (CSL) of low
2. However the nearest analogy to a CSL in phase boundaries is the near 
coincidence site lattice (NCSL).
Table (9) gives the twist misorientation *0* at which some possible 
’NCSL* could occur in the Au/Pd, (100) boundary, system. For the 
calculations the reported value of the lattice parameters given earlier 
were used. As mentioned in Chapter 3, to obtain a two-dimensional CSL 
the following condition must be satisfied.
where a^, a^ are the lattice parameters and k, 1, m and n are integers 
without a common factor. However an exact coincidence is rarely, if ever, 
achieved (as the right hand side is rational and the left hand side is 
invariably irrational) it is possible to obtain near-coincidence where 
*6' the deformation (Chapter 3), defined as
is small. Since the density of sites is different in the two lattices, 
the value of 2 referred to the gold lattice is different from that 
referred to the palladium lattice and is given by
2 2 2 ^ 
2 (k + 1 ) a1 - (m + n )
6
7 2  '.2.h . ■ ■ 2 2^
(k + 1 ) + (m + n )■a2
2
2
The misorientation 9 corresponding to near coincidence is given by
0 tan * (— ) - tan  ^ (— ) 
m k
Table (9) gives some of the possible twist misfit angle 0 at which a
high density of coincident sites occur or a small deformation 
is required for perfect coincidence.
0° EPd EAu Strain
f
6.0 73 80 -1.23 x 10“3
12.09 41. 45 -0.472 x 10”3
12.99 89 98 1.148 x 10”3
18.43 9 10 5.66 x 10"3
7.25 53 58 -1.94 x 10”3
23.2 29 32 2.2 x 10’3
There are two interesting points raised by the data in Table (9).
(i) For a given twist misorientation 9, the values of EAu and EPd 
are fixed. However the lattice strain (deformation, f) required 
to bring the two crystals into coincidence orientation at the 
boundary is very sensitive to the lattice parameters to be used 
in the calculation.
(ii) Although there are many 'special* configurations there are two 
parameters involved in predicting the most probable boundary, 
viz: the reciprocal density of coincident sites Z and the deforma­
tion, f. For example, the boundary with 0 = 18.43° seems likely 
to be favoured since it has.a high density of coincident sites 
(low Z) compared to 0 = 12.09 boundary. However, the latter 
boundary requires a very much smaller strain than the former to 
achieve perfect coincidence.
In order to predict the criterion which determines a low energy 
configuration, viz: low Z (high density of coincident sites) or small 
elastic strain, bicrystals of Au/Pd were fabricated at misorientations 
near 9 18°, 12° and 6° and also at several other random misorientations
to cover the range for 9 from 0° to 45°.
These bicrystals were examined in the TEM and although no boundary 
structure was observed (for which possible reasons follow) it is not 
possible to say that NCSLs are not low energy boundaries.
The calculations of NCSLs crucially depends on the lattice para­
meters of the two crystals and these were assumed to be constant and 
equal to those observed in bulk specimens. . It was mentioned earlier that 
the lattice parameter of a thin metal film is different from that of 
the bulk of the same materialj. and also that the parameter varies with 
thickness of the film. Furthermore the lattice parameter of the films 
will vary after the bicrystals have been fabricated (due to interdiffus­
ion) . Hence under these conditions of uncertain lattice parameters, it 
is difficult to determine the strain required to bring the two crystals 
(at a certain mirorientation) into perfect coincidence. However, as 
stated earlier, the density of coincident sites (Z) is independent of 
the lattice parameters. Therefore what was assumed to be a NCSL (for 
e.g. 9 = 12.09° in Table (9)) may not be a NCSL in an actual bicrystal, 
the bicrystal requiring a higher strain than that shown by the 
calculations to bring the two crystals into coincidence.
On the assumption that the NCSLs given in Table (9) are low energy 
boundaries, bicrystals were fabricated near the misorientation '9' given 
in Table (9)
One of the bicrystals examined had 9 ~ 16.5°. This was near the 
9 = 18.43 NCSL with a very high density of coincident sites (ZAu = 9,
ZPd =10) but requires a relatively higher strain for coincidence.
Another bicrystal examined was 9 = 6.5°. This was near the NCSL 
with 9 = 6°. This NCSL has a very low density of coincident sites 
(EAu .= 73, >EPd = 80) but requires a much smaller strain to bring the 
atoms into coincidence at the boundary.
In both the above examples, no boundary structure was observed.
One possible reason could be attributed to the very small magnitude of
the secondary dislocations that would be present to accommodate the
misfit in the boundary. For example for the NCSL corresponding to
9 = 18.43°, ( Au =E9, EPd = 10) the Burgers vectors of the dislocations 
a^
are of the type —  <210> and <110>. The magnitude of the Burgers 
vector is about 0.089nm and for a deviation of 2° from the near coincid­
ence orientation the dislocation spacings would be~ 2.5nm. The contrast 
due to these dislocations may have been so poor that they were not 
detected.
As no structure was discovered in the bicrystals on the assumption 
that the temperature and/or time were too low for boundary relaxation to 
take place, a higher temperature and/or longer time were tried to create 
a phase boundary structure. When the time was increased (keeping the 
temperature the same as above) and the bicrystals examined in a TEM, 
there was no boundary structure visible. Then a higher temperature 
(given in Table (5)) was tried and when such bicrystals were examined in 
the TEM the images showed a contrast of lines which varied from area to 
area in the same specimen, and appeared to be random. (This is because 
of the multiplicity of the double diffraction effects taking place in the 
bicrystal and is discussed below.) Consequently no image contrast 
analyses could be made, (Figure (22a) is a typical example of an electron 
micrograph of a Au/Pd (high angle) bicrystal.
Figure (22b) is the diffraction pattern of the same area. From 
the figure it is seen that spots arising from the palladium crystal split 
in a way indicating the presence of a third phase of larger parameter 
than palladium and probably isostructural with it. Similar observations 
were made on Ag/Pd and Au/Pt high angle bicrystals„ It is emphasized 
here that the additional phase was observed in all the high angle 
bicrystals prepared for this work under the experimental conditions 
given in Table (4), Chapter (7).
8.8 The General Characteristics Observed in High Angle Au/Pd,
Au/Pt and Ag/Pd Bicrystals
Figure (23a) illustrates schematically how the two phase specimens 
of gold and palladium would appear after heat treatment due to the presence 
of the additional phase X. The difficulties encountered in imaging two- 
phase specimens were discussed.in Chapter 4. In the present case, Figure 
(23a), the image contrast will depend on the composition and crystal 
structure of gold, palladium and the phase X, the crystallographic 
relationship between the different phases and also on the contrast effects 
at the two boundaries due to the presence of misfit dislocations, coherency 
strains, steps etc. Furthermore, the new phase X is crystalline (Figure 
22b). Therefore it could be ordered and as shown below could contribute 
additional contrast features to the image. Alternatively, it could be 
disordered and be a solid solution of gold and palladium. In either case 
the phase would contribute additional contrast due to double diffraction 
effects.
The existence has been reported of a gold-palladium (Au - 40 at 
% Pd) ordered structure with a tetragonal AB long period superlattice 
structure with lattice parameter 0.3993nm (Wen Lin et al, 1970).
If the new phase X observed in the present work was ordered, as
reported by Wen Lin, then the 002 planes will alternately contain atoms
of gold and palladium. The true, repeat distance will be doubled
compared with the disordered alloyj so that, because gold and palladium
have different scattering factors, the 001 reflection becomes allowed.
(The atomic scattering amplitude for rest mass electrons for palladium
q .
and gold are respectively 0.714nm and 0.982nm.when Sin —  - 1.24nm. ,
Ibers and Vainshtein, (1962),where X the wavelength of the electron is 
0.037nm and -0 -the Bragg angle for lattice spacings of a, 0_4nm is about 
0.0046 ) . The ,(001) reflection is known as a super-lattice reflection.
However, superlattice reflections such as [100], [110] and [210] 
were not observed in Figure (-22k}.. The amplitude of the superlattice 
reflection is proportional to f P(^ ) an(3. as the degree of order is
decreased the atomic scattering amplitude of the atoms in the two different 
sites approaches equality and the intensity of the.v superlattice reflection 
diminishes. As no superlattice reflection was seen in Figure (22b) the 
phase X could be a compound with a short range order. Such a compound has 
been reported for a Au - 40% at. Pd alloy (Copland and Nicholson, 1964). 
Alternatively, the phase X could be a solid solution of gold and palladium.
Similarly in Au/Pt systems an additional phase was observed and 
at much higher temperatures (> 750°C) two new phases were present as 
deduced from the diffraction pattern. Compounds such as AuPt, Au^Pt and 
AuPt^ have been reported by other workers (e.g. Shunk, 1969j Hansen,
1958). If AuPt^ was present as phase X, then all cubic superlattice 
reflections, e.g. (110), should be visible in the diffraction pattern. 
However (unlike gold and palladium) gold and platinum have similar atomic 
scattering amplitudes. For example, when ■— “ = 1.24nm * the value for
gold is 0.982nm and for platinum 0.975nm (Ibers and Vainshtein, 1962).
Therefore the difference in the amplitude f„ - f ^ = 0.007nm will be
* Au Pt
very small and this will lead to weak intesities of the superlattice 
reflections. This could be a reason for not observing any superlattice 
reflections in the Au/Pt systems. Alternatively, the phase present could 
be of short range order or merely a solid solution pf the two metals.
Figure (23b) schematically illustrates how some additional 
reflections can arise in the diffraction pattern due to double diffract- - 
ions and multiplicity of double diffraction effects. Here the simplest 
case of two-beam (one transmitted and one diffracted) diffraction is 
considered. Beams(1), (2) and (3) arise due to single reflections in 
crystals X and Xp^ respectively and the spots in the diffraction
pattern due to these beams are useful in deducing the crystal lattice 
parameters, structure and the crystal misorientations of the phases 
present.
Beams (4), (5) and (6) are due to double diffraction effects from 
pairs of crystals. For example, beam (4) is due to double diffraction 
from X ^ and X. Similarly others can be followed from Figure (23b) *
Beam (7) is due to triple diffraction from all three phases.
Figure (23c) schematically shows how the diffraction pattern will 
appear due to these reflections. The figure is not drawn to a scale.
It was stated earlier (Chapter.7) that epitaxially grown single crystal 
films tended to have a high twin density. If this were so in the 
present case, and if the gold crystal was twinned (and as the f.c.c. 
crystal has four {111} fault planes) there will be four satellite spots 
round the spot in the diffraction pattern corresponding to beam (1) .
As explained below these spots will be streaked along <111> directions 
and these spots are numbered (8) in Figure (23c). These four satelite
spots could also undergo double diffraction with phases X and and 
also triple diffraction with both X and Xp^ and give rise to additional 
spots (an example is considered below).
Similarly if the palladium crystal was twinned then there could 
be additional four spots, (streaked) around the spot corresponding to beam 
(3) and these are numbered (9)in Figure (23c).
It was mentioned in Chapter 4 that it was very difficult to image
specimens under 2-beam conditions. Usually several beams (some of weaker 
intensity) are involved in imaging the specimen and Figure (23c) shows 
how one of these beams could undergo double diffraction with a twinned 
reflection and give rise to additional streaks round the principal 
reflection. In theory, any of the types of beams (1), (2) and (3) etc. 
mentioned above could undergo similar double diffraction with any of the 
reflecting planes present to give additional reflections around the 
principal reflection. However, most of these spots can be eliminated by 
imaging in areas where the twins are absent and in general most of the 
spots due to multiple diffraction can be identified as. now shown with 
reference to Figures (22b) and (22c).
It was mentioned in Chapter (4) that the grain boundary acts as a
diffraction grating and additional spots may arise from the intrinsic
structure of the boundary. In the Au/Pd (high angle) bicrystals, Figure 
(23a), as there are three phases present, there will be two boundaries 
and additional spots could arise from these boundaries. But no additional 
spots could be identified in the diffraction pattern, Figure (22b), due to 
such diffraction effects. This may be due to the fact that these spots 
are of very weak intensity and in the present type of bicrystals, due to 
multiple diffraction effects the intensities are further diminished and 
hence not observed in the diffraction pattern.
Figure (22b) is a diffraction pattern of a high angle Au/Pd welded 
bicrystal with 0 v  16.5° and Figure (22c) is an illustration of the same 
figure containing some of the spots present in the diffraction pattern.
The latter is used to label and draw the vector diagrams to account for 
the spots present in the diffraction pattern.
The spot marked T is due to the directly transmitted beam; and the 
satellites flanking T (d^, d^ etc.) are due to double diffraction. For 
example, d^ arises due to double diffraction by and where P^ comes 
from the main reflection of [220] planes of the gold crystal and A^ from 
the [220] planes of the palladium crystal. The spot X^ (X^ etc.) Figure 
(22b) is due to the presence of the new phase and as can be seen the new
phase appears to be isostructural with the palladium crystal. The spots
-* ; .
d^ and d^ are in pairs as the diffracted beam from P^ is partly 
diffracted by A^ and partly by X^. (The vector diagram for is not 
shown in Figure (22c).) In an analogous way the other spots flanking the 
central beam T can be accounted by drawing the vector diagrams taking the 
appropriate main beam into consideration.
The spot b^ is due to double diffraction by A and d^ and spot t>2 
from d^ and P.
The satellite (and etc.) flanking are also due to double 
diffraction, but here both diffractions take place in the same crystal due 
to twinning of the crystal.
The indices of a reciprocal point PQR for the twinned crystal will 
be related to the. point pqr in the reciprocal lattice of the original 
crystal after twinning on the hkl plane by the following general express- 
ion. '
p(h2 - k 2 - l2) + q(2hk) +~r(2hl)
2 2 2
Q =
p (2hk) + (q(-h2 '+ k2 - 12)-+ r(2kl)
2 2 2 
(h + k + 1 )
R =
p(2hl) + q(2kl) + r(-h2 + j2 - k2)
2 2 2 
(h + k + 1 )
In matrix form this can be written as
(PQR) = T^fpqr)
Therefore the general twinning matrix for the cubic system is
hkl ,,2 ,2 ?
(h +k +1 )
2 2 2 
h - k - 1
2hk
2hl
2hk
-h2^ 2-!2
2kl
2hl
2kl
-h2-k2+i2
In face centred cubic (f.c.c.) crystals, twinning occurs on {111} planes, 
and so, in general
’ { 111}
-1
2hk
2hl
2hk 2hl
-1 2kl
Ikl -1
From this expression because of the factor — , all third order reciprocal 
lattice points for the matrix will coincide with allowed reciprocal 
lattice spots for the twin. Therefore, in f.c.c. crystals twin spots 
either coincide with the matrix spots or are on positions one-third along 
<111> directions. However, not all the one-third points are occupied due 
to the structure factor rule for f.c.c. crystals (Thomas and Goringe, 
1974). .
From Figure (22c) it may be seen that the point is such that 
is perpendicular to [220] planes and is ■— <111> projected onto 
the [100] planes.
The other satellite spots for example C^ near are associated 
with the other fault (twinning) plane since the f.c.c. crystal has four 
{111} planes.
As the twinned region is narrow the twin reciprocal lattice will 
be streaked along <111> and may be observed in Figure (22b), for example
at (with reference to Figure (23c)).
Figure (22a) is an electron micrograph of an Au/Pd. (high angle) 
welded bicrystal. As stated earlier, the line structure of such specimens
varied from area to area in the same specimen, and appeared to be random.
This is to be expected for the reasons which follow.
(i) From Figure (23b) assuming 2-beam diffraction there are three
beams (4), (5) and (6) due to double diffraction and one beam (7) 
due to triple diffraction. Furthermore it was mentioned that, if 
the two crystals (X^u and Xp )^ are twinned, then there will be 
more beams due to multiple diffraction effects. In theory any 
pair of these beams which are close together should give rise to 
fringes due to Moire effect. Therefore the final image will be 
a superposition of Moire fringes from many multiply diffracted 
beams. Kranjc et al, (1981) have applied the 2-beam dynamical 
theory of electron diffraction to three layer crystals (the 
middle one being of different crystal material). They showed the 
intensity distribution of the fringes to be a periodic function 
composed of the first and second harmonics of the Fourier series 
leading to the presence of a variety of fringe profiles.
Furthermore, as it was difficult to image under 2-beam conditions
more than two incident beams are involved in the formation of 
the final image. Several different sets of planes (e.g. [220], 
[200] etc.) will be at Bragg angle for diffraction, giving rise 
to additional Moire fringes in the electron micrograph, which 
thus appears to be random.
(ii) From Figure (23a) it may be seen that there is a boundary between
X and X. The diffraction pattern (Figure 22b) shows that the
boundary has a twist misorientation and a lattice misfit. The
atoms near the interface of X and X could relax to a boundary
Au ■
structure consisting of regions of good fit separated by regions 
of bad fit. The former may correspond to the nearest near 
coincidence site lattice (NCSL) and the latter will involve misfit 
dislocations. Also part of the misfit could be accommodated by 
elastic strain. Therefore the boundary between X^u and X is 
likely to contribute contrast features to the final image.
(iii) From Figure (22b) it may be deduced that, the boundary between X
and Xp^ has only a lattice misfit. As such, this boundary could
be a coherent boundary with the misfit eliminated by coherency 
strains, or a semi-coherent boundary. In the latter the misfit is 
accommodated.by both elastic strain and Van der Merwe type dis­
locations. Therefore this boundary will also contribute 
additional contrast to the final image.
(iv) The phase X (Figure (23c) could be ordered. Although it was not
detected to be so (in the present work) from the diffraction
pattern, ordered compounds of gold and palladium (Wen Lin, 1970) 
and, gold and platinum (Shunk, 1969) are known to exist. Such 
ordered compounds form anti-phase domains and their presence gives 
rise to additional contrast features in the final image.
Hence the net contrast in the electron micrograph will be due to
a combination of the.four effects mentioned, and hence appeared to be
random. Therefore no Burgers vector analyses could be made on these
specimens to deduce the boundary structure between ■ and X or between
X and X .
Pd
8.9 Ordering.
In the preceding sections a new phase X was detected in the Au/Pd 
(also in Ag/Pd and Au/Pt) system. The phase appeared to be isostructural 
with palladium. However, no superlattice reflections were seen in the 
diffraction pattern. But other workers (Wen Lin, 1970) have reported the 
presence of an ordered compound of gold and palladium with lattice 
parameter 0.392nm.
Therefore one could expect the phase X to be ordered. Furthermore, 
the tendency to form such ordered compounds is most pronounced in transit­
ion metals with an unfilled outer d electron shell: and these include all 
the metals of group IV to VIII in the Periodic Table. Since gold and 
palladium belong to these groups, they could be expected (and known) to 
form ordered compounds. The driving forces for such reactions are as 
follows.
(1) The increase in bond energy between unlike atoms of gold and 
palladium in high angle gold-palladium bicrystals as compared to the 
bond energy between pairs of like atoms of gold and gold or palladium 
and palladium.
(2) The stresses which arise in the system due to the difference in 
atomic size or other properties of the elements. The size differences 
of the two atoms produces a strain energy in a random solid solution
and this at least is partly released in some ordered state with alternate 
atoms of different size. There is a size difference between the atoms of 
gold and palladium and therefore ordered compounds can be expected,. 
whereas in the Au/Ag system.gold and silver are of almost identical size 
and this is probably the reason for not observing any ordered compounds 
in the Au/Ag system.
As the Au/Pd system satisfies all the conditions stated above, the 
phase X in the present work could be exp>ected to be ordered. The presence 
of such ordered compounds usually leads to the presence of superlattice 
reflections in the diffraction pattern. Although no such reflections were 
identified in th&diffraction pattern, Figure (22b), it is not possible to 
conclude that the phase X was*not ordered. The superlattice reflections 
are generally of weaker intensity compared to the principal reflections 
and due to the multiplicity of diffraction;effects mentioned earlier they 
are made of even weaker intensity and hence not detected in the diffraction 
pattern.
Two interesting features were observed-in the diffraction pattern.
(1) In all the bicrystals examined, the diffraction pattern distinctly 
indicated the presence of an additional stable phase X. But when the 
lattice parameter of the phase X was measured from the diffraction 
pattern its value varied from specimen to specimen. For example, in one 
its value was 0.4nm, whereas in another it was 0.397nm. The reported 
lattice parameter of the ordered (Au - 40% Pd) compound is 0.3992nm.
This would suggest that the phase X was a solid solution of gold and 
palladium and that the variation of lattice parameter in different 
specimens was due to variations in composition of gold and palladium in 
different specimens.
(2) The overall lattice misfit between gold and palladium remained 
constant at about 'V 4.12% whereas the calculated misfit (using lattice 
parameters of both specimens) was 4.593%. This could be explained by 
assuming that the phase X acted as a barrier to diffusion between gold 
and palladium. When the bicrystals were being fabricated, once the 
phase X was nucleated, the diffusion took place between gold and Xf and 
also between palladium and X. This led to the growth of the phase: 
whereas there was not much diffusion between gold and palladium and 
therefore the lattice misfit.between gold and palladium remained almost 
constant.
8.10 The Role of Diffusion
It was reported earlier:in this work that the observed lattice 
misfit in Au/Pd, Ag/Pd and Au/Pt bicrystals, as measured from the 
diffraction pattern, was always smaller than that calculated using known 
lattice parameters obtained, from bulk specimens. For example, in a Au/Pt 
bicrystal, the observed lattice misfit was 3.5% and the theoretical 
(calculated) misfit was 3.8%. Evidently the lattice parameters of the 
two metals have changed due to inter-diffusion.
In the Au/Ag system the lattice misfit is very small (VO.2%) and 
this cannot be measured in a diffraction pattern (because of limitations 
in the resolution available in an electron diffraction pattern),. If there 
were any inter-diffusion while the Au/Ag bicrystals were fabricated, then 
the lattice, misfit would become even smaller: and this cannot be detected.
Therefore in the Au/Ag system it was not possible to determine the extent 
of diffusion from the diffraction data. However the calculations given 
here show the inter-diffusion in these systems to be much higher than in 
the other bicrystals considered in this work.
2If D (cm /s) is the diffusion coefficient and t the time in 
seconds then
x = /2Dt cms (67)
where x in cms is an.approximate estimate of the average distance moved
by an atom in time t secs; and D is given by,
(68)
where Dq is a constant.Q the activation energy in K.Cal/mole R the
universal gas constant and T the temperature in degrees Kelvin.
Numerous workers have determined the values of D and Q for mosto
combinations of metals. Very often there were discrepancies among the
values, for the same pair of metals, by different authors. For the
following calculation some extreme values for . D and Q (corresponding to
a low inter-diffusion) are chosen to show that even with these extreme
values inter-diffusion in the Au/Ag system is expected.to be very high.
For diffusion of silver into gold using the values (Mallard et al, 1963)
2
D = 0.19cm /s, Q = 43.11 K.Cal/mole and from Table (5), Chapter 7,
o — 14
T = 475 C and t = 540 secs, we have from equation (68), D = 4.8 x 10
2, cm /s
o°o x = /2Dt = 72 nm.
_ ' 2Similarly, for diffusion of gold into silver, Dq - 0.12cm /s,
-14 2
Q = 43.05K.Cal/mole and from equation (68), D = 3.16x 10 cm /s and 
x = 58nm.
The thickness of each film used in the present work .was about 
30-50nm. From these calculations., most of the silver should have diffused 
through the gold film, and vice-versa, by the time the bicrystal was 
fabricated. Therefore effectively the two films would be solid solutions 
of gold and silver with almost zero lattice misfit and the boundary will 
be more like a grain boundary. The experimental evidence (obtained from 
electron micrographs) given earlier suggests this to be so.
D = D exp — 
o
_2.
RT
For Au/Pd bicrystals, it is assumed that boundaries are formed 
when the bicrystals are heated at 525°C for 9 minutes Table (5), Chapter
7. The values for the diffusion coefficients (D) are obtained directly
from the graph given by Hall et al, (1976)
For diffusion of palladium into gold
D
-14 0
2.0 x 10 cm /s
o
o O X V2Dt = 38nm
and for diffusion of gold into palladium,
D
-15 2
2.0 x 10 cm /s
and x = 14.7nm.
From the calculations, the diffusion in the Au/Pd system cannot be. expected 
to be high. This was found to be so experimentally. The lattice misfit 
measured from the diffraction pattern of a bicrystal was 3.9%: whereas
the calculated lattice misfit was 4.59% (using lattice parameters of bulk 
specimens given earlier).
However, the calculations show that the diffusion rate of palladium 
into gold is much greater than vice versa. Therefore the percentage of 
palladium in gold should be greater than the percentage of gold in 
palladium: and the mass transfer across the interface is not balanced.
This should lead to Kirkendell voids in the depleted palladium side of the 
interface. Such voids were not observed in the TEM even when imaged under 
defocussed kinematical conditions which should have led to the formation 
of dark Fresnel fringes at the edge of voids. Furthermore, the bicrystals 
were single crystals all the way through and should have facilitated the 
visibility of voids.
One possible reasons for not observing voids is that the voids 
present were beyond the resolving power of the TEM. This is because the
effective void resolution limit and the largest voids observable are 
functions of foil thickness, and the foils used in the present work were 
relatively thick (<v 80nm). Alternatively, the boundary contrast masked 
the contrast due to voids and hence the former was seen.
8.11 A Critique of the Welded Bicrystal Technique for the Study
of Phase Boundaries
A major objective of the present work was to explore the extension 
of the welded bicrystal technique to create phase boundaries of controlled 
boundary parameters. However due to reasons which follow the work did not 
yield the quantitative results anticipated.
(a) It was not always possible to grow thin single crystal films of 
palladium, and:platinum which were electron transparent, continuous, flat 
on .a sub-micron scale and of low defect density. Very often the crystals 
were polycrystalline.
(b) Many experimentally suitable bicrystal systems (e.g. Au/Ag) are
ruled out metallurgically because of the complete solid solution they form, 
as shown by the phase diagrams. Also for certain bicrystals (e.g. Au/Pd) 
the heat treatments are such that they permit the creation of a new phase 
at the interface.
(c) For successful interpretation of the observed interfacial structure
precise lattice parameters must be known. Such data cannot be obtained 
from the diffraction pattern, since they represent the average value over 
the entire crystal. The lattice parameters adjacent to the boundary may 
be different from the average values. Also the lattice parameters of 
thin films have been observed to be different from those obtained from 
bulk specimens of the same material (e.g. Sen et al, X 197.3) and discussed 
earlier). .
CHAPTER NINE 
CONCLUSIONS
9 ,
(i) The structure of high angle phase boundaries still remains to be 
resolved. In the present work bicrystals were prepared in which the 
boundary variables were both lattice and twist misfit. When these bi­
crystals were examined in the TEM no boundary structure was observed. 
Although reasons were given earlier for not observing the boundary 
sturcture (e.g. because of limited contrast and/or resolution in the 
TEM) one other possibility is that special boundaries (e.g. NCSLs) with 
low energy are not stable in the high angle regime of phase boundaries. 
This is best illustrated in Figure (24a) where the solid lines indicate 
the part of the energy curve which is to be expected on the basis of 
near coincidence site lattices (NCSLs). The latter are determined using 
the two parameters (a) high density of coincidence sites (low E) (b) 
small lattice strain, "deformation", to bring the two crystals into 
perfect coincidence at the boundary.
The extrapolated dotted lines indicate the expected form of the 
energy cusps as the twist misorientation moves away from the nearest NCSL. 
The figure schematically shows only, some of the possible energy cusps.
It is possible that other cusps with low values of E (or deformation) 
could be present in addition to the cusps shown in Figure (24a).
-However, in the present work the bicrystals examined covered the twist 
misfit range from 0° to 45° and no boundary structure was observed in any 
of these bicrystals. Therefore it is possible that special boundaries 
with low energy do not exist in high angle phase boundaries.
Further evidence for the above conclusion is that these boundaries 
appear to be unstable. When the temperature was raised by another 100°C
(from the optimum temperatures given in Table 5 for low angle boundaries) 
the boundary provided a site for the nucleation of a new phase. In the 
low angle boundaries, when the temperature was raised by another 100°C 
the boundary remained stable and did not act as a centre for the 
nucleation of a new phase . The schematic energy versus misorientation 
curve of phase boundaries is probably as shown in Figure (24b) . The 
other conclusions that may be drawn from the present work are as follows.
(ii) Low angle 001 twist boundaries between dissimilar f.c.c. metals 
relax into networks of dislocations whose properties are predicted by the 
0-lattice theory, or by its more restricted precursor the Jesser and 
Kuhlmann-Wi1sdorf analysis.
(iii) Part of the misfit at the boundary is accommodated by elastic 
strain.
(iv) Continuous thin single crystal films of gold, palladium and 
platinum can be directly grown on an alkali halide substrate in a similar 
manner to that used for silver. However, the surfaces of the substrates 
have to be subjected to certain experimental conditions (surface treat­
ments) prior to deposition of the metal to obtain good epitaxial growth.
9.1 Future Research
The pre-requisite for any future study based on this experimental 
approach are:
(a) The production of thin continuous and flat single crystal 
films of the intended material.
(b) The choice of an alloy system without undesirable compound 
formation at the interface.
(c) Development of techniques to prepare both crystals in the
same evaporator and weld them together immediately afterwards.
By this method the boundary structures between dissimilar 
metals which readily form stable oxides in air can be studied. 
Nevertheless, as emphasized earlier, the approach is a novel way 
of determining the dependence of the boundary structure on variations 
in lattice misfit and/or twist misorientation. Furthermore, the technique 
has the possibility of being extended to study the boundary structure of 
alloys used in engineering applications.
Also, the technique could be used to study the intermetallic 
compounds which form between different combinations of metals. For 
example, in the niobium-tin system there are several different inter- 
metallic compounds (Nb_Sn, Nb_Sn_, NbSn_) known. Of these, Nb_Sn is
J D O  2 o
enjoying commercial success as a superconducting material. However, the 
material has certain drawbacks. That is, it has a disappointingly low 
critical current at high magnetic fields, a low conductivity for the 
depleted bronze matrix and a low critical current compared to the best 
AI5 compounds available. Welding bicrystals of niobium and tin or bronze 
and examining them in the TEM, provides a convenient way to study on a 
fine scale, the reaction layers which form during fabrication of Nb^Sn.
The intermetallic compounds may be identified from their crystal structures 
and also from the stoichiometry of the compounds determined by energy 
dispersive analysis.
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APPENDIX 1
The Lattice Parameters of the metals are as follows
Silver = 0%40862 nm
Gold = 0.4078 nm
Palladium = 0.38907 nm
Platinum = 0.39231 nm
Figure (la). Unrelaxed misfit across a low angle twist 
boundary ( Z = 1) parallel to (001). See 
text (Chap.2) for details.
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Figure (lb). Same as Figure (la) except that relaxation 
has occurred. The boundary now consists of 
regions of good fit separated by an orthogonal 
grid of screw dislocations.
(Both figures from Schober and Balluffi 1969)
figure (2)
Slighly mismatched traces in the boundary of 
planes impinging from adjoining crystals 1
and 2.(From Balluffi and Schober, 1972)
Coincidence
Site Lattice
Z  ton
0-36.9°
c
Figure (3a). Coincidence Site Lattice (csl) produced by the rotation of one crystal with respect to
the other around a cotmon [001] axis by 
36.9°, Z* 5.(From Schober and Balluffi, 1969)
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Figure (3b). High angle unrelaxed twist boundary 
[001]. Twist angle 33.5°.
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Figure (3c). The same boundary as Figure (3b) but 
after relaxation.
(Figures 3b and 3c from Balluffi and 
Schober, 1972)
Figure (4a). An asymmetric boundary in two coincidencer e l a t e d  c r y s t a l s .  The crystals are rotated
by 3 8 .21° about <111> which results in 
coincidence cell with 2 = 7 .
bounds
cst
Figure (4b). The boundary from Figure (4a) now having a 
faceted interface.(Figures 4a and 4b from J.G. Erlings,
private communication)
220 nm
Figure (5a). Thin single crystal film of gold.
190 nm
Figure (5b). The thin single crystal film of platinum, 
snowing the apparently rough surface.
Figure (6a). Distortion across a coherent interface of 
two phase system represented by a uniform 
distribution of interfacial dislocations.
Figure (6b). A coherent interface with both the misfit 
dislocations and interface dislocations 
arranged periodically.
(Figures 6a and 6b from Jagannadham and 
Marcinkowski, 1977).
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in 
nm
100
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Figure (7a). The dislocation spacing D as a function of 
twist-misfit 0, from equation (21), for a 
Au/Pt bicrystal. Note the rapid decrease 
in dislocation spacing D for very small 
values of 0.
100
Figure (7b). The calculated dependence of o, the angle
between the axis of the interfacial dislocations 
and their respective Burgers vector, as a function 
of 0, from equation (22) with refernece to Figure 
(11). Note how rapidly the dislocation grid 
reorients with 0.
J INCIDENT BEAM
crystal (a) ^phase
crystal (b) boundary
Fig. (80)
Figure (8a)- Single interface specimen.
1
crystal (b) 
crystal (a)
Fig. (8b)
Figure (8b). Double interface specimen.
crystal (a)
crystal (b)
Fig. (8c)
Figure (8c). Inclined interface specimen.
Figure (8). Schematic illustration of interface geometry
Incident- beam
crystal (a)
direct
Figure 9.
beam
#
Fig.(9)
Schematic illustration of the beams excited 
in a single interface specimen when crystals 
(a) and (b) are both oriented for two-beam 
diffraction.
direct
beam
Fig.(9a) Fig.(9b)
(Cl) A
( b ) /
i
Fig.(9c)
Schematic representation of various imaging modes. 
Figure (9a). 2-beam diffraction in upper crystal. 
Figure (9b). 2-beam diffraction in lower crystal. 
Figure (9c). Simultandbus 2-beam diffraction.
I upper surface ^ incident beam
m dz
**1 7
Fig.(10)
Figure (10). The idea of the column approximation is shown 
in the figure. The dislocation is at o and 
the column is at a distance x from o. 0 and 
0 are respectively the direct and the 
diffracted beam emerging from the bottom 
surface of the crystal.
Dislocation
Axis
<-i c
qsinG
tan y  = OhsinQ 
0 2 " a,cos9
Figure (11). Diagram to illustrate the derivation of equation 
(21) and (22) (Jesser and Kuhlmann-Wilsdorf,
1967). The reference vector r is parallel to a 
cube axis of a reference lattice. Crystallograph* 
ically r corresponds to r, and r in the two 
crystals. 1 2
s u b s t ra te  ho lder
Figure (12). The Evaporator without the cover.
thermocouple
alkali halide 
crystal
Figure (13). The Substrate Holder.
alkali halide crystal
Figure (14). The Clamp.
nm
Figure (15) . The Moire fringes free: a cicrystal of gold 
silver- The twist misfit 4C ar.d the Mo 
spaciras are ' 24 im.
150 nm
Figure (16). The boundary dislocation network in a low angle 
Au/Ag bicrystal with boundary parallel to (001) 
and twist angle ~ 3.5°. The dislocation spacings 
are ~ 5 nm. See text for other details.
140 nmFig (17a)
<¥
. 2 S &
Fig (17b)
Fig (17c) 140nm
Figures (17a), (17b) and (17c) are a series of microgrphs of
the same area in a Au/Ag bicrystal with different 
diffracting vectors g to determine the Burgers vectors 
from "g.b = 0, invisibility criterion". The twist 
misfit 0 ~ 2.5° and the dislocation spacing ~ 7 nm.
Fig (18b)
31 nm Fig (18c)
Figure (10). Through focus series of a boundary in a Au/Ag 
bicrystai with dislocation spacing - 6.1 nm 
(and 9 ~ 3°). In figures (lOe) and (lGf) the 
Moire fringes from the bubble at B appear to 
vanish while the dislocation contrast 1 ro;n the 
boundary at A still remains. The defocus was 
negative at the start of the series.
Fig (18e )
31 n m  Fig (18 f )
Figure (18). Through focus series of a boundary in a Au/Ag 
bicrystal with dislocation spacing = 6.1 nm 
(and 9 ~ 3 ° ) .  in figures (18e) and (18f) the 
Moire fringes from the bubble at B appear to 
vanish while the dislocation contrast from the 
boundary at A still remains. The defocus was 
negative at the start of the series.
70 nm Figure (19a). The boundary dislocation network in a
Au/Pt bicrystal with boundary parallel 
to (001). The twist angld is 6° and 
the dislocation spacing is 'u 3.5 nm. 
dote that the dislocation network is 
present in only small regions and also 
the poor image contrast compared to 
Figure (16).
Figure (19b). The diffraction pattern from the area shown in 
Figure (19a). The 200 reflections from the 
gold and platinum are at different spacings.
Fig (20b)
g=<220>
14-5nm Fi g (20c)
Figure (20a), (20b) and (20c) are a series of micrograohs of 
the same area in a Au/Pd bicrystal with different 
diffracting vectors g to determine the Burgers vectors 
from "g.b = 0 . invisibility criterion'. The twist 
misfit is zero, the dislocation spacir.gs are - 11.0 nm 
and the Moire sp£\cings are 4.3 nm.
80 nm
Figure (21). Au/Pd high angle bicrystal. The twist 
misfit is ~ 19°. No boundary structure 
is visible.
Figure (22a). Au/Pd high angle bicrystal subjected to 
a heat treatment of a higher temperature 
than the one in Figure (21). In this 
specimen an additional phase was detected 
as shown in Figure (22b) and the fringes 
appear to be random.
Figure (22b). The diffraction pattern corresponding to 
Figure (22a) showing the presence of the 
additional phase. The twist angle is ~ 
16.5°.
X au
X  ^boundary
X  Pd
Fig. (23a)
Figure (23a). Side view of a Au/Pd bicrystal (such as 
the one used to obtain Figure (22a)) to 
show the presence of the new phase and 
two boundaries.
Incident beam
Direct beam ©  ®
Fig.(23b)
(Figure (23b). Schematic drawing to show the presence of 
additional beams from multiple diffraction 
even in two-beam imaging mode.
A.
9
•X.
a Au
4
Figure u j o /. schematically illustrates some of the spots 
appearing in the diffraction pattern due to 
twinning. Here the imaging is not exactly 
two-beam. The spots represented by 1 are
from crystal XA 2 from XPd'
3 from X andAm ’
9 (streaked) from twinning*!” The figure also 
shows a double diffraction spot around the 
principal reflection froml and 8.
-O
10 20 30 40
Twist Angle G
Figure (24a). Schematic diagram of expected energy 
versus twist angle graph for a phase 
boundary of Au/Pd bicrystal. The 
cusps corresponds to NCSLs, based on 
both low Z and small "deformation" 
•f'.
Twist Angle 0
Figure 124b). Schematic diagram of the energy versus twist 
angle graph for a phase boundary of an Au/Pd 
bicrystal as deduced from the results of the 
present work.
© u
Figure (25). Diagram to illustrate the derivation of 
Frank's formula.
grain boundary
dislocation - 
region
crystal (a)
c ry s ta l(b )
w.
wd
wb
Figure (26). Schematic drawing of a bicrystal showing 
crystal regions adjoining a regular array 
of intrinsic grain boundary dislocations 
(GBDS).
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