The Rayleigh-Ritz method is widely used for eigenvalue approximation. Given a matrix X with columns that form an orthonormal basis for a subspace X , and a Hermitian matrix A, the eigenvalues of X H AX are called Ritz values of A with respect to X . If the subspace X is A-invariant then the Ritz values are some of the eigenvalues of A. If the A-invariant subspace X is perturbed to give rise to another subspace Y, then the vector of absolute values of changes in Ritz values of A represents the absolute eigenvalue approximation error using Y. We bound the error in terms of principal angles between X and Y. We capitalize on ideas from a recent paper [DOI: 10.1137/060649070] by A. Knyazev and M. Argentati, where the vector of absolute values of differences between Ritz values for subspaces X and Y was weakly (sub-)majorized by a constant times the sine of the vector of principal angles between X and Y, the constant being the spread of the spectrum of A. In that result no assumption was made on either subspace being A-invariant.
The widely used Rayleigh-Ritz method is well known for its ability to generate high quality approximations to eigenvalues of Hermitian matrices. It is the basis for many numerical procedures for computing eigenvalues, such as finite element methods and the Lanczos eigenproblem iteration. Eigenvalue error bounds for the Rayleigh-Ritz method are important since they provide estimates and predictions of the quality of eigenvalue approximations, and can be used, e.g., to predict the number of iterations needed in the Lanczos method for computing some eigenvalues to within a given accuracy. There is a vast literature on Rayleigh-Ritz eigenvalue methods and error bounds, see, e.g., [16, Chapter 4] , [19, , and [20, .
We contribute to this traditional area of research with a new twist-using weak majorization. Majorization is a classical technique that can be used to formulate and prove a great variety of inequalities in a concise and elegant way. It is widely used in matrix analysis, e.g., to bound perturbations of eigenvalues via Lidskii's beautiful theorem [17] . In the context of Rayleigh-Ritz eigenvalue error bounds, weak majorization was introduced in the celebrated work of Davis and Kahan [3] to bound eigenvalue errors a posteriori. In the present paper we propose and prove what appear to be the first theorems based on weak majorization for a priori Rayleigh-Ritz eigenvalue error bounds. Our results provide a theoretical foundation that can be applied in a number of situations, e.g., for finite element methods, e.g., [4] , and for block Lanczos iterations such as in [5] , see [14] .
We use several well known majorization results found, e.g., in [1, 7, 18] . We give references throughout the paper for the concepts we introduce. For a more thorough background and reference list, see [13] .
The rest of the paper is organized as follows. Section 2 contains all necessary definitions and basic facts on majorization that we need for our eigenvalue and singular value bounds. Section 3 is the main part of the paper, where we motivate and formulate our conjectures and theorems. Section 4 has all our proofs. In section 5 we show that our main results are sharp; we also discuss our proofs, and the possibility that our bound for the most general case might be slightly improved.
2. Definitions and Prerequisites. We introduce the definitions and tools we need, together with some mild motivation. We do not provide proofs for the results in this section-instead we refer the reader to some of the relevant literature.
Notation. For a real vector
. . , x ↓ n ] T to denote x with its elements rearranged in descending order, while x ↑ ≡ [x ↑ 1 , . . . , x ↑ n ] T denotes x with its elements rearranged in ascending order. We use |x| to denote the vector x with the absolute value of its components. We use the '≤' symbol to compare real vectors component-wise. For real vectors x and y the expression x ≺ y means that x is majorized by y, while x ≺ w y means that x is weakly (sub-)majorized by y, see section 2.2.
We consider the Euclidean space C n of column vectors equipped with the standard scalar product x H y and the norm x = √ x H x. We use the same notation A for the induced matrix norm of a complex matrix A ∈ C n×n . X = R(X) ⊂ C n means the subspace X is equal to the range of the matrix X with n rows. The unit matrix is I and the zero matrix (not necessarily square) is 0, while e = [1, . . . , 1] T . We use H(n) to denote the set of n × n Hermitian matrices and U(n) to denote the set of n × n unitary matrices in the set C n×n of all n × n complex matrices.
We write λ(A) = λ ↓ (A) for the vector of eigenvalues of A ∈ H(n) arranged in descending order, and we write s(B) = s ↓ (B) for the vector of singular values of B arranged in descending order. Individual eigenvalues and singular values are denoted by λ i (A) and s i (B), respectively, so, e.g., spr(A) = λ 1 (A) − λ n (A) and s 1 (B) = B .
Let subspaces X and Y ⊆ C n have the same dimension, with orthonormal bases given by the columns of the matrices X and Y respectively. We denote the vector of principal angles between X and Y arranged in descending order by θ(X , Y) = θ ↓ (X , Y), and define it using cos θ(X , Y) = s ↑ (X H Y ), e.g., [2] , [6, §12.4.3].
Majorization and Weak Majorization.
We now briefly define the concepts of majorization and weak majorization which are comparison relations between two real vectors. For detailed information we refer the reader to [1, 7, 18] .
We say that x ∈ R n is weakly (sub-)majorized by y ∈ R n , written x ≺ w y, if
Our final results in the paper are weak majorization bounds of the form x ≺ w y with x ≥ 0. On the one hand, we can see from (2.1) that x ≤ y ⇒ x ≺ w y, i.e., the inequality implies weak majorization. In our case the advantage of using weak majorization is that the inequality x ≤ y (the values of x and y become apparent later) is simply wrong, while the weak majorization bound x ≺ w y does hold. On the other hand, a weak majorization bound x ≺ w y implies max(x) ≤ max(y). So if the bound max(x) ≤ max(y) is already known, but it is also known that x ≤ y does not hold, it makes sense to conjecture and to try to prove x ≺ w y .
Strong '≺' and weak '≺ w ' majorization relations share only some properties with the usual inequality '≤' relation, so one should deal with them carefully. For example '≺' and '≺ w ' are reflexive and transitive, but x ≺ y and y ≺ x do not imply x = y; e.g., [1, Remark II.1.2] . Similarly x ≺ y does not imply the intuitive x + z ≺ y + z, as is seen in the example x = (0, 0, 0), y = (2, −1, −1), z = (−2, 0, 0). So we must be particularly careful of the ordering when we combine results. Thus it can be seen from (2.1) and (2.2) that: x + u ≺ x ↓ + u ↓ , e.g., [1, Corollary II.4.3] , and
where this also holds with '≺ w ' replaced by '≺'.
Some of the other basic majorization and related results we use are fairly obvious: Arithmetic operations, e.g., the sum and the product, on vectors used in majorization are performed component-wise. In the subsequent Theorems 2.3 and 2.4 for rectangular matrices we may need to operate with nonnegative vectors of different lengths. A standard agreement in this case is to add zeroes at the end of the shorter vector to match the sizes needed for component-wise arithmetic operations and comparisons. We also use this agreement in later proofs.
Many inequality relations between eigenvalues and singular values are succinctly expressed as majorization or weak majorization relations; and a beautiful example is Theorem 2.1. (Lidskii [17] , see also, e.g., [1, p. 69] ). Let A and B ∈ H(n). The eigenvalues of A, B, and
Note that the equivalent of (2.2) holds here using trace(A) = i λ i (A). We will use the following corollary: 
s(AB) ≤ A s(B) and s(AB) ≤ B s(A) for arbitrary, possibly rectangular, matrices
A and B such that AB exists.
Motivation and Main
Results. The Rayleigh-Ritz method for approximating eigenvalues of a Hermitian matrix A finds the eigenvalues of X H AX, where the columns of the matrix X form an orthonormal basis for a subspace X . Here X is called a trial subspace. The eigenvalues of X H AX do not depend on the particular choice of basis and are called Ritz values of A with respect to X . If X is one-dimensional and spanned by the unit vector x there is only one Ritz value-namely the Rayleigh quotient x H Ax.
When the trial subspace X is perturbed to become the subspace Y, it is useful to know how the Ritz values of A vary. For one-dimensional X and Y, spanned by unit vectors x and y respectively, the following result appears in, e.g., [12, Theorem 1]:
Here and below θ(x, y) is the acute angle between the two unit vectors x and y defined by θ(x, y) = arccos|x H y| ∈ [0, π/2]. It is well known that every eigenvector is a stationary point of the Rayleigh quotient (considered as a function of a vector)-i.e., in the vicinity of an eigenvector the Rayleigh quotient changes very slowly. The classic result that motivates this paper is the following: the Rayleigh quotient approximates an eigenvalue of a Hermitian matrix with accuracy proportional to the square of the eigenvector approximation error. The following simple bound, e.g., [12, Theorem 4] , demonstrates this:
where we assume that one of the unit vectors x or y is an eigenvector of A. To give a thorough background to our results we re-derive this important basic bound. Let
Let us now discuss some generalizations of (3.1) and (3.2) for subspaces X and Y of dimensions higher than one, with dim X = dim Y. Let X and Y be two matrices whose columns form orthonormal bases for X and Y respectively, and suppose that the Ritz values of A with respect to X and Y are arranged in descending (more precisely "nonincreasing") order. To generalize (3.1) and (3.2) we replace the usual notion of angles between vectors by a more general one of principal angles between subspaces, and replace the inequality symbol by the weak (sub-)majorization symbol '≺ w '.
Let λ(A) denote the vector of descending eigenvalues λ i (A) of a Hermitian matrix A, s(B) the vector of descending singular values of a matrix B, and θ(X , Y) the vector of descending principal angles θ i (X , Y) between the subspaces X and Y, defined such that the vectors cos θ(X , Y) and s(X H Y ) are the same, except for the reversed order, see, e.g., [2] , [6, Section 12.4.3] . A recent paper [13] generalizes (3.1) to:
The weak majorization bound (3.3) implies, e.g., a bound for its largest term:
where gap(X , Y) = max i {sin θ i (X , Y)} in this case, e.g., [11, 13] . Both bounds (3.3) and (3.4) generalize (3.1) to multidimensional subspaces, but no assumption of A-invariance is made in either case. What is the bound that generalizes (3.2), assuming that one of the subspaces X or Y is A-invariant? A natural conjecture, made in [13] , is that such a bound could be obtained in terms of sin 2 θ(X , Y). No majorization result of this kind is known, but simpler results-for the largest error only-are available; e.g., the following important bound is proved in [9] , reproduced in [ We present here a slightly modified formulation to make it consistent with (3.4) : if X or Y is A-invariant and corresponds to a contiguous set of the extreme, i.e., largest or smallest, eigenvalues of A, then
Bound (3.5) generalizes (3.2), but does not take advantage of majorization. Comparing (3.3) and (3.4) with (3.1), and (3.5) with (3.2), we make an educated guess for the general case where the invariant subspace is not necessarily associated with a contiguous set of extreme eigenvalues:
Conjecture 3.1. Let the subspaces X and Y have the same dimension, with orthonormal bases given by the columns of the matrices X and Y respectively. Let the matrix A be Hermitian, and X or Y be A-invariant. Then
We emphasize that the bound (3.6) involves the sine squared and, since convergence analyses are of particular interest for small angles, this is a great improvement over (3.3) . This is just as we would hope, since one of the subspaces is A-invariant in (3.6). The exact A-invariance assumption is equivalent to the subspace being spanned by some exact eigenvectors of A, and Conjecture 3.1 is an a priori Rayleigh-Ritz eigenvalue error bound which can be used to examine how the subspaces Y of an iterative eigenproblem algorithm approach an ideal A-invariant subspace X . As we mentioned in the introduction, eigenvalue error bounds are important in many applications. We refer the reader to the follow-up paper [14] where we extend some results of this paper to Hilbert spaces, and discuss in detail applications to finite element methods and subspace iterations.
The implications of the weak majorization inequality (3.6) in Conjecture 3.1 may not be obvious to every reader. The weak majorization bound (3.6) directly implies
and for j = 1 we get (3.5). Moreover, for real vectors x and y the weak majorization
φ(y i ) holding for any continuous nondecreasing convex real valued function φ, see, e.g., [18, Statement 4.B.2] . If for example we take φ(t) = t p with p ≥ 1, the bound (3.6) also implies
We have not proven that Conjecture 3.1 holds in all circumstances, and indeed it might not (but we suspect it does). But we have proven it always holds if we multiply the bound by 1.5. In section 4 we also show that Conjecture 3.1 does hold in some very useful circumstances: This does not cover all known cases where (3.6) holds, but it does cover many practical cases. For example in approximating the eigenvalues of a Hermitian matrix, perhaps using Lanczos' eigenvalue algorithm, e.g., [6, §9] , we are often interested in just one end of the spectrum. In section 4 we also show a weaker result always holds: Theorem 3.2. Under the assumptions of Conjecture 3.1 we have
Here and below we use 'e' to indicate a vector of ones. Note that the individual elements for both vectors e − cos θ(X , Y) and sin 2 θ(X , Y) are decreasing, since both functions 1 − cos θ and sin 2 θ are monotonically increasing within [0, π/2], and the vector θ(X , Y) is chosen to be decreasing. We now deduce two simple corollaries of Theorem 3.2. Using elementary trigonometry, for θ ∈ [0, π/2]: 
Extending the above trigonometric relation we see that
for θ ∈ [0, π/2]; and with sin 2 θ ≤ tan 2 θ, bound (3.7) implies another corollary: Corollary 3.4. Under the assumptions of Conjecture 3.1, we have
We give an example in section 5 demonstrating that the conjectured bound (3.6) cannot be any tighter. Our numerical tests suggest that Conjecture 3.1 holds, i.e., that bound (3.7) can probably be improved to (3.6 ). However we show in section 5 that already the first step in our proof of Theorem 3.2 does not allow us to prove the better bound (3.6), so a completely different approach is apparently needed to support Conjecture 3.1 in all cases-see section 5 for more thoughts on this.
Conjecture 3.1 turns out to be easy to formulate, but hard to prove in its generality. We believe that the present publication, which proves Conjecture 3.1 in several practically interesting particular cases and provides slightly weaker bounds (3.7)-(3.10) for the general case, is important since it serves as a theoretical foundation for our future work on applications, e.g., [14] . It is also novel-we know of no other case where majorization is used for a priori Rayleigh-Ritz error bounds. The only somewhat related result known to us is the pioneering work of [3] , where majorization is applied to bound eigenvalue errors a posteriori.
Proofs.
We have all the tools needed to prove our main results Theorem 3.1 and Theorem 3.2. At first both proofs develop along the same lines; later they split.
By the assumptions in the theorems, X and Y are two subspaces of C n of the same dimension k, and are the column ranges of matrices X and Y with orthonormal columns that are arbitrary up to unitary transformations of their columns. Using the singular value decomposition we choose such a pair of matrices X and Y with orthonormal columns so that C ≡ X H Y is real, square and diagonal, with the diagonal entries in increasing order. Thus by the definition of angles between subspaces,
We arbitrarily complete X and Y to unitary matrices [X, X ⊥ ], and [Y, Y ⊥ ] ∈ U(n) and consider the 2 × 2 partition of their unitary product [X,
By construction of X and Y , its k × k upper left block is C. We denote its (n−k)× k lower left block by Both theorems assume that either X or Y is A-invariant, so without loss of generality let X be A-invariant. Then since [X, X ⊥ ] is unitary:
Here X H AX = A 11 ∈ H(k) and (X ⊥ ) H AX ⊥ = A 22 ∈ H(n − k). We can now use
The expression we want to bound in Theorems 3.1 and 3.2 now takes the form At this point the proofs split. Each proof will use a different majorization of λ(A 11 ) − λ(CA 11 C) in (4.4), but both will use (4.5). We first establish Theorem 3.1. Neither (3.6) nor (3.7) is altered by replacing A by ±A+αI where α is an arbitrary real constant, and so we can make the new A 11 nonnegative definite in each of the parts (a) and (b) of Theorem 3.1 by choosing the appropriate sign and the shift α.
Proof. [of Theorem 3.1] The starting point of the proof is (4.4), but now we assume A 11 is nonnegative definite and so has a nonnegative definite square root √ A 11 . We deal with λ(A 11 ) − λ(CA 11 C) first. For arbitrary square matrices F and G we have λ(F G) = λ(GF ). Taking F = C √ A 11 and G = √ A 11 C, we get λ(CA 11 C) = λ( √ A 11 C 2 √ A 11 ). Using this and Lidskii's Theorem 2.1 we see that
since C 2 + S H S = I. Then using (2.6) with Theorem 2.4 (twice), and (4.2) we obtain
Apply (2.6) to (4.4); then (2.5), (2.3), and (4.5) with the above bound give
Here this proof splits, and we first prove part (a) of Theorem 3.1. By assumption the invariant subspace X corresponds to a contiguous set of the largest (or smallest) eigenvalues of A. Here we present the proof for the case of the largest eigenvalues. The case of the smallest eigenvalues follows immediately by substituting −A for A. We replace A with A + αI where α is chosen as the constant real shift that makes the new A 11 positive semidefinite (nonnegative definite and singular), so that √ A 11 exists. Since dim X = k, and the invariant subspace X corresponds to a contiguous set of the largest eigenvalues of A, α = −λ k (A). After the shift λ k (A) becomes zero, the eigenvalues of the block A 11 become nonnegative with λ 1 (A) being the largest in absolute value, while the eigenvalues of the block A 22 become nonpositive with A 22 = −λ n (A). Thus A 11 + A 22 = λ 1 (A)− λ n (A) = spr(A). Using this together with (4.6) gives (3.6), completing the proof of part (a).
For part (b) of Theorem 3.1 we prove the case where the eigenvalues of A 11 lie in the top half of the spectrum of A, the remaining case is proven by substituting −A for A. Choose the shift so that for the new A, λ 1 (A) = −λ n (A), ensuring with the assumptions that A 11 is nonnegative definite and that A 11 ≤ spr(A)/2 and A 22 ≤ spr(A)/2, so that (4.6) again leads to (3.6) .
In fact whenever we can choose the sign and shift in ±A + αI so that this new A has A 11 nonnegative definite with A 11 + A 22 ≤ spr(A), then (3.6) will be satisfied.
We return again to In order to bound this we will use the identity Now apply (2.6) to (4.7), followed by (2.5), and use (4.11) and (4.5) with (2.3), together with A 11 , A 22 ≤ A , to obtain:
Our final step is to replace A by an expression involving spr(A). Observe here that the difference between Ritz values is invariant under any shift α ∈ R. So we shift A in a way to minimize A . This situation occurs when 0 is exactly in the middle of the spectrum, in which case A = spr(A)/2. Combining this observation with (4.12) completes the proof of (3.7).
5.
Discussion. The following example shows that the conjectured bound (3.6) cannot be improved as a general result. Let n = 2m and let an arbitrary set of m angles θ i be given, where π/2 ≥ θ 1 ≥ . . . ≥ θ m ≥ 0. Let C = diag(cos(θ 1 ), . . . , cos(θ m )), One important thing we know is that our approach of starting with Theorem 2.1 to deduce (4.4) (used in the proof of (3.7)) cannot reduce bound (3.7) to bound (3.6) in general, no matter how we modify the rest of the proof. This can be seen from the following example in C 4 . Let A = diag(A 11 , A 22 ) and C = X H Y , S = X H ⊥ Y be as in
where I 4 is the 4 × 4 unit matrix, so that X, X ⊥ , Y, Y ⊥ all have two columns. Then [X,
Y ⊥ ] are chosen as in our proofs and we see that θ(X , Y) = [π/2, 0] T , CA 11 C = 0, S H A 22 S = diag(1, 0). Here the largest and smallest eigenvalues of A are ±1, so spr(A) = 2. Hence by direct calculation 
where it is not true that |a| ≺ w spr(A) sin 2 θ(X , Y). That is, the absolute value of the right-hand side of (4.4) is not always weakly majorized by spr(A) sin 2 θ(X , Y), so we cannot obtain a general proof of (3.6) starting from the majorization in (4.4). Example (5.1) can tell us even more. For any matrix M = M H we have the following generalization of (4.7) (M = CA 11 C in (4.4) and (4.7)):
It might be thought that if, e.g., X H AX is indefinite, some such M could be chosen to minimizeã and to prove (3.6). But in example (5.1) it can be shown that there is no real symmetric M givingã satisfying the desired bound |ã| ≺ w spr(A) sin 2 θ(X , Y). In particular M = Y H AY will not give this bound, as the reader can check via (5.1). That is, using λ(X H AX) − λ(Y H AY ) ≺ λ(A 11 − CA 11 C − S H A 22 S) in place of (4.4) will still not give (3.6) via our approach.
So on the one hand we cannot improve bound (3.7) to give (3.6) except possibly by considering a different approach to our present way of using Lidskii's Theorem 2.1 or equivalent in the first step, see (4.4) and (4.7). On the other hand our numerical tests suggest that the tighter bound (3.6) holds. Thus if we are to prove (3.6) for widely spread interior eigenvalues, we appear to need an approach more sophisticated than our particular application of Lidskii's theorem in the first step.
An essentially equivalent first step was used in [12, Theorem 10] in an earlier attempt to prove (3.3), where it led to an artificial multiplier √ 2 in the right-hand side of (3.3). The subsequent paper [13] used an unusual technique to extend an arbitrary Hermitian operator to an orthogonal projector in a higher dimensional space, preserving its Ritz values, to prove (3.3) as it is stated, without the multiplier √ 2. Perhaps the same technique might shed light here, and help us to establish Conjecture 3.1, but this currently remains an open question.
Conclusions. We clarify a conjecture of Knyazev and Argentati [13] on a bound for the absolute difference between Ritz values of a Hermitian matrix A for two trial subspaces, one of which is A-invariant. We prove the conjecture for the cases where (a): the A-invariant subspace corresponds to a contiguous set of the largest (or smallest) eigenvalues of A, and (b): the eigenvalues of A corresponding to the A-invariant subspace all lie in the top (or the bottom) half of the spectrum of A. We prove a slightly weaker bound for general invariant subspaces. We believe that the conjecture holds, i.e., that this weaker bound can be improved, and this is supported by our numerical tests, but the proof of the conjecture in its generality (if it is true) may require an unorthodox approach, perhaps one such as that used in [13] . These results are useful in practice, and for example are applicable to the analysis of routines which use the Rayleigh-Ritz method, such as some Krylov subspace methods. We refer the reader to the subsequent paper [14] , where we extend some results of this paper to Hilbert spaces, and discuss in detail their application to finite element methods and subspace iterations.
