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Resumen
Se prueba la existencia de una solución distribucional global para un dato inicial suficien-
temente cercano al Maxwelliano de tipo Exp
(
|x− v−F|2
2
)
para la ecuación de Enskog
con término fuerza.
Abstract
We prove the existence of a global distributional solution for an initial data close enough to
a Maxwellian of the type Exp
(
|x− v−F|2
2
)
, for the Enskog equation with force term.
Palabras clave: Ecuación de Enskog, término fuerza, solución distribucional, dato inicial
cerca del Maxwelliano.
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1.1 Introducción.
La ecuación de Enskog es una modificación de la ecuación cinética de Boltzmann, en la
cual cualquier partícula es considerada en el modelo de esfera sólida con diámetro a > 0
(y por tanto las colisiones toman lugar en un punto a una distancia a
2
de los centros de las
esferas colindantes). La ecuación de Enskog nos da una buena descripción del fenómeno
de transporte de gases moderadamente densos. La ecuación de Enskog con término fuerza
se puede expresar en la siguiente forma:


∂ f
∂t + v ·∇x f +F ·∇v f + t
∂F
∂t ·∇v f = E( f )
f (0,x,v) = f0(x,v)
(1.1)
donde (x,v) ∈ R3 ×R3 y E( f ) es el operador de colisión de Enskog dado por E( f ) =
E+( f )−E−( f ) con
E+( f ) =
∫
R3×S2+
Y ( f )B(η,w− v) f (t,x,v′) f (t,x+aη,w′)dwdη
E−( f ) =
∫
R3×S2+
Y ( f )B(η,w− v) f (t,x,v) f (t,x−aη,w)dwdη
donde S2+ = {η ∈ R3 : |η|= 1,B(η,w− v)≥ 0} y
v
′
= v+ηB(η,w− v)
w
′
= w−ηB(η,w− v)
}
Sea
V = {ϕ ∈ L∞([0,T ]×R3×R3) : 0≤ ϕ(t,x,v)≤ ˆf (t,x,v)}
con
ˆf (t,x,v) = Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
c(t)
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y c(t) a determinar. El espacio V es de Banach con la norma definida por
||ϕ||V = ess sup
s∈[0,t],x∈R3,v∈R3
∣∣∣∣ϕ(s,x,v)
ˆf (s,x,v)
∣∣∣∣
para la demostración de este hecho ver [7, pag.1022].
El funcional Y , está definido sobre V y le imponemos las siguientes hipótesis:
1. Existe una constante M > 0 tal que |Y ( f )| ≤M .
2. 0≤ f1 ≤ f2 ⇒ Y ( f1)≤ Y ( f2) .
3. |Y ( f )−Y (g)| ≤ K|| f −g||V .
4. B(η,w− v) ∈ L1loc(R3×S2+) , aquí B es un operador acotado y continuo.
El campo externo F ,
F : R×R3×R3 −→ R3
(t,x,v) 7−→ F(t,x,v) =
1
1+ t
x− v
satisface las siguientes propiedades:
∂Fi
∂x j
=
{
1
1+t , if i = j,
0, if i 6= j.
y
∂Fi
∂v j
=
{
−1, if i = j,
0, if i 6= j.
Existencia, unicidad y decrecimiento en el tiempo de las soluciones globales distribu-
cionales en ausencia de término fuerza, han sido estudiados por muchos autores, esta teoría
4 Revista digital Matemática, Educación e Internet (www.cidse.itcr.ac.cr/revistamate/). Vol 8, No 1. , 2007.
fue iniciada por Illner y Shimbrot(1984)(ver [5]). Se han obtenido también resultados de
esta teoría, con hipótesis más generales, por Toscani(1986) (ver [2]). Se han estudiado las
funciones ϕ con maxweliano decreciente y en los trabajos realizados últimamente se le ha
considerado con decrecimiento polinómico; estas funciones tienen dato inicial con masa
infinita(ver [2]). Otros resultados de existencia han sido obtenidos para dato inicial cerca
al maxweliano local, estas teorías descansan sobre efectos dispersivos en todo el espacio.
Consideremos primero la ecuación espacialmente homogénea para partículas neutrales en
un campo fuerza F = F(t,x,v), en relación con este tema debemos citar el artículo de
Asano[AS1] en el cual se prueba existencia local para condiciones iniciales generales, la
formulación de Asano es el punto de partida de todos los estudios desarrollados después
de este artículo.
Algunos estudios del problema se pueden encontrar en los artículos [AS3], [GU1], [HA2]
y [BL4]. En particular, en los artículos de Asano [AS3] y Grunfeld [GU1] se prueba ex-
istencia global para la solución con condición inicial cerca al equilibrio con un campo
de fuerza conservativo. Hamdache[HA2] nos da un resultado con dato inicial decayendo
exponencialmente a cero en el infinito en el espacio fase y trayectorias pre-escritas por un
campo oscilante. En [BL4] se da un resultado de existencia global para dato decayendo
y para un campo de fuerza actuando en un intervalo de tiempo [0,T ] con T grande, pero
finito. Recientemente en [LN3] se extendió el problema de Cauchy para dato grande en
L1 en presencia de un campo externo. El aspecto importante del resultado en [LN3] es
que se refiere a campos de fuerza dependientes de la función de distribución, este caso es
enteramente diferente de los casos pre-escritos anteriormente.
Usando las mismas ideas tratadas en [5], particularmente si
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
resuelve la ecuación de transporte, demostraremos existencia de soluciones renormalizadas
para la ecuación de Enskog con término fuerza. En este sentido es nuestro aporte a esta
teoría.
El artículo lo dividimos en tres secciones; en la primera se da la definición de solución
renormalizada, en la segunda parte se demostrará un lema necesario para aplicar el esquema
iterativo de Kaniel y Shinbrot y en la tercera y última parte estará la demostración del
teorema principal.
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1.2 Solución Renormalizada
Una función f = f (t,x,v)≥ 0 ∈ L1+
(
R
+
loc×R
3 ×R3
)
es llamada una solución renormal-
izada de la ecuación de Enskog (1) si
E( f )
1+ f ∈ L
1
loc
(
R+×R
3×R3
) (1.2)
y si para cualquier función continua Lipchitz β : R+ −→ R que satisface |β′(t)| ≤ c1+ t
para todo t ≥ 0 tenemos
T β( f ) = β′( f )E( f ), (1.3)
en el sentido de las distribuciones, aquí
T = ∂t + v ·∇x +F ·∇v + t
∂F
∂t ∇v
Lema 1.1 Sea f ∈ (L1loc×R3×R3)
1. Si f satisface (2) y (3) con β(t) = ln(1 + t) , entonces se dice que f es solución
regular (mild) de la ecuación de Enskog.
2. Si f es una solución regular (mild) de la ecuación de Enskog y si E( f )
1+ f ∈ L
1
loc
(
R+×
R
3×R3
)
, entonces f es solución renormalizada.
Demostración. Ver [4, pag. 144]
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Lema 1.2 Sea g0(t,x,v) = c(t)ξ(t,x,v) y G0(t,x,v) = d(t)ξ(t,x,v) donde
ξ(t,x,v) = Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
que satisfacen (2) y (3) con 0 ≤ c(t) ≤ d(t) a determinar,entonces g0 y G0 existen y
además g0(t)≤ G0(t)
Demostración. Tenemos que


∂
∂t log(1+g0)+ v ·∇x log(1+g0)+F ·∇v log(1+g0)+ t
∂F
∂t ·∇v log(1+g0) =
E(g0)
1+g0
∂
∂t log(1+G0)+ v ·∇x log(1+G0)+F ·∇v log(1+G0)+ t
∂F
∂t ·∇v log(1+G0) =
E(G0)
1+G0
g0(t = 0, ., .) = (1− ε)c0Exp
[
−
|x− v−F|2
2
]
G0(t = 0, ., .) = (1+ ε)c0Exp
[
−
|x− v−F|2
2
]
esto es
∂
∂t log(1+g0) =
c˙(t)ξ(t,x,v)+ c(t)Exp[− 12 |x− (1+ t)v− (1+ t)F|2]
1+g0[
−(x1− (1+ t)v1− (1+ t)F1)(−v1−F1− t
∂F1
∂t )
− (x2− (1+ t)v2− (1+ t)F2)(−v2−F2− t
∂F2
∂t )
− (x3− (1+ t)v3− (1+ t)F3)(−v3−F3− t
∂F3
∂t )
]
1
1+g0
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v ·∇x log(1+g0) =
c(t)
1+g0
Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
[
v1(x1− (1+ t)v1− (1+ t)F1)
(
1−
∂F1
∂t − t
∂F1
∂t
)
+ v2(x2− (1+ t)v2− (1+ t)F2)
(
1−
∂F2
∂t − t
∂F2
∂t
)
+ v3(x3− (1+ t)v3− (1+ t)F3)
(
1−
∂F3
∂t − t
∂F3
∂t
)]
F ·∇v log(1+g0) = F1
∂
∂v1
log(1+g0)+F2
∂
∂v2
log(1+g0)+F3
∂
∂v3
log(1+g0)
con
∂
∂vi
log(1+g0) =
c(t)
1+g0
Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
(xi− (1+ t)vi− (1+ t)Fi)
(
1− t−
∂Fi
∂vi
− t
∂Fi
∂vi
)
i = 1,2,3
t
∂F
∂t ∇x log(1+g0) =
t
[∂F1
∂t
∂
∂v1
log(1+g0)+
∂F2
∂t
∂
∂v2
log(1+g0)+
∂F3
∂t
∂
∂v3
log(1+g0)
]
ahora
E(g0)(t,x,v) =
a2c2(t)
∫
R3×S2+
Y (g0)B(η,w− v)ξ(t,x,v)ξ(t,x+aη,w)dwdη−
a2c2ξ(t,x,v)
∫
R3×S2+
Y (g0)B(η,w− v)ξ(t,x−aη,w)
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Por tanto
E(g0)(t,x,v)≤
a2c2(t)
∫
R3×S2+
Y (g0)B(η,w− v)dwdη−
a2c2ξ(t,x,v)
∫
R3×S2+
Y (g0)B(η,w− v)ξ(t,x−aη,w)dwdη≤
a2c2(t)
∫
R3×S2+
Y (g0)B(η,w− v)dwdη
[
1−Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
−
|x−aη− (1+ t)w− (1+ t)F|2
2
}]
Ahora como B(η,w−v)∈ L1loc(R3×S2+) y Exp
{
− |x−aη−(1+t)w−(1+t)F|
2
2
}
∈ L∞(R3×S2+)
entonces aplicando la desigualdad de Hölder tenemos que existe L > 0 tal que
∣∣∣∣∣
∫
R3×S2+
B(η,w− v)Exp
{
−
|x−aη− (1+ t)w− (1+ t)F|2
2
}
dwdη
∣∣∣∣∣< L
Es decir tendríamos la siguiente desigualdad


c˙(t)Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
+LMa2c2(t)≤ 0
c(0) = (1− ε)c0
(1.4)
procediendo de manera análoga con G0 obtenemos el siguiente sistema


c˙(t)Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
+LMa2c2(t)≤ 0
˙d(t)Exp
{
−
|x− (1+ t)v− (1+ t)F|2
2
}
+LMa2d2(t)≤ 0
c(0) = (1− ε)c0 d(0) = (1+ ε)d0
(1.5)
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lo cual garantiza la existencia de c(t) y d(t) y por lo tanto la existencia de g0 y G0 .
Lema 1.3 Sean g0 Y G0 definidos previamente, entonces existen g1 y G1 tales que
0≤ g0(t)≤ g1(t)≤ G1(t)≤ G0(t)
y que satisfacen
∂
∂t log(1+g1)+ v ·∇x log(1+g1)+F ·∇v log(1+g1)+ t
∂F
∂t ·∇v log(1+g1) =
E(g0)
1+g0
y
∂
∂t log(1+G1)+ v ·∇x log(1+G1)+F ·∇v log(1+G1)+ t
∂F
∂t ·∇v log(1+G1) =
E(G0)
1+G0
g1(t = 0, ., .) = G1(t = 0, ., .) = f0
tal que
(1− ε)c0ξ0(x,v)≤ f0(x,v)≤ (1+ ε)d0ξ0(x,v)
Demostración. Como
∂
∂t g1 + v ·∇xg1 +F ·∇vg1 + t
∂F
∂t ·∇vg1 =
E(g0)
1+g0
∂
∂t G1 + v ·∇xG1 +F ·∇vG1 + t
∂F
∂t ·∇vG1 =
E(G0)
1+G0
g1(0, ., .) = G1(0, ., .) = f0
definiendo {
g#1(t,x,v) = g1(t,x+ vt,v+ t f )
G#1(t,x,v) = G1(t,x+ vt,v+ t f )
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Entonces
d
dt g
#
1 =
E(g0)
1+g0
luego g#1(t,x,v) =
∫ T
0
E(g0)
1+g0
dt con la propiedad g#1(0,x,v) =
g1(0,x,v) = f0 . Lo mismo sucede con G#1(t,x,v) =
∫ T
0
E(G0)
1+G0
dt para G#1(0,x,v) =
G1(0,x,v) = f0
Teorema 1.1 Sea f0 un dato inicial el cual satisface, para algún ε , Pc0 > 0
(1− ε)c0ξ0(x,v)≤ f0(x,v)≤ (1+ ε)c0ξ0(x,v)
si ε es sufucientemente pequeño y el operador Y y el campo de fuerza externa F satisfacen
las hipótesis expresadas anteriormente, y el hecho de que B(η,w− v) ∈ L1loc(R3 × S2+) ,
entonces existe una solución f ∈ L∞((0,∞)×R3×R3) de la ecuación de Enskog (1) en el
sentido de distribución.
Demostración. Siguiendo el esquema iterativo clásico de Kaniel y Shinbrot, definimos las
sucesiones (gn)n∈N y (Gn)n∈N por
∂
∂t log(1+gn)+ v ·∇x log(1+gn)+F ·∇v log(1+gn)+ t
∂F
∂t ·∇v log(1+gn) =
E(gn−1)
1+gn−1
∂
∂t log(1+Gn)+ v ·∇x log(1+Gn)+F ·∇v log(1+Gn)+ t
∂F
∂t ·∇v log(1+Gn) =
E(Gn−1)
1+Gn−1
gn(0, ·, ·) = Gn(0, ·, ·) = f0
como en [ 7 ] obtenemos por un principio de comparación, que gn y Gn satisfacen
0≤ g0(t)≤ g1(t)≤ ·· · ≤ gn(t)≤ ·· · ≤ Gn(t)≤ ·· · ≤ G1(t)≤ G0(t)
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por tanto gn y Gn son sucesiones monótonas que convergen puntualmente a límites deno-
tados por g¯ y ¯G , si pasamos al límite en el sentido distribucional obtenemos que:
∂
∂t log(1+ g¯)+ v ·∇x log(1+ g¯)+F ·∇v log(1+ g¯)+ t
∂F
∂t ·∇v log(1+ g¯) =
E(g¯)
1+ g¯
∂
∂t log(1+
¯G)+ v ·∇x log(1+ ¯G)+F ·∇v log(1+ ¯G)+ t
∂F
∂t ·∇v log(1+
¯G) =
E( ¯G)
1+ ¯G
g¯(0, ·, ·) = ¯G(0, ·, ·) = f0
verifiquemos que g¯ = ¯G , observemos que g¯≤ ¯G y demostremos que ¯G≤ g¯ .
En efecto, si definimos
g¯#(t,x,v) = g¯(t,x+ vt,v+ t f )
¯G#(t,x,v) = ¯G(t,x+ vt,v+ t f )
entonces
d
dt g¯
#(t,x,v) = E(g¯)
d
dt
¯G#(t,x,v) = E( ¯G)
entonces
d
dt [
¯G#(t,x,v)− g¯#(t,x,v)] = E( ¯G)−E(g¯)
de donde
| ¯G#(t,x,v)− g¯#(t,x,v)| ≤
∫ t
0
[E( ¯G)−E(g¯)]dt
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Sea V el espacio definido anteriormente con la siguiente norma
||ϕ||= ess sup
s∈[0,t],x∈R3,v∈R3
∣∣∣∣ϕ(s,x,v)ξ(s,x,v)
∣∣∣∣
para esto ver [7, pag. 1026].
entonces
| ¯G#(t,x,v)− g¯#(t,x,v)|
ξ(s,x,v) ≤
∫ t
0 |E( ¯G)−E(g¯)|dt
ξ(s,x,v)
ahora
∫ t
0
|E( ¯G)−E(g¯)|ds≤
∫ t
0
[
a2M|| ¯G− g¯||
∫
R3×S2+
B(η,w− v)ξ(s,x,v′)ξ(t,x+aη,w′)|dwdη]ds
+
∫ t
0
[
a2K|| ¯G− g¯||
∫
R3×S2+
B(η,w− v)ξ(t,x,v′)ξ(t,x+aη,w′)|dwdη]ds
+
∫ t
0
[
a2M|| ¯G− g¯||
∫
R3×S2+
B(η,w− v)ξ(t,x,v′)ξ(t,x+aη,w′)|dwdη]ds
+
∫ t
0
[
a2ξ(s,x,v)M|| ¯G− g¯||
∫
R3×S2+
B(η,w− v)ξ(t,x−aη,w)dwdη]ds
+
∫ t
0
[
a2ξ(s,x,v)M||g¯− ¯G||
∫
R3×S2+
B(η,w− v)ξ(t,x−aη,w)dwdη]ds
+
∫ t
0
[
a2ξ(s,x,v)K||g¯− ¯G||
∫
R3×S2+
B(η,w− v)ξ(t,x−aη,w)dwdη]ds.
como B(η,w− v) ∈ L1loc(R3×S2+) y ξ(t,x±aη,w) ∈ L∞(R3×S2+) entonces por desigual-
dad de Hölder tenemos la existencia de L,L′ tal que:
∣∣∣∣
∫
R3×S2+
B(η,w− v)ξ(s,x±aη,w)dwdη
∣∣∣∣< L
∣∣∣∣
∫
R3×S2+
B(η,w− v)ξ(t,x,v′)ξ(s,x±aη,w′)dwdη
∣∣∣∣< L′
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entonces
|| ¯G#− g¯#|| ≤ 1ξ(s,x,v)
∫ t
0
[
(a2ML
′
+a2KL
′
+a2ML
′
+a2ξ(t,x,v)ML
+a2ξ(t,x,v)ML)|| ¯G− g¯||]dt.
y por la desigualdad de Gronwall tenemos que ¯G = g¯ es una solución distribucional de la
ecuación de Enskog (1)
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