Ultrawideband (UWB) random noise signals provide secure communications because they cannot, in general, be detected using conventional receivers and are jam-resistant. We describe the theoretical underpinnings of a novel spread spectrum technique that can be used for covert communications using transmissions over orthogonal polarization channels. The noise key and the noise-like modulated signal are transmitted over orthogonal polarizations to mimic unpolarized noise. Since the transmitted signal is featureless and appears unpolarized and noise-like, linearly polarized receivers are unable to identify, detect, or otherwise extract useful information from the signal. The wide bandwidth of the transmitting signal provides significant immunity from interference. Dispersive effects caused by the atmosphere and other factors are significantly reduced since both polarization channels operate over the same frequency band. The received signals are mixed together to accomplish demodulation. Excellent bit error rate performance is achieved even under adverse propagation conditions.
INTRODUCTION
The primary objectives of today's wireless secure communications systems are to simultaneously and reliably provide communications that are robust to jamming and provide low probability of detection and low probability of intercept in hostile environments. Spread spectrum techniques, such as direct-sequence spread-spectrum systems and frequencyhopping spread-spectrum systems, have been widely used in wireless military applications for many years. Such systems have the ability to communicate in the presence of intentional interference and also permit transmission with a very low-power spectral density by spreading the signal energy over a large bandwidth to thwart detection [1, 2] . Thus, spread spectrum techniques offer both security and low probability of detection features. However, statistical processing techniques, such as triple correlation [3, 4] , autocorrelation fluctuation estimators [5] , and multihop maximum likelihood detection [6] have been developed which exploit the statistical properties of the pseudonoise sequences used in direct-sequence spread-spectrum systems and the pseudorandom frequency-hopping sequences used in frequency-hopping spread-spectrum systems, thereby permitting third parties to detect the hidden message signal. Further research has revealed that the chaotic and ultrawideband (UWB) noise waveforms are ideal solutions to combat detection and exploitation since the transmitted signals have unpredictable random-like behavior and do not possess repeatable features for signal identification purposes [7] [8] [9] .
Digital communication systems utilizing wideband carriers require a coherent reference for optimal data processing. This reference may be either locally generated or transmitted simultaneously with the data. The transmitted reference (TR) technique was initially explored as a means for establishing communication when there are critical unknown properties of the transmitted signal or channel [10, 11] . This scheme completely avoids the synchronization problem of locally generated reference systems but performance will be worse than the locally generated reference systems at the same signal-to-noise ratios (SNRs) because the noise-crossnoise term will appear at the output of correlator [12] .
The purpose of this new polarization diversity system is to be able to conceal a message from an adversary and to avoid jamming countermeasures while maintaining an acceptable performance level. A band-limited true Gaussian noise waveform is used to spread the signal's power into large bandwidth. Thus, an extremely large processing gain is achieved and the system can operate in a noisy and jammed channel. The primary reason of choosing the UWB noise waveform is because it provides covertness. In the time domain, the transmitted signal appears as unpolarized noise to the outside observer while the spectrum hides under the ambient noise in the frequency domain. However, the drawback of this noise modulated UWB TR system is the increased system complexity compared with the pulse-based UWB TR system introduced in [13, 14] . Since a continuous wave signal is used, the time separation structure introduced in [14] cannot be used because eight interference terms will be generated after the mixing process in our receiver. A solution is simultaneously transmitted the reference signal and message signal on orthogonal polarization channels and only three interference terms will be generated after mixing process. However, the system which may confront polarization mismatch will be discussed in Section 5, and the rotation angle between transmitter's and receiver's antenna needs to be estimates to compensate performance degrading causing by polarization mismatch. On the other hand, this noise modulated UWB TR system also requires adding extra circuit to alleviate BER degradation in multipath environment while the pulse-based UWB TR system can directly operate in multipath environment.
In our earlier publications, simulation results demonstrate that the noise modulated covert communication system maintains good performance in white Gaussian noise channels, and indoor experiments prove that the system can retrieve messages in interference-free channels [15, 16] . In this paper, a theoretical performance metric is derived and compared with simulations, for both singleuser and multiuser environments, that demonstrate the system's ability to operate in a noisy channel. We also present preliminary field test results with the baseband processing implemented in a software defined radio architecture that clearly validates that the system concepts.
RF SYSTEM OVERVIEW

Transmitter
The block diagram of the transmitter section of our secure communications system is shown in Figure 1(a) . A random noise generator generates a zero-mean band-limited Gaussian noise waveform. This Gaussian noise is passed through a bandpass filter. The bandpass filter ensures that the signal is confined within the 1-2-GHz operating frequency range with a 1.5-GHz center frequency. The output signal n(t) can be expressed as [17] n(t) = a(t) cos 2π f n t + θ(t) ,
where a(t) is a Rayleigh distributed random variable, θ(t) is a uniformly distributed random variable in the range [−π, π], and f n is the center frequency (1.5-GHz in our case) of the band-limited noise. This filtered noise is then fed to a power divider. One output of the power divider connects to a delay line with a predetermined and controllable delay t 1 .
The delayed signal is amplified and transmitted through a horizontally polarized antenna working as the reference. The reference can be mathematically represented as
Without knowledge of this specific delay time, a third party cannot recover the data even if they know that the message and reference are being transmitted. Furthermore, assigning different delay times to different users will allow multiple users to share the same channel at the same time.
A binary bit sequence m(t) is sent from the digital-toanalog converter of the field programmable gate array board to the mixer and is mixed with the 3-GHz (= f c ) carrier that is generated by a phase-locked oscillator. This narrow-band (3-GHz) modulated radio frequency (RF) message signal is used as the local oscillator of the single sideband up-converter and mixed with the filtered band-limited noise from the other output of the power divider. The single sideband upconverter can either select the upper sideband (centered at f c + f n ) or the lower sideband (centered at f c − f n ) of the mixing process. In our system, the lower sideband is selected. This noise-like signal is amplified and transmitted through a vertically polarized antenna which we denote as V (t). The amplifier gains are adjusted to equalize the transmit power levels at the two antennas. Clearly, the noise-like signal V (t) can be expressed as
By judiciously choosing f c = 2 f n , we ensure that the lower sideband signal V (t) is located over the same frequency range as H(t). Thus, the dispersive effects caused by the atmosphere and other factors are significantly reduced since both polarization channels operate over the same frequency band. It is evident that the spread spectrum process is accomplished within the single sideband up-converter, and this noise-like signal contains the message that we wish to transmit covertly. Since m(t) is either +1 or −1, the statistical properties of V (t) should be the same as a zero-mean band-limited Gaussian random variable. From Figure 2 , we confirm that the spectrum of V (t) is indeed flat over the band and presents unpredictable behavior in the time domain.
If H(t k ) and V (t k ) are the instantaneous magnitudes of the electromagnetic fields in the horizontal and vertical polarization channels at time t k , respectively, then the instantaneous amplitude E(t k ) and the instantaneous polarization angle φ(t k ) (with respect to the vertical) of the composite transmitted wave are, respectively, given by
Clearly, the instantaneous amplitude and polarization angle of the transmitted composite electromagnetic wave are also random variables. Figure 3 shows the simulation results of the amplitude and phase plot for the composite electromagnetic wave. Since the polarization angle is random, the Jack Chuang et al. composite transmitted signal appears totally unpolarized to any outside observer. Unlike single carrier communication systems, the samples of our RF signals have aperiodic random behavior. It is therefore very difficult for a third party to recognize that there is a message propagating in the air since the waveform appears as unpolarized noise, thereby providing the covertness feature.
Receiver
The block diagram of the receiver section is shown in Figure 1(b) . For short-range (less than 5 km) and low frequency (less than 20 GHz) applications, we can assume that the amplitude and phase factors are the same for both polarization channels, since they are specifically designed so as to operate over the same frequency band. The received signals V (t) and H(t) for the vertically and horizontally polarized channels, respectively, are given by
where A is the attenuation factor (0 ≤ A ≤ 1) causing by propagation and f d is Doppler shift due to moving transmitter or receiver. In general, A can be considered as constant when the distance between transmitter and receiver is small (a few km) under clear atmospheric conditions but will be a frequency-dependent when the distance becomes larger or unfavorable atmospheric conditions, such as heavy rain exists [18] . The performance will indeed degrade when the spectrum of received signal is not flat [15] . To overcome this problem, the communication link should ideally estimate attenuation information based on local climatology and compensate for it at the transmitter, especially when the system is used for operation over large distances. Without loss of generality, therefore, we assume that A = 1. We also assume perfect carrier synchronization at receiver side, and therefore f d can be considered to be zero without affecting the following analysis. The V (t) signal is amplified and passed through a delay line with the exact same delay time t 1 as introduced in the transmitter (for the horizontal channel). It is then mixed with the H(t) signal in the mixer, which acts as a correlator. This brings the two channels in synchronization. If this delay does not exactly match the corresponding transmit delay, no message can be extracted from the mixed signal. Only a friendly receiver knows the exact value of this delay, and thus an unfriendly receiver will not be able to perform the proper correlation to decode the hidden message.
The mixed output signal r(t), caused by mixing (i.e., multiplying) V (t − t 1 ) and H(t), containing both the sum frequency signal s(t) and the difference frequency signal d(t) can be expressed as
The difference frequency output containing the random phase term can be regarded primarily as low-frequency interference which can be eliminated by filtering. However, the sum frequency is always centered at f c = 2 f n and can be easily demodulated. The bandpass filter centered at f c following the first mixer in the receiver will capture the desired sum frequency signal while discarding the lowfrequency interference. The filtered RF signal is mixed with the output of an oscillator at f c (3 GHz in our system) in order to strip off the carrier. The received baseband signal b(t) at the output of the low-pass filter is expressed as
where h(t) is filter impulse response. Since binary modulation is used and the a 2 (t − t 1 ) term is always positive, the transmitted bit sequence can be successfully retrieved from b(t).
SYSTEM PERFORMANCE MODELING
In wireless communications, the bit error rate (BER) is an important metric which is used to gauge and compare the system performance. Since this noise modulated covert communications system is a new architecture, the theoretical BER performance in an additive white Gaussian noise channel is derived and compared with simulation results in this section. Unlike other single-channel spread spectrum systems, the low-pass equivalent model can directly be used to model the system behavior in the Gaussian channel.
The spreading and dispreading process of our system is accomplished at the RF front-end. The noise floor at the antenna output is not the same as that at the output of the first mixer, and the noise terms within the system are generated by mixing of two zero mean independent Gaussian random variables. Thus, the system behavior needs to be modeled based upon the relationship between the SNR at the output of receiver antenna and the probability of bit error. In this section, we will demonstrate that the mixed noise can be approximated as Gaussian after passing through a narrowband filter, and the BER equation can be expressed using the Q-function. The bandwidths of the signal, antenna, low-pass filter, and the SNR at the output of receiver's antenna are the parameters which dominate the BER when the bit rate is fixed.
To simplify the analysis, we assume that the delay term t 1 is set to zero in both the transmitter and the receiver. This simplification will not affect the BER analysis. In an additive white Gaussian noise channel, the actual received signal from the vertically polarized antenna V (t) and the horizontally polarized antenna H(t) can be written, respectively, as
The n V (t) and n H (t) terms are independent zero-mean band-limited Gaussian noise in the vertical and horizontal polarization channels, and these terms are also independent of V (t) and H(t). Their analytical forms are similar to n(t) as shown in (1) , that is,
where a V ,H and θ V ,H are the polarization dependent random Rayleigh-distributed amplitude and uniformly-distributed phase terms, respectively. The power of n V (t) and n H (t) is equal to their variance since they are zero-mean random variables and these are denoted as σ 2 V and σ 2 H , respectively. We further assume that the powers of V (t) and H(t), both of which are zero-mean band-limited Gaussian processes, are the same, and each is denoted as σ , respectively, and are denoted as SNR V and SNR H . In reality, the bandwidth of V (t) is slightly greater than that of H(t) due to the modulation m(t) induced on it. However, the bandwidth of m(t) is very small compared with H(t). We assume that the signal bandwidth of V (t) and H(t) (hence the bandwidth of V (t) and H(t)) is B S , and that the bandwidth of n V (t) and n H (t) is B n (equal to the receive antenna bandwidth). Usually, B S is almost the same as B n in order to avoid receiving additional interference.
Down the receiver chain, the noisy signals V (t − t 1 ) = V (t) and H(t) are mixed together, and the mixed signal S(t) contains the desired signal term V (t) H(t) (first term below) and three interference cross-terms given by
In the real system implementation, the bandpass filter is used to capture just the sum frequency signal centered at f c (3 GHz) containing the information message, while discarding all difference frequency signals contained in S(t) is discarded as noise. Let BPF(x(t)) denote the bandpass filtered output of the signal x(t). The bandpass filtered noise signals are denoted as n 1 (t), n 2 (t), and n 3 (t), where
, and n 3 (t) = BPF(n H (t)n V (t)). Generally, the probability density function of the noise needs to be found in order to calculate the BER. Since the probability density function of the product of two independent zero-mean normal distributions is approximated by a modified Bessel function of the second kind, the closed form probability density function for the sum n 1 (t) + n 2 (t) + n 3 (t) is extremely difficult to derive. Because the bandwidth of filtered noise is much smaller than before filtering, the noise spectrum following the filter is relatively flat compared to the sum frequency noise. Thus, we can approximate the filtered noise as a Gaussian variable. For convenience, we assume that the bandwidth of the bandpass filter is twice that of the low-pass filter following the second down-conversion, since the low-pass filter is the key component dominating the received noise spectrum before the decision circuit. Later in this section, we will compare the theoretical results with simulation results to show that our derivation by applying this assumption also works when the bandwidth of bandpass filter is much greater than bandwidth of low-pass filter. Based on our simulation analysis, a cumulative distribution function comparison between n 1 (t) (a representative interference term) and a zero-mean band-limited Gaussian with the same power and frequency range is shown in Figure 4 . In the simulation, the bandwidth of bandpass filter is 40 MHz (B L = 20 MHz), the bandwidth of signal B S is 970 MHz, and the bandwidth of the channel noise B n is 980 MHz. We note that the two cumulative distribution function plots are very close. Thus, these results validate our assumption that the filtered sum frequency noise terms can be approximated as Gaussian.
After realizing that the filtered noise terms can be approximated as Gaussians, their means and variances need to be found for calculating the BER. The mean value of n 1 (t) is found as zero, as seen from
where h(τ) is impulse response of bandpass filter [19] . Similarly, the mean values of n 2 (t) and n 3 (t) are both zero.
The next step is to calculate the variance of the filtered noise, which is equal to its power. Clearly, the power of n 1 (t), n 2 (t), and n 3 (t) can be calculated by integrating the power spectrum of the sum frequency noise of n V (t) H(t), n H (t) V (t), and n V (t)n H (t) within the bandpass filter frequency range. Let the power spectral density of the sum frequency noise of n V (t) H(t) be denoted as S nV H ( f ). The average power of the sum frequency noise needs to be found first in order to find the mathematical expression for S nV H ( f ). We know that for a given ergodic random process x(t), its autocorrelation function R xx (τ) and its power spectral density S x ( f ) form a Fourier transform pair, that is, R xx (τ) ↔ S x ( f ). Furthermore, the average power of such a random process is the value of the autocorrelation function at zero lag, that is, equal to R xx (0).
The sum frequency noise of n V (t) H(t), noting that t 1 = 0, can be expressed as
The average power of N 1 (t) can be determined from its autocorrelation function with the lag τ set equal to zero and can be expressed as
Recognizing that a(t) and a V (t) are independent Rayleigh distributed random variables. Furthermore, the kth moment of a Rayleigh distributed random variable x is noted as [19] 
Thus, the value of the corresponding power spectral density of the sum frequency noise S nV H ( f ) integrated over frequency is 0.5σ 2 S σ 2 V . Since the sum frequency noise n V (t) H(t) is the product of two band-limited rectangular spectra centered at f n = f c /2 with bandwidths B n and B S (B S ≈ B n ), respectively, S nV , H ( f ) has an isosceles triangle shape centered also at f c with an overall bandwidth equal to B n + B S . Therefore, S nV , H ( f ) can be expressed as
The power of n 1 (t) contained within the low-pass filter bandwidth B L can be finally found from
where G 1 is given by
In a similar manner, n 2 (t) and n 3 (t) can be derived as 0.5G 1 σ 
The summation of n 1 (t), n 2 (t), and n 3 (t), representing the total interference component, is also a zero-mean bandlimited Gaussian random variable and we denote it as n(t). The variance of n(t) is equal to its average power and is given by var(n) = var n 1 + var n 2 + var n 3 + cov n 1 , n 2 + cov n 1 , n 3 + cov n 2 , n 3 .
Since n 1 (t), n 2 (t), and n 3 (t) are uncorrelated zero-mean Gaussian distributions, the covariance terms are zero, and therefore, the interference power is obtained as
The n(t) term is mixed with the 3-GHz carrier and down to the baseband with a power that is equal to 0.125(G 1 σ
Since the baseband noise is zero-mean Gaussian and binary modulation is used, the BER equation for the optimal receiver can be expressed by the Q-function with two parameters: the spectrum magnitude of the noise (N 0 ) and the bit energy (E b ) [20, 21] . From (7), when there is no low-pass filter truncating the signal spectrum, the average power of received baseband signal can be found using the fourth moment of a(t) and is shown to be
Since the a 2 (t) term in (7) will spread out the baseband signal power over a frequency range wider than the lowpass filter bandwidth, the low-pass filter at the receiver will truncate the signal spectrum, and the received power will be lower than the value obtained in (22) . Therefore, the bit energy at the output of low-pass filter can be expressed as 0.5ρσ 4 S T b when bit duration time is T b . The ρ is the power loss factor due to the filtering, defined as the ratio between the truncated baseband signal power after the low-pass filter to the untruncated baseband signal. Clearly, the loss factor satisfies 0 ≤ ρ ≤ 1. From above discussion, the BER of the noise modulated covert communication system with a twosided spectrum can be mathematically expressed as
The well-known Q(x) function is shown below for reference as
Equation (23) can be also expressed using SNR V and SNR H as follows:
A full system simulation in an additive white Gaussian noise channel was done to validate the theoretical results in (25), and the results are shown in Figures 5 and 6 . In the simulation, both the SNR V and the SNR H terms are equal, and the bandwidth of the antenna is 10 MHz wider than the bandwidth of the transmitted signal in order to avoid truncation of the wider spectrum caused by the modulation. The bandpass filter has a bandwidth of 100 MHz and is centered at 3 GHz. In Figure 5 , a low-pass filter bandwidth of 10 MHz is used for the simulation. The value of ρ depends on the bit rate and the low-pass filter bandwidth. From our independent simulation result, for a bit rate of 5 Mbps, the value of ρ was determined to be approximately 0.487 when the transmitted signal bandwidth is 970 MHz and approximately 0.5 when the transmitted signal bandwidth is 500 MHz. In Figure 6 , the low-pass filter bandwidth is 20 MHz, and the signal bandwidth is 970 MHz bandwidth in the simulation. The value of ρ was determined to be 0.49, 0.5, and 0.518 when the bit rate is 10 Mbps, 5 Mbps, and 2 Mbps, respectively. From Figures 5 and 6 , we note that the maximum deviation between the simulation results and theoretical results is 0.5 dB. Thus, the system behavior of this ultrawideband communication system is properly modeled. As the bandwidth of V (t) and H(t) is increased, the noise power will be dispersed into larger frequency ranges after the mixing process, and the system performance will improve because the processing gain will increase.
MULTIUSER MODELING
In a multiuser environment, each user uses the same channel but is assigned a different delay. The receiver contains a switchable delay bank between the vertical polarization antenna and the first mixer to select a particular user. If σ 2 i is the signal power of V i (t) and H i (t) corresponding to the ith user, the received signals in the vertically and horizontally polarized antennas in an additive white Gaussian noise channel are given by
when there are N users in the channel. The t i term in (27) is the specific delay time assigned to the ith user, and the receiver already knows this information. Since the output signals of different noise generators are independent of each other, the V i (t) terms are independent to each other and so are the H i (t) terms. For any user who wants to receive the message from the ith user, the delay line with the delay t i between vertical polarization antenna and the first mixer in the receiver is activated. Then, the signal at the output of the first mixer can be written as
The second term in (28) can be considered as interference and its characteristics are similar to the third and fourth terms when the difference between each t i term is large enough. Thus, the sum frequency signal in (28) contains N 2 − 1 interference terms with bandwidth 2B S , 2N interference terms with bandwidth B S + B n , and one interference term with bandwidth 2B n . All the interference terms are centered at f c . Using the same method that was used to derive the BER for the single-user environment, the BER equation for N users in the additive white Gaussian noise channel can be mathematically expressed as where
(30)
The G 1 and G 2 terms are shown in (18) and (19) , respectively, and G 3 is given by
In our simulation, we assume that each user has the same power, in which case, (29) reduces to
where
The bit rate is 5 Mbps, and the bandwidth of antenna and the signal is 980 MHz and 970 MHz, respectively. The simulation results are shown in Figure 7 from which we note that the deviation between the simulation results and theoretical results is less than 0.5 dB. As the number of users increases, the noise floor also increases and the BER degrades.
COMPREHENSIVE EXPERIMENTAL RESULTS
As a test of the noise modulated covert communication system functionality, comprehensive tests were performed. A Lyrtech field programmable gate array board samples the audio wave and translates it into binary bit stream. This bit stream is interpreted as +/-voltage by the digital to analog converter and is mixed with a 3-GHz carrier as radio frequency modulated signal. At the transmitter, a 1-2-GHz noise source is used. The noise source is connected to a 1.2-1.8-GHz bandpass filter and then to a power divider. The RF modulated signal and filtered noise are sent to a single sideband up-converter, and then the lower sideband is chosen as the transmitted signal in the vertical channel. The antennas used at the transmitter and receiver are dual linear horn antennas. At the receiver side, the 40-dB gain limitingamplifiers are connected after the antennas in order to drive the mixer in the square-low region. A 2.9-3.1-GHz bandpass filter and two 14-dB gain amplifiers are connected after the mixer at the receiver. The output of the amplifier is connected to the second mixer, and then to a 1.9-MHz bandwidth low-pass filter. The low-pass filter is connected to another Lyrtech board, and the audio is recovered. In the experiment, the system is placed in the open field with grass terrain and the distance between the transmitter and receiver is 30 meters. An additional 10-dB attenuator is added to imitate a distance of 94 meters. Since the carrier synchronization loop is not built in the receiver, an Agilent E4438C vector signal generator is used as a common frequency source. The experimental setup and system implementation are shown in Figure 8 .
All the baseband signal processing is implemented on Lyrtech SignalWAVe DSP/FPGA development boards. Using Xilinx ISE 7.0 and the Xilinx and Lyrtech blocksets, the baseband signal processing was designed in the Simulink environment and then loaded into the Lyrtech board. The transmitter design is shown in Figure 9 (a). An audio signal is sampled by the audio codec with sample frequency approximately equal to 3.85 kHz and then quantized into a 14-bit frame. The 14-bit header [1,0,1,1,1,0,1,0,1,0,0,0,0] is inserted between every 7000 data frames and then the bit stream with the header is sent to the digital-to-analog converter where bit-1 and bit-0 are represented as +/-voltages. The receiver baseband signal processing design is shown in Figure 9 (b). At the output of the low-pass filter, hard decisions are made by taking the sign (output 1 or −1) of the incoming samples. The resulting sequence is passed through the framing and timing synchronization circuits to ensure that the serial to parallel block is activated at the proper times and then the received data frame is transformed back into the original sample values and the audio can be recovered.
At the receiver side, the received signals at the output of vertical polarization antenna and horizontal polarization antenna are at power levels of −56 dBm and −57 dBm, respectively. The Agilent DSO-80804B oscilloscope is used to record the received V (t), a plot of which is shown in Figure 10 . Our signal does show random behavior in the time domain and flat spectrum in the frequency domain. The spectrum is not perfectly flat because the conversion loss of the single sideband up-converter is not entirely constant over the 1.2-1.8-GHz band. The peaks around 900 MHz and 1900 MHz are caused by the cell phone signals, and the one around 1900 MHz is considered as interference because it will generate extra interference terms after the mixing process.
In the field test, the audio could be heard with good quality. Due to the unknown and uncertain delay caused by wiring and the propagation channel, it is difficult to directly compare the input and the output audio waveforms. By properly modifying the baseband signal processing design, the system will send a header continuously with a bit rate of approximately 110 Kbps. Thus, we can compare the sent and received bit streams in an ideal channel and a noisy channel. Figure 11 shows the transmitted bit stream (a) and the received bit stream (b) in the ideal channel. The waveform is recorded by the Agilent DSO-80804B oscilloscope at the output of the low-pass filter. We note that the ideal channel amplitude fluctuations, caused by the random a 2 (t) term, will not affect the decision for binary modulation. Figure 11 also shows the same bit stream being received in an additive white Gaussian noise channel (c) and a channel containing tone interference (d).
The zero crossings show up when the channel is not clean but the message can still be retrieved. Although not shown, when both tone interferences are located within the narrow frequency range (0.5 f c − B L < f < 0.5 f c + B L ) in the low-SIR channel, the bit stream is ruined because of high-power tone interference at the output of low-pass filter generated by the sum frequency signal of the tone interference in the V-channel mixed with the tone interference in H-channel. Usually, this problem can be solved by adding a digital filter in the baseband signal processing design.
In practice, polarization mismatch may occur between transmitter and receiver antennas and this is an important factor that will affect system performance. When the antennas at either end are not perfectly aligned, there will exist a rotation angle between the antenna axes at either end. Thus, each polarization channel at the receiver side not only receives the desired received signal but also the leakage from the orthogonal polarization component. The signals that send from V-channel and H-channel to the first mixer at the receiver side can then be expressed as
where t 1 is the delay time of the delay line (t 1 B
−1
S in the system implementation), β H(t − 2t 1 ) is the received leakage from the transmit H-channel into the receive V-channel, and β V (t) is the received leakage from the transmit V-channel into the received H-channel. The terms α and β are the square root of polarization loss factor with value depending on the rotation angle. They are within the range [0, 1] and α 2 + β 2 = 1 [22] . For perfect antenna alignment, α = 1 and β = 0, and there is no polarization leakage.
As the rotation angle increases, the value of β increases while the value of α decreases. When the rotation angle is 45 degrees, α = β = √ 0.5. The worst case occurs at a rotation angle of 90 degrees because the power of desired received signal is zero and no message can be extracted from the 
and G 1 , G 2 , G 3 are as shown in (18), (19) , and (31). Comparing (35) with (23), nonperfect antenna alignment will degrade system performance because it generates extra interference terms and decreases the power of desired received signal. A method for measuring the rotation angle is to send a pilot tone from one of the dual-polarization channels and use the power ratio between received V-channel signal and received H-channel signal to determine the rotation angle.
To simplify the structure, better estimation technique should be developed for measuring rotation angle without using a pilot.
CONCLUSIONS
A spread spectrum technique using noise-modulated waveforms is proposed for covert communications. The featureless characteristics of the transmitted waveform in the noise modulated covert communication system ensure the security of communications. By using a band-limited true Gaussian noise waveform to spread the signal's power into a large bandwidth, an extremely large processing gain is achieved and the system can operate very well in a low SNR or SIR channel. Based on our current research, the "cross-multiplication" method could alleviate performance degradation caused by multipath. The underlying concept of this method is to synchronize the nth path in the V-channel with the mth path in the H-channel instead of directly synchronizing the received V-channel and Hchannel signals. Without considering system complexity, combining a pseudonoise sequence with our method can show better performance than a RAKE receiver since more diversity can be used. For example, if each channel contains N multipath terms, there are N diversity that can be used by the RAKE receiver but N 2 diversity can be used by our method.
The performance of this noise modulated covert communication system in a single and multiuser environment is properly modeled and compared with simulations. The bandwidth of the transmitted signal and antenna controls the BER performance when the SNR at the output of antenna and bit rate is fixed. The field tests demonstrate that the concept can be realized, and the system can operate in an additive white Gaussian noise channel with negative SNR.
