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Abstract
Relay techniques have the potential to enhance capacity and coverage of a
wireless network. Due to rapidly increasing number of smart phone sub-
scribers and high demand for data intensive multimedia applications, the
useful radio spectrum is becoming a scarce resource. For this reason, two
way relay network and cognitive radio technologies are required for better
utilization of radio spectrum. Compared to the conventional one way relay
network, both the uplink and the downlink can be served simultaneously
using a two way relay network. Hence the eective bandwidth eciency
is considered to be one time slot per transmission. Cognitive networks are
wireless networks that consist of dierent types of users, a primary user
(PU, the primary license holder of a spectrum band) and secondary users
(SU, cognitive radios that opportunistically access the PU spectrum). The
secondary users can access the spectrum of the licensed user provided they
do not harmfully aect to the primary user. In this thesis, various resource
allocation and optimization techniques have been investigated for wireless
relay and cognitive radio networks.
The rst contribution, consists of an optimization technique for the
use of two way relays to forward signals and perform spatial multiplexing.
The problem has been formulated using a Semidenite Programming (SDP)
framework that can be solved using interior point methods. Also, we extend
the SDP technique to a two way asynchronous relay network, which utilizes
the lter-based relays to overcome inter-symbol interference and enhance the
signal to interference-plus-noise ratio (SINR). The simulation results indi-
cate that the proposed two-way-relay technique has the ability to enhance
the spectrum eciency and lter-based relays can eectively mitigate the
interference and reduce the bit error rate (BER) of signal transmission.
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The second contribution is the proposal of a minimum mean square error
(MMSE) based design technique for a two way relay network that serves
multiple peer-to-peer users. The algorithm aims at minimizing the sum of
the mean square errors associated with the retrieval of symbols at multiple
destinations subject to a total transmission power constraint at the relays.
The problem is solved using a Lagrangian formulation of the constrained
optimization problem. Through certain mathematical manipulations of the
optimization problem, we suggest a method to choose the optimum Lagrange
multiplier that enables full use of the transmission power at the relay.
The third contribution is on a power allocation technique for an orthog-
onal frequency division multiplexing (OFDM)-based cognitive radio wireless
relay network. In particular, the sum rate maximization problem for the SU
network subject to constant total power and interference leakage constraints
is considered. This multiple-constraint maximization problem is transformed
into an equivalent single constraint problem using two auxiliary variables.
Simulation results demonstrate the convergence of the algorithm and the
satisfaction of multiple constraints.
Finally the third contribution has been extended to a Multiple-Input
Multiple-Output (MIMO)-OFDM based multiple user wireless relay net-
work. The aim is to maximize the capacity of the wireless relay network
whist satisfying the total transmission power budget.
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Chapter 1
INTRODUCTION
1.1 Evolution of Wireless Communication Systems
Wireless communication has become one of the most irreplaceable areas in
the communication eld today, and it has been advancing at an incredible
speed over the last decades. Wireless local area network (WLAN) is one of
the most important and successful wireless communication applications, and
because of the high-speed data transmission and simplicity of installation, it
has become very popular in the home, university and commercial districts
oering wireless access to customers.
The federal communications commission (FCC) authorized the public use
of the Industrial, Scientic, and Medical (ISM) frequency bands for wireless
LAN products to enable the commercial development of wireless LANs in
1985. The ISM bands are all unlicensed, and located at 900 MHz, 2.4 GHz
and 5.8 GHz, and the Unlicensed National Information Infrastructure (U-
NII) band at 5 GHz. Due to the unlicensed spectrum, dierent systems can
operate in these bands; however, they must tolerate any interference from
other ISM equipments. And for the same reason, the ISM band is also very
absorbing to wireless LAN users.
Institute of Electrical and Electronic Engineering (IEEE) 802.11 is a
set of standard to realize WLAN communication, in which the 802.11a and
802.11b protocols dene the most popular original standard in order to sat-
isfy the requirement of high data rate on limited channel bandwidth. Build-
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ing upon previous 802.11 standards, new standards are evolved to meet
dierent demand. For example, 802.11e is a wireless standard that supports
LAN by dening the Quality of Service (QoS), and it is an enhancement
to the 802.11a and 802.11b WLAN specications; Multiple-Input Multiple-
Output (MIMO) has been included in the 802.11n standards, which support
for wider channels and beamforming abilities to achieve higher data through-
put. Thanks for the help of these standards, WLAN is being used widely
with low cost and easy fast access.
The mobile communication develops and evolves rapidly. The rst gen-
eration (1G) of wireless data modems was exploited in the early 1980's by
amateur communication groups, which was based on the analogue system.
It works within the 26 MHz spectrum of the 900 MHz ISM band employ-
ing direct sequence spread spectrum and the data rate is approximately 1-2
Mbps, therefore, the focus is on the service of voice information. Advanced
Mobile Phone System (AMPS), Nordic Mobile Telephone (NMT), and Total
Access Communication System (TACS) are mobile phone system standards
based on analog technology in the rst generation (1G).
The second generation (2G) telecommunication networks were commer-
cially launched in the early 1990s in Europe. They can be divided into
Time Division Multiple Access (TDMA)-based and Code Division Multiple
Access (CDMA)-based techniques. TDMA divide transmission of signals
to various users into time slots and CDMA allocates each user a special
code to communicate over a multiplex physical channel. 2G was launched
on the Global System for Mobile communications (GSM) standard. GSM
uses digital modulation for improved audio quality and oers the customers
with voice and limited data services, such as Short Message Service (SMS).
This also brought signicant benet to users as digital technology requires
substantially low battery power consumption and yields unprecedented im-
provement in the quality of services. After that, 2.5G was introduced by
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applying General Packet Radio Service (GPRS). It provides moderate-speed
data transfer, by using unused TDMA channels in, for example, the GSM
system. GPRS was able to send and receive data at the speed of 56 - 115
kbps.
The third generation (3G) mobile telecommunications technology pro-
vides even much better performance. Thanks for the result of ground-
breaking research and development carried out by the International Telecom-
munication Union (ITU), 3G technology is still used nowadays. Dierent
countries employ dierent 3G standards such as Wideband Code Division
Multiple Access (WCDMA), Time Division-Synchronous Code Division Mul-
tiple Access (TD-SCDMA), Worldwide Interoperability for Microwave Ac-
cess (WiMAX) and CDMA2000 including CDMA2000 1x, CDMA2000 3x,
CDMA2000 Evolution-Date Optimised (EV-DO) and CDMA2000 Evolution-
Date/Voice (EV-DV). 3G provides an information transfer rate of at least
200 kbit/s, and because of that, it can support the service of wireless voice
telephony, mobile internet access, xed wireless internet access, video calls
and mobile TV. However, 3G performance may not be sucient to meet
needs of emerging high performance services like multi-media, full motion
video and teleconferecencing, which appeals a new generation of technologies
with higher performance.
As a successor of 3G standards, the fourth generation (4G) of mobile
telecommunications technology has been researched and applied. 4G tech-
nologies include the 802.16e mobile WiMax, High Capacity-Spatial Division
Multiple Access (HC-SDMA), and Long Term Evolution (LTE). It provides
much higher data rate and streaming media, ranging from the Ethernet-
grade 100Mbps between any two points in the world to 1Gbps, if the cus-
tomers are in comparatively xed positions. Otherwise, much wider band-
width, coverage and range can be increased with a lower cost. Due to good
QoS, people can enjoy the high-quality media services like gaming services,
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high-denition (HD) mobile TV, video conferencing, 3D television, and many
more.
In 4G, transmission techniques such as MIMO, OFDM and Orthogonal
Frequency Division Multiple Access (OFDMA) are the key features, which is
also the focus of this thesis. MIMO uses multiple antennas at both the trans-
mitter and the receiver to realize the spatial diversity gain and to increase
the reliability of the wireless link. MIMO is an important part of modern
wireless communication standards such as IEEE 802.11n (Wi-Fi), 3rd Gen-
eration Partnership Project (3GPP), Long Term Evolution and WiMAX.
On the other hand, OFDM technique splits the radio spectrum into multiple
smaller narrowband channels enabling simultaneous transmission of multiple
streams of data to users. OFDMA is a form of OFDM for user multiplexing.
These technologies within the context of relay networks are investigated in
this thesis.
1.2 Development of Wireless Techniques
The use of relay in wireless network improves the performance such as the
throughput, data rate and coverage. Relay techniques have been treated as
one of the most important standardization process for the next-generation
(4G) mobile broadcast communication systems. These communication sys-
tems include the 3GPP LTE-Advanced [2], IEEE 802.16j, and IEEE 802.16m.
Dierent global standards of WiMAX adopt relay communication, es-
pecially the rst-mile/last-mile broadband wireless access in big cities, and
backhaul services for voice/data communication. WiMAX has become one
of the 3G standards in 2007, and the relay-based multihop technique has
been developed by the 802.16j working group.
There are three possible relay schemes, namely amplify and forward (AF)
[3, 4], decode and forward (DF) [5, 6], and compress and forward (CF) [7, 8]
Section 1.2. Development of Wireless Techniques 5
strategies.
In the AF scheme (analog repeaters) the symbols are amplied and re-
transmitted by the relay nodes. In this scheme, the relay link fading and ad-
ditive receiver noise could deteriorate the received signal. In the DF scheme
(digital repeaters or layer 2 relays) the received signal is demodulated and
decoded by the relay before retransmission. In this situation, the additional
degradation is not contained in the forwarded signal, but only symbol er-
rors resulting from it. The CF strategy allows the relay station to compress
the received signal from the source node and forwards it to the destination
without decoding the signal.
Relays can be also consist of multiple antennas providing spatial diversity
for transmission and reception. The advantages of relay networks can be
summarized as follows:
1.) Extension of coverage: Relay network supports the wireless com-
munications in relatively complex terrains and buildings. Base stations in
subway or areas under shadow of big buildings may employ relay nodes to
assist transmission.
2.) Improvement in the capacity: Relay network provides more than one
paths for communicating the symbols. The purpose is to transmit the same
data at the same time, thorough relays which could provide spatial diversity
increasing the system capacity.
3.) Reduction of transmit power: With the increasing number of users,
base station cannot transmit signal eectively to each destination because it
will require very high power to ensure QoS to overcome the attenuation in the
transmission channel. The excessive power will introduce undue interference
in the network. Relay nodes can help BS to disperse most of the transmit
power, which will improve the capacity indirectly and enhance frequency
re-usage.
4.) Low deployment cost. Compared to the deployment of a base station,
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the cost of relay deployment is relatively low. Hence, the coverage can be
enhanced without signicant additional investment.
1.3 Motivation for Cognitive Radio Techniques
The spectrum is considered as one of the most important optimization pa-
rameters in wireless networks. Fig.1.1 shows the distribution of spectrum
occupancy in Europe. These bands are lling up very fast, and most of these
radio spectrums have already been licensed. As seen, the spectrum region
between 5150 MHz and 5350 MHz, as well as that between 5470 MHz to
5850 MHz can be used for WLAN. It can be seen that in the same region of
spectrum for WLAN, there are two other network services appear and share
the frequencies. The most of the spectrum bands have been licensed, and
the unlicensed ones will also be lled up soon resulting in spectrum scarcity.
Figure 1.1. The mobile spectrum in Europe [1].
The government agencies restraint the right of licensing spectrum re-
sources who implement a nation's rights in spectrum usage, for example,
by the U.K. Oce of Communications (Ofcom), by the FCC of the United
States, or by Germany's Bundesnetzagentur (BNetzA), and the others. This
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conservative approach of licensing spectrum exclusively for dierent opera-
tors and services is inecient. It is reected in a recent survey of spectrum
utilization made by the FCC [17], which shows that, for example, maximum
total spectrum occupancy is only 13.1% from 30 MHz to 3 GHz in the spec-
trum measurement taken in New York City. The same situation appears
in the most crowded area of downtown Washington, D.C.. The occupancy
of frequency bands is less than 35% of the radio spectrum below 3 GHz.
Ways of enhancing the spectrum utilization is a very hot research topic, in
particular within the context that the spectrum usage varies continually in
time, frequency and geographic locations.
Cognitive radio is considered as one of the most eective techniques to
improve the electromagnetic radio spectrum utilization [9{12]. The idea of
\cognitive radio" was rst oered by Joseph Mitola in a seminar at KTH
in 1998 [13], which was later published in 1999. Mitola presented it based
on a new language called the Radio Knowledge Representation Language
(RKRL). A cognitive radio could develop the exibility of personal wireless
services.
Cognitive radios have the ability to sense radio spectrum for spectrum
holes and transmit signals through the spectrum that is not occupied. The
denition of \spectrum hole" can be presented as [14]:\A spectrum hole is a
band of frequencies assigned to the primary user, but, at a particular time
and specic geographic location, the band is not being utilized by that user".
Spectrum utilization can be enhanced signicantly if the secondary user (who
is not been serviced) can employ the \spectrum hole" which has been made
vacant by the primary user at the right location and the time in question.
Cognitive radio, inclusive of software-dened radio, has been projected as
the means to encourage the ecient use of the spectrum by exploiting the
existence of spectrum holes. Other possible arrangement in cognitive radio
is to enable the SUs to use the spectrum provided the interference due to SU
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transmissions do not harmfully aect the PU receivers. This arrangement is
considered as part of the relay technique proposed in the thesis.
1.4 Thesis Outline
Spatial multiplexing techniques and adaptive resource allocation techniques
signicantly enhance the spectrum utilization. The techniques developed for
conventional wireless networks cannot be directly applied to a cognitive radio
relay network due to the additional interference constraints on the primary
users. Hence the work in this thesis mainly focuses on performing spatial
multiplexing using two way relay network and the resource allocation tech-
niques for cognitive radio networks using various mathematical optimization
techniques.
The Chapter 2 provides a survey on various resource allocation tech-
niques used in conventional wireless networks. Initially, multi-carrier mod-
ulation technique, which is the basis of OFDM and OFDMA techniques is
discussed. Following on from this, static and adaptive resource allocation
techniques for wireless networks are described. Multiple antenna techniques
such as beamforming and spatial multiplexing are also discussed briey. Fi-
nally, relay network is introduced and cognitive radio techniques are sur-
veyed.
The Chapter 3 briey introduces the fundamentals of convex optimiza-
tions, including denition of convex functions, convex sets problems. These
are the basis of the resource allocation techniques developed in this thesis.
The novel contributions in this thesis are covered in Chapters 4, 5, 6 and 7
as described below.
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Contribution Chapters
In Chapter 4, we have used two way relays to perform spatial multiplex-
ing for multiple transmitter-receiver pairs using a semidenite programming
(SDP) technique. The SDP formulation considered has the advantage of
using minimum possible transmission power while ensuring desired Signal
to Interference-plus-Noise Ratio (SINR) for each user is attained. The SDP
technique is extended to a two way asynchronous relay network, which uti-
lizes the lter-based relays to overcome inter-symbol interference. The sim-
ulation results indicate that the proposed two-way-relay technique enhances
the spectrum eciency and lter-based relays can eectively mitigate the
interference from the various users and decrease the BER. In Chapter 5,
we extend our earlier work on MMSE-based precoder design [15] to a two
way cooperative relay network. Single and multiple pairs of source and des-
tination are considered to demonstrate the potential of the two-way relay
networks for forwarding signals while performing spatial multiplexing. We
propose a new approach to determine the optimum signal scaling factor re-
quired to use all available transmission power at the relay though certain
manipulation in the Lagrangian formulation.
The focus of Chapter 6 is on a new resource allocation technique to
a cognitive radio wireless relay network consisting of transmissions from
the base station to a relay station and from the relay station to multiple
destinations. This optimization problem has both the sum power constraint
and the interference leakage constraint and is solved by combining multiple
constraints into a single constraint using auxiliary variables and by adapting
the auxiliary variables using a sub-gradient method.
In Chapter 7, a joint beamforming and power allocation technique to
maximize the total capacity of the whole network has been proposed. In
the MIMO transmission between BS and RS, Singular Value Decomposition
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(SVD) is utilized to design the transmit and receive beamforming vectors and
the power allocation is performed using waterlling algorithm. In the MISO
transmission between RS and multiple-users with single antenna, transmit
beamforming vectors are designed using BC-MAC duality. The waterlling
based power allocation at BS and the user power allocation at the RS needs
to be jointly optimized so that the sum rate of users should match the back-
haul BS-RS data throughput. We solved this problem using the Lagrangian
optimization.
Finally, conclusions are drawn in Chapter 8 together with a discussion
on possible future directions.
Chapter 2
RESOURCE ALLOCATION
TECHNIQUES FOR
WIRELESS
COMMUNICATION
NETWORKS
2.1 Introduction
The exponential growth of wireless communication systems has opened up
new challenges in the way in which communication network should be de-
signed and optimized. For wireless communication systems, one of the major
challenges is the increasing demand for spectral resources created by high
data rate services such as rich multimedia and interactive services. Vari-
ous resource allocation techniques have been proposed to utilize the scarce
resources eciently [10,16{20]. These techniques involve strategies and algo-
rithms for controlling transmission power, frequency allocation, modulation
scheme and channel coding. The main objective of the resource allocation
scheme is to make the best use of the scarce radio resources to increase
spectrum eciency as much as possible [21].
11
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In this chapter, multi-carrier modulation techniques as well as multi-
antenna techniques for general wireless communication system are intro-
duced. First OFDM technique is discussed, followed by beamforming tech-
niques, including receiver beamforming and transmitter beamforming. Spa-
tial multiplexing techniques can also improve the system performance against
fading. The MIMO OFDM is also studied. After that, the relay networks are
introduced, specically two way relay network and cooperative relay network
are discussed in details. Finally, the concept cognitive radio is produced for
high spectrum eciency.
Multi-carrier modulation technique is an attractive solution for providing
higher data throughput on limited bandwidth channels. The basic idea of
multi-carrier modulation is to divide the transmitted signal into many dier-
ent substreams, send over many dierent subchannels [16, 18, 22, 23]. Typ-
ically the subchannels are orthogonal under ideal propagation conditions.
The frequency selective wide band channel is converted into frequency non-
selective multiple subchannels, meaning the data stream modulated on each
sub-band is facing narrowband thus improving the system's performance.
Beamforming is a signal processing technique for directional signal trans-
mission and reception. By combining elements in a phased array, the sig-
nals at a particular angle experience constructive interference while others
experience destructive interference. Beamforming takes advantage of inter-
ference to change the directionality of the array thus improves the system's
performance [16, 24{26]. Spatial multiplexing technique is a transmission
technique in MIMO wireless communications to transmit and receive signal
using multiple antennas. The technique supports enhanced data throughput
even under conditions of interference, signal fading, and multipaths [27,28].
Relay transmission can enhance the reliability, increase the rate and save
the transmission power in a wireless network. There has been many works on
relay networks [15,24,26,29{43]. TwoWay Relay Network (TWRN) has been
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considered as a good way of saving the spectrum in the communications as
it signicantly reduces the spectral loss caused by the half-duplex constraint
in practical systems.
Cognitive radio is a form of wireless communications in which the avail-
ability of communication channels can be intelligently detected. This opti-
mizes the use of available radio-frequency (RF) spectrum while minimizing
interference to other users. White space has been introduced as an impor-
tant aspect of cognitive radio in which the unused spectrum in the television
frequencies are utilized [44,45].
2.2 Multi-Carrier Modulation Techniques
Multi-carrier modulation is a technique for data-transmission by dividing a
high-bit rate data stream into several parallel low bit-rate data streams and
using these low bit-rate data streams to modulate several carriers. The basic
idea of multi-carrier modulation is to divide the whole channel bandwidth
into a number of smaller frequency bands. The number of substreams is
chosen to make the symbol time on each substream much greater than the
delay spread of the channel or, equivalently, to make the substream band-
width less than the channel coherence bandwidth. This ensures that the
substreams will not experience signicant intersymbol interference (ISI).
Consider a linearly-modulated system with data rate R and passband
bandwidth B. The signal experiences frequency-selective fading, if the co-
herence bandwidth for the channel is assumed to be Bc < B. The basic
premise of multicarrier modulation is to break this wideband system into
N linearly-modulated subsystems in parallel, each with subchannel band-
width BN = B=N and data rate RN  R=N . For N suciently large, the
subchannel bandwidth BN = B=N << Bc, which ensures relatively at fad-
ing on each subchannel. This can be seen in the time domain: the symbol
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time TN of the modulated signal in each subchannel is proportional to the
subchannel bandwidth 1=BN . So BN << Bc implies that TN  1=BN >>
1=Bc  Tm, where Tm denotes the delay spread of the channel. Thus, if N
is suciently large, the symbol time is much bigger than the delay spread,
so each subchannel does not experience any ISI degradation.
There are lots of useful properties such as delay-spread tolerance and
spectrum eciency in multi-carrier modulation technique. OFDM is a multi-
carrier modulation technique with densely spaced subcarriers, that has gained
a lot of popularity among the broadband community in the last few years.
2.2.1 Introduction to OFDM
OFDM is a multi-channel modulation scheme employing Frequency Divi-
sion Multiplexing (FDM) of orthogonal subcarriers, each modulating a low
bit-rate digital stream, maintaining total data rates similar to conventional
single-carrier modulation schemes in the same bandwidth. Compared to
FDM, which divides the bandwidth into N non-overlapping frequency sub-
channels, OFDM divides the bandwidth into N overlapping (but orthogonal)
subcarriers using an Inverse Fast Fourier Transform (IFFT) block instead,
which can overcome the problem of bandwidth wastage (the value of N is a
power of 2). As seen in Fig 2.1, OFDM can save the bandwidth as compared
to FDM. This ensures that the carriers are spaced at the Nyquist minimum,
which in turn maximizes the bandwidth eciency. The orthogonality of
OFDM comes from the precise relationship between the subcarriers that
make up one OFDM symbol. In an OFDM system, each subcarrier has ex-
actly an integer number of cycles in a given T time interval. In other words,
the number of cycles between any two adjacent subcarriers diers exactly
by one. This implies that each subcarrier frequency is an integer multiple
of a base frequency (that is, f1 = f0, f2 = 2  f0, f3 = 3  f0, and so on).
These properties allow each subcarrier to be individually and independently
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Figure 2.1. Comparison of spectrum eciency between conventional
FDM and OFDM.
demodulated from any other adjacent subcarriers. Orthogonality between
each subcarrier is satised by
Z T
0
ej2fmte j2fntf(t)dt =
8><>:
0; m 6= n
T; m = n;
(2.2.1)
In order to maintain orthogonality in an OFDM system, we have to make
sure that
1
Ts
= f (2.2.2)
where f is the sub-carrier spacing and Ts is the symbol duration, as seen
in Fig. 2.2.
If N -point Inverse Discrete Fourier Transform (IDFT) (or FFT) is used,
the total bandwidth (in Hz) is W = Nf . An equivalent frequency domain
representation of Fig. 2.3 can be seen in Fig 2.4, in which we assume that
it is a 512-point FFT, the frequency of dierent signals f1 = f0 = 1Hz,
f2 = 2  f0 = 2Hz, f3 = 3  f0 = 3Hz, f4 = 4  f0 = 4Hz, respectively,
and the sampling frequency fs = 80Hz. Later an extended symbol period
is introduced which adds the duration of Cyclic Prex (CP) Tcp into symbol
duration Ts in order to eliminate the ISI from the previous symbol.
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Figure 2.2. OFDM signal consisting of several narrow sub-carriers.
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Figure 2.3. OFDM subcarrier in the time domain.
2.2.2 The Cyclic Prex
The robustness against delay spread is one of the main advantages of OFDM
over a single-carrier system. Channel delay spread causes ISI which causes
irreducible error oor, hence limiting the maximum data rate. Since symbol
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Figure 2.4. The equivalent frequency domain subcarrier representa-
tion of Fig. 2.3
duration of each subcarrier in OFDM is N times longer than that of a single
carrier system, OFDM is more robust to delay spread. However, OFDM
could still suer from ISI. CP can be used to avoid ISI. The use of CP allows
to represent the linear convolution of the channel impulse response in terms
of cyclic convolution. The length of CP is equal to or longer than maximum
channel delay spread. The extended OFDM symbol is showen in Fig. 2.5.
Figure 2.5. An OFDM symbol and cyclic prex.
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2.2.3 Matrix Representation of OFDM
In order to explain how the CP in OFDM can help to eliminate ISI, a matrix
representation is produced. We assume that the input symbols fsk(i)gNi=1
denote the transmit symbols for the kth OFDM block. N denotes the number
of OFDM subcarriers (the number of constellation symbols to be transmitted
in one OFDM block). An N -point IFFT is taken to get fxk(i)gNi=1 after
serial to parallel conversion of the input symbol stream. We add a cyclic
redundancy of length  (the number of CP samples) as a prex in such a
way that x(k)( i) = x(k)(N i) for i = 1; 2; : : : ;  in front of the rst symbol
xk(0).
The signal is then transmitted on a multipath channel with the Channel
Impulse Response (CIR) of the multipath channel of length L denoted by
the vector as
h = [h0 h1    hL]T 2 CL1:
The kth channel output symbol
yk =
h
yk0 y
k
1    ykN 1
iT 2 CN1
can be expressed using matrix notation in terms of the transmitted samples
xk(i) and noise vector k 2 CN1 as,
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where E = L      1 is the channel length exceeding the duration of
CP . We can see that the entities marked in red color appear only if CIR
length L exceeds the duration of CP, i.e. E > 0 and thereby contribute to
what is called ISI.
For the reason stated above, we consider the CP length to be greater than
CIR length, and with incorporation of CP property xk( i) = xk(N   i) for
i = 1; 2; : : : ; , the kth channel output symbol can be expressed as
As can be seen, by using long enough CP, the linear convolution of the
channel impulse response and the signal becomes cyclic convolution, and the
previous symbols will not aect the current one any more and ISI has been
eliminated. Since any IDFT and DFT matrix can diagonalize a circulant
matrix, IDFT at the transmitter and DFT at the receiver can diagonalize
the channel yielding orthogonal subcarrier for OFDM transmission.
2.2.4 Overview of OFDMA
Earlier OFDM has been used as a modulation scheme for wireless systems,
where all the subchannels of OFDM are assigned to a single user at any
given time (i.e., IEEE 802.11a/g). Later TDMA or FDMA has been used
with OFDM in order to support multiple users. This kind of static re-
source allocation cannot provide a good performance. Disadvantage of this
static resource allocation is that multi-user diversity is not exploited (i.e.,
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dierent users have dierent channel gains on same subchannel). OFDMA
has been developed to exploit the multi-user diversity where multiple users
are allowed to transmit simultaneously on dierent subchannels per OFDM
symbol. The probability that all users experience worst channel gain in a
particular subchannel is typically quite low. Hence, adaptive resource alloca-
tion algorithms can be developed to eciently allocate resources to multiple
users by exploiting the multi user diversity.
2.2.5 Resource allocation techniques
Adaptive resource allocation techniques allocate radio resources to various
users according to users channel gain and QoS requirements. The prob-
lem of assigning the subchannels and transmission power to dierent users
in an OFDMA system has been intensively studied over the past decade
(i.e., [46{51] and references therein). All of these studies can be divided
into two categories namely Margin Adaptive (MA) and Rate Adaptive (RA)
resource allocation problems [46{48]. The objective of the MA problem is
to minimize the total transmission power subject to users' individual data
rate constraint BER requirements. The objective of the RA is to maximize
system data throughput subject to a total transmission power constraint.
Various resource allocation techniques available for OFDMA can also be
used in cognitive radio networks to allocate radio resources to secondary
users while maintaining the interference leakage to the primary user below
a threshold. Various work proposed for cognitive radio networks based on
OFDMA technique and/or multiple antennas technique are reviewed as fol-
lows.
The OFDMA has been considered as one of the powerful techniques
for cognitive radio network due to its natural ability to use dierent por-
tions of the spectrum. The work in [20, 52] introduced the resource alloca-
tion technique used in OFDMA-based cognitive radio networks. The work
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in [52] proposed an adaptive radio resource allocation algorithm for a MIMO
OFDMA based uplink cognitive radio network with multiple secondary users
(SUs) and multiple primary users (PUs). The aim is to admit as many SUs
as possible in various subcarriers while ensuring interference is not leaked
to PUs. In [20], resource allocation problem has been considered for a mul-
tiuser OFDM-based cognitive radio system under a non-realtime (NRT) user
scheme. In this work, the user data rates have been maintained propor-
tionally while at the same time providing an improved system throughput.
In [53], power is allocated to each subchannel, by considering the received
interference as a fairness metric which has been solved using Lagrangian dual
function. Due to high computational complexity of determining optimal so-
lution for OFDMA based resource allocation problem, some low complexity
algorithms were proposed in [18, 54]. The work in [18, 54] considered a sin-
gle user cognitive radio network and maximized the cognitive radio network
throughput by allocating data bits to various subchannels, optimally.
The work in [55], presents a systematic method of distributed algorithms
for power control based on geometric-programming, which forms important
resource allocation technique for beamforming in chapter 7. Asymmetric
resource allocations for the temporal power in dierent time slots have been
proposed in the works of [56] and [43], respectively. In these works, La-
grangian optimization and the \waterlling" algorithm are utilized to de-
termine power allocations in dierent subchannels for OFDMA. These are
basis for the techniques proposed in chapters 6 and 7.
In this thesis, resource allocation for wireless network based on beam-
forming technique and spatial multiplexing technique is considered. Hence,
a brief description about beamforming technique, spatial multiplexing tech-
nique and resource allocation based on both these techniques are provided
in the following sections.
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2.3 Beamforming Techniques
Applications of beamforming can be found in many disciplines including
radars, sonars, and communications. It can be considered as a marriage
between antenna technology and digital technology. In communication sys-
tems, the duty of an antenna is to receive or transmit electromagnetic waves.
For beamforming, as can be seen in Fig. 2.6, there are several antennas be-
side each other.
Figure 2.6. The beamforming techniques.
Each antenna on its own is omni directional. By applying phase shifts
on the signals of each antenna and summing the results, a beam pattern can
be produced as a response to the total array of antennas. By changing the
phase or time delay of the signals the beam pattern can be steered toward
dierent directions and this is called beamforming. Beamforming is a signal
processing technique used in the physical layer of a communication network
to control the directionality of transmission or reception of a signal using
antenna array at the transmission or at the reception [57]. Beamforming
has many benets:
1. Higher SNR: The highly directional transmission improves the link
budget. This can be used to increase coverage.
2. Interference avoidance and rejection: Beamforming overcomes ex-
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ternal and internal co-channel interference (CCI) by exploiting the spatial
properties of the antennas. Since the interference comes from a certain di-
rection, the beamformer can be applied to place nulls towards interference.
3. Higher network eciency: By signicantly reducing the CCI, beam-
forming can allow much denser deployments than single antenna systems.
Due to higher link budget, the likelihood of running high-order modulations
(64QAM, 16QAM) is much higher even at the edges of the cell. Overall
capacity is greatly improved.
The structure of beamforming for reception and transmission of signals
has been introduced as follow:
2.3.1 Receiver Beamforming Techniques
In receiver side beamforming, multiple antennas are deployed at the receiver.
When only one antenna is used at the transmitter, this scheme is referred
to as Single-Input-Multiple-Output (SIMO) in literature. In the receiver
beamforming design, the objective is to estimate the desired signal in the
presence of noise and interference. Fig. 2.7 depicts a receiver beamformer
structure. The output of the beamformer can be written as
y(n) = wHr(n); (2.3.1)
where n is the time index, r(n) = [r1(n)    rM (n)]T is the M  1 received
signal vector and w = [w1    wM ]T is the complex beamforming weight
vector. The received signal vector is given by
r(n) = d(n) + i(n) + (n); (2.3.2)
where d(n), i(n) and (n) are the desired signal, interference and receiver
noise respectively. Hence, the received signal-to-noise-plus-interference ratio
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Figure 2.7. The receiver beamformer design.
(SINR) at the receiver can be given as follows [58]:
SINR =
wHRdw
wHRi+nw
; (2.3.3)
where Rd = E

d(n)d(n)H
	
and Ri+n = E
n
[i(n) + (n)] [i(n) + (n)]H
o
are the signal and interference-plus-noise covariance matrices. The optimum
beamforming weight vector that maximizes the SINR of received signal can
be obtained as a generalized eigenvalue solution as follows [28]
R 1i+nRdw = maxw; (2.3.4)
where max is the maximum eigenvalue of the matrix R
 1
i+nRd.
Proof: See Appendix A. 
Hence, the optimal beamformer weight vector is equivalent to generalized
eigenvector of the matrices [Rd; Ri+n] [28].
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2.3.2 Transmitter Beamforming Techniques
For the transmit beamforming multiple antennas are deployed at the trans-
mitter. When the receiver employs only a single antenna, the scheme is
also known as Multiple-Input-Single-Output (MISO) system. Beamforming
at the transmitter is substantially dierent in several aspects as compared
to a beamformer at the receiver. In the latter, the design will only deter-
mine the performance of a specic user whereas the transmit beamformer
will aect not only the desired user but also all the users in the coverage
area. Hence, the transmit beamforming design should ideally take into con-
sideration the system level performance, i.e., all the users in the reception
area rather than a specic set of users. Another fundamental dierence is
the channel knowledge. For receiver beamformer design, the receiver could
estimate the channel coecients using the training signal. For transmitter
beamformer design, the channel knowledge could be made available to the
transmitter by sending the estimates of the Channel State Information (CSI)
from the receiver through a nite rate feedback channel [59{61] .
The transmitter beamforming can be used to enhance SINR of a particu-
lar user in the network. However, by steering multiple beams, multiple users
can access the same frequency band simultaneously. This is known as spatial
multiplexing. The focus of this section is on multiuser spatial multiplexing.
The transmit beamformers can be designed to satisfy QoS requirements for
each user i.e., received SINR for each user. Consider a wireless network base
station equipped with Nt transmit antennas serving K users. Each user is
equipped with a single antenna. The signal transmitted by the base station
is given by
x(n) =Ws(n); (2.3.5)
where s(n) = [s1(n)    sK(n)]T , sk(n) (k = 1; 2;    ;K) is the symbol
intended for the kth user,W = [w1    wK ] and wk 2 CNt1 is the transmit
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beamforming weight vector for the kth user. The received signal at the kth
receiver can be written as
yk(n) = h
H
k x(n) + k(n); (2.3.6)
where hk is the channel coecient vector between the base station and the
kth user and k(n) is receiver noise. By dening Rk , hkhHk , the SINR of
the kth user can be written as
SINRk =
wHk RkwkP
i6=kw
H
i Rkwi + 
2
k
; (2.3.7)
where 2k is the noise variance at the i
th receiver.
The transmit beamforming problem based on SINR requirements can
be formulated as minimization of the transmitted power at the base station
subject to each user SINR being greater than a target value [62,63].
minimize
wi
KX
i=1
kwik22
subject to SINRi  i i = 1;    ;K: (2.3.8)
This problem can be converted into a SDP with Lagrangian relaxation
and can be eciently solved using convex optimization toolboxes [64{66].
However, it is quite dicult to predict in advance whether the problem in
(2.3.8) with a given set of target SINRs and total transmit power at the base
station is feasible.
To overcome this infeasibility issue, this problem can be formulated into
a more attractive framework based on a max-min fairness approach, where
the worst-case user SINR is maximized while using the available total trans-
mission power [28]. This is known as the SINR balancing technique and it
Section 2.3. Beamforming Techniques 27
can be formulated as [28,67{70]
maximize
U;p
min
1iK
:
SINRi(U;p)
i
; i = 1; : : : ;K
subject to 1Tp  Pmax; (2.3.9)
where U = [u1    uK ], kukk2 = 1, and p = [p1    pK ]T . Here uk 2 CNt1
and pk are the transmit beamforming weight vector and the corresponding
allocated power for the kth user respectively. In [28], an iterative algorithm
has been proposed using uplink-downlink duality, where the solution bal-
ances the ratio between the achieved SINR and the target SINR for all users
while using all the available transmission power at the base station.
2.3.3 Related works on Beamforming
The power allocation and beamforming problems have been widely studied
to control interference among users in [62, 63]. In [71], an optimal downlink
power assignment technique has been proposed for a given set of beamform-
ing weight vectors. This power allocation problem is formulated into an
eigenvector matrix equation and the optimal power allocations have been
obtained by nding the eigenvector corresponding the largest eigenvalue of
the matrix. The property that all elements of the eigenvector corresponding
to the largest eigenvalue of a non-negative matrix are always positive [72],
has been exploited in [71]. In [73], an iterative algorithm has been proposed
to jointly design the beamforming weight vectors and the power allocation
vectors in the uplink and the downlink. This design ensures that SINR of
each user is above a threshold while minimizing the total transmission power.
The same problem has been formulated into an SDP in [62,63] by using La-
grangian relaxation and it has been solved using interior point methods [74].
This relaxed problem provides a rank-one solution for each user and the
optimal beamforming weight vector has been determined by extracting the
Section 2.4. Spatial Multiplexing Techniques 28
eigenvector corresponding to the positive eigenvalue of the matrix. In addi-
tion, it has been proved that the relaxed problem always yields an optimal
rank-one solution. In [75], a special scenario has been considered where the
transmitter sends the same data to multiple users known as multicasting.
In the multicasting setup, the SDP formulation might not always provide a
rank-one solution. To overcome this problem, a randomization technique [76]
has been recommended to nd an optimal solution. The problem of transmit
beamforming to multiple cochannel multicast groups is considered in [77,78],
where QoS and the max-min fairness approaches have been presented using
convex optimization and randomization techniques.
2.4 Spatial Multiplexing Techniques
The spatial multiplexing facilitates simultaneous transmission of dierent
signals or data bits through several independent (spatial) communication
channels by multiple antennas. The receiving side also uses multiple anten-
nas for decoding the signals. Since data is transmitted simultaneously in the
same frequency band, spatial multiplexing enhances the spectrum eciency
substantially.
2.4.1 MIMO Techniques
The technique using multiple antennas at both the transmitter and the re-
ceiver is known as spatial multiplexing or MIMO array processing. The
MIMO array processing can improve the system performance by adding ad-
ditional diversity against fading, as compared to the use of only multiple
receive antennas or multiple transmit antennas [79{81]. Spatial multiplex-
ing can be obtained by decomposing the MIMO channel matrix into various
independent spatial subchannels that are used to transmit dierent data
streams independently. This has the potential to increase the data rate up
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to a factor that is the same as the rank of the MIMO matrix [82, 83]. Con-
sider a point-to-point MIMO channel with Mt transmit antennas and Mr
receive antennas as shown in Fig. 2.8. The received signal is given by
y(n) = Hx(n) + (n); (2.4.1)
where y = [y1(n)    yMr(n)]T and yr(n) is the received signal at the rth
receiver antenna. H 2 CMrMt and hij is the complex channel gain between
the ith transmitter antenna and jth receiver antenna. x(n) 2 CMt1 and
(n) 2 CMr1 are the transmitted symbol vector and the noise vector at the
receiver end respectively. It is assumed that the channel gain matrix H is
Figure 2.8. A MIMO system with Mt transmit antennas and Mr
receive antennas..
known to both the transmitter and the receiver. The MIMO channel matrix
H can be decomposed using the Singular Value Decomposition (SVD) as [84]
H = UVH ; (2.4.2)
where U 2 CMrMr and V 2 CMtMt are unitary left and right singular
matrices of H.  2 RMrMt is a diagonal matrix consisting of the singular
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values (i) of H. RH number of singular values are nonzero, so that RH is
the rank of the matrixH. The singular value satises the property i =
p
i,
where i is the i
th eigenvalue ofHHH . These MIMO spatial subchannels are
obtained using linear transformation of the input signal and the output signal
through transmit precoding and receiver shaping. In transmit precoding, the
modulated symbol is precoded as
x = V~x; (2.4.3)
where ~x is the modulated symbol stream. Similarly, the received signal is
shaped as
~y = UHy (2.4.4)
as shown in Fig. 2.9. Such transmit precoding and receiver shaping de-
Figure 2.9. Transmit precoding and receiver shaping.
compose the MIMO channel into RH number of independent single-input
single-output (SISO) channels as follows:
~y = UH (Hx+ )
= UHUVHV~x+UH
= ~x+ ~ (2.4.5)
where ~ = UH. The resulting parallel spatial subchannels are shown in
Fig. 2.10. They are independent from each other in the sense that signals
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through each spatial subchannels do not interfere with each other. Hence
Figure 2.10. Parallel decomposition of the MIMO channel.
this MIMO channel can support upto RH times the data rate of a SISO
channel.
2.4.2 MIMO-OFDM
MIMO wireless technology in combination with orthogonal frequency divi-
sion multiplexing (MIMO-OFDM) is an attractive air-interface solution for
next-generation wireless local area networks (WLANs), wireless metropoli-
tan area networks (WMANs), and fourth-generation mobile cellular wireless
systems [85{88]. The main motivation for using OFDM in a MIMO chan-
nel is the fact that OFDM modulation turns a frequency-selective MIMO
channel into a set of parallel frequency-at MIMO channels. MIMO-OFDM
combines OFDM and MIMO techniques thereby achieving spectral eciency
and increased throughput. A MIMO-OFDM system transmits independent
OFDM modulated data from multiple antennas simultaneously. At the re-
ceiver, after OFDM demodulation, MIMO decoding on each of the subchan-
nels extracts the data from all the transmit antennas on all the subchannels,
as depicted in Fig. 2.11.
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Figure 2.11. MIMO-OFDM system
Because the OFDM system eectively provides numerous parallel nar-
rowband channels, MIMO-OFDM is considered a key technology in emerg-
ing high-data rate systems such as 4G, IEEE 802.16, and IEEE 802.11n
[52,87{89]. For a MIMO system with NT transmit antennas and NR receive
antennas, the channel equation can be expressed as NT NR matrix for each
OFDM subcarrier. Each element is denoted by hi;j;k, where i denotes the i
th
transmitting antenna, j denotes the jth receiving antenna and k denotes the
kth subcarrier. For simplicity, the subscript of the kth subcarrier is ignored.
Therefore, the MIMO channel matrix shown in Fig. 7.2.2 can be express as:
H =
266666664
h1;1 h2;1    hNT ;1
h1;2 h2;2    hNT ;2
...
...
. . .
...
h1;NR h2;NR    hNT ;NR
377777775
(2.4.6)
The transmit signal vector from NT antennas is shown below:
x = [x1x2   xNT ] (2.4.7)
Thus the received signal vector can be expressed using matrix multipli-
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cation in the frequency domain, as shown below:
266666664
r1
r2
...
rNR
377777775
=
266666664
h1;1 h2;1    hNT ;1
h1;2 h2;2    hNT ;2
...
...
. . .
...
h1;NR h2;NR    hNT ;NR
377777775
266666664
x1
x2
...
xNT
377777775
+
266666664
n1
n2
...
nNT
377777775
(2.4.8)
The MIMO technique explained earlier can be applied to each subcarrier.
2.4.3 Related works on Spatial Multiplexing Technique
The MIMO-OFDM techniques have been widely studied in the literature
from dierent perspectives including transceiver design [90, 91], resource al-
locations [34, 92, 93] and estimation [94{96] and synchronization [97, 98]. In
the work of [95,96], the channel estimation has been considered and the chan-
nel capacity have been increased in a MIMO-OFDM system. Rate balancing
has been achieved in [22]. An adaptive MMSE multiuser detection scheme
has been combined with prior information of the channel and interference
cancelation in the spatial domain in [99].
Resource allocation technique based on combined MIMO and OFDM
techniques has been identied as one of the most promising physical-layer
feature for achieving high capacity, high spectral eciency, and good perfor-
mance in dispersive channels [100{102]. Multiuser wireless system based on
MIMO-OFDM is considered in [100]. In [100] multiple users are allocated
in each OFDM subchannel based on their spatial correlation between the
users. The spatial correlation between two users were obtained using the
vector multiplication of both users' spatial subchannel gains. High spatial
correlation between users can cause high inter-user interference. Hence, users
with lower spatial correlation are allocated in the same subchannel. After
user-subchannel allocation, greedy algorithm is used to allocate transmission
power in order to satisfy the QoS requirement for each user.
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2.5 Wireless Relay Networks
A relay network refers to a broad class of network topology commonly used
in wireless networks, where the source and destination are interconnected by
means of some nodes. In such a network the source and destination cannot
communicate to each other directly because the distance between the source
and destination is greater than the transmission range of both of them, hence
the need for intermediate node(s) known as relays.
2.5.1 One Way Relay Network
Various relay communication techniques have been studied to improve the
capacity and/or expand the coverage of wireless networks [3,15,26,29,37,92].
A classical three-node relaying model has been originally proposed by Van
der Meulen in 1971. This network as shown in Fig. 2.12 includes three
basic factors: only one source, such as Mobile Multihop Relay-Base Station
(MMR-BS); a relay, that may be xed, nomadic, or mobile, and only one
destination, for instance, Mobile Station (MS), or User Terminal (UT).
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Figure 2.12. Three-node relay network and cooperative relaying.
The physical channels between source and relay, as well as the one be-
tween relay and destination are called relay link and access link respectively.
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The relay does not receive and transmit using the same channel simulta-
neously. In other words, the relay works in half-duplex mode. This is because
the received signal is dicult to be separated from the transmitted signal.
Therefore, there are two orthogonal subchannels with the channel which is
allocated for the relay operation. Take Time Division Duplex (TDD) as an
example. There are two orthogonal subchannels of consecutive time slots.
The relay receives during the rst time slot and uses the second time slot
for retransmission.
The concept of cooperative relaying is based on the fact that a signal
can be received by multiple terminals and transmitted to destination. The
inherent diversity of the relay channel is frequently exploited by the com-
bining of received signal constructively at the destination. The details of
various level of cooperation will be discussed later.
A cooperative relay network that models transmission between one pair
of source-destination through a set of N relay nodes is shown in Fig. 2.13.
Figure 2.13. One way relay network
A two-phase protocol is employed for transmission of data where the re-
lays in the network observe signal s transmitted by the source in the rst
phase (broadcasting phase). The relays transmit their signals to the desti-
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nation during the second phase (relaying phase). Let hs 2 CN1 denote the
channel vector consisting of complex channel coecients between the source
and the relay nodes
hs = [hs;1; hs;2;    ; hs;N ]T ; (2.5.1)
The received signal vector at the relay nodes is given as
r = hss+ vs; (2.5.2)
where vs 2 CN1 is zero-mean circularly symmetric complex additive white
Gaussian noise (AWGN) vector with covariance matrix 2vsI. The channel
is assumed to be quasi-static fading so that the channel realizations stay
xed for the duration of a number of frames. We assume relays have perfect
knowledge of the forward channels through feedbacks from the destination
sensors. In the second phase of transmission, the relays rebroadcast a trans-
formed signal vector as
x = Fr; (2.5.3)
where F 2 CNN is a linear transformation matrix (relay transceiver) to be
determined in order to optimize receiver performance. The received signal
at the destination can be written as
y = hTt x+ vt; (2.5.4)
where ht 2 CN1 denotes the channel vector consisting of complex channel
coecients between the relay nodes and the destination sensors,
ht = [ht;1; ht;2;    ; ht;N ]T ; (2.5.5)
where vt is a zero-mean circularly symmetric AWGN scalar with covariance
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2vt . Substituting (2.5.3) into (2.5.4) and using (2.5.2), we obtain
y = hTt Fhss+ h
T
t Fvs + vt: (2.5.6)
One way relay transmission is not spectrally ecient as it requires two
time slots for the overall transmission. However, this ineciency can be
avoided by using two way relay as discussed in the next section.
2.5.2 Two Way Relay Network (TWRN)
To reduce the use of extra channel resources and to improve spectral e-
ciency, TWRN methods (bidirectional communications) between two users
have been studied. The TWRN is one of the basic elements in decentral-
ized/centralized wireless networks. The simplest TWRN consists of two
source nodes, S1 and S2, which exchange information through a relay node.
TWRN communications complete the data exchange between two users
through two phases: receive-phase (rst-phase) and transmit-phase (second-
phase). In the receive-phase, the relay receives data from the two users
simultaneously, and in the transmit-phase, it retransmits the received sig-
nals to the two users.
A TWRN with one pair of source nodes, A and B, and a set of N re-
lay nodes is shown in Fig. 2.14. For simplicity, only one antenna at the
source nodes and relay nodes is considered. In the rst phase (broadcast-
ing phase) signals s and b are transmitted from a set of source nodes A
and B respectively. The variances of the signals at the A and B sides are
denoted by 2s and 
2
b respectively. The signals are received by a set of re-
lay nodes. The relay nodes transmit the received data to the destination
nodes in the second phase (relaying phase). Let us denote the vectors con-
sisting of complex channel coecients from the source nodes A to the relay
nodes, h = [h1; h2;    ; hN ]T and from the source nodes B to the relay nodes,
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Figure 2.14. Two way relay network
g = [g1; g2;    ; gN ]T , respectively. The received signal vector at the relay
nodes in the rst transmission phase is given as
x = hs+ gb+ nr; (2.5.7)
where nr 2 CN1 is zero-mean circularly symmetric complex AWGN vec-
tor with covariance matrix 2rI. The channel is assumed to be quasi static,
i.e. channel realizations are assumed to be xed for the duration of a num-
ber of frames. In the second transmission phase, the relays rebroadcast a
transformed signal vector as
z = Fx; (2.5.8)
where F 2 CNN is a linear transformation matrix (relay transceiver) to be
determined in order to optimize receiver performance. The received signal
vectors at the destination sides Y and C can be written, respectively, as
y = hTz+ ny; (2.5.9)
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and
c = gT z+ nc; (2.5.10)
where ny and nc are noise scalars containing zero-mean circularly symmetric
AWGN components of the users at receivers with covariance 2y and 
2
c ,
respectively. Substituting (2.5.8) into (2.5.9) and (2.5.10), respectively, and
using (2.5.7) we obtain
y = hTFhs+ hTFgb+ hTFnr + ny; (2.5.11)
where hTFgb is the desired signal at side Y . Similarly we obtain the received
signal vector at the destination side C as
c = gTFhs+ gTFgb+ gTFnr + nc; (2.5.12)
where gTFhs is the desired signal at side C. Various methods can be applied
to decode the signal, as discussed in Chapter 4 and 5.
2.5.3 Related Works on TWRN
TWRN has been studied and applied widely in recent years. In [16, 94,
103{107], the TWRN has been applied with OFDM-based wireless network.
[16, 103, 104] discussed the resource allocation for OFDM-based TWRN. In
[16], a new transmission protocol, named hierarchical OFDMA, has been
proposed to support two way communications between the base station (BS)
and each mobile user (MU) with or without an assisting relay station (RS)
to achieve the optimal allocation of transmit resources such as power levels,
bit rates, and OFDM subcarriers at the BS, RSs, and MUs. The work
in [103] presented a novel two way DF relay strategy which employs multi-
subcarrier joint channel coding to leverage frequency selective fading. Hence,
it can achieve a higher data rate than the conventional per-subcarrier DF
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relay strategies. Channel estimation has been studied in the work of [94,105,
106]. In the work of [106], a two-phase training protocol has been proposed
for the channel estimation, which is compatible with the two-phase data
transmission scheme. Two dierent types of training methods were proposed.
A method of two way relay sparse channel estimation based on compressive
sensing (CS) has been discussed in [105]. The work in [107] combined a
multihop relay system and OFDMmodulation as a promising way to increase
capacity and coverage.
Beamforming was also used in TWRN [25,108{110]. In the work of [25],
new approaches to distributed cooperative beamforming for two way relay
networks with frequency selective channels were proposed. In [108], MIMO
relay transceiver processing has been proposed for multiuser two way relay
communications. Various transmitter and receiver beamforming methods
including eigen beamforming, antenna selection, random beamforming, and
modied equal gain beamforming have been studied. [109, 110] focussed on
the power allocation for the beamforming with TWRN.
A work based on the minimum mean-square-error (MMSE) criterion has
been considered for relay design in [111]. The work in [112] addresses a
non-regenerative two way MIMO relay system where two sources exchange
information via a common relay.
2.6 Cognitive Radio Networks
With rapid development of wireless communication technologies, particularly
those of WLAN, Wireless Personal Area Network (WPAN) and Wireless
Metropolitan Area Network (WMAN), radio spectrum becomes increasingly
scarce. Obviously, the spectrum resources have become a bottleneck that
restrains the development of future wireless communication systems because
the totality of spectrum is limited and the number of users is increasing
Section 2.6. Cognitive Radio Networks 41
rapidly. However, the allocated spectrums are far from full use, and most
of them are more or less left unused in time or space. As the survey of
American FCC at the end of 2003 showed that the spectrum has been used
only from 15% to 85% [113], some bands (e.g. the bands assigned to mobile
networks) were overloaded, but a large number of bands, such as amateur
radio, were not exploited.
2.6.1 Concept of Cognitive Radio Technology
Cognitive radio network is introduced to solve the problem of low spectrum
utilization by using the under utilized licensed spectrum for unlicensed users
(also known as secondary users) [114]. In cognitive radio networks as shown
in Fig. 2.15, secondary users share the radio spectrum bands, that are li-
censed to primary users. By detecting and employing the \spectrum hole",
secondary users could nish their communication without harmfully aecting
the primary user's communication process [114, 115]. Sharing the licensed
spectrum by secondary users improves the overall spectrum utilization and
at the same time the transmission power of the secondary user causes in-
terference to primary user. Therefore, secondary user network should be
designed in a way to allocate its radio resources to satisfy its own quality
of service (QoS) requirements while ensuring that the interference caused to
the primary users is below a predened threshold level. The main functions
of a cognitive radio network are spectrum sensing and exploitation of avail-
able spectrum by adjusting the transmission parameters such as frequency
and transmission power.
In order to use the licensed spectrum, cognitive radio networks should
detect the under-utilized licensed frequency bands. The performance of the
detection schemes is mainly aected by channel fading and shadowing. There
are diculties in dierentiating the attenuated primary signal from a white
noise spectrum. This spectrum sensing problem has been widely studied and
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Figure 2.15. Spectrum hole.
dierent spectrum sensing schemes have been proposed to improve the detec-
tion performance [116,117]. Spectrum detection techniques can be classied
based on the type of detection techniques employed at the receiver: energy
detection [118], coherent detection [119] and cyclostationary feature detec-
tion [120]. Energy detection is optimal when the information on the primary
signal is limited. Coherent detection can be eciently employed when the
primary pilot signal is known, whereas a cyclostationary detector has the
potential to distinguish the primary signal energy from the local noise en-
ergy.
There are three dierent types of spectrum sharing arrangements, namely,
interweave, overlay, and underlay [121]. The interweave approach is moti-
vated by the idea of opportunistic communication. In this scheme, cognitive
transmitters are required to sense availability of spectrum and transmit sig-
nals only when frequency holes are available. This is also known as white
space lling, as shown in Fig. 2.16.
In the overlay approach, the secondary users coexist with primary users
and use part of the transmission power to relay the primary users' signals
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Figure 2.16. Interweave spectrum scheme. Green and red represent
the spectrum occupied by the primary users and secondary users re-
spectively.
to the primary receiver. This assistance will oset the interference caused
by the secondary user transmissions to the primary users' receiver. Hence,
there is no loss in primary users' signal-to-noise ratio by secondary users
spectrum access.
In the underlay approach, the secondary users access the licensed spec-
trum without causing harmful interference to primary users' communica-
tions. In this method, the secondary users ensure that interference leakage
to the primary users is below an acceptable level as shown in Fig. 2.17, and
this approach will be considered in this thesis.
2.6.2 Cognitive Radio Standards
IEEE 802.22, is a standard for Wireless Regional Area Network (WRAN)
using white spaces in the TV frequency spectrum. The white spaces are
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Figure 2.17. Underlay spectrum paradigm. Green and red represent
the spectrum occupied by the primary users and the secondary users
respectively.
channels within the licensed TV spectrum that are not used for TV ser-
vices at a given location. Dierent frequency bands have been assigned
by national and international bodies for specic uses. Some unused radio
spectrum which has either never been used, or is becoming free as a result
of technical changes, for example, the switchover to digital television frees
up large portions of spectrum between about 50 MHz and 700 MHz. The
development of the IEEE 802.22 WRAN standard is aimed at using cog-
nitive radio techniques to allow sharing of geographically unused spectrum
allocated to the Television Broadcast Service, on a non-interfering basis,
to bring broadband access to hard-to-reach, low population density areas,
typical of rural environments. It is the rst worldwide eort to dene a
standardized air interface based on cognitive radio techniques for the oppor-
tunistic use of TV bands on a non-interfering basis. IEEE 802.22 WRANs
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are designed to operate in the TV broadcast bands while assuring that no
harmful interference is caused to the incumbent operation, i.e., digital TV
and analog TV broadcasting, and low power licensed devices such as wireless
microphones.
2.6.3 Resource Allocation Techniques for Cognitive Radio Net-
works
Due to the natural ability of utilizing dierent portions of the spectrum,
the OFDMA has been regarded as one of the best candidates for cognitive
radio networks [122] and various resource allocation techniques have been
studied [123{126]. In the work in [123], a cognitive OFDMA network has
been proposed to maximize the multiple cognitive users' weighted sum rate
by jointly adjusting their rate, frequency and power, under the constraints
of multiple primary users' interference temperatures. A single user cognitive
radio network has been considered in [124] to maximize the cognitive radio
network throughput by allocating the bit and power to each subcarrier. The
conventional greedy algorithm has been modied to allocate resources to
the cognitive radio networks based on eciency factors. In [125], iterative
waterlling and iterative multilevel waterlling are exploited for the power
allocation. It can be seen that the proposed technique oers fast conver-
gence, and complexity is reduced by a distributed implementation. New
design formulations have been presented in [126], aiming at optimizing the
performance of an OFDMA ad hoc cognitive radio network through joint
subcarrier assignment and power allocation.
Beamforming has been used in cognitive radio network for resource allo-
cation in [127{129]. In [127], two iterative algorithms have been considered
that using an weighted least square (WLS) approach and other based on ad-
mission control for secondary users. An underlay cognitive radio network has
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been proposed in [128], in which a beamforming and power allocation prob-
lem in the downlink with mixed QoS requirements has been solved using
uplink-downlink duality and subgradient method. The work in [129] pro-
posed a joint fast optimal resource allocation and beamforming algorithm to
accommodate maximum possible number of secondary users while satisfying
QoS requirement for each admitted secondary users.
MIMO-OFDMA techniques have been combined with multiuser cogni-
tive radio network for resource allocation in [52,130,131]. The work in [130]
proposed a MIMO-OFDMA structure for the multiple user access in cog-
nitive radio networks. The resource allocation problem included allocation
of sub-carriers to users and optimal power allocation to maximize capac-
ity. In the work [52], an adaptive radio resource allocation algorithm for a
MIMO-OFDMA based uplink cognitive radio network has been proposed.
In this thesis, various resource allocation techniques based on convex op-
timization are proposed within the context of wireless relay and cognitive
radio networks.
Chapter 3
CONVEX OPTIMIZATION
THEORY
The use of optimization methods has become vital in numerous problems in
signal processing and communication [132{134]. Many problems in commu-
nications can be appropriately formulated into a constrained optimization
framework. These constrained problems are either naturally convex or can be
expressed in convex form after some mathematical manipulations [133,134].
Once it has been formulated into convex form, it can be eciently solved
using interior point methods [74]. Convex optimization has inuenced most
problems of practical interest, since a local optimum is also the global op-
timum for convex problems and they can be solved with polynomial time
complexity. One of the attractive features of convex problems is that they
allow verication of the optimality of the solutions using KKT conditions
and duality gaps. The widely available software and tool boxes to solve
convex problems also make convex optimization more attractive in many
engineering applications [64{66]. However, most problems are naturally not
in convex form. Therefore, recognizing the problems which can be solved
using convex optimization and formulating the problem into a convex form
are the major challenges in the application of convex optimization.
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3.1 Fundamentals of Convex Optimizations
In this section, the fundamentals of convex optimization are introduced
briey.
3.1.1 Convex Sets
A convex set S 2 Rn can be expressed as follows [132]:
x+ (1  )y 2 S; 8 2 [0; 1] and x;y 2 S: (3.1.1)
A set can be classied as a convex set if all the points of a line segment,
which is formed by connecting two points from the set by a straight line,
should be in the same set.
3.1.2 Convex Cones
A set K is said to be a convex cone, if for each x 2 K and each   0; x 2 K
and K is convex [132]. This can be mathematically expressed as
1x+ 2y 2 K; 81  0; 2  0 and x;y 2 K: (3.1.2)
Convex cones arise in various forms in engineering applications. The most
common convex cones are
1. Nonnegative orthant Rn+
2. Second-order cone (ice cream cone)
K = f(t;x) t k x kg
3. Positive semidenite matrix cone
K = Sn+ = fX j X symmetric and X  0g
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3.1.3 Convex Functions
A function f(x) : Rn ! R is convex if dom f(x) is a convex set and if for
all x;y 2 dom f(x) the following inequality is satised [132]:
f(x+ (1  )y)  f(x) + (1  )f(y); 8 2 [0; 1]: (3.1.3)
In other words, along any line segment in dom f(x), f(x) is less than
or equal to the value of the linear function agreeing with f(x) at the end
points. The function f(x) is concave if  f(x) is convex. If f(x) : Rn ! R
is continuously dierentiable, the convexity of f(x) is equivalent to
f(y)  f(x) +rf(x)T (y   x) 8x;y 2 Rn: (3.1.4)
Moreover, if f(x) : Rn ! R is twice continuously dierentiable, then the
convexity of f(x) is equivalent to
r2f(x)  0 8x 2 Rn: (3.1.5)
i.e. its Hessian is positive semidenite on its domain [132]. Thus, for example
a linear function is always convex, while a quadratic function xTPx+aTx+b
is convex if and only if P  0.
3.2 The Conversion of Convex Optimization
The non-convex optimization problem can be converted into the convex op-
timization and this is the key for solving convex optimization. However,
a systematic method to achieve this does not exist. There are two main
methods for formulating problems into a convex form:
 First, change of variables. By using change of variables, a non-convex
optimization problem may be formulated into a convex problem which
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is equivalent to the original one. For instant, we minimize the `2-
norm of a vector, i.e. minkwk2, by changing of variable, W = wwH
formulates the problem into minimizing the trace of the new variable
W, i.e. min tracefWg.
 Secondly, removing the constraints. By removing some of the con-
straints, a non-convex problem could be relaxed into a convex one.
This technique is sucient as long as both the non-convex problem
and the related convex problem are equivalent, i.e. they share the
same set of optimal solutions (related by some mapping). Semide-
nite relaxation (SDR) is a good example of this technique. By using
this, a non-convex constraint restricting the rank of the optimization
variable matrix may be dropped, and a Semidenite Programming
(SDP) can be formed. As the example above, the trace of matrix W
could be minimized, which is equivalent of minimizing the `2-norm of
the vector w. However, in the process of changing of variable, an addi-
tional non-convex constraint has been introduced, i.e. rankfWg = 1,
making the whole optimization problem non-convex. As our explana-
tion later in the thesis, this non-convex constraint rankfWg = 1 need
to be dropped to guarantee a convex form.
3.3 Convex Optimization Problems
A convex optimization problem can be dened in the following standard
form:
minimize
x
f0(x)
subject to fi(x)  0; i = 1; : : : ;m;
hi(x) = 0; i = 1; : : : ; p; (3.3.1)
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where the vector x 2 Rn is the optimization variable of the problem, the
functions f0;    ; fm are convex functions and the functions h1;    ; hp are
linear functions. The function f0 is the objective function or cost function.
The inequalities fi(x)  0; i = 1;    ;m are called the inequality constraints
and equalities hi(x) = 0; i = 1;    ; p are called the equality constraints.
If there are no constraints, then the problem can be classied as an uncon-
strained problem. The domain of the optimization problem (3.3.1) is the
set of points for which the objective and the constraints are dened and is
denoted as
D =
m\
i=0
domfi \
p\
i=0
domhi: (3.3.2)
A point x 2 D is feasible, if it satises all the constraints fi(x)  0 i =
1;    ;m and hi(x) = 0 i = 1;    ; p. Problem (3.3.1) is said to be feasible
if there exists a feasible point and is infeasible otherwise. The optimal value
or the solution of the optimization problem is achieved at the optimal point
x? if and only if
f0(x
?)  f0(x) 8x 2 D: (3.3.3)
3.4 Canonical Optimization Problems
In this section, the most general form of the canonical optimization problem
formulations are provided.
3.4.1 Linear Programming
A convex optimization problem is called linear programming (LP), when the
objective and constraint functions are all ane [132]. A general LP can be
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dened as follows :
minimize
x
cTx+ d
subject to Gx  h;
Ax = b; (3.4.1)
where G 2 Rmn and A 2 Rpn.
3.4.2 Quadratic Programming
When the objective function is quadratic (convex) and the constraint func-
tions are ane, then the convex optimization problem is called QP. A QP
can be expressed as follows:
minimize
x
xTPx+ qTx+ r
subject to Gx  h;
Ax = b; (3.4.2)
where P 2 Sn+, G 2 Rmn, and A 2 Rpn. In QP, a convex quadratic
function is minimized over a polyhedron. QP includes LP as a special case.
This may be obtained by setting P = 0 in the objective of (3.4.2).
3.4.3 Quadratically Constrained Quadratic Programming
The convex optimization problem is called a QCQP, when both objective
and constraint functions are quadratic. This has the form
minimize
x
xTP0x+ q
T
0 x+ r0
subject to xTPix+ q
T
i x+ ri  0; i = 1; 2; : : : ;m;
Ax = b; (3.4.3)
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where Pi 2 Sn+; i = 1; 2; : : : ;m. In a QCQP, a quadratic convex function
is minimized over a feasible region that is the intersection of ellipsoids. In
QCQP, by setting Pi = 0; i = 0; 1; 2; : : : ;m in the constraints of (3.4.3), an
LP can be obtained.
3.4.4 Second-Order Cone Programming
An SOCP can be written as [132]
minimize
x
fTx
subject to kAix+ bik2  cTi x+ di; i = 1; 2; : : : ;m;
Fx = g; (3.4.4)
where x 2 Rn is the optimization variable, Ai 2 Rnin and F 2 Rpn.
The rst constraint in (3.4.4) is a second order cone constraint in Rk+1.
Setting ci = 0; i = 1; 2; : : : ;m and squaring both sides of the constraints,
a QCQP will be obtained. Similarly, if Ai = 0; i = 1; 2; : : : ;m, then the
SOCP reduces to a LP. In general, SOCPs are more widely used in convex
optimization applications.
3.4.5 Semidenite Programming
Every canonical optimization problem can be considered as a special case of
SDP. The most general of all the forms is an SDP. An SDP can be written
as [132,135]
minimize
x
cTx
subject to x1F1 + x2F2 + : : :+ xnFn +G  0;
Ax = b; (3.4.5)
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where x 2 Rn is the optimization variable and G;F1; : : : ;Fn 2 Skk are
symmetric matrices and A 2 Rpn. The inequality constraints in (3.4.5) are
also called linear matrix inequality (LMI). An SDP reduces to an LP if the
matrices G;F1; : : : ;Fn are all diagonal.
3.4.6 Geometric Programming
A geometric programming (GP) problem consists of monomial functions and
posynomial functions. A monomial function is dened as f(x) : Rn++ ! R
f(x) = cxa11 x
a2
2   xann ; (3.4.6)
where c > 0 and ai 2 R; i = 1;    ; n. A posynomial is a sum of monomials
and can be dened as
f(x) =
KX
k=1
ckx
a1k
1 x
a2k
2   xankn ; (3.4.7)
where ck > 0. A standard GP can be expressed as follows:
minimize
x
f0(x)
subject to fi(x)  1; i = 1;    ;m;
hi(x) = 1; i = 1;    ; p; (3.4.8)
where f0;    fm are posynomials and h1;   hp are monomials. The domain
of this problem is D = Rn++.
3.5 Duality and KKT Conditions
The basic idea in Lagrangian duality is to take the constraints in (3.3.1) into
account by augmenting the objective function with a weighted sum of the
constraint functions. The Lagrangian L : RnRmRp ! R for the original
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problem in (3.3.1) can be dened as [132]
L(x;;) = f0(x) +
mX
i=1
ifi(x) +
pX
i=1
ihi(x); (3.5.1)
where i and i are the Lagrange multipliers associated with the i
th inequal-
ity fi(x)  0 and equality hi(x) = 0 constraints respectively. The objective
f0(x) in (3.3.1) is called the primal objective and the optimization variable
x is termed the primal variable. Lagrange multipliers  and  associated
with the problem (3.5.1) are called the dual variables. The Lagrange dual
objective or the Lagrange dual function g : Rm  Rp ! R is dened as the
minimum value of the Lagrangian over x : for  2 Rm,  2 Rp [132]
g(;) = inf
x2D

f0(x) +
mX
i=1
ifi(x) +
pX
i=1
ihi(x)

: (3.5.2)
The Lagrange dual function is always concave regardless of whether the
original problem is convex or not. This is because the dual function is the
pointwise inmum of a family of ane functions of (;) [132]. The dual
function g(;) yields a lower bound on the optimal value f0(x
) of the
problem (3.3.1) [132]. For any   0 and any ,
g(;)  f0(x) (3.5.3)
This can be shown for any feasible set (x;;) as follows:
f0(x)  f0(x) +
mX
i=1
ifi(x) +
pX
i=1
ihi(x)
 inf
z2D

f0(z) +
mX
i=1
ifi(z) +
pX
i=1
ihi(z)

= g(;) (3.5.4)
Duality gap is the measure of the dierence between the primal objective
f0(x) and the dual objective g(;). When the inequality in (3.5.3) is
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satised with strict inequality, then it holds a weak duality. If the inequality
in (3.5.3) is satised with equality, it holds strong duality between the primal
problem and the dual problem. To obtain the best lower bound of the original
problem, the following dual problem is solved:
maximize
;
g(;)
subject to   0: (3.5.5)
The Lagrange dual problem is always a convex problem, since the objective
function (concave function) in (3.5.5) is maximized with convex constraints.
This always holds regardless of the nature of the primal problem (3.3.1) [132].
The following conditions are called KKT conditions which provide the facility
to validate the optimality of the solutions.
1. Primal constraints: fi(x)  0 i = 1; 2; : : : ;m;
hi(x) = 0 i = 1; 2; : : : ; p;
2. Dual constraints:   0
3. Complementary slackness ifi(x) = 0 i = 1; 2; : : : ;m;
4. Gradient of Lagrangian with respect to x vanishes:
rf0(x) +
mX
i=1
irfi(x) +
pX
i=1
irhi(x) = 0: (3.5.6)
These KKT conditions are necessary conditions for optimality in general
but not sucient conditions. For convex and non-convex problems, if strong
duality holds, then the KKT conditions will be satised. But if the KKT
conditions are satised, it does not mean that strong duality holds. However,
for convex optimization problems, if the KKT conditions hold, then the
strong duality holds between the primal problem and the dual problem. In
addition, primal and dual variables are optimal [132].
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3.6 Summary
In this chapter, various convex optimization problems have been discussed
briey. These problems can be eectively solved using interior point meth-
ods. The concepts of Lagrange duality and KKT conditions have also been
presented. However, in this thesis, the focus will be on SOCP, SDP and GP
to solve the optimization problems in wireless relay networks.
Chapter 4
OPTIMIZATION TECHNIQUE
FOR TWO WAY RELAYS AND
SPATIAL MULTIPLEXING
In this chapter, optimization techniques for the use of two way relays to
forward signals is proposed. Two way relays has been widely used to trans-
mit signal for saving the radio frequency. The multiuser transmitter and
receiver pairs employ single antennas, however, the two way relays can be
used to forward signals to each other while performing spatial multiplexing
by appropriately changing the phase and the amplitude of the signals at the
relays. The problem is formulated into a SDP framework that can be solved
using interior point methods. The simulation results demonstrate that the
proposed technique has the ability to perform spatial multiplexing using two
way relays for a wide range of target signal to interference and noise ratio
requirements.
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4.1 Introduction
The spectrum resources are quite limited due to ever increasing demand for
data intensive wireless applications. The transmission power should also be
kept at minimum possible level in order to mitigate interference to neigh-
bouring cells and to enhance frequency re-use factor. One way of optimizing
power usage while increasing the range of wireless coverage is to employ
wireless relays. A one-way relay network would require two time slots for
transmission through relays. However, this ineciency can be resolved using
two way relay networks.
In a two-relay network, a pair of nodes that wish to communicate each
other transmit signals simultaneously to the relays in the rst phase. The
relays receive these composed signals and forward them towards the receiver
destinations in the second phase [5, 16, 42, 136{146]. In the case of a single
source on each side, a simple detection scheme is used at the receiver to
decode the signal from other side by subtracting the originally transmitted
signal from the received signal. For multiple users on both sides, a similar
interference cancelation at the receiver is required to cancel self interference,
but interference from other sources will be mitigated at the relays using the
proposed relay transceiver.
Even though this would require two time slots, since both the uplink and
the downlink is served simultaneously, the eective bandwidth eciency is
considered to be one time slot per transmission. There have been a lot of
works performed recently on two way relay networks in terms of ecient
channel estimation [138], [5], [147], [148], signal encoding [136], [137], [143]
and receiver design [146]. A MMSE method has been considered for spatial
multiplexing for a given transmission power at the relays in [139]. How-
ever the SDP formulation proposed in this chapter has the merit of using
minimum possible transmission power while attaining SINR for each user.
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The use of relays for forwarding signals while performing spatial multiplex-
ing has been studied for a one-way relay network in [15,29,149{151]. Recent
work also considered optimum power allocation at the transmitter and at the
relays to maintain desired SNR at the receiving end for a pair of transmitter-
receiver terminals with a number of relays [140]. Potential of two way relay
networks for forwarding signals while performing spatial multiplexing. Later
on, this problem will be extended to an asynchronous one, which means that
the asynchronous relays will be employed, where the signals from various
sources and relays experience dierent delays.
4.2 Application of SDP for One Way Relay Network
SDP is an extension of linear programming, with real symmetric matri-
ces replacing vector variables and positive semidenite constraints replacing
component wise inequalities. It can be solved with reasonable eciency,
both theory and practice, which constitute one of the largest classes of op-
timization problem. Due to the replacing the vector variable with the real
symmetric matrix, it need to be ensured that the rank of the matrix is one
which can solve the optimal solution of the original problem, however, this
additional constraint, i.e. rank is one, is not a convex constraint. In this
case, this rank-one constraint need to be dropped, which is called Semidef-
inite Relaxation (SDR). By relaxing the rank-one constraint, the objective
function and the rest constraints are convex and can be solved using interior
point methods.
SDP has been widely used for one way relay network. The work in [31]
and [92] has presented the combination of SDP and MIMO. The work [31]
considered a MIMO relay system where the transmitter multicasts a com-
mon message to multiple receivers with the aid of a relay node. Given the
power constraints at the source and the relay nodes, aiming at minimizing
Section 4.2. Application of SDP for One Way Relay Network 61
the maximal mean-squared error (MSE) of the signal waveform estimation
among the destination nodes through joint source, relay, and receiver ma-
trices optimization. [92] consider an interference MIMO relay system where
multiple source nodes communicate with their desired destination nodes con-
currently with the aid of distributed relay nodes all equipped with multiple
antennas. The work minimized the total source and relay transmit power
such that a minimum SINR threshold is maintained at each receiver.
Beamforming has been employed with SDP [152{154]. In the work [152],
a new approach to distributed beamforming in a relay network was pro-
posed, which maximized the destination QoS under the total relay transmit-
ted power constraint. The work [153] develops a nonsmooth optimization
algorithm, which provides the optimal solution at low computational com-
plexity. The paper [154] investigates the interference alignment solution
for a fully connected symmetric interference network with single-antenna
relays. And an iterative algorithm is proposed to alternatively optimize
the precoders at transmitters, decoders at receivers and relay beamforming
weights. In this works, the original problems were turned into a convex SDP
problems by using SDR technique, respectively.
SDP can be used in one way spatial multiplexing, for instants, the
works [149, 155] propose cooperative signal-forwarding schemes for wireless
networks. An SDP is used in [155] to ensure target SINRs at the destina-
tion are achieved with minimum possible transmit power at the relay layers.
In [149], an SDP framework allows us to impose various QoS constraints for
each source-destination pair.
In this chapter, the SDP is employed for two way relay network based
multiuser multiplexing, which improves the frequency eciency.
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4.3 Optimization for Two Way Relaying Based Multiuser Multi-
plexing
In this section, we propose to use two way relays to perform spatial multi-
plexing for multiple transmitter-receiver pairs using an SDP technique. An
MMSE method has been considered in [139] for spatial multiplexing based
on maximizing system desired SNR for a given transmission power. However
the SDP formulation considered in this chapter has the advantage of using
minimum possible transmission power while attaining SINR for each user.
The use of relays for forwarding signals while performing spatial multiplexing
has been studied for a one way relay network in [15,29,149{151].
4.3.1 System Model
As shown in Fig. 4.1, consider M pairs of source nodes and receiver nodes.
There are N two way relays between sources and destinations with one
antenna in each. Bidirectional relaying strategies facilitate information ex-
change between the M pairs of source nodes and receiver nodes in two time
phases via a half-duplex relay. In the rst phase (broadcasting phase) signal
vectors s and b are transmitted from a set of source nodes Y and C respec-
tively, where s = [s1(n); s2(n);    ; sM (n)]T and b = [b1(n); b2(n);    ; bM (n)]T .
The variance of the signal at the Y and C sides are denoted as 2s and 
2
b
respectively. The signals are received by a set of relay nodes. The relay
nodes transmit the received data to the destination nodes in the second
phase (relaying phase).
Let us denote the channel matrix consisting of complex channel coe-
cients between source nodes Y and the relay nodes as
H = [h1;h2;    ;hM ] 2 CNM (4.3.1)
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Figure 4.1. A relay network of M pairs of nodes and N relay nodes.
where hm = [hm;1; hm;2;    ; hm;N ]T for m = 1;    ;M , is a column vector
consisting of channel coecients between the mth source ym and the observ-
ing relays. Similarly, let us denote the channel matrix consisting of complex
channel coecients between source nodes C and the relay nodes as
G = [g1;g2;    ;gM ] 2 CNM (4.3.2)
where gm = [gm;1; gm;2;    ; gm;N ]T for m = 1;    ;M , is a column vec-
tor consisting of channel coecients between the mth source cm and the
observing relays. The source nodes Y and nodes C transmit the signals si-
multaneously to the relays, and the received signal vector at the relay nodes
in the rst transmission phase is given as
x = Hs+Gb+ nr (4.3.3)
where nr 2 CN1 is zero-mean circularly symmetric complex additive white
Gaussian noise (AWGN) vector with covariance matrix 2rI. The channel is
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assumed to be quasi static, i.e. channel realizations are assumed to be xed
for the duration of a number of frames. In the second transmission phase,
the relays rebroadcast a transformed signal vector as
z = Fx (4.3.4)
where F 2 CNN is a diagonal matrix whose elements are drawn from the
relay coecient vector f , [f1; f2;    ; fN ]T . The received signal vector can
be written as (consider destination side Y as an example)
y = HT z+ ny (4.3.5)
where ny 2 CM1 is a zero-mean circularly symmetric AWGN vector with
covariance matrix 2yI. Substituting (4.3.4) into (4.3.5) and using (4.3.3) we
obtain
y = HTFHs+HTFGb+HTFnr + ny (4.3.6)
where HTFGb is the desired signal and HTFHs+HTFnr+ny is the inter-
ference and noise terms for node Y . Similarly we obtain the received signal
vector at the destination side C as
c = GTFHs+GTFGb+GTFnr + nc (4.3.7)
where nc 2 CM1 is a zero-mean circularly symmetric AWGN vector with
covariance matrix 2c I,G
TFHs is the desired signal andGTFGb+GTFnr+
nc is the interference and noise terms for note C.
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4.3.2 Semidenite Programming (SDP) Framework
Formulation of the SINR cost function
An optimum F is determined that minimizes the total power usage at the
relay nodes, ppow, subject to QoS constraints SINRm  m imposed at each
destination node m on both sides, i.e.
min
F
ppow
s.t. SINRym  m; m = 1;    ;M
SINRcm  m; m = 1;    ;M (4.3.8)
where m is the target SINR value for the m
th destination at both the Y
and C sides. Power usage by the relays in the network is given by
EfzHzg = tr(FRFH) = ppow (4.3.9)
where tr() is a trace operator, R = HHH2s + GGH2b + 2rI. We now
derive the SINRm at the Y side, however, the SINR at the C side can be
derived similarly. The received signal power at the mth destination node is
determined as
psig,y,m = E f(hTmFgmbm)(hTmFgmbm)Hg
= hTmFgmg
H
mF
Hhm 
2
bm (4.3.10)
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Similarly the received interference power at the mth destination node ym due
to signal contribution of all other source nodes is given as
pint,y,m =
MX
k=1;k 6=m
E f(hTmFhksk)(hTmFhksk)Hg
+
MX
k=1;k 6=m
E f(hTmFgkbk)(hTmFgkbk)Hg
=
MX
k=1;k 6=m
(hTmFhkh
H
k F
Hhm) 
2
sk +
MX
k=1;k 6=m
(hTmFgkg
H
k F
Hhm) 
2
bk (4.3.11)
The noise power transferred to the mth destination node, from the noise
present at the relay nodes can be written as
pnse,y,m = E f(hTmFnr)(hTmFnr)Hg
= hTmFF
Hhm
2
r (4.3.12)
Hence the SINR at the mth destination node can be written as
SINRym =
psig,y,m
pint,y,m + pnse,y,m + 
2
ym
(4.3.13)
Therefore the optimization problem is formulated as
min
F
ppow
s.t.
psig,y,m
pint,y,m + pnse,y,m + 
2
ym
 m
psig,c,m
pint,c,m + pnse,c,m + 
2
cm
 m;
m = 1;    ;M (4.3.14)
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Formulation of objective and constraints functions
We formulate the objective function and the constraint functions in (4.3.14)
so that the optimization problem can be solved using SDP. A diagonal F =
diag(f) is considered such that each relay receives the signal, multiples it
by a complex coecient fi and forwards the signal. Please note that if the
relays are located in a close neighbourhood, it is also possible for the relays
to forward the signals between themselves before forwarding the processed
signals to the destinations. In this case, a non-diagonal matrix F should be
considered as in [149] and [15]. This has the potential to provide a better
performance, however with a relatively higher complexity. Equation (4.3.4)
can be rewritten as
z = diag(x)f
=
 
MX
m=1
diag(hm)sm +
MX
m=1
diag(gm)bm
!
f (4.3.15)
Dene Ppow ,
PM
m=1 (diag(hm)diag(h

m)) +PM
m=1 (diag(gm)diag(g

m))+
2
r (I) 2 CNN . The power transmitted by the
relay nodes can be written as
ppow = EfzHzg (4.3.16)
= fH
 
MX
m=1
(diag(hm)diag(h

m))+
MX
m=1
(diag(gm)diag(g

m)) + 
2
r (I)
!
f
= fHPpowf (4.3.17)
The received signal power at the mth destination node ym can be ex-
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pressed as
psig,y,m = h
T
mFgmg
H
mF
Hhm 
2
bm
= fHdiag(hm)g

mg
T
mdiag(hm)f
2
bm
= fHPsig,ymf (4.3.18)
where Psig,ym , diag(hm)gmgTmdiag(hm) 2 CNN . The total interference
power at the mth destination node ym from all other source nodes shown in
(4.4.15) can be expressed as
pint,y,m =
MX
k=1;k 6=m
(hTmFhkh
H
k F
Hhm) 
2
sk +
MX
k=1;k 6=m
(hTmFgkg
H
k F
Hhm) 
2
bk
=
MX
k=1;k 6=m
fHdiag(hm)h

kh
T
k diag(hm)f
2
sk +
MX
k=1;k 6=m
fHdiag(hm)g

kg
T
k diag(hm)f
2
bk
= fHPint,ymf (4.3.19)
where Pint,ym ,
PM
k=1;k 6=m diag(h

m)h

kh
T
k diag(hm)
2
sk +PM
k=1;k 6=m diag(h

m)g

kg
T
k diag(hm)
2
bk 2 CNN . The total receiver noise
power transferred to the mth destination node ym from the relay nodes de-
scribed in (4.4.16) can be written as
pnse,y,m = h
T
mFF
Hhm 
2
r
= fHdiag(hm)diag(hm)f
2
r
= fHPnse,ymf (4.3.20)
where Pnse,ym , diag(hm)diag(hm)2r 2 CNN . Therefore the optimization
Section 4.3. Optimization for Two Way Relaying Based Multiuser Multiplexing 69
problem is formulated as
min
F
fHPpowf
s.t.
fHPsig,ymf
fH(Pint,ym +Pnse,ym)f + 2ym
 m;
m = 1;    ;M (4.3.21)
We now proceed to formulate the optimization scheme within a SDP
framework [156]. DeningD = H , the optimization problem can be written
as
min
D
tr(PpowD)
s.t.
tr(Psig,ymD)
tr(Pint,ymD) + tr(Pnse,ymD) + 2ym
 m
m = 1;    ;M
rank(D) = 1;D  0; D = D (4.3.22)
The above scheme is not convex due to the constraint on rank, i.e. rank(D) =
1. The problem can however be relaxed into a convex problem using a stan-
dard technique known as semidenite relaxation by dropping the constraint
rank(D) = 1 [156]. Also, by including the SINR constraint for C side, one
could write the overall optimization problem with rank relaxation as
min
D
tr(PpowD)
s.t. tr(Psig,ymD)  m tr(Zm;yD)  m 2ym
tr(Psig,cmD)  m tr(Zm;cD)  m 2cm
m = 1;    ;M
D  0; D = D (4.3.23)
where Zm;y = Pint,ym + Pnse,ym and Zm;c = Pint,cm + Pnse,cm. The above
problem can be solved using interior point methods.
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4.3.3 Simulation results
The performance of the proposed scheme is investigated for a relay network
with two sources, two destinations at each side and a relay layer comprising
of eight relay nodes, i.e. M = 2 and N = 8. The channels h and g have
been generated using zero-mean unity variance complex Gaussian variables.
The simulation discards the infeasible solutions. However, this occurs with
a small probability, even at high target SINRs, as shown in Table 4.1.
Table 4.1. Table of outage probabilities (O.P.) for varying SINRs. The
outage probability represents the probability that the target SINRs can
not be achieved.
SINR (dB) 0 5 10 15 20 25
O.P. 0 0 0 0.0033 0.0086 0.0117
The required average power at the relay nodes versus SINR targets is
depicted in Fig. 4.2. In this case, the channel is aected by AWGN, and
the signal passes through it. As can be seen, the required average total
power increases with increasing target SINR values. Fig. 4.3 depicts the
relationship between the number of relays and the outage probability. The
target SINR is assumed to be 15dB. The outage probability is reduced with
increasing number of relays. The outage probability value reaches zero when
more that six relays are used. As expected, the outage is one when two or
three relays are used. This is because three relays are inadequate to suppress
interference from two sources while achieving the desired SINR.
4.4 Optimization for Asynchronous TwoWay Relaying Based Mul-
tiuser Multiplexing
In this section, the focus is on asynchronous relays where the signals from
various sources and relays experience dierent delays, hence a simple spatial
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Figure 4.2. Relay average total power versus SINR targets.
only processing at the relays is inadequate. Hence space-time operation is
used at the relays using nite impulse response (FIR) lters at the relays for
this two-way relay network. It should be noted that FIR based processing at
the relays have been used in [157] for a one-way relay network for mitigating
ISI while performing spatial multiplexing.
4.4.1 System Model
As shown in Fig. 4.4, consider M pairs of source nodes and receiver nodes.
There are R relays between sources and destinations. In the rst phase
(broadcasting phase) signal vectors s and b are transmitted from a set of
source nodes A and B respectively, where s = [s1(n); s2(n);    ; sM (n)]T
and b = [b1(n); b2(n);    ; bM (n)]T . The variances of the signals at the A
and B sides are denoted by 2s and 
2
b respectively. The signals are received
by a set of relay nodes. The relay nodes transmit the received data to the
destination nodes in the second phase (relaying phase).
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Figure 4.3. The outage probability (infeasible problem) versus num-
ber of relays.
Let us denote the matrix consisting of complex channel coecients be-
tween the source nodes A and the relay nodes as H = [h1;h2;    ;hM ] 2
CRM , where hm = [hm;1; hm;2;    ; hm;R]T for m = 1;    ;M , is a column
vector consisting of channel coecients between the mth source sm and the
observing relays. Similarly, let us denote the channel matrix consisting of
complex channel coecients between the source nodes B and the relay nodes
asG = [g1;g2;    ;gM ] 2 CRM , where gm = [gm;1; gm;2;    ; gm;R]T form =
1;    ;M , is a column vector consisting of channel coecients between the
mth source bm and the observing relays. Each transmission path is assumed
to have dierent transmission delay. Let us dene the delay matrix between
the source nodes A and the relay nodes as  f =
h
 f1 ; 
f
2 ;    ;  fM
i
2 CRM ,
where  fm = [
f
m1; 
f
m2;    ;  fmR]T for m = 1;    ;M , is a column vec-
tor consisting of delay values between the mth source sm and the observ-
ing relays. Similarly, let us denote the delay matrix between the source
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Figure 4.4. A relay network consisting ofM pairs of source nodes and
R relay nodes.
nodes B and the relay nodes as  b =

 b1; 
b
2;    ;  bM
 2 CRM , where
 bm = [
b
m1; 
b
m2;    ;  bmR]T for m = 1;    ;M , is a column vector consisting
of delay coecients between the mth source bm and the observing relays.
We assume that the maximum delay is max. The received signal at the r
th
relay node in the rst transmission phase is given as
xr(n) =
MX
i=1
hirsi(n   fir) +
MX
i=1
girbi(n   bir)
r = 1;    ; R (4.4.1)
Since the transmission paths between the sources and the relays have dier-
ent delays, it is important to employ FIR lter structure instead of a complex
scaling operation at the relays. The transfer function of the FIR lter at the
ith relay is denoted as fi(z
 1). The length of the FIR lter is assumed to
be L. Using convolution operation, the received signal vector at the relay
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nodes is written as
x = Hs+Gb+ n (4.4.2)
where x = [xT1 ;x
T
2 ;    ;xTR]T and xr = [xr(n);xr(n 1);    ;xr(n L+1)]T
is the input regressor vector for the FIR lter at the rth relay. The trans-
mitted signal vectors are given by,
s = [s1(n); s1(n   1);    ; s1(n   max   L + 1); s2(n);    ; s2(n   max  
L + 1);    ; sM (n);    ; sM (n   max   L + 1)]T and b = [b1(n); b1(n  
1);    ; b1(n max L+1); b2(n);    ; b2(n max L+1);    ; bM (n);    ; bM (n 
max   L + 1)]T . n 2 CRL1 is a zero-mean circularly symmetric complex
additive white Gaussian noise (AWGN) vector with covariance matrix 2rI.
The channel is assumed to be quasi static, i.e. channel realizations are as-
sumed to be xed over the duration of a number of frames. In the second
transmission phase, the rth relay transmits the processed signal as
zr(n) = f
H
r xr(n) (4.4.3)
where fr , [fr1; fr2;    ; frL]T is the FIR lter coecient vector of the rth
relay. Hence the signal picked up by the mth terminal on the A side is
ym(n) =
RX
r=1
hmrzr(n   fmr) (4.4.4)
Similarly the received signal at the mth destination on the B side is obtained
as
cm(n) =
RX
r=1
gmrzr(n   bmr) (4.4.5)
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Substituting (4.4.3) into (4.4.4), we obtain
ym(n) =

hm1 hm2 ::: hmR

266666664
fH1 x1(n   fm1)
fH2 x2(n   fm2)
...
fHR xR(n   fmR)
377777775
=

fH1 f
H
2 ::: f
H
R

266666664
hm1x1(n   fm1)
hm2x2(n   fm2)
...
hmRxR(n   fmR)
377777775
(4.4.6)
Similar to (4.4.2), we could write the vector
266666664
x1(n   fm1)
x2(n   fm2)
...
xR(n   fmR)
377777775
= eHes+ eGeb+ en (4.4.7)
where es = [s1(n); s1(n   1);    ; s1(n   2max   L + 1); s2(n);    ; s2(n  
2max L+1);    ; sM (n);    ; sM (n 2max L+1)]T and eb = [b1(n); b1(n 
1);    ; b1(n 2max L+1); b2(n);    ; b2(n 2max L+1);    ; bM (n);    ; bM (n 
2max   L+ 1)]T respectively.
Let us dene Hf such that the rst L rows of Hf are element by element
multiplication of the rst L rows of eH by hm1. Similarly, the other block
rows are multiplied by hm2;    ; hmR. Therefore,
ym(n) = f
H(Hfes+Gf eb+ en) (4.4.8)
where f , [fH1 ; fH2 ;    ; fHR ]H 2 CRL1 is the FIR lter coecient vector for
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all the relays. Similarly the following is obtained
cm(n) = f
H(Hbes+Gbeb+ en) (4.4.9)
Part of the vector es consists of the signal transmitted by the mth source
[sm(n);    ; sm(n  2max L+1)], the rest of the elements are the interfer-
ence from all other sources at A side, which can be written asees = [s1(n);    ; s1(n   2max   L + 1); sm 1(n);    ; sm 1(n   2max   L +
1); sm+1(n);    ; sm+1(n 2max L+1);    ; sM (n);    ; sM (n 2max L+
1)]T . In the same way, part of the vector eb consists of the signal transmitted
by the mth source at B side [bm(n);    ; bm(n 2max L+1)], which is the
desired signal for ym. The rest of the elements account for interference for
ym, i.e.eeb = [b1(n);    ; b1(n   2max   L + 1); bm 1(n);    ; bm 1(n   2max   L +
1); bm+1(n);    ; bm+1(n 2max L+1);    ; bM (n);    ; bM (n 2max L+
1)]T . Let us denote the columns ofHf which correspond to (sm(n);    ; sm(n 
2max L+1)) as Hmf . All other elements of Hf are given by eHmf . Dening
G in the same way, we could write
ym(n) = f
H(Hmf esm + eHmf fesm +Gmf ebm + eGmf febm + en) (4.4.10)
cm(n) = f
H(Hmb esm + eHmb fesm +Gmb ebm + eGmb febm + en) (4.4.11)
4.4.2 SDP apply to lter-based relays
We determine an optimum FIR lter coecient vector f that minimizes
the total power usage at the relay nodes, ppow, subject to QoS constraints
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SINRm  m imposed at each destination node m on both sides, i.e.
min
F
ppow
s.t. SINRAm  m; m = 1;    ;M
SINRBm  m; m = 1;    ;M (4.4.12)
where m is the target SINR for the m
th destination at both the A and B
sides. The power usage by the relays in the network is given by
ppow =
RX
l=1
fHl (HlH
H
l 
2
s +GlG
H
l 
2
b + 
2
rI)fl
= fHPpowf (4.4.13)
where Hl and Gl are the channel coecients matrix corresponding to the
lth relay.
Ppow , diag[H1HH1 +G1GH1 + 2rI;H2HH2 +G2GH2 + 2rI;    ;HRHHR +
GRG
H
R + 
2
rI] 2 CRLRL. We derive the equation for SINRm at the A side,
however, the SINR at the B side can also be derived similarly. The received
signal power at the mth destination node is determined as
psig,y,m = E f(fHGmf ebm)(fHGmf ebm)Hg
= fHPsig,ymf (4.4.14)
where Psig,ym , Gmf (Gmf )Hf2b 2 CRLRL. Similarly, the received interfer-
ence power at the mth destination node ym due to signal contribution of all
other source nodes is given as
pint,y,m = E f(fH eHmf fesm)(fH eHmf fesm)Hg+
E f(fH eGmf febm)(fH eGmf febm)Hg
= fHPint,ymf (4.4.15)
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where Pint,ym , eHmf ( eHmf )H2s + eGmf ( eGmf )H2b 2 CRLRL. The noise power
transferred to the mth destination node, from the noise present at the relay
nodes can be written as
pnse,y,m = E f(fHHymn)(fHHymn)Hg
= fHPnse,ymf (4.4.16)
where Pnse,ym , Hym(Hym)H2r 2 CRLRL andHym = diag([hm1; hm1;    ;
hm1; hm2;    ; hmR;    ; hmR]T ) 2 CRL1. Hence the SINR at the mth des-
tination node at A side can be written as SINRAm =
psig,ym
pint,ym+pnse,ym+
2
ym
.
By dening D , H , we write the optimization problem using the SDP
framework [156] is written as
min
D
tr(PpowD)
s.t.
tr(Psig,ymD)
tr(Pint,ymD) + tr(Pnse,ymD) + 2ym
 m
m = 1;    ;M
rank(D) = 1;D  0; D = D (4.4.17)
The above scheme is not convex due to the constraint on rank, i.e. rank(D) =
1. The problem can be relaxed into a convex problem using a standard tech-
nique known as semidenite relaxation by dropping the constraint rank(D) =
1 [156]. Also, by including the SINR constraint for B side, we could write
the overall optimization problem with rank relaxation is written as
min
D
tr(PpowD)
s.t. tr(Psig,ymD)  m tr(Zm;yD)  m 2ym
tr(Psig,cmD)  m tr(Zm;cD)  m 2cm
m = 1;    ;M
D  0; D = D (4.4.18)
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where Zm;y = Pint,ym +Pnse,ym and Zm;c = Pint,cm +Pnse,cm.
4.4.3 Simulation Results
A a two-way relay network with two sources at each side and six relay nodes
is considered, i.e. M = 2 and R = 8. The channels were generated using zero
mean Gaussian random variables with unity variance. Fig. 4.5 depicts the
average transmission power required at the relays for various SINR targets.
The outage probability shown on the plot indicates the probability that the
target SINRs can not be achieved. As can be seen, the average total power
of the relay nodes and the outage probability increase with increasing SINR
targets. Fig. 4.6 depicts the BER performance of the proposed scheme. It
is compared with the BER performance of AWGN channel. AWGN channel
is the digital wired communication channel whose SNR is p
2
, where p is the
transmit power, and 2 is the noise power. In this simulation scenario, the
channel is not aected by the fading, therefore AWGN channel scenario is
considered as an ideal channel scenario and the bench mark for performance
comparison. The proposed relay network performs close to the performance
of a simple AWGN channel.
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Figure 4.5. Relay average total power and the outage probability
against SINR targets.
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Figure 4.6. The BER comparison between the proposed relay network
and AWGN channel for various values of SINR targets.
Chapter 5
DISTRIBUTED
BEAMFORMING FOR
PEER-TO-PEER TWO WAY
RELAY NETWORK
In this chapter, a minimum mean square error (MMSE) based design tech-
nique for a two way relay network is proposed that serves multiple peer-to-
peer users. The algorithm aims at minimizing sum of the mean square error
associated with the retrieval of symbols at multiple destinations subject to
a total transmission power constraint at the relays. The problem is solved
using a Lagrangian formulation of the constrained optimization problem.
Through certain mathematical manipulations of the optimization problem,
a method to choose the optimum Lagrange multiplier that enables full use
of the transmission power at the relay is proposed.
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5.1 Introduction
The wireless relays have the potential to improve coverage, data throughput
and energy usage of wireless networks [15, 24, 26, 29{43]. In [15, 26, 29, 30],
MMSE has been considered as the design criterion for wireless relay design.
By using multiple antennas at the transmit or receive nodes [24, 31{35],
beamforming can be used and the relay network can take advantage of MIMO
techniques. In addition, interference constraints can be included in the de-
sign within the context of cognitive radios as in [36{39,41]. Compared to an
ordinary one way relay network that requires two time slots for transmission
through the relays, the two way relay network [106, 136, 148, 158] can im-
prove spectral eciency through simultaneous bidirectional transmissions.
In a two way amplify and forward relay network, a pair of nodes wish to
communicate each other simultaneously. In the rst phase, both sides trans-
mit signals simultaneously. After receiving the information, in the second
phase, combining with a linear transformation matrix F, the relay transmits
the signals again towards each destination node. The eective bandwidth
eciency of the two way relay network is considered to be one time slot per
transmission, because both the uplink and the downlink are served simulta-
neously, even though this will require two time slots. There has been a con-
siderable amount of works published in the literature recently, for example,
ecient channel estimation [5, 138, 147, 148], signal encoding [136, 137, 143]
and receiver design [146]. The work in [140] considered optimum power al-
location at the transmitter and the relays to maintain desired SNR at the
receiving end for a pair of transmitter-receiver terminals with a number of
relays. An MMSE method has been considered for spatial multiplexing for
a given transmission power at the relays in [139]. The work in [158] utilized
the lter-based relays to overcome inter-symbol interference in order to en-
hance the signal to SINR. In this chapter, work on MMSE-based precoder
Section 5.2. System Model 83
design in [15] is extended to a two way cooperative relay network. Single
and multiple pairs of source and destination are considered to demonstrate
the potential of the two-way relay networks for forwarding signals while per-
forming spatial multiplexing. A new approach is proposed to determine the
optimum signal scaling factor required to use all available transmission power
at the relay through certain manipulations in the Lagrangian formulation.
5.2 System Model
As shown in Fig. 5.1, consider M pairs of source nodes and receiver nodes.
There are N cooperative relays between sources and destinations. In the
rst phase (broadcasting phase) signal vectors s 2 CM1 and b 2 CM1
are transmitted from a set of source nodes Y and C respectively, where s =
[s1(n); s2(n);    ; sM (n)]T and b = [b1(n); b2(n);    ; bM (n)]T . The variance
of the signals at the Y and C sides are denoted by 2s and 
2
b respectively.
The signals are received by a set of relay nodes. The relay nodes transmit the
received data to the destination nodes in the second phase (relaying phase).
Let us denote the channel matrix consisting of complex channel coe-
cients between source nodes Y and the relay nodes as
H = [h1;h2;    ;hM ] 2 CNM (5.2.1)
where hm = [hm;1; hm;2;    ; hm;N ]T 2 CN1 for m = 1;    ;M , consists of
the channel coecients between the mth source ym and the observing relays.
Similarly, let us denote the channel matrix consisting of complex channel
coecients between source nodes C and the relay nodes as
G = [g1; g2;    ; gM ] 2 CNM (5.2.2)
where gm = [gm;1; gm;2;    ; gm;N ]T 2 CN1 for m = 1;    ;M , consists of
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   （s）
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H
Figure 5.1. A relay network of M pairs of nodes and N relay nodes.
the channel coecients between the mth source cm and the observing relays.
The received signal vector at the relay nodes in the rst transmission phase
is given as
x = Hs +Gb + nr (5.2.3)
where nr 2 CN1 is zero-mean circularly symmetric complex additive white
Gaussian noise (AWGN) vector with covariance matrix 2rI. The channel is
assumed to be quasi static, i.e. channel realizations are assumed to be xed
for the duration of a number of frames. In the second transmission phase,
the relays rebroadcast a transformed signal vector as
z = Fx (5.2.4)
where F 2 CNN is a linear transformation matrix (relay transceiver) to be
determined in order to optimize receiver performance. The received signal
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vectors at the destination sides Y and C can be written, respectively, as
y = HT z + ny (5.2.5)
and
c = GT z + nc (5.2.6)
where ny 2 CM1 and nc 2 CM1 are noise vectors containing zero-mean
circularly symmetric AWGN components of the users at receivers with co-
variance matrix 2yI and 
2
cI, respectively. Substituting (5.2.4) into (5.2.5)
and (5.2.6), respectively, and using (5.2.3) we obtain
y = HTFHs +HTFGb +HTFnr + ny (5.2.7)
where HTFGb is the desired signal at side Y .
Similarly the received signal vector at the destination side C is obtained
as
c = GTFHs +GTFGb +GTFnr + nc (5.2.8)
where GTFHs is the desired signal at side C.
5.3 MMSE Cooperative Relay Strategy
We determine an optimum linear relay transceiver F^ that minimizes the
mean-square error (MMSE) between the uncorrupted received signals HT z ,
GT z at both sides and the transmitted signals b, s, respectively, i.e.
F^ = argmin
F
J(F) (5.3.1)
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where the cost function J(F) is
J(F) =
MX
m=1
(Efjhm;nz   bm(n)j2g
+ Efjgm;nz   sm(n)j2g): (5.3.2)
The optimum F is determined subject to the relay power constraint
expressed as
EfzHzg = tr (FRrFH)  P (5.3.3)
where P is the total maximum possible power that can be used at the relay
nodes and it controls the ability of the relays to amplify the received signals
and forward them to the destinations of both the sides, respectively. The
above optimization is solved using a Lagrangian formulation. It should be
observed that when there is more than adequate power is available at the
relays, the optimization of cost in (5.3.2) may not use all available power at
the relays. Hence, a signal scaling factor  is introduced in the cost function
and optimized so that the relay power constraint is satised with equality.
Hence the cost function in (5.3.2) is modied as
J(F) = tr (Ef(HT z   b)(HT z   b)Hg+
tr (Ef(GT z   s)(GT z   s)Hg
= tr (   (HTFG+GHFHH)2b + 22bI) +
tr (   (GTFH+HHFHG)2s + 22sI) (5.3.4)
where tr () is a trace operator, and
 = HTFRrF
HH;
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 = GTFRrF
HG;
Rr = HH
H2s +GG
H2b + 
2
rI:
Adding total relay power constraint in (5.3.3), the constrained optimiza-
tion is formulated using a Lagrangian multiplier ~ as
J(F) = tr (HTFRrF
HH   (HTFG+GHFHH)2b
+22bI) + tr (G
TFRrF
HG   (GTFH+
HHFHG)2s + 
22sI) +
~(tr (FRrF
H)  P ): (5.3.5)
Dierentiating with respect to F, the optimum F is determined in terms
of ~ as
Fopt = (H
HT +GGT + ~I) 1
(HGH2b +G
HH2s)R
 1
r : (5.3.6)
Substituting (5.3.6) into (5.3.3), we obtain
P = 2tr [((HHH +GGH)T + ~I) 1(HGH2b +G
HH2s)
R 1r (GH
T2b +HG
T2s)((HH
H +GGH)T + ~I) 1]: (5.3.7)
The Lagrangian multiplier ~ can be determined by using (5.3.7). Using
the approach proposed in [15], the following eigendecomposition is used to
solve (5.3.7) and to avoid matrix inversion at every stage.
(HHH +GGH)T = QQH
~I = Q~QH (5.3.8)
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where  = diagf1; 2;    ; 2M ; 0;    ; 0g consists of eigenvalues of rank 2M
matrix (HHH +GGH)T , and ~ = diagf~; ~;    ; ~g. The matrix ((HHH +
GGH)T + ~I) 1 in (5.3.7) can be expressed as
((HHH +GGH)T + ~I) 1 = Q( + ~) 1QH (5.3.9)
where (+~) 1 = diagf(1+~) 1; (2+~) 1;    ; (2M+~) 1; ~ 1; ~ 1;    ; ~ 1g:
Hence, the power usage of the relay (5.3.7) can be expressed as
tr (Q( + ~) 1QHBQ( + ~) 1QH) =
P
2
(5.3.10)
where B = (HGH2b +G
HH2s)R
 1
r (GH
T2b +HG
T2s). Using the ap-
proach proposed in [15] and dening that C = QHBQ = QH(HGH2b +
GHH2s)R
 1
r (GH
T2b +HG
T2s)Q, (5.3.10) can be expressed as
2MX
k=1
Ck;k(k + ~)
 2 =
P
2
: (5.3.11)
Using the same arguments as in [15], it can be proved that the last
(N   2M) columns of (H+G)TQ are zero vectors. Therefore, (5.3.11) is a
4Mth-order polynomial in ~.
5.4 Algorithm Description
The cost in (5.3.4) and the constraint in (5.3.3) are convex function and
convex set, respectively. Hence the overall optimization is a convex problem.
The Lagrangian multiplier ~ should be either zero or positive at the optimum
solution. The minimum of (5.3.4) is achieved when the power constraint
becomes active, i.e. at optimum ~  0. For this reason, it should be ensured
that an appropriable  needs to be chosen so that ~  0. To proceed, we
need the following Lemma is needed.
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Lemma 1. A positive Lagrangian multiplier ~ can be ensured if
 =
s
PP2M
k=1Ck;k
 2
k
+  = 0 + ; (5.4.1)
for any arbitrary small positive value , where
0 =
s
PP2M
k=1Ck;k
 2
k
: (5.4.2)
Proof. From (5.3.11) we can obtain a function  in terms of ~ as
(~) =
s
PP2M
k=1Ck;k(k +
~) 2
: (5.4.3)
Hence
@~
@
=
[
P2M
k=1Ck;k(k +
~) 2]2
P
P2M
k=1Ck;k(k +
~) 3
: (5.4.4)
Since C is positive semidenite, Ck;k > 0;8k. Also since (HHH +GGH) is
positive semidenite, k > 0; 8k. Therefore, @~@  0 for   0 and ~  0.
When  = 0, ~ = 0. Since 0 > 0 and
@~
@  0 for  > 0, ~ for  = 0 + 
must be positive, i.e. any value of  greater than 0 will ensure that ~ > 0
and the power constraint is satised with equality, i.e.  is chosen as follows:
 = 0 +  =
s
PP2M
k=1Ck;k
 2
k
+ ; (5.4.5)
where  is a very small positive value.
Substituting (5.4.5) into (5.3.11), it can be ensured that a positive La-
grangian multiplier ~ can be obtained by solving
f(~) =
2MX
k=1
Ck;k(k + ~)
 2   P
2
= 0: (5.4.6)
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Since
@f(~)
@~
=  2
2MX
k=1
Ck;k(k + ~)
 3  0; (5.4.7)
f(~) is a monotonically decreasing function of ~. The minimum value of
~ considered should be zero, to satisfy the nonnegative condition for the
Lagrangian multiplier. The solution of (5.4.6) for ~ is always bounded below
~ 
r
2M2
P
max
k
(Ck;k) min
k
(k): (5.4.8)
Hence a bisection search is performed to determine the positive ~ within
the range of ~L = 0 and ~R =
r
2M2
P maxk
(Ck;k)   min
k
(k), where ~L is
a lower bound and ~R is an upper bound. The search algorithm for the
optimal Lagrangian multiplier ~ is the following. Firstly, we nd out the
range of ~. Secondly, update ~ = (~L + ~R)=2, substitute ~ into f(~), if
f(~) 6= 0, adjust ~L =
8><>:
~L = f(~) < 0
~ = f(~) > 0
, ~R =
8><>:
~R = f(~) > 0
~ = f(~) < 0
,
and update ~ = (~L + ~R)=2. Repeat these procedures until f(~) = 0. The
optimal Lagrangian multiplier ~ is obtained from this solution.
5.5 Simulation Results
The performance of the proposed algorithm is studied for a two way relay
network with single and multiple pairs of sources and destinations. The
total transmit power of relays is set to P = 1W, and the channels have been
generated using zero mean complex Gaussian random variables with unity
variance.
Firstly, a system with one source and one destination is considered, i.e.
M = 1. The BER performance is depicted in Fig. 5.2 for various number
of relays against SNR. The BER decreases with increasing SNR for a xed
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number of relays. Also BER decreases with increasing number of relays. For
the simulation purpose, the SNR is dened as the ratio between the total
relay power P and the variance of the noise at the destination.
Fig. 5.3 depicts the BER performance with multiple pairs of sources and
destinations. 6 relays were used, i.e. N = 6. It can be seen that the BER
decreases with increasing SNR. The BER increases with increasing number
of source-destination pairs.
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Figure 5.2. Comparison of the BER performance for the two-way
relay network with one source and one destination for various numbers
of relays.
5.6 Conclusion
A signal forwarding algorithm for a two way cooperative relay network has
been proposed, whose optimal receiver has been designed using an MMSE
criterion. The Lagrangian multiplier was employed to solve the optimization
problem, and a bisection method simplied the calculation of the optimal
Lagrangian multiplier instead of solving a high order polynomial function.
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Figure 5.3. Comparison of the BER performance for the two-way relay
network with six relays for various numbers of source and destination
pairs.
Chapter 6
RESOURCE OPTIMIZATION
TECHNIQUES FOR
OFDMA-BASED COGNITIVE
RADIO RELAY NETWORK
In this chapter, a power allocation technique is proposed for an OFDM-based
cognitive radio wireless relay network. In particular, the sum rate maximiza-
tion problem is studied for the SU network subject to constant total power
and interference leakage constraints. This multiple-constraint maximization
problem is transformed into an equivalent single constraint problem using
two auxiliary variables. The auxiliary variables are adapted using a sub-
gradient technique while the optimal Lagrangian multipliers are obtained
using a bisection method. Simulation results demonstrate the convergence
of the algorithm and the satisfaction of multiple constraints.
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6.1 Introduction
When a receiver is not in the coverage area of a transmitter, a wireless
relay can help the transmitter to forward signals to the receiver. Employ-
ment of relays could also result into lower overall transmission power and
signal diversity [159]. Such a relay network is considered within a spectrum
sharing context namely cognitive radio networks. The cognitive radio is con-
sidered as one of the promising techniques to improve the radio spectrum
utilization [13, 14] and [160]. This is because a secondary network could
access the primary spectrum provided the transmissions of the signal from
the secondary network do not harmfully aect the primary receivers. One
possible arrangement is to enable the secondary transmitter to sense the
availability of spectrum and to transmit only when the spectrum is unoccu-
pied [98,161{163] and [164]. Another possibility is to transmit signals while
ensuring the interference leakage to the primary receiver is below a specic
threshold. This arrangement is known as underlay cognitive radio network.
Such an underlay secondary network is considered with multiple users and a
relay in the presence of a primary receiver. There have been signicant in-
terests in the combined relay and the cognitive radio networks due to power
and spectrum eciencies [41,165{167] and [168]. There are recent works on
the optimization techniques for relay networks under a spectrum sharing set
up. For example, in [165], a cooperative relaying scheme for an underlay
cognitive radio network was proposed, but from a beamforming perspective.
The work in [166] considered a two way relay network under a cognitive radio
setup, again from the perspective of relay beamforming. In this chapter, an
OFDM-based relay network is considered. Resource allocation for OFDM-
based networks has been studied in [17, 169{171] and [56] which improves
the network performance by allocating the subcarriers and power optimally.
A power allocation (PA) technique at the source and the relay separately
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has been proposed in [170]. The work in [170] is based on a suboptimal joint
source-relay PA scheme. In [56,172] and [43], a dynamic resource allocation
technique for an OFDM-based wireless relay network was proposed which
considered asymmetric transmission durations from the source to relay and
from relay to the destinations. Since the work in [43,56,172] considered only
a conventional wireless network without primary network, the optimization
problem for power allocation considered only one constraint that is the total
transmission power constraint. However, in this paper, a cognitive radio-
based wireless relay network is considered and a power allocation technique
for OFDM-subcarriers from the base station to the relay and from the re-
lay to multiple destinations is proposed to maximize the sum rate. This
optimization problem has both the sum power constraint and the interfer-
ence leakage constraint and is solved by combining multiple constraints into
a single constraint using auxiliary variables and by adapting the auxiliary
variables using a sub-gradient method.
6.2 System model
A cognitive radio relay network is considered where one base station (BS)
transmits signal to K users through a regenerative half-duplex relay, as
shown in Fig. 7.2. An OFDM Access (OFDMA) scheme is employed to
serve multiple-users. It is assumed that the BS cannot transmit the signals
to the users directly due to long distance and obstacles. A total bandwidth
of B is divided into N independent subchannels. The downlink and the
uplink transmissions between BS and the users cover two time slots. In the
rst time slot T1, the BS transmits signal to the relay, where the signal can
be received and decoded. In the second time slot T2, the relay re-encodes
the signal and forwards it to the users. The total end-to-end transmission
time can be expressed as T = T1+T2. The total transmit power allocated to
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the whole network is pT . It is assumed that the single-sided power spectral
density for additive white Gaussian noise (AWGN) N0 is identical at the
relay and the receiver terminals. Dene hmSR as the channel gain from the
BS to the relay at subcarrier m and hnRDk is the channel gain from the relay
to the kth user terminal at subcarrier n (m;n 2 f1;    ; Ng). The channel-
to-noise power ratio (CNR) for the two consecutive slots can be written as
mSR = jhmSRj2=(N0B=N) and nRDk = jhnRDk j2=(N0B=N). In the meantime,
hmSP and h
m
RP are the channel gains from the BS to the PU receiver and from
the relay to the the PU receiver respectively, at subcarrier m.
Figure 6.1. A cognitive radio relay network with K SUs and one PU.
6.3 Optimal Asymmetric Resource Allocation for a Cognitive Re-
lay Network
6.3.1 Formulation of the cost function
An asymmetric resource allocation similar to [56] and [43], but for a cog-
nitive relay network is considered. The instantaneous capacities of the two
consecutive slots over the subchannel m and n can be written respectively
as
CmSR =
T1
T
log2(1 + p
m
SR
m
SR) (6.3.1)
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CnRDk =
T2
T
log2(1 + p
n
RDk
nRDk) (6.3.2)
where pmSR and p
n
RDk
are the power allocated to the subchannel m in the
rst time slot and the subchannel n to the kth user in the second time slot,
respectively. In this case, the power will be allocated to the user whose nth
subchannel is the best for gaining the highest capacity for the whole network,
i.e., the best nRDk will be selected from K users. Therefore, the channels for
the K users in nth subchannel in the second time slot can be considered as
an equivalent single channel whose gain is nRD = maxfnRD1 ;    ; nRDkg. pT
and T are total transmission power and a xed total transmission duration.
The aim is to maximize the sum data rate subject to a sum power constraint
and an interference constraint. The interference constraint will limit the
interference leakage from the source and the relay to the primary terminal
below a specic threshold . The sum data rate is limited by the minimum
of the data rate from the source to the relay and that from the relay to
all destinations. Therefore, the optimization problem can be formulated as
follows:
argmax
pmSR;p
n
RD;T1;T2
 
min
(
NX
m=1
CmSR;
NX
n=1
CnRD
)!
(6.3.3)
subject to
NX
m=1
pmSR +
NX
n=1
pnRD  pT (6.3.4)
NX
m=1
pmSRjhmSP j2 +
NX
n=1
pnRDjhnRP j2   (6.3.5)
pmSR > 0; p
n
RD > 0 (6.3.6)
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and
T1 + T2 = T; T1 > 0; T2 > 0 (6.3.7)
It can be proved that (6.3.3) is maximized only when
PN
m=1C
m
SR =
PN
n=1C
n
RD.
Also using the approach of [39], the sum power and the interference leakage
constraints in (6.3.4) and (6.3.5) can be combined into one constraint using
auxiliary dual variables  and . Hence, the optimization in (6.3.3) can be
written as
argmax
pmSR;p
n
RD;T1;T2
NX
m=1
T1
T
log2(1 + p
m
SR
m
SR) +
NX
n=1
T2
T
log2(1 + p
n
RD
n
RD) (6.3.8)
subject to
NX
m=1
T1
T
log2(1 + p
m
SR
m
SR) =
NX
n=1
T2
T
log2(1 + p
n
RD
n
RD) (6.3.9)

 
NX
m=1
pmSR +
NX
n=1
pnRD
!
+

 
NX
m=1
pmSRjhmSP j2 +
NX
n=1
pnRDjhnRP j2
!
 pT +  (6.3.10)
6.3.2 Algorithm Description
Using a similar approach as in [56] and [43], it can be proven that the
optimization problem in (7.3.5) is convex. It can be solved using the Karush-
Kuhn-Tucker (KKT) conditions [132]. The optimization in the primal form
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is written as
L =
NX
m=1
T1
T
log2(1 + p
m
SR
m
SR)
+
NX
n=1
T2
T
log2(1 + p
n
RD
n
RD)
 
"
NX
m=1
T1
T
log2(1 + p
m
SR
m
SR)
 
NX
n=1
T2
T
log2(1 + p
n
RD
n
RD)
#
(6.3.11)
 
"
(
NX
m=1
pmSR +
NX
n=1
pnRD)
+(
NX
m=1
pmSRjhmSP j2 +
NX
n=1
pnRDjhnRP j2)  pT   
#
 (T1 + T2   T )
where ,  and  are the Lagrangian multipliers. T1, T2, p
m
SR and p
n
RD can
be obtained using the KKT conditions, where
T1 =
1  
2
T (6.3.12)
T2 =
1 + 
2
T (6.3.13)
pmSR =

(1  )2
2(+ jhmSP j2)
  1
mSR
+
(6.3.14)
pnRD =

(1 + )2
2(+ jhnRP j2)
  1
nRD
+
(6.3.15)
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where [x]+ =
8><>: x = x > 00 = x < 0 . The Lagrangian multipliers can be obtained
by solving the following two simultaneous equations:
f(; ) = pT + 
 (+ jhmSP j2)
NX
m=1

(1  )2
2(+ jhmSP j2)
  1
mSR
+
 (+ jhnRP j2)
NX
n=1

(1 + )2
2(+ jhnRP j2)
  1
nRD
+
= 0 (6.3.16)
g(; ) = (1 + )
NX
n=1

log2(
(1 + )2nRD
2(+ jhnRP j2)
)
+
 (1  )
NX
m=1

log2(
(1  )2mSR
2(+ jhmSP j2)
)
+
= 0 (6.3.17)
The overall algorithm is solved as shown in the pseudo code below:
1. Initialize  and  to positive values.
2. Repeat a)-b) until convergence of  and .
(a) Solve (6.3.16) and (6.3.17) using a bisection search method.
(b) Determine the optimum T1, T2, p
m
SR and p
n
RD using (6.3.12)-
(6.3.15).
(c) Adapt  and  using the subgradient method shown in (6.3.18)
and (6.3.19).
3. End for repeat 2).
The values of  and  are initialized to arbitrary positive values, for
example  = 1 and  = 1. For a given set of auxiliary variables  and ,
the optimal Lagrangian multipliers can be obtained by solving (6.3.16) and
(6.3.17) using a bisection method as described in [43]. The optimal time
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durations for each time slot and the optimal power allocation to each sub-
channel can be obtained by substituting the optimal Lagrangian multipliers
into (6.3.12), (6.3.13), (6.3.14) and (6.3.15). After determining the optimal
power allocation pmSR and p
n
RD at the end of each iteration, we can update
 and  using a subgradient algorithm until convergence as,
n+1 = n + t(
NX
m=1
pmSR +
NX
n=1
pnRD   pT ) (6.3.18)
and
n+1 = n + t(
NX
m=1
pmSRjhmSP j2 +
NX
n=1
pnRDjhnRP j2   ) (6.3.19)
This is repeated until the values of  and  converge either to zero or to
an asymptotic value. The convergence to zero means that the corresponding
constraint is inactive at the optimum point, and this is the mostly case
as the optimization is limited by either the total power or the interference
leakage [39].
6.4 Simulation results
The performance of the proposed scheme is investigated for an OFDM regen-
erative CR relay network with one BS, one relay, two SUs and one PU. The
total bandwidth is B = 5MHz, which is divided into N = 64 subchannels.
The power spectral density of AWGN N0 = 0.1W/Hz, and the total time
frame is assumed as T = 1s.
For the results in Fig. 6.2, the total transmit power for the whole network
is assumed as pT = 1W. As seen in Fig. 6.2 that the total capacity increases
with increasing total interference threshold. From Fig. 6.3, we can see that
the capacity increases with increasing total power when the total interference
from transmitters to primary user is xed to  = 0.2W. Fig. 6.4 shows the
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adaptation of the auxiliary variables  and  corresponding to the total
power and total interference, respectively. It is assumed that pT = 1W and
 = 0.2W. It can be seen that  is increasing and  is decreasing. Either 
or  should converge to zero indicating only one constraint will be active as
observed in [39].
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Figure 6.2. The total capacity against total interference threshold.
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Chapter 7
DOWNLINK RESOURCE
ALLOCATION TECHNIQUES
FOR OFDMA-BASED
WIRELESS RELAY
NETWORKS
In this chapter, we investigate a joint optimization problem for beamform-
ing and temporal power allocation for an OFDM-based wireless relay net-
work. Both the BS and the relay employ multiple antennas for transmission
whilst the multiple destinations (users) employ single antenna. The aim is
to maximize the capacity of the wireless relay network while satisfying the
total power budget. We solve this problem by asymmetrically allocating the
temporal power to dierent time slots and using the principle of broadcast
channel-multiple access channel (BC-MAC) duality. The proposed algorithm
in its dual form has been solved using bisection-based Geometric Program-
ming (GP).
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7.1 Introduction
Employment of wireless relays between a source node and the destination
nodes can enhance capacity and coverage of a wireless network and it has
the potential to reduce the required transmission power signicantly [173,
174], [159]. On the other hand, OFDM enables transmission of information
over multiple orthogonal narrowband subcarriers, hence has the potential
to enhance ecient use of the radio spectrum. Also, through insertion of
cyclic prex [175], OFDM could convert a frequency-selective channel into
a number of frequency at channels resulting into considerable benets in
terms of complexity of transmission and reception of the signals, [29, 159,
176,177].
7.1.1 Related Work
Wireless relay can be generally classied into three groups: amplify and
forward, compress and forward and decode and forward. In the amplify
and forward scheme, the relay receives, amplies and forwards the sig-
nals transmitted by the source nodes to the destinations [149, 178{180].
In compress and forward scheme, the received signals can be compressed
at the relay by exploiting the statistical dependencies between the signals
at the nodes [181, 182]. In decode and forward scheme, relay decodes and
re-encodes the received signals, before forwarding them to the destination
nodes [183,184].
In [17, 159,169{171], and [56], various resource allocation techniques for
OFDM-based networks were studied. A power allocation (PA) technique at
the source and the relay has been proposed in [170]. The work in [170] is
based on a suboptimal joint source-relay PA scheme. A dynamic resource al-
location technique for an OFDM-based wireless relay network was proposed
in [56] and [172], which considered asymmetric transmission durations from
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the source to relay and from relay to the destination nodes. Recently, re-
source allocation techniques for OFDM-based cognitive radio have also been
studied, for example, [185] proposed a power allocation technique for OFDM-
based cognitive radio wireless relay network in order to maximize the sum
rate for the secondary user network subject to sum power and interference
leakage constraints.
Many works in the literature considered the principle of multiple access
channel (MAC) and broadcast channel (BC) duality for designing precoders
for wireless networks with multiple users. For example, the work in [186]
showed that BC and the dual MAC share the same achievable capacity
region, and vice versa. In [187], the uplink-downlink SINR duality was
used to design SINR balancing based multiple-user downlink beamforming.
In [188], the duality was extended to multiuser MIMO Gaussian BC chan-
nels, in which the optimal solutions for the MIMO-BC sum rate problems
have been obtained under a single sum power constraint. By employing the
general BC-MAC duality, [39] proposed an ecient algorithm to transform
a non-convex BC problem into a sequence of convex MAC problem, in or-
der to solve weighted sum rate maximization problem for the cognitive radio
MIMO-BC, subject to the sum power and the interference power constraints,
respectively.
7.1.2 Our Main Contributions
In this chater, we consider a wireless relay network as depicted in Fig. 7.1.
The network consists of a BS with multiple antennas, a RS with multiple
antennas and a number of users, each equipped with a single antenna. Both
the links from the BS to the RS and the RS to the users employ OFDM. We
propose a joint beamforming and power allocation technique to maximize
the total capacity of the whole network. In the MIMO transmission be-
tween the BS and the RS, SVD is utilized to design the transmit and receive
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Figure 7.1. A relay network with an Nt-antenna BS, an Nr-antenna
RS and R users with one antenna for each. The channel gains are
shown for the mth subcarrier.
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beamforming vectors and the power allocation is performed using \waterll-
ing" algorithm. In the MISO transmission between RS and multiple-users,
transmit beamforming vectors are designed using BC-MAC duality. The
waterlling based power allocation at the BS and the user power allocation
at the RS needs to be jointly performed so that the sum rate of users should
be matched to the backhaul BS-RS data throughput. We solve this problem
using Lagrangian optimization.
The rest of this chapter is organized as follows. Section 7.2 presents
the system model and the problem formulation. In Section 7.3, overall
transceiver design has been formulated using an asymmetric resource al-
location optimization framework. In Section 7.4, an algorithm is proposed
to solve the above optimization problem, and the performance is compared
with a simple transmitter design scheme. Simulation results are presented
in Section 7.5.
7.2 System Model
We consider a downlink OFDM-based relay network which consists of a base
station (BS), a relay station (RS) and R multiple-users. As depicted in Fig.
7.1, the BS and RS are equipped with Nt and Nr antennas, respectively, and
each of the multiple-users is equipped with single antenna. It is assumed that
the signals can not be transmitted from BS to multiple-users directly, due
to long distance and obstacles, hence the channel gains from BS to multiple-
users are very small. As a result, BS will require very high power to transmit
the signal to the multiple-users, unless a relay is employed as considered in
this paper. There are two time slots to cover the transmissions from BS
to multiple-users. In the rst time slot T1, the signal is transmitted from
BS, which is received and decoded at the RS. In the second time slot T2, RS
re-encodes the signal and forwards it to multiple-users. The total end-to-end
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transmission time can be indicated as T = T1 + T2. The total bandwidth
B is also separated into N subcarriers using OFDM for both sides of the
transmissions. The total available transmit power is PT .
7.2.1 MIMO-OFDMA downlink system from BS to RS.
Before formulating the optimization problem, transmissions in both the time
slots are described. In the rst time slot T1, the MIMO channel gain for the
mth subcarrier from the BS to the RS is expressed as an NrNt matrixHmSR,
which is assumed to be known either at the BS or at the RS depending on
where the optimization is performed. Normally, optimization is performed
at the RS, as RS can estimate the channel from BS using training sequences,
the channels from RS to users can be obtained through feedback from user
terminals. It is more convenient to perform optimization at the RS. The
received signal vector at the RS ymSR 2 CNr1 in the mth OFDM subcarrier
can be written in terms of the corresponding transmit signal vector xmSR 2
CNt1 as
ymSR = H
m
SRx
m
SR + m; m = 1; 2;    ; N: (7.2.1)
where m 2 CNr1 is the Additive White Gaussian Noise (AWGN) vector
with covariance EfmmHg = 2mINr . The channel gain matrix for the mth
subcarrier HmSR can be decomposed into parallel independent subchannels
using SVD as:
HmSR = U
m
SR
m
SR(V
m
SR)
H ; (7.2.2)
where UmSR 2 CNrNr and (VmSR)H 2 CNtNt are unitary matrices and
mSR 2 CNrNt is a rectangular matrix whose diagonal elements are the
singular values of HmSR. Let Kmin = minfNr; Ntg. It is well known that the
optimal transmitting beamforming matrix and the receiving beamforming
matrix corresponding to the MIMO channel matrix HmSR are the rst Kmin
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columns of VmSR and (U
m
SR)
H [189]. Therefore, the transmit signal vector
xmSR is given as x
m
SR = V
m
SR~x
m
SR, where ~x
m
SR is the vector of modulated
symbol constellations. The transmit covariance matrix for themth subcarrier
is given by,
VmSREf~xmSR(~xmSR)HgVmSRH = VmSRdiag(pmSR)(VmSR)H ; (7.2.3)
where diag(pmSR) is a diagonal matrix with the principle diagonal elements
given by pmSR = [p
1;m
SR ; p
2;m
SR ; : : : ; p
k;m
SR ; : : : ; p
Kmin;m
SR ]
T 2 RKmin1, and pk;mSR
denotes the power allocation to the kth mode of the MIMO channel corre-
sponding to the mth subcarrier from the BS to the RS.
The non-zero diagonal elements in mSR, 
1;m
SR  2;mSR  : : : k;mSR : : : 
Kmin;mSR can be treated as the \virtual" independent subchannel gains be-
tween the BS and RS for the subcarrierm. Using the power allocation vector
pmSR, the instantaneous data rate for the m
th subcarrier in the rst time slot
T1 can be written as:
CmSR =
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR ); (7.2.4)
where pk;mSR is the power allocated to the k
th subchannel of themth subcarrier,
k;mSR = (
k;m
SR )
2=2k;m, and 
2
k;m = 
2
m is the variance of zero mean AWGN
noise present at the kth mode of the MIMO channel. With these new \vir-
tual" independent channel gains, for a given total power limit at the BS, the
\waterlling" algorithm can be employed to determine the optimal power
allocation [189].
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7.2.2 Beamforming for the MISO-OFDMA downlink network from
the RS to multiple-users.
In the second time slot T2, after receiving and re-encoding the signals from
the BS, the RS forwards the signal to various users. User-specic radiation
patterns (beams) can be formed and multiple users can share each subcar-
rier simultaneously. The individual signal-to-interference-plus-noise ratios
(SINR) are controlled by the beamformer vectors and the corresponding
power allocation.
The beamforming vector for the ith user at the mth subcarrier is dened
as w i;m = [w
1
i;m; w
2
i;m; : : : ; w
r
i;m; : : : ; w
Nr
i;m]
H 2 CNr1, where 1  i  R,
respectively. The matrix Wm = [w1;m;w2;m; : : : ;w i;m; : : : ;wR;m] indicates
the collection of all beamformers for the mth subcarrier. Each beamformer
will be normalized, so that
kw i;mk2 = 1; 1  i  R: (7.2.5)
We dene si;mRD and p
i;m
RD as the re-encoded independent information
symbol and the corresponding power allocation, respectively, at the relay,
for the ith user in the mth subcarrier. pi;mRD can be stacked into a vector
pmRD = [p
1;m
RD ; p
2;m
RD ; : : : ; p
i;m
RD; : : : p
R;m
RD ]
T 2 RR1, and the kpmRDk1 denotes
the total transmission power allocation for subcarrier m at the RS. Dene
h i;mRD = [h
1;i;m
RD ; h
2;i;m
RD ; : : : ; h
r;i;m
RD ; : : : h
Nr;i;m
RD ]
T
as the channel gain between the
RS and the ith user in the mth subcarrier. The received signal at the ith user
can be expressed as:
yi;m;DLRD =
q
pi;mRDw
H
i;mh
i;m
RDs
i;m
RD
+
RX
j=1;j 6=i
q
pj;mRDw
H
j;mh
i;m
RDs
j;m
RD + 
m
i ; (7.2.6)
where mi is the AWGN noise component at the i
th user in themth subcarrier,
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with the variance 2i;m. Dening the following spatial covariance matrices
Qi;mRD = Efh i;mRD(h i;mRD)Hg; 1  i  R; (7.2.7)
the downlink SINR for the ith user in mth subcarrier can be written as
SINRi;m;DLRD =
pi;mRDw
H
i;mQ
i;m
RDw i;mPR
j=1;j 6=i p
j;m
RDw
H
j;mQ
i;m
RDw j;m + 
2
i;m
: (7.2.8)
Uplink-Downlink SINR Duality
As seen in (7.2.8), the downlink SINR is coupled in terms of the beamforming
vectors of all users. Hence the optimization is relatively dicult to solve as
compared to the beamformer design in the uplink, where each user's SINR
is a function of only its beamformer.
Fortunately, there exists a result known as uplink-downlink SINR dual-
ity [187] which states that the SINRs that can be achieved for the users in
the downlink can also be achieved in the virtual uplink with the same set
of beamformers and identical total power constraint, i.e. for a given beam-
forming matrix W and the total power PRD, the uplink and the downlink
could achieve the same SINR as
CUL(W; PRD) = C
DL(W; PRD): (7.2.9)
Where CUL and CDL denotes the set of SINRs that can be achieved in the
uplink and downlink respectively. More specically, if a set of target SINRs
#1;m;DLRD ; #
2;m;DL
RD ; : : : ; #
R;m;DL
RD can be achieved in the downlink on m
th sub-
carrier between the RS and the multiple-users, then the same set of SINRs
can be achieved in the uplink and vice versa. Therefore, the downlink beam-
forming problem can be solved more easily through the uplink beamformer
design. In the virtual uplink, the received signal in the mth subcarrier at the
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RS can be expressed as
yi;m;ULRD =
q
qi;mRDw
H
i;mh
i;m
RDd
i;m
RD
+
RX
j=1;j 6=i
q
qj;mRDw
H
i;mh
j;m
RDd
j;m
RD + 
m
i ; (7.2.10)
where mi is the AWGN noise component at RS for the i
th user in the mth
subcarrier in the virtual uplink, with variance 2i;m. d
i;m
RD and q
i;m
RD denote the
transmit signal and the corresponding power for the ith user in the uplink.
It can be stacked into a vector as qmRD = [q
1;m
RD ; q
2;m
RD ; : : : ; q
i;m
RD; : : : q
R;m
RD ]
T 2
RR1. The SINR of the ith user in the virtual uplink can be written as
SINRi;m;ULRD =
qi;mRDw
H
i;mQ
i;m
RDw i;m
wHi;m(
PR
j=1;j 6=i q
j;m
RDQ
j;m
RD + 
2
i;mI)w i;m
: (7.2.11)
For the uplink-downlink duality to hold the noise variance at each user
terminal should be identical [187]. However, if 2i;m 6= 2l;m, i 6= l, both the
numerator and the denominator of (7.2.8) can be divided by 2i;m to obtain
virtual spatial covariance matrix Q^i;mRD = Q
i;m
RD=
2
i;m, and the corresponding
noise variance 2i;m = 1; 1  i  R. The achieved set of target SINRs will not
be aected by this scaling [187], and in this case the SINRs in the downlink
and the uplink can be written as
^SINR
i;m;DL
RD =
pi;mRDw
H
i;mQ^
i;m
RDw i;mPR
j=1;j 6=i p
j;m
RDw
H
j;mQ^
i;m
RDw j;m + 1
(7.2.12)
and
^SINR
i;m;UL
RD =
qi;mRDw
H
i;mQ^
i;m
RDw i;m
wHi;m(
PR
j=1;j 6=i q
j;m
RDQ^
j;m
RD + I)w i;m
; (7.2.13)
The beamformers can be designed using the virtual uplink SINR formulation
as in (7.2.13) rather than that in (7.2.12). The power allocation for the 2nd
slot is obtained using geometric programming (GP) as described below.
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Power allocation
Using the principle of uplink-downlink SINR duality, the power allocation
problem in the downlink can be transferred into the power allocation problem
of the virtual uplink for a given set of beamformers. We assume that the
power of received signal is much larger than that of the interference plus
noise, so that the SINR is much greater than 1. In this case, we could ignore
the \1" in (1 + ^SINR
i;m;UL
RD ) in the capacity equation log2(1 + SINR
UL
RD).
Hence, the sum rate can be approximated to
Cm;ULRD =
RX
i=1
T2
T
log2( ^SINR
i;m;UL
RD )
=
T2
T
log2(
RY
i=1
^SINR
i;m;UL
RD ): (7.2.14)
Dening G^ii;mRD = w
H
i;mQ^
i;m
RDw i;m and G^
ji;m
RD = w
H
i;mQ^
j;m
RDw i;m, we can rewrite
(7.2.13) as
^SINR
i;m;UL
RD =
qi;mRDG^
ii;m
RDPR
j=1;j 6=i q
j;m
RDG^
ji;m
RD + 1
: (7.2.15)
It can be seen that the numerator and the denominator of ^SINR
i;m;UL
RD
are monomial and posynomial functions of transmit power variables qmRD.
Therefore, the reciprocal SINRs 1= ^SINR
i;m;UL
RD and their product ofQR
i=1(1=
^SINR
i;m;UL
RD ) are posynomials. The optimization problem is to max-
imize the total capacity subject to a given total power constraint PRD which
is equivalent to the following minimization problem:
min
qi;mRD
NY
m=1
RY
i=1
(1= ^SINR
i;m;UL
RD ); (7.2.16)
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subject to
NX
m=1
RX
i=1
qi;mRD  PRD; qi;mRD > 0: (7.2.17)
The above optimization problem falls into GP and can be solved using
convex optimization techniques [132].
Iterative Beamformer Design and Power Allocation
For a given set of beamforming, power allocation is performed qi;mRD using the
GP as in (7.2.16) and (7.2.17), and the beamforming vectors are designed in
the uplink for the power allocation qi;mRD. The same beamformers will be used
in the downlink with a dierent set of power allocations. The ^SINR
i;m;UL
RD
can be written in terms of the beamforming vector w i;m as
^SINR
i;m;UL
RD =
wHi;mAw i;m
wHi;mBw i;m
; (7.2.18)
where A = qi;mRDQ^
i;m
RD and B =
PR
j=1;j 6=i q
j;m
RDQ^
j;m
RD+I. The beamformer w i;m
is obtained as the generalized eigenvector corresponding to the largest gener-
alized eigenvalue of the matrix pair (A;B) and expressed as max(Q^
i;m
RD; q
i;m
RD).
Here, we propose an iterative algorithm to optimize the beamformers w i;m.
Each iteration for solving the beamformers w i;m consists of two steps: rst,
optimize the power allocation, i.e. calculate qmRD using GP with previous
normalized w i;m. Then, substitute q
m
RD into (7.2.18) and obtain optimum
w i;m. This iteration is repeated until the stopping criterion k ~w i;m()  
w i;m()k2   is satised as summarized in Table 7.1.
According to the uplink-downlink SINR duality in (7.2.9), by solving
the optimal power allocation qmRD and the beamformers w i;m for each user,
a set of uplink SINR target is obtained which can also be achieved in the
downlink. By substituting the beamformers w i;m obtained in the virtual
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Table 7.1. Proposed algorithm for beamforming vector using BC-
MAC duality.
1) Initialize feasible beamformers w i;m randomly, and normalize them:
w i;m = w i;m=kw i;mk2; 1  i  R;
2) Keep each noise variance 2i;m = 1, and create new virtual scaled spatial
covariance matrices
Q^i;mRD = Q
i;m
RD=
2
i;m; 1  i  R;
3) Repeat a) - f) [but it is start from c) in the rst running];
a)  = + 1;
b) w i;m() = ~w i;m(  1);
c) Substitute w i;m() into the SINR of uplink (7.2.13);
d) Determine the optimum power allocation of uplink using GP;
e) ~w i;m() = max(Q^
i;m
RD; q
i;m
RD);
f) Calculate k ~w i;m() w i;m()k2;
4) End for repeat 3) when k ~w i;m() w i;m()k2  , where  is the error
tolerance for exit condition.
uplink into (7.2.8), the SINR for the downlink can be expressed as:
SINRi;m;DLRD = #
i;m;UL
RD =
pi;mRDG
ii;m
RDPR
j=1;j 6=i p
j;m
RDG
ij;m
RD + 
2
i;m
(7.2.19)
where #i;m;ULRD is the achieved SINR in the uplink which should be the same
as in the downlink for each user, Gii;mRD = w
H
i;mQ
i;m
RDw i;m and G
ij;m
RD =
wHj;mQ
i;m
RDw j;m. Then from (7.2.19), we obtain:
pi;mRDG
ii;m
RD   #i;m;ULRD
RX
j=1;j 6=i
pj;mRDG
ij;m
RD = #
i;m;UL
RD 
2
i;m;
i = 1; 2;    ; R; m = 1; 2;    ; N: (7.2.20)
By stacking equations in (7.2.20) for i = 1; 2;    ; R, we formulate a
matrix equation for the mth subcarrier as follows
Vmxm = bm: (7.2.21)
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where
Vm =
266666664
G11;mRD  G12;mRD #1;m;ULRD     G1R;mRD #1;m;ULRD
 G21;mRD #2;m;ULRD G22;mRD     G2R;mRD #2;m;ULRD
...
...
. . .
...
 GR1;mRD #R;m;ULRD  GR2;mRD #2;m;ULRD    GRR;mRD
377777775
2 CRR,
xm = [p
1;m
RD ; p
2;m
RD ;    ; pR;mRD ]
T 2 CR1 and
bm = [#
1;m;UL
RD 
2
1;m; #
2;m;UL
RD 
2
2;m;    ; #R;m;ULRD 2R;m]
T 2 CR1. Hence, the
optimal power allocation for the downlink for the mth subcarrier can be
obtained as follows
xm = V
 1
m bm: (7.2.22)
Since Vm is an RR square matrix, and all the elements Gii;mRD are
formed using independent channel matrices, the inverse of V, denoted by
V 1, should exist with a probability reaching one. To summarize, in order
to solve the optimal power allocation pmRD in downlink, we determine the
beamformers w i;m and power allocation q
m
RD in the uplink rst, solve the
SINR values for each user and then substitute them into downlink to obtain
downlink power allocation. In the following section, we propose an asym-
metric resource allocation for maximizing the total throughput of the relay
network.
7.3 Optimal Asymmetric Resource Allocation
We consider an asymmetric resource allocation as similar to the works in [56]
and [172]. The instantaneous downlink capacity of the mth subcarrier from
RS to multiple-users in the second time slot T2 is formulated as:
Cm;DLRD =
RX
i=1
T2
T
log2(1 + SINR
i;m;DL
RD ): (7.3.1)
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The instantaneous capacities of the two consecutive slots over all subcarriers
should be maximized. Our optimization is to allocate the power at the base
station and the relay through dierent subcarriers optimally in addition to
choosing the optimal subcarriers for dierent users. In order to maximize
the capacity from the base station to multiple users, it is important that the
capacities of the channel from the base station to the relay, and that from
the relay to multiple users should be matched. Otherwise the relays will be
forced to drop the data packet. Therefore, the optimization criterion is to
maximize the minimum of the data rates of the channel from the base station
to the relay, and from the relay to the multiple users. The optimization
problem can be formulated from (7.2.4) and (7.3.1) as
argmax
pk;mSR ;p
i;m
RD;T1;T2
 
min
(
NX
m=1
CmSR;
NX
m=1
Cm;DLRD
)!
; (7.3.2)
subject to
NX
m=1
KminX
k=1
pk;mSR +
NX
m=1
RX
i=1
pi;mRD  PT ;
pk;mSR > 0; p
i;m
RD > 0 (7.3.3)
and
T1 + T2 = T; T1 > 0; T2 > 0: (7.3.4)
Using a similar argument as in [56] and [172], it can be proved that
(7.3.2) is maximized only when
PN
m=1C
m
SR =
PN
n=1C
m;DL
RD . In order to
approximate the problem into GP, we assume high SINRs in the downlink
from the RS to multiple-users, and ignore the term \1" in calculating the
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capacity. Hence, the optimization in (7.3.2) can be written as
argmax
pk;mSR ;p
i;m
RD;T1;T2
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR ) +
NX
m=1
RX
i=1
T2
T
log2(SINR
i;m;DL
RD ); (7.3.5)
subject to
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR )
=
NX
m=1
RX
i=1
T2
T
log2(SINR
i;m;DL
RD ) (7.3.6)
and constraints in (7.3.3) and (7.3.4). In the following section, we use the
algorithm proposed in [56] and [172] to solve this optimization problem using
Lagrangian duality and bisection method.
7.4 Algorithm Description
Using a similar approach as in [56] and [172], we can prove that the opti-
mization problem in (7.3.5) is convex. It can be solved using the Karush-
Kuhn-Tucker (KKT) conditions [132]. The optimization in the primal form
is written as
L =
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR ) +
NX
m=1
RX
i=1
T2
T
log2(SINR
i;m;DL
RD )
 
"
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR )  
NX
m=1
RX
i=1
T2
T
log2(SINR
i;m;DL
RD )
#
 
"
NX
m=1
KminX
k=1
pk;mSR +
NX
m=1
RX
i=1
pi;mRD   PT
#
  (T1 + T2   T ); (7.4.1)
where ,  and  are the Lagrangian multipliers. From the KKT condition
and constraints (7.3.3) and (7.3.4) it can be derived that   0 and  2
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( 1; 1).
@L
@T1

T1=T 1 ;T2=T

2 ;p
k;m
SR =p
k;m
SR

;pi;mRD=p
i;m
RD

=
1  
T
NX
m=1
KminX
k=1
log2(1 + p
k;m
SR

k;mSR )  8><>:
< 0 T 1 = 0
= 0 T 1 > 0;
(7.4.2)
@L
@T2

T1=T 1 ;T2=T

2 ;p
k;m
SR =p
k;m
SR

;pi;mRD=p
i;m
RD

=
1 + 
T
NX
m=1
RX
i=1
log2(SINR
i;m;DL
RD

)  8><>:
< 0 T 2 = 0
= 0 T 2 > 0;
(7.4.3)
@L
@pk;mSR

T1=T 1 ;T2=T

2 ;p
k;m
SR =p
k;m
SR

;pi;mRD=p
i;m
RD

=
T 1 (1  )k;mSR
T (1 + pk;mSR

k;mSR )
  8><>:
< 0 pk;mSR

= 0
= 0 pk;mSR

> 0:
(7.4.4)
T1, T2 can be obtained by using (7.3.6), (7.4.2) and (7.4.3) that
T1 =
1  
2
T; (7.4.5)
T2 =
1 + 
2
T: (7.4.6)
Substituting (7.4.5) into (7.4.4), it can be shown that the power alloca-
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tion of the BS for kth mode at mth subcarrier is
pk;mSR =
"
(1  )2
2
  1
k;mSR
#+
; (7.4.7)
where[x]+ =
8><>: x = x > 00 = x < 0 . From (7.4.5) and (7.4.6), it can be seen
that the time constraint controlled by  in the optimization problem (7.4.1)
has been satised and expressed in terms of . The constraints on power
and capacity controlled by  and  need also to be satised simultane-
ously. Substituting (7.4.5), (7.4.6) and (7.4.7) into the power constraintPN
m=1
PKmin
k=1 p
k;m
SR +
PN
m=1
PR
i=1 p
i;m
RD   PT = 0 and capacity constraintPN
m=1
PKmin
k=1
T1
T log2(1 + p
k;m
SR 
k;m
SR ) 
PN
m=1
PR
i=1
T2
T log2(SINR
i;m;DL
RD ) = 0,
equations f and g in terms of  and  can be obtained as shown below.
The Lagrangian multipliers can be obtained by solving the following two
simultaneous equations:
f(; ) =
NX
m=1
KminX
k=1
"
(1  )2
2
  1
k;mSR
#+
+
NX
m=1
RX
i=1
pi;mRD   PT
= 0; (7.4.8)
g(; ) = (1 + )
NX
m=1
RX
i=1
Ci;mRD
 (1  )
NX
m=1
KminX
k=1

log2(
(1  )2
2
k;mSR )
+
= 0: (7.4.9)
It can be shown that g(; ) is a monotonically increasing function
not only for a xed  but also for a xed , with the increasing  and
, respectively. We dene min = minf1;1SR;    ; Kmin;NSR g and max =
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maxf1;1SR;    ; Kmin;NSR g. It can be determined that the lower and upper
bounds of  are L =
NKminmin
2(PT min+NKmin)
and R = 2max, respectively. Simi-
larly, the lower and upper bounds of  are L =  1 and R = 1, respectively.
Using an approach similar to the one presented in [56] and [172], the opti-
mal Lagrangian multipliers  and  can be obtained using a bisection
search algorithm. For example, after nding out the ranges of  and , we
can substitute  = (L + R)=2 and  = (L + R)=2 into f(; ), and
the total transmission power
PR
i=1 p
i;m
RD in T2 can be determined. By using
the algorithm in Table 7.1 and the known total power constraint, the total
throughput
PN
m=1
PR
i=1C
i;m
RD in T2 can be determined, and whether g(; )
is zero or not can be tested. The values of  and  will be updated until
f(; ) = 0 and g(; ) = 0. The search algorithm for Lagrangian multipliers
has been shown in Table 7.2.
Table 7.2. Proposed algorithm for Lagrangian multipliers using bisec-
tion method.
1) Initialize feasible  = (L + R)=2 and  = (L + R)=2;
2) Repeat a) - f);
a) Substitute  and  into f(; ), and calculate
PR
i=1 p
i;m
RD in f(; );
b) Calculate
PN
m=1
PR
i=1C
i;m
RD in g(; ) with obtained
PR
i=1 p
i;m
RD by using
Table 7.1. Substitute  and  into g(; ), if g(; ) 6= 0, adjust
L =

L = f(; ) > 0
 = f(; ) < 0
, R =

R = f(; ) < 0
 = f(; ) > 0
,
and update  = (L + R)=2; repeat these procedures until g(; ) = 0;
c) Substitute  and  into f(; ), and calculate
PR
i=1 p
i;m
RD in f(; );
d) Calculate
PN
m=1
PR
i=1C
i;m
RD in g(; ) with obtained
PR
i=1 p
i;m
RD by using
Table 7.1. Substitute  and  into g(; ), if g(; ) 6= 0, adjust
L =

L = g(; ) > 0
 = g(; ) < 0
, R =

R = g(; ) < 0
 = g(; ) > 0
,
and update  = (L + R)=2; repeat these procedures until g(; ) = 0;
3) End for repeat 2) until f(; ) = 0 and g(; ) = 0 both.
Having determined the total transmission power
PR
i=1 p
i;m
RD, the optimal
time durations T1 and T2, the optimal power allocations in T1 and T2 can
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be obtained by substituting the optimal Lagrangian multipliers into (7.4.5),
(7.4.6), and (7.4.7).
The scheme proposed so far facilitates multiple users accessing every
subcarriers simultaneously using directional beamforming scheme. How-
ever, for comparison, we also propose a relatively simple scheme, where
each subcarrier is allocated to only one user. However, the relay will still
perform beamforming to each user; hence one beamformer per subcarrier
needs to be designed. Since only one user is allowed in each subcarrier,
the required beamformer is a simple coherent transmitter. Users are al-
located in each subcarrier as the one that provides highest possible gain
after beamforming. For example, in the mth subcarrier between RS and
multiple-users, the user i will be selected as argmax
i
n
(h i;mRD)
Hh i;mRD
o
, where
h i;mRD = [h
i;m;1
RD ; h
i;m;2
RD ;    ; hi;m;rRD ;    ; hi;m;NrRD ]
T
denotes the channel gain for
the ith user in the mth subcarrier. The beamformer for the ith user is de-
ned as v i;mRD = [v
i;m;1
RD ; v
i;m;2
RD ;    ; vi;m;rRD ;    ; vi;m;NrRD ]
T
=
hi;mRD

khi;mRDk
. Therefore,
the instantaneous capacity of the mth subcarrier in the second time slot T2
is written as:
CmRD =
T2
T
log2(1 + p
i;m
RD
i;m
RD); (7.4.10)
where pi;mRD expresses the allocated transmit power for the i
th user in the
mth subcarrier of the RS, and the total power at the RS is limited by PRD;
i;mRD = [(v
i;m
RD)
Hh i;mRD]
2=2i;m, and 
2
i;m is the variance of the zero mean
AWGN present at the the selected user in each subcarrier.
We consider the same asymmetric resource allocation presented in Sec-
tion III, then the optimization problem can be formulated as
argmax
pk;mSR ;p
i;m
RD;T1;T2
 
min
(
NX
m=1
CmSR;
NX
m=1
CmRD
)!
; (7.4.11)
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subject to
NX
m=1
KminX
k=1
pk;mSR +
NX
m=1
pi;mRD  PT ;
pk;mSR > 0; p
i;m
RD > 0 (7.4.12)
and (7.3.4).
The objective function in (7.4.11) can be maximized only when
PN
m=1C
m
SR =PN
m=1C
m
RD. Hence, the optimization in (7.4.11) can be written as
argmax
pk;mSR ;p
i;m
RD;T1;T2
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR ) +
NX
m=1
T2
T
log2(1 + p
i;m
RD
i;m
RD); (7.4.13)
subject to
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR )
=
NX
m=1
T2
T
log2(1 + p
i;m
RD
i;m
RD) (7.4.14)
and (7.4.12), (7.3.4).
Like (7.4.1), KKT conditions [132] can be also employed to solve this
and the optimization in the primal form is written as
~L =
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR ) +
NX
m=1
T2
T
log2(1 + p
i;m
RD
i;m
RD)
 ~
"
NX
m=1
KminX
k=1
T1
T
log2(1 + p
k;m
SR 
k;m
SR )  
NX
m=1
T2
T
log2(1 + p
i;m
RD
i;m
RD)
#
 ~
"
NX
m=1
KminX
k=1
pk;mSR +
NX
m=1
pi;mRD   PT
#
  ~(T1 + T2   T ); (7.4.15)
where ~, ~ and ~ are the Lagrangian multipliers. By dierentiating ~L with
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T1, T2, p
k;m
SR and p
i;m
RD, the results in (7.4.2), (7.4.3), it can be obtained that
@ ~L
@pk;mSR

T1=T 1 ;T2=T

2 ;p
k;m
RD=p
k;m
RD

;pi;mRD=p
i;m
RD

=
T 1 (1  ~)k;mSR
T (1 + pk;mSR

k;mSR )
  ~8><>:
< 0 pk;mSR

= 0
= 0 pk;mSR

> 0;
(7.4.16)
@ ~L
@pi;mRD

T1=T 1 ;T2=T

2 ;p
k;m
SR =p
k;m
SR

;pi;mRD=p
i;m
RD

=
T 1 (1 + ~)
i;m
RD
T (1 + pi;mRD

i;mRD)
  ~8><>:
< 0 pi;mRD

= 0
= 0 pi;mRD

> 0:
(7.4.17)
T1 and T2 can be solved as
T1 =
1  ~
2
T; (7.4.18)
T2 =
1 + ~
2
T; (7.4.19)
respectively. The optimal power allocation for BS and RS can be determined
as
pk;mSR =
"
(1  ~)2
2~
  1
k;mSR
#+
(7.4.20)
and
pi;mRD =
"
(1 + ~)2
2~
  1
i;mRD
#+
; (7.4.21)
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where[x]+ =
8><>: x = x > 00 = x < 0 . We dene min = minf1;1SR;    ; Kmin;NSR ; i;1RD;
   ; i;NRDg and max = maxf1;1SR;    ; Kmin;NSR ; i;1RD;    ; i;NRDg. It can be de-
termined that the lower and upper bounds of ~ are ~L =
N(Kmin+1)min
2[PT min+N(Kmin+1)]
and ~R = 2max, respectively, and the lower and upper bounds of ~ are
~L =  1 and ~R = 1, respectively. And using \waterlling" algorithm for
both sides, the Lagrangian multipliers ~ and ~ can be solved by two equa-
tions ~f and ~g both in terms of ~ and ~ that satisfy the constraints of power
and capacity in the optimization problem (7.4.15), where ~f and ~g can be
expressed as
~f(~; ~) =
NX
m=1
KminX
k=1
"
(1  ~)2
2~
  1
k;mSR
#+
+
NX
m=1
"
(1 + ~)2
2~
  1
i;mRD
#+
  PT
= 0; (7.4.22)
~g(~; ~) = (1 + ~)
NX
m=1
"
log2(
(1 + ~)2
2~
i;mRD)
#+
 (1  ~)
NX
m=1
KminX
k=1
"
log2(
(1  ~)2
2~
k;mSR )
#+
= 0: (7.4.23)
7.5 Simulation Results
The performance of the proposed scheme is investigated for an OFDM-based
relay network which consists of one BS with Nt = 4 antennas, one RS with
Nr = 4 antennas and dierent number multiple-users employing single an-
tenna each. The total bandwidth is B = 5MHz which is divided intoN = 16
subcarriers, as specied in IEEE 802.16e downlink Partial Usage of Subcarri-
ers (PUSC) channel [190], and the total time frame is assumed to be T = 1s.
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For the results in Fig. 7.2, the total transmit power of the whole net-
work PT is varied from 2w to 12w. The network employs single-user and
multiple-users to compare the total throughput. As can be seen in Fig. 7.2,
the optimal achievable sum rate for 3 users is much higher than that ob-
tained with single user. Also the total optimal throughput increases with
the increasing total power.
Fig. 7.3 shows the comparison of the optimal achievable sum rates ob-
tained using the proposed beamforming for all users and employing only one
user per each subcarrier. The total power is assumed as PT = 10w. As seen
the optimal achievable sum rates increase when the number of users grows
for both cases. The total throughput of using multiple user beamforming
is much higher than that choosing only single user with the best channel
gain. However, in the case of multiple user beamforming, the sum rate satu-
rates beyond 4 users. This is because interuser interference is increased and
multiuser multiplexing returns diminishing increase in thoughput.
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Figure 7.2. Comparison of the optimal achievable sum rates for 16
subcarriers obtained by serving 3 users and 1 user in each subcarrier.
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Figure 7.3. Comparison of the optimal achievable sum rates for 16
subcarriers obtained by using beamforming for dierent users in each
subcarrier.
Chapter 8
SUMMARY, CONCLUSION
AND FUTURE WORK
8.1 Summary and Conclusions
In this thesis, various resource allocation and spatial multiplexing techniques
have been investigated for wireless relay networks. In chapter 4, a spa-
tial multiplexing technique has been proposed for a two way relay network
using convex optimization techniques. The proposal considered multiple
transmitter-receiver pairs and a MIMO relay transceiver has been optimized
to satisfy a set of target SINRs for every users while minimizing the to-
tal transmission power at the relays. The optimization in its original form
has not been convex; however, the semidenite relaxing has been applied for
transforming the non-convex problem into convex problem. Accordingly, the
non-convex rank-one constraint has been dropped to form the optimization
problem using SDP. The proposed SDP technique has also been extended to
a two way asynchronous relay network which utilized FIR lter-based relays
to overcome intersymbol interference. The simulation results showed that
the proposed two way relay technique has the ability to enhance spectrum
eciency and the lter based relays can eectively mitigate the interference
from the various users and reduce BER.
In chapter 5, an MMSE based design criterion has been proposed for
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the design of two way relay network. The work considered both a single
pair of users and multiple pair users. A new approach has been proposed
to determine the optimum signal scaling factor required to use all avail-
able transmission power at the relay though certain manipulation in the
Lagrangian formulation. A bisection method has also been used to reduce
the computational complexity.
Power allocation technique for an OFDM-based cognitive radio wireless
relay network has been proposed in Chapter 6. The work considered asym-
metric resource allocation between source to relay and relay to destination of
a secondary wireless network while ensuring interference leakage to primary
user receiver is below a threshold. The asymmetric resource allocation is to
ensure that the capacity of the channel from source to relay and the relay
to destination is matched in order to maximise the overall throughput.
Finally, a MIMO-OFDM relay network with multiple users has been
considered in chapter 7. Accordingly, the base station and the relay employ
multiple antennas forming a MIMO channel while the user terminals employ
single antenna forming MISO channels between the relay and the user termi-
nals. Singular value based channel decomposition and water ling algorithm
has been proposed to optimise the transmission from source to relay while
a set of beamformers and power allocation have been designed to optimise
transmission from relays to destination. As in chapter 6, the throughputs of
the channel from source to relay and relay to destination have been equated
to maximise the overall capacity. The beamformers have been designed us-
ing the principle of BC-MAC duality. The proposed algorithm in its dual
form has been solved using bisection-based and GP.
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8.2 Future Work
The potential areas for future research have been recognized. All the algo-
rithms proposed in this thesis, were developed based on the assumption that
the CSI is well known. However, in reality, CSI may have errors due to feed-
back quantization, estimation error etc. Therefore, the resource allocation
and beamforming techniques proposed in various chapters in this thesis can
be extended to include possibility of imperfect or incomplete CSI and robust
designs can be performed.
The work in Chapters 4 and 5 on two-way relay network can be extended
to a cognitive radio network scenario where interference constraints have to
be imposed in addition to the optimization of SINR or MMSE criterion in
the design framework. Also, the work in these chapters considered single
antenna based peer-to-peer users, and only the relays employed multiple
antennas. This work has the potential for possible extension towards em-
ploying multiple antennas at the transmitter and the receiver. In this case,
the beamforming vectors at the transmitter and the receivers as well as the
relay transceiver matrix have to be designed jointly. This problem is very
likely to be non-convex; however, convex approximations or iterative design
methods can be employed to solve this joint optimization problem.
Also, the works in Chapter 6 and 7 considered single antenna for the
receiver terminals. These works can also be extended to multiple antennas
based receiver terminals. Hence both the channels from the source to relay
and relay to multiple destinations will be MIMO and joint optimization of
source precoder, relay transceiver and receiver lters needs to be performed
over all OFDM subcarriers. Finally the work in Chapter 7 considered only
one channel in time slot 1 that is from source to relay. However, it is possible
to have multiple relays as well as other user terminals in addition to relays
in the rst time slot. Hence, the optimization framework can be extended
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to cater this requirement as part of the future work. It is also possible to
consider multiple hops for all the relay designs considered in the thesis.
Appendix
A. Proof: Maximization of SINR
maximize
w
wHRdw
wHRi+nw
= maximize
w
wHRdw
wHR
1=2
i+nR
1=2
i+nw
(9.2.1)
This maximization is equivalent to
maximize
u
uHR
 1=2
i+n RdR
 1=2
i+n u
subject to uHu = 1; (9.2.2)
where u = R
1=2
i+nw and the solution of (9.2.2) will be the eigenvector corre-
sponding to the largest eigenvalue of R
 1=2
i+n RdR
 1=2
i+n .
R
 1=2
i+n RdR
 1=2
i+n u = maxu
) R 1i+nRdR 1=2i+n u = maxR 1=2i+n u
) R 1i+nRdw = maxw (9.2.3)
This completes the proof. 
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