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This paper proposes a frequency domain diversity approach for two or more microphone signals, for example, for in-car
applications. The microphones should be positioned separately to insure diverse signal conditions and incoherent recording of
noise. This enables a better compromise for the microphone position with respect to diﬀerent speaker sizes and noise sources. This
work proposes a two-stage approach. In the first stage, the microphone signals are weighted with respect to their signal-to-noise
ratio and then summed similar to maximum ratio combining. The combined signal is then used as a reference for a frequency
domain least-mean-squares (LMS) filter for each input signal. The output SNR is significantly improved compared to coherence-
based noise reduction systems, even if one microphone is heavily corrupted by noise.
1. Introduction
With in-car speech applications like hands-free car kits and
speech recognition systems, speech is corrupted by engine
noise and other noise sources like airflow from electric fans
or car windows. For safety and comfort reasons, hands-free
telephone systems should provide the same quality of speech
as conventional fixed telephones. In practice however, the
speech quality of a hands-free car kit heavily depends on
the particular position of the microphone. Speech has to be
picked up as directly as possible to reduce reverberation and
to provide a suﬃcient signal-to-noise ratio. The important
question, where to place the microphone inside the car, is,
however, diﬃcult to answer. The position is apparently a
compromise for diﬀerent speaker sizes, because the distance
between microphone and speaker depends significantly on
the position of the driver and therefore on the size of the
driver. Furthermore, noise sources like airflow from electric
fans or car windows have to be considered. Placing two or
more microphones in diﬀerent positions enables a better
compromise with respect to diﬀerent speaker sizes and yields
more noise robustness.
Today, noise reduction in hands-free car kits and in-
car speech recognition systems is usually based on single
channel noise reduction or beamformer arrays [1–3]. Good
noise robustness of single microphone systems requires the
use of single channel noise suppression techniques, most
of them derived from spectral subtraction [4]. Such noise
reduction algorithms improve the signal-to-noise ratio, but
they usually introduce undesired speech distortion. Micro-
phone arrays can improve the performance compared to
single microphone systems. Nevertheless, the signal quality
does still depend on the speaker position. Moreover, the
microphones are located in close proximity. Therefore,
microphone arrays are often vulnerable to airflow that might
disturb all microphone signals.
Alternatively, multimicrophone setups have been pro-
posed that combine the processed signals of two or more
separate microphones. The microphones are positioned
separately (e.g., 40 to 80 cm apart) in order to ensure
incoherent recording of noise [5–11]. Similar multichannel
signal processing systems have been suggested to reduce
signal distortion due to reverberation [12, 13]. Basically,
all these approaches exploit the fact that speech compo-
nents in the microphone signals are strongly correlated
while the noise components are only weakly correlated
if the distance between the microphones is suﬃciently
large.
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The question at hand with distributed arrays is how
to combine these microphone signals with possibly rather
diﬀerent signal conditions? In this paper, we consider a diver-
sity technique that combines the processed signals of several
separate microphones. The basic idea of our approach is to
apply maximum-ratio-combining (MRC) to speech signals,
where we propose a frequency domain diversity approach for
two or more microphone signals. MRC maximizes the signal-
to-noise ratio in the combined signal.
A major issue for the application of maximum-ratio-
combining for multimicrophone setups is the estimation
of the acoustic transfer functions. In telecommunications,
the signal attenuation as well as the phase shift for each
transmission path are usually measured to apply MRC. With
speech applications we have no means to directly measure
the acoustic transfer functions. There exists several blind
approaches to estimate the acoustic transfer functions (see
e.g., [14–16]) which were successfully applied to derever-
beration. However, the proposed estimation methods are
computationally demanding.
In this paper, we show that maximum-ratio-combining
can be achieved without explicit knowledge of the acoustic
transfer functions. Proper signal weighting can be achieved
based on an estimate of the input signal-to-noise ratio. We
propose a two stage processing of the microphone signals.
In the first stage, the microphone signals are weighted
with respect to their input signal-to-noise ratio. These
weights guarantee maximum-ratio-combining of the signals
with respect to the signal magnitudes. To ensure cophasal
addition of the weighted signals, we use the combined
signal as reference signal for frequency domain LMS filters
in the second stage. These filters adjust the phases of the
microphone signals to guarantee coherent signal combining.
The proposed concept is similar to the single channel
noise reduction system presented by Mukherjee and Gwee
[17]. This system uses spectral subtraction to obtain a crude
estimate of the speech signal. This estimate is then used as
the reference signal of a single LMS filter. In this paper, we
generalize this concept to multimicrophone systems, where
our aim is not only noise reduction, but also dereverberation
of the microphone signals.
The paper is organized as follows: In Section 2, we
present some measurement results obtained in a car environ-
ment. This results motivate the proposed diversity approach.
In Section 3, we present a signal combiner that achieves
MRC weighting based on the knowledge of the input
signal-to-noise ratios. Coherence based signal combining
is discussed in Section 4. In the subsequent section, we
consider implementation issues. In particular, we present
an estimator for the required input signal-to-noise ratios.
Finally, in Section 6, we present some simulation results for
diﬀerent real world noise situations.
2. Measurement Results
The basic idea of our spectral combining approach is to
apply MRC to speech signals. To motivate this approach,
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Figure 1: Input SNR values for a driving situation at a car speed of
100 km/h.
environment. For these measurements, we used two cardioid
microphones with positions suited for car integration. One
microphone (denoted by mic. 1) was installed close to the
inside mirror. The second microphone (mic. 2) was mounted
at the A-pillar.
Figure 1 depicts the SNR versus frequency for a driving
situation at a car speed of 100 km/h. From this figure, we
observe that the SNR values are quite distinct for these
two microphone positions with diﬀerences of up to 10 dB
depending on the particular frequency. We also note that
the better microphone position is not obvious in this case,
because the SNR curves cross several times.
Theoretically, a MRC combining of the two input signals
would result in an output SNR equal to the sum of the input
SNR values. With two inputs, MRC achieves a maximum
gain of 3 dB for equal input SNR values. In case of the input
SNR values being rather diﬀerent, the sum is dominated by
the maximum value. Hence, for the curves in Figure 1 the
output SNR would essentially be the envelope of the two
curves.
Next we consider the coherence for the noise and speech
signals. The corresponding results are depicted in Figure 2.
The figure presents measurements for two microphones
installed close to the inside mirror in an end-fire beamformer
constellation with a microphone distance of 7 cm. The lower
figure contains the results for the microphone positions
mic. 1 and mic. 2 (distance of 65 cm). From these results,
we observe that the noise coherence closely follows the
theoretical coherence function (dotted line in Figure 2) in an
ideal diﬀuse sound field [18]. Separating the microphones
significantly reduces the noise coherence for low frequencies.
On the other hand, both microphone constellations have
similar speech coherence. We note that the speech coherence
is not ideal, as it has steep dips. The corresponding frequen-
cies will probably be attenuated by a signal combiner that is
solely based on coherence.
3. Spectral Combining
In this section, we present the basic system concept. To sim-
plify the discussion, we assume that all signals are stationary
and that the acoustic system is linear and time-invariant.










































Figure 2: Coherence for noise and speech signals for tow diﬀerent
microphone positions.
In the subsequent section we consider the modifications for
nonstationary signals and time variant systems.
We consider a scenario with M microphones. The
microphone signals yi(k) can be modeled by the convolution
of the speech signal x(k) with the impulse response hi(k) of
the acoustic system plus additive noise ni(k). Hence the M
microphone signals yi(k) can be expressed as
yi(k) = hi(k)∗ x(k) + ni(k), (1)
where ∗ denotes the convolution.
To apply the diversity technique, it is convenient to
consider the signals in the frequency domain. Let X( f ) be
the spectrum of the speech signal x(k) and Yi( f ) be the
spectrum of the ith microphone signal yi(k). The speech
signal is linearly distorted by the acoustic transfer function
Hi( f ) and corrupted by the noise term Ni( f ). Hence, the













In the following, we assume that the speech signal and
the channel coeﬃcients are uncorrelated. We assume a
complex Gaussian distribution of the noise terms Ni( f ).
Moreover, we presume that the noise power spectral density
λN ( f ) = E{|Ni( f )|2} is the same for all microphones. This
assumption is reasonable for a diﬀuse sound field.
Our aim is to linearly combine the M microphone signals
Yi( f ) so that the signal-to-noise ratio in the combined signal
X̂( f ) is maximized. In the frequency domain, the signal












































where the first sum represents the speech component and
the second sum represents the noise component of the
combined signal. Hence, the overall signal-to-noise ratio of




































3.1. Maximum-Ratio-Combining. The optimal combining
strategy that maximizes the signal-to-noise ratio in the com-
bined signal X̂( f ) is usually called maximal-ratio-combining
(MRC) [19]. In this section, we briefly outline the derivation
of the MRC weights for completeness. Furthermore, some of
the properties of maximal ratio combining are discussed.
Let λX( f ) = E{|X( f )|2} be the speech power spectral
density. Assuming that the noise power λN ( f ) is the same
for all microphones and that the noise at the diﬀerent





























We consider now the term |∑Mi=1 Gi( f )Hi( f )|2 in the




































with equality if Gi( f ) = cH∗i ( f ), where H∗i is the complex
conjugate of the channel coeﬃcientHi. Here c is a real-valued
constant common to all weights Gi( f ). Thus, for the signal-











































With the weights Gi( f ) = cH∗i ( f ), we obtain the maximum
signal-to-noise ratio of the combined signal as the sum of the




























is the input signal-to-noise ratio of the ith microphone. It is








































and the estimated (equalized) speech spectrum








Y2 + · · ·
= H
∗
1 (H1X + N1)∑M
i=1 |Hi|2
+
H∗2 (H2X + N2)∑M
i=1 |Hi|2
+ · · ·







N2 + · · ·
= X + G(1)MRCN1 + G(2)MRCN2 + · · · ,
(13)
where we have omitted the dependency on f . The estimated
speech spectrum X̂( f ) is therefore equal to the actual speech
spectrum X( f ) plus some weighted noise term.
The filter defined in (12) was previously applied to speech
dereverberation by Gannot and Moonen in [14], because
it ideally equalizes the microphone signals if a suﬃciently
accurate estimate of the acoustic transfer functions is avail-
able. The problem at hand with maximum-ratio-combining
is that it is rather diﬃcult and computationally complex to
explicitly estimate the acoustic transfer characteristic Hi( f )
for our microphone system.
In the next section, we show that MRC combining
can be achieved without explicit knowledge of the acoustic
channels. The weights for the diﬀerent microphones can
be calculated based on an estimate of the signal-to-noise
ratio for each microphone. The proposed filter achieves a
signal-to-noise ratio according to (9), but does not guarantee
perfect equalization.














Assuming the noise power is the same for all microphones


































































We observe that the weight G(i)SC( f ) is proportional to the
magnitude of the MRC weights Hi( f )
∗, because the factor
cSC is the same for all M microphone signals. Consequently,
coherent addition of the sensor signals weighted with the
gain factors G(i)SC( f ) still leads to a combining, where the
signal-to-noise ratio at the combiner output is the sum of
the input SNR values. However, coherent addition requires
an additional phase estimate. Let φi( f ) denote the phase
of Hi( f ) at frequency f . Assuming cophasal addition the
estimated speech spectrum is




− jφ1N1 + G
(2)
SCe
− jφ2N2 + · · · .
(18)



















can be interpreted as the resulting transfer characteristic
of the system. An example is depicted in Figure 3. The
upper figure presents the measured transfer characteristics
for two microphones in a car environment. Note that the
microphones have a high-pass characteristic and attenuate
signal components for frequencies below 1 kHz. The lower
figure is the curve 1/cSC( f ). The spectral combiner equalizes
most of the deep dips in the transfer functions from the
mouth of the speaker to the microphones while the envelope
of the transfer functions is not equalized.
3.3. Magnitude Combining. One challenge in multimicro-
phone systems with spatially separated microphones is a
reliable phase estimation of the diﬀerent input signals. For
a coherent combining of the speech signals, we have to
compensate the phase diﬀerence between the speech signals
at each microphone. Therefore, it is suﬃcient to estimate the
phase diﬀerences to a reference microphone, for example,
to the first microphone Δi( f ) = φ1( f ) − φi( f ), for all i =
2, . . . ,M. Cophasal addition is then achieved by
X̂ = G(1)SCY1 + G(2)SCe jΔ2Y2 + G(3)SCe jΔ3Y3 · · · . (20)
But a reliable estimation of the phase diﬀerences is only
possible in speech active periods and furthermore only for
that frequencies where speech is present. Estimating the
phase diﬀerences
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leads to unreliable phase values for time-frequency points
without speech. In particular, if Hi( f ) = 0 for some
frequency f , the estimated phase Δi( f ) is undefined. A
combining using this estimate leads to additional signal
distortions. Additionally, noise correlation would distort the
phase estimation. A coarse estimate of the phase diﬀerence
can also be obtained from the time-shift τi between the
speech components in the microphone signals, for example,
using the generalized correlation method [20]. The estimate
is then Δi( f ) ≈ 2π f τi. Note that a combiner using these
phase values would in a certain manner be equivalent
to a delay-and-sum beamformer. However, for distributed
microphone arrays in reverberant environments this phase
compensation leads to a poor estimate of the actual phase
diﬀerences.
Because of the drawbacks, which come along with the
phase estimation methods described above, we propose
another scheme. Therefore, we use a two stage combining
approach. In the first stage, we use the spectral combining
approach as described in Section 3.2 with a simple magni-
tude combining of the microphone signals. For the mag-
nitude combining the noisy phase of the first microphone
signal is adopted to the other microphone signals. This is also
obvious in Figure 5, where the phase of the noisy spectrum
e jφ˜1( f ) is taken for the spectrum at the output of the filter
G(2)SC ( f ), before the signals were combined. This leads to the








































)∣∣e jφ˜1( f ) + · · · .
(22)


































Magnitude combining does not therefore guarantee maxi-
mum-ratio-combining. Yet the signal X˜( f ) is taken as a refer-
ence signal in the second stage where the phase compensation
is done. This coherence based signal combining scheme is
described in the following section.
4. Coherence-Based Combining
As an example of a coherence based diversity system we
first consider the two microphone approach by Martin
and Vary [5, 6] as depicted in Figure 4. Martin and Vary
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Figure 3: Transfer characteristics to the microphones and of the
combined signal.
applied the dereverberation principle of Allen et al. [13]
to noise reduction. In particular, they proposed an LMS-
based time domain algorithm to combine the diﬀerent
microphone signals. This approach provides eﬀective noise
suppression for frequencies where the noise components of
the microphone signals are uncorrelated.
However, as we have seen in Section 2, for practical
microphone distances in the range of 0.4 to 0.8 m the noise
signals are correlated for low frequencies. These correlations
reduce the noise suppression capabilities of the algorithm
and lead to musical noise.
We will show in this section that a combination of the
spectral combining with the coherence based approach by
Martin and Vary reduces this issues.
4.1. Analysis of the LMS Approach. We present now an
analysis of the scheme by Martin and Vary as depicted in
Figure 4. The filter gi(k) is adapted using the LMS algorithm.
For stationary signals x(k), n1(k), and n2(k), the adaptation
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where E{Y∗i ( f )Yj( f )} is the cross-power spectrum of the
two microphone signals and E{|Yi( f )|2} is the power
spectrum of the ith microphone signal.





y1(k) = x(k)∗ h1(k) + n1(k)









Figure 4: Basic system structure of the LMS approach.
Assuming that the speech signal and the noise signals are
















































For frequencies where the noise components are uncorre-





































The filter G(i)LMS( f ) according to (28) results in fact in a
minimum mean squared error (MMSE) estimate of the
signal X( f )Hj( f ) based on the signal Yi( f ). Hence, the
weighted output is a combination of the MMSE estimates
of the speech components of the two input signals. This
explains the good noise reduction properties of the approach
by Martin and Vary.
On the other hand, the coherence of the noise depends
strongly on the distance between the microphones. For in-
car applications, practical distances are in the range of 0.4 to
0.8 m. Therefore, only the noise components for frequencies
above 1 kHz can be considered to be uncorrelated [6].



















of the filter transfer function. An approach to correct the
filter bias by estimating the noise cross-power density was
presented in [21]. Another issue with speech enhancement
solely based on the LMS approach is that the speech signals
at the microphone inputs may only be weakly correlated
for some frequencies as shown in Section 2. Consequently,
these frequency components will be attenuated in the output
signals.
In the following, we discuss a modified LMS approach,
where we first combine the microphone signals to obtain
an improved reference signal for the adaptation of the LMS
filters.
4.2. Combining MRC and LMS. To ensure suitable weighting
and coherent signal addition we combine the diversity
technique with the LMS approach to process the signals
of the diﬀerent microphones. It is informative to examine
the combined approach under ideal conditions, that is, we
assume ideal MRC weighting.
Analog to (13), weighting with the MRC gains factors




















+ · · · .
(30)
We now use the estimate X˜( f ) as the reference signal for the
LMS algorithm. That is, we adapted a filter for each input








































Assuming that the speech signal and the noise signals are
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in this sum is the Wiener filter that results in a minimum
mean squared error estimate of the signal X( f ) based on
the signal Yi( f ). The Wiener filter equalizes the microphone
signal and minimizes the mean squared error between the
filter output and the actual speech signal X( f ). Note that the
phase of the term in (36) is−φi, that is, the filter compensates
the phase of the acoustic transfer function Hi( f ).
The other terms in the sum can be considered as filter
biases where the term in (34) depends on the noise power
density of the ith input. The remaining terms depend on
the noise cross power and vanish for uncorrelated noise
signals. However, noise correlation might distort the phase
estimation.
Similarly, when we consider the actual reference signal

































with the sought phase Δi( f ) = φ1( f ) − φi( f ). If the












The LMS algorithm estimates implicitly the phase diﬀerences
between the reference signal X˜( f ) and the input signals
Yi( f ). Hence, the spectra at the outputs of the filters G
(i)
LMS( f )
are in phase. This enables a cophasal addition of the signals
according to (20).
By estimating the noise power and noise cross-power
densities we could correct the biases of the LMS filter transfer
functions. Similarly, reducing the noisy signal components
in (30) diminishes the filter biases. In the following, we will
pursue the latter approach.
4.3. Noise Suppression. Maximum-ratio-combining provides
an optimum weighting of the M sensor signals. However,
it does not necessarily suppress the noisy signal compo-
nents. We therefore combine the spectral combining with
an additional noise suppression filter. Of the numerous
proposed noise reduction techniques in literature, we con-
sider only spectral subtraction [4] which supplements the
spectral combining quite naturally. The basic idea of spectral
subtraction is to subtract an estimate of the noise floor from
an estimate of the spectrum of the noisy signal.
Estimating the overall SNR according to (9) the spectral
subtraction filter (see i.e., [1, page 239]) for the combined
















































This formula shows that noise suppression can be introduced
by simply adding a constant to the numerator term in (14).
Most, if not all, implementations of spectral subtraction
are based on an over-subtraction approach, where an
overestimate of the noise power is subtracted from the
power spectrum of the input signal (see e.g., [22–25]). Over-
subtraction can be included in (40) by using a constant ρ















The parameter ρ does hardly aﬀect the gain factors for
high signal-to-noise ratios retaining optimum weighting. For
low signal-to-noise ratios this term leads to an additional
attenuation. The over-subtraction factor is usually a function
of the SNR, sometimes it is also chosen diﬀerently for
diﬀerent frequency bands [25].
5. Implementation Issues
Real world speech and noise signals are non-stationary
processes. For an implementation of the spectral weighting,
we have to consider short-time spectra of the microphone
signals and estimate the short-time power spectral densities
(PSD) of the speech signal and the noise components.
Therefore, the noisy signal yi(k) is transformed into the
frequency domain using a short-time Fourier transform of
length L. Each block of L consecutive samples is multiplied
with a Hamming window. Subsequent blocks are overlapping
by K samples. Let Yi(κ, ν), Xi(κ, ν), and Ni(κ, ν) denote the
corresponding short-time spectra, where κ is the subsampled
time index and ν is the frequency bin index.
5.1. System Structure. The processing system for two inputs
is depicted in Figure 5. The spectrum X˜(κ, ν) results from
incoherent magnitude combining of the input signals
X˜(κ, ν) = G(1)SC (κ, ν)Y1(κ, ν)






ρ + γ(κ, ν)
. (43)
The power spectral density of speech signals is relatively
fast time varying. Therefore, the FLMS algorithm requires
a quick update, that is, a large step size. If the step size
is suﬃciently large the magnitudes of the FLMS filters
G(i)LMS(κ, ν) follow the filters G
(i)
SC(κ, ν). Because the spectra at
the outputs of the filters G(i)LMS( f ) are in phase, we obtain the
estimated speech spectrum as
X̂(κ, ν) = G(1)LMS(κ, ν)Y1(κ, ν) + G(2)LMS(κ, ν)Y2(κ, ν) + · · · .
(44)




























Figure 5: Basic system structure of the diversity system with two inputs.
To perform spectral combining we have to estimate the
current signal-to-noise ratio based on the noisy microphone
input signals. In the next sections, we propose a simple
and eﬃcient method to estimate the noise power spectral
densities of the microphone inputs.
5.2. PSD Estimation. Commonly the noise PSD is estimated
in speech pauses where the pauses are detected using voice
activity detection (VAD, see e.g., [24, 26]). VAD-based
methods provide good estimates for stationary noise. How-
ever, they may suﬀer from error propagation if subsequent
decisions are not independent. Other methods, like the min-
imum statistics approach introduced by Martin [23, 27], use
a continuous estimation that does not explicitly diﬀerentiate
between speech pauses and speech active segments.
Our estimation method combines the VAD approach
with the minimum statistics (MS) method. Minimum
statistics is a robust technique to estimate the power spectral
density of non-stationary noise by tracing the minimum of
the recursively smoothed power spectral density within a
time window of 1 to 2 seconds. We use these MS estimates
and a simple threshold test to determine voice activity for
each time-frequency point.
The proposed method prevents error propagation,
because the MS approach is independent of the VAD. During
speech pauses the noise PSD estimation can be enhanced
compared with an estimate solely based on minimum
statistics. A similar time-frequency dependent VAD was
presented by Cohen to enhance the noise power spectral
density estimation of minimum statistics [28].
For time-frequency points (κ, ν) where the speech signal






≈ λY ,i(κ, ν) (45)
with
λY ,i(κ, ν) = (1− α)λY ,i(κ− 1, ν) + α|Yi(κ, ν)|2, (46)
where α ∈ (0, 1) is the smoothing parameter.
During speech active periods the PSD can be estimated
using the minimum statistics method introduced by Martin
[23, 27]. With this approach, the noise PSD estimate is
determined by the minimum value






within a sliding window of W consecutive values of λY ,i(κ, ν).





≈ omin · λmin,i(κ, ν), (48)
where omin is a parameter of the algorithm and should be
approximated as
omin = 1E{λmin} . (49)
The MS approach provides a rough estimate of the noise
power that strongly depends on the smoothing parameter α
and the window size of the sliding window (for details cf.
[27]). However, this estimate can be obtained regardless of
speech being present or not.
The idea of our approach is to approximate the PSD
by the MS estimate during speech active periods while the
smoothed input power is used for time-frequency points





≈ β(κ, ν)omin · λmin,i(κ, ν)
+
(
1− β(κ, ν))λY ,i(κ, ν),
(50)
where β(κ, ν) ∈ {0, 1} is an indicator function for speech
activity which will be discussed in more detail in the next
section.














assuming that the noise and speech signals are uncorrelated.
5.3. Voice Activity Detection. Human speech contains gaps
not only in time but also in frequency domain. It is
therefore reasonable to estimate the voice activity in the time-
frequency domain in order to obtain a more accurate VAD.
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The VAD function β(κ, ν) can then be calculated upon the
current input noise PSD obtained by minimum statistics.
Our aim is to determine for each time-frequency point
(κ, ν) whether the speech signal is active or inactive. We
therefore consider the two hypotheses H1(κ, ν) and H0(κ, ν)
which indicate speech presence or absence at the time-
frequency point (κ, ν), respectively. We assume that the
coeﬃcients X(κ, ν) and Ni(κ, ν) of the short-time spectra of
both the speech and the noise signal are complex Gaussian
random variables. In this case, the current input power, that
is, squared magnitude |Yi(κ, ν)|2, is exponentially distributed
with mean (power spectral density)

















We assume that speech and noise are uncorrelated.
Hence, we have
λYi(κ, ν) = λXi(κ, ν) + λNi(κ, ν) (54)
during speech active periods and
λYi(κ,ν) = λNi(κ, ν) (55)
in speech pauses.
In the following, we occasionally omit the dependency on
κ and ν in order to keep the notation lucid. The conditional
probability density functions of the random variable Yi =















, Yi ≥ 0,
















, Yi ≥ 0,
0, Yi < 0.
(57)
Applying Bayes rule for the conditional speech presence
probability


















where q(κ, ν) = P(H0(κ, ν)) is the a priori probability of
speech absence and










The decision rule for the ith channel is based on the













) ≥ T ,
0, otherwise.
(61)
The parameter T > 0 enables a tradeoﬀ between the two
possible error probabilities of voice activity detection. A
value T > 1 decreases the probability of a false alarm, that
is, β(κ, ν) = 1 when speech is absent. T < 1 reduces the
probability of a miss, that is, β(κ, ν) = 0 in the presence of








) = pi(κ, ν)
1− pi(κ, ν) ≥ T (62)
is according to the Neyman-Pearson-Lemma (see e.g., [30])
an optimal decision rule. That is, for a fixed probability of a
false alarm it minimizes the probability of a miss and vice
versa. The generalized likelihood-ratio test was previously
used by Sohn and Sung to detect speech activity in subbands
[29, 31].

















where we have used (59). Solving for |Yi(κ, ν)|2 using (60),
we obtain a simple threshold test for the ith microphone
βi(κ, ν) =
{






















This threshold test is equivalent to the decision rule in (61).
With this threshold test, speech is detected if the current
input power |Yi(κ, ν)|2 is greater or equal to the average noise
power λN ,i(κ, ν) times the threshold Θi(κ, ν). This factor
depends on the input signal-to-noise ratio λX ,i/λN ,i and the
a priori probability of speech absence q(κ, ν).
In order to combine the activity estimates for the
diﬀerent input signals, we use the following rule
β(κ, ν) =
{




In this section, we present some simulation results for dif-
ferent noise conditions typical in a car. For our simulations
we consider the same microphone setup as described in
Section 2, that is, we use a two-channel diversity system,
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Figure 6: Spectrogram of the microphone input (mic. 1 at car speed
of 140 km/h, short speaker). The lower figure depicts the results
of the voice activity detection (black representing estimated speech
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Figure 7: Estimated and actual noise PSD for mic. 2 at car speed of
140 km/h.
because this is probably the most interesting case for in-car
applications.
With respect to three diﬀerent background noise situa-
tions, we recorded driving noise at 100 km/h and 140 km/h.
As third noise situation, we considered the noise which arises
from an electric fan (defroster). With an artificial head we
recorded speech samples for two diﬀerent seat positions.
From both positions, we recorded two male and two female
speech samples, each of a length of 8 seconds. Therefore,
we took the German-speaking speech samples from the rec-
ommendation P.501 of the International Telecommunication
Union (ITU) [32]. Hence the evaluation was done using
four diﬀerent voices with two diﬀerent speaker sizes, which
leads to 8 diﬀerent speaker configurations. For all recordings,
we used a sampling rate of 11025 Hz. Table 1 contains the
average SNR values for the considered noise conditions. The
first values in each field are with respect to a short speaker
Table 1: Average input SNR values [dB] from mic. 1/mic. 2 for
typical background noise conditions in a car.
SNR IN 100 km/h 140 km/h defrost
short speaker 1.2/3.1 −0.7/−0.5 1.7/1.3
tall speaker 1.9/10.8 −0.1/7.2 2.4/9.0
Table 2: Log spectral distances with minimum statistics noise PSD
estimation and with the proposed noise PSD estimator.
DLS [dB] 100 km/h 140 km/h defrost
mic. 1 3.93/3.33 2.47/2.07 3.07/1.27
mic. 2 4.6/4.5 3.03/2.33 3.4/1.5
while the second ones are according to a tall person. For all
algorithms, we used an FFT length of L = 512 and an overlap
of 256 samples. For time windowing we apply a Hamming
window.
6.1. Estimating the Noise PSD. The spectrogram of one input
signal and the result of the voice activity detection are shown
in Figure 6 for the worst case scenario (short speaker at car
speed of 140 km/h). It can be observed that time-frequency
points with speech activity are reliably detected. Because the
noise PSD is estimated with minimum statistics also during
speech activity, the false alarms in speech pauses do hardly
aﬀect the noise PSD estimation.
In Figure 7, we compare the estimated noise PSD with
actual PSD for the same scenario. The PSD is well approx-
imated with only minor deviations for high frequencies.
To evaluate the noise PSD estimation for several driving
situations we calculated as an objective performance measure














between the actual noise power spectrum λN (ν) and the
estimate λ̂N (ν). From the definition, it is obvious that the
LSD can be interpreted as the mean distance between two
PSDs in dB. An extended analysis of diﬀerent distance
measures is presented in [33].
The log spectral distances of the proposed noise PSD
estimator are shown in Table 2. The first number in each field
is the LSD achieved with the minimum statistics approach
while the second number is the value for the proposed
scheme. Note that every noise situation was evaluated with
four diﬀerent voices (two male and two female). From these
results, we observe that the voice activity detection improves
the PSD estimation for all considered driving situations.
6.2. Spectral Combining. Next we consider the spectral
combining as discussed in Section 3. Figure 8 presents the
output SNR values for a driving situation with a car speed of
100 km/h. For this simulation we used ρ = 0, that is, spectral
combining without noise suppression. In addition to the
output SNR, the curve for ideal maximum-ratio-combining
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Figure 8: Output SNR values for spectral combining without
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Figure 9: Output SNR values for the combined approach without
additional noise suppression (car speed of 100 km/h, ρ = 0).
is depicted. This curve is simply the sum of the input SNR
values for the two microphones which we calculated based
on the actual noise and speech signals (cf. Figure 1).
We observe that the output SNR curve closely follows the
ideal curve but with a loss of 1–3 dB. This loss is essentially
caused by the phase diﬀerences of the input signals. With the
spectral combining approach only a magnitude combining
is possible. Furthermore, the power spectral densities are
estimates based on the noisy microphone signals, this leads
to an additional loss in the SNR.
6.3. Combining SC and FLMS. The output SNR of the
combined approach without additional noise suppression is
depicted in Figure 9. It is obvious that the theoretical SNR
curve for ideal MRC is closely approximated by the output
SNR of the combined system. This is the result of the implicit
phase estimation of the FLMS approach which leads to a
coherent combining of the speech signals.
Now we consider the combined approach with additional
noise suppression (ρ = 10). Figure 10 presents the corre-
sponding results for a driving situation with a car speed of
100 km/h. The output SNR curve still follows the ideal MRC
curve but now with a gain of up to 5 dB.
In Table 3, we compare the output SNR values of the
three considered noise conditions for diﬀerent combining
techniques. The first value is the output SNR for a short
speaker while the second number represents the result for
the tall speaker. The values marked with FLMS correspond to
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Figure 10: Output SNR values for the combined approach with
additional noise suppression (car speed of 100 km/h, ρ = 10).
Table 3: Output SNR values [dB] for diﬀerent combining tech-
niques—short/tall speaker.
SNR OUT 100 km/h 140 km/h defrost
FLMS 8.8/13.3 4.4/9.0 7.8/12.3
SC 16.3/20.9 13.3/18.0 14.9/19.9
SC + FLMS 13.5/17.8 10.5/15.0 12.5/16.9
ideal FLMS 12.6/15.2 10.5/13.3 14.5/17.3
Table 4: Cosh spectral distances for diﬀerent combining tech-
niques—short/tall speaker.
DCH 100 km/h 140 km/h defrost
FLMS 0.9/0.9 0.9/1.0 1.2/1.2
SC 1.3/1.4 1.4/1.5 1.5/1.7
SC + FLMS 1.2/1.1 1.2/1.2 1.4/1.5
ideal FLMS 0.9/0.8 1.1/1.0 1.5/1.4
as presented in [21] (see also Section 4.1). The label SC
marks results solely based on spectral combining with
additional noise suppression as discussed in Sections 3 and
4.3. The results with the combined approach are labeled by
SC + FLMS. Finally, the values marked with the label ideal
FLMS are a benchmark obtained by using the clean and
unreverberant speech signal x(k) as a reference for the FLMS
algorithm.
From the results in Table 3, we observe that the spectral
combining leads to a significant improvement of the output
SNR compared to the coherence based noise reduction. It
even outperforms the “ideal” FLMS scheme. However, the
spectral combining introduces undesired speech distortions
similar to single channel noise reduction. This is also
indicated by the results in Table 4. This table presents
distance values for the diﬀerent combining systems. As an
objective measure of speech distortion, we calculated the
cosh spectral distance (a symmetrical version of the Itakura-
Saito distance) between the power spectra of the clean input
signal (without reverberation and noise) and the output
speech signal (filter coeﬃcients were obtained from noisy
data).
The benefit of the combined system is also indicated by
the results in Table 5 which presents Mean Opinion Score
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Table 5: Evaluation of the MOS-Test.
MOS 100 km/h 140 km/h defrost average
FLMS 2.58 2.77 2.10 2.49
SC 3.19 3.15 2.96 3.10
SC + FLMS 3.75 3.73 3.88 3.78
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Figure 11: Spectrograms of the input and output signals with the
SC + FLMS approach (car speed of 100 km/h, ρ = 10).
(MOS) values for the diﬀerent algorithms. The MOS test
was performed by 24 persons. The test set was taken in a
randomized order to avoid statistical dependences on the
test order. Obviously, the FLMS approach using spectral
combining as reference signal and the “ideal” FLMS filter
reference approach are rated as the best noise reduction
algorithm, where the values of the combined approach are
similar to the results with the reference implementation
of the “ideal” FLMS filter solution. From this evalua-
tion, it can also be seen that the FLMS approach with
spectral combining outperforms the pure FLMS and the
pure spectral combining algorithms in all tested acoustic
situations.
The combined approach sounds more natural compared
to the pure spectral combining. The SNR and distance values
are close to the “ideal” FLMS scheme. The speech is free of
musical tones. The lack of musical noise can also be seen in
Figure 11, which shows the spectrograms of the enhanced
speech and the input signals.
7. Conclusions
In this paper, we have presented a diversity technique that
combines the processed signals of several separate micro-
phones. The aim of our approach was noise robustness
for in-car hands-free applications, because single channel
noise suppression methods are sensitive to the microphone
location and in particular to the distance between speaker
and microphone.
We have shown theoretically that the proposed signal
weighting is equivalent to maximum-ratio-combining. Here
we have assumed that the noise power spectral densities
are equal for all microphone inputs. This assumption might
be unrealistic. However, the simulation results for a two-
microphone system demonstrate that a performance close to
that of MRC can be achieved with real world noise situations.
Moreover, diversity combining is an eﬀective means to
reduce signal distortions due to reverberation and therefore
improves the speech intelligibility compared to single chan-
nel noise reduction. This improvement can be explained by
the fact that spectral combining equalizes frequency dips that
occur only in one microphone input (cf. Figure 3).
The spectral combining requires an SNR estimate for
each input signal. We have presented a simple noise PSD
estimator that reliably approximates the noise power for
stationary as well as instationary noise.
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