Abstract-Multi-view subspace clustering aims to discover the inherent structure by fusing multi-view complementary information. Most existing methods first extract multiple types of hand-crafted features and then learn a joint affinity matrix for clustering. The disadvantage lies in two aspects: 1) Multi-view relations are not embedded into feature learning.
I. INTRODUCTION
Subspace clustering aims to segment a set of unlabeled samples drawn from a union of multiple subspaces corresponding to different clusters into several groups. Recently, self-representation based models have achieved superior performance in subspace clustering [1] , [2] , [3] . It assumes that a sample can be represented by a linear combination of a set of samples:
where X ∈ R d×n and Z ∈ R n×n denote the training data and self-representation matrix, respectively. L(X, Z) represents the reconstruction loss and R(Z) is the regularization item. The key differences of self-representation based subspace clustering models lie in the option of the loss function and regularizer. For R(Z), l 0 -norm, l 1 -norm, square of Frobenius norm, elastic net, trace Lasso, and k-block diagonal regularizer have been used under certain subspace assumptions [4] . As hand-crafted features cannot well capture the severe variations, deep subspace clustering models are developed to jointly learn hierarchical representation and cluster structure [5] , [6] , [7] , [3] , [8] , [9] , [10] , [11] , [12] , [13] .
The rapid growth of digital sensors and widespread application of social networks bring about the explosion of multimodal data in multimedia analysis [14] , medical image analysis [15] , autonomous driving [16] , etc. As shown in Figure 1 , different types of data can be collected, including text, image, audio and video, to represent a sample. Even for single-modal data, e.g., images or video sequences, diverse features can be extracted to capture scale, occlusion, illumination, rotation variations for robust recognition [17] . Generally, multi-view learning covers multi-modal and multi-feature learning. Multimodal and multi-feature information can be fused to boost the performance of subspace clustering.
Multi-view subspace clustering (MVSC) aims to utilize data collected from different modalities or represented by different types of features to discover the underlying clustering structure. Most MVSC methods design multi-view regularizer to characterize the inter-view relationships between several types of hand-crafted features for multi-view clustering [18] , [19] , [20] , [21] , [22] , [17] , [23] . However, their performances are still not satisfactory for two reasons. Firstly, existing methods adopt a two-stage strategy, i.e., first extracting features and then learning the affinity matrix. The features extraction process is irrelevant to the subspace clustering task. Multi-view relationships can only work during the affinity matrix learning process, which ignores the role of inter-view relations in feature learning. Secondly, they consider little about hierarchical representation learning in an end-to-end manner.
In this paper, we propose a multi-view deep subspace
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clustering networks (MvDSCN) by learning a multi-view selfrepresentation matrix in an end-to-end manner. MvDSCN is composed of diversity network (Dnet) and universality network (Unet). Dnet learns view-specific self-representation matrices (Z 1 , Z 2 , ..., Z v ) while Unet learns a common selfrepresentation matrix Z. Deep convolutional auto-encoders are learned for each view with either handcrafted features or raw data as the input. Multi-view reconstruction and selfrepresentation losses are simultaneously minimized. To exploit the complementary multi-view information, a diversity regularizer is defined based on Hilbert Schmidt Independence Criterion (HSIC). Additionally, we used a universality regularizer to make view-specific Z i close to the common Z. With diversity and universality regularization, multi-view relations are well embedded in both feature learning and self-representation stages. Experiments on both multi-feature and multi-modal clustering validate the superiority of the proposed model to the state-of-the-art subspace clustering methods. The structure of this paper is organized as: Section II introduces the related work on multi-view learning, selfrepresentation and auto-encoders. Section III presents the proposed multi-view clustering model. Section IV conducts experiments on both multi-feature and multi-modal tasks. Section V concludes and gives the future work.
II. RELATED WORK
In this section, we give a brief review of multi-view clustering, self-representation, and auto-encoders.
A. Multi-view Clustering
Subspace clustering aims to uncover the inherent cluster structure from data composed of multiple subspaces [3] . In the past few years, most existing subspace clustering methods focus on learning a good affinity matrix and then conduct spectral clustering. Self-representation based subspace clustering methods are essentially based on the hypothesis that a sample can be reconstructed by a linear combination of other samples. Sparse subspace clustering (SSC) imposes l 1 -norm regularization on the representation coefficients to enhance the sparsity [24] . Low rank representation (LRR) explores the multi-block diagonal property of the self-representation matrix to discover the multiple subspace structure [1] , [4] . Deep subspace clustering network embeds self-representation into deep convolutional autoencoder by a fully connected layer [2] . To conduct clustering in an end-to-end manner, clustering loss is proposed to output the clustering results directly [8] . Deep adversarial subspace clustering uses GAN-like model to evaluate the clustering performance besides self-representation loss [3] .
Multi-view clustering boosts the performance of clustering by exploring the complementary information by modeling inter-view relations or learning a latent representation. Most existing multi-view clustering methods can be considered as an extension of single-view models, including spectral clustering [20] , matrix factorization [17] , and k-means [22] , etc. Multiview relations can be generally categorized into universality and diversity [19] , [20] , [22] , [21] . Universality emphasizes on that all views should be similar while diversity focuses on the inter-view complementarity and therefore induces diverse view-specific representation. Some work build multi-view connections by a common latent representation for clustering and model multi-view relations using neural networks [25] . Deep learning has achieved superior performance in many tasks because of the end to end learning manner to a great extent. However, the existing multi-view subspace clustering methods treat multi-view feature extraction and affinity learning as two separate stages. Additionally, due to the view-specific characteristic, it is unreasonable to force the self-representation matrices of all views to be the same.
B. Self-representation
Self-representation reflects the intra-relations among samples, and has been widely used in image processing, clustering, feature selection, and deep learning. In image processing, especially image denoising, non-local mean has been widely used by reconstructed a pixel or image patch using related pixels or patches in the image [26] , which inspires many successful image processing models in low-level vision. Besides pixellevel self-representation, a sample can be well reconstructed by a linear combination of bases. Self-representation has been successfully used in clustering in that it can accurately capture the sample relations by embedding sparse, dense, or lowrank priors [1] , [2] , [4] . To alleviate the curse of dimensionality, feature selection aims to select a subset of features by evaluating the importance of features. Feature-level selfrepresentation assumes that one feature can be reconstructed by all features, and the self-representation coefficients can be used for feature evaluation [27] , [28] , [29] . Inspired by the success of non-local mean in image denoising, a nonlocal neural network is proposed to utilize the relations across elements of feature maps, channels, or frames to improve the representation ability of the networks [30] .
C. Auto-Encoders
Auto-encoders (AE) extract features of data by mapping the data to a low-dimensional space. With the rapid development of deep learning, deep (or stacked) auto-encoders have become popular for unsupervised learning. Deep autoencoders have been widely used in dimensionality reduction [31] and image denoising [32] . Recently, deep auto-encoders have been used to initialize deep embedding networks for unsupervised clustering [33] . The work in [34] uses a fully connected deep auto-encoders by incorporating a sparsity prior into the hidden representation learning to preserve the sparse reconstruction relation. By comparison, [2] directly learn the affinities between all data points through a deep auto-encoder network by using a fully connected self-representation layer.
Since convolutional layers have fewer parameters and stronger learning ability than the fully connected layer, convolutional auto-encoders(CAE) that can be trained in an end to end manner are designed for feature learning from unlabeled data. The work in [35] is the first trial to train CAE directly in an end to end manner without pre-training. Convolutional neural networks can be initialized by a CAE stack [36] which is an unsupervised method for hierarchical feature extraction. CAE have been successfully used for generative adversarial networks (GANs). [37] combines a convolutional auto-encoder loss, a GAN loss, and a classification loss defined using a pretrained classifier. In the field of natural language processing, [38] proposed a general framework for text modeling by embedding a paragraph into a latent representation vector using CAE.
III. MULTI-VIEW DEEP SUBSPACE CLUSTERING
In this section we present the proposed multi-view deep subspace clustering networks (MvDSCN).
A. Network Architecture
Let X 1 , ..., X i , ..., X v denote the inputs of multiple views, where X i ∈ R n×di , v, n and d i are the number of views, samples, and features in the i th view, respectively. X i can be hand-crafted features or raw data, such as image and RGB-D data. The architecture of multi-view deep subspace clustering is shown in Figure 2 . The proposed network consists of two parts, i.e., diversity net (Dnet) that learns view-specific representation and universality net (Unet) that shares viewconsistent self-representation matrix. For both Dnet and Unet, we advocate the usage of convolutional auto-encoders with fewer parameters and stronger learning ability rather than the fully connected layer. We use three-layer encoders with [64, 32, 16] channels, and threelayer decoders with [16, 32, 64 ] channels correspondingly. We adopt a 3 × 3 kernel and rectified linear unit(ReLU) [39] for the non-linear activations. Notably, no pooling layers are used. The latent features are then back to the space of the same size as the input via the transpose convolution layers.
B. Loss Function
The losses of the proposed MvDSCN consists of two parts, i.e., reconstruction loss by auto-encoders and self- representation loss.
To embed multi-view relations into feature learning and selfrepresentation, two types of regularizer are used. To exploit the complementary information from multiple views, e.g., RGB and depth information, a diversity regularization is defined based on Hilbert Schmidt Independence Criterion (HSIC). HSIC measures the nonlinear and high-order correlations and has been successfully used in multi-view subspace clustering.
Assuming that there are two variables
we define a mapping φ(a) from a ∈ A to kernel space F, where the inner product of two vectors is defined as
. The empirical version of HSIC is induced as:
an estimator of HSIC, written as HSIC(Z, F, G), is given by:
where tr(·) is the trace of a square matrix. G 1 and G 2 are the Gram matrices with
h ij = δ ij −1/N centers the Gram matrix which has zero mean in the feature space. Please refer to [40] , [41] for more details about HSIC. Based on HSIC, the diversity regularizer is defined as
The diversity regularizer in Eq. (4) can effectively exploit the complementary information from multiple views. As all views share the same decision space, the view-specific selfrepresentation matrices that reflect sample relations should be aligned with the common self-representation matrix in Unet.
We define a centralization regularizer as follows
By taking multi-view relations into account, the objective function becomes
where λ 1 , λ 2 , λ 3 and λ 4 are positive constants, and Z p is l p -norm on Z. Here we can also consider other types of regularizer, e.g., nuclear norm [1] , and block diagonal regularizer [42] . Figure 3 shows the affinity matrix of each view learned independently by deep subspace clustering network in [2] and the one learned by our proposed MvDSCN on multiview data. The affinity matrix learned by MvDSCN has better block diagonal property and less noise.
C. Optimization
We use a gradient decent method to solve the problem in Eq. (6) . For the back propagation (BP) process, the gradients should be derived for each variable. The encoders and decoders can be updated by standard BP. Here we focus on the updating of self-representation layer. As the optimization problems in Eq. (6) with respect to the view-specific self-representation matrices Z 1 , Z 2 , ..., Z v and view-consistent Z are convex, we can get the gradients easily.
When we use square of Frobenius norm regularization, the gradient for Z i is
The gradient for Z is while not converged do Compute the gradient of Eq.(6) and update auto-encoders of θ Dnet , θ Unet ; Optimize Z 1 , Z 2 , ..., Z v , and Z by Eqs. (7) and (8);
Perform spectral clustering using affinity matrix Z; Output: Clustering result C .
We first pre-train the deep auto-encoder without the selfrepresentation layer on all multi-view data because the network is difficult to directly train from scratch and avoid the trivial all-zero solution while minimizing the loss function. We then use the pre-trained parameters to initialize the convolutional encoder-decoder layers of both Dnet and Unet. In the finetuning stage, we build a big batch using all the data to minimize the loss function. The model is trained with Adam [43] and an initial learning rate of 0.001. For the regularization hyper-parameters of self-representation loss and l p -norm regularizer, we usually set λ 1 = 1.0 × 10 k 10 −3 where the k is the number of subspaces, λ 2 = 1.0, λ 3 = 0.1, λ 4 = 0.1.
Our network jointly updates Dnet and Unet. Once the network converges, we can use the parameters of the common self-expressive layer for all views to construct an affinity matrix |Z| + |Z| T /2 for spectral clustering. Similar to [2] , since we have no access to labels, our training strategy is unsupervised. Besides, the algorithm for solving MvDSCN is summarized in Alg. 1.
D. Discussions
Recent works on multi-view subspace clustering focus on learning a latent representation across views by dictionary learning or matrix factorization [21] , [25] , [17] . As shown in Eq. (9), a latent representation C is learned for X and then self-representation is conducted on C. All views can share the same latent representation [21] , [25] but view-specific D.
Compared with latent representation based methods, the proposed MvDSCN also learns a hidden representation F by autoencoder φ. Auto-encoder can be considered as a mapping function which projects the input to a latent space. MvD-SCN has the following two advantages: 1) Compared with the existing shallow models, the hidden representation F is more informative by using deep convolutional auto-encoders whether the input X is hand-crafted feature or the raw data. 2) MvDSCN joints feature learning and self-representation together in an end to end manner. Thus, the multi-view relations can guide both affinity matrix learning and feature learning. Hence, our proposed MvDSCN can learn a good affinity matrix and therefore boost the performance of multiview subspace clustering.
IV. EXPERIMENTS
In this section, extensive experiments are conducted to verify the effectiveness of the proposed clustering model. 
A. Experiment Setup
Datasets. We extensively evaluate the multi-view clustering performance of the proposed model on benchmark multi-view datasets.
• Yale is a widely used face dataset which contains 165 gray scale images, which are composed of 15 Beyond multi-feature subspace clustering, MvDSCN can be easily extended to multi-modal learning by replacing the input with data with different modalities. We evaluate the proposed deep multi-view subspace clustering methods on real-world RGB-D Object Dataset [44] . It contains visual and depth images of 300 physically distinct objects taken from multiple views and the objects are organized into 51 categories arranged by WordNet hypernym-hyponym relationships (similar to ImageNet). Our experiment datasets is composed of 50 categories randomly selected from RGB-D Object Dataset with each class containing 10 examples. All visual images and depth images are resized to 64×64 pixels. We apply median filter recursively until all missing values are filled to visualize. A subset of RGB and depth images are shown in Figure 4 .
Comparison methods. The performance of MvDSCN is compared with the state-of-the-art subspace clustering methods in term of four evaluation metrics. There are six shallow and deep single-view clustering algorithms, and five multiview clustering algorithms. For all single-view clustering algorithms, the performance of the best view is reported.
• BestSV reports the result of the individual view which achieves the best spectral clustering performance with a single view of data [45] .
• LRR seeks the lowest-rank representation among all the candidates that can represent the data samples as linear combinations of the bases in a given dictionary with the best single view [1] .
• RMSC has a flavor of low-rank and sparse decomposition [46] . It firstly construct a transition probability matrix from each single view, and then uses these matrices to recover a shared low-rank transition probability matrix as a crucial input to the standard Markov chain method for clustering.
• DSCN is a deep auto-encoder framework for subspace clustering with a best single view. [34] • DCSC imposes a self-paced regularizer on the loss and presents a robust deep subspace clustering algorithm [7] .
• DC proposes a scalable clustering approach for the unsupervised learning of convnets. It iterates between clustering with k-means and updating its weights by predicting the cluster assignments as pseudo-labels in a discriminative loss [47] .
• Min-Disagreement creates a bipartite graph and is based on the minimizing-disagreement idea [48] .
• Co-Reg SPC uses spectral clustering objective functions that implicitly combine graphs from multiple views of the data to achieve a better clustering result [49] .
• DMF learns the hierarchical semantics of multi-view data through the semi-nonnegative matrix factorization [17] .
• LMSC seeks the underlying latent representation and simultaneously performs data reconstruction based on the learned latent representation [21] .
• MSCN observes that spatial fusion methods in a deep multimodal subspace clustering task relay on spatial correspondences among the modalities [50] .
Evaluation Metrics. Following the experiment setting in [17] , [21] , four popular metrics are used to evaluate the clustering quality, including NMI (Normalized Mutual Information), ACC (Accuracy), F-Measure, and AR (Adjusted Rand Index) which can comprehensively evaluate the performance.
The NMI calculates the normalized measure of similarity between two labels of the same data as follows:
where I(l; c) denotes the mutual information between l and c, and H represents their entropy. Result of NMI do not change by permutations of clusters (classes), and they are normalized to the range of [0, 1], with 0 meaning no correlation and 1 exhibiting perfect correlation. The ACC score is caculated as:
where l i is the ground-truth label, c i is the cluster assignment produced by the model. m(c i ) is the permutation map function, which maps the cluster labels into class labels. n is the number of samples. The best map can be obtained by the Kuhn-Munkres algorithm. The F-measure can be interpreted as a weighted average of the precision and recall, where an F-measure reaches its best value at 1 and worst score at 0. The relative contribution of precision and recall to the F-measure are equal. Its formulation is:
The adjusted rand index is the corrected-for-chance version of the rand index [51] .
Note that lower values indicate better performance for average entropy, and higher values indicate better performance for the other metrics. We optimize all the parameters to achieve the best performance of the comparison method. Especially, we run each method 30 times and report the average performance and standard deviation.
B. Results of Multi-feature Subspace Clustering
The multi-view clustering performance of different methods is given in Table I . Our proposed method significantly outperforms other methods on Yale, ORL and Still DB datasets, and shows very competitive performance on BBCSport dataset. For Yale, we raise the performance bar by around 7.9% in ACC, 4.7% in AR, 4.9% in F-measure. In addition, for ORL, we raise the performance bar by around 4.7% in ACC, 3.6% in AR, 6.1% in F-measure. On StillDB our method gains significant improvements around 9.1%, 3.7%, 4.5%, 5.5%, over the second best method in terms of NMI, ACC, AR, F-measure, respectively. For BBCSport, the performance of the proposed method is better than DMF in terms of three evaluation metrics. This demonstrates the effectiveness of the proposed MvDSCN on multi-feature subspace clustering task. The performance improvement owns to two aspects, i.e., the end to end manner in learning the affinity matrix, and multiview relations embedded into both feature learning and selfrepresentation. Single View versus Multiple Views. To further investigate the improvement of our method, we compare ours method with deep subspace clustering networks (DSCN) [2] with only single-view data. Figure 6 shows the detailed results on different datasets. According to Table II, the clustering performance with multiple views consistently outperform that of each single view, which empirically proves that clustering with multiple views is more robust than that with single view.
C. Results of Multi-modal Subspace Clustering
For multi-modal experiments, we use the pre-trained deep auto-encoders to extract features for the comparison shallow methods. There are 4, 096 features for both RGB image and depth image. The experimental results on the RGB-D dataset are presented in Table III . Our method outperforms all the other competitors. We raise the performance bar by around 3.4% in NMI, 5.3% in ACC, 4.8% in AR, 5.8% in F-measure compared with the second best method. Compared with the shallow models that first extract deep features and then conduct subspace clustering, our proposed MvDSCN joints feature learning and subspace clustering together and multi-view relations affect on both parts. Hence, MvDSCN outperforms the state-of-the-art subspace clustering algorithms.
Single Modal versus Multiple Modal. As shown in Table  IV , our methods significantly outperform subspace clustering with only single modal data, which further demonstrates the superiority of multi-modal fusion. Overall, the RGB modality achieve better performance than Depth modality. We improve the clustering performance by 5.0% in NMI, 4.9% in ACC, 4.7% in AR and 4.6% in F-measure when we fuse them by MvDSCN.
D. Convergence Analysis
To empirically analyze the convergence of MvDSCN, in Figure 7 , we show the relationship between the loss of the MvDSCN and the clustering performance on the ORL dataset.
The reported values in this figure are normalized between zero and one. As can be seen from the figure, the loss decreases rapidly in a few epoches. The clustering performance increases significantly in the first few epoches and then grows slowly. Similar results can be observed on other datasets. 
E. Parameter Sensitivity
To analyze the impact the parameters on the clustering performance of MvDSCN, we plot the performance of MvD-SCN with different parameters in Figure 5 . There are four parameters, i.e., λ 1 , λ 2 , λ 3 , and λ 4 . λ 1 seeks the balance between self-representation loss and reconstruction loss of autoencoders. λ 2 reflects the impact of the l p -norm regularization. λ 3 controls the degree of the universality regularizer, while λ 4 controls the degree of the diversity regularizer. We fix the other three parameters and analyze the impact of the rest parameter. The results show that the clustering performance grows with the value of λ 1 and varies little when λ 1 is above 10. For lambda 1 , the best performance is achieved across different datasets when λ 1 is set as 1. Similarly, we can observe that when λ 3 and λ 4 are set as 0.1, our proposed MvDSCN achieves superior performance. For all datasets, we fix the values of four parameters as 10, 1, 0.1, 0.1.
F. Ablation Study
To verify the effectiveness of diversity and universality regularization, we conduct the ablation study with respect to the proposed model. D-MvDSCN represents the proposed model without diversity regularization while U-MvDSCN refers to the one without universality regularization. Note that U-MvDSCN can be considered as the case when only the Unet part is kept. As presented in Table V , MvDSCN substantially outperforms D-MvDSCN, which numerically indicates that we cannot ignore diversity regularization that can enhance multi-view complementary information. Besides, our proposed method performs better than U-MvDSCN. Universality regularization forces the view-specific representation to be centralized to the common representation. We conduct a sensitivity test for the ragularizer parameter of diversity (λ 3 ) and universality (λ 4 ) by varying from 0.001 to 1. Figure  8 shows the influence of different parameter values with respect to NMI on RGB-D dataset. Moreover, our method performs much stable when λ 3 and λ 4 becomes larger. In sum, both diversity and universality regularization contribute to the enhancement of the proposed model in terms of multi-view clustering performance. 
V. CONCLUSIONS
In this paper, we proposed a new multi-view deep subspace clustering network (MvDSCN). The proposed method learns multi-view self-representation in an end-to-end manner by combining convolutional auto-encoder and self-representation together. It consists of diversity net (Dnet) and universality net (Unet), which are connected by diversity and universality regularizer. Experiments on both multi-feature and multimodal tasks validate the superiority of our method compared with the state-of-the-arts.
