We consider the dynamics of a delayed feedback controlled system, which is designed to stabilize an unstable homogeneous symmetric periodic state in a periodically driven bistable system in one dimension. The existence of a finite limit on our ability to measure spatial structure in the feedback system is taken into account by employing Fourier space filtering with a cutoff, which corresponds to the measurement resolution, in the wave number domain. The main purpose of this paper is to clarify the influences of the resolution on the limitation of control and the dynamics in various unstable regimes. First, we give an overview of the dynamics. The characteristic features of the dynamics due to the first and second instabilities, the dynamics in resonant regimes, and the dynamics in a chaotic regime are elucidated. Second, on the basis of a linear stability analysis, we estimate the stability criterion in a conventional control model and an extended control model. Third, we treat the transition from a standing wave state to a vibrating standing wave state in which the mean level of the standing wave undergoes a Hopf bifurcation, and obtain the borders of the transitions for the two controlled models. §1. Introduction Delayed feedback control (DFC) 1) is one powerful method for stabilizing an unstable periodic orbit (UPO) embedded in a chaotic attractor and for suppressing spatio-temporal chaos. In comparison with usual control methods with external forcing, a distinctive feature of the DFC is that referred to as "noninvasive" control. This characteristic comes from the possibility that this method can stabilize an intrinsically unstable periodic state of the target system and maintain it with low energy consumption. During the last 15 years, several experimental studies devoted to the implementation of this method, for example, to stabilize periodic orbits in the chaotic dynamics of electric circuits, to suppress erratic behavior in mechanical systems, 2), 3) lasers, 4) chemical systems, 5) a current-driven ion acoustic instability, 6) and high power ferromagnetic systems. 7)-9) Also, there have been ambitious attempts to control pathological brain rhythms. 10) In a previous study, 11) as a proposal, we studied the control method to stabilize oscillation with symmetry in a bistable system driven by periodic forcing. The controlled system is given byψ = −V (ψ) + H(t) − F,
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Delayed feedback control (DFC) 1) is one powerful method for stabilizing an unstable periodic orbit (UPO) embedded in a chaotic attractor and for suppressing spatio-temporal chaos. In comparison with usual control methods with external forcing, a distinctive feature of the DFC is that referred to as "noninvasive" control. This characteristic comes from the possibility that this method can stabilize an intrinsically unstable periodic state of the target system and maintain it with low energy consumption. During the last 15 years, several experimental studies devoted to the implementation of this method, for example, to stabilize periodic orbits in the chaotic dynamics of electric circuits, to suppress erratic behavior in mechanical systems, 2), 3) lasers, 4) chemical systems, 5) a current-driven ion acoustic instability, 6) and high power ferromagnetic systems. 7)-9) Also, there have been ambitious attempts to control pathological brain rhythms. 10) In a previous study, 11) as a proposal, we studied the control method to stabilize oscillation with symmetry in a bistable system driven by periodic forcing. The controlled system is given byψ = −V (ψ) + H(t) − F, (1 . 1) where ψ ≡ ψ(t) is a real variable, V (ψ) [which was chosen as V (ψ) = (1 − ψ 2 ) 2 /4] is a bistable potential, the prime denotes the differentiation with respect to the argument, H(t) = h cos(Ωt) (Ω ≡ 2π/T ) is the sinusoidal field, and F is the timedelayed feedback input. In the absence of feedback, due to the invariance under the replacements t → t + T/2 and ψ → −ψ in Eq. (1 . 1) (where T is the period of the forcing), the system has a symmetric oscillation cycle satisfying ψ(t) = −ψ(t + T/2). 12), 13) In our studies, this state is called the symmetry restoring oscillation (SRO) state, which reflects the fact that this state retains the symmetry of the external forcing, H(t) = −H(t + T/2). The stability of the SRO state is determined by the Floquet exponent, = −V (ψ), where the overline denotes the average along the orbit of the SRO cycle. Then, we considered a feedback method to stabilize the SRO state when it is unstable ( > 0). For this purpose, the term F is taken to be F = −K 0 [ψ(t) + ψ(t − T/2)] 14) with the strength of the feedback K 0 (> 0) (the feedback gain). While the SRO state is realized, the quantity A(t) = ψ(t) + ψ(t − T/2), which we refer to as the order parameter, vanishes.
[If there is unavoidable noise, A(t) fluctuates around the noise level.] Thus, it can be maintained with low energy consumption. In this situation, the realized state can be regarded as being the same as the SRO state without control. Some possible applications of this method are to utilize it to produce a switching between the SRO and other states. As an approach in this direction, we proposed a method for the switching between Ising and an XY-like state in a single domain magnetic system. 15) The effect of this method is that it causes the magnetic vector to realign from the Ising state to one of the metastable orientations lying in the XY plane, which are induced by the lattice anisotropy, and keeps it in this alignment with low energy consumption. In the present study, we consider the one dimensional version of Eq. (1 . 1). We regard this model to be a prototype of nano-wire ferromagnetic systems. In a one-dimensional system, applications utilizing the functions of switching between SRO and other one-dimensional patterns are expected.
Stabilization by DFC in a spatially extended system is generally more difficult to realize than in systems with a few degrees of freedom. This is due to the fact that in spite of the increase in the number of unstable modes with the size of system, the number of modes available for the feedback signal is restricted. Generally, the DFC for spatially extended systems is accompanied by a filtering process which extracts a signal from the image of the spatial pattern. As a realistic problem, the available signal is restricted by the capability of the device to resolve the spatial structure. The most commonly used implementations of the filtered DFC are those based on Fourier space filtering. 16) A method employing a global mean for the feedback signal is a special case of this. 5) An extension of the Fourier space filtering scheme has also been proposed. 17) This scheme adopts an optimized filtering function taking into account the spatial structure. In some experimental studies, for the implementation of DFC, an optical signal is used in the feedback loop. 18) In the present study, we consider the feedback method employing Fourier space filtering in the cases of a conventional method and an extended method. Here, the "conventional method" is the most straightforward construction of the feedback method, and the "extended method" is an extension of it. The extension used in our studies is regarded as a variant of the method proposed in Ref. 19 ). The main goal of the present paper is to understand the various instabilities in the controlled system. Although the aim of the control method is to stabilize a uniform symmetric oscillation, we deal with not only the first instability from the controlled state but also one of the second instabilities and the dynamics in some resonant regimes. Such an extensive treatment may be helpful in the further improvement of the control scheme, or may suggest other utilities of the control. This paper is organized as follows. In §2, we introduce the system and the feedback methods. In §3, we present an overview of the dynamics of the system. In §4, the linear stability of the SRO state is demonstrated. In §5, we discuss the transition between a standing wave state and the state that we call a vibrating wave state. A discussion and summary of the results are given in §6. §2. Model
We consider a bistable system in one dimension, subject to a sinusoidal field. Letψ(x,t) (≡ψ) be the real field variable at a position x and a timet. The system under DFC is considered with ∂tψ = −Ṽ (ψ) +H(t) + D∂ where D is the diffusion constant, andṼ (ψ) is a potential function possessing reflection symmetry, i.e.,Ṽ (ψ) =Ṽ (−ψ), which is assumed to be fourth order inψ (the φ 4 model) for convenience. The termsH(t) andF are the external field, which is chosen asH(t) =h cos(Ωt), and the delayed feedback term, whose details are given below. First, we rewrite Eq. (2 . 1) using scaling transformations for later convenience. Suppose thatψ andṼ (ψ) are written in the scaling formsψ = ψ 0 ψ(t/τ, x) and V (ψ) = V 0 V (ψ/ψ 0 ), where ψ 0 is the magnitude ofψ corresponding to the minima of the bistable potential, V 0 is the magnitude of the potential barrier, and τ is the time scale defined by τ = ψ 2 0 /V 0 . With the replacementst/τ → t,ψ/ψ 0 → ψ,
where H(t) = h cos Ωt, and ξ ≡ √ Dτ represents the correlation length of the order parameter ψ, which is left in order to retain the scale dependence. For the φ 4 model,
The target state of the control is the uniform SRO state. Below we denote this state as ψ(x, t) = ψ s (t). It satisfies the equation
3) with symmetry ψ s (t) = −ψ s (t + T/2). If the amplitude of the external field is sufficiently small, the uniform SRO state is unstable. Hereafter, we refer to the uniform SRO state as the SRO state for brevity. The aim of the control is to stabilize the SRO state in the situation in which it is unstable, i.e., in the case
In order to stabilize it, the feedback term F is taken so that the order parameter,
vanishes in the entire space. In real situations, measurement of the physical state is limited by the spatial resolution of the device, and hence the information available for the feedback signal is restricted. We must, therefore, consider the feedback term taking into account such a limitation. Now, we formulate a model of measurement. Let G(x) be the physical quantity to be measured, and let G k ,
represent its Fourier components for a set of wave numbers {2πk/L|k ∈ Z}, where Z denotes the set of integers, and L is the system size. We assume that the quantity G(x) in the internal state is observed as a coarse-grained or filtered image, due to the finite resolution of measurement. Therefore, using the linear projection operator 6) let us assume the filtered image of G(x) under the resolution M to be
For later convenience, we also define the complementary projection operator
The operators P and Q project a field variable onto the Fourier subspaces composed of wave numbers smaller than 2πM/L and the others. Hence, the usual properties of the projection operator, P 2 = P , Q 2 = Q, PQ = 0, and P + Q = 1, hold. The Fourier space filtering was proposed in Ref. 16 ) ten years ago. Here, let us introduce two feedback models for F , which were treated in previous papers. 11) In the most straightforward construction of it, we have
where K 0 is the strength of the feedback. We call this model the conventional model. This type of DFC is called a half-period delayed feedback. 14) This acts as a recovering force to maintain the order parameter PA at its equilibrium state, PA = 0. In the absence of the spatial degrees of freedom, i.e., in a system with a single degree of freedom, this method is successful in stabilizing the SRO state when its Floquet exponent satisfies < 2Ω/π 20) and the gain K 0 is chosen to be in a certain range. 11) If the gain increases beyond this range, however, the feedback mechanism causes an oscillatory instability (the Hopf bifurcation), because the state of PA overshoots the equilibrium point due to the excessively strong recovering force. An improvement in the method for suppressing of such an oscillatory instability around the equilibrium point utilizes the derivative of PA to compensate for the 
where v(x, t) obeys the equation of motioṅ
The parameters K j (j = 0, 1) are positive, and both are referred to as feedback gains. The parameter γ 1 is positive, and the inverse of γ 1 characterizes the time scale of memory in the feedback loop. The dynamics of v(x, t) ≡ v are constructed from the Fourier modes smaller than the wave number k M ≡ 2πM/L, and the other modes are irrelevant, and therefore we set them to zero: Qv(x, t) = 0. In a preliminary study, 21) it was shown that the stabilization is improved if we choose a suitable feedback gain K 0 with sufficiently large values of γ 1 , K 1 , and M . §3.
Overview of dynamics
In this section, we give an overview of the dynamics in the system using the conventional method, i.e., Eqs. (2 . 2) and (2 . 8). The goal of this section is to gain a visualization of the phases in the phase diagram. An analytical treatment is followed by the next two sections.
Before proceeding to the subsections, we summarize the procedure of the numerical simulation for Eqs. (2 . 2) and (2 . 8). In the numerical calculation, the field variable ψ(x, t) is defined at discrete lattice points. The lattice spacing ∆ L and the system size L are taken as ∆ L = 0.25 and L = 128, where the number of lattice points, N , is taken to be N = 512. The numerical integration of Eq. (2 . 2) during the time interval [t, t + ∆ T ] is carried out using the explicit Euler method, in which the time step is taken as ∆ T = T/N T (N T = 2 14 ). The feedback input is constructed from two sets of Fourier components for wave numbers smaller than 2πM/L at a time t and those at t − T/2. These Fourier components are calculated using the fast Fourier transformation algorithm.
Pitchfork and Hopf instabilities
Due to the infinite dimensionality resulting from the difference term of DFC and the spatial degrees of freedom, the system possesses several types of instability. Figure 1 (a) exhibits the domain of the SRO state and those diverging from the SRO state in the parameter space spanned by K 0 and h, where Ω = 1.0 and M = 14. The domain of the SRO state is indicated by the gray region. The solid curves labeled by "pitchfork" and "Hopf" indicate the borders to the pitchfork and Hopf instabilities. The dashed line labeled by M = 14 is the onset line of the standing wave instability with the wave number k M = 2πL/M , which is a result of the Fourier space filtering. As references, the onset lines for the cases M = 15 and 16 are also indicated. We refer to these instabilities as the "first instabilities", and give their analyses in the next section. The curves labeled "m:1" (m = 2 and 3) indicate the onsets of m:1 resonant regimes. The ratio m:1 represents the response period of the system to the period of the forcing. These borders and that indicated by "VSW" are the topics of discussion in the subsequent subsections. The dashed-double-dotted lines labeled by aa', bb', cc', and dd' refer to the paths of the parameter h or K 0 , along which we describe bifurcation diagrams below. First, we study the bifurcation process along the line aa' in Fig. 1(a) . Below, we use two quantities in order to elucidate the bifurcation process. They are the spatial average of the order parameter A(x, t),
and the mean square of the order parameter,
where n tot is the total length of the time series. increases (squares). We see that the SRO state is (linearly) stable under the DFC in the range belonging to the gray zone in Fig. 1(a) . The box (i) in Fig. 1(b) displays a transient process of A 1 (t) as it evolves toward the SRO state, A 1 (t) = 0. In the left-hand side of the SRO state, broken symmetric oscillation (BSO) is stable. In the broken symmetric regime, as shown in the box (ii), the system settles down into an oscillation with a bias. In the right-hand side of the SRO state, the system exhibits quasi-periodic oscillation (QPO) whose frequencies are composed of the external frequency and that induced by the Hopf instability due to the feedback mechanism. The time series of A 1 (t) as it evolves toward a QPO state is shown in the box (iii).
Standing and vibrating standing waves
Second, we investigate the bifurcation process along the line bb' in Fig. 1(a) . The upper and lower panels of Fig. 2(a) display the bifurcation diagrams of A 2 and A 1 (nT ) (n = 1, 2, · · · ) as h increases and decreases. The sequence of states in the decreasing process is indicated by the labels, together with the corresponding realized regions in the lower panel. First, the SRO state bifurcates into what we call the standing wave (SW) state, in which A 2 = 0 and A 1 (nT ) = 0. The image (c) displays the space-time plot in the process of the evolution toward the SW state. This shows that a periodic pattern with the dominant wave number k M emerges. As shown in the upper panel of Fig. 2(b) , a stroboscopic plot of A(x, nT ) with respect to T in the SW state is observed as a steady wave pattern. The wave number of the SW state is the cutoff wave number k M of the Fourier space filtering in Eq. (2 . 8). The critical boundary between the SRO and SW states is indicated by the dashed line labeled by "M = 14" in Fig. 2(a) . The mechanism of the SW instability can be understood as follows. Note that there are states satisfying QA(x, t) = 0 and PA(x, t) = 0. In fact, the SW state shown in the upper panel of Fig. 2(b) satisfies QA(x, t) = 0 and PA(x, t) = 0. For such states, the feedback term Eq. (2 . 8) vanishes, i.e., F = −K 0 PA(x, t) = 0. In the SW state, the feedback term always vanishes. This implies that the SW state is a proper state of the system in the absence of feedback. In the later treatment (see Appendix C), it is shown that such a state satisfying QA(x, t) = 0 and PA(x, t) = 0 with the dominant wave number k M certainly exists as a UPO of the system in the absence of feedback. Thus, we consider the SW state to be the very pattern stabilized out of such UPOs as a result of the filtering mechanism.
As shown in Fig. 2(a) , as h further decreases below 0.733 along the line bb', the SW state is destabilized into a state that we call a vibrating standing wave state (VSW). The VSW state is described by two dominant modes, the Fourier component for the wave number k M , and the bias which oscillates with quasi-periodicity. Namely, the transition to the VSW state is accompanied by a quasi-periodic vibration of the bias mode. The image (d) and the lower panel of Fig. 2(b) display the space-time plot in the process leading to the VSW state, and a few snapshots of the profile at intervals of 3T . They demonstrate that the oscillation is quasiperiodic, where the two irrational frequencies come from the external frequency and a frequency of motion induced by the feedback mechanism. In §5, this transition is described as a Hopf bifurcation from the SW state. The boundary between the SW and VSW states is indicated by the square symbols in Fig. 1(a) .
Traveling wave in the 2:1 resonant regime
Third, we consider the bifurcation process along the line cc' in Fig. 1(a) . . The digits 1 and 0 correspond to the cases that the maximum value of A(x, nT ) in a unit cell is greater than and less than 0.45, respectively, which symbolize the two locked phases of phase entrainment.
to the right. The weak 2:1 entrainment is also discernible in the left-lower image in Fig. 3(b) , which displays the space-time plot of ψ(x, t) on a continuous time scale. The lower panel of Fig. 3 (c) displays the pattern realized at h = 0.731 in the upward process, which appears in the region labeled by SW 2 of Fig. 3(a) . This is a rare case which exhibits a standing wave state with exactly half the frequency Ω and half the wave number k M . These results imply that the drift motion is a result of the asymmetry of the wave pattern. However, a clearer mechanism for the drift motion is explained on the basis of the concept of phase entrainment. 22) Generally, 2:1 entrained oscillations have two phase states that are locked to the phase of forcing. In Fig. 3(c) , it is assumed that each part of the profile in the unit wavelength (called a unit cell below) oscillates under the 2:1 entrainment. Then, we assume that each state in a unit cell is one of two states which differ in phase by π. With these assumptions, we can describe the TW 2 state as cellular automaton-like dynamics. Figure 3 (d) displays a series of profiles at intervals of the period 8T . Corresponding to the two states mentioned above, the label 0 or 1 is assigned to each unit cell, in practice, which is classified with a threshold value. Then, we denote the state of the j-th cell at a time n as σ j (n) and consider the dynamics of cells. From Fig. 3(d) , we find the rule of the evolution to be σ j (n + 1) = f (σ j (n), σ j+1 (n)), with f (0, 0) = 1, f (1, 0) = 1, f (0, 1) = 0, and f (1, 1) = 0. Thus, the next state of the j-th cell is determined by its right neighbor cell. In fact, this rule causes traveling wave patterns for initial conditions other than configurations like ..010101.., which corresponds to the case of the lower panel of Fig. 3 (c). Here, which side of a cell is selected in the rule of evolution? It is taken to be the same as the direction of the translational motion of the pattern. In the case depicted in the upper panel of Figs. 3(c) and 3(d), the direction of the drift motion is to the right. Correspondingly, the right neighbor cell is selected in the rule. The upperright image of Fig. 3(b) , which is the space-time plot of A(x, 2nT ) for n = 1, 2, · · · , exhibits a traveling wave pattern (moving right-downward) and propagating fronts (all moving right-upward). Note that this calculation is carried out under periodic boundary conditions. The latter corresponds to the motion of the points, which we call "defects", in two successive cells with the same phase of entrainment, i.e., such configurations as 11 in ..010110... From the rule of cellular automata mentioned above, we find that the defects propagate in a direction opposite to the translational motion of the frame of the wave. This suggests that a traveling wave is composed of the motion of defects and translational motion, and they balance each other in order to preserve the translational invariance of the system. As a related study, we note that there is a study of pattern formation in a chemical reaction system under entrainment to forcing. 23), 24)
Traveling wave in the 3:1 resonant regime
Fourth, we investigate the bifurcation process along the line dd' (K 0 = 0.28) in Fig. 1(a) . Fig. 3 (a). The attached labels, SRO, BSO, SW, VSW, TW 2 , TW 3 , P 3 , and C, indicate the SRO, the homogeneous broken symmetric oscillation, the standing wave, the vibrating standing wave, the traveling wave states in the 2:1 and 3:1 resonant regimes, the homogeneous period-3 oscillation, and the region including chaotic states. The labels with primes, SW', VSW', and TW 2 ', indicate the SW, VSW, and TW 2 states, whose mean levels are shifted by the bias. The thick dashed lines indicate the transition points from the SRO state to the SW state, which are irrelevant transition points for the cases 16, 18, and 20. state is destabilized into one of the BSO states, passes through the narrow region of the 2:1 resonant regime, and then jumps to a state in the 3:1 resonant regime. For the upward process, each panel depicts the transition from a state in the 3:1 resonant regime to the SRO state. Here, we focus our attention on the dynamics in the 3:1 resonant regime. In this regime, there are two possibilities: that the homogeneous oscillation is stabilized, and that one of two kinds of traveling wave patterns appears. In the panels of Fig. 4 , the domains of the homogeneous oscillation and the traveling wave states are indicated by the labels P 3 and TW 3 . The P 3 states realized here exhibit symmetric oscillation satisfying ψ(t) = −ψ(t − 3T/2), which appear via a saddle node bifurcation. As in the 2:1 resonant regime, the oscillation in the 3:1 resonance possesses three different phase states locked to the phase of the forcing. This allows spatio-temporal patterns consisting of domains in which each domain is entrained to one of the three states which differ in phase by 2π/3. The images (a) and (b) in Fig. 5 illustrate the two variants of traveling wave patterns with a space-time plot of {A(x, 3nT )} 256 n=1 . The two panels in Fig. 5(c) show the corresponding motions of profiles in successive snapshots at intervals of T . The upper panel shows that there are two kinds of domains whose phases in oscillation entrain to two of the three phases. It also shows that the two domain walls (boundaries) move in opposite directions. This motion is due to the reflection symmetry with respect to each center of the domains. Here, the domain walls move in a circular space because of the periodic boundary condition. In the image (a), the domain walls periodically collide because of the boundary conditions, and at every collision, the phase shifts by −2π/3. The lower panel shows that there are three kinds of domains whose phases are entrained to each of the three phases. Their phases differ by 2π/3 in order from left to right, and thus the total phase rotates by 2π. The profile of the four consecutive domains is maintained by two effects: competition among domains, which selects a single domain entirely entrained, and the constraint preserving the phase rotation, which acts as a barrier for the competition. Because of its asymmetry due to the shape of the profile, the walls exhibit translational motion.
The panels in Fig. 4 show that the appearance of TW 3 depends on the resolution M , and it possesses hysteresis. We believe that whether or not traveling waves appear is governed by the phase distribution in space in the initial state. Although it depends on the boundary condition, the total rotation of the phase in the initial distribution may determine the probability for the appearance of the TW 3 state. Thus, in the bifurcation process, it is expected that the appearance of TW 3 depends on the phase distribution, or the spatial inhomogeneity, just before its onset point. In addition, it seems to have a close relationship with the location of the SRO-SW point, which possesses some indication for an onset of spatially inhomogeneous structures. 
Complex dynamics near the symmetric chaos
As the final topic in this section, here we consider the spatio-temporal chaotic dynamics in this system. The system consisting of a single degree of freedom 11) follows a bifurcation route through the period doubling cascade up to chaotic states as h increases from h = 0 by the onset of the P 3 state. Thus, it is possible that a spatially extended system will exhibit spatio-temporal chaos. Indeed, with a sufficiently large value of M , we can find a period doubling cascade and some kinds of chaotic regimes. Here, we focus our attention on the chaotic dynamics just before the onset of the 3:1 resonance, which is statistically symmetric, i.e., the mean of the order parameter vanishes. Fig. 7(b) ], we see a turbulent-like state. The pattern consists of black and white domains with clearcut boundaries. As shown in Fig. 7(b) , which displays the space-time plot of ψ(x, t) on a continuous time scale, the local dynamics in each domain are described as motion oscillating around either one of the two broken symmetric unstable orbits, and the dynamics on the dominant scale are characterized by the creation and annihilation of domains, which is caused by the free motion of domain walls (boundaries). In the case M = 19, we see intermittent behavior consisting of laminar and burst phases. In the laminar phase, the periodic configuration of domains, whose wavelength is 3M/L, is set, while in the burst phase, a large amount of deviation breaks the periodic configuration. In the case M = 18, the configuration of domains entrains to a spatially periodic structure whose wave number is k M /3. As M decreases to 17 and 16, we again see intermittent behavior. However, the typical size of domains decreases from 3L/M to 2L/M in this sequence. As a reference, we display the dynamics of A(x, t) on a continuous time scale in the case M = 17 in Fig. 7(a) . This demonstrates that a burst appears as a result of the creation and annihilation of domains.
Some features of the dynamics are extracted as follows. First, the fundamental unit of the dynamics is considered to be the motion around one of the two unstable broken symmetric orbits. Second, these units form domains consisting of similar units. Third, the domains tend to form spatially periodic configuration as M decreases, but, depending on M , they weakly or strongly entrain to the periodic configuration whose dominant wavelength is a few times L/M . Fourth, the dynamics on the dominant scale may be described as creation, annihilation, and the drift motion of domain walls. Here, some questions to answer are as follows. What determines the velocity of domain walls? What determines the creation rate of domains? What governs the entrainment in the configuration of domains? These questions will be addressed in future works. §4. Linear stability analysis for the SRO state
In this section, we consider linear stability with respect to the SRO state. First, in §4.1, we derive the linearized equations. Second, in §4.2, the characteristic equation is obtained. Third, in §4.3, the domain of control is considered. Fourth, in §4.4, the capabilities of the two control methods are evaluated. Fifth, in §4.5, the stability border in Ω-h space is derived. 
Linearized equation
where 
Using the notation φ = (φ, Pη) T , the above equations are rewritten aṡ
Operating with P and Q on both sides of Eq. (4 . 5), we get withM 
(4 . 13)
Characteristic equation
For the wave number domain |q| ≥ M , from Eq. (4 . 13), we obtain the characteristic equation for the Floquet exponent Γ ,
where ≡ (t) (the Floquet exponent in the absence of DFC). This is a requirement for Q (t) to satisfy T 0 dtQ 1 /Q 1 = 0 for any initial condition Q(0). As mentioned in the previous subsection, the form of the characteristic equation in the case |q| ≥ M is independent of the control scheme for |q| < M. In fact, the stability of the SRO state in the domain |q| ≥ M depends on the properties of the interaction in the controlled system; in the present case, the diffusion term −C q serves to stabilize the system.
For the domain |q| < M, the characteristic equation is approximately obtained from Eq. (4 . 11). In a previous study, 11) we used a truncated Fourier expansion for Eq. (4 . 11). Here, we use those results. Specifically, from the (T/2)-periodicity of (t),R(t), and Q in Eq. (4 . 11), we expand them as 15) where n ,R n , and Q n are the n-th order Fourier coefficients. As in Ref. 11), after substituting Eq. (4 . 15) into Eq. (4 . 11), we make a reduction of them to the truncated equations which consist of {R n } n=0,±1 and { Q n } n=0,±1 . From the truncated equations for { Q n } n=0,±1 , we can obtain an equation for Q 0 as in the formD Q 0 ≈ 0. Here, the matrixD is given bŷ 17) and the matricesR ±1 consist of one non-vanishing component, i.e., (R ±1 ) 1,1 = ±1 , otherwise (R ±1 ) j,k = 0 for j, k = 1. In the previous study, we took into account the second and third terms in Eq. (4 . 16). However, in the present study we omit these terms for simplicity; i.e., we use the most simplified form by averagingR(t) in Eq. (4 . 11). This approximation is valid in the limit γ 1 → ∞. As γ 1 and Ω become smaller, it is necessary to incorporate the higher-order harmonics. The situation in the limit γ 1 → ∞ corresponds to that in which the response of the control device has no memory for the input signals. Eventually, approximatingD asD ≈R 0 , we obtain the characteristic equation D < (Γ ; ) ≡ |R 0 | = 0. Thus, using Eq. (4 . 17), the characteristic equation for Γ is obtained as
In the conventional model (K 1 = 0), the last term is absent.
Domain of control
In this subsection, we describe the domain of stability for the SRO state on the basis of the characteristic equations (4 . 14) and (4 . 18) for |q| ≥ M and |q| < M. The domain in which the SRO state is linearly stable is specified by the region that satisfies Re Γ < 0 for the entire range of q in Eqs. In the case |q| < M, the most unstable mode with respect to q is that for which q = 0. The reason for this is as follows. In the absence of feedback, Eq. (4 . 18) is given by Γ = − C q ; i.e., the diffusion term −C q lowers the value of Re Γ , and Re Γ takes the maximum value at q = 0. Even in the presence of feedback, the role of the diffusion term is simply to decrease the value of Re Γ , and the case with q = 0 gives the maximum of Re Γ . Therefore, we find that the border of the SRO state is given by the condition D < (Γ c ; c ) = 0, with q = 0. The real and imaginary parts of the condition D < (Γ c ; c ) = 0 (q = 0) are thus written as 20) where (4 . 19) in the range 0 < w < π. Now, we parameterize w and c with K 0 , assuming that the Hopf point is obtained for a certain range of K 0 .
In the case |q| ≥ M with Eq. (4 . 14), the most unstable mode in the wave number space is that for which |q| = M . Hence, substituting q = M , Γ = Γ c = iω c , and = c into Eq. (4 . 14), we obtain the critical point c = C M and the critical frequency ω c = 0. From Re Γ < 0, we find that the other stability condition for the SRO state is
The upper panel in Fig. 8(a) displays the shapes of w as functions K 0 , which are obtained from Eqs. 19) and (4 . 20) with Ω = 0.5 and γ 1 = 2.0. The case K 1 = 0 corresponds to the border in the conventional model. Thus, we see that as K 1 is increased from K 1 = 0, the border of the SRO state expands as the shape changes. As depicted in the diagram, there are three typical shapes of the borders corresponding to the shapes of w in the upper panel.
As mentioned above, the curves consist of two branches, corresponding to the roots of c for w = 0 and 0 < w < π. Below, we call them the pitchfork (w = 0) and Hopf (0 < w < π) branches, and denote them as = P c (K 0 ) and = H c (K 0 ) (see the lower panel). For the case K 1 > K c 1 , there is a turning point of the Hopf branch at K 0 = K n 0 . Then, for K 1 > K c 1 , we denote the upper and lower parts of the Hopf branch as
. Using this notation, in the case K 1 ≤ K c 1 , we find that the domain in which the SRO state is linearly stable is included in the region
of the K 0 -space. In the case K 1 > K c 1 , we find that the domain for the stable SRO state is included in the region Fig. 1(a) and that in the lower panel of Fig. 8(a) . In these two diagrams, the stability borders = Fig. 1(a) ] and K 0 -space [ Fig. 8(a) ], respectively. As shown in Fig. 8(b) , the two quantities and h are related by a monotonically decreasing function as ≡ (h, Ω). Thus, the vertical axis h of Fig. 1(a) can be converted to that for with the relationship in Fig. 8(b) . The diagram in the K 0 -space allows visualization that helps in the analytic argument, while the diagram in the K 0 -h space is convenient for numerical calculations.
Evaluation of the control method
For the purpose of control, it is important to evaluate the capability of the stabilization, and also to find the value of the control gain K 0 which maximizes the capability of the stabilization. As shown in the lower panel of Fig. 8(a) in the previous subsection, the stabilization of the SRO state is restricted within a particular domain, and the capability of the stabilization is characterized by the maximum value of c on the border of the SRO state. The maximum value of c corresponds to the maximum value of the Floquet exponents (the characteristic quantity of the orbital instability in the absence of feedback) of obtainable SRO states obtained through the best tuning of the control gain K 0 . Thus, optimization of the control gain K 0 consists of finding the value of the control gain K 0 that maximizes the value of c under given constraints. Here, we limit our argument to the linear stability on the basis of the results in the previous subsection. This is because the global stability of the SRO state is not completely understood.
First, let us consider the case K 1 ≤ K c 1 . From the lower panel of Fig. 8(a) , we find that c takes the maximum value, P c (K m 0 ), at K 0 = K m 0 on the border with respect to the uniform mode. Therefore, the value K m 0 can be regarded as the optimum value of K 0 . Note that the border of the SW instability, = C M , does not depend on the value of K 0 . We also note this argument is restricted to the linear stability, and it ignores the presence of coexisting states. Thus, whenever the SRO state is stabilized under control, must satisfy the condition . 26) is not satisfied, the system will no longer be in the SRO state. Figures 1 and 2 show the types of instability that exist in such cases. In the case K 1 > K c 1 , however, the maximum value of c at K 0 = K m 0 may not be appropriate to evaluate the capability of control. Because the region near the point (K m 0 , P c (K m 0 )) is narrow, and it may be difficult for the state to settle into the SRO state, due to the effect of possible hysteresis or a critical slowing down of the transient process. Hence, it seems that the region for K n 0 < K 0 < K m 0 is not practically useful for a stabilization process. Instead, we believe it to be more appropriate to use the value of c at the turning point K 0 = K n 0 for the evaluation of the capability for control. 11) Accordingly, in the case K 1 > K c 1 , we regard the practical range of as
Therefore, for the two cases K 1 < K c 1 and 
Stability border in Ω-h space
This subsection describes the border of the stabilization in Ω-h space. Here, we consider only the case K 1 < K c 1 , in which the conventional case corresponds to K 1 = 0. From Eqs. (4 . 26) and (4 . 21), we find that the border of the stabilization for the SRO state is given by
Since is regarded to be a certain function of h and Ω, i.e., = (h, Ω), as shown in Fig. 8(b) , we can convert Eqs. In the cases δK 0 < 0, we have a broken symmetric transition on the curves h = h < (Ω; K 0 ) (the filled symbols) and, otherwise, in the cases that δK 0 > 0, oscillatory instability on the curves h = h < (Ω; K 0 ) (the open symbols). Corresponding to the inequality (4 . 28), we have the inequality h < (Ω; K 0 ) > h < (Ω; K m 0 ), because is a monotonically decreasing function of h. Comparing the result for δK 0 = 0 with those for δK 0 = ±0.1, ±0.2, we see that this inequality is confirmed. Thus, in the case K 0 = K m 0 , the domain of the SRO state is maximized (with respect to the linear stability). The figure also demonstrates that the stable region for the SRO state is larger in the case of the extended model (×s) than in the case of the conventional model (triangles). Here, the results for K 1 ≈ K c 1 exhibit hysteresis, which may be due to the critical situation at
In the coexistence region, the numerical simulations exhibit homogeneous period-3 oscillation, quasi-periodic oscillation, and spatio-temporal chaos, depending on the values of the parameters and initial conditions.
From Fig. 9 , we find a characteristic frequency Ω * at which the two curves h < (Ω; K m 0 ) and h > (Ω; K m 0 ) intersect. In the case of sufficiently large M , the boundary value of h on the domain of the stable SRO state is minimized at Ω * . This means stabilization with the minimum value of h is allowed with the frequency Ω * . The relevance of this for applications to the control of the magnetic state from an Ising-like state to an XY-like state 15) is as follows. Lowering the lower boundary of h, while with reducing Ω * , has the meaning of reducing the energy consumption needed for control. Particularly, if both the conditions M > L/(2πξ) and The parameter values used in the results presented in the two panels are the same as those in Fig. 1(a) and the case K 1 = 1.5 of Fig. 8(a) . The solid curves in the panels were obtained by numerically solving Eqs. (a) are the same as in Fig. 1(a) . The panel (b) plots the results for the case M = 18 (inverted triangles) for K 1 = 1.5 > K c 1 in the K 0 -h space. The vertical scales in the panel (b) and the lower panel of Fig. 8(a) have a one-to-one correspondence with the monotonically decreasing function ≡ (h, Ω) given by the curve for Ω = 0.5 in Fig. 8(b) . The dashed-double-dotted curves and horizontal line labeled by M = 18 in the panel (b) thus correspond to the curves = P c (K 0 ), = H± c (K 0 ) (K 1 = 1.5) and the line = C M (M = 18) in the lower panel of Fig. 8(a) .
As shown in the diagrams, the borders of the VSW state can be considered an expanded shape of the curve corresponding to = H± c (K 0 ). This suggests that the transition curves are related to the Hopf bifurcation. The panel (b) also shows the other phases. In the region labeled "SW/BSO", the homogeneous broken symmetric oscillation (BSO) and the SW state coexist. In the region labeled "SW/QPO", the SW state and the QPO coexist. This occurs near the boundary between the SW state and the QPO. The resonant regimes as shown in Fig. 1(a) are absent in the diagram of Fig. 10(b) . We believe that the appearance of resonances depends on the relationships among time scales, such as the inverse of the Floquet exponent of the SRO state, the period of the external forcing, γ six values of K 0 denoted in the panels. The other parameters are the same as those in Fig. 10(b) . In the SW state, A 1 = 0 and A 2 = 0 are satisfied, and in the VSW state, these change to A 1 = 0 and A 2 = 0, where the mean level of the uniform mode oscillates with a frequency which is irrational to Ω, as shown in Fig. 2(c) . In contrast to the bifurcation diagrams in Fig. 2(a) , the diagrams for K 0 = 0.47 and 0.5 indicate that there are upper and lower critical points of the VSW state in h. These points correspond to the upper and lower curves of the border in Fig. 10(b) . These bifurcation diagrams in Fig. 11 and Fig. 2(a) suggest that the transition between the VSW and SW states can be regarded as continuous, and hence it can be treated by means of linear stability analysis.
Before proceeding to the linear stability analysis for the SW state, let us consider the functional form of the profile in the SW state. We write the SW state as a superposition of a homogeneously oscillatory part Ψ s (t), which satisfies Ψ s (t) = −Ψ s (t − T/2), and a spatially periodic part ψ M (x, t):
Note here that Ψ s (t) is not the same as the unstable SRO state ψ s (t). We assume that ψ M (x, t) has a symmetric periodic structure with
The latter condition makes the order parameter A(x, t) = ψ sw (x, t) + ψ sw (x, t − T/2) appear as a steady pattern in the stroboscopic time series of period T , and thus it is consistent with the result presented in Fig. 2(c) . Furthermore, we find that the order parameter given by assuming Eq. (5 . 1) satisfies QA(x, t) = 0, and if a state written in Eq. (5 . 1) satisfies QA(x, t) = 0, then this state must be a solution of the system in the absence of control.
The form of ψ sw (x, t) is obtained in Appendix C. There we find
with the functions Q M (t) and 
Linear stability analysis of the SW state
In this subsection, we consider the case of the conventional model, in which we assume V (ψ) = (1 − ψ 2 ) 2 /4. The case of the extended model is described in Appendix D.
The observation in the previous subsection suggests that the transition to the VSW state can be treated with a linear stability analysis of the SW state. Then, near the onset of the VSW state, letting φ(x, t) be the deviation from the SW state, we write ψ(x, t) as 
where U (x, t) ≡ 1 − 3ψ 2 sw , and u(x, t) ≡ φ(x, t) + φ(x, t − T/2). For simplicity, below we approximate U (x, t) as 5) where
and Ψ 2 M is the mean value of Ψ 2 M (x) over the extent λ M . In this simplification, we retain the spatially periodic structure of wave number k M , and the higher order harmonics are ignored.
From the symmetry of U (x, t), Eq. (5 . 4) is invariant under the following translations:
From these properties, we assume φ(x, t) can be written as φ(x, t) = e Γ t Q 0 (x, t) with a function Q 0 (x, t) satisfying
is the Floquet exponent. This is a special case of the Floquet-Bloch theorem. Because, at the SW-VSW transition, from Fig. 2 
By virtue of the periodicities Q(x + λ M , t) = Q(x, t) and Q(x, t + T ) = Q(x, t), Q(x, t) can be expanded as
For simplicity, we assume that the system size L is equal to λ M multiplied by an integer. Substituting this into Eq. (5 . 9), we obtain
where
From the symmetric properties of Ψ M (x) and Ψ s (t), the quantities G n,m vanish for even values of n and m, i.e., G 2l ,2l = 0 (l, l ∈ Z). Then, from the connectivity among {Q n,m } with G n,m in the right-hand side of Eq. (5 . 11), we find that the set of Fourier coefficients {Q n,m } can be separated into two sets, {Q n,m |n + m : even} and {Q n,m |n + m : odd}, and Eq. (5 . 11) holds for the variables in each set. In addition to this, from the requirement for Q(x, t), i.e., Q(x, t + T/2) = Q(x + λ M /2, t), the Fourier coefficients in the set {Q n,m |n + m : odd} must vanish. Therefore, we need only the set {Q n,m |n + m : even} for Eq. (5 . 11).
In order to extract the characteristic equation from Eq. (5 . 11), we approximate Eq. (5 . 11) with a finite number of Fourier coefficients. Now let us consider the equations involving the set of coefficients {Q 0,0 , Q ±1,±1 }:
where χ 0 (Γ ) ≡ K 0 (1 + e −Γ T /2 ). Solving these equations for Q 0,0 , from the requirement that Q 0,0 have a nontrivial solution, we obtain the characteristic equation for the Floquet exponent: 
, with the proportionality factor G defined by
Because of the difficulty in the estimation of G, and that in the determination of the relationships among sw , s , and , here, we regard G as a fitting parameter, s as 1, and sw as . The solid curves in Fig. 10 represent the results obtained from Eqs. (5 . 15) and (5 . 16) by imposing Re Γ = 0 with the single fitting value G = 0.8 for M = 13 and 14. This value G = 0.8 is determined from the result for the case M = 13 by sight. These results imply that G depends on (or M ). From the expression Eq. (5 . 16), we believe that this dependence is due to the nonlinearity in the orbital shape of the SRO state. The fourth term in Eq. (5 . 15) has the effect of suppressing the pitchfork instability, but also has the effect of enhancing the Hopf instability, as shown in Fig. 10 . The enhancement of the Hopf instability can be understood by interpreting the effect of the fourth term in Eq. (5 . 15) as a memory or latency for the feedback response. More precisely, if Im Γ = 0, the fourth term is complex. This has an influence on the response frequency, and it may cause the enhancement of the Hopf instability. Previous studies of DFC also suggest that such a memory has the effect of enhancing the Hopf instability (for examples, see Refs. 25) and 11)). §6. Summary and discussion
We have considered the dynamics of a one-dimensional periodically driven bistable system under DFC to stabilize the SRO state. First, we described the characteristic features of the dynamics due to the first and second instabilities, and those in the resonant regimes and the chaotic regime. It was found that due to the presence of the temporal memory in the feedback mechanism and the periodic forcing, the phase diagram exhibits a resonance tongue-like structure in the parameter space spanned by the feedback gain and the forcing amplitude. Since the feedback gain can be regarded as a function of the ratio of the response frequency of the system and that of the forcing, this resonance tongue-like structure in the phase diagram in the K 0 -h space may correspond to usual resonance tongue structures which appear in forced periodic systems without delay. We obtained a qualitative understating of the properties of traveling waves in the 2:1 and 3:1 resonant regimes. In the spatio-temporal chaotic regime, the resolution-dependent character of the intermittent dynamics was elucidated. In this way, it was found that spatially extended delayed systems exhibit a rich variety of dynamics. However, in these analyses, there is a complication resulting from the existence of many degrees of freedom. In order to obtain a more quantitative insight, we should carry out some kind of reduction, i.e., reconstructing a mapping system or reducing the system to a system consisting of some effective modes. Such a reduction is a future project. Second, in the linear stability analysis for the first instabilities, we obtained the stability criteria for the control. Based on those results, we studied the capability for control of the two models. We also obtained the stability diagram in Ω-h space, and we showed that there is a characteristic frequency that minimizes the amplitude of the forcing amplitude for the stabilization. Third, we obtained the stability border for the transition between the standing wave state and the vibrating standing wave state based on the linear stability analysis. We interpret this transition as that of a Hopf instability of the mean level of the standing wave.
The progress made in this study is that we were able to obtain a skeleton of the phase diagram. Generally, it is difficult to estimate the onsets of resonances or second instabilities. For this reason, such skeletons help us obtain a qualitative understanding of the phase diagram. As a future problem, there is the question of how the skeleton of the diagram depends on the scheme of the control. a system under DFC to stabilize the SRO state, and we have already obtained a characteristic equation from a linearized equation for it. We suppose that the period of the SRO state and the time of the delay are T . Let be the Floquet exponent in the absence of control. Also, let Γ be the Floquet exponent of the SRO state under control (Γ ≡ λ + iω, λ, ω ∈ R). Then, we write the characteristic equation for Γ as D(Γ ; ) = 0. We assume to be a positive real value. This corresponds to the situation that the SRO state is linearly unstable with broken symmetry.
Regarding as a control parameter with respect to the stability of the SRO state under control, let us suppose that the Floquet exponent Γ is a continuous function of , and further suppose that there is a critical point of the SRO state at = c . In the feedback system, there is a parameter corresponding to the strength of the feedback, such as the control gain K 0 in the present study. Usually, when the Eq. (A . 8), the type of the bifurcation from ω c = 0 to ω c = 0 of the critical frequency is classified as either supercritical or subcritical bifurcation. As shown in the lower panels of Fig. 8 , this difference is reflected in the character of the connection between the functions = P c (K) and = H c (K).
Appendix B Fourier Expansion Approximation
This section describes a derivation of the critical boundary curves h = h < (Ω; K m 0 ) and h = h > (Ω; M ), which are shown in Fig. 9 . The relations h = h < (Ω; K m 0 ) and h = h > (Ω; M ) are equivalent to Eqs. In the actual calculation for the result given in Fig. 10(b) , regarding G as a fitting parameter, we assumed the value of G to be G = 1.6, and approximated s as 1 and sw as . In comparison with the case of the conventional model, the value of G is larger than those in the cases M = 13 and 14. This implies that the quantity G still depends on (or M ). Also, we believe that the disagreement in the lower h region in Fig. 10(b) , which corresponds to higher the region, may be a result of a nonlinearity in the relationship between sw and .
