The influence of the wine distillation process on methanol content has been determined by quantitative analysis using gas chromatographic flame ionization (GC-FID) detection. A comparative study between direct injection of diluted wine and injection of distilled wine was performed. The distillation process does not affect methanol quantification in wines in proportions higher than 10%. While quantification performed on distilled samples gives more reliable results, a screening method for wine injection after a 1:5 water dilution could be employed. The proposed technique was found to be a compromise between the time consuming distillation process and direct wine injection. In the studied calibration range, the stability of the volatile compounds in the reference solution is concentration-dependent. The stability is higher in the less concentrated reference solution. To shorten the operation time, a stronger temperature ramp and carrier flow rate was employed. With these conditions, helium consumption and column thermal stress were increased. However, detection limits, calibration limits, and analytical method performances are not affected substantially by changing from normal to forced GC conditions. Statistical data evaluation were made using both ordinary (OLS) and bivariate least squares (BLS) calibration models. Further confirmation was obtained that limit of detection (LOD) values, calculated according to the 3σ approach, are lower than the respective Hubaux-Vos (H-V) calculation method. H-V LOD depends upon background noise, calibration parameters and the number of reference standard solutions employed in producing the calibration curve. These remarks are confirmed by both calibration models used.
Due to its cheapness and easy accessibility, methanol has been used for adulteration of alcoholic beverages and wines. In recent times, this fraudulent behavior has lead to either the death or blindness of many people in some developing countries almost every year. In 1986, Italy numbered tens of victims caused by accidental methanol intake. Methanol intake causes headache, vertigo, fatigue, nausea, vomiting, partial or irreversible blindness, and even death. The human minimum lethal dose of methanol ranges from 300 to 1000 mg/kg body weight [1] . A number of methods for the determination of methanol have been proposed. Upadhyay and Gupta developed a spectrophotometric determination of methanol [2] . The AOAC Official Methods of Analysis include a chromotropic colorimetric method [3] , a titrimetric method [4] , and a gas chromatographic method [5] . Enzymatic methods with spectrophotometric and chemical sensor detection were proposed by Mizgunova et al. [6] , and Sun et al. [7] , respectively. A method using a biosensor with chemiluminescence detection was reported by Sekine et al. [8] . Van der Berg et al. have employed near-infrared spectroscopy in the control of alcohol process quality assurance [9] . Determination of methanol in biological samples with electrochemical detection in high performance liquid chromatography was performed by Tagliaro et al. [10] . Mei-Ling et al. proposed several gas chromatographic methods for methanol [11] , and simultaneous determination of ethanol and methanol [12] . Although, for methanol analysis, several methods based on different principles have been proposed in the past, a study of the effects of chromatographic conditions and sample pretreatments on its quantification has not been carried out. Therefore, a comprehensive statistical study of detection limits, quantification limits, and calibration curve model has been performed.
In analytical chemistry the detection limit is defined as the lowest concentration that provides an instrumental signal distinguishable from background noise. The Environmental Protection Agency (EPA) procedures identify this limit as three times the standard deviation of the blank. The overlap regions between the signals of the blank and the analyte are distance from zero dependent ( Figure 1 ). The standard deviations (σ) are statistically compatible with concentration levels. When the instrumental response is σ times higher than the blank, the overlap between blank and analyte distributions is 30.9% (Figure 1 a) . The overlap decreases to 15.9% if the blank has a 2σ distance from a blank (Figure 1 b) . The percentages of overlap reduce to 6.9 and 2.3 for 3σ (Figure 1 c) and 4σ (data not shown) blank-analyte distances, respectively. The overlap region decreases in an asymptotic way with the distances from zero ( Figure 2 ). These considerations are made under Gaussian distribution conditions.
With the limit of detection (LOD), while the 3σ approach takes into account only false positives α, Hubaux-Vos (H-V) also considers false negatives β. H-V LOD can be carried out by either graphical methods or a numerical iterative process [13] . The choice of a linear calibration model, when experimental data have to be fitted, depends on the uncertainties associated with the axes. The ordinary least squares (OLS) method is probably the most widely used regression technique. Often OLS has a limited scope, since it considers the x-axis to be free of error. An alternative to this model is the bivariate least squares (BLS) linear calibration, which takes into consideration errors in both axes [14] . Taking into consideration x-errors and y-errors, the need of a suitable linear calibration model, like BLS, becomes relevant. The present work focuses on the OLS and BLS models to GC-FID determination of methanol in wine. In order to ensure the LOD estimation, both OLS and BLS models were used. By application of the two calibration models, the detection limits were calculated according to the EPA 3σ and H-V method. The aim of this work was to test the influence of sample pretreatment and chromatographic conditions on quantification of methanol in wine, referring to OLS and BLS calibration models.
An appropriate calibration curve for methanol determination in wine was set up in the range 5 -100 mg/L, by the use of six standard reference levels. The ordinary least squares calibration equation y OLS = 0.7768•x+0.0099 has a good regression coefficient R 2 (0.9994), whereas bivariate least squares provides an equation y BLS = 0.7854•x+0.0063. Both equations provide limits of detection, with the 3σ approach, of 1.18 mg/L and 1.17 mg/L for OLS and BLS calibration models, respectively. On the other hand, 10.75 mg/L for OLS and 10.87 mg/L for BLS are the detection limits obtained through the H-V iterative calculation, with α = β = 0.025, n=6. Table 1 shows that methanol content of Feb 2011 (33.3 mg/L) and May 2011 (33.7 mg/L) is very close to quantification limits calculated via H-V (SEE Table 2 ).
The investigated wine samples were injected into the GC-FID system after simple dilution with water. With the direct injection of wine samples, the dilution operation could appear to be time consuming, but it allows improvement of column stability and shelf life enhancement of the standards. With reference to OENO 19/2004 OIV methanol content limits [15] , if the wine is injected directly, the internal standard concentration has to be five times higher than the 1:5 diluted sample. Moreover, the calibration range has to be five times wider as well. Standard aqueous solutions containing methanol and acetonitrile (I.S.) in the 0 -500 mg/L range are rather stable at room temperature. If the concentration exceeds 1000 mg/L the solution stability with time is not ensured. Results from a study performed on two different concentration ranges is shown in Figure 3 , where the relative response factor (RRF) is plotted against the methanol concentration. RRF is calculated by the following formula:
where A MeOH is the peak area of methanol, A ACN is the peak area of the acetonitrile internal standard, and C MeOH and C ACN are the concentrations, in mg/L, of methanol and acetonitrile respectively. Quantitative analysis of methanol in wine Natural Product Communications Vol. 6 (12) 2011 1941
The first evidence was that the change in the RRF was much higher in concentrated than dilute solutions. In the 5 mg/L reference solution the RRF after 5 months was 14% higher than the initial value. When a higher concentration is considered, i.e. 100 mg/L standard solution, after 5 months there is an increasing on RRF value from 0.75 to 1.01, this meaning an enhancement of about 35%. A variation in RRF values between 0.66 and 0.81 was shown by the 10000 mg/L reference solution after 5 days; increasing to 0.99 after 5 months. A more pronounced difference was encountered from 0.66 to 1 (up to 52%), matching 5 months time range, when a 15000 mg/L reference solution was taken into account. Probably, these variations were caused by evaporation of volatile compounds present in the reference standard solution and are, therefore, temperature dependent. In order to evaluate the influence of non volatile compounds in GC quantification of methanol, a comparative study between distilled wine and diluted wine by direct injection (DWDI) was carried out. Analyses were performed on samples provided from UIV (Unione Italiana Vini). Preliminary tests suggested slightly higher values for methanol in distilled samples. Determined methanol contents and UIV proficiency test data are reported in Figure 4 . Except for the March 2011 test, the methanol content, after distillation, seemed to be slightly higher than that of the directly injected diluted samples. From a practical point of view, an exhaustive focus on these differences is worthy of investigation.
The influence of the distillation process sets the methanol recovery data slightly higher than those determined through DWDI. This apparent surplus could not be explained on the basis of background noise as the baselines for both the distilled and undistilled wine were virtually the same. In addition, reproducibility calculated according to ISO 5725:5, provided by the UIV interlaboratory proficiency test, represents a 35-50% average range of the mean data (Table 1) . Compared with DWDI, data results of methanol determination through distillation do not affect detected concentrations beyond 10%. This difference is compatible with the UIV reproducibility values. According the OENO 19/2004 OIV resolution, the maximum methanol contents in wine are 400 and 250 mg/L for red and white/rosè wines, respectively. The DWDI method provides a methanol concentration on the average of 3% less than that determined for distilled wine samples, but not more than 10%. The DWDI method is faster, and less reagents and energy consuming. So it can be used as a screening check method. When doubtful cases result and quality data assurance has to made, sample distillation can be a valid option to confirm the analytical response.
In the acetal-acetonitrile elution region, chromatograms appear very similar to each other. In the first 10 minutes, there are no differences between distilled and undistilled wine sample for normal conditions (Figure 5 a and b) . However, when the temperature program and carrier flow rate are increased, the undistilled samples ( Figure 5 c) show many peaks. After 6 minutes there are a number of peaks belonging to the glycol fraction of the wine. The glycol-like compounds are characterized by a high boiling point. Therefore, following a distillation process, they are removed from the samples, as shown in Figure 5 d. Resolution between methanol and the identified acetal (1,1-diethoxyethane) peak was not less than 0.9. The asymmetry factor, calculated at 10% of the maximum height for methanol, was 1.76. The calibration curve parameters by keeping six concentration levels with normal and forced temperature/flow programs are in agreement. These latter show equations y OLS = 0.7664•x +0.0102 (R 2 0.9999) and y BLS = 0.7628•x+0.0124. Method suitability quantification is supported by peaks resolution, band width and peak shape. Recovery performances were assessed by the interlaboratory proficiency test. The method was tested with two spiked commercial red wines and with the UIV proficiency test of the April 2011 sample. In the spiked samples, the mean recoveries (n=3) were 101.3% and 103.2%. For the UIV proficiency test of April 2011, the mean recovery was 102.9%. In Table 2 quantification and detection limits for both normal and forced chromatogram condition are reported. When forced GC-FID conditions were employed, the analytical method performance remained almost identical to the normal GC-FID conditions. In both cases, temperature/flow and total running time did not affect the determination of calibration parameters, LOD and LOQ.
Limits of detection calculated according to the Hubaux-Vos recursive formula are higher than those using the 3σ approach, in both calibration models BLS and OLS. This is more pronounced when limits of quantification are considered. Comparing the calibration curve made up of fifteen data points [16] , while the 3σ LOD is substantially unvaried, if six levels are employed, the H-V detection limits are rather different. The calibration curve built up on the 5 -100 mg/L concentration range shows a LOD approximately 2.5 times higher than that of the 0.3 -510.6 mg/L range [16] . avoided by using a Split Precision® Liner 5 mm × 8.0 × 105 filled with deactivate wool (Restek). H-V detection limit calculation was carried out as described by Hubaux and Vos [13] . BLS calibration was accomplished through calculation proposed by Lisý et al. [17] and Riu et al. [14] .
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