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GROUND STATE ENERGY OF MIXTURE OF BOSE GASES
ALESSANDRO MICHELANGELI, PHAN THA`NH NAM, AND ALESSANDRO OLGIATI
Abstract. We consider the asymptotic behavior of a system of multi-component
trapped bosons, when the total particle number N becomes large. In the dilute regime,
when the interaction potentials have the length scale of order O(N−1), we show that the
leading order of the ground state energy is captured correctly by the Gross-Pitaevskii
energy functional and that the many-body ground state fully condensates on the Gross-
Pitaevskii minimizers. In the mean-field regime, when the interaction length scale is
O(1), we are able to verify Bogoliubov’s approximation and obtain the second order ex-
pansion of the ground state energy. While such asymptotic results have several precursors
in the literature on one-component condensates, the adaption to the multi-component
setting is non-trivial in various respects and the analysis will be presented in details.
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1. Introduction
Experimental and theoretical investigations on mixtures of Bose gases displaying con-
densation have made important progress in the past years. The physical systems of interest
consist of a gas formed by different species of interacting bosons, each of which is brought
to condensation, thus with a macroscopic occupation of a one-body orbital for each species.
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They can be prepared as atomic gases of the same element, typically 87Rb, which occupy
two hyperfine states with no interconversion between particles of different hyperfine states
[37, 32, 15, 16], or also as heteronuclear mixtures such as 41K-87Rb [35], 41K-85Rb [36],
39K-85Rb [31], and 85K-87Rb [43]. For a comprehensive review of the related physical
properties we refer to [44, Chapter 21].
Mathematically, the natural Hilbert space for two populations, say, of N1 and N2 iden-
tical bosons of different type in three dimensions is
HN1,N2 = L2sym(R3N1 , dx1, . . . , dxN1)⊗ L2sym(R3N2 , dy1, . . . , dyN2) , (1.1)
where L2sym(R
3Nj ) is the space of square-integrable functions in (R3)Nj which are symmet-
ric under permutations of Nj variables. No overall exchange symmetry is present among
variables of different type.
Most of the physically relevant phenomena are modelled by Hamiltonians acting on
HN1,N2 which include the customary intra-species and inter-species two-body interaction
term, as well as an overall trapping potential for each species – such confinements can
indeed be different for each type of particles. Rigorous statements can only be proved in
suitable limits of infinitely many particles, say, when the population ratios are asymptot-
ically fixed:
N := N1 +N2 → +∞ , lim
N→+∞
Nj
N
=: cj ∈ (0, 1) , j ∈ {1, 2} . (1.2)
It is not restrictive to assume that the ratios N1/N and N2/N are fixed, and so shall we
henceforth.
In the present work we intend to investigate the limit of infinitely many particles for
two significant scaling regimes: the mean field, for interactions of weak magnitude and
long range, and the dilute scaling, for interactions of strong magnitude and short range.
In principle, the former regime is mathematically easier because of the natural emergence
of the law of large number, while the latter regime is more relevant to realistic experiments
of the Bose-Einstein condensation.
To be precise, we shall consider the following Hamiltonian (in suitable units)
HN :=
N1∑
j=1
(−∆xj + U (1)trap(xj))+ 1N ∑
16j<r6N1
V
(1)
N (xi − xj)
+
N2∑
k=1
(−∆yk + U (2)trap(yk)) + 1N ∑
16k<ℓ6N2
V
(2)
N (yk − yℓ)
+
1
N
N1∑
j=1
N2∑
k=1
V
(12)
N (xj − yk) ,
(1.3)
with self-explanatory kinetic, confining, and interaction terms. Under our assumptions,
HN will be bounded from below on the core domain of smooth, compactly supported func-
tions and it is unambiguously realised as a self-adjoint operator by Friedrichs’s extension,
still denoted by HN .
Correspondingly, we shall specialise (1.3) in two forms, the mean field Hamiltonian HMFN
and the Gross-Pitaevskii Hamiltonian HGPN , in which the interaction potentials V
(α)
N are
3chosen as 1
V
(α),MF
N (x) := V
(α)(x),
V
(α),GP
N (x) := N
3V (α)(Nx),
α ∈ {1, 2, 12} (1.4)
for suitable N -independent potentials V (1), V (2), and V (12).
We are interested in the large-N behavior of the ground state energies
EMFN := inf σ(H
MF
N ),
EGPN := inf σ(H
GP
N ) ,
(1.5)
and the corresponding ground states. This subject has been deeply investigated for one-
component Bose gases, as we shall address below, but is virtually unexplored for multi-
component gases.
It turns out that by analogy with the one-component case, the leading order of the
ground-state energies are captured by effective energy functionals which describe the con-
densation at the one-body level. More precisely, in the mean-field regime we have the
Hartree functional
EH[u, v] := c1
∫
R3
|∇u|2 dx+ c1
∫
R3
U
(1)
trap|u|2 dx+
c21
2
∫
R3
(V (1)∗|u|2) |u|2 dx
+ c2
∫
R3
|∇v|2 dx+ c2
∫
R3
U
(2)
trap|u|2 dx+
c22
2
∫
R3
(V (2)∗|v|2)|v|2 dx
+ c1c2
∫
R3
(V (12)∗|v|2)|u|2 dx
(1.6)
where c1 and c2 are the population ratios defined in (1.4). On the other hand, in the dilute
regime, we have the Gross-Pitaevskii functional
EGP[u, v] := c1
∫
R3
|∇u|2 dx+ c1
∫
R3
U
(1)
trap|u|2 dx+ 4πa1c21
∫
R3
|u|4 dx
+ c2
∫
R3
|∇v|2 dx+ c2
∫
R3
U
(2)
trap|u|2 dx+ 4πa2c22
∫
R3
|v|4 dx
+ 8πa12c1c2
∫
R3
|v|2|u|2 dx.
(1.7)
Here aα is the (s-wave) scattering length of the potential V
(α), α ∈ {1, 2, 12}, which is
defined by the variational problem (see [28] for a detailed discussion)
4πaα = inf
{∫
R3
[
|∇f(x)|2 + 1
2
V α(x)|f(x)|2
]
dx : f : R3 → R, lim
|x|→∞
f(x) = 1
}
. (1.8)
We are going to show that under suitable, physically realistic conditions, the many-body
ground state energy per particle EMFN /N or E
GP
N /N converges to the ground state energy of
the Hartree/Gross-Pitaevskii functional. Moreover, the corresponding many-body ground
state ψN condensates on the unique Hartree/Gross-Pitaevskii minimisers (u0, v0) in terms
of the reduced density matrices:
lim
N→+∞
γ
(k,ℓ)
ψN
= |u⊗k0 ⊗ v⊗ℓ0 〉〈u⊗k0 ⊗ v⊗ℓ0 |, ∀k, ℓ = 0, 1, 2, ... (1.9)
1In the physical literature [34, 41, 33] a different convention is preferred for α ∈ {1, 2}, namely V (α) =
c−1α V
(α) for mean-field regime, and V (α) = c2αV
(α)(cα·) for Gross-Pitaevskii regime.
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Here recall that for every k, ℓ > 0, the reduced density matrix γ
(k,ℓ)
ψN
of ψN is a trace class,
positive operator on Hk,ℓ with kernel
γ
(k,ℓ)
ψN
(X,Y ;X ′, Y ′) :=
∫
R3(N1−k)
∫
R3(N2−ℓ)
dxk+1 · · · dxN1dyℓ+1 · · · dyN2
× ψN (X,xk+1, . . . , xN1 ;Y, yℓ+1, . . . , yN2)
× ψN (X ′, xk+1, . . . , xN1 ;Y ′, yℓ+1, . . . , yN2)
(1.10)
where X,X ′ ∈ (R3)k and Y, Y ′ ∈ (R3)ℓ.
The convergence (1.9) expresses the asymptotic closeness as N →∞
ψN ∼ u⊗N10 ⊗ v⊗N20
in a weak sense. Heuristically, this closeness emerges naturally in the mean-field regime
as the Hartree functional is the energy per particle of the trial state u⊗N1 ⊗ v⊗N2 . In the
Gross-Pitaevskii regime, however, the ansazt u⊗N10 ⊗ v⊗N20 is not good enough to produce
the Gross-Pitaevskii energy, and a non-trivial correction due to the short-range correlation
between particles is needed to recover the actual scattering lengths aα, instead of their
first Born approximations (8π)−1
∫
V (α).
In the mean-field regime, to see the macroscopic effect of the particle correlation we
have to go to the next-to-leading order of the energy contribution. We will show that
there exists a N -independent self-adjoint operator H on a suitable Fock space such that
EMFN = NeH + inf σ(H) + o(1)N→+∞. (1.11)
In fact, the operator H is the Bogoliubov Hamiltonian (the second quantisation of the
Hessian of the Hartree functional at the minimiser) that will be introduced in Section 2.
Moreover, we will obtain an approximation for the ground state ψN of H
MF
N in the norm
topology of HN1,N2 , which is much more precise than the convergence of the reduced
density matrices (1.9).
Such asymptotic results have several precursors in the literature on one-component
condensates; see [26, 23, 24, 39, 4] for the leading order in the Gross-Pitaevskii regime and
[46, 13, 21, 8, 40, 42, 45] for the second order in the mean-field regime.
The novelty here is the adaptation, which in various respects is non-trivial, of previous
analyses to the multi-component setting. This includes an amount of controls of the
emerging ‘mixed’ (i.e., inter-species) terms, among which the convexity argument for the
GP minimiser (which singles out the role of the ‘miscibility’ condition), the inter-species
short-scale structure for the energy estimates (which is crucial for the ground state energy
in the Gross-Pitaevskii regime), and the double-component bounds on the Bogoliubov
Hamiltonian (which is the key ingredient for the second order contribution to the ground
state energy in the mean field regime).
2. Main results
Let us present the explicit set of assumptions for the potentials appeared in (1.3).
(A1) For α ∈ {1, 2}, the confining potentials satisfy U (α)trap ∈ L3/2loc (R3,R) and
U
(α)
trap(x)→ +∞ as |x| → +∞.
5(AGP2 ) For α ∈ {1, 2, 12} the interaction potentials V (α) ∈ C∞c (R3) are nonnegative,
spherically symmetric, and such that the respective scattering lengths satisfy the
‘miscibility’ condition
a1a2 > a
2
12 . (2.1)
(AMF2 ) For α ∈ {1, 2, 12} the interaction potentials V (α) : R3 → R are measurable, spher-
ically symmetric, and satisfy the operator inequality(
V (α)
)2
6 C(1−∆), (2.2)
the (point-wise) positivity of the Fourier transform
V̂ (1) > 0 , V̂ (2) > 0 (2.3)
and the ‘miscibility’ condition
V̂ (1)V̂ (2) >
(
V̂ (12)
)2
. (2.4)
The assumption (A1) ensures that the one-body operator T
(α) := −∆ + U (α)trap is
bounded from below, and with compact resolvent. It covers trivially the harmonic con-
finement U
(α)
trap(x) = cα|x|2, which is often used in realistic experiments. Our results can be
generalised with the Laplacian −∆ replaced by the magnetic Laplacian (i∇+A(x))2, and in
the mean-field case we can also deal with the pseudo-relativistic Laplacian
√−∆+m2−m.
Conditions (2.2)-(2.3) of (AMF2 ) are technical assumptions needed to validate Bogoliubov
theory (they were already used in the one-component case in [21]). These conditions cover
a wide range of interaction potentials, including Coulomb interactions.
Condition (2.1) in (AGP2 ), as well as its mean field counterpart – namely (2.4) in (A
MF
2 ),
is needed to ensure that the Gross-Pitaevskii or Hartree minimiser is unique. These
conditions explicitly emerged in the physical literature and they were recognised in the
experimental observations as the ‘miscibility’ condition between the two components of
the mixtures (that is, the interspecies repulsion does not overcome the repulsion among
particles of the same time and the two components are spatially mixed); see, e.g., [10], [30,
Section 15.2], [14, Section 16.2.1] and [44, Section 21.1]. Here we will rigorously justify
a uniqueness that is expected in theoretical physical arguments. Let us remark that our
results below actually hold in a larger generality where (2.1) or (2.3) is replaced by the
condition that the Gross-Pitaevskii or Hartree functional has a unique minimiser.
Our first main result is the leading order behavior of the many-body ground state energy
and the complete condensation of the ground state in the dilute regime.
Theorem 2.1 (Leading order in the Gross-Pitaevskii limit).
Let Assumptions (A1) and (A
GP
2 ) be satisfied. Then the following statements hold true.
(i) There exists a unique minimiser (u0, v0) (up to phases) for the variational problem
eGP := inf
u,v∈H1(R3)
‖u‖
L2=‖v‖L2=1
EGP[u, v].
(ii) The ground state energy of HGPN satisfies
lim
N→∞
EGPN
N
= eGP. (2.5)
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(iii) If ψN is an approximate ground state of H
GP
N , in the sense that
lim
N→∞
〈ψN ,HGPN ψN 〉
N
= eGP,
then it exhibits complete double-component Bose-Einstein condensation:
lim
N→+∞
γ
(k,ℓ)
ψN
= |u⊗k0 ⊗ v⊗ℓ0 〉〈u⊗k0 ⊗ v⊗ℓ0 |, ∀k, ℓ = 0, 1, 2, ... (2.6)
in trace class.
In Theorem 2.1, we actually do not need the local integrability of potentials; for example,
our analysis can be extended to hard sphere potentials. In fact, using Dyson’s argument
[9] we can always replace V
(α)
N by a solf potential (see Lemma 3.2 below) and the detailed
profile of the potential plays no role; only its scattering length matters. We also do not
need to assume that the potential is short-range, because as soon as the potential decays
fast enough, we can make a space cut-off and obtain the same result by a standard density
argument. However, in the following, we will keep the conditions (A1), (A
GP
2 ) to simplify
the presentation.
The analogue of Theorem 2.1 in the one-component case has been first proved by Lieb,
Seiringer and Yngvason [26] for the convergence of the ground state energy, and by Lieb
and Seiringer [23, 24] for the condensation of the ground state. Later, based on quantum
de Finetti methods [6, 1, 19] the ground state energy asymptotics and the condensation
of the ground state were re-obtained by Nam, Rougerie and Seiringer [39]. Very recently,
Boccato, Brennecke, Cenatiempo, and Schlein [4] obtained the optimal convergence rate
in the homogeneous case (where the particles are confined in a unit torus, without external
potential). In the present paper, we will follow the simplified approach in [39] when dealing
with the multi-component case.
Theorem 2.1 (as well as its mean-field counterpart in Theorem 4.1) justifies crucial
information of the initial states assumed in various recent works on the dynamical problem
for mixtures of condensates [34, 41, 2]. There, one proves that the mixture preserves its
double-component condensation in the course of time evolution, if it is prepared at time
t = 0 in a state of condensation and, in the GP regime, provided that the energy per
particle of the initial state is given by the GP energy functional. In the experiments the
preparation of the compound condensate is precisely made by letting the system relax onto
a suitable many-body ground state (or low-energy state), then the dynamical experiments
starts by perturbing such an initial state, e.g., removing the confinement [14]. Now our
result provides the rigorous ground for such initial conditions assumed in the dynamical
analysis.
In the mean-field regime, we can go beyond the leading order by a detailed analysis
of the fluctuations around the condensate. It is convenient to turn to the Fock space
formalism where the number of particles is not fixed.
Let us introduce the single-component Fock spaces
F (j) :=
∞⊕
n=0
(
h(j)
)⊗symn , h(j) := L2(R3), j ∈ {1, 2} (2.7)
7and the double-component Fock space
F := F (1) ⊗F (2) =
∞⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h(1)
)⊗symn ⊗ (h(2))⊗symm). (2.8)
Let (um)
∞
m=0 and (vn)
∞
n=0 be orthonormal bases of h
(1) and h(2), respectively, with
(u0, v0) being the Hartree minimiser. We shall choose once and for all these two bases in
such a way that all their elements belong to the domain of self-adjointness, respectively,
of the operator h(1) on h(1) and of the operator h(2) on h(2) that we are going to define in
formula (2.16) below. Let
am := a(um), a
∗
m := a
∗(um), bn := b(vn), b
∗
n := b
∗(vn) . (2.9)
be the usual creation and annihilation operators on F (1) and F (2), which are linear oper-
ators defined by the actions
(amΨn)(x1, . . . , xn−1) =
√
n
∫
R3
dx f(x)Ψn(x, x1, . . . , xn−1),
(a∗mΨn)(x1, . . . , xn+1) =
1√
n+ 1
n+1∑
j=1
f(xj)Ψn(x1, . . . , xj−1, xj, . . . , xn+1)
(2.10)
for all Ψn ∈ (h(1))⊗symn and for all n > 0, and similar actions for bm, b∗m. They satisfy the
canonical commutation relations (CCR)
[am, an] = 0 = [a
∗
m, a
∗
n], [am, a
∗
n] = δm,n1F(1)+
,
[bm, bn] = 0 = [b
∗
m, b
∗
n] , [bm, b
∗
n] = δm,n1F(2)+
.
(2.11)
With no risk of confusion we shall keep denoting with am, a
∗
m, bm, b
∗
m the operators
am ⊗ 1F(2) , a∗m ⊗ 1F(2) , 1F(1) ⊗ bm, 1F(1) ⊗ b∗m (2.12)
now acting on F = F (1) ⊗F (2). Obviously, am, a∗m commute with bn, b∗n.
In terms of these operators, we can extend the N -body Hamiltonian HMFN on HN1,N2
as an operator on the Fock space F as
HMFN :=
∑
m,n>0
(
〈um, (−∆+ U (1)trap)un〉a∗man + 〈vm, (−∆+ U (2)trap)vn〉b∗mbn
)
+
1
N
∑
m,n,p,q
(
1
2V
(1)
mnpqa
∗
ma
∗
napaq +
1
2V
(2)
mnpqb
∗
mb
∗
nbpbq + V
(12)
mnpqa
∗
mb
∗
napbq
) (2.13)
where
V (1)mnpq := 〈um, [V (1) ∗ (unuq)]up〉,
V (2)mnpq := 〈vm, [V (2) ∗ (vnvq)]vp〉 (2.14)
V (12)mnpq := 〈um, [V (12) ∗ (vnvq)]up〉.
Bogoliubov’s approximation [3] suggests to formally replace a0, a
∗
0 and b0, b
∗
0 by the
scalar values
√
N1 and
√
N2, respectively. It turns out that the terms of order
√
N are
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canceled due to the Euler-Lagrange equations for the Hartree minimiser
h(1)u0 = 0, h
(2)v0 = 0 (2.15)
where
h(1) := −∆+ U (1)trap + c1V (1) ∗ |u0|2 + c2V (12) ∗ |v0|2 − µ(1),
h(2) := −∆+ U (2)trap + c2V (2) ∗ |v0|2 + c1V (12) ∗ |u0|2 − µ(2)
(2.16)
with the chemical potentials
µ(1) := 〈u0, (−∆+ U (1)trap)u0〉+ c1〈u0, V (1) ∗ |u0|2u0〉+ c2〈u0, V (12) ∗ |v0|2u0〉,
µ(2) := 〈v0, (−∆+ U (2)trap)v0〉+ c2〈v0, V (2) ∗ |v0|2v0〉+ c1〈u0, V (12) ∗ |v0|2u0〉 .
(2.17)
All this results in the quadratic Hamiltonian
H :=
∑
m,n>1
[
〈um, h(1)un〉a∗m an + 〈vm, h(2)vn〉b∗m bn + c1V (1)m00na∗man + c2V (2)m00nb∗mbn
+ 12 c2V
(2)
mn00b
∗
mb
∗
n +
1
2 c2V
(2)
mn00bmbn +
1
2 c1V
(1)
mn00a
∗
ma
∗
n +
1
2 c1V
(1)
mn00aman
+
√
c1c2 V
(12)
0mn0 b
∗
man +
√
c1c2 V
(12)
0mn0 a
∗
mbn
+
√
c1c2 V
(12)
mn00 a
∗
mb
∗
n +
√
c1c2 V
(12)
mn00 ambn
]
− 12 c1V
(1)
0000 − 12 c2V
(2)
0000
(2.18)
which acts on the excited Fock space
F+ := F (1)+ ⊗F (2)+ =
∞⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h
(1)
+
)⊗symn ⊗ (h(2)+ )⊗symm
)
(2.19)
where
h
(1)
+ := {u0}⊥ ⊂ L2(R3) , h(2)+ := {v0}⊥ ⊂ L2(R3). (2.20)
Note that H is independent of the choice of (um)
∞
m=1 and (vn)
∞
n=1, apart from the technical
assumption that these functions belong to the domains D(h(1)), D(h(2)) of the self-adjoint
extension of h(1), h(2), respectively. We can rigorously interpret H as an operator with
core domain
∞⋃
M=0
M⊕
L=0
( ⊕
n,m∈N0
n+m=L
(
h
(1)
+ ∩D(h(1))
)⊗symn ⊗ (h(2)+ ∩D(h(2)))⊗symm
)
, (2.21)
which turns out to be bounded from below and can be extended to a self-adjoint operator
by Friedrichs’ method.
In fact, the Bogoliubov Hamiltonian H is nothing but the quantized form of (half) the
Hessian of the Hartree functional at the minimiser. This N -independent Hamiltonian is
expected to describe the fluctuations around the condensate.
Our second main result is the next order correction to the ground state energy in the
mean field regime and a norm convergence for the ground state.
Theorem 2.2 (Bogoliubov correction to the mean-field limit).
Let Assumptions (A1) and (A
MF
2 ) be satisfied. Then the following statements hold true.
9(i) There exists a unique minimiser (u0, v0) (up to phases) for the variational problem
eH := inf
u,v∈H1(R3)
‖u‖2=‖v‖2=1
EH[u, v].
(ii) The Bogoliubov Hamiltonian H in (2.18) is bounded from below on F+ with the
core domain (2.21). Moreover, its Friedrichs’ self-adjoint extension, still denoted
by H, has a unique, non-degenerate ground state Φgs = (Φgsm,n)m,n>0 ∈ F+.
(iii) The ground state energy of HMFN satisfies
lim
N→∞
(
EMFN −NeH
)
= inf σ(H) . (2.22)
(iv) The ground state ψgsN of H
MF
N satisfies, up to a correct choice of phase, the norm
approximation
lim
N→∞
∥∥∥∥∥∥ψgsN −
∑
06m6N1
∑
06n6N2
(a∗0)
N1−m√
(N1 −m)!
(b∗0)
N2−n√
(N2 − n)!
Φgsm,n
∥∥∥∥∥∥
HN1,N2
= 0. (2.23)
We remark that the ground state ψN of H
MF
N is unique, up to complex phases. More
precisely, in the case of no magnetic fields (as in Theorem 2.2), the ground state of HMFN
under the partial symmetric conditions (in the first and the second components) is the
same with the absolute ground state (without any symmetry); see [25, Section 3.2.4].
Thus the uniqueness and positivity of ψN follow from the standard analysis of Schro¨dinger
operators; see e.g. [22, Chapter 11].
In the one-component case, Bogoliubov’s second order correction for the ground state
energy and the excitation spectrum in the mean-field regime has been first obtained by
Seiringer [46] for the homogeneous Bose gas (where particles are confined in a unit torus,
without external potentials), and by Grech and Seiringer [13] for the non-homogeneous
trapped gas. Then Lewin, Nam, Serfaty, Solovej [21] showed that, under the assump-
tion of Bose-Einstein condensation, one can get the next order expansion in the energy
by Bogoliubov theory in very general setting, and in particular also for Coulomb-type
interaction potentials. Further extensions include a mixed mean-field large-volume limit
by Derezin´ski and Napiorko´wski [8], collective excitations and multiple condensations by
Nam and Seiringer [40], a power expansion by Pizzo [42] of the ground state in terms of
a small coupling constant describing the interaction strength (which is N−1 in our mean-
field regime), and an infinitely-splitting double-well model by Rougerie and Spehner [45].
In the present work, we will follow the general strategy in [21] to justify Bogoliubov’s
approximation. Here we can also deal with the excitation spectrum of HMFN , but we will
focus only on the ground state to simplify the representation.
In a very recent breakthrough [5], Boccato, Brennecke, Cenatiempo, and Schlein were
able to justify Bogoliubov’s theory in the Gross-Pitaevskii limit for the homogeneous Bose
gas. We expect that a similar result should hold for the multi-component case as well.
We will prove Theorem 2.1 in Section 3 and prove Theorem 2.2 in Section 4.
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3. Proof of Theorem 2.1
3.1. GP minimiser. Under the assumptions (A1) and (A
GP
2 ), the existence of minimisers
for the Gross-Pitaevskii functional (1.7) follows easily from the standard direct method in
the calculus of variations. Here we only focus on the uniqueness part.
Let us define an auxiliary functional, with f, g > 0,
DGP[f, g] := EGP[
√
f,
√
g]. (3.1)
The first step is to show convexity of DGP, namely
DGP
[f + r
2
,
g + s
2
]
6
DGP[f, g] +DGP[r, s]
2
. (3.2)
This is easily checked for the summands of DGP that contain the kinetic operator (by [22,
Theorem 7.8]) and for those that contain the trapping potentials. For the terms containing
the interaction potentials, let us consider, in self-explanatory notation, DGP1 , DGP2 , DGP12
as the three summands of DGP containing, respectively, a1, a2 and a12. We have the
identities
DGP1 [f, g] +DGP1 [r, s]
2
−DGP1
[f + r
2
,
g + s
2
]
= 4πa1c
2
1
∫
dk
∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2, (3.3)
DGP2 [f, g] +DGP2 [r, s]
2
−DGP2
[f + r
2
,
g + s
2
]
= 4πa2c
2
2
∫
dk
∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣2,
DGP12 [f, g] +DGP12 [r, s]
2
−DGP12
[f + r
2
,
g + s
2
]
= 8πa12c1c2
∫
dk
f̂(k)− r̂(k)
2
ĝ(k)− ŝ(k)
2
.
By the Cauchy-Schwarz inequality together with (2.1),
4πa1c
2
1
∫
dk
∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2 + 4πa2c22 ∫ dk∣∣∣ ĝ(k)− ŝ(k)2 ∣∣∣2
> 8πa12c1c2
∫
dk
∣∣∣ f̂(k)− r̂(k)
2
∣∣∣ · ∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣,
and the convexity property (3.2) follows.
Next, let us show that any Gross-Pitaevskii minimisers is positive, up to a complex
phase. Indeed, let (u1, v1) be a Gross-Pitaevskii minimiser. By the diamagnetic inequality
[22, Theorem 7.8], (|u1|, |v1|) is a Gross-Pitaevskii minimiser too, and we have∫
|∇u1|2 =
∫
|∇|u1||2,
∫
|∇v1|2 =
∫
|∇|v1||2. (3.4)
Moreover, by a standard elliptic regularity from the Gross-Pitaevskii equation for
(|u1|, |v1|), it follows that |u1|, |v1| > 0 pointwise. Together with the equalities (3.4),
we can conclude from [22, Theorem 7.8] that u1 = θ1|u1| and v1 = θ′1|v1| for complex
constants θ1, θ
′
1. Thus up to complex phases, we can assume that u1, v1 > 0 pointwise.
Next, assume that (u1, v1) and (u2, v2) are two Gross-Pitaevskii minimisers, with ui, vi >
0 for i = 1, 2. Denote fi := |ui|2 and gi := |vi|2. Obviously, (f1, g1) and (f2, g2) are
minimisers for DGP[f, g] with the constraint ‖f‖L1 = ‖g‖L1 = 1. Combining with the
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convexity of DGP, we have the following chain of inequalities
0 >
D[f1, g1] +D[f2, g2]
2
−D
[f1 + f2
2
,
g1 + g2
2
]
> 0.
This implies
D[f1, g1] +D[f2, g2]
2
= D
[f1 + f2
2
,
g1 + g2
2
]
,
and in particular
〈√f1,−∆
√
f1〉+ 〈
√
f2,−∆
√
f2〉
2
=
〈√f1 + f2
2
,−∆
√
f1 + f2
2
〉
. (3.5)
By [22, Theorem 7.8], the equality (3.5) and the fact that f1, f2 > 0 imply that f1 and f2
are proportional. The normalization condition ‖f1‖L1 = ‖f2‖L1 = 1 implies that f1 = f2,
and hence u1 = u2. The same argument shows v1 = v2.
3.2. Energy upper bound. We will follow ideas in [26], with some modifications. First,
let us recall the following result [11, Appendix A.1].
Lemma 3.1. Let 0 6 V ∈ C∞c (R3) be a radial function, with scattering length a > 0.
Then N2V (N.) has scattering length a/N . Moreover, for every constant ℓ > 0, if N is
large enough so as to have suppV ⊂ {|x| 6 Nℓ}, then there exists a unique ground state
f > 0 of the Neumann problem
−∆f + 1
2
N2V (N.)f = λNf
on the ball |x| 6 ℓ, with f(x) = 1 on |x| = ℓ. We can can extend f to R3 by setting
f(x) = 1 if |x| > ℓ, and hence
−∆f + 1
2
N2V (N.)f = λNf1B(0,ℓ) (3.6)
on R3. Moreover,
λN =
3a
Nℓ3
+
O(1)
N2ℓ4
, 0 6 1− f 6 C1(|x| 6 ℓ)
N |x| , |∇f | 6
C1(|x| 6 ℓ)
N |x|2 . (3.7)
Trial function. Let us introduce the notations
(z1, ..., zN ) := (x1, ..., xN1 , y1, ..., yN2), (3.8)
Ui :=
{
U
(1)
trap if i 6 N1,
U
(2)
trap if i > N1,
(Vij , ai,j) :=

(N2V (1)(N.), a1) if i, j 6 N1,
(N2V (2)(N.), a2) if i, j > N1,
(N2V (12)(N.), a12) if i 6 N1 < j or j 6 N1 < i.
Let ℓ > 0 be a small constant which is independent of N . For every i 6= j, let (fij , λN,ij)
be the pair (f, λN ) in Lemma 3.1 with N
2V (N.) replaced by Vij.
Thus we can write
HGPN =
N∑
i=1
(−∆zi + Ui(zi)) +
N∑
i<j
Vij(zi − zj). (3.9)
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Take two functions u, v ∈ C∞c (R3), which are independent ofN and ℓ, such that ‖u‖L2 =
‖v‖L2 = 1. For every i = 1, 2, ..., N denote
ui :=
{
u if i 6 N1,
v if i > N1.
(3.10)
Consider the trial function
Ψ(z1, ..., zN ) =
N∏
i=1
ui(zi)
N∏
j<k
fjk(zj − zk). (3.11)
Note that we are using the full product
∏N
j<k fjk(zj − zk) to capture the short-range
correlation, instead of using only a ‘nearest-neighbor induction’ as in [26] in the one-
component case. We found that this strategy is more transparent and flexible, as it does
not require bosonic symmetry between particles.
The trial state Ψ in (3.11) is not normalized, but nevertheless we have
EGPN 6
〈Ψ,HGPN Ψ〉
〈Ψ,Ψ〉 . (3.12)
Norm estimates. For every i = 1, 2, ..., N , let us denote the zi-independent function
Ψi :=
Ψ
ui(zi)
∏N
j 6=i fij(zi − zj)
.
Since 0 6 fij 6 1, we have the pointwise estimate
|Ψ| 6 |ui(zi)||Ψi|. (3.13)
On the other hand, using (3.7) we can estimate
1−
∏
j 6=i
f2ij(zi − zj) 6
∑
j 6=i
(1− f2ij(zi − zj)) 6
∑
j 6=i
C1(zi − zj)
N |zi − zj | .
Thus
0 6 |ui(zi)|2|Ψi|2 − |Ψ|2 =
(
1−
∏
j 6=i
f2ij(zi − zj)
)
|ui(zi)|2|Ψi|2
6
∑
j 6=i
C‖ui‖L∞1(|zi − zj | 6 ℓ)
N |zi − zj | |Ψi|
2.
Integrating this estimate leads to
‖Ψi‖2L2 > ‖Ψ‖2L2 > (1− Cℓ2)‖Ψi‖2L2 . (3.14)
We will choose ℓ > 0 small such that 1−Cℓ2 is close to 1.
Similarly, for every i 6= j, the (zi, zj)-independent function
Ψij :=
Ψ
ui(zi)uj(zj)fij(zi − zj)
∏N
k 6=i,j fik(zi − zk)fjk(zj − zk)
satisfies
‖Ψij‖2L2 > ‖Ψ‖2L2 > (1− Cℓ2)‖Ψij‖2L2 . (3.15)
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Energy estimates. In order to obtain an upper bound for the energy convergence of
Theorem 2.1, we show how to estimate all summands of the energy of the trial function
(3.11) in terms of the GP functional, at the expense of negligible remainders.
First, we bound the one-body potential energy. For simplicity, let us assume Ui > 0 for
all i = 1, 2, ..., N (this technical assumption will be removed at the end). Using (3.13) and
(3.14) we can bound
∫
Ui(zi)|Ψ|2 6
∫
Ui(zi)|ui(zi)|2|Ψi|2 =
(∫
R3
Ui(z)|ui(z)|2 dz
)
‖Ψi‖2L2 (3.16)
6
(∫
R3
Ui(z)|ui(z)|2 dz
)
(1− Cℓ2)−1‖Ψ‖2L2 .
Here the identity follows from the fact that Ψi is independent of zi.
Next, we consider the kinetic energy. For every i = 1, 2, ..., N , we have
∫
|∇ziΨ|2 =
∫ ∣∣∣(∇ziui)Ψui +∑
j 6=i
(∇zifij)
Ψ
fij
∣∣∣2
=
∫
|∇ziui|2
|Ψ|2
|ui|2 +
∑
j 6=i
∫
|∇zifij|2
|Ψ|2
|fij|2 (3.17)
+ 2Re
∑
j 6=i
∫
(∇ziui)
Ψ
ui
(∇zifij)
Ψ
fij
+ 2Re
∑
j 6=i 6=k 6=j
∫
(∇zifij)
Ψ
fij
(∇zifik)
Ψ
fik
.
Let us show that the cross terms in (3.17) are small. In fact, for all i 6= j, using (3.7),
(3.13) and (3.14), we can estimate
∣∣∣ ∫ (∇ziui)Ψui (∇zifij) Ψfij
∣∣∣ 6 ∫ |Ψi|2|ui∇ziui||∇zifij|
6 ‖ui∇ui‖L∞
∫
|Ψi|2|∇zifij(zi − zj)|
= ‖ui∇ui‖L∞
(∫
R3
|∇zfij(z)|dz
)(∫
|Ψi|2
)
6
Cℓ
N
‖Ψi‖2L2 6
Cℓ
N(1− Cℓ2)‖Ψ‖
2
L2 . (3.18)
Here the identity follows by integrating w.r.t. zi fist (and using again that Ψi is indepen-
dent of zi). The constant C may depend on u and v, but it is always independent of N
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and ℓ. Similarly, for all i 6= j 6= k 6= i, we have∣∣∣ ∫ (∇zifij) Ψfij (∇zifik) Ψfik
∣∣∣ 6 ∫ |Ψij |2|ui|2|uj |2|∇zifij||∇zifik|
6 ‖ui‖2L∞‖uj‖2L∞
∫
|Ψij |2|∇zifij(zi − zj)||∇zifik(zi − zk)|
= ‖ui‖2L∞‖uj‖2L∞
(∫
R3
|∇zfij(z)|dz
)2(∫
|Ψij |2
)
6
Cℓ2
N2
‖Ψij‖2L2 6
Cℓ2
N2(1− Cℓ2)‖Ψ‖
2
L2 . (3.19)
The identity follows by integrating w.r.t. zj fist, then integrating w.r.t. zi, and using the
fact that Ψij is independent of (zi, zj).
Next we turn to the main terms in (3.17). The first term can be estimated similarly to
(3.16):∫
|∇ziui|2
|Ψ|2
|ui|2 6
∫
|∇ziui|2|Ψi| = ‖∇ui‖2L2‖Ψi‖2L2 6
1
1− Cℓ2 ‖∇ui‖
2
L2‖Ψ‖2L2 . (3.20)
The second term in (3.17) will be coupled with the interaction energy. We have∫
|∇zifij(zi − zj)|2
|Ψ|2
|fij |2 +
1
2
∫
Vij(zi − zj)|Ψ|2
6
∫ [
|∇zifij(zi − zj)|2 +
1
2
Vij(zi − zj)|fij(zi − zj)|2
]
|ui(zi)|2|uj(zj)|2|Ψij|2
=
(∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy
)
‖Ψij‖2L2
6
(∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy
)
1
1−Cℓ2 ‖Ψ‖
2
L2
where
Φij(z) := |∇zfij(z)|2 + 1
2
Vij(z)|fij(z)|2.
Since Φij is supported on |x| 6 ℓ, we can estimate∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy − ‖Φij‖L1
∫
R3
|ui(x)|2|uj(x)|2 dx
∣∣∣
=
∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2(|uj(x)|2 − |uj(y)|2) dxdy
∣∣∣
6 sup
|x−y|6ℓ
∣∣∣|uj(x)|2 − |uj(y)|2∣∣∣ ∫
R3×R3
Φij(x− y)|ui(x)|2 dxdy
6 ℓ‖∇(|uj |2)‖L∞‖Φij‖L1 .
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Moreover, using equation (3.6) for fij, the fact that 0 6 fij 6 1, and the estimate (3.7)
for the eigenvalue λN = λN,ij we find that
‖Φij‖L1 =
∫
R3
|∇zfij(z)|2 + 1
2
Vij(z)|fij(z)|2 dz
= λN,ij
∫
R3
|fij(z)|21(|z| 6 ℓ) dz
6
(3ai,j
Nℓ3
+
C
N2ℓ4
)∫
R3
1(|z| 6 ℓ) dz 6 4πa
N
+
C
N2ℓ
.
Thus
∫
R3×R3
Φij(x− y)|ui(x)|2|uj(y)|2 dxdy 6 (1 + Cℓ)‖Φij‖L1
∫
R3
|ui(x)|2|uj(x)|2 dx
6 (1 + Cℓ)
(4πai,j
N
+
C
N2ℓ
)∫
R3
|ui(x)|2|uj(x)|2 dx
and hence
∫
|∇zifij(zi − zj)|2
|Ψ|2
|fij |2 +
1
2
∫
Vij(zi − zj)|Ψ|2
6
1 +Cℓ
1− Cℓ2
(4πai,j
N
+
C
N2ℓ
)(∫
R3
|ui(x)|2|uj(x)|2 dx
)
‖Ψ‖2L2 . (3.21)
Conclusion of the upper bound. In summary, putting (3.16)-(3.21) together we obtain,
for every i = 1, 2, ..., N ,
〈
Ψ,
(
−∆zi + Ui(zi) +
N∑
j 6=i
1
2
Vij(zi − zj)
)
Ψ
〉
‖Ψ‖−2
L2
6
1
1− Cℓ2
(
‖∇ui‖2L2 +
∫
R3
Ui(z)|ui(z)|2 dz
)
+
Cℓ
1− Cℓ2 +
Cℓ2
1− Cℓ2
+
1 + Cℓ
1− Cℓ2
N∑
j 6=i
(4πai,j
N
+
C
N2ℓ
)(∫
R3
|ui(x)|2|uj(x)|2 dx
)
. (3.22)
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Summing over i = 1, 2, ..., N and using the choice (3.10), we find that
EGPN
N
6
〈Ψ,HGPN Ψ〉
N‖Ψ‖2
L2
6
c1
1− Cℓ2
(
‖∇u‖2L2 +
∫
R3
U
(1)
trap(z)|u(z)|2 dz
)
+
c2
1− Cℓ2
(
‖∇v‖2L2 +
∫
R3
U
(2)
trap(z)|v(z)|2 dz
)
+ c21
1 +Cℓ
1− Cℓ2
(
4πa1 +
C
Nℓ
)(∫
R3
|u(x)|4 dx
)
+ c22
1 +Cℓ
1− Cℓ2
(
4πa2 +
C
Nℓ
)(∫
R3
|v(x)|4 dx
)
+ 2c1c2
1 + Cℓ
1− Cℓ2
(
4πa12 +
C
Nℓ
)(∫
R3
|u(x)|2|v(x)|2 dx
)
+
Cℓ
1− Cℓ2 +
Cℓ2
1− Cℓ2 . (3.23)
Taking N → +∞, and then taking ℓ→ 0 in (3.23) lead to
lim sup
N→∞
EGPN
N
6 EGP[u, v]. (3.24)
So far, we have proved (3.24) under the additional assumption that U
(α)
trap > 0, α ∈
{1, 2}. In general, if U (α)trap’s have negative parts, we can use (3.16) with Ui replaced
by max(Ui,−ε−1) + ε−1 > 0, where ε > 0 is a small constant. This gives, instead of
(3.24),
lim sup
N→∞
EGPN,ε
N
6 EGPε [u, v].
where EGPN,ε and EGPε [u, v] are, respectively, the many-body ground state energy and the
Gross-Pitaevskii functional with U
(α)
trap replaced by max(U
(α)
trap,−ε−1), α ∈ {1, 2}. We
observe that a ε−1 summand appears on both sides of the inequality, and hence ex-
actly cancels. Since, by Lebesgue’s monotone convergence theorem, EGPN,ε → EGPN and
EGPε [u, v]→ EGP[u, v] as ε→ 0, we conclude that (3.24) holds true in general.
Optimizing (3.24) over all u, v ∈ C∞c (R3) satisfying ‖u‖L2 = ‖v‖L2 = 1, we obtain the
desired upper bound
lim sup
N→∞
EGPN
N
6 eGP. (3.25)
3.3. Dyson Lemma. Now we turn to the lower bound. We will follow the strategy in [39].
First, as in [26, 27, 24, 39], we will replace the short-range potential wN by a longer-range
potential with less singular scaling behavior. This idea goes back to Dyson [9].
For every R > 0 define
θR(x) = θ
( x
R
)
, UR(x) =
1
R3
U
( x
R
)
where U ∈ C∞c (R3) are radial functions satisfying
0 6 θ 6 1, θ(x) ≡ 0 for |x| 6 1, θ(x) ≡ 1 for |x| > 2,
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U > 0, U(x) ≡ 0 for |x| /∈ [1/2, 1],
∫
R3
U = 4π.
We will always denote by p = −i∇ the momentum variable.
The following result is taken from [27].
Lemma 3.2 (Generalized Dyson lemma). Let v be a non-negative smooth function, sup-
ported on |x| 6 R/2 with scattering length a. Then for all ε, s > 0,
pθs(p)1(|x| 6 R)θs(p)p + 1
2
v(x) > (1− ε)aUR(x)− CaR
2
εs5
.
Proof. The bound follows from [27, Lemma 4] with (U,χ, s) replaced by (UR, θs, s
−1) and
the first estimate in [27, Eq. (52)]. 
Next, we apply Lemma 3.2 to derive a lower bound to the many-body Hamiltonian
HGPN . Under the notations (3.8), we have
Lemma 3.3 (Lower bound for many-body Hamiltonian). Let ε, s > 0 be independent of
N and let N−1 ≪ R≪ N−1/2. Then
HGPN >
N∑
i=1
[
−∆zi + Ui(zi)− (1− ε)p2ziθ2s(pzi)
]
+
(1− ε)2
N
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk) + o(N). (3.26)
The purpose of Lemma 3.3 is to replace the short-range potentials V
(α)
N by the longer-
range potential UR, which essentially places us in the mean-field limit. This is done by
using almost all of the high-momentum part p2θs(p) of the kinetic operator, and employing
a many-body cut-off
∏N
k 6=i,j θ2R(zj−zk) which rules out the event of having three particles
close to each other. This technical cut-off will be removed later.
Proof. Note that N−1V
(1)
N = N
2V (1)(N.) is supported on |x| 6 CN−1 and has scattering
length a1N
−1. Therefore, when N−1 ≪ R≪ N−1/2 we can apply Lemma 3.2 to obtain
pziθs(pzi)1(|zi − zj | 6 R)θs(pzi)pzi +
1
2
Vij(zi − zj) > (1− ε)ai,j
N
UR(zi − zj) + o(N−2).
(3.27)
For every i = 1, 2, ..., N , if every point in {zj}j 6=i has a distance > 2R to the others,
then there is at most one of them has a distance 6 R to zi. In this case,
N∑
j 6=i
1(|zi − zj | 6 R) 6 1,
and hence summing (3.27) over j leads to
p2ziθ
2
s(pzi) +
N∑
j 6=i
1
2
Vij(zi − zj) > (1− ε)
N∑
j 6=i
ai,j
N
UR(zi − zj) + o(N−2).
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The latter estimate can be extended to all {zj}j 6=i ⊂ R3 as
p2ziθ
2
s(pzi) +
N∑
j 6=i
1
2
Vij(zi − zj) > (1− ε)
N
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk) + o(N−2).
(3.28)
because the left side is always nonnegative. Multiplying both sides by (1− ε) leads to the
desired estimate. 
We use again the notation (z1, ..., zN ) := (x1, ..., xN1 , y1, ..., yN2) and introduce
hi :=
{
T˜
(1)
zi := −∆zi + U (1)trap(zi)− (1− ε)p2ziθ2s(pzi), if i 6 N1,
T˜
(2)
zi := −∆zi + U (2)trap(zi)− (1− ε)p2ziθ2s(pzi) if i > N1,
Wi := (1− ε)2
N∑
j 6=i
ai,jUR(zi − zj)
N∏
k 6=i,j
θ2R(zj − zk),
H˜N :=
N∑
i=1
(
hi +
1
N
Wi
)
.
Lemma 3.3 can be rewritten as
HGPN > H˜N + o(N). (3.29)
Thus for the lower bound on EGPN it suffices to estimate the ground state energy of the
modified Hamiltonian H˜N .
By proceeding exactly as in [39, Lemma 3.1, Lemma 3.4] (where the symmetries of hi’s
and Wi’s are not essential), we have the second moment estimate
(H˜N )
2 >
1
3
( N∑
i=1
hi
)2 − Cε,sN2 (3.30)
and we can remove the cut-off
∏N
k 6=i,j θ2R(zj − zk):
H˜N >
N∑
i=1
hi +
(1− ε)2
N
N∑
j 6=i
ai,jUR(zi − zj) + o(N)(N−1H˜N )4, (3.31)
provided that ε, s > 0 are independent of N and N−2/3 ≪ R≪ N−1/2.
Now let Ψ˜N be a ground state for H˜N (which exists by a standard compactness
argument). Taking the expectation of (3.31) against Ψ˜N , and using the equation
H˜N Ψ˜N = E˜N Ψ˜N with E˜N = O(N), we find that
EGPN
N
>
E˜N
N
+ o(1)N→∞
>
〈
Ψ˜N ,
 1
N
N∑
i=1
hi +
(1− ε)2
N2
N∑
j 6=i
ai,jUR(zi − zj)
 Ψ˜N〉+ o(1)N→∞, (3.32)
where the first inequality is due to (3.29). Thus, it remains to be bounded from below the
right-side of (3.32).
19
3.4. Energy lower bound. A further simplification on the right-hand side of (3.32) is
obtained by inserting a finite dimensional cut-off (similarly to what is done in [39]). We
report here the argument.
We can find a constant C0 > 0 (which might depend on s, ε) such that
K := ε(−∆) +min(U (1)trap, U (2trap) + C0 > 1.
Then K has compact resolvent because min(U
(1)
trap(x), U
(2
trap(x)) → +∞ as |x| → +∞.
Therefore, for every fixed L > 0, we have the finite-rank projection
P := 1(K 6 L).
Using the operator inequality (see, e.g. [39, Lemma 3.2])
UR(zi − zj) 6 C‖UR‖L1(1−∆zi)1−δ(1−∆zj )1−δ, ∀1/4 > δ > 0 (3.33)
and the fact that 1−∆ is K-bounded, we have the simple Cauchy-Schwarz type inequality
(c.f. [39, Eq. before (4.10)])
UR(zi − zj) > Pzi ⊗ PzjUR(zi − zj)Pzi ⊗ Pzj − Cε,sL−1/10KziKzj , ∀1 6 i 6= j 6 N.
From the second moment estimate (3.30), we find that
〈Ψ˜N ,KziKzjΨ˜N 〉 6 Cε,s, ∀1 6 i 6= j 6 N. (3.34)
Thus (3.32) reduces to
EGPN
N
>
〈
Ψ˜N ,
 1
N
N∑
i=1
hi +
(1− ε)2
N2
N∑
j 6=i
ai,jPzi ⊗ PzjUR(zi − zj)Pzi ⊗ Pzj
 Ψ˜N〉
+ o(1)N→∞ +O(L
−1/10)
= c1Tr
[
T˜ (1)γ
(1,0)
Ψ˜N
]
+ c2 Tr
[
T˜ (2)γ
(0,1)
Ψ˜N
]
+ o(1)N→∞ +O(L
−1/10)
+ (1− ε)2c21a1 Tr
[
Px1 ⊗ Px2UR(x1 − x2)Px1 ⊗ Px2γ(2,0)Ψ˜N
]
+ (1− ε)2c22a2 Tr
[
Py1 ⊗ Py2UR(y1 − y2)Py1 ⊗ Py2γ(0,2)Ψ˜N
]
+ (1− ε)22c1c2a12 Tr
[
Px ⊗ PyUR(x− y)Px ⊗ Pyγ(1,1)
Ψ˜N
]
. (3.35)
Here we simply use the definition of the reduced density matrices (1.9).
Our next tool is the following abstract result.
Theorem 3.4 (Quantum de Finetti theorem for 2-component Bose gas). Let K be a
separable Hilbert space. Let ΨN be a wave function in K⊗N1sym ⊗K⊗N2sym and let γ(k,ℓ)ΨN be the
reduced density matrices (defined similarly as in (1.10) with L2(R3) replaced by K). Then,
up to a subsequence of {ΨN}, there exists a Borel probability measure µ supported on the
set {(u, v) : u, v ∈ K, ‖u‖ 6 1, ‖v‖ 6 1} such that
γ
(k,ℓ)
ΨN
⇀
∫
|u⊗k ⊗ v⊗ℓ〉〈u⊗k ⊗ v⊗ℓ|dµ(u, v), ∀k, ℓ = 0, 1, 2, ... (3.36)
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weakly-* in trace class as N →∞. Moreover, if γ(1,0)ΨN and γ
(0,1)
ΨN
converge strongly in trace
class, then µ is supported on the set {(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1} and the convergence
in (3.36) is strong in trace class for all k, ℓ > 0.
This is the two-component analogue for the quantum de Finetti theorem, which was
proved in [48, 17] for the case of strong convergence and in [1, 19] for the case of weak
convergence. Theorem 3.4 can be proved by following the strategy in the one-component
case in [19]. We sketch a proof in Appendix A for the reader’s convenience.
Now let us conclude the desired lower bound using Theorem (3.4). Since
hi > Kzi − 2Cε,s, ∀i = 1, ..., N,
we deduce from (3.34) that Tr[Kγ
(1,0)
Ψ˜N
] and Tr[Kγ
(0,1)
Ψ˜N
] are bounded uniformly in N . Since
K has compact resolvent, up to a subsequence as N →∞, we obtain that γ(1,0)
Ψ˜N
and γ
(0,1)
Ψ˜N
converge strongly in trace class. Thus up to a subsequence again, Theorem 3.4 ensures
the existence of a Borel probability measure ν supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖L2 = ‖v‖L2 = 1}
such that
lim
N→∞
γ
(k,ℓ)
Ψ˜N
=
∫
|u⊗k ⊗ v⊗ℓ〉〈u⊗k ⊗ v⊗ℓ|dν(u, v), ∀k, ℓ = 0, 1, 2, ... (3.37)
Now we take the limit N →∞, and then L→∞ later on the right side of (3.35). Since
T˜ (1), T˜ (2) are bounded from below, we can use (3.37) and Fatou’s lemma to get
lim inf
N→∞
Tr
[
T˜ (1)γ
(1,0)
Ψ˜N
]
>
∫
〈u, T˜ (1)u〉dν(u, v), (3.38)
lim inf
N→∞
Tr
[
T˜ (2)γ
(0,1)
Ψ˜N
]
>
∫
〈v, T˜ (2)v〉dν(u, v). (3.39)
The operator inequality (3.33) and the fact that (1 −∆) is K-bounded ensure that Px ⊗
PyUR(x− y)Px⊗Py is uniformly bounded in N as an operator. Therefore, the trace class
convergence (3.37) implies that
Tr
[
Px ⊗ PyUR(x− y)Px ⊗ Pyγ(1,1)Ψ˜N
]
=
∫
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉dν(u, v) + o(1)N→∞.
From the choice of UR, we get
lim
N→∞
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉
= lim
N→∞
〈|Pu|2, UR ∗ |Pv|2〉 = 4π
∫
R3
|Pu(x)|2|Pv(x)|2 dx.
Next we take the limit L→∞ to remove the cut-off P = 1(K 6 L). Since Tr[Kγ(1,0)
Ψ˜N
] and
Tr[Kγ
(0,1)
Ψ˜N
] are bounded, ν is supported on Q(K) × Q(K) where Q(K) is the quadratic
form domain of K. Consequently, for all (u, v) in the support of ν, we have Pu→ u and
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Pv → v strongly in Q(K) as L→∞. Moreover, since (1−∆) is K-bounded, we have the
continuous embeddings Q(K) ⊂ H1(R3) ⊂ L4(R3). Therefore,
lim
L→∞
∫
R3
|Pu(x)|2|Pv(x)|2 dx =
∫
R3
|u(x)|2|v(x)|2 dx,
and hence
lim
L→∞
lim
N→∞
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉 = 4π
∫
R3
|u(x)|2|v(x)|2 dx.
Thus by Fatou’s lemma, we find that
lim inf
L→∞
lim inf
N→∞
Tr
[
Px ⊗ PyUR(x− y)Px ⊗ Pyγ(1,1)
Ψ˜N
]
= lim inf
L→∞
lim inf
N→∞
∫
〈u⊗ v, Px ⊗ PyUR(x− y)Px ⊗ Pyu⊗ v〉dν(u, v)
>
∫ [
4π
∫
R3
|u(x)|2|v(x)|2 dx
]
dν(u, v). (3.40)
Similarly, we also have
lim inf
L→∞
lim inf
N→∞
Tr
[
Px1 ⊗ Px2UR(x1 − x2)Px1 ⊗ Px2γ(2,0)Ψ˜N
]
>
∫ [
4π
∫
R3
|u(x)|4 dx
]
dν(u, v),
(3.41)
lim inf
L→∞
lim inf
N→∞
Tr
[
Py1 ⊗ Py2UR(y1 − y2)Py1 ⊗ Py2γ(0,2)Ψ˜N
]
>
∫ [
4π
∫
R3
|v(y)|4 dx
]
dν(u, v).
(3.42)
Inserting (3.38)-(3.42) into the right side of (3.35), we arrive at
lim inf
N→∞
EGPN
N
>
∫
E˜GPε,s [u, v] dν(u, v) > inf
‖u‖
L2=‖v‖L2=1
E˜GPε,s [u, v] (3.43)
where
E˜GPε,s [u, v] := c1〈u, T˜ (1)u〉+ c2〈v, T˜ (2)v〉+ (1− ε)24πa1c21
∫
R3
|u(x)|4 dx (3.44)
+ (1− ε)24πa2c22
∫
R3
|v(x)|4 dx+ (1− ε)28πa12c1c2
∫
R3
|u(x)|2|v(x)|2 dx.
Finally, we take s → 0, and then ε → 0. By a standard compactness argument as in
[24, after (103)], we have
lim
ε→0
lim
s→0
inf
‖u‖
L2=‖v‖L2=1
E˜GPε,s [u, v] = eGP. (3.45)
Thus (3.43) leads to the desired lower bound
lim inf
N→∞
EGPN
N
> eGP. (3.46)
Strictly speaking, we have so far proved (3.46) for a subsequence as N → ∞. However,
since the limit eGP is independent of the subsequence, we can obtain the estimate for the
whole sequence by a standard contradiction argument.
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Combining with the energy upper bound (3.25), we conclude the proof of (2.5):
lim
N→∞
EGPN
N
= eGP.
3.5. Convergence of density matrices. Let ψN be an approximate ground state for
HGPN . Since Tr[(−∆+U (1)trap)γ(1,0)ψN ] and Tr[(−∆+U
(2)
trap)γ
(0,1)
ψN
] are bounded uniformly in N ,
up to a subsequence as N → ∞, γ(1,0)ψN and γ
(0,1)
ψN
converge strongly in trace class. Thus,
by Theorem 3.4, up to a subsequence again, there exists a Borel probability measure µ
supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖L2 = ‖v‖L2 = 1}
such that
lim
N→∞
γ
(k,ℓ)
ψN
=
∫
|u⊗k ⊗ v⊗ℓ〉〈u⊗k ⊗ v⊗ℓ|dµ(u, v), ∀k, ℓ = 0, 1, 2, ... (3.47)
strongly in trace class.
Let us show that µ is supported on the set {(eiθ1u0, eθ2v0) : θ1, θ2 ∈ R}, where (u0, v0) is
the unique Gross-Pitaevskii minimiser. This follows from the convergence of ground state
energy and a standard Hellmann-Feynman type argument as in [24]. To be precise, let us
denote
Q := |u0 ⊗ v0〉〈u0 ⊗ v0|
and for every fixed η > 0, consider the perturbed Hamiltonian
HGPN,η := H
GP
N +
η
Nc1c2
N1∑
i=1
N2∑
j=1
Qxi,yj ,
where Qxi,yj indicates the projector Q acting on the i-th variable of the first sector of
HN1,N2,sym and on the j-th variable of the second sector.
Then by the same method as above, we obtain the analogue of (2.5) (a lower bound is
sufficient for our purpose)
lim inf
N→∞
inf σ(HGPN,η)
N
> inf
‖u‖
L2=‖v‖L2=1
{
EGP[u, v] + η|〈u, u0〉|2|〈v, v0〉|2
}
=: eGP,η. (3.48)
Next, we can write
Tr[Qγ
(1,1)
ψN
] =
1
N2c1c2
〈
ψN ,
N1∑
i=1
N2∑
j=1
Qxi,yjψN
〉
=
1
Nη
[
〈ψN ,HGPN,ηψN 〉 − 〈ψN ,HGPN ψN 〉
]
.
Using the lower bound (3.48) and the assumption that ψN is an approximate ground state
for HGPN , we find that
lim inf
N→∞
Tr[Qγ
(1,1)
ψN
] >
1
η
[
eGP,η − eGP
]
.
Next, when η → 0, the minimiser (uη, vη) of eGP,η becomes a minimising sequence for
eGP, and it converges to the unique minimiser (u0, v0) of eGP by a standard compactness
argument. Therefore,
lim inf
η→0
1
η
[
eGP,η − eGP
]
> lim inf
η→0
|〈uη, u0〉|2|〈vη , v0〉|2 = 1.
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Thus in conclusion, we have with Q = |u0 ⊗ v0〉〈u0 ⊗ v0|,
lim inf
N→∞
Tr[Qγ
(1,1)
ψN
] > 1.
Consequently, the convergence (3.47) implies that∫
|〈u, u0〉|2|〈v, v0〉|2 dµ(u, v) > 1.
Thus µ is supported on the set {(eiθ1u0, eθ2v0) : θ1, θ2 ∈ R}, and hence (3.47) reduces to
the desired convergence (2.6):
lim
N→∞
γ
(k,ℓ)
ψN
= |u⊗k0 ⊗ v⊗ℓ0 〉〈u⊗k0 ⊗ v⊗ℓ0 |, ∀k, ℓ = 0, 1, 2, ...
in trace class. Again, we have so far proved (2.6) for a subsequence as N →∞, but since
the limit is unique, the convergence actually holds for the whole sequence.
4. Proof of Theorem 2.2
4.1. Leading order and Hartree theory. In the mean-field regime, we have the fol-
lowing analogue of Theorem (2.1).
Theorem 4.1 (Leading order in the mean-field limit).
Let Assumptions (A1) and (A
MF
2 ) be satisfied.
(i) There exists a unique minimiser (u0, v0) (up to phases) for the variational problem
eH := inf
u,v∈H1(R3)
‖u‖
L2=‖v‖L2=1
EH[u, v].
(ii) The ground state energy of HMFN satisfies
lim
N→∞
EMFN
N
= eH. (4.1)
(iii) If ψN is an approximate ground state of H
MF
N , in the sense that
lim
N→∞
〈ψN ,HMFN ψN 〉
N
= eH,
then it exhibits complete double-component Bose-Einstein condensation:
lim
N→+∞
γ
(k,ℓ)
ψN
= |u⊗k0 ⊗ v⊗ℓ0 〉〈u⊗k0 ⊗ v⊗ℓ0 |, ∀k, ℓ = 0, 1, 2, ... (4.2)
in trace class.
Proof. The proof of Theorem 4.1 is similar to (indeed easier than) the proof of Theorem
2.1. Let us quickly explain the necessary adaptation.
(i) The existence of minimisers of eH is standard. The uniqueness of miminizer (up to
complex phases) follows a convexity argument as in the Gross-Pitaevskii regime. More
precisely, if we denote DH[f, g] = EH[√f ,√g] for f, g > 0, then DH is convex. Indeed,
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by considering DH1 , DH2 and DH12 as the summands of the Hartree functional containing
respectively V (1), V (2) and V (12), we obtain the following analogue
DH1 [f, g] +DH1 [r, s]
2
−DH1
[f + r
2
,
g + s
2
]
=
c21
2
∫
dk
∣∣∣ f̂(k)− r̂(k)
2
∣∣∣2V̂ (1)(k),
DH2 [f, g] +DH2 [r, s]
2
−DH2
[f + r
2
,
g + s
2
]
=
c22
2
∫
dk
∣∣∣ ĝ(k)− ŝ(k)
2
∣∣∣2V̂ (2)(k),
DH12[f, g] +DH12[r, s]
2
−DH12
[f + r
2
,
g + s
2
]
= c1c2
∫
dk
f̂(k)− r̂(k)
2
ĝ(k)− ŝ(k)
2
V̂ (12)(k).
Therefore, the convexity follows from the Cauchy-Schwarz inequality and Assumptions
(2.3)-(2.4). The rest is exactly similar to the Gross-Pitaevskii case.
(ii)-(iii) The convergence of energy and approximate ground states can be obtained by
following the strategy in the one component case [19]. In fact, the energy upper bound
lim sup
N→∞
EMFN
N
6 eH
follows immediately from choosing the trial state u⊗N1 ⊗ v⊗N2 . Now let ΨN be a wave
function in HN1,N2 such that
〈ΨN ,HMFN ΨN 〉 6 EMFN + o(N). (4.3)
We can write, in terms of reduced density matrices,
eH + o(1)N→∞ >
〈ΨN ,HMFN ΨN 〉
N
= c1 Tr
[
T (1)γ
(1,0)
ΨN
]
+
c21
2
Tr
[
V (1)(x1 − x2)γ(2,0)ΨN
]
+ c2 Tr
[
T (2)γ
(0,1)
ΨN
]
+
c22
2
Tr
[
V (2)(y1 − y2)γ(0,2)ΨN
]
+ c1c2 Tr
[
V (12)(x− y)γ(1,1)ΨN
]
(4.4)
where T (α) := −∆+ U (α)trap. Using the assumptions (A1)-(AMF2 ), we obtain the operator
inequalities
±V (1)(x1 − x2) 6 εT (1)x1 + Cε, (4.5)
±V (2)(y1 − y2) 6 εT (2)y1 + Cε, (4.6)
±V (12)(x− y) 6 ε(T (1)x + T (2)y ) + Cε (4.7)
for all ε > 0.
Consequently, Tr[T (1)γ
(1,0)
ΨN
] and Tr[T (2)γ
(0,1)
ΨN
] are bounded uniformly in N . Since T (1)
and T (2) have compact resolvents, up to a subsequence as N → ∞, γ(1,0)ΨN and γ
(0,1)
ΨN
converge strongly in trace class. Thus Theorem 3.4 ensures that, up to a subsequence
again, there exists a Borel probability measure µ supported on the set
{(u, v) : u, v ∈ L2(R3), ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
γ
(k,ℓ)
ΨN
=
∫
|u⊗k ⊗ v⊗ℓ〉〈u⊗k ⊗ v⊗ℓ|dµ(u, v), ∀k, ℓ = 0, 1, 2, ... (4.8)
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strongly in trace class.
Next, thanks to the operator inequality (4.5),
c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2) > −C.
Therefore, from the convergence (4.8) and Fatou’s lemma, it follows that
lim inf
N→∞
Tr
[(c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2)
)
γ
(2,0)
ΨN
]
> Tr
[(c1
4
T (1)x1 +
c1
4
T (1)x2 +
c21
2
V (1)(x1 − x2)
) ∫
|u⊗2〉〈u⊗2|dµ(u, v)
]
=
∫ [c1
2
〈u, T (1)u〉+ c
2
1
2
〈|u|2, V (1) ∗ |u|2〉
]
dµ(u, v).
Similarly, we have
lim inf
N→∞
Tr
[(c1
4
T (2)y1 +
c2
4
T (2)y2 +
c22
2
V (2)(y1 − y2)
)
γ
(0,2)
ΨN
]
>
∫ [c2
2
〈v, T (2)v〉+ c
2
2
2
〈|v|2, V (2) ∗ |v|2〉
]
dµ(u, v)
and
lim inf
N→∞
Tr
[(c1
2
T (1)x +
c2
2
T (2)y + c1c2V
(12)(x− y)
)
γ
(1,1)
ΨN
]
>
∫ [c1
2
〈u, T (1)u〉+ c2
2
〈v, T (2)v〉+ c1c2〈uv, V (12) ∗ (uv)〉
]
dµ(u, v).
Summing these lower bounds, we can bound the right side of (4.4) as
lim inf
N→∞
〈ΨN ,HNΨN 〉
N
>
∫
EH[u, v] dµ(u, v) > eH.
Combining with the upper bound in (4.4), we conclude (4.1):
lim
N→∞
〈ΨN ,HNΨN 〉
N
=
∫
EH[u, v] dµ(u, v) = eH.
The last equality means that µ is supported on the set of Hartree minimisers, i.e.,
{(eiθ1u0, eiθ2v0) : θ1, θ2 ∈ R}, and hence (4.8) reduces to (4.2). Strictly speaking, we
have proved (4.1) and (4.2) for a subsequence as N →∞, but the convergence must hold
for the whole sequence because the limits are unique. This completes the proof. 
4.2. Bogoliubov Hamiltonian. The aim of this section is to show that the Bogoliubov
Hamiltonian H defined in (2.18) is precisely the same operator that arises from a suitable
second quantization of the Hessian of the Hartree functional EH evaluated at the minimiser
(u0, v0). We refer to [21] for discussions in one-component case.
The main result of this section is Theorem 4.4 below, which gives useful estimates on
H. In order to formulate this result precisely, let us first recall the explicit (canonical)
isomorphism that realizes F+ in (2.19) as a Fock space.
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We consider the Fock space with base space h
(1)
+ ⊕ h(2)+
G+ :=
∞⊕
N=0
(
h
(1)
+ ⊕ h(2)+
)⊗symN . (4.9)
For a generic f ⊕ g ∈ h(1)+ ⊕ h(2)+ , let us denote the canonical creation and annihilation
operators on G+ as Z∗(f ⊕ g), Z(f ⊕ g). The N -th sector of G+ is interpreted as the space
of states with exactly N total particles, regardless of which type they are. In fact (see,
e.g. [7, Theorems 16 and 19]) G+ is isomorphic to F+ through a natural isomorphism that
preserves the CCR.
Theorem 4.2. There exists a unitary operator U : F+ → G+ such that
(i) U(ΩF+) = ΩG+, where ΩF+ is the vacuum of F+ and ΩG+ is the vacuum of G+,
(ii) for any f ⊕ g ∈ h(1)+ ⊕ h(2)+
Z∗(f ⊕ g)U = U(a∗(f)⊗ 1+ 1⊗ b∗(g))
Z(f ⊕ g)U = U(a(f)⊗ 1+ 1⊗ b(g)).
We define the second quantization of an operator A on h(1)+ ⊕ h(2)+ by
dΓ(A) :=
∑
m,n>1
〈fm,Afn〉Z∗(fm)Z(fn), (4.10)
where (fm)
∞
m=1 is an orthonormal basis of h
(1)
+ ⊕ h(2)+ belonging entirely to the domain
of A, with an overall operator closure being understood on the right side. Similarly, for
generic self-adjoint operators A(1) on h
(1)
+ and A
(2) on h
(2)
+ , we denote
dΓ(1)(A(1)) :=
∑
m,n>1
〈um, A(1)un〉a∗man
dΓ(2)(A(2)) :=
∑
m,n>1
〈vm, A(2)vn〉b∗mbn ,
(4.11)
with (um)
∞
m=1 an orthonormal basis of h
(1)
+ and (vn)
∞
n=1 an orthonormal basis of h
(2)
+ . In
particular,
N1 := dΓ(1)(1) , N2 := dΓ(2)(1) (4.12)
defines the number operators in each species’ sectors, and
N := N1 +N2 (4.13)
defines the total number operator on F+.
Within this formalism, it is natural to introduce the class of quadratic Hamiltonians in
the Fock space G+; through the isomorphism of Theorem 4.2, such a class turns out to
correspond to the class of Hamiltonians which are jointly quadratic in a, a∗, b, and b∗, as
is the case for H. Note that, already the operators defined by (4.10), which are quadratic
in Z and Z∗, are in general not separately quadratic in a, a∗ or b, b∗; this is true only if
the operator A is reduced with respect to the direct sum h(1)+ ⊕ h(2)+ .
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Let us consider two densely defined operators
B1 : D(B1) ⊂ h(1)+ ⊕ h(2)+ → h(1)+ ⊕ h(2)+
B2 : D(B2) ⊂
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗ → h(1)+ ⊕ h(2)+ ,
satisfying the properties
D(B1) ⊂ J∗D(B2), B∗1 = B1, JB2J = B∗2,
where
J : h
(1)
+ ⊕ h(2)+ →
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗, J(f ⊕ g) := 〈f ⊕ g, · 〉h(1)+ ⊕h(2)+ (4.14)
is the operator mapping a vector to the corresponding form. Let us form the operator
B :=
(B1 B2
B∗2 JB1J∗
)
(4.15)
acting on the space
h := h
(1)
+ ⊕ h(2)+ ⊕
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗. (4.16)
We define
HB := dΓ(B1) + 1
2
∑
m,n>1
(
〈fm,B2Jfn〉Z(fm)Z(fn) + 〈fm,B2Jfn〉Z∗(fm)Z∗(fn)
)
(4.17)
on the space
∞⊕
n=0
D(B1)⊗symn.
In turns out that many properties of the quadratic Hamiltonian HB depend crucially on
their analogues for the corresponding classical operator B. The following Lemma, which
is a consequence of [38, Theorem 2], collects some of them.
Lemma 4.3. Assume that B1 > 0, B > 0 and that B2 is a Hilbert-Schmidt operator.
Assume further that ‖B−1/21 B2JB−1/21 ‖ < 1. Then:
(i) (Self-adjointness) Formula (4.17) defines a self-adjoint operator.
(ii) (Uniqueness of the ground state) HB has a unique ground state Φ
gs
B .
(iii) (Spectral gap) If, in addition, B > τ > 0 for some τ > 0, then
inf σ(H|{Φgs
B
}⊥) > λ(HB), (4.18)
where λ(HB) is the ground state energy of HB.
In particular, HB is bounded from below, namely there exists a constant CB > 0 such that
HB > −CB. (4.19)
Proof. All the claims follow directly from Theorem 2 in [38]: by such result there exists a
unitary operator U on G+ such that
UHBU
∗ = dΓ(ξ) + inf σ(HB), (4.20)
for a positive operator ξ on h
(1)
+ ⊕ h(2)+ . This proves the self-adjointness and implies that
UΩG+ is the unique ground state of HB. If, in addition, B > τ > 0, then ξ > τ > 0, and
this implies (4.18). 
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Notice that in Lemma 4.3 we require B2 to be Hilbert-Schmidt, an assumption which is
fulfilled in the application we are interested in, and which ensures the weaker hypotheses
in [38] to be satisfied.
Our interest in operators of the form HB is due to the fact that the Bogoliubov Hamil-
tonian (2.18) can be realized as a quadratic Hamiltonian in the sense of (4.17). More
precisely,
H = U∗HHess EH[u0,v0]U, (4.21)
where Hess EH[u0, v0] is the Hessian of the Hartree functional evaluated at the minimiser
and U is given by Theorem 4.2. In the present context the Hessian of the Hartree functional
is defined by the second term of a Taylor expansion around the minimiser (u0, v0), that is,
EH[u, v] = EH[u0, v0]
+
1
2
〈√
c1(u− u0)⊕√c2(v − v0),Hess EH[u0, v0]√c1(u− u0)⊕√c2(v − v0)
〉
+ o
(‖u− u0‖, ‖v − v0‖).
(4.22)
In (4.22) we are considering variations that are weighted according to the relative popu-
lations of the two species.
In order to explicitly write the expression of Hess EH[u0, v0], let us introduce the follow-
ing three integral operators K(α), α ∈ {1, 2, 12}, together with their kernels:
K(1) : h
(1)
+ → h(1), K(1)(x, y) := V (1)(x− y)u0(x)u0(y) (4.23)
K(2) : h
(2)
+ → h(2), K(2)(x, y) := V (2)(x− y)v0(x)v0(y) (4.24)
K(12) : h
(2)
+ → h(1), K(12)(x, y) := V (12)(x− y)u0(x)v0(y). (4.25)
With the quantities introduced in (2.14) we can write
〈um,K(1)un〉 = V (1)m00n
〈vm,K(2)vn〉 = V (2)m00n
〈um,K(12)vn〉 = V (12)m00n
〈um,K(1)un〉 = V (1)mn00
〈vm,K(2)vn〉 = V (2)mn00
〈um,K(12)vn〉 = V (12)mn00.
Moreover, as a straightforward consequence of Assumption (AMF2 ), each such operator is
Hilbert-Schmidt: indeed,
‖K(1)‖2HS =
∫
dxdy|K(1)(x, y)|2 6 C(1) + C(1)‖∇u0‖22 + C(1)‖∇v0‖22 < +∞, (4.26)
and the same holds for K(2) and K(12).
In terms of the K’s, and of h(1) and h(2) defined in (2.16), the Hessian of the Hartree
functional reads
Hess EH[u0, v0] =
h(1) + c1K
(1) √c1c2K(12) c1K(1)J∗ √c1c2K(12)J∗√
c1c2K
(12)∗ h(2) + c2K
(2) √c1c2K(12)∗J∗ c2K(2)2 J∗
c1JK
(1) √c1c2JK(12) Jh(1)J∗ + c1JK(1)J∗ √c1c2JK(12)1 J∗√
c1c2JK
(12)∗ c2JK
(2) √c1c2JK(12)∗J∗ Jh(2)J∗ + c2JK(2)J∗
 (4.27)
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as a matrix-valued operator acting on h
(1)
+ ⊕ h(2)+ ⊕
(
h
(1)
+
)∗ ⊕ (h(2)+ )∗.
The main result of this section is the following
Theorem 4.4 (Bounds on Bogoliubov Hamiltonian). Under the same hypotheses of The-
orem 2.2, one has
1
C
(
dΓ(1)(h(1))+dΓ(2)(h(2)) +N1 +N2
)− C 6 H
6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + CN1 + CN2 + C,
(4.28)
for some constant C > 0. Consequently, H has a self-adjoint extension by Friedrichs’
method, still denoted by H, with the same form domain of dΓ(1)(h(1)+1)+ dΓ(2)(h(2)+1).
Moreover, H has a unique, non-degenerate ground state Φgs:
inf σ(H|{Φgs}⊥) > 〈Φgs,HΦgs〉. (4.29)
As a preparatory result towards the proof of Theorem 4.4, we show that Hess EH[u0, v0]
has strictly positive bottom.
Lemma 4.5. There exists a constant η > 0 such that
Hess EH[u0, v0] > η. (4.30)
This is clearly a non-degeneracy result for the minimiser (u0, v0) of the Hartree func-
tional.
Proof. We consider the decomposition
Hess EH[u0, v0] = Hessh+HessK ,
where
Hessh :=

h(1) 0 0 0
0 h(2) 0 0
0 0 Jh(1)J∗ 0
0 0 0 Jh(2)J∗

HessK :=

c1K
(1) √c1c2K(12) c1K(1)J∗ √c1c2K(12)J∗√
c1c2K
(12)∗ c2K
(2) √c1c2K(12)∗J∗ c2K(2)J∗
c1JK
(1) √c1c2JK(12) c1JK(1)J∗ √c1c2JK(12)J∗√
c1c2JK
(12)∗ c2JK
(2) √c1c2JK(12)∗J∗ c2JK(2)J∗
 .
(4.31)
First, we argue that Hessh must be bounded away from zero. Indeed, since (u0, v0) is
the unique minimiser of the Hartree functional, one has h(1) > 0 on h
(1)
+ and h
(2) > 0 on
h
(2)
+ . Since Assumptions (A1) and (A
MF
2 ) imply that h
(1) and h(2) have compact resolvent,
their spectra cannot accumulate to zero, and this implies the existence of some η > 0 such
that
Hessh > η. (4.32)
Concerning HessK , we observe that it is a matrix-valued operator with structure
HessK =
( A AJ∗
JA JAJ
)
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where
A :=
(
c1K
(1) √c1c2K(12)√
c1c2K
(12) c2K
(2)
)
. (4.33)
Since for any f ⊕ g ∈ h(1)+ ⊕ h(2)+ one has
〈f ⊕ g,A f ⊕ g〉 = c1〈f,K(1)f〉+ c2〈g,K(2)g〉 + 2√c1c2 Re 〈f,K(12)g〉,
it is straightforward to see that, by Cauchy-Schwarz, Assumption (AMF2 ) implies A > 0.
Hence, HessK > 0 follows. This result, together with (4.32), implies Hess EH[u0, v0] > η >
0. 
We can finally prove Theorem 4.4.
Proof of Theorem 4.4. We recognize that H = U∗HBU with B = Hess EH[u0, v0], and,
comparing (4.27) with (4.15), we deduce that
B2 =
(
c1K
(1)J∗
√
c1c2K
(12)J∗√
c1c2K
(12)∗J∗ c2K
(2)J∗
)
(4.34)
and
B1 =
(
h(1) 0
0 h(2)
)
+ B2J.
Since B1 > 0, Hess EH[u0, v0] > 0 by Lemma 4.5, B2 is Hilbert-Schmidt, and
‖B−1/21 B2JB−1/21 ‖ < 1, we can apply Lemma 4.3. As a direct consequence we have that H
is bounded from below.
We now show that the argument can be re-done so as to get the more refined lower
bound (4.28). Indeed, it is easy to see that, for ε > 0 small enough, the operator
Bε :=Hess EH[u0, v0]
− ε

h(1) + 1 0 0 0
0 h(2) + 1 0 0
0 0 Jh(1)J∗ + 1 0
0 0 0 Jh(2)J∗ + 1

is positive. Hence, for Bε too we can apply Lemma 4.3 and obtain the existence of a
positive constant CBε such that
HBε ≥ −CBε .
By (4.17), last inequality is equivalent to
H > ε( dΓ(1)(h(1)) + dΓ(2)(h(1)) +N1 +N2)− CBε ,
which is the first inequality we want to prove.
To prove the second part of (4.28), we remark that, for any C˜ > 0,
dΓ(1)(h(1)) + dΓ(2)(h(2)) + C˜N1 + C˜N2 −H = U∗HC˜1−HessKU,
with HessK defined in (4.31). Since all theK
(j)’s are bounded operators, HessK is bounded
as well. Hence, for C˜ large enough, C˜1 − HessK > 0. We can then apply Lemma 4.3,
which ensures the existence of CK > 0 such that
H
C˜1−HessK
> −CK .
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Equivalently,
H 6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + C˜N1 + C˜N2 + CK . (4.35)
Thus (4.28) is proven by choosing C := max{ε−1, CBε , C˜, CK}.
From the above proof, we already recognized that H = U∗HHess EH[u0,v0]U , and all the
hypotheses of Lemma 4.3 are fulfilled if B = Hess EH[u0, v0]. Hence, a direct application
of Lemma 4.3 shows that H can be extended to a self-adjoint operator which has a unique
ground state Φgs and satisfies (4.29):
inf σ(H|{Φgs}⊥) > 〈Φgs,HΦgs〉.
Moreover, the bounds (4.28) implies that H has the same form domain of dΓ(1)(h(1) +
1) + dΓ(2)(h(2) + 1). 
The estimate (4.28) will play an important role in Section 4 in the proof of Theorem
2.2.
Remark 4.6. After the identification of H as the second quantization of the Hessian in the
sense of (4.17), the key point towards the proof of (4.28) was Lemma 4.5. This is for us a
mere consequence of Assumption (AMF2 ) in which we require the positivity condition (2.3)
and the ‘miscibility’ condition (2.4). One could relax Assumption (AMF2 ) by requiring the
Hessian to be bounded away from zero in the first place; observe that when this is the case
one should additionally require the uniqueness of the minimiser of the Hartree functional,
while for us this is another direct consequence of Assumption (AMF2 ).
Remark 4.7. A direct application of the diagonalization result of [38, Theorem 2] would
allow to bound H from below in terms of an operator that is surely quadratic in Z, Z∗, but
not separately in a, a∗ or b, b∗, thus preventing from obtaining the inequality (4.28) that
is needed in the proof of Theorem 2.2. We can fix this issue by further recognising (an
observation that has no analogue for the one-component case) that the operator ξ arising
in the identity (4.20) can be actually chosen to be reduced with respect to h
(1)
+ ⊕ h(2)+ ,
an additional feature that allows to estimate H from below by means of the two number
operators. Such arguments are not needed for our main argument once assumption (AMF2 )
is taken.
4.3. Estimate in the truncated two-component Fock space. The claim of Theorem
2.2 is that the ground state energy of H provides the second order correction to the ground
state energy of HMFN . Since H and H
MF
N act on two different spaces, respectively, F+ and
HN1,N2 , we rather compare H with the operator UNHMFN U∗N on F+ with a suitable unitary
transformation UN . This will lead to Theorem 4.9 below, the main result of this section.
The unitary operator UN is defined using ideas in [21]. More precisely, for arbitrary
φ ∈ (h(1))⊗symj ⊗ (h(2))⊗symk and χ ∈ (h(1))⊗symℓ ⊗ (h(2))⊗symr
we define φ⊠ χ to be the function in (h(1))⊗sym(j+ℓ) ⊗ (h(2))⊗sym(k+r) given by
(φ⊠ χ)(x1, . . . , xj+ℓ; y1, . . . , yk+r) :=
1√
j!ℓ!(j + ℓ!)
√
k!r!(k + r)!
×
×
∑
σ∈Σj+ℓ
π∈Σk+r
φ(xσ1 , . . . , xσj ; yπ1 , . . . , yπk)χ(xσj+1 , . . . , xσj+ℓ ; yπk+1 , . . . , yπk+r) ,
(4.36)
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where Σp is the symmetric group of p elements. A function ψN ∈ HN1,N2 decomposes
uniquely as
ψN =
N1∑
j=0
N2∑
k=0
χjk ⊠
(
u
⊗(N1−j)
0 ⊗ v⊗(N2−k)0
)
(4.37)
for some χjk ∈ (h(1)+ )⊗symj ⊗ (h(2)+ )⊗symk, where for each summand of the r.h.s. of (4.37) it
is understood that
χjk ≡ χjk(x1, . . . , xj ; y1, . . . , yk)
u
⊗(N1−j)
0 ≡ u0(xj+1) · · · u0(xN1)
v
⊗(N2−k)
0 ≡ v0(yk+1) . . . v0(yN2) .
Thanks to the orthogonality relations〈
χjk ⊠
(
u
⊗(N1−j)
0 ⊗ v⊗(N2−k)0
)
, χℓr ⊠
(
u
⊗(N1−ℓ)
0 ⊗ v⊗(N2−r)0
) 〉
=
= ‖χjk‖22 δjℓ δkr ,
(4.38)
it is easy to check that
UN : HN1,N2 −→ F 6N+ , UNψN := (χjk)j+k6N (4.39)
defines a unitary operator between Hilbert spaces, where
F 6N+ :=
N⊕
L=0
( ⊕
n+m=L
n6N1,m6N2
(
h(1)
)⊗symn ⊗ (h(2))⊗symm). (4.40)
The following is an analogue of the one-component result in [21, Proposition 4.2], whose
proof is merely algebraic.
Proposition 4.8. The action of the operator UN : HN1,N2 → F6N+ defined in (4.39) can
be written as(
UNψN
)
jk
=
((
Q(1)
)⊗j ⊗ (Q(2))⊗k aN1−j0 bN2−k0√
(N1 − j)!(N2 − k)!
ΨN
)
jk
, (4.41)
where Q(1) = 1 − |u0〉〈u0|, Q(2) = 1 − |v0〉〈v0|, and ΨN ∈ F6N+ is the vector whose only
one non-zero component coincides with ψN . For Φ ∈ F6N+ , the adjoint of UN acts as
U∗N Φ =
N1∑
j=0
N2∑
k=0
1√
(N1 − j)!(N2 − k)!
(
(a∗0)
N1−j (b∗0)
N2−kΦ
)
N1N2
. (4.42)
Moreover, for all non-zero m,n ∈ N, the following identities hold true
UNa
∗
0a0U
∗
N = N1 −N1,
UNa
∗
0amU
∗
N =
√
N1 −N1am,
UNa
∗
ma0U
∗
N = a
∗
m
√
N1 −N1,
UNa
∗
manU
∗
N = a
∗
man,
UN b
∗
0b0U
∗
N = N2 −N2,
UNb
∗
0bmU
∗
N =
√
N2 −N2bm,
UNb
∗
mb0U
∗
N = b
∗
m
√
N2 −N2,
UNb
∗
mbnU
∗
N = b
∗
mbn.
(4.43)
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Notice that, as customary, all terms in the left side of (4.43), are tacitly understood as
UNI
∗
N1,N2
a∗0a0IN1,N2U
∗
N and the like, where IN1,N2 is the lifting map from HN1,N2 to the
Fock slice with N1, N2 particles.
Thanks to (4.43) we can explicitly conjugate the many-body Hamiltonian (2.13) with
UN . The main result of this Subsection is the following Proposition, which provides
a preliminary estimate valid on the space F6M+ . The integer M satisfies the property
M 6 N , and we shall suitably fix it at the end of the proof. Here and henceforth it is
understood that, eventually as M and N tend to infinity, M must be chosen so as both
M 6 N1 and M 6 N2.
Theorem 4.9 (Estimate on truncated Fock space). Under the same hypotheses of Theo-
rem 2.2, given M 6 N , for any Φ ∈ F6M+ ∩ D[H], one has
∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN 〈H +C〉Φ (4.44)
for a positive constant C (independent of N and M).
We refer to [21, Proposition 5.1] for the analogue in the one-component case.
Let us remark that the condition Φ ∈ F6M+ ∩ D[H] implies, by Theorem 4.4, that Φ
belongs to F6M+ ∩D[ dΓ(1)(h(1)) + dΓ(2)(h(2))]. Using Assumption (AMF2 ), one easily sees
that this implies U∗NΦ ∈ D[HMFN ], and hence (4.44) is well-defined for Φ ∈ F6M+ ∩ D[H].
Now we turn to the proof of Theorem 4.9. We first compute exactly UNH
MF
N U
∗
N , which
will be done in Lemma 4.10. Then, we isolate from UNH
MF
N U
∗
N the leading contribution
NeH and the second order correction H; this will be done in Lemma 4.11. Finally, we will
show that all the remaining non-relevant terms can be estimated by the right-hand side
of (4.44).
Lemma 4.10. Let us define the following five operators on the domain F6M ∩ D[H].
M0 :=T
(1)
00 (N1 −N1) + T (2)00 (N2 −N2) +
1
2N
V
(1)
0000(N1 −N1)(N1 −N1 − 1)
+
1
2N
V
(2)
0000(N2 −N2)(N2 −N2 − 1) +
1
N
V
(12)
0000(N1 −N1)(N2 −N2)
+ µ1N1 + µ2N2 + c1
2
V
(1)
0000 +
c2
2
V
(2)
0000.
(4.45)
M1 :=
∑
m>1
[
a∗m
√
N1 −N1
(
T
(1)
m0 + V
(1)
m000
N1 −N1 − 1
N
+ V
(12)
m000
N2 −N2
N
)
+ b∗m
√
N2 −N2
(
T
(2)
m0 + V
(2)
m000
N2 −N2 − 1
N
+ V
(12)
m000
N1 −N1
N
)
+
(
T
(1)
0m + V
(1)
00m0
N1 −N1 − 1
N
+ V
(12)
00m0
N2 −N2
N
)√
N1 −N1am
+
(
T
(2)
0m + V
(2)
00m0
N2 −N2 − 1
N
+ V
(12)
00m0
N1 −N1
N
)√
N2 −N2bm
]
.
(4.46)
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M2 :=
∑
m,n>1
[
T (1)mna
∗
man + T
(2)
mnb
∗
mbn − µ1N1 − µ2N2 −
c1
2
V
(1)
0000 −
c2
2
V
(2)
0000
+
1
2N
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1
+
1
2N
V
(1)
00mn
√
N1 −N1 − 1
√
N1 −N1aman
+
1
N
V
(1)
m0n0a
∗
man(N1 −N1) +
1
N
V
(1)
m00na
∗
man(N1 −N1)
+
1
2N
V
(2)
00mnb
∗
mb
∗
n
√
N2 −N2
√
N2 −N2 − 1
+
1
2N
V
(2)
00mn
√
N2 −N2 − 1
√
N2 −N2bmbn
+
1
N
V
(2)
m0n0b
∗
mbn(N2 −N2) +
1
N
V
(2)
m00nb
∗
mbn(N2 −N2)
+
1
N
V
(12)
mn00a
∗
mb
∗
n
√
N1 −N1
√
N2 −N2
+
1
N
V
(12)
00mn
√
N1 −N1
√
N2 −N2ambn
+
1
N
V
(12)
m0n0a
∗
man(N2 −N2) +
1
N
V
(12)
m00nb
∗
mbn(N1 −N1)
+
1
N
V
(12)
m00na
∗
mbn
√
N1 −N1
√
N2 −N2
+
1
N
V
(12)
m00n
√
N1 −N1
√
N2 −N2amb∗n
]
.
(4.47)
M3 :=
1
N
∑
m,n,q>1
[
V
(1)
mnp0a
∗
ma
∗
nap
√
N1 −N1 + V (2)mnp0b∗mb∗nbp
√
N2 −N2
+ V
(12)
mnp0a
∗
mapb
∗
n
√
N2 −N2 + V (12)m0npa∗mb∗nbp
√
N1 −N1
+ V
(1)
p0mn
√
N1 −N1a∗paman + V (2)p0mn
√
N2 −N2b∗pbmbn
+ V
(12)
p0mn
√
N2 −N2a∗pambn + V (12)npm0
√
N1 −N1amb∗pbn
]
.
(4.48)
M4 :=
∑
m,n,p,q>1
[ 1
2N
V (1)mnpqa
∗
ma
∗
napaq +
1
2N
V (2)mnpqb
∗
mb
∗
nbpbq
+
1
N
V (12)mnpqa
∗
mapb
∗
nbq
]
.
(4.49)
Then,
UNH
MF
N U
∗
N =
4∑
j=0
Mj . (4.50)
Proof. The proof is obtained by means of a direct computation that systematically uses
the relations (4.43). Notice that the term
µ1N1 + µ2N2 + c1
2
V
(1)
0000 +
c2
2
V
(2)
0000
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has been added in the last line of M0 and subtracted in the first of M2. 
We now show that the relevant terms can be isolated from M0 and M2 and that there
is an exact cancellation in M1, due to the fact that (u0, v0) is the minimiser of the Hartree
functional.
Lemma 4.11. For M0, M1, M2 defined in (4.45)-(4.49), one has the following re-
arrangements.
(i) (Isolation of the leading term from M0)
M0 =NeH +
1
2N
V
(1)
0000N1(N1 + 1) +
1
2N
V
(2)
0000N2(N2 + 1)
+
1
N
V
(12)
0000 N1N2.
(4.51)
(ii) (Cancellation of the linear contribution to M1)
M1 =
1
N
∑
m>1
[
− V (1)m000a∗m
√
N1 −N1 (N1 + 1)− V (2)m000b∗m
√
N2 −N2 (N2 + 1)
− V 12m000a∗m
√
N1 −N1N2 − V (12)0m00b∗m
√
N2 −N2N1
− V (1)00m0(N1 + 1)
√
N1 −N1am − V (2)00m0 (N2 + 1)
√
N2 −N2bm
− V 1200m0
√
N1 −N1N2 am − V (12)000mN1
√
N2 −N2 bm
]
.
(4.52)
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(iii) (Isolation of the Bogoliubov Hamiltonian from M2)
M2 = H+
∑
m,n>1
( 1
2
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1−N1
N
1
2
V
(1)
00mn
√
N1 −N1
√
N1 −N1 − 1−N1
N
aman
+
1
N
(
V
(1)
mn0 + V
(1)
m00n
)
a∗man(1−N1)
+
1
2
V
(2)
mn00b
∗
mb
∗
n
√
N2 −N2
√
N2 −N2 − 1−N2
N
+
1
2
V
(2)
00mn
√
N2 −N2
√
N2 −N2 − 1−N2
N
bmbn
+
1
N
(
V
(2)
m0n0 + V
(2)
m00n
)
b∗mbn(1−N2)
+ V
(12)
mn00a
∗
mb
∗
n
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
+ V
(12)
00mn
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
ambn
− 1
N
V
(12)
m0n0a
∗
manN2 −
1
N
V
(12)
0m0nb
∗
mbnN1
+ V
(12)
m00na
∗
mbn
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
+ V
(12)
0nm0
√
N1 −N1
√
N2 −N2 −
√
N1N2
N
amb
∗
n
)
.
(4.53)
Proof. We recall that the minimum of the Hartree functional is
eH = c1T
(1)
00 + c2T
(2)
00 +
c21
2
V
(1)
0000 +
c22
2
V
(2)
0000 + c1c2V
(12)
0000 . (4.54)
A direct computation then yields (4.51).
To prove (4.52), we note that, since (u0, v0) minimizes the Hartree functional, we have
the identities
T
(1)
m0 + c1V
(1)
m000 + c2V
(12)
m000 = 0
T
(2)
m0 + V
(2)
m000 + c1V
(12)
m000 = 0.
(4.55)
Since ci = Ni/N , last two identities yield an exact cancellation in M1: for example, the
contribution coming from the first line of the r.h.s. of (4.46) reduces to
1
N
∑
m>1
[
− V (1)m000a∗m
√
N1 −N1 (N1 + 1) − V (2)m000b∗m
√
N2 −N2 (N2 + 1)
]
.
This allows us to bring M1 to the form (4.52).
Finally, (4.53) is obtained by a mere regrouping of terms. For example, the contribution
from the second line of (4.47) can be rewritten as
c1
2
∑
m,n>1
V
(1)
mn00a
∗
ma
∗
n +
1
2
∑
m,n>1
V
(1)
mn00a
∗
ma
∗
n
√
N1 −N1
√
N1 −N1 − 1−N1
N
,
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having isolated the N -independent contribution. The same is done for all the other sum-
mands of (4.47). Recalling the definition (2.18) of H, the outcome is (4.53). 
The final step in order to prove Theorem 4.9 is the following Lemma, that provides the
appropriate estimate for all the remainders M0 −NeH, M1, M2 −H, M3, and M4.
Lemma 4.12. There exists a constant C > 0 such that, for any Φ ∈ F6M+ ∩ D[H]∣∣〈M0〉Φ −NeH∣∣ 6 CM
N
〈N〉Φ (4.56)
|〈M1〉Φ| 6 C
√
M
N
〈N〉Φ (4.57)∣∣〈M2〉Φ − 〈H〉Φ∣∣ 6 CM
N
〈N〉Φ (4.58)
|〈M3〉Φ| 6 C
√
M
N
(
〈H〉Φ + 〈N〉Φ + C
)
(4.59)
|〈M4〉Φ| 6 CM
N
(
〈H〉Φ + 〈N〉Φ +C
)
(4.60)
Let us postpose the proof of Lemma 4.12 and now conclude.
Proof of Theorem 4.9. Let us fix Φ ∈ F6M+ ∩ D[H]. By Lemma 4.10 we get
〈UNHNU∗N 〉Φ = NeH + 〈H〉Φ + 〈M0 −NeH〉Φ + 〈M1〉Φ + 〈M2 −H〉Φ + 〈M3〉Φ + 〈M4〉Φ,
and hence, applying Lemma 4.12, we find∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN (2〈H〉Φ + 5〈N〉Φ + 2C), (4.61)
having used M/N 6
√
M/N . Using positivity of h(1) and h(2) and Theorem 4.4, one finds
N 6 N + dΓ(1)(h(1)) + dΓ(2)(h(2)) 6 C H+ C2.
This yields the bound∣∣〈UNHMFN U∗N 〉Φ −NeH − 〈H〉Φ∣∣ 6 C√MN (〈H〉Φ + C), (4.62)
for a suitable constant C. 
It remains to prove Lemma 4.12. We first state a technical Lemma that we will use
through the proof.
Lemma 4.13. Under the same assumptions of Theorem 2.2,
dΓ(i)(T (j)) 6 αH+ αN + α, for j ∈ {1, 2} (4.63)
dΓ(1)
(
|V (12)| ∗ |v0|2
)
6 βN (4.64)
dΓ(2)
(
|V (12)| ∗ |u0|2
)
6 γN (4.65)
for positive constants α, β, γ.
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Proof. Let us prove (4.63) for the case j = 1. By assumption (AMF2 ) we know that, for
every ε > 0, V (1) > −εC(1)(1 −∆) − ε−1 and V (12) > −εC(12)(1 −∆) − ε−1. Hence, we
deduce
V (1) ∗ |u0|2 > −εC(1) − εC(1)(−∆)− εC(1)‖u0‖2H1 − ε−1 (4.66)
and
V (12) ∗ |v0|2 > −εC(12) − εC(12)(−∆)− εC(12)‖v0‖2H1 − ε−1. (4.67)
By recalling the definition of h(1) from (2.16), the last two estimates imply the existence
of a constant α˜ > 0 large enough such that
T (1) 6 α˜h(1) + α˜. (4.68)
Taking the second quantization dΓ(1)(·) of both sides and using (4.28) we obtain (4.63)
for α > 0 big enough. The same holds for T (2).
To prove (4.64) it is enough to note that, by Assumption (AMF2 ), the multiplication
operator V (12) ∗ |v0|2 is bounded. The desired inequality is hence trivial, since the second
quantization of a bounded positive operator is always estimated by a multiple of the
number operator. An analogous proof holds for (4.65).

Proof of Lemma 4.12. Let us write
〈M0 −NeH〉Φ =M (1)0 +M (2)0 +M (12)0 (4.69)
〈M1〉Φ =M (1)1 +M (2)1 +M (12)1 (4.70)
〈M2 −H〉Φ =M (1)2 +M (2)2 +M (12)2 (4.71)
〈M3〉Φ =M (1)3 +M (2)3 +M (12)3 (4.72)
〈M4〉Φ =M (1)4 +M (2)4 +M (12)4 , (4.73)
where, in self-explanatory notation, each summand with label (α) contains all the terms
depending on the interaction potential V (α). We will estimate the M
(12)
k ’s; all the other
terms do not involve interactions between particles of different type, and hence, they are
on the same footing as the terms estimated in [21, Proposition 5.2].
Let us consider M
(12)
0 . Since Φ ∈ F6M+ , we have 〈Ni〉Φ 6 〈N〉Φ 6M , and hence
∣∣M (12)0 ∣∣ = ∣∣∣V (12)0000〈N1N2N 〉Φ∣∣∣ 6 K0MN 〈N〉Φ, (4.74)
for K0 = |V (12)0000 |.
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Let us now consider M
(12)
1 . By a Cauchy-Schwarz inequality we can write∣∣∣∑
m>1
V
(12)
m000
1
N
〈a∗m
√
N1 −N1N2〉Φ + h. c.
∣∣∣ ≤ 2
N
(∑
m>1
|V (12)m000|2
)1/2
×
(∑
m>1
〈a∗mam〉Φ〈(N1 −N1)N 22 〉Φ
)1/2
6
2 ‖K(12)‖HS
N
(
N〈N〉Φ〈N 2〉Φ
)1/2
6 2 ‖K(12)‖HS
√
M
N
〈N〉Φ.
In the second and third step we have used N1 6 N , positivity of N1, the inequality
〈N〉Φ 6M , together with the property∑
m>1
|V (12)m000|2 =
∑
m>1
|〈um,K(12)u0〉|2 6
∑
m>1
〈um,K(12)|u0〉〈u0|K(12)um〉
6 ‖K(12)‖2HS < +∞.
There is another summand in M
(12)
1 , but it differs from the one we just estimated only by
the interchange of the two components; for this reason, we omit the details of its estimate.
Thus,
|M (12)1 | 6 4‖K(12)‖2HS
√
M
N
〈N〉Φ. (4.75)
Let us consider M
(12)
2 , whose expression is
M
(12)
2 =
∑
m,n>1
[ 1
N
V
(12)
mn00〈a∗mb∗n
(√
N1 −N1
√
N2 −N2 −
√
N1N2
)〉Φ + h. c. ] (4.76)
−
∑
m,n>1
[ 1
N
V
(12)
m0n0〈a∗manN2〉Φ
]
(4.77)
−
∑
m,n>1
[ 1
N
V
(12)
0m0n〈b∗mbnN1〉Φ
]
(4.78)
+
∑
m,n>1
[ 1
N
V
(12)
m00n〈a∗mbn
(√
N1 −N1
√
N2 −N2 −
√
N1N2
)〉Φ + h. c. ], (4.79)
and let us treat the four summands one by one. First let us define the operator
X :=
√
N1 −N1
N1
√
N2 −N2
N2
.
By a Cauchy-Schwarz inequality we get
|(4.76)| 6 2
√
N1N2
N2
( ∑
m,n>1
|〈um,K(12)vn〉|2
)1/2( ∑
m,n>1
〈a∗mb∗nambn〉Φ
)1/2
〈 (X − 1)2 〉1/2Φ
6 2
√
N1N2
N2
(∑
m>1
〈um,
∣∣K(12)∣∣2um〉)1/2〈N1N2〉1/2Φ 〈(− N1N1 − N2N2 + N1N2N1N2
)2〉1/2
Φ
,
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having used the estimate (X−1)2 6 (X2−1)2. Now, using N1N2 6 N2, 〈Ni〉Φ 6 〈N〉Φ 6
M , and the fact that K(12) is Hilbert-Schmidt, we obtain
|(4.76)| 6 2‖K(12)‖HS M
1/2
N1N2
〈N〉1/2Φ
〈(
N2N1 +N1N2 −N1N2
)2〉1/2
.
Since N1N2 6 N2N1 +N1N2 on F6M+ , we finally get
|(4.76)| 6 4‖K(12)‖HS M
1/2
N1N2
〈N〉1/2Φ
〈(
N2N1 +N1N2
)2〉1/2
6 K˜2M
N
〈N〉Φ, (4.80)
for some K˜2 > 0 .
To estimate (4.77) we note that
(4.77) = −
〈
dΓ(1)(V (12) ∗ |v0|2)N2
N
〉
Φ
,
and, by (4.64),
|(4.77)| 6 βM
N
〈N〉Φ. (4.81)
Analogously,
|(4.78)| 6 γM
N
〈N〉Φ (4.82)
for γ given by (4.65).
To estimate (4.79) we write
(4.79) =
1
N
∑
j>1, k>0
j+k6M
j(k + 1)〈Φj,k,K(12)1,1 Φj−1,k+1〉+ h. c.,
where Φ = (Φj,k)jk ∈ F6M+ and K(12)1,1 is the integral operator K(12) defined in (4.25) and
taken with kernel K(12)(x1, y1). By using Cauchy-Schwarz we get
|(4.79)| 6 2
N
∑
j>1, k>0
j+k6M
j(k + 1)
(
〈Φj,k,Φj,k〉+ ‖K(12)‖2op〈Φj−1,k+1,Φj−1,k+1〉
)
=
2
N
(1 + ‖K(12)‖op)〈Φ,N1(N2 + 1)Φ〉,
and hence, the inequality Ni 6 N 6M valid on F6M+ yields
|(4.79)| 6 K′2
M
N
〈N〉Φ, (4.83)
for some K′2 > 0. Putting together (4.80), (4.81), (4.82), and (4.83) we conclude∣∣M (12)2 ∣∣ 6 K2MN 〈N〉Φ, (4.84)
with K2 := K˜2 + β + γ +K′2.
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Let us consider M
(12)
3 , whose expression is
M
(12)
3 =
∑
m,n,p>1
[ 1
N
V
(12)
mnp0〈a∗mapb∗n
√
N2 −N2〉Φ + h. c.
]
(4.85)
+
∑
m,n,p>1
[ 1
N
V
(12)
m0np〈a∗mb∗nbp
√
N1 −N1〉Φ + h. c.
]
. (4.86)
First, we notice that
(4.85) = 〈Φ, UN
N1∑
j=1
N2∑
k=1
Q(1)xj ⊗Q(2)yk V (12)(xj − yk)Q(1)xj ⊗ P (2)yk U∗N Φ〉+ h. c. . (4.87)
Now, by splitting V (12) into positive and negative part and using Cauchy-Schwarz, one
obtains the inequality
Q(1)x ⊗Q(2)y V (12)(x− y)Q(1)x ⊗ P (2)y +Q(1)x ⊗ P (2)y V (12)(x− y)Q(1)x ⊗Q(2)y
6 ε−1Q(1)x ⊗Q(2)y
∣∣V (12)(x− y)∣∣Q(1)x ⊗Q(2)y
+ εQ(1)x ⊗ P (2)y
∣∣V (12)(x− y)∣∣Q(1)x ⊗ P (2)y ,
(4.88)
whence, substituting into (4.87), one gets
(4.85) 6
1
εN
∑
m,n,p,q>1
∣∣V (12)∣∣
mnpq
〈a∗mb∗napbq〉Φ
+
ε
N
〈
dΓ(1)
(∣∣V (12)∣∣ ∗ |v0|2)(N2 −N2)〉Φ
(4.89)
for some ε > 0 that we are going to specify in a moment. We first focus on the first
summand of the r.h.s of (4.89). Using the expression in components Φ = (Φj,k)jk ∈ F6M+ ,
we can write
1
εN
∑
m,n,p,q>1
∣∣V (12)mnpq∣∣〈Φ, a∗mapb∗nbqΦ〉 = 1εN ∑
j,k>1,
j+k6M
jk〈Φj,k,
∣∣V (x1 − y1)∣∣Φj,k〉
6
C(12)
εN
∑
j,k>1,
j+k6M
jk〈Φj,k,
(
1−∆x1 −∆y1
)
Φj,k〉
=
C(12)
εN
〈Φ, (N1N2 + dΓ(1)(T (1))N2 +N1 dΓ(2)(T (2)))Φ〉,
having used Assumption (AMF2 ) in the second step. Thanks to the inequality Ni 6 N 6M
valid on F6M+ and Lemma 4.13, we obtain
1
εN
∑
mnpq
|V (12)mnpq|〈Φ, a∗mb∗napbqΦ〉 6 K˜3
M
εN
(〈N〉Φ + 〈H〉Φ + K˜3),
for some K˜3 > 0. The second summand in the r.h.s of (4.89), in turn, is estimated using
(4.64) as
ε
N
〈
Φ, dΓ(1)
(∣∣V (12)∣∣ ∗ |v0|2)(N2 −N2)〉Φ 6 αε(〈N〉Φ + 〈H〉Φ).
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By finally choosing ε = (M/N)1/2, the last two inequalities yield
|(4.85)| 6 (K˜3 + α)
√
M
N
(〈N〉Φ + 〈H〉Φ + K˜3).
The term (4.86) differs from (4.85) only by the exchange of the two components, and
hence, it is treated analogously. This yields∣∣M (12)3 ∣∣ 6 K3
√
M
N
(〈N〉Φ + 〈H〉Φ +K3), (4.90)
for a positive constant K3 big enough.
Let us finally consider M
(12)
4 . Using Φ = (Φj,k)jk, we can write
M
(12)
4 =
1
N
∑
j,k>1
j+k6M
jk〈Φj,k, V (x1 − y1)Φj,k〉
6
C(12)
N
∑
j,k>1
j+k6M
jk〈Φj,k,
(
1−∆x1 −∆y1
)
Φj,k〉
6
C(12)
N
〈Φ, (N1N2 + dΓ(1)(T (1))N2 +N1 dΓ(2)(T (2)))Φ〉,
having used Assumption (AMF2 ) in the second step. By the inequality Ni 6 N 6M , valid
on F6M+ and (4.63), we get
M
(12)
4 6 K4
M
N
(〈N〉Φ + 〈H〉Φ +K4), (4.91)
for some constant K4 > 0.
Eqs. (4.74), (4.75), (4.84), (4.90), and (4.91), together with their analogous for the terms
depending on V (1) and V (2) yield the desired claim, provided that the overall constant C
is chosen large enough. 
4.4. Localization in Fock space. Theorem 4.9 provides an estimate for the expectation
value the difference UNH
MF
N U
∗
N −NeH −H in the truncated space F6M+ . In what follows
we recall a result that allows us to localize the energy of a state in the space F6M+ . As
we shall see, at the end of the proof we will be able to choose M ≪ N in such a way that
the localization produces only negligible remainders. This idea goes back to [29, Theorem
A.1] and we will follow the simplified representation in [21, Proposition 6.1].
Consider two smooth, real functions f and g such that 0 6 f, g 6 1, f2 + g2 = 1,
f(x) = 1 for |x| ≤ 1/2, and f(x) = 0 for |x| > 1. By spectral calculus, we define
fM :=f(N/M)
gM :=g(N/M). (4.92)
Let us also define the orthogonal projection PL onto the sector of F+ with exactly L
particles, namely the subspace⊕
j>0, k>0
j+k=L
(
h
(1)
+
)⊗symj ⊗ (h(2)+ )⊗symk = U∗((h(1)+ ⊕ h(2)+ )⊗symL).
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Here U : F+ → G+ is the unitary operator given by Theorem 4.2.
Proposition 4.14. Let A be a non-negative operator on F+ such that PLD(A) ⊂ D(A)
for any L ∈ N. Suppose moreover that there exists σ > 0 such that PLAPL′ = 0 when
|L− L′| > σ. Then
±A− fMAfM − gMAgM 6 Cfσ
3
M2
A0, (4.93)
where A0 :=
∑
L∈N PLAPL and Cf is a positive constant depending only on f .
This result is a variant of the IMS formula, that can be found in [21, Proposition
6.1], which is, in turn, an adaptation of [29, Theorem A.1]. As a direct consequence of
Proposition 4.14, Lemma 4.15 provides the precise estimates that enable us to localize the
energy of a state in F6N+ into the subspace F6M+ .
Let us define the operator
H˜N := UNH
MF
N U
∗
N −NeH . (4.94)
If ψMFN is a ground state of H
MF
N , then, by unitarity,
ΦN := UNψ
MF
N (4.95)
is a ground state of H˜N . We will use the following notations for the ground state energies
of H˜N and H
λ(H˜N ) :=〈ΦN , H˜NΦN 〉 = EMFN −NeH
λ(H) :=〈Φgs,HΦgs〉. (4.96)
Lemma 4.15. There exist positive constants κ1, κ2 such that, for any M 6 N ,
± (H− fMHfM − gMHgM) 6 κ1
M2
(H+ κ1) (4.97)
and
±(H˜N−fMH˜NfM − gMH˜NgM) 6 κ2
M2
(
H˜N + κ2N
)
. (4.98)
Proof. To prove (4.97), we apply Proposition 4.14 with A = H− λ(H) > 0 and σ = 2. All
is needed is the computation of the corresponding A0. We notice that
∞∑
L=0
PL
(
H− λ(H))PL = U∗ dΓ(B1)U − λ(H),
where
B1 =
(
h(1) + c1K
(1) √c1c2K(12)√
c1c2K
(12)∗ h(2) + c2K
(2)
)
,
dΓ(·) is defined in (4.10) and U is given by Theorem 4.2. Since the K(j)’s are bounded,
there exists κ˜1 > 0 (depending on λ(H)) such that
∞∑
L=0
PL
(
H− λ(H))PL 6 dΓ(1)(h(1)) + dΓ(2)(h(2)) + κ˜1N ,
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and hence, by Theorem 4.4, there exists κ1 > 0 such that
∞∑
L=0
PL
(
H− λ(H))PL 6 κ1(H+ κ1).
The claim is then proven thanks to (4.93).
To prove (4.98) we apply Proposition (4.14) with A = H˜N − λ(H˜N ) and σ = 2. To
compute the A0 corresponding to H˜N − λ(H˜N ), we first note that Theorem 4.9 implies
the existence of κ3 > 0 such that H˜N 6 κ3(H+ κ3) on F6M+ with M 6 N . Hence,
N∑
L=0
PLH˜NPL 6 κ3
N∑
L=0
PL(H + κ3)PL
6 κ′3
(
dΓ(1)(h(1)) ↾
F 6N+
+dΓ(2)(h(2)) ↾
F 6N+
+κ′3
)
,
(4.99)
where the second inequality is due to (4.28). Now, as a consequence of Assumptions (A1)
and (AMF2 ), there exist constants η, τ > 0 such that the following stability inequality holds
HMFN > η
( N1∑
i=1
h(1) +
N2∑
j=1
h(2)
)
− τN.
Through a conjugation by UN , last estimate can be rewritten as
dΓ(1)(h(1)) + dΓ(2)(h(2)) 6 η−1H˜N + η
−1τN. (4.100)
Combining (4.100) with (4.99), we obtain that there exists κ′2 > 0 such that
N∑
L=0
PLH˜NPL 6 κ′2
(
H˜N + κ
′
2N
)
. (4.101)
Moreover, (4.100) also implies the estimate
λ(H˜N ) > −τN (4.102)
The claim then follows from (4.93), because (4.101) and (4.102) imply
N∑
L=0
PL
(
H˜N − λ(H˜N )
)PL 6 κ2(H˜N + κ2N)
for a suitable constant κ2. 
4.5. Validity of Bogoliubov correction. Now we are ready to conclude the proof of
Theorem 2.2. The proof of parts (i)-(ii) has been provided in previous sections (see The-
orems 4.1 (i) and Theorem 4.4). Now we concentrate on parts (iii)-(iv).
Energy upper bound. We start by proving an upper bound for the ground state energy,
namely λ(H˜N ) 6 λ(H) + o(1). Using Lemma 4.97, Theorem 4.9, and the trivial estimate
H > λ(H), we get the following inequality, valid on the space D(H)∩F 6N+ , for 1 6M 6 N :
H > fM
[(
1 + C
√
M
N
)−1
H˜N − C
√
M
N
]
fM + λ(H)g
2
M −
κ1
M2
(H+ κ1). (4.103)
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Since, by construction, the function g satisfies g2(x) 6 2x, we have
g2M 6
2N
M
,
and, using the estimate N 6 C(H+ C) which follows from Theorem 4.4, we get
〈g2M 〉Φgs 6
C
M
for some constant C depending on λ(H). This implies that, eventually for M and N large
enough, 〈f2M〉Φgs > 0. Hence, after taking the expectation value of (4.103) on Φgs, we
are allowed to divide both sides of the outcome by 〈f2M〉Φgs and rearrange terms using
f2 + g2 = 1; what we get is
λ(H) >
(
1+C
√
M
N
)−1 〈fMΦgs, H˜NfMΦgs〉
〈f2M 〉Φgs
−C
√
M
N
− κ1
M2〈f2M 〉Φgs
(
λ(H)+κ1
)
. (4.104)
Now, in the first summand in the r.h.s. we can exploit the fact that the energy of fMΦ
gs
is certainly bigger than the ground state energy of H˜N . For the third summand in the
right, in turn, we can use the estimate 1− C/M 6 〈f2M 〉Φgs 6 1. What we obtain is
λ(H) >
(
1 + C
√
M
N
)−1
λ(H˜N )− C
√
M
N
− C
M2
,
for a large enough C > 0. We can optimize last inequality by choosing M = N1/5, and
this yields the upper bound
λ(H˜N ) 6 λ(H) + CN
−2/5. (4.105)
Energy lower bound. We now prove the lower bound λ(H˜N ) > λ(H) − o(1). Using
(4.98), Theorem 4.9, and the trivial estimate H˜N > λ(H˜N ), we get the inequality
H˜N > fM
[(
1− C
√
M
N
)
H− C
√
M
N
]
fM + λ(H˜N )g
2
M −
κ2
M2
(
H˜N + κ2N
)
. (4.106)
We are going to take the expectation value of last inequality on ΦN , which is a ground
state of H˜N defined in (4.95). Hence, by definition, we will have 〈H˜N 〉ΦN = λ(H˜N ).
Moreover, by Theorem 4.1, since ψMFN = U
∗
NΦN is a ground state of H
MF
N , it exhibits
condensation in the sense of (4.2). Such property directly implies that
lim
N→∞
〈N〉ΦN
N
= 0.
This, together with the fact that the function g satisfies g2(x) 6 2x, yields
〈g2M 〉ΦN 6
2〈N〉ΦN
M
−→
N→∞
0,
provided M is chosen such that 〈N〉ΦN ≪ M ≪ N . Last formula implies in particular
that, for N large enough and for M in the chosen regime,
〈f2M 〉ΦN > 0.
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Hence, after taking the expectation value of (4.106) on ΦN , we are allowed to divide by
〈f2M 〉ΦN and rearrange terms using f2 + g2 = 1. The result is
λ(H˜N ) >
(
1− C
√
M
N
)〈fMΦN ,HfMΦN 〉
〈f2M 〉ΦN
− C
√
M
N
− κ2
M2〈f2M〉ΦN
(
λ(H˜N ) + κ2N
)
.
(4.107)
Now, 〈g2M 〉ΦN → 0 implies 〈f2M 〉ΦN → 1, and hence the second summand on the l.h.s. of
(4.107) converges to zero. In the first summand in the r.h.s. we can certainly estimate
from below the energy of fMΦN with the ground state energy λ(H). Finally, thanks to
(4.102) and 〈f2M 〉ΦN → 1, the third summand on the right converges to zero ifM is chosen
such that
max{
√
N, 〈N〉ΦN } ≪M ≪ N.
By the last three remarks, (4.107) produces
λ(H˜N ) > λ(H)− δN , (4.108)
with limN→∞ δN = 0.
Ground state convergence. As in the proof of the lower bound, let us consider a ground
state ΦN of H˜N . Then, by the estimate g
2(x) 6 2x and the condensation result (4.2), we
have
lim
N→∞
gMΦN = 0, (4.109)
provided we choose M such that max{√N, 〈N〉ΦN } ≪ M ≪ N . The convergence we
want to prove is
lim
N→∞
ΦN = Φ
gs, (4.110)
and, thanks to (4.109), it is proven if we show
lim
N→∞
fMΦN = Φ
gs (4.111)
with M in the regime we already fixed.
First, due to the upper and lower bounds proven above, we have
λ(H) 6
〈fMΦN ,HfMΦN 〉
〈f2M 〉ΦN
6 λ(H˜N ) + δN 6 λ(H) + δN + CN
−2/5,
which, together with 〈f2M 〉ΦN → 1, implies
lim
N→∞
〈fMΦN ,HfMΦN 〉 = λ(H). (4.112)
Now, let us decompose fMΦN into the component along Φ
gs and the component along
its orthogonal complement, namely
fMΦN = aNΦ
gs +Φ⊥N ,
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for a coefficient aN ∈ C and a vector Φ⊥N ∈ F+ such that Φ⊥N ⊥ Φgs. Then, since Φgs is an
eigenvector of H, we obtain
〈fMΦN ,HfMΦN 〉 = |aN |2〈Φgs,HΦgs〉+ 〈Φ⊥N ,HΦ⊥N 〉
> λ(H)|aN |2 + inf σ(H|{Φgs}⊥)‖Φ⊥‖2
= ‖fMΦN‖2λ(H) +
(
inf σ(H|{Φgs}⊥)− λ(H)
)‖Φ⊥‖2. (4.113)
Due to (4.112) and (4.29), we conclude limN→∞Φ
⊥ = 0, which is equivalent to
lim
N→∞
‖fMΦN − aNΦgs‖ = 0.
The latter convergence in Fock space norm is equivalent to the convergence in the j, k-th
sector, with j + k 6M
lim
N→∞
∥∥∥a−1N (fMUNψMFN )jk − Φgsjk∥∥∥L2(R3)⊗symj⊗L2(R3)⊗symk = 0. (4.114)
Here we have used |aN | → 1.
Now, since ψMFN is the ground state of a Schro¨dinger operator, thanks to the diamagnetic
inequality we can fix its phase so as to have ψMFN > 0 pointwise almost everywhere. Hence,
the function (fMUNψ
MF
N )jk is non-negative as well, because it is obtained by integrating
ψMFN against the positive functions u0 and v0 (fM contributes only by a non-negative
multiplicative factor). Since the L2-convergence in (4.114) implies pointwise convergence
a.e., we deduce that aN must have a limit e
iθ. If we include this global phase factor inside
Φgs, we deduce that
lim
N→∞
fMΦN = Φ
gs, (4.115)
which, thanks to (4.109), implies
lim
N→∞
UNψ
MF
N = Φ
gs. (4.116)
By the definition of UN , the latter is equivalent to the desired convergence (2.23). 
Appendix A. Quantum de Finetti Theorem 3.4
In this Appendix we sketch a proof of Theorem 3.4, following the strategy in [19] in the
one-component case. First, let us start with a finite dimensional version.
Lemma A.1 (Quantum de Finetti theorem in finite dimensions). Let K be a Hilbert space
with dimK = d < ∞. Let ΨN be a wave function in K⊗N1sym ⊗ K⊗N2sym . Then there exists a
Borel probability measure µN supported on the set
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}
such that
Tr
∣∣∣∣γ(k,ℓ)ΨN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµN (u, v)
∣∣∣∣ 6 Cd( k1N1 + k2N2
)
for all k1 ∈ {0, 1, 2, ..., N1}, k2 ∈ {0, 1, ..., N2}.
This is the two-component analogue of the quantitive quantum de Finetti theorem in
[6] (see also [12, 20] and the references therein for related results).
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Proof. Recall the Schur formula∫
‖u‖=1
|u⊗N1〉〈u⊗N1 |du = cN11K⊗N1sym
where du is the (normalized) Haar measure on the unit sphere {u ∈ K, ‖u‖ = 1} and
cN1 := dim
(
K⊗N1sym
)
=
(
N1 + d− 1
d− 1
)
.
From this and a similar identity for K⊗N1sym , we can write∫∫
‖u‖=1,‖v‖=1
|u⊗N1〉〈u⊗N1 | ⊗ |v⊗N2〉〈v⊗N2 |dudv = cN1cN21K⊗N1sym ⊗ 1K⊗N2sym .
The latter representation suggests that a natural candidate for µN is the Husimi measure
µN (u, v) = cN1cN2
∣∣〈u⊗N1 ⊗ v⊗N2 ,ΨN 〉∣∣2 dudv.
The rest is similar to the proof of the one-component case in [6] or [20]. 
Now we are ready to give
Proof of Theorem 3.4. Step 1: Finite dimensional case. First we consider the case
in which K is finite dimensional. By Lemma A.1, from the wave function ΨN we can
construct a Borel probability measure µN supported on the set
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
Tr
∣∣∣∣γ(k,ℓ)ΨN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµN (u, v)
∣∣∣∣ = 0, ∀k, ℓ = 0, 1, 2, ...
On the other hand, since {µN} is a sequence of Borel probability measures supported on
a compact set, up to a subsequence, µN converges to a Borel probability measure µ on
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}. This ensures that
lim
N→∞
Tr
∣∣∣∣γ(k,ℓ)ΨN − ∫ |u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµ(u, v)
∣∣∣∣ = 0, ∀k, ℓ = 0, 1, 2, ...
Step 2: Infinite dimensional case. Let {ϕn}∞n=1 be an orthonormal basis of K. Let
Pn be the projection onto the subspace Wn = span(ϕ1, ..., ϕn).
Since the operators γ
(k,ℓ)
ΨN
is bounded in trace class uniformly in N , up to a subsequence,
we have
γ
(k,ℓ)
ΨN
⇀ γ(k,ℓ)
weakly-* in trace class for all k, ℓ > 0. Consequently, for every n ∈ N fixed, we have the
strong convergence
P⊗k+ℓn γ
(k,ℓ)
ΨN
P⊗k+ℓn → P⊗k+ℓn γ(k,ℓ)P⊗k+ℓn , ∀k, ℓ > 0. (A.1)
Now using the geometric localization method in Fock space of [18], we can find a state
ΓN,n in the Fock space F(Wn) ⊗ F(Wn), located in the sectors of 6 N particles, whose
reduced density matrices are
Γ
(k,ℓ)
N,n = P
⊗k+ℓ
n γ
(k,ℓ)
ΨN
P⊗k+ℓn , ∀ 0 6 k 6 N1, 0 6 ℓ 6 N2.
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Since Wn is finite dimensional, we can argue as in Step 1 for the state ΓN,n to find a Borel
probability measure µn supported on the set
{(u, v) : u, v ∈Wn, ‖u‖ = ‖v‖ = 1}
such that
lim
N→∞
Tr
∣∣∣P⊗k+ℓn γ(k,ℓ)ΨN P⊗k+ℓn
−
(
Tr
[
P⊗k+ℓn γ
(k,ℓ)
ΨN
P⊗k+ℓn
])∫
|u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµn(u, v)
∣∣∣∣ = 0. (A.2)
From (A.1) and (A.2), we deduce that
P⊗k+ℓn γ
(k,ℓ)P⊗k+ℓn = Ck,ℓ,n
∫
|u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµn(u, v), ∀k, ℓ > 0 (A.3)
where
Ck,ℓ,n = Tr
[
P⊗k+ℓn γ
(k,ℓ)P⊗k+ℓn
]
.
Next, note that if m > n, then the measure µn is the cylindrical projection (µm)|Wn⊕Wn .
Therefore, according to [47, Lemma 1], there exists a Borel probability measure µ sup-
ported on
{(u, v) : u, v ∈ K, ‖u‖ 6 1, ‖v‖ 6 1}
such that for all n = 1, 2, ..., the measure µn coincides with the cylindrical projection
µ|Wn⊕Wn . Consequently, (A.3) can be rewritten as
P⊗k+ℓn γ
(k,ℓ)P⊗k+ℓn =
∫
|(Pnu)⊗k〉〈(Pnu)⊗k| ⊗ |(Pnv)⊗ℓ〉〈(Pnv)⊗ℓ|dµ(u, v)
= P⊗k+ℓn
( ∫
|u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµ(u, v)
)
P⊗k+ℓn .
Since Pn → 1K as n→∞, we deduce that
γ(k,ℓ) =
∫
|u⊗k〉〈u⊗k| ⊗ |v⊗ℓ〉〈v⊗ℓ|dµ(u, v), ∀k, ℓ > 0. (A.4)
Step 3: Strong convergence. If we assume further that γ
(1,0)
N and γ
(0,1)
N converge
strongly in trace class, then Tr γ(1,0) = Tr γ(0,1) = 1. By taking the trace of (A.4), we get∫
‖u‖2 dµ(u, v) =
∫
‖v‖2 dµ(u, v) = 1.
Thus we can conclude that µ is supported on
{(u, v) : u, v ∈ K, ‖u‖ = ‖v‖ = 1}.
Moreover, by (A.4) again we have Tr γ(k,ℓ) = 1, and hence γ
(k,ℓ)
N converges to γ
(k,ℓ) strongly
in trace class for all k, ℓ > 0. 
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