He constructed asymptotic wave functions and calculated using these functions the asymptotic energy distributions of solutions for f-»oo in subsets of R n . Further he generalized these results to solutions of the wave equation in exterior domains [9].
§ 1. Introduction
This paper studies from the view point of L 2 -theory the asymptotic behavior for £-»oo of solutions (with finite energy) of symmetric hyperbolic systems of first order with constant coefficients. For each solution of such systems the corresponding asymptotic wave function will be constructed from the initial data. The asymptotic energy distributions of the solutions will be investigated making use of the asymptotic wave functions. Wilcox He constructed asymptotic wave functions and calculated using these functions the asymptotic energy distributions of solutions for f-»oo in subsets of R n . Further he generalized these results to solutions of the wave equation in exterior domains [9] .
The purpose of this paper is to extend his results in R n to symmetric hyperbolic systems of first order with constant coefficients which satisfy the conditions stated below. Consider the first order symmetric hyperbolic system
Communicated by S. Matsuura, October 8, 1975 . * Institute of Mathematics, The University of Tsukuba, Ibaraki 300-31, Japan. where the factors P/A, <!;) are distinct homogeneous polynomials in (A, <!;) and irreducible in the polynomial ring C[A, £ 19 ..., <!;"] of (n-j-1) variables over the complex number field C. Since the coefficients of A^ in P(A 9 ^) is 1, the factors are unique, apart from their order, by requiring the coefficients of the highest power of A in each P/A, £) be 1. We recall that a homogeneous polynomial 2(A, £) is said to be strictly hyperbolic (with respect to the vector (1,0,... 9 0)) if for every real £ejR n \{0} the roots of the equation Q(A 9 0 = 0 * n ^ are rea l an( l distinct. Let Q(A, ^) be a homogeneous hyperbolic polynomial of order # and assume that Q(0, £)^0 for any ^eJ2 II \{0}. Then ^ is even and the roots of <2(A, 0 = 0 can be enumerated so that
It is easy to verify that the A fc (£) are real analytic functions of £ in JR Remark. The condition (L.I) can be replaced by the following weaker one. In fact one can discuss by Appendix Theorem 4.1 in the same way as under the condition (L.I).
(L.I) 7 The factorization into linear factors in A of P(A, ^) admits the form (1.9) P(A, 0 = A where the aj(0^jg/) are constants and the A/^)(l^j^l) are real valued analytic functions of £ in J£"\{0} which satisfy (1.10) A/0^0 for l^j^J and A/£)f£A fc (£) for
To state our main theorem, we introduce the following notation. We denote by 0 the unit sphere in R n and by s jtk (6) 
exists.
Corollary 1.4. For any measurable cone CcU" with its vertex at the origin and for any point 5ceJR n the limit
exists and
For a measurable cone C with its vertex at the origin, we denote by C Sjik the cone {as j>k (6) ER n ', oc>0, 9eCnO}. forms an (n -l)-dimensional closed C°°-manifold embedded in R n which encloses the origin. Let us denote by K(s) the Gaussian curvature of the hyper surf ace S at each point s. Throughout this section we assume (2.5) K(s)^0 for any seS.
Consequently the Gauss map: S3s*-*6(s)e0 is a C°°-diffeomorphism of S onto 0 where 0 is the unit sphere in R n and 6(s) denotes the outward unit normal to S at s. The inverse of the Gauss map is denoted by s(0) (see for example Sternberg [6] ). Now consider the C°°-map s*:
Then, it follows from the assumption (2.5) that In the last integral, let us make the change of variables:
Since we find
C S
The corresponding result for G_ follows by the same argument. This name can be justified by the following theorem. Proof. Given e>0, we choose a compact subset K of R n so that Then we find by Theorem 1. For the proof we need the following Q.E.D.
