THE INNER PRODUCT OF AN AUTOMORPHIC WAVE FORM WITH THE FULLBACK OF AN EISENSTEIN SERIES SHINJI NIWA
In this paper we shall show a relation between a special value of an automorphic wave form and the inner product of the automorphic wave form with the pullback of an Eisenstein series on the upper half space. The main theorem is Theorem 3 in the end of this paper. As is shown in P. B. Garrett [13] , pullbacks of Eisenstein series on Siegel upper half spaces have interesting properties as a kernel function of an integral operator. It is natural to try to investigate pullbacks of Eisenstein series of Hubert type. We can say that Theorem 3 clarifies a property of such pullbacks in a special case. The idea of the proof is a lifting of automorphic forms by theta functions. We discuss a lifting of automorphic wave forms in 1, 2 and 3, and obtain Theorem 2 in the end of 3 as a result. We can prove Theorem 3 without much difficulty by using Theorem 2.
1. We denote, as usual, by Z, Q, R and C the ring of rational integers, the rational number field the real and the complex number fields. For zeC, we define ^Ύ = z λβ so that -π/2 < arg(z 1/2 ) < ττ/2. We discuss a lifting of an automorphic wave form by means of theta functions for a quadratic form with the signature (+ 2, -2). Denote by H the upper half plane. For g u g 2 eG = G ra = SL (2, R) , put and 1 is a primitive character modulo a prime p = 1 (mod 4). Assume X(-1) = 1. We consider X as a character on Z p by extending 1 to a character on Z* in the usual way and putting l{p) -0. Then we have PROPOSITION 1. (1. 3) θ(-1/p*, ft, ft) = p-'βWβί*, ft, &),
with Q(X) = Σ xtf)* 2 *"" am* /or (" J) e Γ = Γ 0 (p), 2 ) is the same. As for the proof of (1.3) and (1.4), we can apply transformation formulas in [7] , which are summarized in [16] as Proposition 0, for example. However we describe the transformation formulas in the language of adeles to prove (1. holds for fe£f(A*) and geG Q = SL (2, Q) . Define a representation r of
we define a mapping a' from if
For g, h, ke G A and /e «$%4), put
Then (1.8) shows that 
Z>(6; l/pZ p ). For * = (^ J) such that a,β,δe Z p , ϊ epZ p and aβ -ΐδ = 1, we can easily see that *(<7)/ (1) -X(5)/ (1) and ^(σ)/ (1) -X(3)/ (1) . This proposition is almost proved by H. Yoshida ([8] ). However we need the exact result convenient to us, so we describe the proof for the sake of completeness and convenience, after H. Yoshida.
Proof. Let the notation be as in the proof of Proposition 1. Put
and 3^1 = I in )\ a e ^x r As usual we can extend the character 1 to the elements ft in G q such that ^(n )^ = U βiK q (disjoint). We can take elements in ΓIQ fΓ as such ft so that Γyl ΛΓ == IJΓα, with^ = qβϊ 1 .
Note that we can take ( n ), {? j), (ί = 1, 2, , Q') as ft, ft, (i = 1, 2, we have (c, <ί
We can easily see that / p (α, 6, c, d) = 0 unless b e l/pZ p and that
if 6 e 1/pZ^, deZ p ,ae 1/pZ*, c e l/pZ p ,
Using this, it is easy to see that pf p (x) = f v {x) in each case stated above. On the other hand, since we have
for q Φ p, we can easily verify g/ α (x) = / ? (x) case by case. These complete the proof of Proposition 2. We call a function φ satisfying following conditions on H an automorphic wave form with character X: i.e., D 2 φ = λφ with λeC. We can easily prove this in the same way as in the proof of [7] , Lemma 1.5. Thus we skip the proof.
By Proposition 1, Proposition 2 and the additional assumptions, we obtain the Fourier expansion of F, and can easily see the equality
with a certain constant c which can not be determined by these Propositions and assumptions. Therefore our next task is to determine the constant c. For this purpose, we consider the integral ( for r=(^ J)eΓ(2). Put
where X p is a character defined by
Then one can easily derive from Lemma 2 that
with μ p = i^Now let us compute the Fourier expansions of φ χ (z, s), ψ χ (z, s) after [3] . Observing that λ γ (a + 2c/c) = λ^ajc) for a, c e Z coprime to each other, we have where
for all primes p and put (2.14)
In the exactly same way we have
Since Ξ(s, n) = U P ξ P (s, n) and f 2 (s, n) = 1 + 2-X(2)^(s, n),
Recalling that 
Note that θ(z) and E θ (z, s) are automorphic under Γ 0 (4p) and so is
is automorphic under Γ 0 (p). Therefore we can decompose the integral in (3.1) as follows.
fpΛΓ*{p):
where Θ denotes the fundamental domain Γ 0 (4p)\H. To investigate the second integral, consider
then we see that
when we put
with S' = Γ 0 (4p, 4)\F. By (3.7) the first term is equal to and since σ^; is also a fundamental domain of jΓ 0 (4p) and can be taken as the domain of integration in (3.9) instead of &, it is transformed to
with ω p = (J -J). Put , we see that the first term of (3.8) equals The series in the integrand can be expressed as a theta function for a quadratic form over K = Q(V -p). Put $* = V-p -1 (Z + V -p -1 Z), then, using the Poisson summation formula, we obtain 
