The MEM is a probabilistic approach based on the entropy principle aimed at inverting the following data-generative model from a distributed source model with N dipolar sources q: m(t) = Gq(t) + η(t)
( 1) with a solution of the form:
m(t) is the data at hand, G is the lead field matrix, η(t) is a random noise. E * p [q] is the expectation of q under its posterior probability distribution p * (q)d(q) as obtained by the MEM. Throughout this section, the notation dp(q) is used as a shortcut to p(q)dq. The general idea of the MEM is detailed in two steps: the model priors and the optimal solution.
Priors
Te first step is to define a reference distribution of source intensities dµ(q) that encompasses all the prior information about our sources model. The originality of the current MEM framework is to describe the brain functional activity with K homogenous cortical parcels P k . Each parcel gathers n k dipoles and is characterized with a hidden state variable S k that can be either 1 (active state) or 0 (inactive state). The probability of parcel k to be in the active state (p(S k = 1) is noted α k . In practice, the reference probability distribution dµ(q k ) of the sources within parcel k is a mixture between both states :
where δ is the Dirac distribution modeling the inactive state and N (ν k , Σ k ) is a k-dimension multivariate normal distribution of mean ν k and covariance Σ k modeling the active state of parcel k.
As we assume that the cortical patches are independent, the general reference model dµ(q) can be written:
The initial values for α k are computed using the multivariate pre-localization formalism (MSP, [1] ). The MSP scores, ranging between 0 and 1, measure the ability of each source to explain the data. We thus define:
where r k is the set of MSP scores of the n k sources within the parcel k. The probability α k is subordinate to the definition of the parcels, which is achieved by running a region growth algorithm on the sources with highest MSP scores with a neighborhood constraint. In the present work, the size of the parcels is limited to a neighborhood order 4, thus each parcel typically gathers 50 dipoles.
Solution
The main computational problem is the estimation of the posterior probability distribution dp * (q) of source intensities. This distribution must explain the data under the constraint of maximizing the relative entropy S µ (p). This entropy is a measure of the statistical distance between any probability distribution dp(q) and a reference probability distribution dµ(q). S µ (p) has a strictly negative or null value and is given by:
S µ (p) can be interpreted as the effective amount of information from the data used to correct dµ(q). As S µ (p) is either negative or null, maximizing the entropy amounts to minimizing the statistical distance between dp(q) and dµ(q). The MEM principle minimizes the false assumptions about the data [2] . The numerical optimization problem for computing dp * (q) is detailed by Amblard et al. [3] .
