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Abstract. The surge in high-throughput technology availability for
molecular biology has enabled the development of powerful predictive
tools for use in many applications, including (but not limited to) the
diagnosis and treatment of human diseases such as cancer. Genome-scale
metabolic models have shown some promise in clearing a path towards
precise and personalized medicine, although some challenges still persist.
The integration of omics data and subsequent creation of context-specific
models for specific cells/tissues still poses a significant hurdle, and most
current tools for this purpose have been implemented using proprietary
software. Here, we present a new software tool developed in Python,
troppo - Tissue-specific RecOnstruction and Phenotype Prediction using
Omics data, implementing a large variety of context-specific reconstruc-
tion algorithms. Our framework and workflow are modular, which facil-
itates the development of newer algorithms or omics data sources.
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1 Introduction
Over the past years, the relationship between biology and informatics has proven
to work to unveil the mysteries of the cell, from sequencing genomes to the
reconstruction of the metabolism for a human cell. With ongoing advances on
high-throughput technologies, the scientific community has been able to widen
its scope of research, being able to analyze the cell as a complex layered system
of interactions [5].
Genome-scale metabolic models (GSMMs) are the result of the integration
of genome information into Constraint-Based Models (CBMs), connecting the
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genotype with cell metabolism. GSMMs are normally used to predict phenotypes
which can be associated with consumption/ production rates of one or several
metabolites [14].
The first reconstructions to emerge, through extensive manual curation, were
Recon1 [8] and Edinburgh Human Metabolic Network (EHMN) [13]. To date, the
most recent and complete reconstruction is the third version of Recon, Recon3D,
integrating most of all the previous reconstructed models and including infor-
mation related to the human microbiome and metabolism of dietary compounds
[6]. However, these models represent the metabolism of a generalized human
cell, eliciting the need for tissue specific model reconstruction algorithms. One
of the main advantages of GSMMs is the ability to easily integrate omics data,
i.e. to generate tissue specific metabolic models, with several algorithms already
developed by the scientific community in the last couple of decades [5,16].
These allow the tuning of generic models to specific tissues or cell types, allow-
ing to perform context-specific phenotype predictions and analyses. Although
there are diverse algorithms proposed towards this aim, these are implemented
in different platforms. Some are available in COBRA toolbox, which is dependent
on a commercial platform (MatLab) [10].
In this work, we aim to provide a novel software platform, in open-source soft-
ware, developed in Python, Troppo - Tissue-specific RecOnstruction and Pheno-
type Prediction using Omics data, implementing a wide range of context-specific
algorithms, that can take as input a generic model and different types of omics
data to provide context-specific models and/ or phenotype predictions (flux dis-
tributions).
2 Methods
The evolution of omics technologies led to the birth of the algorithms for recon-
struction of tissue specific metabolic models since 2010, with the development
of the MBA algorithm [12]. Although these algorithms have a similar goal, they
can be divided into three different groups according to some of its characteris-
tics: the definition of a core (Model-Building Algorithm (MBA)-like algorithms),
testing Required Metabolic Functions (RMF) (Gene Inactivation Moderated by
Metabolism and Expression (GIMME)-like algorithms) and creation of thresh-
old based on the gene/protein expression (integrative Metabolic Analysis Tool
(iMAT)-like family) [7,15].
2.1 GIMME-Like Family
This family contains the original GIMME algorithm [3], GIMMEp (allowing the
incorporation of proteomics data) [4] and its extension GIM3E [17]. The basis
of this family is to perform a reconstruction by first optimizing the objective
function (RMF) through a Linear Programming (LP) formulation. A second LP
minimizing a penalty function (related to differences of the values obtained from
the flux analysis to the respective transcript ones) is also performed, adding a
constraint requiring a RMF value above a certain lower bound.
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These algorithms differ in the way the penalty function is defined. GIMME
penalizes flux values of reactions which are below a defined threshold when
compared to the associated expression values. As for the GIM3E, the penalties
are calculated for each reaction associated with expression levels (instead of a
set in GIMME), allowing all the reactions to have a penalty score. Also, since
GIM3E includes thermodynamics constraints, it is formulated as a Mixed Integer
Linear Programming (MILP) problem.
2.2 iMAT-Like Family
In this family, we find the algorithms iMAT [23], INIT [1] and tINIT [2], which
also reconstruct a model based on experimental data. The main difference regard-
ing the previous family is that they do not need a RMF to work, so they try
to match the maximum possible number of reaction states (active) to related
data expression. Their formulation is a MILP and despite they share a similar
strategy, iMAT tries to incorporate data in the constraints of the model, while
INIT and tINIT try do so on the objective function.
iMAT is based on a previously defined threshold for the expression data
which separates the reactions in high and low expression. Next, after defining
a minimum flux value for each group, it tries to match the maximum number
of reactions to each group, and specifically for the highly expressed group, so it
has to overcome the minimum flux by solving a MILP. However, due to the fact
that there are several possible flux distributions which have the same objective
function value, iMAT uses an adapted version of Flux Variability Analysis [23].
The INIT algorithm maximizes the matches between reaction states (active
or inactive) and data regarding expression of genes/proteins, returning flux val-
ues and a tissue-specific model. The method solves a MILP, where binary vari-
ables represent the presence of each reaction from the template model in the
resulting model. In the definition of the objective function, positive weights are
given to reactions with a higher evidence from the input, and negative to the
ones which have low or no expression. If there is supportive information (usu-
ally metabolomics) that corroborate the presence of a certain metabolite, the
necessary reactions may be included in the final model to produce [1].
The tINIT is an extension of the previous algorithm [2]. The improvement is
based on the possibility to define a set of metabolic tasks in agreement with the
context of the reconstruction. These may be the consumption or production of a
metabolite or activation of the reactions of a particular pathway for the tissue.
2.3 MBA-Like Family
The last family is constituted by MBA [12], mCADRE [21] and FASTCORE
[20]. Unlike the previously described algorithms, these only return the resulting
context-specific model. Their inputs are sets with predefined categorized reac-
tions as core and non-core sets. Normally, the core is defined by the reactions
which have higher evidence to be considered active (high-throughput data or
curated biochemical information). When the core is built, the methods try to
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eliminate or include the non-core reactions, while ensuring that the model is
consistent and has no blocked reactions when reconstructed.
For MBA, both cores are created according to the provided data. In an
iterative way, all the non-core reactions are removed in a random order, while
the model is tested for consistency. The iteration ends when all the reactions
have been submitted for the removal test in the final model. Since the order
by which reactions are tested for removal matters, there is the need to repeat
this algorithm several times to obtain a set of models. The final one should be a
model based on the ranking of the frequency of the reactions in the set, adding
them to the high evidence core until a coherent model is found [12].
The mCADRE algorithm is quite similar to the MBA, but only requires
the reconstruction of a single model. It is initialized by ranking the reactions
on the original model using three distinct scores: confidence, expression and
connectivity. With the help of a threshold value for the scores, a core of reactions
and the order of removal of the non-core ones is established [21].
FASTCORE algorithm uses another strategy by solving two LPs. The first
maximizes the number of reactions in the core, comparing the values of a reaction
with a constant, while the other decreases the number of reactions that are
absent in the core by minimizing the L1-norm of the flux vector. Until the core
is coherent (the whole set of core reactions is activated with the smallest number
of non-core reactions), both problems are solved alternatively and in a repeated
way. For reversible reactions, the algorithm analyses both directions [20].
CORDA is a relatively new algorithm and due to its nature for the predefini-
tion of a core of reactions, it might be classified MBA-like algorithm. One of its
main features is the fact of only needing a LP, providing a faster reconstruction
in comparison to other algorithms. As a novel approach, the developers created
the dependency assessment as a new way to identify the importance of desirable
reactions (with higher evidence) in contrast to the one with less information [18].
An overview of all the algorithm families and how to choose the better algo-
rithm for a certain situation is depicted in the Fig. 1.
3 Software
We have developed troppo, a modular framework implemented using the Python
programming language and providing routines for the reconstruction of context-
specific metabolic models (Fig. 1). troppo does not natively depend or provide
any model reading or manipulation capabilities. This is intended, since exter-
nal wrappers for cobrapy [9] and framed (https://github.com/cdanielmachado/
framed) are available, allowing the user to load and manipulate previously val-
idated models with these tools, and use them as inputs for the reconstruction
algorithms provided in troppo. Additionally, the framework is built such that
these operations are performed with short and simple commands.
Troppo depends on the cobamp library, an open-source tool implement-
ing constraint-based pathway analysis methods, as the underlying framework
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Fig. 1. Overview of the developed algorithms for context-specific model reconstruction
and their properties, including the ability to obtain a flux distribution, as well as
possible inputs such as metabolic functions (RMFs), metabolomics data or a core of
curated reactions
providing methods to connect with external model loading frameworks and for
building and solving LP/MILP problems. The latter is also dependent on opt-
lang [11], allowing a wide selection of commercial and non-commercial solvers
to be used.
The software is comprised of two main components, namely an omics data
processing layer capable of handling transcriptomics and proteomics data, and a
modular reconstruction layer implementing context-specific reconstruction meth-
ods. The general workflow implemented in this software is depicted on Fig. 2.
3.1 Omics Layer
Omics data is obtained using one of the provided readers for proteomics data
from HPA [19] and as microarray experiments from any source. Using mappings
from the HUGO Gene Nomenclature Committee [22], troppo is capable of map-
ping genes encoding enzymes with their respective reactions. This integration
relies on gene-protein-reaction rules (GPRs) usually present on GSMMs, which
can be used to modulate gene expression and adjust flux predictions accordingly.
The preprocessed and mapped data is then passed as an algorithm property in
the form of either weights for each reaction or sets of reactions, depending on
the algorithm.
3.2 Reconstruction Layer
In the reconstruction layer, two key inputs are needed for any of the implemented
algorithms. A metabolic model must be supplied (2a), which at a bare minimum,
implies a stoichiometric matrix encoding the relations between metabolites and
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reactions, as well as thermodynamic constraints for the latter (lower and upper
bounds). All algorithms also require a matching set properties, individual to
each method, where specific execution options and omics inputs pre-processed
using the omics layer described in the previous section (1) are included (2b).
After defining these inputs, the selected algorithm will be run (3) and the
expected output is a set of reactions to exclude from the generic model (4a).
Some methods are also capable of returning a flux distribution constrained by
omics data (4b), which can later be used for analysis or to manually extract the
inactive reactions from it. Finally, these reactions are excluded from the model,
alongside with their respective genes (5), completing the reconstruction process.
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Fig. 2. Overview of the generic pipeline implemented within troppo. The process starts
with a generic metabolic model - stoichiometric matrix (S), lower and upper bounds
(lb, ub) - with pre-processed omics data associated with its identifiers (1). This model
as well as specific algorithm parameters, including those obtained using omics data,
are the inputs for the reconstruction algorithms (2), whose result is ultimately a set
of inactive reactions (3, 4). This final set is then removed from the model (5)
3.3 Availability
Troppo is available in the Python programming language, preferably from ver-
sion 3.6 onwards. It is licensed under the GNU Public License (version 3.0), with
source-code available on GitHub (https://github.com/BioSystemsUM/troppo).
A LP/MILP solver is required to run the algorithms and our framework is
currently compatible with CPLEX, Gurobi and GNU Linear Programming Kit
(GLPK).
4 Results
The software featured in this work was used to reconstruct tissue-specific
metabolic models of tumors arising from glial cells (glioma). To validate the
implementations, we also used similar MATLAB routines based on the COBRA
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Toolbox to run the algorithms which were implemented in troppo package using
CPLEX as the undelying LP solver. These are then compared with solutions from
troppo. These analyses are included in the GitHub repository as Jupyter note-
books which users can download and run (https://github.com/BioSystemsUM/
troppo/tests/validation/).
5 Conclusion
In this work, a Python open-source library for context-specific model recon-
struction was presented. The software currently integrates a large and growing
variety of algorithms for integration of omics data within a generic framework
that is also modular, and thus, facilitates the development of newer algorithms.
Unlike other implementations, this one does not depend on proprietary software,
enabling easy access for the whole community.
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