ABSTRACT Aiming at Travel Salesman Problem (TSP) that ant colony algorithm is easy to fall into local optima and slow convergence, a multi-colony ant algorithm using both generative adversarial nets (GAN) and adaptive stagnation avoidance strategy (GAACO) is proposed. First, to improve the convergence speed of the algorithm, we introduce a GAN model based on the game between convergence speed and solution quality. Then, to overcome premature convergence, an adaptive stagnation avoidance strategy is proposed. The strategy consists of two parts: (1) information entropy. It is used to measure the diversity of GAACO; (2) a cooperative game model. When the value of information entropy is less than threshold value, the cooperative game model will be used to select the appropriate pheromone matrix for different colonies to improve the accuracy. Finally, to further accelerate the convergence of the algorithm, the initial pheromone matrix is preprocessed to increase the pheromone of the optimal path for each iteration in the early stage. And according to reinforcement learning method, each colony increases the pheromone of the global optimal path at the end of each iteration. Extensive experiments with numerous instances in the TSPLIB standard library show that the proposed methods significantly outperform the state-of-the-art multi-colony ant colony optimization algorithms, especially in the large-scale TSPs.
I. INTRODUCTION
In 1996, Italian scholars M.Dorigo et al. were inspired by the foraging behavior of ant colonies in nature. Based on the positive feedback effect of ants, the ant system (AS) [1] was proposed. The algorithm used random proportional rules to construct paths. After the construction of all the paths, the pheromone was updated. In 1997, M.Dorigo et al. put forward Ant Colony System (ACS) to improve AS based on Q-learning, which adopts two methods: local pheromone update and global pheromone update [2] . Based on AS, Stutzle and Hoos proposed the MAX-MIN Ant System (MMAS) [3] to control the pheromone in the path to a certain extent. There are significant improvements in preventing premature stagnation and the effectiveness of the algorithm.
The single-population ant colony optimization algorithm has the disadvantages of slow convergence and is easy to fall
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into local optima in solving large-scale combinatorial optimization problems. Many scholars have proposed a variety of ant colony optimization algorithms on the classical ant colony algorithm.
To improve the convergence speed of the algorithm, G. Dong et al. proposed a new hybrid algorithm, cooperative ant colony system and genetic algorithm (CoACSGA) [4] . In response to the economical operation of the inner-plant of a hydropower station, X. Wang et al. proposed a new multicolony ant optimization (MCAO) combining with a dynamic economic distribution (DED) technique and established a patching mechanism [5] . Aiming at working time balance to solve family health problems, J. Decerle et al. proposed an original hybrid algorithm combining memetic and ant colony optimization algorithm [6] .
To overcome premature convergence, [7] used the sub-ant colony algorithm to construct the quasi-Pareto solution to increase the diversity of the population. L. Golshanara et al. proposed a multi-colony ant algorithm for optimizing join queries in a distributed environment where relations can be replicated but not fragmented. In the proposed algorithm in [8] , four types of ants collaborate to create an execution plan. Z. Zhang et al. proposed an improved ant colony optimization algorithm (IACO) to improve algorithm performance by selecting optimal parameters and reducing redundancy rules [9] . H. Kawamura et al. developed the AS into a multiple ant colonies system (MACS) by introducing multiple colonies and colony-level interactions. Meanwhile, it implemented a 2-opt heuristic to the MACS for more powerful performance for solving TSPs [10] . Z. Cai proposed multi-direction Searching Ant Colony Optimization for Traveling Salesman Problems [11] .
To overcome premature convergence and accelerate convergence, W. Y. Jiang et al. adopted a co-evolution mechanism to study pheromone direction information and pheromone expansion process [12] . J. Zhou et al. proposed a multi-objective multi-population ant colony optimization for the continuous domain (MMACO-R) to improve its path search ability and overcome premature convergence [13] . D. Wang et al. proposed a collaborative partition approach of coarse-grained reconfigurable system design using evolutionary ant colony optimization to improve the quality and speed of ant colony optimization [14] . F. Dahan et al. presented an adaptation of the flying ant colony optimization (FACO) algorithm to solve the traveling salesman problem [15] . E. Chen et al. presented a modified multi-colony ant algorithm, based upon a pheromone arithmetic crossover and a repulsive operator. Iteration of this algorithm can avoid some stagnating states of basic ant colony optimization [16] .
At present, more and more scholars combine the ant colony algorithm with other subject knowledge to propose an ant colony optimization algorithm with better performance. R. Jovanovic et al. proposed a heuristic algorithm that is applied to the standard greedy algorithm. The basic greedy algorithm is extended to the meta-heuristic of the ant colony algorithm, and the pheromone matrix is defined to improve the performance of the algorithm [17] . Y. Li et al. proposed the IACO algorithm, which uses an innovative model to update the pheromone to get a better solution [18] . J. Martínez-Morales et al. combined with a multilayer perceptron (MLP) artificial neural network (ANN) model, using MLP-MOACO developed model to estimate the value of engine emissions of NOx in a four-stroke, spark ignition (SI) gasoline engine and observed acceptable correlation coefficient (R2) of 0.99978 [19] . Y. Wu et al. combined with high-order graph matching to establish the correspondences between two sets of features by using higher-order relationships, and proposed a high-order graph matching method based on ant colony optimization [20] . Many scholars applied the game model to the ant colony algorithm. Z. Wang et al. introduced an improved ant colony optimization algorithm to obtain Nash equilibrium by introducing dynamic random search technology [21] . Z. Ke et al. proposed a mixed strategy routing game model and proved that the routing game has Nash equilibrium [22] . Some scholars applied the learning mechanism to the ant colony algorithm. J. Tan et al. proposed a novel multi-agent reinforcement learning algorithm based on Q-Learning, ant colony algorithm, and quantum algorithm [23] . For the image problem, a generative model G and a discriminative model D are proposed by I. J. Goodfellow et al., and the two are used to make G close to the real solution [24] . According to the game relationship between the convergence speed and the quality of the solution, the proposed method applies the GAN model to the ant colony algorithm and proposes a multi-colony ant colony optimization algorithm based on the generative adversarial nets model and adaptive stagnation avoidance strategy (GAACO) algorithm.
In this paper, we focus on improving the convergence speed of the algorithm and jumping out of the local optimum. The main contributions of this paper are summarized as follows:
1. A GAN model for a multi-colony ant algorithm is proposed based on generative adversarial nets. The model is to regulate the relationship between the convergence speed and the quality of the solution. Multiple colonies share a discriminative model D. Each colony owns a generative model G. Discriminative model D is proposed according to the global optimal solution of the multi-colony ant algorithm; Generative model G is proposed according to all the solutions for each colony. The GAN model will be reconstructed at the end of each iteration. The quality of the solution for each colony is going to keep improving after each iteration. In the meanwhile, the convergence speed of the algorithm is faster too.
2. Combining game strategy and information entropy, an adaptive stagnation avoidance strategy is proposed to help the algorithm jump out of local optima. We proposed a cooperative game model based on multiple colonies and their pheromone matrix to find the best pheromone matrix for colonies. Information entropy is not only used to measure the diversity of GAACO, but also to determine the time to use the game strategy.
3. Preprocessing of the initial pheromone matrix and reinforcement learning method are used to further improve the convergence speed of the algorithm. Preprocessing of the initial pheromone matrix: In the early stage of the algorithm, three populations independently search for the path several times. Each colony has its initial pheromone matrix. The operation retains the advantage of the faster convergence speed of the classic ACO algorithms. And it provides better parameters for the improved methods in this paper. Reinforcement learning method: At the end of an iteration, enhancing the pheromone of the global optimal solution for each colony. This operation makes the ants gather in a path faster to improve the convergence speed of the algorithm. This paper is organized as follows. Section II introduces AS, ACS, MMAS algorithms and information entropy. Section III describes the proposed algorithm, including the preprocessing of the initial pheromone matrix, the application of the GAN model and the adaptive stagnation avoidance strategy. Section IV reveals the experimental results VOLUME 8, 2020 in solving the TSPs and comparison among different ACO. Finally, Section V summarizes our work and describes some of our future directions.
II. RELATED WORK
The Traveling Salesman Problem (TSP) is described as finding a closed tour of a minimum length, and each town is only visited once. At present, there are many algorithms can be applied to solve TSPs, among which the ant colony algorithm has become one of the most effective solutions due to its strong robustness. R. Moeini et al. optimized the ant colony optimization algorithm and nonlinear programming (NLP) to obtain a highly constrained mixed integer nonlinear problem (MINLP) [25] . K. Guleria et al. proposed the novel ant colony meta-heuristic based unequal clustering for the novel cluster head (CH) selection [26] . V. Rafe et al. proposed an approach based on an ant colony optimization algorithm for refuting the safety and liveness properties [27] . S. Liu et al. built a pheromone diffusion model based on a sociometry-based network, avoiding premature convergence and stagnation [28] . A. M. Mora et al. studied the coarse-grained distribution scheme of multi-objective ant colony optimization algorithm (MOACOs) and applied a coarse-grained model to multi-colony ant colony optimization algorithm [29] .
The model of the ant colony algorithm is constructed based on the traveling salesman problem. Let m be the number of ants and n be the number of cities.
A. ANT SYSTEM 1) CONSTRUCT THE SOLUTION
The selection formula for k-th ant in the AS from city i to city j:
where allowed is the current feasible city set of ants. α and β are parameters that control the relative importance of trail versus visibility. η ij is called visibility.
is the distance between city i and city j. τ ij represents the concentration of pheromone between city i and city j at t-th iteration. allowed k is the set of cities that the ants haven't walked through.
2) PHEROMONE UPDATE
After all ant build paths are completed, the pheromone on each path is updated according to Eq. (3).
where ρ is a coefficient that represents the evaporation of trail after the movement.
where τ ij is the quantity per unit of length of the trail substance (pheromone in real ants) laid on edge (i, j) by the k-th ant after its movement. It is given by:
where Q is a constant and L k is the tour length of the k-th ant.
B. ANT COLONY SYSTEM
Ant colony system (ACS) is an improved algorithm of Ant system (AS). It introduces local update rules and global update rules. It has a higher probability of obtaining the global optimal solution, and the algorithm is more stable and fast. The differences between ACS and AS are mainly reflected in three aspects. First, ACS uses a more aggressive behavioral selection rule to better exploit the search experience accumulated by ants. Second, the pheromone release action is only performed on the edge of the current optimal path. Third, the ant will remove a certain amount of pheromone on the side to increase the possibility of exploring the remaining paths when it uses the side from city i to city j for each time.
1) CONSTRUCT THE SOLUTION
The selection formula for each ant in the ACS from city i to city j:
where q is a random variable subjected to a uniform distribution between 0 and 1. q 0 (0 ≤ q 0 ≤ 1) is a parameter that is adjusted experimentally. s is equal to Eq. (1). The Eq. (6) shows that cities with high pheromone or with relatively close distances are more likely to be selected. When q ≤ q 0 , use arg max (τ ij · η β ij ); otherwise, use Eq. (1).
2) PHEROMONE UPDATE
In ACS, there are two methods to update pheromone as the global updating and the local updating. Global pheromone update: ACS allows only one ant (the currently optimal ant) to release the pheromone after each iteration, while the pheromone on other paths is gradually weakened due to volatilization. This rule increases the pheromone difference between the optimal path and the worst path to improve the search efficiency of ants. Eq. (7) and Eq. (8) are the ways of global pheromone update:
where ρ is the evaporation rate of the global pheromone update. τ bs ij is the pheromone increment. L gb is the length of the global-best tour till now.
Local pheromone update: after each iteration, the algorithm uses the Eq. (9) to update the pheromone on each edge. The effect of this rule is that each time an ant passes an edge, the pheromone on the edge is reduced to increase the probability of exploring unused edges.
where τ 0 is the initial pheromone. ε is the evaporation rate of local pheromone update.
C. MAX-MIN ANT SYSTEM
The selection formula for each ant in the MMAS from city i to city j is Eq. (1). The pheromone trail update rule is given by:
where τ best ij = 1/f (s best ) and f (s best ) is either the iteration-best solution or the global-best solution.
To avoid fast convergence and stagnation of the algorithm, the MMAS algorithm limits the pheromone to a certain range:[τ min , τ max ]. If τ ij ≤ τ min , we set τ ij = τ min ; If τ ij ≥ τ max , we set τ ij = τ max . The value of τ max and τ min are in Eq. (11) and Eq. (12) .
where T gb is global optimal path.
D. INFORMATION ENTROPY
The concept of information entropy was introduced by Shannon in 1948 [30] . It can measure the unpredictability of the state. Also, it is one of several ways to measure diversity. The entropy can explicitly be written as:
where b is the base of the logarithm used. P(x i ) is the probability mass function. The entropy of the unknown result is maximized if each probability is fair. In this algorithm, the length of each solution is recorded (only one is recorded for the same length); x i is the length of a path; N d is the number of corresponding lengths; The ratio of x i to the number of solutions is P(x i ). L is the threshold value of information entropy. When the value of information entropy is lower than L, the poor diversity of the population makes it difficult for the algorithm to find a better path. Then we believe that the algorithm falls into local optima.
III. MULTI-COLONY ANT COLONY OPTIMIZATION ALGORITHM BASED ON GENERATIVE ADVERSARIAL NETS MODEL AND ADAPTIVE STAGNATION AVOIDANCE STRATEGY
In the initial stage of the algorithm, the pheromone matrix of each colony is preprocessed to increase the pheromone concentration of the better path. Then a GAN model is introduced to further update the pheromone concentration of the better path and accelerate the convergence of the algorithm. When the information entropy of algorithm is less than threshold value L, the adaptive stagnation avoidance strategy is introduced to re-match the pheromone matrix of multicolony, which is convenient to find the optimal solution and avoid the algorithm falling into local optima to some extent. The following is a detailed analysis of the improvement of GAACO.
A. PREPROCESSING OF INITIAL PHEROMONE MATRIX
To retain the good performance of the classic ant colony algorithm in the early stage, preprocessing of initial pheromone matrix is proposed. At the same time, the convergence speed of the algorithm is improved by this operation. Initial pheromone matrix is an unprocessed pheromone matrix that records the pheromone between cities before the ants find their paths. Preprocessing of initial pheromone matrix is before the algorithm loop. Three colonies use respectively algorithms AS, ACS and MMAS to find paths N times. Three colonies produce an optimal solution each iteration. We can get N better solutions. At this time, the global optimal solution is the best solution among the N solutions. The initial pheromone matrix of the corresponding algorithm is updated by Eq. (14) to increase the pheromone of the optimal path for each iteration.
where C X is the length of optimal path for X -th colony. And X = 1, 2, . . . ω. ω is the number of colonies.
B. MULTI-COLONIES COMMUNICATION STRATEGY 1) APPLICATION OF GAN MODEL
GAN model is mainly used to generate realistic enough images in image processing. To regulate the relationship between the convergence speed and the quality of the solution in multi-colonies ant colony algorithm, the GAN model is improved and called inside GAACO algorithm loop. Figure 1 shows 
where L f is the global optimal path length. γ is the proportional coefficient of L f . Model G and model D are in a state of game. For each colony, when L i ≤ D, the pheromone is updated according to the rules for the corresponding colony; otherwise, nothing is done. After each iteration, model D is reconstructed. The value of D is going to decrease or stay the same. Most values in G will also become smaller.
The improvement allows the pheromone intensity of the paths that meets the conditions to increase continuously, which can accelerate the convergence of the algorithm and improve the quality of the solution.
2) ADAPTIVE STAGNATION AVOIDANCE STRATEGY
Each population uses a fixed algorithm throughout the algorithm process. Each population produces a pheromone matrix. To select the pheromone matrix that best matches each population, an adaptive stagnation avoidance strategy is proposed.
A complete game consists of three basic elements: player, strategy and payoff. Players are three populations, denoted by P1, P2 and P3 respectively. The three strategies correspond to the three pheromone matrices generated by the three populations, which are represented by Strategy1, Strategy2 and Strategy3 respectively. The payoff matrix is shown in Table 1 . The benefits of players are calculated by Eq. (17) .
where i = 1, 2, 3. P ij represents the optimal solution generated by Pi using Strategyj, i, j = 1, 2, 3.
Calculate information entropy according to Eq. (13) . When the value of the entropy is less than L (threshold value of information entropy), each colony uses three pheromone matrices to find the path M times. When the value of I best is minimized, the pheromone matrix used by each population is the best matching matrix. The next iteration of each colony finds the path according to this strategy.
3) REINFORCEMENT LEARNING
The purpose of reinforcement learning is to find an optimal strategy to maximize the cumulative reward value obtained by agents in operation [31] . When the global pheromone [32] increases the pheromone on the shorter path and reduces the pheromone on the worse path. The increase and decrease of pheromone concentration are relative. GAACO only increases the global pheromone of the optimal path at the end of each iteration.
C. FRAMEWORK OF PROPOSED ALGORITHM
NC records the number of algorithm loops; NC_MAX is the maximum of NC.
IV. EXPERIMENT AND SIMULATION
This experiment is simulated in the environment of MATLAB R2016a. To verify the performance of the improved algorithm, we choose the various scale TSP instances, such as Eil51, Eil76, ch150, KroB150, kroA200, KroB200, gil262, lin318 and compare with ACS, MMAS algorithms and other multi-colonies ant colony algorithms. Each algorithm is performed 20 times and the number of ants, heuristic values are adjusted in various TSP instances.
Section A shows a comparative analysis of GAACO, ACS, MMAS in some TSP instances. Experiments show that GAACO is better than the other two algorithms both in convergence speed and optimal solution. Figure 2 shows some of the optimal solutions found by GAACO and their iterative comparisons with ACS and MMAS.
Section B shows the impact of the GAN model and adaptive stagnation avoidance strategy. Experiments have shown that the model can significantly improve the convergence speed of the algorithm and the strategy has a significant effect to overcome premature convergence.
Section C shows the comparison experiments between the GAACO algorithm and other multi-colonies Ant Colony Optimization algorithms. The experimental data of the algorithm come from the corresponding papers. Comparison experiment results show that the optimal solution in this paper is better than the other multi-colonies ant algorithms in some TSP instances. 
A. EXPERIMENT ANALYSIS 1) SETTING OF INFORMATION ENTROPY THRESHOLD
L is the threshold value of information entropy. When the value of information entropy is lower than L, we choose the adaptive stagnation avoidance strategy to search for a better solution. According to the experimental results of GAACO without the adaptive stagnation avoidance strategy, the range of information entropy is 9-15 in all scale TSP instances. Normal distribution method is used to determine the optimal value of L. To avoid a lot of redundant experiments, L only chooses integers in the range. Set L to 10, 11, 12, 13, 14 to do ten experiments respectively. Determine the optimal value of L according to the order of the length of the best tour (Best), the length of the worst tour (Worst), the average length of the results (Mean), convergence iteration (Convergence). Some experimental results are shown in Table 2 .
2) COMPARISON OF THREE ALGORITHMS
To compare the performance of ACS, MMAS with GAACO, this paper selects different scale TSP instances for analysis, for instance, KroB150, KroA200, KroB200, Tsp225, gil262, lin318. This experiment was analyzed from the following aspects: the optimal solution (Opt), the worst solution (Worst), average solution (Mean), Error rate, and convergence iteration (Convergence). The parameters used in this paper are shown in Table 3 . Experimental data is shown in Table 4 . We use Eq. (19) to measure the difference between each ACO and the optimal solution of the TSP instances. And we use Standard deviation to measure the stability of the proposed algorithm. Standard deviation is expressed by Eq. (20) .
where L best is the optimal solution found by the ACO algorithm, L opt is the optimal solution for each instance.
where count is the number of times each TSP instance is tested (in this paper count = 20), l i is the current optimal VOLUME 8, 2020 solution for each experiment, L avg is the average solution of N experiments.
It can be seen from the results in Table 4 that GAACO is superior to ACS and MMAS in all scale TSP instances in all metrics. The error rate of GAACO's experimental results remains within 1%. On the one hand, GAACO can find significantly better solutions than ACS and MMAS because of the invocation of the adaptive stagnation avoidance strategy. The strategy helps each colony to obtain the most suitable pheromone matrix to find better solutions. On the other hand, GAACO can quickly find the standard optimal solution than ACS and MMAS due to the preprocessing of initial pheromone matrix and multi-colonies communication strategy.
In the small scale instances, such as Eil51, Eil76, rand100, KroA100, KroB100, bier127, GAACO has significant performance better than ACS and MMAS in terms of the optimal solution, the worst solution and average solution. For example, GAACO found the standard optimal solution in the 5th iteration of Eil51, while ACS found it in the 216th iteration and MMAS found it in the 917th iteration. In the medium-scale instances, such as ch150, KroA150, KroB150, KroA200, KroB200, GAACO found their standard optimal solutions, while only ACS found the standard optimal solution of KroB150. Classical algorithms are difficult to finding the standard optimal solution because they fall into local optima too early. In the large scale instances, such as TSP225, gil262, lin318, GAACO does not find the standard optimal solution, but the quality of the solution was better than ACS and MMAS.
Analysis of algorithm stability: it can be seen from the experimental results that the standard deviation of the GAACO algorithm is mostly smaller than that of ACS and MMAS, which indicates that the GAACO algorithm is more stable than ACS and MMAS.
In short, GAACO can effectively speed up the convergence, and jump out of the local optimum. The search ability greatly exceeds ACS and MMAS. Meanwhile, GAACO is more stable than ACS and MMAS. Figure 2 shows the convergence changes of GAACO, ACS, and MMAS on 9 TSP instances. It can be seen from the figure that the GAACO algorithm retains a faster convergence rate than ACS and MMAS at the early stage. And it makes the solution converge to the optimal solution nearby quickly. Preprocessing of initial pheromone matrix retains the advantage of fast convergence speed of classical ant colony algorithm and effectively improves the convergence speed of the algorithm at the early stage. The improved GAN model can effectively adjust the relationship between convergence speed and solution quality in the multi-colony ant algorithm. The model not only improves the solution quality but also speeds up the algorithm convergence. The adaptive stagnation avoidance strategy avoids the algorithm falling into local optimization. According to the method of reinforcement learning, the global optimal path of pheromone is added at the end of each iteration to further accelerate the convergence speed of the algorithm.
3) OPTIMAL SOLUTION
To verify the authenticity of the data, Figure 3 illustrates the tours of optimal solutions found by our algorithm in several TSP instances.
B. THEORETICAL JUSTIFICATION
Denote GAACO without the GAN model as GAACO1, and GAACO without the adaptive stagnation avoidance strategy as GAACO2. Take KroA100, KroA150, KroA200 as examples, the experimental results are shown in Table 5 . Figure 4 shows the effectiveness of the GAN model and adaptive stagnation avoidance strategy in several TSP instances.
As can be seen from Table 4 and Table 5 , the experimental results of GAACO, GAACO1 and GAACO2 are better than ACS and MMAS. This result shows that both the improved GAN model and the adaptive stagnation avoidance strategy contribute to finding the optimal solution. As can be seen from Figure 4 , in the instance of KroA100, GAACO, GAACO1, and GAACO2 had found the standard optimal solution, but GAACO converges slower than GAACO1 and GAACO2. For the larger TSP instances (such as KroA150, KroA200), GAACO is better than GAACO1 and GAACO2 in terms of the rate of convergence and the quality of the solution. As can be seen from Table 5 , in the instance of KroA100, all three algorithms had found the optimal solution, and they have similar rates of convergence performances. The performance of GAACO2 is the best and GAACO is the second. In the instances of KroA150 and KroA200, only GAACO found the optimal solution, and the average solution and the worst solution are the best. Through a comprehensive analysis of experimental data, it can be seen that the improved GAN model or the adaptive stagnation avoidance strategy has good performance in finding the optimal solution. GAACO, GAACO1, and GAACO2 have similar optimization performance in small scale instances that have similar performances. When the model and the strategy are combined, the optimization performance of the algorithm is the best, which is better reflected in medium and large scale TSP instances.
C. COMPARISON WITH OTHER MULTI-COLONY ANT COLONY OPTIMIZATION
The improved algorithm in this paper is also compared with other multi-colony Ant Colony Optimization. Table 6 shows the comparison of GAACO with other multi-colony ant colony optimization. Data reference to its corresponding literature. It can be seen from the results in Table 6 that GAACO is superior to other multi-colony Ant Colony Optimization in all scale TSP instances are all metrics, especially on large-scale city instances. For example, GAACO found the optimal solution of KroA200. However, the finding did not detect from other algorithms. As for other same kinds, the average solution is very close to the optimal solution of the TSP instances with a relatively low error rate.
V. CONCLUSION
This paper proposes a multi-colony ant algorithm using both generative adversarial nets and adaptive stagnation avoidance strategy. The preprocessing of the initial pheromone matrix retains the advantage of the faster convergence speed and better optimization performance of the classic ant colony algorithm in the early stage of the algorithm. The GAN model is reconstructed with each iteration, which effectively balances the relationship between convergence speed and quality of the solution. The quality of the solution is continuously improved, and the algorithm converges to the optimal solution at a faster speed. The adaptive stagnation avoidance strategy combines information entropy and cooperative game models to find the best pheromone matrix for colonies. The strategy helps the algorithm jump out of local optima capably. The reinforcement learning method increases the pheromone of the globally optimal path to further improve the convergence speed of the algorithm. The experimental results show that the GAACO proposed in this paper has better superiority on TSP than the traditional single-colony ant colony algorithm and some other multi-colony ant colony optimization algorithms, especially in the large-scale TSPs. In future work, we will continue to study the combination of other models and ant colony optimization, and demonstrate its performance through a large number of experiments.
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