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Understanding quantum dissipation is important from both theoretical perspective and appli-
cations. Here, we show how to describe dissipation in a scalar field theory. We treat dissipation
non-perturbatively, represent it by a bilinear term in the Lagrangian and quantize the theory. We
find that dissipation promotes a gap in momentum space and reduces the particle energy. As a result,
particle mass becomes dressed by dissipation due to self-interaction. The underlying mechanism is
similar to that governing the propagation of transverse collective modes in liquids. We discuss the
interplay between the dissipative and mass terms, the associated different regimes of field dynamics
and the emergence of ultraviolet and infrared cutoffs due to dissipation.
Theoretical description of dissipation in quantum sys-
tems is an interesting and challenging problem of funda-
mental importance related to the foundations of quan-
tum theory itself (see, e.g., [1, 2]). Quantum dissipation
has seen renewed recent interest in areas related to non-
equilibrium and irreversible physics, decoherence effects
and complex systems. Starting from early work (see, e.g.,
[3, 4]), a common approach to treat dissipation is to in-
troduce a central dissipative system of interest, its envi-
ronment modelled as, for example, a bath of harmonic
oscillators and an interaction between the system and its
environment enabling energy exchange (see, e.g., [5, 6]
for review). In this picture, dissipative effects can be dis-
cussed by solving models using approximations such as
linearity of the system and its couplings.
Here, we propose a conceptually different description
of dissipation based on recent insights of wave propa-
gation in liquids and supercritical fluids [7–9]. No dis-
sipation takes place when a plane wave propagates in a
crystal where the wave is an eigenstate. However, a plane
wave dissipates in systems with structural and dynami-
cal disorder such as liquids. An important result is the
emergence of the gap in k- or momentum space in the
transverse wave spectrum, with the accompanying de-
crease of the wave energy due to dissipation. We propose
that this is a physically relevant mechanism to introduce
and discuss dissipation in quantum field theory in a gen-
eral way because canonical quantization of fields involves
expanding field operators in terms of plane waves.
In this paper, we show how dissipation can be intro-
duced in a scalar field theory. Representing dissipation
due to field self-interaction by a bilinear term as in liq-
uids, we perform canonical quantization of scalar fields.
We find that particle energy is reduced by dissipation
which promotes the gapped momentum state (GMS).
Particle mass becomes dressed by dissipation as a result.
The underlying mechanism is similar to that governing
transverse modes in liquids. We discuss the interplay be-
tween the dissipative and mass terms, the associated dif-
ferent regimes of field dynamics as well as ultraviolet and
infrared cutoffs due to dissipation.
We start with recalling how liquid transverse modes
develop a GMS and how this effect can be represented
by a Lagrangian. We note first-principles description of
liquids is exponentially complex and is not tractable be-
cause it involves a large number of coupled non-linear
oscillators [7]. At the same time, liquids have no simplify-
ing small parameters as in gases and solids [10]. However,
progress in understanding liquid modes can be made by
using non-perturbative approach to liquids pioneered by
Maxwell and developed later by Frenkel. This programme
involves Maxwell interpolation:
ds
dt
=
P
η
+
1
G
dP
dt
(1)
where s is shear strain, η is viscosity, G is shear modulus
and P is shear stress.
(1) reflects Maxwell’s proposal [11] that shear response
in a liquid is the sum of viscous and elastic responses
given by the first and second right-hand side terms. No-
tably, the dissipative term containing viscosity is not in-
troduced as a small perturbation: both elastic and viscous
deformations are treated in (1) on equal footing.
Frenkel proposed [12] to represent the Maxwell inter-
polation (1) by introducing the operator A = 1 + τ ddt
and write Eq. (1) as dsdt =
1
ηAP . Here, τ is Maxwell re-
laxation time ηG . Frenkel’s theory has identified τ with
the average time between consecutive molecular jumps
in the liquid [12]. This has become an accepted view [13].
Frenkel’s idea was to generalize η to account for liquid’s
short-time elasticity as 1η → 1η
(
1 + τ ddt
)
and use this η
in the Navier-Stokes equation ∇2v = 1ηρdvdt , where v is
velocity, ρ is density and ddt =
∂
∂t + v∇. We have carried
this idea forward [7] and, considering small v, wrote:
c2
∂2v
∂x2
=
∂2v
∂t2
+
1
τ
∂v
∂t
(2)
where v is the velocity component perpendicular to x,
η = Gτ = ρc2τ and c is the shear wave velocity.
Eq. (2) can also be obtained by starting with the
solid-like equation for the non-decaying wave and, using
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2Maxwell interpolation (1), generalizing the shear modu-
lus to include the viscous response [9].
In contrast to the Navier-Stokes equation, (2) contains
the second time derivative and hence gives propagating
waves. We solved Eq. (2) in Ref. [7]: seeking the solution
as v = v0 exp (i(kx− ωt)) gives ω2 + ω iτ − c2k2 = 0 and
v ∝ exp
(
− t
2τ
)
exp(iωt)
ω =
√
c2k2 − 1
4τ2
(3)
τ →∞ in (3) and the absence of dissipation in (2) cor-
respond to an infinite range of propagation of the plane
shear wave as in the crystal. A finite τ implies dissipation
of the wave in a sense that it acquires a finite propaga-
tion range. Indeed, the dissipation takes place over time
approximately equal to τ according to (3). This corre-
sponds to the propagation range of the shear wave being
finite and equal to cτ (this can be inferred directly from
the Frenkel’s discussion: if τ is the time during which
shear stress can exist in a liquid, cτ is the distance over
which a shear wave propagates.) τ sets the physical time
scale during which we consider the dissipation process: if
an observation of an injected shear wave starts at t = 0,
time t ≈ τ is the end of the process because over this
time the wave amplitude and energy appreciably reduce.
An important property is the emergence of the gap in
k-space or GMS: in order for ω in (3) to be real, k > kg
should hold, where kg =
1
2cτ increases with temperature
because τ decreases. Recently [8], detailed evidence for
GMS was presented on the basis of molecular dynamics
simulations. Figure 1 illustrates these findings.
The GMS is interesting. Indeed, the two commonly
discussed types of dispersion relations are either gapless
as for photons and phonons, E = p (c = 1), or have
the energy gap for massive particles, E =
√
p2 +m2,
where the gap is along the Y-axis. On the other hand,
(3) implies that the gap is in momentum space and along
the X-axis, similar to the hypothesized tachyon particles
with imaginary mass [14].
It has been realized that in addition to liquids, GMS
emerge in a surprising variety of areas [15], including
strongly-coupled plasma, electromagnetic waves, non-
linear Sine-Gordon model, relativistic hydrodynamics
and holographic models.
An important question from field-theoretical perspec-
tive is what Lagrangian gives Eq. (2) and the associated
GMS? The challenge is to represent the viscous term
∝ 1τ in (2) in the Lagrangian. The viscous energy can
be written as the work W done to move the liquid. If
s is the strain, W ∝ Fs, where F is the viscous force
F ∝ η dsdt . Hence, the dissipative term in the Lagrangian
should contain the term sdsdt . This can be represented
by a scalar field φ, giving the term L ∝ φ∂φ∂t . However,
ωF
p
E
0
E g
p g
ωF
FIG. 1: Possible dispersion relations and dependencies of en-
ergy E on momentum p. Top curve shows the dispersion re-
lation for a massive particle. Middle curve shows gapless dis-
persion relation for a massless particle (photon) or a phonon
in solids. Bottom curve shows the dispersion relation (3) with
the gap in k-space, illustrating the results of Ref. [8]. Two
values of ωF =
1
τ
in relation to the energy gap Eg are shown.
the term φdφdt disappears from the Euler-Lagrange equa-
tion ∂L∂φ =
∂
∂t
∂L
∂ ∂φ∂t
+ ∂∂x
∂L
∂ ∂φ∂x
because ∂L∂φ =
∂
∂t
∂L
∂ ∂φ∂t
= ∂φ∂t .
Another way to see this is note that the viscous term
φdφdt ∝ ddtφ2.
To circumvent this problem, we proposed to operate
in terms of two fields φ1 and φ2 [9] and constructed
the dissipative term as a combination of φdφdt , namely
as Ld =
1
2τ
(
φ1
∂φ2
∂t − φ2 ∂φ1∂t
)
. We note that a two-
coordinate description of a localised damped harmonic
oscillator was discussed earlier [16, 17]. Increasing the
number of degrees of freedom was also involved in de-
scribing dissipation with gapless dispersion relations and
in the hydrodynamic regime only [18].
The Lagrangian becomes:
L =
∂φ1
∂t
∂φ2
∂t
− ∂φ1
∂x
∂φ2
∂x
+
1
2τ
(
φ1
∂φ2
∂t
− φ2 ∂φ1
∂t
)
−m2φ1φ2
(4)
where we added the mass term, assumed c = 1 and, for
simplicity, considered one-dimensional case.
We note that (4) without the mass term follows from
3the two-field Lagrangian
L =
1
2
((
∂ψ1
∂t
)2
−
(
∂ψ1
∂x
)2
+
(
∂ψ2
∂t
)2
−
(
∂ψ2
∂x
)2)
+
i
2τ
(
ψ2
∂ψ1
∂t
− ψ1 ∂ψ2
∂t
)
(5)
using the transformation employed in the complex field
theory: φ1 =
1√
2
(ψ1 + iψ2) and φ2 =
1√
2
(ψ1 − iψ2).
The advantage of using (4) in terms of φ1 and φ2 is
that the equations of motion for φ1 and φ2 decou-
ple as we see below. This is not an issue, however:
one can use (5) to obtain the system of coupled equa-
tions for ψ1 and ψ2 and decouple them using the same
transformation between φ and ψ, resulting in the same
equations for φ as those following from (4). Note that
the imaginary term in (5) may be related to dissipa-
tion [1, 20–22], however the Hamiltonian corresponding
to (5) does not explicitly contain an imaginary term:
H = 12
((
∂ψ1
∂t
)2
+
(
∂ψ1
∂x
)2
+
(
∂ψ2
∂t
)2
+
(
∂ψ2
∂x
)2)
, where
terms with τ cancel out and where the real parts of ψ1
and ψ2 are implied.
τ → ∞ corresponds to no particle jumps and Ld = 0,
in which case L in (4) takes the form of the complex
scalar field theory (this corresponds to the short-time
regime t  τ in the solution of (4) as shown below).
The dissipative term ∝ 1τ in (4) and (5) can be viewed as
a coupling term between two sectors describing φ1 and
φ2 (ψ1 and ψ2). As discussed below, this coupling re-
sults in the flow of energy from one field to another. The
coupling breaks time reversal symmetry of Lagrangian
t → −t, however the Lagrangian is invariant under the
combination of time reversal symmetry and internal sym-
metry φ1 → φ2 (ψ1 → ψ2). Combinations of spacetime
and internal symmetries in condensed matter systems are
discussed more generally, e.g., in Ref. [19].
We now consider the Hamiltonian of the dissipa-
tive system and its quantization. Applying the Euler-
Lagrange equation to (4) gives two decoupled equations
∂2φ1
∂x2 =
∂2φ1
∂t2 +
1
τ
∂φ1
∂t +m
2φ1 and
∂2φ2
∂x2 =
∂2φ2
∂t2 − 1τ ∂φ2∂t +
m2φ2, where the equation for φ1 is the same as (2) when
m = 0. A solution for φ1 and φ2 can be written as:
φ1 = φ0e
i(Ept−px)e−
t
τ
φ2 = φ0e
−i(Ept−px)e
t
τ
(6)
with
Ep =
√
p2 +m2 − 1
τ2
(7)
where, for simplicity, we absorbed the factor of 2 in τ .
Ep in (7) is the same as in (3) for m = 0. Importantly
and similarly to (3), Ep is reduced from Ep =
√
p2 +m2
due to the dissipative term ∝ 1τ and has a gap in mo-
mentum space as discussed below in detail.
φ1 and φ2 in (6) decrease and increase with time, re-
spectively. This stems from choosing a positive sign of
the dissipative term Ld =
1
2τ
(
φ1
∂φ2
∂t − φ2 ∂φ1∂t
)
in (4) (a
negative sign results in φ1 ∝ e tτ and φ2 ∝ e− tτ in (6)).
φ1 and φ2 in (6) can be viewed as energy exchange be-
tween waves φ1 and φ2: φ1 and φ2 appreciably decrease
and grow over time τ , respectively. This process is not
dissimilar from phonon scattering in crystals due to de-
fects or anharmonicity where a plane-wave phonon (φ1)
decays into other phonons (represented by φ2) and ac-
quires a finite lifetime τ as a result.
The momenta from (4) are (recalling that 2τ → τ):
pi1 =
∂φ2
∂t
− φ2
τ
pi2 =
∂φ1
∂t
+
φ1
τ
(8)
and the Hamiltonian density is
H = ∂φ1
∂t
∂φ2
∂t
+
∂φ1
∂x
∂φ2
∂x
+m2φ1φ2 (9)
where terms ∝ 1τ cancel out.
We now proceed to quantization. (6) are solutions of
the dissipative Lagrangian (4). Setting τ →∞ in (4) and
considering the short-time regime t  τ in (6) corre-
sponds to the absence of dissipation and to the complex
scalar field theory, which is quantized using operators
acting on particles and antiparticles [22]. Therefore, it is
convenient to quantize the full Hamiltonian
H =
∫
d3x
(
∂φ1
∂t
∂φ2
∂t
+
∂φ1
∂x
∂φ2
∂x
+m2φ1φ2
)
(10)
by using the canonical quantization of the complex field
theory and augment it with factors e±
t
τ in (6):
φ1 =
∫
d3p
(2pi)
3
2
1
(2Ep)
1
2
(
ape
−ipx + b†pe
ipx
)
e−
t
τ
φ2 =
∫
d3p
(2pi)
3
2
1
(2Ep)
1
2
(
a†pe
ipx + bpe
−ipx) e tτ (11)
In (11), operators a and b act on particles and an-
tiparticles as usual and p and x are four-vectors. The
normalizing factors follow from the mass-shell condition
as usual, albeit involving Ep in (7). In the short-time
regime t τ where dissipation can be neglected, (11) is
4the mode expansion used to quantize the complex scalar
field theory [22].
As in (3), the time scale over which we consider and
describe the dissipation process in both (6) and (11) is
τ because the phonon with the k-gap (3) dissipates after
time comparable to τ .
A persisting open problem in using quantum mechan-
ics to describe dissipation involved two dual Bateman
oscillators where commutation relations did not hold
[17]. On the other hand, the quantization based on
the mode expansion proposed here satisfies the re-
quired commutation relations for the field operators.
The commutators [φ1, φ1], [φ2, φ2], [φ2, pi1], [φ1, pi2],
[pi1, pi1] and [pi2, pi2] do not involve [ap, a
†
p] or [bp, b
†
p]
and are zero. [φ1, φ2] is zero because the exponential
factors e−
t
τ and e
t
τ in (11) cancel out, resulting in
[φ1, φ2] = 0 for the same reason as in the standard
complex field theory. The commutator [φ1(x), pi1(y)] is
[φ1(x),
∂φ2(y)
∂t − φ2(y)τ ] from (8), or [φ1(x), ∂φ2(y)∂t ] because
φ1 and φ2 commute. Considering equal times and
using (11), [φ1(x), pi1(y)] =
∫
d3p
(2pi)3
1
2Ep
[ape
−ipx +
b†pe
ipx, a†pe
ipy
(
iEp +
1
τ
)
+ bpe
−ipy (−iEp + 1τ )],
giving the commutator in the integrand as
e−ip(x−y)
(
iEp +
1
τ
)
+ eip(x−y)
(
iEp − 1τ
)
. Swapping
the sign of p in the first term and integrating gives
[φ1(x), pi1(y)] = iδ(x− y) as required because the terms
with 1τ cancel. The same cancellation mechanism gives
[φ2(x), pi2(y)] = iδ(x − y). Finally, [pi1(x), pi2(y)] =
[∂φ2(x)∂t − φ2(x)τ , ∂φ1(y)∂t + φ1(y)τ ] = [∂φ2(x)∂t , ∂φ1(y)∂t ] +
1
τ
(
[∂φ2(x)∂t , φ1(y)] + [
∂φ1(y)
∂t , φ2(x)]
)
. The first term
contains eip(x−y)
(
iEp +
1
τ
)2 − e−ip(x−y) (iEp − 1τ )2,
contributing 2iτ δ(x − y) to [pi1(x), pi2(y)]. The second
term contributes − 2iτ δ(x−y) to [pi1(x), pi2(y)], using the
earlier results for [φ1(y),
∂φ2(x)
∂t ] and [φ2(x),
∂φ1(y)
∂t ]. The
two terms cancel, giving [pi1(x), pi2(y)] = 0 as required.
Using (11) in (10) gives
H =
∫
d3p
2Ep
(
E2p + p
2 +m2 − 1
τ2
− 2iEp
τ
)
apa
†
p+(
E2p + p
2 +m2 − 1
τ2
+
2iEp
τ
)
bpb
†
p+(
−E2p + p2 +m2 −
1
τ2
)
apb−pe−2Epit+(
−E2p + p2 +m2 −
1
τ2
)
a†−pb
†
pe
2Epit
(12)
Using (7), (12) simplifies, after normal ordering, to
H =
∫
d3pEp
(
a†pap + b
†
pbp
)− iωF ∫ d3p(a†pap− b†pbp)
(13)
with the energy spectrum (7)
Ep =
√
p2 +m2 − ω2F (14)
where ωF =
1
τ is the Frenkel hopping frequency.
Eqs. (13)-(14) represent a canonically quantized the-
ory with dissipation. The first term in (13) describes the
excitations of particles and antiparticles as in the com-
plex scalar field theory, albeit with energies reduced by
the dissipation according to (14) due to the presence of
the field hopping process with frequency ωF (see below
for a more detailed discussion). If the number of par-
ticles Np =
∫
d3pa†pap and the number of antiparticles
Na =
∫
d3pb†pbp are equal, the second term in (13) is zero.
In this case, (13) is real, corresponding to the stationary
state of the system. Na 6= Np in (13) corresponds to non-
zero imaginary term, which is related to particle decay
and dissipation [20–22]. We will discuss the relationship
between the dissipation and the anharmonic interaction
potential below.
We note that similarly to (6), there is a choice of assign-
ing factors e−
t
τ and e
t
τ to φ1 and φ2 in (11). If φ1 ∝ e tτ
and φ2 ∝ e− tτ , the imaginary term in (13) changes sign.
Time-dependent properties of this model will be dis-
cussed elsewhere. Here, we note that the dissipation is
not related to a change of the total energy of the system
(a conserved property); rather, it is related to the dissipa-
tion of harmonic excitations in the strongly-anharmonic
potential as is the case of dissipation of plane waves in
structurally and dynamically disordered liquids where
a plane wave acquires a finite lifetime and propagation
range as discussed earlier.
We pause for the moment and comment on the canoni-
cal quantization performed in (11)-(14). Canonical quan-
tization is believed to be possible only for Lagrangians
quadratic in fields and its derivatives, with the result
that the system is the sum of non-interacting single par-
ticles in momentum states. In contrast, interacting theo-
ries involving higher powers of fields can not be diagonal-
ized, and for this reason their canonical quantization is
believed to be impossible [22]. Our proposed procedure
(11)-(14) diagonalizes the Hamiltonian of the strongly
interacting field but, notably, this interaction is repre-
sented by the bilinear form Ld =
1
τ
(
φ1
∂φ2
∂t − φ2 ∂φ1∂t
)
in
(4) rather by the higher-order terms. The idea behind
introducing parameter τ in Ld is the same as in liquids.
Although not derived from first-principles, the introduc-
tion of τ in liquid theory achieves two important results:
(a) it simplifies an exponentially complex problem of cou-
pled non-linear oscillators describing the motion of liq-
uid particles in the anharmonic multi-well potential and
thus provides a way to treat strongly-anharmonic inter-
actions non-perturbatively [7]; and (b) it quantifies an
important and independently measurable liquid property
(liquid relaxation time) directly linked to viscosity. This,
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FIG. 2: Schematic illustration of an interaction potential.
in turn, enables developing a theory of liquid thermody-
namics and provide relationships between different liquid
properties [7]. Similarly, introducing the dissipative term
Ld in (4) represents a way to treat strongly anharmonic
self-interaction of the field non-perturbatively. Indeed, if
the field self-interaction has a multi-well form in Fig. 2,
the field, in addition to oscillating in a single well, can
move from one minimum to another (by either thermal
activation or tunneling as discussed in, e.g., Ref. [23]).
This motion is completely analogous to diffusive particle
jumps in the liquid responsible for the viscous term ∝ 1τ
in (2) and the dissipative term ∝ 1τ in (4). Therefore, Ld
describes the hopping motion of the field between differ-
ent wells with frequency 1τ . Note that this effect implies
strong self-interaction of the field and can not be treated
by usual perturbation methods in quantum field theory.
The important point from the above discussion is that
the GMS and τ are related to the multi-well potential
in Fig. 2. We note that Figure 2 is a general construc-
tion giving rise to three regimes of particle dynamics and
three states of matter: solids, liquids and gases. Parti-
cles oscillate in a single minimum in solids, oscillate and
diffusively move between different minima in liquids and
ballistically move above the potential barrier in gases. We
propose that similar regimes of field dynamics may ex-
ist in quantum field theory. In condensed matter physics,
the potential barrier U is set by the interatomic potential
[12]. For self-interacting fields, we similarly assume that
field self-interaction gives the landscape characterized by
a single U .
We now return to our main results (13)-(14) and
other properties of our model. (14) can be viewed as
the appearance of a dressed mass md due to field self-
interaction:
md =
√
m2 − ω2F (15)
where the difference between md and m can be large, as
expected from our non-perturbative approach.
This interpretation holds as long as ωF < m. When
ωF = m, the dissipation term annihilates the mass in
the dispersion relation (14) which becomes photon-like
and gapless. When ωF > m, the gap in momentum space
opens up, as in (3) (see Fig. 1), and increases with ωF:
pg =
√
ω2F −m2 (16)
We now discuss an interplay between real and imagi-
nary terms in (13). These correspond to the energy and
decay (half-width) of particles [20, 21]. The important ef-
fect concerns the crossover between propagating and non-
propagating modes (PNM). The PNM crossover can be
approximately defined as the equality between the mode
period and decay time. In terms of energy, this corre-
sponds to equality of Ep and ωF in (13) (for simplicity,
we assume that the energy of anti-particles is small com-
pared to that of particles). Three regimes of the dissipa-
tive field dynamics follow.
In the first regime, all modes in (11) remain propagat-
ing despite dissipation. Indeed, the energy gap in (14),
Eg = Ep(p = 0) =
√
m2 − ω2F, is larger than ωF if
ωF <
m√
2
. Under this condition, Ep > ωF for any p, as
illustrated in Figure 1.
In the second regime, ωF increases so that ωF >
m√
2
but
remains small enough so that ωF < m and the energy gap
still exists as discussed above, i.e. ωF < m < ωF
√
2. In
this case, the energy gap is smaller than ωF: Eg < ωF, and
the PNM crossover takes place for all modes with Ep <
ωF (see Fig. 1). Accordingly, all modes with momenta
with 0 < p <
√
2ω2F −m2 become non-propagating and
do not contribute to the system energy.
In the third regime ωF > m, the gap in momentum
space opens up, and propagating modes start with p > pg
(see (16)). In this case, the PNM crossover implies that all
modes with momenta in the range pg < p <
√
2ω2F −m2
become non-propagating (see Fig. 1). Together with the
p > pg, this implies that the range of non-propagating
modes is 0 < p <
√
2ω2F −m2 as in the second regime.
In the second and third regimes, the infra-red diver-
gences are removed from evaluating integrals over p be-
cause an integration starts from a finite value.
Importantly, our model has an ultraviolet cutoff. In ad-
dition to Ep and ωF, there is a third energy scale in our
model: the height of the potential energy barrier U in Fig.
2. The formalism of creation and annihilation operators
assumes the quadratic form of the potential which pro-
vides the restoring force for the oscillator. For the poten-
tial in Fig. 2, this applies as long as the energy is smaller
than U . For the energy above U , the potential provides
no restoring force, and the formalism no longer applies.
Therefore, the upper integration limit in all quantities of
interest is approximately U , removing ultraviolet diver-
gences in calculations. This results from the form of the
6potential in Fig. 2 only (and not from other ingredients
of the theory such as, e.g., quantization). Notably, the
GMS and the ultraviolet cutoff are related: the gap in
momentum space emerges due to a finite τ (ωF) in (7),
(14) or (16) which, in turn, arises from the potential in
Fig. 2 with a finite U .
In summary, we represented dissipation due to field
self-interaction by a bilinear term as in liquids and de-
rived a quantized theory with dissipation. We found that
particle energies are reduced by the dissipation which
promotes the gap in momentum space and that particle
mass becomes dressed by dissipation. We discussed
the interplay between the dissipative and mass terms,
different regimes of field dynamics as well as ultraviolet
and infrared cutoffs emerging.
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