We examine the finite sample properties of the maximum likelihood estimator for the binary logit model with random covariates. Analytic expressions for the first-order bias and second-order mean squared error function for the maximum likelihood estimator in this model are derived, and we undertake some numerical evaluations to analyze and illustrate these analytic results for the single covariate case. For various data distributions, the bias of the estimator is signed the same as the covariate's coefficient, and both the absolute bias and the mean squared errors increase symmetrically with the absolute value of that parameter. The behaviour of a bias-adjusted maximum likelihood estimator, constructed by subtracting the (maximum likelihood) estimator of the firstorder bias from the original estimator, is examined in a Monte Carlo experiment. This biascorrection is effective in all of the cases considered, and is recommended when the logit model is estimated by maximum likelihood with small samples.
FINITE-SAMPLE PROPERTIESS OF THE MAXIMUM LIKELIHOOD ESTIMATOR FOR THE BINARY LOGIT MODEL WITH RANDOM COVARIATES

Introduction
Qualitative response (QR) models are very widely used in various fields, including bioassay, medicine, transportation research, economics, and other social sciences. These models have the characteristic that the dependent variable is qualitative, rather than quantitative. To make the model estimable, these qualitative attributes are "coded" numerically. The binary choice model, with the dependent variable coded as zero or unity (without loss of generality), is the most widely used of the QR models. In this case, it is well known that conventional (linear) regression methods are inappropriate: the predicted probabilities can be negative, or exceed unity; the error must be heteroskedastic; and the error term clearly cannot follow a normal distribution. These problems can be overcome by making the probability of occurrence for one of the attributes a non-linear, rather than a linear, function of the covariates. In particular, if this function is taken to be a cumulative distribution function, it will be monotonically non-decreasing, and bounded between zero and unity. Choosing the standard normal distribution for this function gives rise to the probit model, while the logistic distribution results in the logit (or "logistic regression") model. Of course, other choices are possible, but the logit and probit models are the two that are encountered most frequently in practice, and they generally yield similar (scaled) estimates. The appeal of the logit specification is that the logistic distribution function can be expressed in closed form, and this has certain computational advantages when the model is extended to the multinomial case involving more than two characteristics. In this paper we focus on the logit, rather than probit, model.
The maximum likelihood estimator (MLE) is the usual choice for QR models. For both the logit and probit models the likelihood function is strictly concave, so it has a unique maximum, but the likelihood equations are non-linear in the parameters, and must be solved numerically. If the covariates are non-random, the likelihood functions for QR models satisfy the usual regularity conditions and so the maximum likelihood estimators (MLEs) are weakly consistent and best asymptotically normal, and the strong consistency of the MLE for the logit model has been established by Gourieroux and Montfort (1981) . Taylor (1953) showed that the MLE estimator and the minimum chi square estimator (MCSE) proposed by Berkson (1944) , and defended vigorously by that author, have the same asymptotic normal distribution for this model. Other estimators that have been suggested for the logit model include the "minimum φ -divergence" estimator (Pardo et al. 2005 , Menéndez et al. 2009 , which is a generalization of MLE and is also consistent and asymptotically normal. Turning to the case of random covariates, Fahrmeir and Kaufmann (1986) investigated the asymptotic properties of various discrete and qualitative response models (including the logit model), and provided conditions on the behaviour of the covariates under which the MLE has its usual asymptotic properties. Wilde (2008) discussed the inconsistency of the generalized method of moments estimator for QR models with endogenous (random) regressors, and suggested a suitable modification in the case of the probit, but not logit, model.
A number of results relating to the finite-sample properties of the MLE (and some other estimators) for the logit model have also been established. However, all of these relate to the case of non-stochastic covariates, and it is this last assumption that we relax in this paper. Using the approach of Cox and Snell (1968) , Cordeiro and McCullagh (1991) Ghosh and Sinha (1981) provided necessary and sufficient conditions for improving the MSE of the MLE, and applied these to Berkson's models and data. They also showed the relative MSE ranking of the MLE and the MCSE is model-specific. Davis (1984) found some examples in which the MLE has smaller MSE than the MCSE estimator, and Hughes and Savin (1994) provided further results indicating that the choice between these two estimators is not straightforward.
Another somewhat related study is that of MacKinnon and Smith (1998) . Those authors discussed methods for reducing the bias of consistent estimators that are biased in finite samples, and applied these methods to the MLE for the linear AR(1) model and the standard logit model based on simple random sampling with fixed regressors. Finally, Li (2005) used a Monte Carlo experiment to examine some of the small sample properties of the MLE for three different models -the probit model, the logit model and the binary choice model where the underlying distribution is the extreme value distribution. She also considered the case where the underlying distributional process is mis-specified, and found that this increases the MSE for each of the estimators.
The assumption that the covariates in the logit model are non-random (or "fixed in repeated samples") is obviously unsatisfactory in many situations. One example is when survey data are used, as is very common with applications in economics and the other social sciences. So, in this paper, we use results due to Rilstone et al. (RSU) (1996) , as corrected by Rilstone and Ullah (2005) , to derive analytic expressions for the bias and MSE functions for the MLE in the logit model based on simple random sampling with stochastic covariates. Based on the analytic bias expression we can derive a bias-corrected MLE and the standard error associated with this biascorrected estimator. We also provide some numerical evaluations based on these analytic results.
The approach that we adopt was also used by Rilstone and Ullah (2002) in the context of Heckman's sample selection estimator, and could also be used to extend our results to other QR models.
The next section introduces the logit model. In section 3 we summarize the required results of RSU (1996) and use them to derive analytic expressions for the bias and mean square error of the MLE in the binary logit model. Some numerical evaluations and Monte Carlo results follow in section 4; and the final section provides our conclusions.
The Logit Model and the Maximum Likelihood Estimator
A binary choice model is structured as follows:
where * i y is the latent dependent variable to incorporate the effects of covariates; and the row vector, i X ′ , represents the i th observation on all of the covariates. As is well known, provided that an intercept is included among the covariates, the threshold value, a , may be assigned to zero without affecting the results. We make this assignment in what follows.
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The basic model can be structured as:
The form of the cumulative distribution function, ) ( β i X F ′ , will determine which particular model is used. As noted above, we focus on the logit model, so:
is the c.d.f. for the logistic distribution.
The MLE for the parameter vector in (2) can be derived as the solution of the following loglikelihood equations:
The MLE cannot be written as a closed-form expression, and this is what substantially complicates the task of evaluating the characteristics of its (finite-sample) sampling distribution, whether the covariates are random or not.
Analytic Results
Before deriving the analytic results for the bias and MSE of the MLE in the binary logit model, we first introduce the results of RSU (1996) . The class of estimators considered by RSU includes those which can only be expressed implicitly as a function of the data. Suppose we have a regression model of the form
The regressor vector i X can include any endogenous or exogenous variables. Let ) , ( 
Assumption 2
For some neighborhood of 0
As the log-likelihood function of the binary logit model is strictly concave, these three assumptions are satisfied. In the notation that follows, for simplicity we will suppress the argument for any function where this can be done without confusion. So, ) ( 0 θ i g will be written as i g . Then, RSU derived the following lemmas, corrected here according to the corrigendum in Rilstone and Ullah (2005) .
Lemma 1 (Proposition 3.2, RSU, 1996; Ullah 2004: 32) Let assumptions 1-3 hold for some 2 ≥ s . Then the bias of θˆ to
where 
To apply the above lemmas to derive the bias and MSE for MLE in the binary logit model, we assume that both the dependent and independent variables are random and i.i.d.. Comparing (4) and (6), we can see that for the logit model we should set
We know that E(g i │X i ) = 0, so by the law of iterated expectations, E(g i ) = 0. We then have the following results: 
Then we can derive the following theorems and corollaries.
Theorem 1
If assumptions 1-3 hold for some 2 ≥ s , then the bias of the MLE in the logit model, to 
where
Now we consider the logit model with only one regressor, which implies that the coefficient of the intercept term in the latent regression model equals the true threshold a in (1). For this simple model, we have the following corollaries. 
where ) (
The proofs of the Theorems and Corollaries are given in the Appendix.
Based on these results, we can obtain two bias-adjusted estimators, BC βˆ and BC β , defined as follows:
) ( 
s.e.(β ) 
Numerical Evaluations
Given their complexity, it is difficult to interpret the above analytical results. Here we provide some numerical evaluations and Monte Carlo simulation results obtained using code for the R (2008) β is chosen for each case to control the signal-tonoise ratios to sensible levels. Sample sizes of n = 25, 50 and 100 are considered.
The numerical evaluations of βˆ are summarized in Tables 1 to 3 where, to conserve space, the results for n = 100 are omitted, but they corroborate the tabulated results. We note the following. Finally, in each part of Table 4 we see that the (average values) of both the true standard deviation and the standard error of βˆ decrease monotonically as n increases, for a given value of 0 β . The first of these results reflects the mean-square consistency of the estimator noted above.
In all but one of the cases considered, s.e.( βˆ) is an upward-biased estimator of s.d.( βˆ) -the exception is for the chi-square distributed covariate when 0 β = 0.1. For the situations tabulated, the largest bias for this standard error is 11.1%, which occurs for the Student-t distributed covariate when n = 25 and 0 β = -0.7. This (maximum) bias reduces to 5% when n = 100. In each part of Table 4 , s.e.( βˆ) converges to s.d.( βˆ) as n increases, as expected.
Concluding remarks
In this paper we apply results from Rilstone et al. (1996) and Rilstone and Ullah (2005) to derive analytic expressions for the first two moments of the maximum likelihood estimator for the binary logit regression model with random covariates. Our analysis extends the limited literature on this topic, notably by allowing for random covariates. The analytic expressions that we derive are complex, but some simple numerical evaluations provide some clear messages. The bias and mean squared error of this estimator for the logit model are determined by both the value of the true parameter and the data generating process of the regressor. For the one-regressor case, the bias takes the sign of the coefficient of the regressor. The absolute bias and the mean squared error increase with the absolute true value of this coefficient, and (of course) decrease as the sample size increases.
We also find that a feasible bias-corrected estimator, constructed by subtracting the estimated bias from the maximum likelihood estimator, substantially reduces the bias in all of the situations 13 examined in a limited Monte Carlo experiment. We recommend the use of this bias correction when the logit model is estimated from samples of 100 observations or less. The Monte Carlo experiment also indicates that the standard error associated with the maximum likelihood estimator is quite a reliable estimator of the true standard deviation of that estimator. Although the standard error is generally upward-biased for the cases considered, it converges rapidly to the true standard deviation as the sample size increases.
The techniques that are used in this paper can be applied readily to determine analytic expressions for the first two moments of other maximum likelihood estimators that are defined only implicitly because the likelihood equations cannot be solved analytically. For example, work in progress deals with such estimators for models for count data. 
