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INTRODUÇÃO 
métodos para obter uma sequência de pivôs, do modo cp.1c· f (y·,s~-· 
COI'\SQguid.a uma boa G>st.rut.ura para uma ma'lr-iz Gsp.-..rsa. Es.La o~;;.tr-ut,Jr;, 
seria uma est.r-uLuJ·a t..riangular- inf'erior ou bloco t-riangular inf'nrir>r. 
Considerando um si s:-Lema de equaçÕes 1 i near es, uma dest-as: O!~ tr- 'JL•.Jr a•·, 
simplif'icaria sua rg.soluçà"o, pois havor-ia dimil"luiç~o nas necus.s;_id;;:..d<;>h 
arit..m9t..icas 
el i nU nação Gauss i ana. 
CP9 e ? 4 ) e um algorit-mo de dois est.ágios Ct.ransvar·sal máxima+Ta.r·j;;,y,). 
Estes métodos são ulilizados para ordenar linhas e colunas de maLri?e~·; 
não-sim&t.ricas, a :fim dQ prosorvar a espaPsidade das rrt4-Lr-izos;. rH• 
f'at.or .aç.ão LU. O mét.odo da Markowi t.z di fere bast.ant-e dos düm;<i ~-
mencionados. Pode~se- dizer que a escolha de pivô á realizada dç_• for-rn;:, 
dinâmica, a cada e&~tâgic dQ. olim.in9.ção Gaussi.ana. Nos: oulro;;.. m('i..Lodr.>s, 
e escolhida uma sequência de pivôs. à priori. 
Em seguida, f' oram analisados 
at..ualização da inversa de uma base. Considerando que 
dacompost..a em f'alores t..riangu1ar·es, o~ m~·Lodos mais conhecidos par;;. <A 
at..ualização destes f'at.ores são os mét-odos de Bart.els e Golub e o de 
O rnét..odo de Ba.rtels e Gc:.lub $ o Único osqu'"'mA 
eslável para a-t.ualização de f'at..ores t..riangularas, 0mbor-a apres.snd ... o 
diliculades na implemant..ação comput..acional para problemas do gr-andH 
por-Le. 
O mé'lodo de Porres'L e Tomlin é a'Lrativo dos pont.os. de:. vJ~d.a 
inst.ável. 
Exlst.em implementaçÕes estáveis baseadas no método de liar·Lels 
loram es'ludadas. 
O prÓximo passo :foi analisar os i i.ens acima em pacotes 
compu'lacionais: MINOS Q MPSX. 
No pacot.e MPSX/370, a eslrat.égia de escolha de p:\ vr;,s & 
semelhan'le à de Markowilz. porém não tão eiicient.e. A at.uali7.ação dos 
:fat.ores 'Lrianguluares da base 9 Ieit.a a'lravés do m&'lodo de Forrêst e 
Tom.lin. 
Com relação ao pacot.e MINOS, :foram ers"ludadas duas versoes. A 
an'liga .. MI NOS/ AUGMENT8D. doi P-
a 1 gur llwu~ para *?n<:ont.r ar uma s-equGJlt.:j. u do? pi vós~ C-tr-ansvQr·sal n.:.xi ma ->-
TA r j;~,n). de modo quE" a esd .. rut.urA :final da bas<? ~ bloco t.r i ar,qul ar 
realizada at.ravés do esquema propost.o pos Saunders. Já o pacot.€1 
MINOS 5. O, t-em cer-t.as rolinas dê satl an'lecessor subst.it.uidas_ A 
escolha de pivôs e atualização da fatoração LU da bas& é fo1t~a por-
rnei o do mét.odo desc:r i t.o e i mpl ament.ado por- Rai d C baseado no m~t.odo de 
Bartels a Golub). 
Houve um especial int-er-esse no caso do esl:..udo da est,rut.•-Jr-a 
bloco t-riangular inrerior-. AlÓm dela ser in~erassant.e na resolução de 
sis-t.emas- de equaçÕes • C que podem ser resolvi dos como uma sequênc.i a df.:r 
os: m&-Lodos para ob-Lâ-la o&ram usados no pacot.a MTNOS/AUGMENTED. 
Assim. os dois estágios para obtenção de tal esf.-r·11Lnra C 
a.lgori t.mos dQ: 'lr·ans;:vo:u·sal máxima 
f' oi 
uma adaptação da i mpl G<mént..ação cornput.aci onal do mát.odo G< f'<.>all za.dos 
t,.,.s:;.t.,..,_s;;: com divut·~us t..ipos do mat.ri:zGs C n&o-simát..t"icas, os::pa>'-'•;:.e;;. 
geradas aleatoriament-e). Os result.ados obt.idos com relação a estr·utura 
!'oram considet-ados salisfat.órios. PÔde-se constatar que o método e 
e~remament.e eficiente. 
CAPITULO I : ME:TODOS NUME:RICOS PARA RESOLUÇJiíO DE SISTEMAS DE 
EQUAÇOES LINEARES 
1 - INTRODUÇÂO 
A X = b (1) 
onda A e !R"""' é uma ma-t..r i z n~o-si ngul ar, .enx:f. X E ~ e b e !Rnx:t, 
A eliminação Gaussiana. o algorit-mo de Crout. o algorilmo do 
~ ~ ' Doolit.t.le e a fat.oraçao LU sao met.odos dirat.os para r~&solver- Ci). 
Todos são algebricamente squivalent.es. com pequ0nas diferenças na 
sequ~ncia dos cálculos. 
resoluç~o de (1) é a obt.enyào de sis-temas triangulares de equaçÕes quo 
são "mais f'ácc:Jis" de resolver. 
Eles podem t.er a forma: 
U X = C (2) 
onde U é uma mat.riz triangular superior. ou 
L y = b (3) 
obt.er sistemas do t.ipo (2) ou (3), que podem ser resolvidos 
r api damant..e. 
1 
2- ELIMINAÇÃO GAUSSIANA 
lina.a.re51 o para invert..er ma.t..ri:zGSil é davido a Gauss, 
consis~e em reduzir um sist.ema de n equaçÕes a n variáveis : 
.. "' + a X2 + . . . . + .. Xn = b• " .. '" 
a "' + a X2 + . . . . . • + " Xn = b• .. 22 2n (1) • • • 
.. X< + .. X2 + . . . . . .+ " " = bn "' n2 nn n 
a um sist.ema da (n-1) equaçÕes e Cn-1) var iávo::fis.. Uliliza·~se a 
"primtõtira equação" C so a ;».! 0) 
" 
para olim.inQr QG Cn-1) 
variáveis das Cn-1) equaçÕes rest.ant..es. Em seguida. a "segunda 11ova 
equação" para eliminar as Cn-Z) segundas variáveis das Cn-2) e-quaçÕ.;;,.s 
variável. Procedendo dest-a f"orma.. o sistema (1) Ú reduzido a um 
sist..ema t..riangular superior. 
valor na equação precedent..e. det..erminando o valor de out.ra variável. 
.Dr&st.e modo. os valores de t..odas variáveis vão sendo obt.idos 
Cback-substit..ut..ion). 
Port.ant.o. a eliminação Gaussiana consist.e na redução de um 
si st.ema de equações a um si st.ema t.r i angular superior • sa~gui do de 
NOTAÇ}l.O 
C i ~ A - IR"'" . É i ' -ons 9rq conven en~e usar a no~açao: 
. 1 ~ A<:n= A ... •c;;,• .• ~n , com .. 
qu& 
C n) 
Ao f'inal do processo. A á t..riangular supar·ior. 
EXEMPLO 
Consideremos 
a .. .. >ti b 
" .. •• < 
a a a X2 = b •• •• •• • 
a a a X9 b .. •• •• • 
A X = b (i) 
Com e bU.)= b. o sist.ema (1) pode ser esc: ri Lo como: 
A1:Ux = bU.) 
Est..e é o primeiro esl.ágio da eliminação Gaussiana. Supõe-se 
a " O u 
( esse elemento é chamado de pivô ). 
Mult.iplicando a primeira equação por a /a e subt..raindo da 
2:1. :U. 
segunda equação: 
"' (<) "' b(U a " a "' " .. .. ' 
o 
,., ... buu .... " ,.  = •• 2 
"' 
.., 
"' b(U .. .. .. "' .. •• •• • 
onde 
••• "' ( a< s) / a<:t>) * 
... a = a - a •• •• .. " <2 
<2> '" ( a< s > / a(.t.>) .. ... a = a - a •• •• •• .. •• 
b ( Ja> = b ( • ) - ( a< ll) / a<'>) .. b(U • • •• .. • 
Mult.iplicando a primeira equação por a /a 
9:l :U 
e subt..r a.i ndo d;, 
da Lerceira equação : 
"' "' "' bU> a a a "' u .. .. • 
o <2> 
.., b <2> c "' 
, .. .. ~ = 22 29 2 
o <2> a <:on b(2) .. "" •• •• • 
O sist..ema (2). que correspondo ao seguodo est..ágio da 
eliminação Gaussiana. podo ser oscrit..o como : 
b(2) 
No supondo 




o do modo 
"' a 'u "' bU) "u .. "' •• •• • 
o <2) <Z> b(,:õ>.) a a xa = •• •• • 
o o , .. b(8) a "" •• • 
A(9) 
X = b(9) 
URando r.;,t.ro-subs;:t.it.uição. obt.óm-so a Qolução do miSiit.'-•ma de 
equações original. 
t-a mos 
ondo "' .... >J 
Consaidllil!r-ando 
<kti) <k> 








(Rnxn Para ~ asd .. á.gi O!õi • k = 1.a ....• n • 
{k} / (k) <k> 
atk akk ) . akj i.,j > k 
lk) lk> 
alk /akk ) b()i;) ' > k > k 
Deve ser observado que não há necessidade de ser escolhida a 
k-Étsimo estágio da eliminação Gaussia.na. Pode haver necessidade da 
mudança de linhas, <k> " . kk O nest.e est.ági o. 
inconvoniont.e podo sor solucionado at.ravós da t.roca dllil!st.a equação, por 
out.r a qual quer • t.al 
<k> 
que ai.k ~ O, 
6 
E .. -~ ~i s .... e nao e o un co caso em que- devo haver Lroca el"lt..r·oeo l.i n~1Slllill. 
A escolha de pivôs. cujos valor-es .absolut.os sejam muit.o pequenos em 
relação aos out.ros element.os da mat..riz. pode ocasionar problo-mas d1<t 
ins~abilidade numQrica no processo de eliminação Gaussial"la. Est.e caso 
será vist..o post.eriorment.e. 
DEFINIÇOES 
C 1 ) - OPERAÇOES ELEMENTARES 
Na resolução de um sist.ema de equações. podem ser ut..ilizadas 
as seguint.es operações element.ares sobre as linhas de uma mat.riz. 
( 1.a) permut.ação das i-ésima e j-ésima linhas. 
Considere mos uma ma t.r i z A per-mut.ação ent.re as 
linhas i e j da mat.ri:z A. pode ser obtida at.ravés da mult.iplicação 




L coluna j 
o '1 
1 linha i 
linha j 
C 1. b ) mul t.i pl i cação do uma 1 i nh.c:.. por um osacal ar não-nulo 
CEIR (OUC ). 
6 
A nHillt..r-i 2: Ó do t.i po , 
Q [ c ] 
1 
" 1 
( 1.c) subsLi~uição da i-ésima linha por : 
( i-ésima linha +C M ( j-ésima linha) )o C Em ( OU~). 
Q 
C 2 ) - MATRIZ TRIANGULAR I NFERI OR ELEMENTAR 
Consideremos M E ~nxn Uma mat.r i :z triangular i nfer' i or 
elementar de ordem U e índice K (38] • é uma matriz da ~orma 
onde 
M = r T 
m "• 
• k=t,2 •••• ,n 
e · indica o vet.or coluna canônico de !Rn • com o valor t na •• 
posição k. 
m = C o. o ..... o. " ..... 11 ) ,.. ,..k+li ,.. 1"1 
I mat.r i z i dent.i dade de [Rmm 
' ] 
7 





C 3 ) - MATRIZES Qg TRANSFORMACI:lES ELEMENTARES 
Dada A E [J<{'xn. Uma mat-riz de t..ransf'orrnação element..ar Ek, é 
1 "" 
" Ek = 
r)kk 
" Y)nk 1 
Em part..icular, est.amos int.eressados nas mat.rizes elementa;es. 
{ .. 
Ao mult-iplicarmos Ek A. t,gmos 
Ek A = [ a,!; • • . . al<-" • ok a.k+4 ' . • • ar. • l 
ek = C 0,0 •...• 0,1,0, ... O ) 
' . -k-esima posiçao 
a/, j = 1 •.•. ,n , j ;ti k : colunas da A, modi f' i cadas. 
" 
3- FATORAÇli.O LU 
Consideramos A E IR":H" t.endo t.odos os menores prinr;ipa.is 
não-nulos [19] • ou seja 
det I a" I " o. det a<Z azz ] " o . ••. ~ det.. A 7 O. 
A fat.oração da mat.ri2 A como o produt.o L u. onde 
L mat.riz t.riangular in~erior 
U mat.riz t.riangular superior 
O sist.ema A x = b pode ser escrit.o como : 
L U X = b 
podendo ser representado por dois sistemas triangulares: 
L y = b 
U X = y 
que são resolvidos ~acilment.e . 
{ 
• ~~Hl 'k> ( ()C)/ <k> ) • <k> • a .. ai.k .. ,, "kJ i,j > k ,, " 
b~kH> b~k) ( <k>/ <k> ) • b de> i.> k • '\.k "kk ' • k 
Supondo temos todos "' o, que a " " 
r = 1,2., •• ·"• e definindo 
mtk para ' > k ' 
a de>/ <k> mi.k = "•• "' 
t.emos para k = :l.2, .• ,n-1 
ou 
{ 
Ü:+.U <k> <k> -1.-,J ,. .... .. .. M\.k "•J • <J " (1) 
b~lcd> = b~k) - lmk b <k) i. > k 
< < k 





A relação C1) pode ser escri~a como 
A
(k+i) de> = Mk A 
(~">) U.) 
U =A = Mn·-.t.Mn-2 ..... M2.M.i.A 
U = Mn-t. Mn-2 .•... Mz. M:t. A 





c a ) 
(3) 
-1 -i a•e' u:t Mul t..i pl i c ando ( 2 ) por Mn-i, Mn-2, ... , "' ma 
-:l -:t -t 
A= Ms .M2: ...•• Mr>-.t.U C 4) 
10 
O produ~o da& ma~rize& do ~ipo da (3) é 











" mna 1 
= L 
Por~an~o. (4) pode ser escri~o como a fa~oração ~riangular: 
A = L U 
EXEMPLO 
[ 
1 4 7 
] A = 2 1 -1 = A<U 
3 -3 2 
Cálculo de MJ. 
[ 
1 o o ] M< = -2 1 o 
-3 o 1 
A<z> = Ms. A'1 ) 
[ 
1 4 7 
1 A"" = o -7 -1!3 o -1 !3 -1Q 
11 
Cálculo de "" 
[ 
1 o o ] "" = o 1 o o -15/7 1 
At9) 
= 
M2. Mt. Aw 
[ 
1 4 7 ] A{B) = o -7 -16 o o 02/7 
Assim. tem-se que 
A mat.riz b é calculada através de 
[ 
1 o o ] [ 
1 o o 




] L = 2 1 o 
3 15/7 1 
Assim 
[ 
1 o o 
][ 
1 4 7 
] =[ 
1 4 7 
] L U = 2 1 o o -7 -15 2 1 -1 = A 3 15/7 1 o o G8/( 3 -3 2 
12 
4 - CALCULO DA INVERSA DE UMA MA TRIZ 
Deseja-se ~esolver o seguin~e sis~ema de equações linêares 
A X = b 
onde A E ~nHn. Ob~endo-sa A-'. o sis~ema acima é resolvido a~ravés de: 
ou 
Não . ~ e convenien~e calcular A = Yt por meio de: 
A [ yt y2 yn J = [ et e2 ... en ] 
pois is~o equivale a resolver ~ conjun~os independen~es de equações: 
A yj = ej 
Os méLodos mais usados para calcular a inversa de uma ma~riz 
são: 
Cl) Forma produto da inversa CPFI) (Gauss-Jordan) 
(2) Forma de eliminação da inversa CEFD (Eliminação 
Gaussiana) 
13 
(1) Método de §auss-Jordan <PFI) 
Considerqmos a matriz A <&. rR"w", não-singular. Sua inv&rsa 
pode ser calculada como o produto de mat.rizes de t.ransf'ormações 
element.ares Ek. k=1,2, ... ,n. t.al que: 
A-• = En.En-1 ..... Ez.Et 




Ek = 't)~k 
'l~k " 1 
{ 
(k> / <k> i.•a,a,. , ,r. ~ i.~k nu: Aik "kk 
yt • 1 / <k) 
kk akk 
Tal mót.odo Ó chamadQ de f'orma produt.o da invorsa (PFI). 
EXEMPLO 
[ 
2 1 o 
] A = -3 1 2 = A(U 
4 a 4 
Cálculo de E•: 
1 /~ ". o o .. 
[ 
1/2 o o 
] E< -A<~)/a "' 1 o, 3/2 1 o = = .. .. 
-4/2 o 1 
-ac.u_....a(u o 1 .. .. 
[ 1 1/2 o ] Ií:& A <.U = o 6/2 " = A c~u o o 4 
Cálculo de E2: 
1 -a< 2)/ 
... o a .. 22 
[ 
1 1/5 o ] Ez o 1 , .. o o -2/13 o = / a = .. o o 1 
-a'2)/ (Z o a 1 •• 22 
[ 
1 o -2/5 
] Ez Ac2) = o 1 4/5 = At9) o o 4 
Cálculo de Ea: 
1 o -a nu/ , .. a .. •• 
[ 
1 o 1,/10 
] o 1 -auu_.... , .. Eo " o 1 -1/5 = 29 •• = 
o o 1/ '"' o o 1/4 a •• 
Tem-se que 
(i) 
Ea. Ez. EJ.. A = I . Port.ant.o: 
_, 
A = Ea. Ez. E:t. 
16 
( 2) Eliminação Gauss i ana ( EFI) 
da ma~riz. ou seja. se ~~mos: 
A ~ L U 
e-n~ão 
-:i -:l -:i 
A = U L 
A fo~ma de eliminação da inversa CEFI) utiliza a decomposição 
LU da matriz. As ma~rizes b e ~podem ser escri~as como: 
L = L:t.. La. L.ao ...•. Lr.-:t. Ln 
U = Un. Un-l. Un-2 •.... U2. U:t 
1 1 





B = L U = Li.. L.z .... Ln. Un. Ul"!-1. .••• U.z. l.h 
As inversas das matrizes L e U são 
-1 -1 ~t -1 -1 
U = Ut . Ua ..... Un-L Un 










k=:l,2., • •• ,.n, 
Por "lant.o: 
-~ -t -:l -:l -t -~ -t -t A = Ut . Uz ..... Ur. . L r. . Ln- t . .... L2 . Lt 
EXj;;MPLO 
[ 
2 -2 o 
] [ 
2 o o ][ 1 
-1 o 
-1 2 3 = -1 1 o o 1 3 
o -1 -4 o -1 -1 o o 1 
B L 
[ 
a o o 
] [ 
1 o o ] [ 1 L< = -1 1 o Lo = o 1 o Lo = o o o 1 o -1 1 o 
[ 
1 o o 
] [ 
1 -1 o 
] [ u. = o 1 o U• = o 1 o u. = o o 1 o o 1 
Podg sgr yQri~icado quo: 
L= Ls.L2.La e u = Ua . \J:;o,. \lt 




















[ 1/2 o o ] [ 1 o o ] [ 
1 o o 
] -· 1/2 1 o -· o 1 -· L• = La = o La = o 1 o o o 1 ·O 1 1 o o -1 
Logo. -i -i -t -1 L =LQ.La.L• 
[ 
1/2 o o 
] 
L-• = 1/2 1 o 
1/2 -1 1 
Para calcular u-': 
[ 1 o o ] [ 1 1 o ] [ 1 o o } -· 1 o -· o 1 o -· o 1 -3 Us = o U2 = U9 :::: o o 1 o o 1 o o 1 
u-• -· -· -:f. Assim. = UL.U2.Ua 
[ 
1 1 -3 ] u-• = o 1 -3 o o 1 
Portanto. tem-se que A-• = u-'L-• 
5- CONSIDERAÇOES NUMERICAS 
ESCOLHA DE PIVOS 
A escolha de pivô é mui~o impor~an~e quando se trabalha cem 
uma precisão dada. Por exemplo. vamos procurar encontrar a solução do 
seguinte sistema de equações. considerando-se dois dígitos : 
1B 
{ x:t-xa=O 0. 01 Xt. + X2 = 1 
A solução exa~a do sis~ema ó >«•xz= 1/1.01 
Vamos considerar dois casos: 
CASO 1 s o pivÔ é o eleman~o 
Ent.ão: 
{ X< X2 .. 0 (l+0.01)xa .. 1.0 
a • 1 u 
Nest..e caso, (1+0.01) é calculado como sendo 1.0. 
Logo: 
{ ~ X2 .. o 1.0 X2 .. 1.0 
>«=>a• 1.0 não é uma. aproximação ruim do 
resul t..ado exat.o XJ.=X2= 1/1. 01. 
CASO 2 1 o pivÔ é 
0. 01:J.U + XII - 1 
o elemant.o a = 0.01 .. 
{ Xt X2=Ü 
Ent.ão: 
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{ 0.01xs. + :x2 .. 1 C1+100)X2: "" -100 
e C1+100) é calculado como sendo 100. 
Logo: 
{ 0.01)u + xa • 1 -1 OOX2 .. -1 00 
O result..ado obt.ido á xs. .. o. O e X2 .. 1. O~ que é um desa.st.ra! 
Dést..e modo. como pôde ser observado, dif"erent.as escolhas de 
pivôs podem produzir result.ados diferent.es. O exemplo analisado sugere 
que a es-colha de pivôs pequenos. em relação aos outros elementos da 
matriz. deve ser evitada. 
Considerando A E fR"',. ..... Num dado &stági o k • 






A est..rat.égia de escolher como pivô, num det-erminado es:Lá.gio, 
o maior element.o em valor absolut.o ' e chamada de 
givot.aman~ completa (191. 
Na poá:l.ica. est-a est..rat..égia consome cert..o lempo. pois EiH1volve 
a busca entre Cn-k+1)Cn-k+1) elementos. no k-ésiftlo est...ágio. Uma 
a.lt..ornat.1va USiada ti. a bus:.ca pelo maior elem...-nt-o aponag na coluna k .:. 





Es~a es~ratégia á chamada de estratégia g~ BLYQ~am9n~o 
parcial. A experiência computacional mostra que na maioria dos casos a 
est.rat.égia do pivot.am&nt..o parcial é suf'icient.e na res-olução de ·llm 
sistema de equações (19J. 
A f'im de parmit..ir alguma liberdade na escolha d9 pivôs. 
pode-se relaxar a condição exigida nos pivoLamen~os parcial ou total. 









akk u a._k 
onde ué um parâmetro no inLervalo O< u ~ 1. 
Se u = 1 , em C 1) t.em-se a est.r at.égi a de pi vot..ament.o compl eLa 
e em CZ). a est..rat.égia de pivot.ament.o parcial. 
Se O < u < 1. t..em-se em geral um número maior de candidat-os a 
pivô num estágio k. podendo ent..ão ser escolhido o melhor dest..as. 
NúMERO DE CONDIÇ1í0 DE UM SISTEMA LINEAR 
Considere o sistema de equaçÕes 
A x = b CD 
onde A E IR r'»("' e A é não singular. 
uma Única solução x. que pode ser escri~a como 
Vamos: supor que os dados em A e b est-ão sujei t.os as cert.as 
perturbações óA e ób • e queremos saber seus 
solução :x. 
Quando pequenas mudanças nos dados causam grandes mudanç~~ n~ 
solução. dizemos: quG o problema ó mal-corJdicionado. Caso cont..rário. 
ele é bem-condicionado. 
Serão usadas normas para medir o ~amanho das perturbações 6A 
e ôb nos dados. 
(a) SUpondo quo A .á conhecida com precisão. mas o vetor b 
est-á sujeit.o a pert-urbações. ou seja. Cb + Õb). Logo : 
A C x + óx ) = C b + ôb ) (2) 
-· Subt-raindo (1) de (2) e mul~iplicando por A : 
(3) 
Tomando as normas cu. n,.. U.U ou U.Q) . "' em (1) e (3) 
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IJAU. llxl! 2 Ubfl 
" 
de onde segue a desigualdade : 
Uóxll :::s;; 
I!X1r 
UAU. IIA-:t.U. U6bll 
IJblf 
onde kCAJ= 11 A 11. U A-i 11 Q. dei'inido como número da condição de A. 
}((A) í'ornece uma medida de limit.e superior da propagação do er·ro 6b em 
b~ supondo que não há erros: no processo de resolução do si st.ema de 
equações. 
(b) Supondo que b é conhecido com precisão. mas a ma'Lriz A 
C A+6A::J . C x+6x) = b (4) 
-· Subt.raindo (1) de (4) e mult-iplicando por A 
-· óx ., - A • 6A. Cx+6x) (5) 
Tomando as normas em C1) e C6): 
UAU. UxU ;,: UbU 
obtemos a desigualdade : 
H óx 11 
li X + (5Xlf 
U A 11.11 A-'11.11 óA U 
r-rr 
onde kCa) fornece uma indicação da sensibilidade da solução de A x ~ b 
à variação dos coeficientes de A. 
For-am consider-ados os efeit.os de per-t.ur-bações sobre b e A 
separ-adament.e. Na prát.ica. 'teríamos que resolver o seguint.e problema: 
ou 
( A+6A). C x+óx) = ( b+ób) 
A x + A óx + óA x + óA ÓX = b + ób (6) 
Subt.raindo (1) de C6) e multiplicando por 
Tomando as normas de C7J: 
-· A ' 
116xH .S 1/A-j_ll. C 116bll + 116AII. Jlxll + llóAU. Qóxll) 
Podemos reescrevê-lo como 
R6xiiC1 - IIA-'11. 116AII ) :S UAU. C llóbU + U6AII. llxiD 
Se nA-•n. 116AJI < 1 [061 • t.em-se 
116xll ~ 11 A• U C Uóbll + 116AI. llxD CB) 
1-U A :li li. llóAU 
para o erro absoluto. 
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Multiplicando Ubll :S li Ali. llxU por (Q). tom-!lõlG a rolaç:i;c, 
Uóxll :5 M kC A) [ llóbll + llóAII ] liXI!- llblf -,Ar 
onda 
M = t 1 - kCA). li6AII/IIAII J -· 
Sa .._ por'Lurbação óA em A é pequ,.ma o su:fici&h'Ls. a const..anle 
M é próxima de 1. Logo. a a.lt..eração t.o'lal de U6xll/llxll nas incógnit,as 
devido a pequenas alt..erações em A e b ssrá pequena sê kC/0 r.;:)o 'for 
as equações são bem-condicionadas. 
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CAPITULO 11 ALGORITMOS PARA OBTER ESTRUTURAS ADEQUADAS PARA 
DECOMPOSIÇÃO LU E RESOLUÇ)IO DE SISTEMAS DE 
EQUAÇOES LINEARES 
1 - I NTRODUÇIIO 
A x "' b (1) 
onde A e I.Rnxn. 
r::>e uma manaira informal, podemos dizer que A .& uma mat-riz 
esgarsa, se vala a pena ~irar provai~o da quan~idade da seus elen~n~os 
não-nulos: na resolução dG Cl). Numa mat.riz G>Sparsa Q PQqu""na a 
proporção de alemant.os não-nulos am relação à quant.idada Lot.al. 
Em particular. numa matriz esparsa, seus element.os podem 
ç,st.ar C salvo perrnut.açÕos; de linha:;;:; 9 dq colunas ) , confin<11dos a 
cert.as ~st.ruLuras int.aressant.es, que simplifiquem os cálculos na 
eliminação Gauss i ana. 
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Supondo qu& a~ravés de algum mé~odo, a es~rutura da matriz A 
\-r i angular ini'erior; alguma est.rul.ura parot::id,;~ 
com c!iLu, cert..ame-nt-e, ao resolver 9 sist-ema de equações, est-arão sendo 
usadas bom ffiQnos operações ar i t..mét.i c as, do que se osl.i vússomc,.s \~"Sar,do 
a malriz na rorma original. 
Ao u~.ilizar a eliminação Gaussiana para rosolver um sisLGma 
alt..erada, a cada est.ágio do proco&sso. 
Por exemplo. desejamos resolver um sis~ema da equações. cuja 
mat.riz dos coeíi c i ent..es ' .. represent-ada de f'orma simbblica, com 
signiíicando presença da G!lement..o não-nulo na 
correspondant..a da mat..riz original 
• • • X X 
• • 
A = A I i l = • • 
• • 
X X 
No 1o. es~ágio da eliminação, t..emos: 
ConsidotõJrando 
onde: 
"' a u no 2o. 
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esl.ágio da eliminação 
.. " 
" 
X X X X X 
o • • • 
A<Z> • 0 • • = 
• • o • 
• • • 0 
• element.o não~ nulo. onde ant.es havia um elemento n1.1Lo . 
0 el~Wmliôlnt.o não-ntJlo. com valor modi f' i cada. 
Como poda observado, ocorre-ram preenchi ffiEllnt...os com 
nãO-nulos a sarem criados. 
Nest.a capítulo, serão vistos alguns mét.odos que buscam 
at.ingir~ aproximadamant.a, est..e objet.ivo. 
2 - P!VOS 
Um f' ator mui t.o i mport.ant.e na resolução de um si sLoma de 
equaçÕes á a escolha de pivôs. Dependendo da escolha reit~. os 
resul t.ados podam s6'r péssimos, no que se ref'ere ' " criação novos 
element..os não-nulos Cf'ill-in), bem como na quant.idade de opç..:rraçoes 
arit..mét.icas ' . nacassar~as "· nat.uralmant..e, pode ocasionar problQ-m.as 
' . numer J. c os. 
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Considerando. por exemplo, a mat.riz A 
• • 
A = • 
• 
X X 
usando eliminação Gauss i ana.. Fart<~mo$. sGgui r Elimin~çào 
Gaussiana. dQ ~orma simbÓlica. 
a CU_. 0 Escolhendo o el erru;mt.o .... 
" 
como pivô, 
a 16> a • t.Gmos : 
l.J:l !'1 
• • • • • 
o • • • 
Mt A<u = At2}~ • o • • 
• • o • 
• • • o 
o Q • 
Nast.a caso. mui t..os element..os não-nulos foram criados e a 
S... o Q}lõl'mqnt.o a. (:l);II!O f'ossq fêlscol hi do como pivô, no -sogu:ndo .. 
est.ági o da eliminação~ t.ari'amos : 
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"' • • • 
• • 
_I« A = A< 2) = • • 
• • 
• • 
Três element-os não-nulos f'oram criados e apenas um valor f'oi 
modif"icado, Assim. est.a escolha de pivô é bem melhor que a ant..e-rior. 
Ao invés de m.an'Ler a est..rut.ura original da m.a:t..riz. suas 
1 i nhas e col unas podem ser per mu'Ladas • de f' o r ma que na es t. r ul ur a 
Por exemplo. no caso anterior. onde o pivô era o elemento 
"' a permut.ando as linhas 1 e 2. t.emos : .. 
" " 
><><><><>< 
Pt A = 
• 




Como já pôde ser observado. a escolha de pivôs é de exLrema 
import.ância na resolução de um sist.ema de equações line-ares. -tarJto do 
pont.o de vist.a numérico quant.o do pont.o de vist.a de esparsidade. 
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3 - ESTRUTURA 
Poderíamos pergunt-ar ,se exist.e alguma est.rulura para a qual a 
resolução de um slsl ... ema de qquaçÕo&s seja simples. ao apl.i c ar 
eliminação Gaussiana. não provocando preenchiment-os C f'ill-in ) na 
matriz. A respost.a é Uma ma"lri:z que seja t.riangular inf'erior 
tem essas propriedades. 
" 
X X 
A = X X X 
X X X 
X X 
FIOURA Z MA TRIZ TRIANOULAR INFERIOR 
Dado o sist-ema de equaçÕes a ser resolvido 
a mat-riz da FIGURA z. A solução do si st.ema obt.i d-Tt 
facilment-e. além de que. não ocorrem preanchimanlos na mat-riz. 
Nem sempre Q poss{ v~iil constD">gui r a est.rut.ura t.ri angul ~.r p~r;;. 
uma mat-riz. embora ela seja desejável. 
Às vazes. uma esl.rut.ura bem part;}cida pode Sc.-'f" çncr_>nLrada parn 
uma dada mat.riz C usando mgt.odos a serem ainda dGscrit.os ): !.Jma 




B = IBa. IBaz IBaa 
113.. ra .. ra •• IB•• 
F :lOURA • 
Mas, ~m alguns casos, n~nhuma das duas ~struturas, triangular 
ou bloco lriangular inf'ariores, é consoguida para uma ma'lri:.::. 
Considerando uma mat..riz B , com bloco 
triangular inf'erior, os blocos IBi:i. ( N 
ser densos, Mesmo assim, resolver um sist..ema para o qual f'oi obtida ~ 
estrutura bloco triangular inf'&rior, 9 bem mais simples qug rqsolvor o 
sisl.EJma di~ii" equaçÕes com a matriz na est.rut.ura original. Af'in~l. o 
problema pode ser resolvido como uma sequência de sub-problemas. 
A sraguir, a .:;;~st.rut..ura bloco triangular inf'erior será vista 
com mais detalhas. 
ESTRUTURA BLOCO TRIANGULAR INF'ERIOR 
A X .e b (1) 
com A e IRnxn e A uma mat-riz não-singular. 
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Utilizando mat.rizes de< par mutação adEl'quadas C quando 
poss! Vt;;tl) • a est.rut.ura. bloco t.r i angular i nfgri •.)r podca> sor- obt.i dn! 
!Bu 
!Bu [Bza 
B = ? A Q = !Bu !Baz !Baa 
" IBN• IBNZ IDNa. IBNN 
FIGURA • 
onda cada bloco !Bu .• i.=i.,Z, ••• ,H é quadrado a irradut..ível. 
Uma mat..riz i rradut-.i val quando, 
~ 
na o s<>r colocada na 
&st-rut-ura bloco t-riangular·~ at.ra:v$s: da mult.iplicaç&lo por m.Q-l,.rizoç. d~ 
p9rmut.ação. ou sGtja. quando N•j, ( um (mico bloco ) . Caso cor.t..r t..r i o, 
ala G dit.a ser radut-.ivel. 
Obvia~nt.&~ aslamos considg.rando a matriz A do lõiiX9mpln, comr--> 
uma mat.riz redut.{vel. 
Deva ser observado também que 
N 
l C dim !Bi..i. ) = n 
\. .. $ 
EXEMPLO 1 
Consideramos a saguint.a mat.riz: 
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[ 
o o 1 
] [ o o 1 ] p = o 1 o Q = o 1 o 
1 o o 1 o o 
FaZIOindo PAQ .. B. \..gmos 
[: ; :·] [ IBu !Bzz ] p A Q = 8 = = IBZ< 
Logo, a matriz A . redut{vel . " 
EXEMPLO 2 
Considerando a matriz 
' • • • ~ " ? • " ' • • K • X X X K 
• K • K 
• • K • • c = 5 K K • K K 
"' K • • • • • • • 
• • • K • 
" • • • 
que a mat-riz C Lenha a es"lrut.ura bloco t-riangular inf'orior. pois C ó 
i rredut..f v~l. 
A vant.ag~m dq cons&guir a estrutura bloco triangular para uma 
ma.t.riz resolver um si stliôlma. de equações como uma sequênc i a doa 
sub-problemas. 
34 
Par a i=1.z, ... ,N, 
[ c p b )t, 
X"' Qy 
i. -i 
E Blj yj 
l•J. 
o result...ado do sis"t.ii>'ma Cl) poda ser obt.ido de f'orma mais simple~. 
Considerando A e IRnxn Deve S$1 observado que uma mat.riz 
Lriangular inf'erior é um caso part.icu1ar da ast.rulura bloco t.riangular 
inf'erior. pois t.emos : 
[ ~ .. 
] 
p A Q ~ .. ~ .. = 
" ~ ... IBN2. IBNN 
ondg di m [Bt. ~ = 1,p<õ~.ra ~ .. ~. ,;z,, ·" ~ N ... n. 
Se houvo1· llecessidade de mudanças da 1 i nhas a colunas (.hiit.trc; 
resolução do problema, ist.o não af'et...ará a est.rut.ura bloco triangular 
da mat.riz [07). 
conseguir a est.rut.ura bloco t.riangular in:f"G'rior dG uma mat.riz ç;,st.á 
ligada à escolha de uma sequ&ncia da pivôs. 
A seguir, anal i saremos rn$-t.odos que f'ornecem sequênci as dq 
pivôs. de f'orma a obt.ermos ou a est.r~Jt.ura triangular inf'erior ou hl oco 
triangular inferior. quando a matriz dada for redutível. 
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4-METODOS 
Exist..sm ' . var:tos m&t.odos para sequGncia pivôs. 
ant-es de rasolvgr um sis'\..G~ma dG ll'fquações. do modo a conseg1Ji r mo-::; uma 
Os mét-odos a serem analisados -sao: 
(1) Método de Markowitz 
C 2) M9t..odo do pivô pr 9-d"L&-r mi nado C Pa ) 
C3) M~t..odo part..icionado do piVÔ pré-determinado C P4 ) 
C4)M.étodo usando 2 ~st..ágios Algoritmo para obt.er 
transversal máxima + Algorit..mo de Tar jan 
O Método de Markowitz dif'Ewa bast..ant.a dos demais mencionados. 
Podemos dizer que a escolha de pivô é fait.a de t.Jma f'orma dinâmica, A 
cada est-ágio da eliminação Gaussiana. G escolhido um pivô, 
satisf'a:z cert..as condições. houver uma est.rut.ura tr i ,:,~ngul. ar 
"escondida"~ o mét.odo a encontrará. 
f'"eit-a de f'orma ast.át.ica. pois a escolha da se-quência de pivôs ó f"oitB 
prior i. Havendo uma as'Lrul.ura t.r i angular • essas mát.odos 
encon'Lr ar ão. Se não f'or possível. e a ma'Lriz íor redut-Ível, 
es~rut.ura encont.rada será bloco t.riangular inrerior (axcat.o P3 ). 
Dava f'icar bem claro que nem sempre a estrutura bloco 
triangular pode ser conseguida. Quando a matriz f'or irredutível. 
sxisLirá um Único bloco, que não poderá sAr parmut.ado de forma alguma 
p~r~ a es'Lru~ura bloco tri~ngular. 
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A ~scolha da uma sequ~ncia d@ pivôs nos m4Lodos mencionados. 
numérica. Não se poda pensar apenas na esparsidade. Ao escolhermos 
' 
piv8s cujos valor os -na o sejam adoquadoa. 
espa.rsidadq. pod1;01mos est-ar compromot..ondo a confiabilid;;~.dg d~ soluçâ:o 
4.1 - ME:TODO DE MARKOWITZ 
ESTRATEGIA DE MARKOWITZ 
A Gsl.rat.G.gia d@ Markowit.z [87] 9 om m4t.odo pionqiro no quq- s;:~.,. 
refere à seleção da pivôs. 
Consideremos o seguinte sist.ema de equações lineares a SB'r 
rGsolvido. usando a Gliminação Gaussiana: 
A X = b 
onde A e ~nxn. E> A 4 uma mat.riz não-singular. 
Nest.e m~l.odo. sst.aremos escolhGndo um pivÔ à cada sst.ágio d~ 
eliminação, segundo um csrl.o crit.ério. 
Suponhamos que .foram Et.fet.uados os k-1 primeiros ast.ágios da 
eliminação Gaussiana e queremos encontrar o k-ésimo element.o pivÔ. No 
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'" "' <" "> a a a ..... a .. .. <k "' 
o ... < •• a a .. > •• Zk ..... a Zn 
Alk) = ' < k • < k > o o "kk a kn 
' < k > ' < k > o o a " nk nn 
A submat.riz dest-acada em A(kJ $ conhecida como submat.riz 
at.i va Ak, .. IR(n-k-Hlxtn-k+U • para É nest.a 
at.iva que esc.olh.,..r.,;,.mos o alement.o pivô no 6'st.ágio k. 
SGjam os seguint.es veLares: 
quant.idade de elemant.os não-nulos na linha da 
quant.i dade da EÜ ement.os não-nulos na coluna j d.;. 
submat.r i z Ak em A<k>. 
Mtjk 
O custo Markowit.z associado ao elemento <k> a .. é ,, da.finido como: 
' 0 Mi..jk e a quant.i dada da el ementas que mudar ao seus va1 oras d<::? 
para A<k+;U. se o f'or escolhido como pivô. Assim. 
um limit-a superior para a quant.i dade de preenchitnGnt.os 
CCill-in) que pode ocorrer devido a ast.a e~colha da elament.o pivô. 
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Mk = mi n { M\.jk I \.,j=k, •• ,n ) 
no g-sl-ilgio k. O crit~r,io de Markowil.z e-scolhEl> como pivô. no k--qsimo 
esl.ágio. o elemenl.o: 
<k> a. . t.al qulõlt M\.jk=Mk ,, 
ou S$ja. o elemento que l.em cust.o Markowitz mínimo. no estágio k. 
Exi st..L· um mul.i vo pelo qual a escolha de- pivô Q r.ea1 j zada a 
cada est.ágio da eliminação Gaussíana. obedecendo a ast.e cri~Brio. Sk 
fosse QSColhida uma sG"qu~ncia fiXQ do piv.Ss, usando J.\. ~t-r·.i:z origi.n;t.l, 
alg1..1m q}g.me-nt..o pivÔ pod~;<ria ss t.ornar nulo. Logo. não SE>-ria possiv!ôii] 
seguir a sequência da pivôs at.á o íinal. 
EXEMPLO 
JC i) 
" " 2 
X X • 
A = Au> = 
X X 2 t .. :t,2, ........ 
" X 2 
IC;.) • • • • 
No primAi ro R:-<d.ágio, temos: 
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M1:1..1 = C2!-1JJfC2-1J = 1 Mzzt = (8-1)*(1-1) "'' o 
Mt•• = C8-1)M(3-1) = 2 Mza.t = c 2-1) M-( 2-1) = 1 
Ma:u = C 2-1 J *C 2-1 J = 1 M4H = (2-1) .. (2-1) = 1 
Ma•1 = C2··D*C3-D = 2 M44t = C2-DMC3-D = 2 
Mt = min {1 ~2~0.1,1 ~2.1.2 } 
Mzzt = o 
Logo. elemsnt.o pivô - "' Ap6s primGiro c,a.st.ágio~ o " a o .. 
• • 
X X z 
A(Z) = • • • 
• X z 
• ' • 
No sggundo gst.ágio, procuramos o pivÔ gm Aa. 
~u = C8-1)-<8-1) = 1 
Mi•z = C2-1J*C3-1) = 2 
Maaz = C2-1J*Cl-1J = O 
M7. = min {1,2~0.2,1.2 } 











Ma.u: = C8-1)-ac(8-8) = 2 
M4:t2 = C2-1J•C2-1J = 1 
M44Z = (2-1)•(3-1) = 2 
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f...I\'11HOS: 
No ~erceiro es~ágio: 
M4u = C2-1)M(2-1) = 1 
MuOJ = (2-1)~(2-1) = 1 M.-.-a = C2-1)~C2-1) = 1 
Ma= m.in (1,1,1,1 )-
Nes~e es~ágio, qualquer el&men~o pode ser Gscolhido como 
pivô. pois ~odes ~~m M\.ja=1 . 





Apenas o qlcmunl.v 
Escolhendo <a> a •• como pivô, 
,., 
" t..eve seu valor modiíicado. •• 
da acordo com o result..ado esperado devido ao crit..ério de Markowilz. 
N~m ' ob~ida melhor <õii&ICOlha dQ pivô u:s;;o.ndo s;;ç;,mpr9 ~ a 
Gost.ral.ágia d<> Markowit.z. Considerando o soguinl.o ex9mplo, orldQ 
mat.riz dada " simétrica " posit.iva-de~inida: 
' • • • • 6 7 u ~ J(~) 
• • • • • • 
2 • • • • • 
• X • • X • 
• • • • • • • 
• • • • • 
6 • • • • • • 
7 • • • X 4 
• • • • X • .. • • • • • 




Escolhendo o elemento CS,S) ' "lemos: como pivo, 
" • • • • o 7 • p JC D • X X X 
• X X X X • • X X X X • 
• X X X X • 
• X X X X • , .. • X X X X • 
7 X X X X • 
o X X X X • 
" X X X X • 
!C i.) • • • , , • • • 
Ocorrem dois preenchi mF~ntos com est-a escolha do elemento 
' Já or-dem nalural da pivôs "' ... '"' não pivo. a .. ... .. . . . ., .. causa zz "" 
ne-nhum Q:rae-nchi m..,.nt.o. 
G"X'<>mplo, pod9mos obs-wrvar us~ndo 
mi ni mi :zada. 
Em nenhum mét.odo de escolha de sequência de pivGs havé-rá 
gar anl.i a de nú ni mi zação de preenchi m.s.ulos C f' i 11 -in) ( 11 J • ( 31 J . 
(a) a quant.idade de elemenLos não-nulos para os qu."\i!<i: 
precisamos calcular o cust.o Markowit.z Mtjk. pod~& ser muit..o grande. 
comprolT\Qt.endo a est.;,üúlldade num~rica do sist.(.•mu. 
Tendo vi :st.a ast.as i nconvani ant.as. podamos usar 
IOI'strat.&gia de Markowit.z genlliôwalizada. [:31J, quGo f'az um compromisso 
entra a est..abilidada a a quan~idade de praenchímant.os. 
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ESTRATE:GIA DE MARKOWITZ GENERALIZADA 
Com o objet.i vo de pr~sGrva.r estabilidadE!' ' . numer1 ca, 
e1oment...os muito p..,quonos. < com relação a.os doma.is da mat.r·iz ) , t~i;:..:. 
serão aceitos como pivôs. 
Procurando não ser tão rÍgido,é permitida alguma liberdad~ na 
escolha do element-o pivô, considerando um parâmetro u C O < IJ :$ 1 ) ~ 
no k-ésimo es~ágio, k=1,2, ...• n-1 
.. , 
I " "' .... u ""'" Ai.k k i..•i,2, ••• •" 
ou: .. ' 2o I <k> .... " max a .. " 
Buscando reduzir a quantidade de elementos 
pre=t!"=:quisados na submat.ri z at..i va Ak, será consid0rado apAO;\S um ctowt.o 
nÚmG~r o dEi' 1 i nhas. di gamos p C p > a ) • de f'or ma qug se t-o;.mh.a uma bo.:::.. 
chance de manl.er a quant-i dada de preenchi ment..os próxima do mínimo. 
As linhas da mat.riz dada são ordenadas em ordem cro~;cnn-Le de 
quant.i dade de el 101mant.os não-núl os • par a que a a:sco.l ha dq pivô no 
es~ágio k seja simpliricada. 
EXEMPLO 
JCL) 
10-!!5 1 o o o • 
o 8 1 o -3 • 
A = o 1 -0.8 o o • 
1 o o -4 0.5 • 
o o 1. B o -1 2 
!C i) 2 • • ' • 
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Por axompl n? consideremos p=3 o u-~0. 8. ApÓs ordGnamon~.o d~? 
1 i nh-.s: 
10_., 1 o o o • 
o 1 -0.6 o o z 
Pt A = o 2 1 o -3 • 
1 o o -4 0.6 • 
o o 1. 6 o -1 z 
Mut = C2-1)*C2-1) = 1 
M:a2:t. = C2-1JXC3-1) = 2 Ma~u = C2-1)*C3-1) = 8 
MJ.=1 a por t.ant...o, o element.o pivô é 
(:1) -!5 
a = 10 . 
'" I " .... 
Como: 
" 
0.8 rn.ax I 
aU) = 10-~ não ~ maior ou igual a O. 8 -)( 1 
" 
o elsment.o não é aceit...o como pivô. Escolhemos então, 
exemplo. já que t.odos os outros Ei'l ement.os t.âm Mi.j:l = 2. 
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,., 
a = 1. .. por 
Verif'icando: 
I I "' I ~ O. B ma.x a\.Z 1 
E. no caso • 1 1 1 " o. e M 1 
Logo~ o al ement.o pivô a <1> = 1 .. ' .. o pivô no primeiro a:s.Lágio 











Est.<ã> processo é realizado a.t.G o Úl t..i mo est.ági o da eliminação 
Gauss.iana. 
Deve :ser observado que se fosse usada a esLrathgia d0 
Markowit.z. o primeir·o pivô do exemplo acima seria 
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'" a = .. -4, pois 
4-.2 - METODO DO PIVO PRE-DETERMINADO < P3 ) E METODO 
PARTICIONADO DO PIVO PRE-DETERMINADO< P4 ) 
INTRODUÇ;I\0 
algori'l.mos (841 f26J f'oram apr esent.ados por 
O objet.ivo dos algorit-mos ' " encont.rar v ma 
saquência de pivôs para uma mat.riz não-simét.rica. de f'orn1a quG a. 
resolução de um sis~ema de equações lineares seja simplificado. 
~ a mat.riz dada t.ivQr uma ~s·Lrut.ura t-riangular inforicr 
.. escondida"• a mesma será encont.rada nos passos iniciais nos: dois 
algori t..mos. 
serão usados nos algorit-mos a serem descrit-os, 
introduzidos pE>los autores em [241, com os quais devemos estar 
f'amiliarizados. Consideremos a seguint.e mat.riz! 
t 2 a 4 ~ ~ 7 o 9 to tt tz 
i X 
X • 
• K X X X 

























Exist-em cert.as colunas na mat.riz, que t.~m element.os não-nulos 
acima da di agon.al pr i nci p.al . 
mat.riz B, as colunas 4, 6, 9 e 12 são spikes. 
Como podamos obsorvar. tais colunas se encontram dnnt.ro do 
cqrt.os blocos.. Cada tJm d0les oá chamado de BUMP. Na v:r.aURA 1 .;;,xis;d~qm 
t..rês bumps. 
Os passos g~Prais dos algorit.mos P 3 9 P 4 sG-rão, primE»ir-ament.G, 
explicados de maneira bast.ante simples. Antes, algull!.: ve-tores precisam 
ser de~inidos. Dada uma mat.riz A e ~nKn 




CC i,), i,:::s,z,. 
R( i.) • i.=1,Z,. . 





quanl.ida.dra de n~o-nulos 
Índice da coluna do ~lAment.o pivô i.. 
.Índica da. linha do elG-me-nlo pivb i.. 
Os passos gerais para os dois algorit.mos são: 
Passo !_: E.xami nar se G>xi st.em colunas com um Único el em10>nt.o. 
nn 
Escolher ast.e element.o como pivô e at.uali:zar IC\.) o J(i.-). Eliminar " 
linha Q coluna do pivô da lis~a de Índices RCi.J e CCi). ProcgdGr dQs~a 
rorma aLá que não haja mais nenhum !CO = 1. 
Ao final desLe ç~sso~ t~mos: 
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P1 A Pz = s o 
FlOURA Z 
As colunas ~ que compoem a seção C ~ sao chamadas g"?lunas 
t.r i angul :.'u·r.~s f' i nai s. 
Escolher est.e elemento como pivô e atualizar !(i.) e J(i.). Eliminar a 
linha e coluna da list.a de .Índices RCt) e ccn. Proceder desta forma 
at.é- que não haja mais nenhum J(l) = 1. 
Ao final destes dois passos, temos: 
""' 
o 




As colt.Jnas: que compÕem a Sfói>Ç~O F são chamadas çol unas 
- v ' triangulares iniciais a a seçao e um bume. 
Nas seçÕes C e F • os e1 em&nt.os não-nulos C qura podem G\Y..i ~ti r· 
ou não ) est.ão abaixo dos pivôs que se enconlr am na diagonal . 
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Dava ser observado que se a ma~riz Liver uma est-ruLura 
t.riangular inf'ericw, por meio dest..es dois passos, e-la será Qncontr'eJ:Ja. 
Passo ª-= Part..icionar o bump C sa houver) 
part-icionar bump v bumpo;; 
menores, chamados bumps axt..arnos. Por exemplo, part..icionando V em: 
~ ··- o G 
F ~ 
H 
" M K 
~ 
H e K são bumps qxt.ernos " as L Q M 
compost..as da colunas t..riangularas inrarioras. 
Os dois algorit.mos dif'or~Gm na f'orm.a como os bumps e-xl.Grno s~o 
obt.idos no p~sso 3, Alám disso, pnd~mn~ t..er bumps ext.erno~ ~nm 
No al gor i t..mo P" • os bumps ext.&r nos s~o obt.i dos usando um 
m9t.odo heuríst.ico. Nest.o algorit.mo. 
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Já no algorit.mo p" • a part.ição do bump em bumps externos H 
do (>;;: 
ext-ernos obt.idos no f' i nal do processo -sao mat..rizas 
Depois. é aplicada uma Versão simplii'ica.da do algorit.mo 
bloco irradut..ÍvEll. [.)est.a f'orma, o algoritmo P 4 G mais G'Íicient.o que- o 
P
3
• pois at..ravés dela é conseguido. geralmente. uma saquência melhor 
de pivôs. para ser aplicada à matriz dada. 
resul t..ant.e ' apos permutaçÕes, t..riangular iní.~S"rior ou bloco 
t.riangolar inf'erior. No caso do algorit.mo P 3 • a é'str·ut.ut·a 'Lt·iangular 
i nf'c;;-r i or pode sar enc:ont.r ada, se houver. Mas, a estrutura bl-<..~co 
t.riangular inf'El'rior, ne-m SEi'mpre G obt.ida ao :final dast..a algorit.mu. 
METODO DO PIVO PRE-DETERMINADO< P
3
) 
As de~iniçÕes abaixo -sao válidas para o!:> ulgor-it.mos p 3 .,._ p 4 , 
CC\.), i,:::t,2,. . ,n: Índice da coluna do el ement.o pivô 
RC i,) , i=t,z,. , ,n: Íf1di c a da 1 i nha do el emont.o pivô 
IC ~), \.=~,2, ••• ,n: quant.idado não-n.ulos 
coluna ~ 
JC tJ • alemant.os não-nulos na 
linha i. 
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Considerando a seguint-e mat.riz para most-rar o algori'lrno: 
• • • • , ~ 7 • " JO .. lZ .. •• .. •o Jc i.) • X X X 3 
• • • • • • • 6 
• • 1 
• • • • • • • X ? 
• X X • 3 
6 X • • 4 
? X X 2 
• X X 2 
p X X • • X 5 
"' X • • X 4 
" • • X 3 .. X X • X 4 ,. X X 2 ,. X • X 3 .. X X • X • X 6 , .. X X • • 4 
1(\.) 6 4 3 4 7 3 4 4 2 !3 2 3 3 1 4 4 
FIOVRA • 
Pr i m«'.d r ame-nt.*"', verificamos ~(,_~ vx.ist.e-m colunas tr· i ;;:;1 ''J'Jl ;. r·.,..~, 
f'inais. para 'L~rmos a ast.rut..ura da f' i gura abaixo: 
o 
Procuramos por algum cont.ador !(t) = 1, e o encontramos na 
linha 18. Escolhemos o element-o C16~14) como o Últ-imo pivÔ (18o pivÔ). 
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a coluna. O, 
Port..a.nt.o, o el!IÕ)ment.o (4.0) q o 169. pivÔ. At...ualizam<::;)S l('-). JC~), R(;.) 
"' CCi). VGrif'icamos, E~nt...ão, que não 9xiste mais nenhuma coluna cvm um 











































































Em slôilguida. VQr i f' i c amos se exi st..em co! unas t..r i angul.oaroz. 
iniciais C a-~·Lrtd.twa da YlOURA i1 ). 
Procuramos por alguma linha com um Único alGmsnto a, no caso. 
temos a linha 3 com JC3) = 1. Então, C3,7J á escolhido como primeiro 
cóillament.o piVÔ. At.ua.liza.mos J(O, ICi.J, CCO q RCi.). Const...a.tamos qu9 
não exi:al.t: mais ne-nhuma linha com Único ale-ment.o. DGst.e modo, temos a 




















• • • • "-
X X X 
X X X X X 
X X X 
X X X X 
X X 
X X 
X X X X X 
X X X ' 
X X X 
X ' X X 
X X 
X X 
X X ' X 
X X X X X 
X X X X 
6 3 3 4 6 2 4 4 2 3 2 2 3 
Y:XO\.JRA !5 















Icnl.aremos part.icionar o bump da matriz acima. em bumv,; 
Ngst.q pRsso, como não gxist.ç.m mais 1 i nh;;;>;s; com um ,:Jni cn 
EÜGmGnt.o, vamos escolher 1 i nhas com a menor quant.i dade possí vG>l dg 
elemenLos não-nulos. A part..ir da agora. esl.aremos "constr·uirJdo'" um 
bump Eil.xt.er no. 
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No e-xemplo. t-emos MINCJCt)) = 2, a exist-am várias linhns com 
101'!> l.G> cont...ador. Corno pr ocfõi>de-r? Escol h~remos coluna qu..,. um 
spike, at.ravÉis dEi uma i'unção chamada i..ally f'unct.ion. 
forneço a quant..idadO' de l!Üeme-nt.os não-nulos qu~& ~~axist..~m numa coluna !!!• 
consid&rando as linhas com cont-adores J(t) manores ou iguais a um 
cert.o valor mínimo. digamos ~· Ou seja: 
lkCm) = quant.idada de aleJI~~&nt.os não-nulos que a coluna m 
possui, consid9rando as linhas cujos cont.adorGs são J(i) ~ k. 
' 
Escolhemos como spike, uma coluna que tem a maior qt.Janl-idade 
poss! vel de iôÜ emGrrlos n~o-nul os, segundo l<l"St.a t.all y f'unct.i on. Ws I.. a 
f'orma, rGI'du:zi ndo os cont.adores JCO. ' " O objE~"t...ivo 
conseguir, pelo menos, um contador J(t) = 1. Enquant.o ist.o não ocorr~. 
exist.& um cont.ador L qug indica quant.as colunas spik~s C 
elas ) ex.i~b;~m dant.ro do bump exlerno que est..á sendo cor)st.ruido. 
No bump da FIOURA !:)~ enconlramos MINCJC0)=-2 para as linhas 











' z a • • 6 • 
X X X 
X X X X 
X X X 
X X • -X X 
X X - -
X X X X X 
X X X 
X X X 
X X X -::--
X 
X X 
X X X X 





















No caso, a coluna 10 escolhida como spi ke. pois 
Único~ aum&n~aríamos o valor 9a k _d~ seu valor prévio e calcularíamos 
tal 1 y funclion. apenas para as colunas qu9 t.i v~ss101m f:Jrnpat.o em t~r( m), 
Quando max< t..kC m)) > 1 ' ' ' ' e un~co, est..a coluna ' " um ~pike. 
não é Única, a coluna com maior contador I< i.) á escolhi da par a ser o 
spike. Assim, JCL) será reduzido na a~ualização. 
No gxemplo. rGiLa a GSColha da coluna 10 como splke g 
alualização da JCi), lemos algumas possibilidades: 
construí do. 
Ci.O :s..& MINCJCi.)) = 1 e- é Único, esta coluna é t.riangular e, 
porlanto, ~scolhida como pivÔ. 
Ci.i..i.) Se MINCJC0) = 1, mas não~ Único, precisamos calcular 
t.ally function at.é conseguirmos que t.kCmJ > 1, para alguma coluna. 
No exemplo. após atualização de J(i.), temos: 
1 z • • • 6 • " .. ,. ., 16 10 JC i.J 
' • " " 3 z X X " X X 5 • X X X 3 
~ " X X X 3 
7 X X 1. 
• X X 1 
p X X • • • 5 
10 X X X X 4 .. X • • 3 .. X • X X 4 .. X X 2 
•• X 1 
16 X X X " 4 
i,s.(~) 1 o o 2 o o o o o o o 1 
Como t.e-mos vários cont.adoras J(i) = 1. precisamos c;;•lcular 
poss.Í vel é a coluna 4 e a 1 ~ nha pode ser a 7 ou 9. O el ement.o pivô 














• • • • n • i;t;lZiH;ll!Ji6 
• 
• X 
X X X X X 
X X 
X X X X 
X 
X X X X X 
• X X • 
X • X 
X X X X 
X X 
X X 
X X X X 














PodGmos VG>rif'icar linha e - hm mais nE>nhum E>} 9mGnlo. qu9 a na o 
Poróm. Cspike). h•m Q}Qmgnl.o nGs-l.-a. - Por'l.ant~o. " coluna 10 um posdçao. " 
e-1 emE>nt.o (8.10) ' pivô. At.ualizamos J(i..) t.arnos bump exi~o:;.r nu .. o .. um 
c:onst.ru.Í do. 
• 10 1 z 3 , " • 11 1Z 13 ,, 10 j( i..) ? .. X 
• X .. 
·~----- 2 ' X X " • X X X X " 6 o X X • 2 .. X • • • 3 , • X • • X 6 
10 X X • • 4 
" X • X 3 ,. X • X X 4 .. X X 2 ,. X 1 
,., X X • • 4 
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Os cont.adores J(") sáo veril.i cados a t..amos que. na J i nha 14 






























Como pod~mos observar. 

























existam dois casos dislinlos de 
Quando t..<llmos min(J(i.J)=1, Único, ast.a coluna Q t-riangular. 
Ist..o pode ocorrer dent..ro de um bump axt.erno ou -nao. Caso mi nC JC i.) J ::o·l 
coluna t-riangular g prossgguir com a const-rução do bump Gxlerno. 
Por G>XG>mplo, noa Fl'OURA :a, as coll.lnas 2, 3, 7, 10 g 11 
col unaso: 
colunas t..riangularas: f'ora dE> bumes. As colunas 6 a g f'oram r.:>bt..id.;-..s 
depois que os bumps 4x4 a 2xe foram const..ruÍdos, respect..ivamenle. 
Volt..ando ao !âi:><Gmplo, v,grif'icamos que ni:lo r.l>xist..,gm J(i.)::o1, 
Port...;;,nt.o. iniciamos a const-rução de um novo bump $xt.r.l>rr.o. A+..rav9s de 
-tally :funct.ion. veriíicarnos que a coluna 6 á um spike. Atualizamos 
J(i.)! 
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' z • • 
• X 
5 • 
" p X 
"' X X 
" X X .. X .. X 













































































AgorA, t.l&'mos que minCJC0)=8. 
colunas 
At.ravés de- t..ally f'vnclion. -t~mn~ rJUe a coluna 1 ' e um nest.e bump. 














































Usando ~ally func~ion, ' ' . & e un~co, O pivô 'Lemos que 'L:tC16)=2 
nest..e caso 4 o elemGnt.o C10,16). Atualizamos J(;.). Como JCi~:0"'-0, n~o 














11 1Z 1 
" X • X 
X X X 
• X X 
















linha 13. Logo. o ele1T!e'nto (13.1) G pivô. Assim. ord.,..namos vm dos; 












































tally ~unct..ion e o element..o C16.11) é escolhido como pivô. Em seguida~ 















.. 8 ·~ 1 .. .. .. • 























Novamant.a. 'lemos uma 1 i nha sem el emant.os. 





















• X .. 














Mas. axis~e um 
Assim~ os spi kss qug t-Ínhamos f' oram ord&nados, Em sqgui da, 
verif"icamos at-ravés dos JCO atualizados. se exlste alguma coluna 
triangular. ou SG' iniciamos um novo bump. Como minCJ(i.))=?.. t.Rm inÍcio 
a cons~rução do ou~ro bump GX~orno. 
Usando t.ally f'unct.ion verif'icamos que as colunas 3 ou 12 
podem ser spikes. Fazemos uma escolha arbit.rária e a coluna 3 é ~'".> 
spikG. Atualizamos J(i.) ~ 











Em segui da • t.omos como pi v6 o el ement.o C g • 6) . Final m.;'i>nt.e • a 
coJ. un.Q. s;pi keo Q ordç,n~d.a ~ l.otriOl'>i o pivô C 12. 3). Asosi m: 
:l2 6 a: .. C 9 .. x .. 
Port..anl.o, ao rin~l do a.lgorit.mo 
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·~ . .. ~ :12 6 a --
X 
X 
X .. X X 
X .. 
X .. 
X X X " X .. X 
X X .. X 
X X .. 
X X X .. 























ME:TODO PARTICIONADO DO PIVO PRE:-DETERM!NADO ( P4 ) 
Como no algorit-mo Pa, procuramos encontrar cert.a!=l: 9'\'Lf'tJtur:~'"'• 
como da FIO\.IRA a PorQm, o par·t.icionam.ont.o do bump V, .g.m bumps 
Utilizando um processo dividido em dois ost.ágios, oblom(.Y'~ 
bumps GXt.G-rnos quo s~o mat.rizes irredutíveis. Em sgguida., os element~o':::> 
dest.es bumps são ordenados usando uma ver são si mpl i f' i cada do .ed 9c.•r i lmq 
P
3
• Desta "forma, o algoritmo P
4 
busca encont-rar a estrutur-a bloco 
triangular inr~rior para uma mat.riz d&da. 
Os passos b~sjcos do algoritmo são: 
(1) obt.~nçào d9 colunas t.riangularqs ~inais 
(2) obt.enção de colunas triangulares iniciais 
(3) part.icionamanto do bump: 
assinalamsnto maximal de Ford-Fulkarson 
Neste passo, buscamos ancont.rar uma transve-rsal máxima no 
bump, ou soja, procuramos um ordgna~n~o das colunQs do bump, d~ nndo 
que exis~am elemenLos não-nulos na diagonal principal do bump 
ObLsndo uma Lransversal ' . maXJ- ma • pod9mos assoei ar um grafo à 
maLriz~ que será uLilizado no prÓximo passo do algoriLmo. 
Cb) Part.içÕes at.ravés da relações predecessor-sucessor 
c p - s ). 
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É def'inida uma relação de ordem entre as colunas de uma 
matriz que constitui um ordennç2lo lraca no graf'o assoc.i;...do. UtiJiz~ndo 
esd ... a relação de ordGm, a matriz é particionada d~W modo que íicam 
dcf"inidos bumps extornos, quo são mat.rizos jrrfltdul.fvois. 
C c) 
Através de uma versão simplif'icada do algoritmo p 3 , Lemos uma 
sequência da pivôs danlro da cada bump externo~ de modo que a 
quantidadP de elementos não-nu.los acima da diagonal 
possível. 
Para explicar o método. se-rá ut-ilizada a mesma ma-triz do 
al gc•r i t.mo aut...er i or C FIGURA 4> • 
Os dois passos iniciais são exat.amanl.a os mesmos de Pa. 
Portanto. após obt...anção das colunas triangulares finais e iniciais~ 
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9 ,. 















No passo C3J, exist..em 3 etapas a serem realizadas: 
C a) Tent-at..i va de assinalanv?nt..o at..rav&s do método de 
As sinal am0nlo nmxi ml'l.l dq Fol"d-Ful kors.on 
Aqui • procura-se ordç:::mar as co! unas do bump, dG t..al f'orma quo 
s~ t.enham Gl G>menl.os não-nulos na diagonal principal • par a ob~~9r um~ 
transversal máxima. Assim. um graío pod0 s~r- associado à matriz 
do bump e- assinalar comu plvô o primeiro elemento não-nulo possível. 
assinalando sua linha e coluna corno TA (assinalado por lentat..iva). 
Considerando o bump abaixo , Lemos: 
' • 3 • ~ " • 10 " 17. .. " '" • .. • • TA 
• .. • • • • TA , .. • • TA 
" " • • • TA 7 • .. TA 
• • • 
9 .. • • • • TA 
10 • • • .. TA 
" • • .. TA .. • .. • • TA .. • • 
H • .. TA 
.~ • • .. • TA 
TA TA TA TA TA TA TA TA TA TA TA 
F lOURA ., 
Quando s0 encont-ra uma coluna na qual 
assinalar nenhum elament..o, $ necessário encont-rar uma cadeia de 
elemen~os não-nulos. O procedimant..o é o saguinle: 
B4 
Iniciamos cadeia num element.o não-nulo numa coluna 
que não 'lenha sido assinalada, e que esb&ja d~;>nt-ro de uma coluna TA. A 
t.$cnica $ basetlda no m.&t...odo do rcrlulação do Ford-Pulkorson. 
Ve"tjamos o mS.t.odo at.ravés da mat.riz da nouRA "'· 
As colunas 11 e 16, bem como as linhas e Er 13 não foram 
assinaladas e serão consideradas náo-TA. Assim. precisamos enconLrar 
cadeias para qua as colunas 11 a 16 sa t..ornem TA. 
Iniciando do eleme-nto C2,11),i.é. numa coluna não-TA, achamos 
uma cadeia qug t..ernlina no elg.ment..o C18,1). num.-. linhA não-TA. 
Cad...,ia: (2,11), (2,1), C13,1:> 
' • • • , d • >o H <2 ,. .. id 
i .. X X TA 
• " X -+- X -+- o X TA • I X X X TA 
o 
1 " 
X X X TA 
7 X " TA • 1 
X X 
9 " X X • • TA to • • X " TA " 1 
X .. TA 
u X " X X TA 
'" X • 
H • .. TA 
'" X • .. • TA 
TA TA TA TA TA TA TA TA TA TA TA 
A linha 13 á não-TA e o element.o C13,1) es'l<i numa coluna TA. 
Agora~ a coluna 1 q considerada não-TA e a coluna 11 como TA. Logo: 
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• z • • , d • <O .. .. .. ., '" • .. " • TA • • " • • " TA , 
" • • TA " .. " ~- -~ • TA 7 • t .. TA • X X 
p .. X " " " TA .. , " X * ... TA 11 X X " + 
TA .. X " X • T .. •• • • .. X .. TA ... • X .. X TA 
TA TA TA TA TA TA TA TA TA TA TA 
YlGURA ? 
Na v:toURA 7 vamos agora considerar a coluna 15. Temos: a 
saguinLe cadeia: 
CadQi101.: (6.15), (U,UJ. <.10,6), C10,16), Cl:J,lGJ 
A coluna 6 dai xa de ser TA. Port.ant.o, as colunas 1 e 6 -sao 
não-TA. 
i 2 • • • " • <O .. .. • • .. '" • .. X • TA 
2 X X X .. X TA 
• " • X TA .. X X X " TA 7 • .. TA 
• X X 
" .. X X • • TA 10 X X X .. TA 
H • X " TA •• X .. • X TA •• X X .. • "' TA "' • • .. X TA 
TA TA TA TA TA TA TA TA TA TA TA 
ee 
Considerando agora a coluna 1 , t-emos diret-amente o 
assinalam .... nt.-o do ql qm"u.,t.o (13,1) como pivÔ. Portant-o. " coluna 1 Q 
linha 13 são consideradas TA . 
• z • • • ~ • "' " .. '" .. ·~ • ..... ..., M TA 
• M t M M .. M TA 
" " X M TA " t X M X .. TA ? X .. TA 
• * X " .. M X X M TA lO X X X .. TA .. X X .. TA 
•• X .. X M TA 
•• .. M TA 
•• X .. TA 
'" M X .. • TA 
TA TA TA TA TA TA TA '"A TA TA TA TA 
Fl:OURA • 
Agor,g,, :fal t...a ,ap .... nas assinalar .. coluna 6. Usi'lndo " FIOI.JRA • 
temos a seguinte cad$ia: 
Cadeia: C1~5J, c 1 • 4J. cs. 4) 
coluna 6 TA coluna 4, - TA. a pasSoia " S<g<r ~ a nu. o· 
• z • • • ~ • •o " .. •• .. ·~ • X .. M TA 
z X X X .. X TA 
" .. X X TA 
" X X X .. TA ? X .. TA 
• X X 
p .. X X X X TA 
<O X X X " TA .. X X ., TA .. X " M X TA •• .. X TA 
•• X .. TA 
'" X M .. M TA 
TA TA TA TA TA TA TA TA TA TA TA TA 
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Tf:'mn..:::: di rat..amente que, na c0luna 4, o elemento (8,4) 
pivÔ. Considorando a linha 9 Q colt.Jna 4 como TA, -t.G>rnoro~ Lodo!õ! u'!õ.t ·pi vf-,~'"' 
assi nal ados. 
• • • • • ., • •o .. .. .. .. ,., • " .. " TA z X X X " X TA • .. X X TA ., X X X .. TA 
7 X .. TA 
• .. X TA 
" .. X X X X TA 
"' X X X .. TA u X " .. TA •• " .. " " TA •• .. X TA 
•• " .. TA ... " X .. " TA 
TA TA TA TA TA X' A TA TA TA TA TA TA TA 
Após ordenaçâ:o de colunas. obtemos o bump per-mu-la do 
chegamos ao ~inal do método. 
• " • '" •o • • • .. ., "' u • • .. • X 
• X .. • X X 
• X .. X ., X .. " X 
1 .. X 
• X .. 
p 
" .. X X • •o • X " X 
" X X .. .. X X X .. ,. • ., .. X .. ... X X X " 
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Cb) Part.ição do bump at.ravás de relações predi'i>"ce-ssor-sucessor 
CP - S). 
Neste passo, procuramos particionar o bump &m bumps externos, 
onde cada um d0les será uma mat.riz irredut-ível. ao f'inal dl3 cm-~,o 
C i.) a coluna X "precede i medi at.ament.e" a col vna Y C X <: Y) :se 
ela t-em um el~m~nt.o não-nulo na linha TA de Y. 
C ti.) a coluna X "precede" a coluna 'i, se exi stG uma soaquênci a 
de colunas Zo, ... ~Zk onde Zo==X, Zk=Y e Z~-1 precade imediatamente Zi.. 
i.=1,Z,. " • ,k. 
Ci.i.í..) a coluna X "sucGds" a coluna Y sR Y precede X. 
As relaçÕes descritas definem uma ordanaçáo ~raca num grafo. 
At.ravós qu~ 
formarão bumps externos. Temos que 
(a) 59 X :$ 'i o Y ::; X. ent.ão X=Y. 01.1 seja. X e Y são 
g.qui val Gnt.G-s, Logo, X G y pGrt.G-OCQffi -.o conjunto !'. 
(b) Se X ,; Y, ~ temos K=Y y g, então X p mas nao para e .. 
C conjunto dos predecessores de Y) 
(c) Se X "' Y, - t-emos X=Y y E, ant-ão X s mas na o para E " 
Cc:onjunt.o dos suce-ssores d .. Y) 
(d) Se X - IRRi'.Á n'l:)nhum neo em dos conjunt-os E. p ou s. <a>nlão 
X ._ B. 
Para obter t.ais conjuntos, procedemos como segue. 
Selecionar ar bi t.r ar i amante uma coluna do bump. di gamos k. Por 
exGmplo, supor k=5. 
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VfC!jamos -que-m sao as precedem colunas k, usando as 
Examinando a linha TA da coluna 6: 
5 ;:: 5 
5 Z: 4 (!) 
6 " 8 
Ex.ami nando linha 8, associada ' coluna 4,, a a 
10 " 4 
Examinando linha 16, associada ' coluna e, a 
1 " 8 
a , 8 
11 " 8 
Examinando linha a. associada ' coluna 11, a 
6 " 11 
6 2: 1 
5 2: 8 
6 2: 16 
Examinando linha 6, associada ' coluna a, a 
5 2: a 
6 , 4 
Examinando linha 10, associada ' coluna L a 
5 " 16 
6 " 1 
6 " 8 
Examinando linha 13, associada ' coluna 16 a 
16 " 1 
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Temos ent.ão. as SEl'gui n'Le-s re-laçÕes: 
6 ;,; 6 11 ;,; 8 6 " 2 " 8 
5 " 4 5 " 11 5 " 11 " 8 
5 " 8 5 " 10 5 ?: 10 ?: 1 ?: 8 
10 "' 4 6 "' 1 1 "' e 
5 " 2 2 " 9 16 " 1 
RelaçÕes obt.ida.s ao procurar colunas q•Je sucedam k=S. 
E:x-ami nando a coluna 6: 
5 " 5 5 s 11 5 s 2 
6 ,; 3 s s 1 6 ,; 16 
Examinando coluna 11! 
11 " 9 5 s e 
Examinando coluna 2• 
2 " 1 2 "' 9 
Examinando coluna 15 
15 s 6 
Examinando coluna 3: 
3 " 12 3 s 6 
E:xami nando coluna 1' 
1 s 12 1 s 16 
1 :5 11 1 :5 9 
A~ rolóo\ÇÕ<õl'S aqui -S:QOI 
5 " s 5 s 11 6 :5 2 
6 :5 9 2 :5 8 16 $ 6 
1 "' B " $ 16 11 $ B 
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5 5 3 5 lE ,. 55 12 
6 " 1 s 16 .. 6 " 16 
6 " 3 5 6 o>6 " 6 
Albm dos'Las, 'tomos que~ 
10 " 16 
10 5 4 CII) 
10 $ 13 
CONSTRUÇÃO DOS CONJUNTOS 
CONJUNTO E ( COLUNAS EQUIVALENTES ) 
6 "' 6 g 6 s 6 .. 6 = 6 
6 " 6 " 6 " 6 .. 6 = 6 
1 " 6 " 1 s 6 .. 1 = 6 
2 ?: 6 " 2 5 8 .. 2 = 6 
6 " 11 " 6 5 11 
,. 6 = 11 
" " 16 " " :<; 16 .. " = 16 
11 " 8 " 11 $ 8 .. 11 = 8 
Port.anto~ 
E "" { 6, 1 • 8, a, 16, 11 } 
CONJUNTO P ( COLUNAS PREDECESSORAS ) 
X S Y. mas não X= Y g Y e E+ x e P 
De CD: 4 ~ 6 e Y = 5 e E ~ 4 e P 
De C!) a CII): 10 :$ 4 :S 5 =:o 10 :S 5 ~ 10 E P 
Por'Lan'Lo~ P = { 4, 10 } 
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CONJUNTO S C COLUNAS SUCESSORAS ) 
X ;, Y, ~ X = y Q y <=E .. X._ s nms n&o 
3 ;, 6 .. 3 E$ 
18 "' 6 .. 12 E S 
6 " 6 .. 6~s 
16 " 6 .. 15 e S 
Logo, s = { 3, 18, (i. 15 ) 
A coluna 13 não pertence a nenhum dos conjuntos. Portanto: 
B = < 13 ) 
Nqst.a construção. P precede E q S sucede E. B pode ser 
colocado enlre P a E Q!:! E e S. Ao f'inal do processo, o con iu1: .. L~2 !;; f .. 
uma matriz irredutível. Porém, P, Se B podam não s~r. Assim. deva ser 
verif'icado se existem colunas iniciais e f'inais nestes conjuntos. 
após as mat..rizes linais 






•o .. .. , 
" p 
" .. 
No exemplo dado: 
10 • u z • ., X 
X " X "' • "' X .. X 
X X .. 
X X .. 
• 
• X X 
X • X 
• 
X 
ainda maiores qu<õ> 3x3, o mÓ-t-odo 




X .. .. 
" • " • • X .. 
• X X " 
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O conjun"lo Pé uma malriz 2.x2 densa. O conjunt-o B consiste- d€> 
pr&cisamos verificar apenas se exis"lam colunas triangulares iniciais 
para a matriz r-olacionada ao conjt.mto S. Tomo~ ontão que: 
" • .. 6 " ..• " X ·.:-X u " .. •• " • " 
Assim, o part.icionaJnG>n"lo do bump am bumps axlernos C quo 











10 • 11 z 1 10 • 1~ • iZ O 
"' X • .. 
" " -X X • 
" • X • X 
• • • 
X X • X 
• " 
• • • " 
• • • .. 
• • " " • • X " X • .. . 
Fl.QVRA 9 
CcJ Escolha da spikas a assinalam@nt.os f'inai~ de 
ApÓs particionar o bump original em bumps e~qrnos, 
bump, d~ modo que l-anhamos uma pequena quant.idade de elementos 
não-nulos acima da diagonal princípal. 
Para ist..o. ut.iliza-sa t.ally ~unclion. 
cada bump ext.~arno. Considerando o bump axt.erno da f'igura 9: 
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• ~m p ~ 
• 11 z i 10 • JCi.) 
• X X 2 • X X X X X 6 
• X X 2 
'" X X X • 4 •• X • 2 
"' X • X X 4 
ICiJ 4 2 3 4 3 3 
Uma coluna qug, t.em a maior quant.ida.do do olCôil'mcm.t.os n~o~nuloto~ 
é escolhida como spike, usando t.ally function. Assim, tentamos reduzir· 
os contadores JCi) e tentar obter ao manos um çont.ador JCi)=l. 
No !ô~!X~ãtmplo, minCJ(;,)):::2 llõ'l t-z(6)=2 Q Único. A colun~ 6 9 um 









• .., .. 
'" 
" • ' 16 • 
X 
X X • 
X 
• • • 
• X 
X X • X 
' " escolhida a 
" . '" . .. 
X 
X X • X 
X X X 
X • 
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X X X 
X X 
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Como agora minCjC\))::::2, s:abGmos qye gxis.t...q out.ro spikQ n9st...v 
bump. Ent-ão, usamos Lally ~uncLion para a escolha dest...q out-ro splk$, A 




























' q oso:colhida 






z • 10 11 1 
" • .. • 
" .. X X 
" • 
-,--• X X 
X X 
X X X X 





' que e um spika, pos~ui 
l.i.nha. Assim, vamos escolher o elamant.o C13,1) como pivô e as~;in~l.amos 
• • '" • " • " to • .. 
•• • 
• X X 
'" • X 










Novamcnlo, t.emos vários J(i.)=l. ApÓs o processo já conhHcid•:.. 
conc:lu!mos quta o B-l~&mQnlo pivÔ/; (16,11). AlualizFtmr:r;;; JC~): 
z o '"' ' " 
, J(i.) 
• ., K 
' " X •o X " X K .. X .. 
'" X X X .. • K X K K K o 
Bem, agora rest.a assinalar como pivô o elemento C2.5), que 
pertence à coluna spike. ~st.a rorma, temo~ o bump ordenado: 
" 
2 • "' ' " • 5 " ' "' •o X " •• K 
'" X X 2 X X 




























" X .. 
X " X X "' 
do algoril.mo. 
f'inal 
.. z • '" ' 
" " " X .. K 
" .. 
" X " 












X " " 
-; 
X " " X X X X .. 
X X X "i 
X •I " -
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4 .3 - METODO UTILIZANDO DOIS ESTÁGIOS : ALGORITMO PARA 
OBTER TRANSVERSAL MÁXIMA+ ALGORITMO DE TARJAN 
INTRODUÇ~O 
Consideramos uma mat.ri z A ç; [Rnxn asparsa. A ~st.rvt.ura bloco 
t.rL&tngular para a ma:Lriz podg :sg.r consfãfguida (sg. ela f"or rg.duLÍv~J._), 
ut.i 1 i :zando um método dce dois ast.ági os [ 11 J : 
C a) pGrmut.ar 1 i nhas da mat.r i z • da modo qua a di agon;""_l 
principal seja composta por elementos não-nulos C encontrar uma 
l-rnasversal ) a 
Cb) ut-ilizar permut.aç~s simGt.ricas para obt.sr a est-rut-ura 
bloco t..r i angular. 
O conjunto de element.os não-nulos na diagonal de uma mat.ri:z Q 
chamado de t.ransversal. No primeiro estágio do método. procuramos 
oncont.rar t..tma t.ra.nsvG>rsal máxima Cu E~"l emant.os não-nulos nA d1 agona.l). 
No SGgundo est-ágio. t.smos dois algoritmos que podom s,ç,,r 
usados para obter a permu~ação sim~lriça: 
C~J Algori~mo dg ~rggn~ g Wgs~grbE>rg E> 
(it) Algoritmo de Tarjan 
CAda um del@s será vist.o com det.alhe-s. 
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METODO 
C a) ALGORTI MO PARA ENCONTRAR UMA TRANSVERSAL MÁXIMA 
ma~riz, ou seja, procuramos uma ordenação para suas linhas de modo 
que exis~am elsmen~os não-nulos na diagonal principal da ma~riz. 
' " possível uma "Lransversal máxima at-rav.i-s de 
permut.ações dG linhas C ou de colunas ) , um gr::_af'o podE~- ser associado 
à ma"Lriz resul~ante. Os elementos da diagonal principal c 
) os nós "' os ai-j c ) . ;;i;.l'"COS 
direcionados. grafo ' ser a ut-ilizado nos algorit..mos do esLágio 
seguint..e. 
A seguir. • ser a um algorit-mo para êncontrar· 
t-ransversal máxima para uma mat.riz dada. 
O algori lmo a ser descrit-o S99WiOt o t..rabalho real j zado por 
Duf'f [ OSJ , ( 091 e Gust..avson { 2:31. 
As col un.<l~ n~ mat.ri z dada são exami n.::lrl~s uma a uma e são 
.-Iet..uadas parmt1laçÕes ent..rq linhas. quando f'or nrõ>Cgssário colocar u:u, 
Ql~menLo não-nulo na diagonal. Vejamos como. 
Supondo que já f'oram encont.radas p6rmuLaçÕes "VnLre linhas, do 
t.al modo que existam elementos não-nulos nas k-1 primeiras posiçÕes 
diagonais. En'Lão, a coluna • " examinada " procuramos por t..rma 
permu~açâo ent.re linhas ,Lal que: 
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Ci.J sejam preservadas as k-1 prim~iras posiçÕes diagonais 
dos olem9nlos náo-nulos. 
(\-i.) sGja colocado um GlGmGnlo não-nulo na posição k 
Executando o algorit-mo deste modo, -lemos um elemento não- nulo 
sendo adicionado à transversal. a cada estágio. 
O procGsso de obter a adição de um elemento não-nulo na 
transversal. num est-ágio, é chamado de assinalame-nlo. 
Em certos casos. adicionar um elamG-nto à -L r- ans vçn· sal 
conseguido da Íorma trivial. $Q a coluna k {..gm um GlGmenlo na linha }: 
ou abaixo dela C por ~?Xamplo, linha i. k < i ), f'azli>'mos uma :;:;irnpl<es 
permutação entre estas linhas, obtendo um elemento na posição Ck,k), 
Isto Q, chamado de- as sinal amentp barato C choap as si gnment. ) t 11 J. 
EXEMPLO 
• • , • 5 6 7 ---- -• • • 
• • " • • • 
• • • 
• • X 
6 • 
7 • 
Analisando a coluna 6, através da pêrmut.ação das linhas 6 e 
7. conseguimos um E»l""'m"'nt-o não-nulo na posição (6,6). 
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' z a • ~ o 7 
' " " 
2 " • • " " • • " • • • 
7 X 
o " 
N>&m s~mpre & possível obt-er um assinalalll':ilnto barat-o. Nct.;Lo 
caso. proced&-sa da seguinte maneira. 
Supondo que ~amos k-1 alamen'los não-nulos na diagonal, 
procuramos por uma sequância de colunas ct, cz, .. cj, com i.1=k, 
tendo alamantos nào-nulos nas linhas rt, rz,. . , r j, 
rj Então. saquência do mudança J i nh.;os 
Cr:~.,rz)~ Crz,raJ, . . . , 
EXEMPLO 
' • a • • 
' • • • 
3 X 
• " " • " 
o " 
sequ&ncia: 
' • 3 • • 











" o • • 
c:t=6 
r1=2 * cz=2 
rz=4 .. ca=4 






Crt,r2)=C2,4) Crz ,r aJ=C4,t:D 
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' z 3 • ~ d 
' • • K, ' " . ... l C2. 4) • • • >t ••• X- ] • • C4,6) ., • 
Deve ser observado que nom sempre é possl vel cor12>Bgui r uma 
' . max1ma, si ngul.;;~_r. Tal mat.r i z ~ di t.a 
s~r si mboli cament..s 2.Y est..rut.ural1W!n"l-e singular. C F:tGURA t) 




• • ., • 
l'tlOURA. i: MATRIZ ESTRUTURALMENTE SINGULAR 
Supondo qug n&ro cons;;.;.gui mos 
posição Ck,k), cont..inuamos com o algoritmo, a parlir da colun-a k+1, 
t..ent..ando colocar oulros element-os na diagonal. Mas, urn alement.o nulo 
SEI' ao f'inal do algorit-mo dado~ t..ivermos. uma transvr;;:,rsal 
ul.ilizadas permtJt..açÕ<es simQ,t.ricas para 'lermos a est.rulura bloco 
triangular para a matriz. 
principal. 
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C bJ PERMUT AÇCJES SI MÊ:TRI CAS ~ OBTER b_ ESTRUTUF:A. BL~ •. Q;;Q 
TRI ANG-Uk,AR 
Para est,e sst.ág.i o, ~ ssrao vis~os dois algoritmos: 
Cí) Algoritmo de 5argent e Westerberg e 
(i,i,) Algoritmo dE? Tarjan. 




• At..rav~:s do primGiro ~,;;~st.ágio, t.~mos p,.,rn•tJtaçÕ~s 
.o=-n'lrEI' linhas dR ma.t..riz A. de modo a conse-guir urn« t.ransv~r~:-0.1 mkxim.;;, 
C a menos que a matriz seja est..rut.uralmentG singular ). 
Assim, após o primeiro estágio, temos: 
p, A CD 
com el g.mg.nt..os não-nu.l os na diagonal. Em sQgui da. d.:,;;.s.;;.jamos r·q;o,l i z;;;,r 
permut.açÕes simát.ricas C i. é-. linhas " colunas 
ident.icament.e) para quf<l a mat.riz de (1) seja bloco t.riangular· infBrior-
C supondo A J'Gdut.Í vçl J. Ou seja, queremos encontrar uma m;~+ .. r·iz d9 
permutação Q. t.al que: 
IBu 
IBZi IBzz 
QT CP:t A:! Q = 
' 
IBNi I.BNz. IBNN 
a.lgorit.moe;;;. com &>.juda do 
dir9cionados, associados às matrizes. 
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EXEMPLO 







' HATR:IZ OR~OJ:NAL ORAFO ASSOCJ:APO A MATRIZ 
' nos;: do 9r·"'lo o 
cada 9l91llQnt.o nAn-flulo ai.j :fora da diagonal. 
assoei ado não á al "larado. Apenas os nós rece-bam nova ro"lul açãc~. 
EXEMPLO 
• -~~--n Ji! 
[ 
au QU o ] ""-. / A; = o a22 o ~./ a a• a a> a a a a 














o ] 1 
o 
O grafo associado à QT Act Q é: 
• ·----~ .. 1 " / ~/ 
• 
• 
Um caminho do nó .v~ para o n6 .vk n1..1m gra.f'o, 9 uma s<O>quQnci..,. 
de arcos C.v~,-v2), C.v:;.r,.ua), .•. , C.uk-1,.vk). Ele é um ciclo se v~=vk. 
arcos que são pares dos nós porl.<.?ncGnl.G<s a fô'St.G subconjunl.o. 
Um subgrafo conGct...ado um caminho 
qualquer um de seus nós para out.ro qualq1..1er. 
pode ser aum€<nt...ado, at.ravés da adiçÃo de ' nos e-xlras 
















2 component.es fort...G-s 
r .......... _. .... ;-................. 1 
! 
I E~ Ll_._l_//'""· 
L ... ~ ........... --.......... '!' ... J L .. ~.............. " .. J 
de ' nos que compÕGm as componGnL~c.. 
cor respondem aos blocos diagonais da mat.r iz. Cada nó pode pm- l'f.mco:;r· "'-
ape-nas uma component...e f'ort.e C que consi st.G- d...- um Único nÓ). 
f'orma, as component-es f'ort.es def'inem uma part.ição du g1·aru. 
Duff' provou que a asl.rt.rlura bloco t.r i angular ~ essonc:i nl m.;;:mt.H 
de- um bloco diagonal. bem como ant..ra os blocos, arn cer-t.os casos [07). 
ALGORITMO DE SARGENT E WESTERBERG 
Podçm SB-r constr-u{dos algori t.mos para encont.rar a estr·u'ttn;:., 
t-riangular de uma mal.riz, a parl.ir da obs~&rvação que sq A é um'~ 
permut-ação simát.rica de uma mal.riz C, i.á. 
ffi1 A G t.riangular, d$VG havar um n6 no graf'o associado a c. do q\J;al ~"?'::) 
Claramente, es-te nó deva ser 
novo graf'o rol.ulado. Eliminamos 
rot.ulado como prime i r· o 
' no, bq,m como os 
-no 
apont.am para ale. NovamG>nl.e, haverá no graf'o rest.ant.e, um né) do qu;'l 
não par"l;e- nenhum arco. Rot.ul amos est.e nó como o segundo q ~j 
Glim.inamos, junlam!V1nl.G com o:s arcos qug a.pont.am para Gil o. PrQ~s<G·gul ndo 
d&s::t .. a. f"orma.~ a mat.riz obt.ida. associada a asta nova rolu] ação do 
graro. será ~riangular inferior. 
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EXEMPLO 
3 6 7 
1 2 4 6 
Caminho: 1 ~ 2 ~ 3 
Ao ch(."'gar ao nó 3, não exisle nenhum arco parlit~rJu c](-_.~le-




1 2 4 6 
Novame-ule-, s~guindo o caminho, l&mos: 
Caminho: 1 ~ 2 ~ 4 4 5 
Como no caso an'Larior, não part..e nenhum arco do nó 5. As;sim, 
rot-ulado como sG>gundo na nova rolul ação. apagado 
~J 
7 
• ·---·----> • 
1 2 4 6 
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Em segui da , t.e-mos o c ami nho :1. 4. ' no 
nÓ 4. El .... Ó ~-ot-ul:;:odo como {..qrcoiro nÓ na novl:i. rnt.ulaç2lo. o t_çmo'Qr 
7 
·------·-------· I 6 
1 
No caminho quo ost-á sG>ndo SL'yuido. não part.& nenhum arco dr.> 
nó 2, passa o quart.o ' no .. o nó 1 • o quinto na nova 




da nova. rot-ulação s o nó 6. o sc&t.imo. Assim. a sequí&ncia dG caminhos, 




3 4 4 4 
2 2 2 8 8 8 7 
1 1 1 1 1 1 1 1 6 6 6 
p&UiiSO 1 2 3 .. 6 6 7 a " 10 11 
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' 2 • • • d 7 
' • • • 
2 • • • 
• X 
• • • 
• • • 
d • X X 
1 X X 
N.ATRl:Z OlUO:lNAL 
• • • 2 ' ? ~ a • 
• X • 
• X X 
2 • X X 
' • • • 
'7 X X 
o X X X 
MATRl:Z APÓS NOVA ROTULAÇÃO 
1>09 NÓU 
Deva ser observado que no passo Q, iniciou-sa um novo 
caminho~ pois o que ~s~ava sendo seguido. ~Qrminou. 
bloco triangular. Este- algorit.mo ut.iliza o f'at.o que t.odos os r1r.Ss em 
qualqu'lcw ciclo pertencem ' a mesma comQonenl-a for to. ComBçando de 
qualqw;;,r nó do graí'o, um caminho 9 sosguido at..S. quG> SQ G>ncont.rq.: 
C~:> um ciclo C qua idanl.ií'icamos ao ~ncont.rar o mesmo n6 
duas vezes), ou 
(ti.) um nÓ do qual não part.e nenhum arco. 
Quando um ciclo é encontrado, os nós que o compÕem sao 
condqnsados num ' < ' un:tr;:o no: 
Se f'or Gncont.rado um nó C ou nó compost.o), sem que n&nhum arco 
G' saus ar c os são •• ap•gados" do gr a f' o • oblendo assim. 
Continuamos com o algoritmo: 
(a) a part-ir do Últ.imo nó no caminho qt..~e est.á sendo seguido, 
ou 
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Cb) iniciamos out.ro caminho a part..ir de out..ro 
caminho que est..ava ~Gndo seguido, acabou. 





1 2 3 6 
Comgçamos o caminho a par'l.ir do nó 1. 
' no, 
obtidos 
Caminho: 1 --+ 2 _. 3 -+ 4 --+ 6 -+ 6 -+ 4. Foi ç;;.nconlr·ado om cícJ o: 
4 -+ 6 -+ 6. Fazemos dele um n6 compos'l.o: 4• 
7 
·------ __ _, 
1 2 3 ... 
SQguindo o caminho. t-emos: 
Caminho: 1 ...,. 2 -+ 3 ...,. 4" ... 7 ...,. 3. Ot.lt..ro ciclo é encont.rado: 
3 ~ 4" ~ 7. que é condensado num nó compost.o: 3• 
·----;·---•---+·---· 
1 2 3' 
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Não o&xis'l-em arcos deixando o nó 3'. Assim, 16!StG 4 o pr.:í m0ir o 
nó ~ sor rotulado. 
Rot. ul ando 3' : 
3': c 3 4' 7 ) 
3': c 3 c 4 6 6 ) 
lo. Zo. 3o. 4o. 
7 ) 
6o. 
Eliminando o nó 3' e arco. temos o subgra~o: 
Asso i m • rotul P.ndo 
. 
o no 
nó 1 como s~timo, temos: 
' z • • ~ " 7 • X X " " X 2 X " • • • • • X X 5 • " • " " " d " • • • " • 7 • • 
6 • • • 2 • • 
7 • " • " " 
MATRIZ ORXG:lNAL APÓS NOVA ROTUI.AÇAO 
Nest.Et método. existe uma dificuldade associada ao 




Sucessivos ' compost-os: nos 
lo. ' c .. 6 ) no 
2o. ' c 3 c 4 6 ) 6 ) no 
3o. ' ( 2 ( 3 c 4 6 ) 6 ) 7 ) no ' 
4o. ' c 1 c 2 c 3 ( 4 6 ) 6 ) 7 ) 8 ) no 
Quant..idad~ de novas r ot. ul açÕes: 2+4+6+9=20 
ALGORITMO DE TARJAN 
O algoritmo de Tarjan segu.;o. a id~ia básica do algoritmo dG 
Sargent. g West.erberg. traçando caminhos a idG-nt.ilicando cowpor~ur.te::,. 
fort.r&s. Mas, r&lr& t.em a vant.agem d<al' evi t.ar o passo de condensação do 
nós (16). 
Novamente, seguimos caminhos atravGs do graf'o assoei ;.,de> a <Jffi<i 
mat.riz, mas agora, os nós são mant.idos numa Qilha. Est.a pílha m;:.,r!lO::em: 
(a) os nós que est.ão no mesmo caminho corrente. ou 
(b) os nós pal'U u::.; quais ocorreu um "backt..rack'' C eslQ 
"backt.rack" significa que ocorreu um ciclo ao seguirmos vm caminho). 
Para c&\da nb na pilha ~ ut.ili:zado um aponlador ( lowlink ) 
para indicar qual o nb que 101st.á mais abaixo na pilha. num caminho 
seguido. Todos "lowlinks" são inicializados na pilha., apontando pm·a o 
próprio nó. 
O algoritmn de Tar jan consist~ numa c~'.i1rta quantidade dü 
passos principais. cada um consistindo de uma sequência de passos 
secundários. 
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Passo princiQal: começa pela colocação no caminho e nM 
Seguênci a dEi' Qassos secundários: o caminho do 
mais um nó a cada p.<lsso. ou reduzido C sa houvor" um "ba.cJ.:tr;•r:--Y")_ 
O passo principal t.ermina quando acabam a pilha e o caminho 
que ast...á sendo seguido. O algorit.mo t.ermina quando t.odos os nós foram 




1 2 3 .. 6 
7 7 7 7 7 • 
6 6 6 e 6 6 • • • 
6 6 6 El El 6 6 • 
4 4 4 4 4 4 4 4 
pilha 3 3 3 3 3 
• 
3 3 3 3 
2 2 2 2 2 2 2 2 2 2 2 
1 1 1 1 1 1 1 1 1 1 1 1 1 
1 2 3 4 6 El 7 8 9 10 11 12 13 
FICJVRA ;t 
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Es~amos seguindo o caminho 1 ~ 2 ~ 3 + 4 + 6 ~ 6. No pas~o 6, 
Gncont..-r.amos o c.am.i nho f'echado ( 4 6 
6 4 • Aqui, o Índice 4 é lowlink. Ist.o signi:fica quR há um ciclo e que o 
nó 6 est.á "'preso" ao nó 4. No passo 7. o caminho fechado C3 4 5 e. 7) e 
encontrado e indicado por 7. O lowlink apont-a para o nó onde inicia o • 
novo cic-:lo. No passo 8, não há majJ<;: arcos: dei:x.>~.ndo o nó 7. Est.g nó Q 
removido do caminho C ele' é rot-ulado como primeiro nó ) , rt~<~s não da 
pi 1 ha, pois Gl é Q parl.e do caminho f'gchado 3 7. O lowlink d9 7 .[:; 
removi do 6' passado para 6 C 6 ), • O nó 7 o primeiro 
rotulação. De ~orma análoga, seguimos aLá o passo 10. 
nó na fiO V;:\ 
No passo 11, os nós 3, 4, 6, 6 G 7 Gst.ão t.odos no mesmo c:iclo 
e são retirados da pilha. Eles pert-encem à mesma come_9nent.o [9.J: . .'LG. Em 






























X I X 
APÓS NOVA ROTVLAÇÃO 
dif'arindo na ordem dos element-os num bloco. Porém, foi evitaclo o p;,.,sso 
de ro~ular nós compostos, como no caso do algori~mo anterior. 
Num passo tÍpico do algoritmo, existem os seguintes casos: 
(1) Encon~ramos um nó que não está ~ Qilha. Neste caso, B só 




Esd: .. amos s<aguindo um caminho iniciando a part-ir do nó 1. No 
passo 2~ t.amos: 
2 
1 1 
passo 1 2 
Como no passo ant.ç.rior C passo 1) n&:o havia o nó 2. G<l-e ó 
adicionado à pilha e ao caminho. 
C2) são examinados t.odos os arcos a part.ir do nó correnle e 
nó $ r9t.irado do caminho, ~ não da pilha g SQU lowlink Q l.ransfGrido 
para o n6 que est.á imadiat.ament.e abaixo. 
EXEMPLO 
---+-C~__.J <------• 
1 2 3 4 B 
9B 
4 4 4 4 
' 3 3 3 3 3 a • • 
2 2 2 2 2 8 
' 1 1 1 1 1 1 1 s 
l 2 3 4 6 6 7 9 
No passo 5. o nó 4 é retirado do caminho. ~ mas nao da pilha 
Cv..-r passo 6) o sG-u lowlink. 1. ~ t.ransffiit-rido para o nó ql.19 9sl-á 
(3) Todos arcos 
t.~mos 3 . • 
do ' no -so.o 
lowlink não apoo~a para um nó abaixo dele. Nest.e caso. o nó corrente e 
t.odos acima dele na pilha const.it.uam uma component..g f'orte e 
rGmovidos da pilha. 
EX8MPLO 
no passo 7. t.emos est.a sit.uação, 
-sao 
' nos 
1. 2. 3 a 4 const.it.uam uma componant.a f'ort.a a são rat.irados da pilha. 
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L_. __ c_A_P_I_ru_L_o_I_II __ Es_o_u_E_MA_s_. _o_E_A_r_uA_L_I_zA_Ç_Ã_o_o_E_BA_s_E_s ____ ~ 
1 - PROBLEMA DE PROGRAMAÇÃO LINEAR 
~ 
Um probl goma de programa.çao 1 i OG<õlr consi st.e G>m ma.xi mizar ou 
minimizar tJma !'unção linear C chamada !'unção objetivo ), cujas 
igualdades e/ou dasigyalda.das ( chal'lt<õ\das restriçÕe-s do problema ). A 
matriz associada a ast..a sistema á chamada matriz tlill'cnolÓgica t02J. 
o probl Gmlõl pod<> ser escri t.o como 
MIN z = C1 X i + cz xz + ........ + CN xm 
s.a 
[ "" 
~ + .... xz + ' ....... + a<m ~ = b• 
a .. X1 + azz xz + + azm xm = bz 
ant X1 + anz xz + ... ' .... + anm xm = bn 
ondlõ'l : 
Z : runção objat.ivo 
Cj j = i,Z., . . ,m cust.o unit.ário da variávQ1 xj 
Xj • j = :t,z,. . ,m 
a\.j ' • -.,a, . . ,n j .. :t,a, .. ,m 1 coló>f'icigntGs t.GcnolÓgicos 
bi ' = 1,Z,. ,m disponibilidade do recurso i 
97 
MIN Z • 
s.a { 
nxm 
com A € IR • 
T 
C X 
A X = b 
X ?c 0 
c 1 ) 
Consi dEw emas o pr obl9'ma C 1 ) . Supondo que t.~mos uma base 
inicial B e IRnxn a uma solução básica .fact.Íval inicial, A m.a.-lriz A, 
bem como os votares ~a ~~ podem ser particionados, de modo qu9: 
A = [ B : N J 
X = ( XV XN J 
c [ ca CN J 
Assim. o probl~m~ C1) podg sgr escrito comoz 
MIN z T T = CB XB + CN XN 
B XB + N XN = b 
[·:] " o 
-sao as chamadas 
Simplex Revisado. 
1 . 1 - METODO SIMPLEX REVISADO 
Escr<ii>v<ii>ndo a inv'õ>rsa da bas<õit como um produto d<Ol> matr-izG-s d<ii> 
Lrans~ormações a!emenLaras. t.emos 
B-
1 = En. En-1 .••. E:t 
9B 
O m~lodo !!ti mpl ox rQ-vi s;"'do podo sor rosumi do como: 
PASSO O XB 
XN "" 0 
PASSO 1 Cálculo do volor n C mulliplicadoros ) 
T = CB En. En-1 ..••. E1 
Est.e passo ~ conhecido como "backward t.rans:forma'lí on" (ou 
BTRAN ) . pois mat.rizqs t.ransformaçÕç.s 
mult.iplicadas na ordem reversa ( n.n-1, .. , ,1 ). 
PASSO 2 Encont.r ar o cust-o reduzi do de cada coluna aj ~"' A 
Con~i der ar 
Zj - Cj 
T = CB 
-- n• 
M.q.:x Zj - Cj 
J 
_, 
8 aj - Cj 
aj - cj 
Zq - Cq 
SQ Zq - Cq :$ 0 ~PARAR a solução corrent.G> é- Óli ma. Caso 
contrário, ir ~~ra o Passo 3. 
PASSO 3 So zq - cq > O , calcular : 
-· C(q = B aq = En. En-.1. ••• E:t. aq 
passo ' " conhecido como "Forward t.ransíormat...ion" 
c FTRAN ) , pois as 
mult.iplicadas na ordem diret.a C1,8, ... ,n). 
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PASSO 4 : Se e<q "' o, PARAR solução ilimitada. Caso oq > O, 






atualizar B e f'. atraves da multiplicação por: 
• [ 
1 
1 Y]i,n+i ] 
{ Y1i..,n"'"i = -.Ctl. ' ' " p > ond'i> C<p np,n4-:l ' = O<p 
As mat.riz~s E<, k 1. e .. - chamadas d<> "vet.or-o::ts ETA". = ,n sao 
pelo Índice da linha pivô. Est.es ve:Lor-es -sao ar me.zenado~: 
saqu~mcialmente- num arquivo t 161. 
A inversa da basE> ' dada nova " por 
c Fi )_, = En,..:l. B-t 
= En+1, En •.... Et 
E tambÉ>m ' 
~ = En+:l. (1 
= En-+t. En •..•. E1. b 
inversa CPFI) 
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Existam basicamente dois m9todos que são usados para inversào 
PFI q BPI 
Durant-e muitos anost a técnica padrão para at..ualização de 
basos, t.Jsada em pacot-es, f'oi a forma produt..o da invorsa CPFI), 
Porém, - ' -nao 9 t.ao of'ici9nt..o quant.o a form1:o. 
eliminação da inversa CEFI). ~ amplamente reconhecida a eficiência do 
esquema EFI sobre o PFl, em termos de rapidez e precisão [181. 
A f'orma de eliminação da inversa CEFl) ut..iliza a f'atoração 
t-riangular da bas& ( decomposição LU ) e t..em sido implement..ada num 
grande número de pacotE~s comEil'rciais d9 PL tlSJ. 
inversa da base, bem como nas i t.Eil'raçÕes post.eriores à rei nversào. 
Deste modo, o passo 5 C de atualização de bases ), sm·á 
Os métodos maiR conhecidos para at.ual i ZéH' 
(1) Método de Barlels e Golub 
(2) Método da Forrest a Tomlin 
at.ualiza.r fatoras LU de- uma base C36J. mas apresenta dificuldades na 
impl~mentação computacional para problemas de grande porte, devido a 
perda d~ asparsidade nos ~at..ores t.riangularas. 
Já o mét.odo da Forrest. e Tomli o 4 d~EJ fácil implem•swl'lRção 
comput.acional e muito atrat..ivo do pont..o de vista da esparsidadq, 
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Exi st.em i mpl ement.açÕes baseadas no mét-odo de Bar t.el s r;;t Gol ub. 
e~icient.es • que mant.êm a esparsi~ade de bases. 
$S'l.rut.uras de bumps e spikes • obt.idas- com o al gor i t.mo P 4 . A basE:~ .á 
decompost.a em fat.ores t.riangulares. Através duma permutação simBtrica. 
a. mat...ri:z t.riangular superior pa~1":a a t.e-r uma e-st-rut-ura esp"•cial. ' " " 
armazenada $'-Xpli c i t.amoent.&. A base inicial é modificada pe-1 a lr-oca (k.: 
uma de suas colunas, At.r avés de pEtrmutação si roBtr .i c a. obt-0m--se uma 
' ~ ' qu,.;. so nao E> t.r i angular s-upc;;o-rior d,g.vldo linha. 
compost.a por el emont.os n.Êlo-nulos. R~ la mat.r i z é triangular _i zada por-
me-i o da e-1 i mi nação Gauss i ana. 
MI NOS/ AUGMENTED. 
No mÉtlodo descrit-o por Rçoid. a base original Ó dA>composla Bm 
f:at.-ores t.riangularss, at.ravés do mk.t.odo de Mar-kowil:z. ApÓs trocR de-
uma coluna, a mat.riz t-riangular super-ior passa a apres.P..r1t.-ar um bump. 
Ent~o. por mo:;ldo d0 p4ó;wmut.açÕos do&'> li nhlillS GJ colunas, -/;;. conli:<""'g'-'i d&>_ >,.um:;.; 
est.rut.ura qt.Je é. pelo menos, bloco t-riangular superior. Em seguida, a 
mat..riz ó reduzida ' a es-Lrut..ura t.riangular superior • d;, 
G-liminaçã:o Gaussiana, 
()s métodos de- Forre-st-Tomlin a Bartels-Go-lub, bem como suas 
modi~icaçõus, serão analisados a s9gvir. 
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2- ESQUEMAS PARA ATUALIZAÇM DE BASES 
2 . 1 - ME:TODO DE BARTELS-GOLUB 
Devido à instabilidade numérica de PFl, Sartels e Golub {01] 
propuseram como alternativa, uma f'at.oração LU da base, que pode- ser 
atualizada de maneira estável. 
onde A € 
onde B E 
ou 
onde bi. 
Considerando o problema 
MIN Z = c'~'x 
~.Q. A X = b 
X ;, o 
IRnxm . ()y então: 
MlN z T + 1' = co XB CN XN 








TG>mos a íat..oraç~o da bas~ inicial 
B = L U 
(1) 
L -i( bt , , . bp , . . bn ) = ( Ut • • • Up . • • Un ) 
i = 1.2 •...• n são as colunas das matrizes: B e U. 
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Pai 'la a decomposição L U 
armazenada e a'lualizada axpliçitamen'le [201. 
Supondo que do môt.odo simplçx, a colui:l~ bv 
seja Lrocada pela coluna aq E A .Ent.ão~ a nova base$: 
~ru.>.l..r i z U 
L-1 B ::;; i) 
Considerando -· et.p = L aq 




::: ( U.t . , • O:p , , • Un ) 
-· -Em geral. L B não é mais triangular superior, diíer-indo da 
ApOnQs na coluna p . 
Usando uma mE\t.riz de pe-rmut.aç&o Q, a coluna ap podH s9r 
colocada no :final da mat.riz obt-endo ent..ão, uma ma L r i z 
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p <>p 
L _, " " Q ~ \) Q = H 
FlOIJRA 1 
A matriz de permut.ação f'az com quo a coluna ap s0ja colocrtda 
no final da ma~riz L_, 6 , movendo as colunas int~rmediárias. d~ p~l 
até n. ~ QOsiç~o ª esquerda . 
De-st.e modo. a est.rut.ura da FlOURA 1 pode ser f'acilmentfil 
reduzida ' a for-ma t-riangular superior, através da dos 
~l~llll;;>nl.os da subdiagonal. 
Ao sarnw eliminados os Etlemant.c•s não~· nulos da subdi agorwl.. 
consid~rando como pivôs os elementos da di~gonal princip"ü, e-::;:to 
m9lodo n&o s<10>rá numericamenl-o est-ável [41). 
Assim, para cada coluna j = p, .. , ,n-1, o pivÔ Eoscolhido FtnLro 
o el ement.o da diagonal ou da subdi agonal é- aquO'l e que. 'Lem mad or v a_ 1 o r 
nec~&ssário, na Gscolha dos pivôs [10),[26], 
Então, através de uma da mat.r i zes de per mutação 
C quando houv'õ>r necessidad~ da ~roca de linhas ) 
triangulares inferiores elementares C para eliminar elementos da 
subdiagonal ) • a estrut.ura triangular superior é oblida novarnent.e. 
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Considerando a matriz G como r e-sul t.anLe da saquôncia ds 
ob~ida~ ~em-se : 
ou 
ondllôl" 
G L-t B Q 
G L_, B Q 
; 
= 
G D Q 
u 
; GH ; u 
U $ tJma mat..r-i:z t-riangular s1..1parior. Tem-sl9' ent..ão qu"" 
~ 
A inversa da baso B 9 dada por 
Embora o método seja altamente preciso, a cada eliminação do 
um &lo;;r.ment.o d~ subdiagonal, os o1e-mont.os das linhas do p at-é. n-1 da 
mat.r iz da FlOURA 1, vão sE.mdo al tarados. podendo dos la forma. causar· 
preenchimentos na matriz t-riangular supcr·ior. Assim. para atualiz:a.r· ~. 
perda de eficiência do método raoJ. 
IMPLEMENTAÇXO COMPUTACIONAL 
A bas~& B e f.Rnxn 





1 "'U-1 k 
] Lk " lkk Uk uk-t,k .. "' = I " 1 lnk 1. " 1 
par-a ).:.,_!.,2, ••• ,n. 
Os ~l~m~n'os d~ Lk·i ~ U;-:1 ... "' i i ' d ""' ...- ..,. .... ... .,. "' .... em apenas s na s opos .... os a os 
A inversa é : 
_, 
..... u ... .L;:,:t . Lt" 
são ut-ilizAdos dois ar-quivos para armazenar est.as ma-t.-r·J_zBs 
"backward ETA f'ile " C 
_, 
para U ) e- '' f'orward ETA f'il«P " < 
_, 
pare L ). 
Cada uma das mat..rizE~-s ' " !!!:.fl!&Z enada como IJfll. 
ve-t.or ETA [ 21 l , [ 39J. 
Supondo q\.fo;:;r a. coluna bp da b&sG' original f'oi modif'i<.:;;;o;d;;;< p;p,r~ 
aq, t-em-se que 
Qq .•• bn)=(u:t, •• C(p ••• Un J 
Através de permuLação de colunas, é obtida uma rnatr·iz 
Gaussiana. 
L_, L-
1 L- 1 B- Q = n. n-:t,, , . i U Q = H 
As \.•:t, ••• ,p-:l Up 
apagada e as demais mat.rize-s Uk, k=p+-t,.,, ,n são modif'icadas para 
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A atualização das mat-rizes Uk. é realizada do segtJ.i r1le modo, 
As ma\-riz:G-s ( ~'"P•• , . ,n-J. ) 
element-ares. incluindo possível :r:e-rmut.ação ont...rE> <e>l&m<e>nt.os não-nulos 
da. di a.gon~ü o st.Jbdi f\gonal do H, Ent.ã:o. par a i<;;::p+t, ••• ,r,. tom-sB> 
Passo L 
' _, 
Calculo d<Gl' G 
G = Obtenho -· G • 
At.ual.ização 
ond~ Uk é a coluna não-uni t.ária da mat.riz Uk. 
ETA 
A partir 
matriz Õ~.- i;. construída. para k"'p+i, ••• ,n. 
por: 
O Úl t.i mo vet..or ETA. relacionado 
• otp -i -1 -i = Gn-i, Gn-z .... , Gp • otp 
-i -.:1. -.:1. -i = Gn-:l .•... Gp . Ln .•... L.t , aq 
--· Chamando Un ... :t "" Olp • 
' a coluna 
( 
-1 -i -i "'-1 .... _i ""'-1 
= Ui • Uz .. , , Up-1. Up+:t •.. Un • Un+.t 
otp, 
O arquivo '' backward ETA f'ile '' b oscrit.o como 
-:1. -1 "'-i ""'-i ""-1 
Ut . U2 ... Up-t. ..• Un • Un+i 
~&o arquivo •· f'orward ETA file-". como 
-· • Gn-2. 
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at...ualizado 
2 , 1 , 1 - JMPLEMENTAÇÃO DE SAUNDERS 
A implemont.ação da at...ualização de- Bar"lf?11s~(3<.•lub f"'flt~ p<JT" 
SaundG-rs (36) • ti r"'- provQil.o d&s Gst.rvt.ur&ls do bumR_.;;:. ~ikqs, ob+~ida.s 
através do algorit...mo P4 (17), de Hel!arman e Rarick. A estrutura 
conseguida para a m:>~triz. ao final do algori'lmo é t.riarlgular inferior 
ou bloco triangulQr inforior, quando a matriz for rédullv~l 105). 
Consideremos uma base 9, apÓs P
4 
----------, 
p B Q = = Bl> 
FXOUJ\A :t 









Os elementos da diagonal da matriz u são "1 .. ' 
Cf'ill-in) qu~ podom ocorror nu 
decomposição L u. &st...ão restritos ~s colunas spikes. 
Nesta imp1Qm€fnt.açã:o, a mal-r·iz U é ar-m<:,_z,,mada ~xplicil<~TI>Orlt.$;,, 
Porl-ant.o, sGrrá vist.o como obf...er uma mqlhor qst.rut.ura par-a U, do;. modo 
que o armazenamE~nLo a cálculo re-lacionados com s0us 0lamE:»nl-os s0jam 
realizados de forma eficiente. 
PARTICIONAMENTO DA MATRIZ \1 
Consi d&r emos P uma ma:t.r i z dG- par mui;, ação quG> mova t-odos os• 
spikes para o final da matriz U, mantendo a ordem das colunas.Alravés 
de pernmt.açã:o sim.ét.rica, ou s<&>ja. PTU P a mat.r i z passa. a tor- 8 




R -u = 
o F 
F:tOURA 3 
onde F ' t.r i angular supo~.S~rior, .. 
passo do m.&t.odo si mpl ex. 
Consideremos : 





, com A ,... I.Rnurn 
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Na forma mat..ricial: 
MIN z,., T T CJJ XJJ + CN XN 
Bxs + NXN = b 
[ "" ] " o XN com 
Ut.ilizando o algor-it.mo P 4 • se B for uma mat.riz rqduL.ÍvGl, 
t.emos 
Pt B P2 
Fazendo a decomposição L u da bas& 
p, B Pz - B = L u A 
ou L-• p, B Pa = L_, BA = u 




A equação C1) pode ser sscrit.a como 
T -1 
P L P.tCb.t •• bp ••• bn ) P2 P = C u:t• Up' Ur•' ) 
Supondo quQ a coluna bp 
-· otp = L P:t aq • lem-Sé': 
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pT L - 1 P:t c bi ... aq bn ) Pz P (Ui' Ci.p ••• un• ) 
ou p'~' L-;j P1 a* P:a P 
ou • ainda : 
PT L-1 ã p 
A as~rutora ob~ida 4 
Permut.ando o spika para a Ólt.ima posição da ma·t...1·iz -U, 
PT L -:i B f> Q "" -U Q = H (2) 
Pr.S.-mult.iplicando (1) por Q"'. ou sqja, realizando p.;;rmutoç~l:o 




Através da eliminaç~o Gaussiana. a matriz da FIGURA 4 
rGdi.Jz.ida a l..Jma matriz t.rjR\nÇJular suporior. Apon~J; o V9Lor li11!lu v• ..., P 
Considorn.ndo 0t c:;omo a mat1·iz resul-Lant.o da soqtú:Yrt<:::i a d<-t 
mat.riZI9's nEo>cGssár·ias na obt-enção da matriz tr-iangular sup0rior, t.qrnos; 
u 
~ 
A inv~rsa da base B é dada por 
c B )-t 
DETALHES DE IMPLEMENTAÇÀO COMPUTACIONAL DO MÉTODO 
Cl) A matriz de rest.riç~~. A é ar maza-nada por colunas 
através da uma lista de Índices de linhas e de apont.adore-s para os 
valores num@ricos dos coeficientes. 
(2) A matriz U é particionada e-m R e F. Estas duas mat.riZéS 
são armazenadas por colunas. mas soparadamente. 
A mat.riz R é armazenada como uma matriz esparsa e P. como uma 
mat.riz densa. 
(3) A ref'at.oração da base é feita ap6s um cert.o número de 
i t.er ações < por exemplo. k ) • ou sempre que não houver memória 
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Se forem encontradas na base §. spikes C através de p"). S-'')rao 
valor :!:::, é um limilante super-ior para a quantidade de spikes ante-s de 
uma re-.fat.oração dR b~~se-. Te-mos à prior i, ql..le a base será refat~or·ada a 
it.eração, podarão ser criados no máximo t spikes. antes de cada 
ref'atoração. As~ i m, o número máximo de spikes entre a it.<rJ"ração em qun 
~ posiçOOs disponíveis de memória, primeiramente é armazenado F & apos, 
no restante disponível. as mat.rizas R e L. 
ESTABILIDADE 
base inicial. Ut..ilizando um cr-H .. ério de tolBrância para ost.a..bilidad0, 
com parâmetro C O < u :5 1 J , poda ser decidi do se um del-er·mi n-2<do pivô 
& acaito na ordenação estabelecida por P 4 . 
Porém, de-vido às estruturas da bumps e spikes. se lJffi 
dat.a-rmi nado pivô for acoit...o. uma l.inhas 
aument-ar considerave-lment.e- a quarlt.idade tot.al de spi ke-s. alé-m da perda 
da est.rut.ura obtida usando o al gor i trno. Port.antfJ, 
pqrmut.açZ.,...s <;.pG>n&~.s <õJntrq colunas dG< um mosmo bump, para qu,g. n~o haja 
alteração da est.rut.ura da mat.riz. 
Consider-emos a matriz A E !Rnxn. Apó:s o algori t.mo P" • i~em-<)S 
B=PAQ=LU e- B = <aii>. i.,j,.,j_,. • ,ro. 
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Supondo que o el <&mA-nt.o akk :rt. O não foi ac9i 'lo como pl vô, dev9 
ser proc\Jrado nas oi.Jt.ras colunas do bump. um EJlGmGJ-nl.o akt ( 1, ;;I! k ) , 
que sat.i sf'aça 
I aH I u I akl. " ';lt. t,k 
Vejamos como realizar est..a t.arefa. uma vez que as matrizes 
são armazenadas por colunas. T Fazendo L p = ek. temos: 
B = L u 
BT = UT LT 
BT p = u• LT p 
BT p = u• <>k 
T B <>kT u ou p = 
:=(0, ...• 1 •...• 0) 
"" olllõlm<illnl.o&~o d<> 
T 
B <011st.~o k ~.f.&~ i )1lQ 1 inha p ..... 




bj p = max p 
ondo j ' " 3'ndicc,;. dR col un&ro.s spibo•s no bump A R = r b< .. 
Se I ak\ ~ u I akj I , o el em&nt..o akt õtl! O 
pi v.$.. 
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- ··k -·.&si r.na 
.linha 
do bttrr,p. 
b.. . . bo L 
' e o novo 
F; 
2 . 1 . 2 - IMPLEMENTAÇÀO DE REID 
Markowii.-.z de escolha de pivôs para realizar a f'at.oraçã'o LU e obter: 
Modi~icando a base em uma coluna. t.emos: 
L-t.B = U 
- ' onda U o como a nw:l-ri:z da FIOVRA "'· 
A m.at..riz íJ di f" era de U • ap&nas n&. p-9si rna cal Ur'la. 
f'at..o qut:..:", no caso Pm que as mat.rizus ícssem esparsa~, s:aria improvávf2'1 
que a coluna spike C noURA i ) atingisse a Última linha da matriz U. 
Assim, ao permut..ar a coluna spike para o f"inal dà m.r:tt.l·i:z iJ, 
seria obt..ida uma mat..riz Hessenberg superior, com uma quantidade menor 
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Através da eliminação Gaussiana, a eslrutura tr·iangular 
superior seria conseguida t\ovament.e. 
Foi proposto por Reid, antes de per-mular o spike para o f"inal 
da mat.riz Ü. t.Gntar conseguir uma estrutura m.;,lhor, do- modo quG>. ao 
r-Qoal izar a Glimi nação Gaussi ana, houv<ôl'sse diminuição na quant.i dacle d'ó# 
operações aritméticas. bem como na de ~ill-in. 
u = 
BUMP --+ 
O algoritmo de Tarjan poderia ser usado para encontrar um~ 
as'lrtJ'lura t-riangular ou bloco -triangular superior· para o bump [05). 







O spike ast.á na coluna e vai at.é a 1 i nha l. t: lonLado 






Com po~s!vel exceção do element.o C.o.o). que pert..arJce- ao 
pois são originários da malriz U. 
A part..ir do spike. -sao procuradas: colunas que possuam um 
C FIOURA <S."" >, teremos ent.ão o &le-ment..o Ck.k) na s:-Qsima r:-osiçãc, 














õ+a~ ... • k )~ são dc~locados uma posição à dir·uit.a. Al&m disso, o spike 
é 1·e-du:zido em uma posição. ocut:-<ando agora a coluna O.ft C FlOOJô!A (_'·f..> ) • 
k-~ ) podEtm 'lEu- um Único elGment.o. Por'Lant.o. o pr·ocesso cor, li nua a 






Est-e passo t..e-J""mina quando não se tem m::.i R noFmhuma coluna com 
um Único element..o. chegando à coluna 1. 
11" 
' o r-oP.l i :zado um pr·oC.'-"••...;o S:Qmql h~nLg., 




possua um Único el""'ment.o. Se a JY ..Sul ma linha sat.isf'a7. A-st.a condiç;)o, 
seu elemento é permutado para a m-ésima posição diagonal. 
r l 
o 
O mot.ivo piQ/lo qual s9 inicia a bu,;;.oçp. Q pa.rt.ir da linha l·-1 0 
devi do ao f' ato que exi st.em sempre dois elementos nest.a 1 i nha ü 
element-o que det.ermina o comprimento do spike e o elemento diagonal • 
pr-oveni ent,Qo da ma-Lr i :z t.r i angular· supor,;or i or, 
O processo cont.inua. a partir da liTlha P• at.9 que r1â"o hajZl 
mais nenhuma linha com um Único elemento. 
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são necessa~iamenLe siméLricas . 
O prÓximo P"'-G!PO $. pQr•mu1..ar o ~õ~opikQ p,;~o,r.c:.. n f'inAl <in ht!mp 
reordG-nado, para se obt.g.r uma mat.r i z Ha-ssanba-rg superior, {)g-vi do aos 
passos anLeriores. a Única coluna na qual é possível encontrar urn 
(1) não haja mais bump ( i, é, a mat.d.z I oi t...ri.angular-1 z~da ) 
Para o caso C1), p s Q = u ' Co bump e t.riangulat· supo:wior) 
Parliil. o C"'-'!iiO C2:>, P S Q = H C bump H..,.ssonb..,.rg supcii'rio1~) 
-CB)-1 =- Q CO:> G P L- 1 
Cada pivô as 'lar á numa coluna que t.em uma quant.i d.ade m{ ni rna de 
dost.a coluna, ole ost.at>á numa linha com 
quant..id.ade m.lnima de alamenlos não-nulos. 
ARMAZENAMENTO DE MATRI~ES 
A ma-t..riz que mais apresen-t.a dificuldad&s de armazenagem é a 
t.ri angular superior, dovido ' .. ocorrGnci a fill-in. 
durant.EI' a r&dução da mat..riz Hess,.;mbarg superior para 
Lriangular superior. aLravés da eliminação Gaus~iana [34). 
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Um fôtsquema adequado pj:H'A Armazonar o 
esquema de list-a-ligada ( linked list. ). À cada elemeo'Lo não-nulo da. 
coluna o elGmenlo r'lão-nulo se encont-ra C JCOL ) e o out.ro. ondé- i-:t 








[ .... 2 •• .. , ] 
• • • • • 6 
3 
6. j 3.7 7.':! 
4 o o 1 
Como se lê 
LINHA 1 ISTARTC1) = 6 
V ALUE = 7.3 JCOL = 1 LIN.K = 1 
V ALUE = 2.7 JCOL = 2 LINK = 2 
V ALUE .. 6.2 JCOL = 4 LINK = o 
não-nulos ng,s-la linha. Ir para a prÓxima. 
LINHA 2 ISTARTC2) = 8 
VALUE = 0.9 JCOL = 2 LINK = O 
elornentos não-nulos nest-a linha. Ir para a linha 3. 
LINHA :3 ISTARTC3) = 3 




~ não há m.;.i "' 
VALUE = 2.1 JCOL = 4 LINK -= O .._..... ir para a l.inha 4 
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LINHA 4 ISTARTC4) = 6 
VALUE = 3.7 JCOL = 4 LlNK = O. Final da maL r' i z. 
{22), onde são necessá~ios dois a~quivos. Num deles. são a~mazenados. 
por linhas. os valores dos element.os não-nulos, juntamente com os 
Índices de suas rt<tspect.i vaso colunas. O out.~o arquivo con.t.ém os í ncl.l c.::.,;; 









onde ICi) quant...idada d9 elemant.os não-nulos na linha i, i=l,. ,4 
• z • • 7 9 " w 
JSTART 3 1 B 
----------.. ~~-~·· 
J 1 a 1 3 
ICOL 1 2 1 1 3 -:r-----
----~--
onde J(i) quant-i dada dE~> el ment...os não-nulos na coluna 1 , i =1 , . , 4 
pivô na ma'Lriz H, a linha pivÔ passa a ocupar novas posiçÕ€ts not" 
arquivos, e suas antigas são apagadas. 
ar qui vos dG>vem ssr At.ual i zados e, 
aumentados para que seja possível incluir o novo elemento. 
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2 . 2 - ME:TODO DE FORREST E TOMLJN 
Forrest.. e Tomlin [181. [3QJ propuseram l..lma variação do método 
de at..ualização de ralares t..riangulares de Bartels e Golub. 
parmi-Lindo f"ill-in nos íat.oras t.riangularG>s da base. o mé-todo 
numericamente estável [361. 
Considerando a rat..oração da base B: 
B = L U 
pode ser escri~a como 
_, 
LCb.t ... bp ... bn) "" ( 1..11 • • • Up • • • Ur> ) 
base, bp, & trocada pela coluna aq e A , temos que 
= 
ond .... provavr;;olmqnto, U n~o .i. mais t.riangular supQricw, diíGorindo d,.. U 
apenas na coluna p . -· Considerando Olp = L aq , obt.emvs ; 





ALravés de uma mat.r·i z dG< permut.ação Q. a coluna a:p pode ser 
colocada no f'in.al da matriz L-" ã 
p 
p 
A ma:t.riz H ' " Hessenberg superior pode facilment.a 
,{;; nest.e passo que o mét.odo de Forrest. - Tomlin di íe:r~ do dH 
Bart.els - Golub . 
A Qs;;t..r-at.égia. usada para est.a t.areí'a é : eliminar os glgmg-nl.os 
da linha p. nas colunas de p at.é n-1 da mat.riz H. ou seja eliminar 
os: ~ 1 ament.os hpp ~ ... , hp,n-J. . 
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t.e-mos 
-· ULilizando uma maLriz elomon~ar linha R , ondg 
T 
- Gp r 
T 
.r = CO. O, ... ,O,rp+:t, ...• rn) 
= rp+:t 1 
Como as colunas de p at.é n-1 
rn ] 
1 
da m.at.ri:z H são idôraticas;: 
colunas de p+1 .at..é n da malriz c•riginal U, 
eliminará os c;:t1Gm9nt.os hpp, ... , hpon-:t d9 H, ou up,p+:t • ... , upr. dlíõt U. 
' "" 
Est..a f'at..o poda ser ut..ilizado para simplificar o cálculo de 
• r . Deseja-se obt..er rT de modo que os element..os Up,p+1 0 , •• , Upn 




r -· = u (1) 
= (0~0 •... • Upp, Up,p-t:t, ••• , Upn) 
A eqiJação (1) pode ser escrit..a como 
T -
U r = u 




' -· S....r-a an.alisado agora, o que ocorro com R U 
= 
T CI-epr)U 
u T u = Qp r 
u T u"' u = ep u 
u T = - ep u 
Isto signirica que: 
' ' 1 r ' . 
í ·I c;±.; .. ··:··: .. : .. ;; 
... ,. .................... . = 
Assim, na linha p de 
-· u . -Apenas o el.,~nt.o Cp.p) de R e- nK<o - nu.l o . 




• Olp --+ 
FXOURA 7 
A coluna <.ltp agora é (:l{p• = -t -1 R L aq • 
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Mult.iplicando a matri? da FIOURA 7~ por uma matr·i:z do 
perml..Jtação Q, de -Lal :forma que a colul'la .otp seja colocada 11.0 final da 
p p-+i <Xp 
Pós-multiplicando por ist-o é, ob'lêndo uma 
' - i '' i C QT R-i U Q ) ' permuwaçao s mewr c a • ~ ... e-remos 
p 
Os elemsn~os que ~a2iam part& da subdiagonal 
permu~ação. são os element-os da diagonal principal. As linha~ d~ p+1 a 
n da matriz R-
1 Ü Q são agora as linhas d9 p a n-1 da matr·iz 
u 
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onde U e Lriangular superior. 
Mas V = L-" ã. Dest..e modo: 
u = 
ou 
A i nvor-s.a da nova base B Ó dada por 
= 
IMPLEMENTAÇ~O COMPUTACIONAL 
Como no méLodo de BarLels e Golub, supondo que houvé 
modif'icação na base original, devido à alLeração de sua p-ésima coluna 
pola. coluna aq~ A a.t..uali2ação de U procogs.;a-s"' do Sl.eg•.tint..tat modo: 
As mat.ri zes Uj j .. !1.,2, ••• ,p-:l permanecem inal -l.ér-adas. Up é 
apagada e Uk~ k = pH,. •. ,n são modif'icadas para Ük. 
E: aqui quQ os dois mét.odos dif'er&m. No caso do mét..odo d9 
Forrest.. e Toml in. os novos Uk C k "' p+:l, ... ,n ) di f'erem do Uk apénas 
por Lerem os elemen~os upk iguais a ~ 
12Q 






""' C o.o •... 1 0 ). fJ«>ixar ag 
_, 
Ui. • i.-~ •...• p-~ i na.l t.eradas. .. ' Apagar a matriz Up. Fazer k~p+1. 
Passo ª-
_, 
Para Uk • se Upk ,.t o. colocar est-e valor na k-·és:J rrt.;;t 
posdção de r T -· Uk , obt. ... ndo assim. --· Uk. 
Fazer 
T --s T r Uk para conseguir novo r . Repet-ir o mesmo procedirnonlo para 
A dif'iculdade relacionada ao preenchiment.o C f'ill-n ) 




TECNICAS DE INVERSI!iO E ATUAL!ZAÇI!iO DE BASES EM 
PACOTES COMPUTACIONAIS 
--------·----------------
1 - I NTRODUÇI!iO 
MPSX CMat..hamat..ical Programming Sysl.am E>ct.endoad), na linguagem 
PL./1 e MI NOS C Modt..tl ar i n-cor<a Nonl i nG>ar Opl.i mi z-.l.i on Syst. . .,..m), Qm 
FORTRAN são dois pacoLes comput..acionais, de ampla ut-ilização na 
Nosso objat..ivo nast.e capít..ulo 4 analisar nest..o~ pacot.~s. os 
procediment.os para obler a inversa dg uma base Q sua po-sl-qrior 
at.ualiz:ação, baseado nos E>st..udos rG-alizados nos cap;(t..ulos 2 e 3. 
No MPSX/3"?0, o procedimant..o de inversão diíere um pc>uco (los 
mQt..odos QSl.udados no cap{t..ulo a. É um mkt..odo sqmolhant..g ~o d9 
Markowi{...:z, por4m não t.ão G>:fici~nt.e no que &10ll r.,..:f.,..re à preer.chim"iô>nl.o!;,; 
no cálculo da inversa e porl.anl.o, será visl.o com mais det.alhe~ neste 
de ForrGst.. e Tomlin. 
Exis~~m duas versÕes do paco~a MINOS. Na mais an~iga CJ977). 
MI NOS/ AUGMENTED, ' " G>scolhida uma - ' p_i vos. 
para permut-ar a base a obt.G'r uma ""'st.rut.ura mais adequada p~ra realizar 
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ao final d~S~Q processo, é aplicada uma vorsão simpliiic:;.d;, do 
al gor i t.mo P~, para quoe- haja uma melhor ordenação de 1 i nhas & cot HiH1"i, 
dentro da cada bump axterno. A atualizaç-ão da basa- da 
forma descrita por Saundors (capitulo 3)[361. 
rotinas para calcular e atualizar uma f'atoração LU, que é o tra.balho 
doscrito o implomQntado por Roid (capítulo 3) (34J. 
2- MPSX 
O pacota MPSX/370 f'oi criado com o objetivo da resolver ampla 
classe da problemas de programação line-ar da médio e grande port-e (033, 
Serão vist-as as t.écni.cas usada~ para cálculo da inversa de 
uma base a atualização. alám de como é f'eito o controlra de estabilidade 
numérica. 
CALCULO DA INVERSA DE UMA BASE 
Nest.s pacot-e, a forma da Glirninação da inversa CEPI) foi 
escolhida. por ser um esquema mais aricien~a que o PFI. 
IR
nxn ~ 
A base B e e decompost-a em f'a.-Loras t-riangulares: 
e cada uma das matrizes L ~ U é ,f'acilman"le decomposta num produto de 
m.a. t.r i zes el ament.arss Li. g Ui., ~,.t,z,, .. ,n, tal que: 
B = Lt. Lz ..... Ln. Un. Un-i ..... U:t 
onda 
Lk = lkk Uk = 
l 
lnk 
para k=1,2, ... ,n. 
UH l ! 
"'-··· 
' 1 
' ' 1 
A estrutura d<a dados ul.ilizada no pacol.g MPSX/370 fvi bas,.;;-acla 
no trabalho desenvolvido por Gustavson rRP.1. 
O cálculo da inversa Éi> realizado em duas fases: 
Cl) Fase Booleana e 
C!I) Fase Numérica 
<D FASE BOOLEANA 
Nesta :fase. não se trabalha com a base original. mas com uma 
mat-riz booelana associada, ou seja, onde existir elemant..o não-nulo. 
colocaremos o valor "1" na posição corr1!7spondent.e q onde houver 
alemen-t.o nulo. um "O" 
133 
EXEMPLO 
o .• o. • LO ' o ' o 1 o •. o 
-1-a:-9" <.o -a.o 7." 7.<> 




~- o -· o ' ' o ~ Q ' o ' o ' <.o z. o a. o B.O ' o • o ' ' - - ·---o. o <>.o o o Q ' 1 o 
MATRIZ ORIOlNAL MATRIZ BOOLEANA 
O obje-t...ivo ne-sta fase é encont.rar uma sequência de pivôs, de-
invGrsa da ma~riz. 
Dada uma ma~riz A e !Rnxr. Cnão-singular) ~ são dBfinidos 
alguns ve~ore-s para i =1, 2 •. .n e j=1,2 •... ,nt Cnt S nxn). 
!C) quan-tidade de element-os não-nulos na coluna i 
J(i.) quanl.idade d<> Gloement-os não-nulos na linha i 
I NCC j) .Índj ce das colunas dos element.os não-nulos, por 
ordem crescent.e d<> linhas. 
I NRCj) Índice das linhas dos element.os não-nu1os, por nrdo:;-m 
crescen~e de colunas. 
No caso do exemplo dado. -t...emos: 
I C i.J 
I NCC ~) 
INRC;..) 
1311 H3141~ JW [alzHaH~ 
ffiEI2JTI"I"I"I"I 4 1616161616161 
1118161316111314161214161113161614161 
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' . A f' ase boole-ana a compost-a por t..r as passos: 
element-o. Escolhido o pivô. atualizar !CO e JCt). Eliminar linha e 
coluna. do pivÔ, dos. v .... t..or QS I NRC jJ Q I NCC j). 
EXEMPLO pivô 1 - a<12 
I C i) 
I NCC ~J 
1 3 1+1 2H~ JW 1312 1+Hzl 
!1 J111JaJ2131313J3EEEJ~sJsisJsJsJ 
INRCi..) 
Com a sE>quanci a de pivôs obt..i da nos dois passos, t.o:,m--s9 ;:., 
seguint..e eslrut..ura para a mat..riz: 
~o 





As sstru'l.ura:s Li e Ui sáo obtida~ ~xsando os passos j 
PASSO 3 - A eliminay~o Gaussiana Q aplicada ~ bas9 d9 íorm~ 
simbÓlica, a f'im da decompÔ-la num produt.o da matrizes lriangul,;;,r 
in:ferior e superior. Os pivôs são escolhidos no NUCLEUS at.ravés de um.--:t 
rg.gra hçur:!st.ica, qu..., procura. minimi?:;l'\r os: pr·g.,;;;.nc:himqntos. O rroPtrx:i<:>> :,, 
descri t.-o abaixo: 
(A) Es;;col hr.:>r col • .. n,.~ com mf ni mo I C;.) ~ . ' l. ' ..... ~ col1..1nn com ~ 
nJQ-nor quanl-idad<iõ> d"" Ql<w>m,.ont.os:; nQo-nul os;:. Em caso d.., Qmp~"Lg, Q<;;col h.;;..~-s:;<;> 
a coluna que t.em J(\.) mÍnimo. i=t,z, ... ,n. 
EXEMPLO 
' • • • • d J(~) • " " " " " " 6 • X X X X X 6 
• X X X 3 
• " X 2 • " X X X 4 
6 X X X X 4 -- -·-------
!(i) 3 4 6 4 5 3 
No exGmplo acima, g.mbora haja ampat.Eif o:.;mt.r~E~ 1(1) q TCfJ), ~ 
coluna 1 dGtve ser escolhida, pois minCJCí.JJ=2, enquant-o que, para a 
coluna e, min(J(t.))~3. 
CB) Escolhida a coluna pivô. . ' $SColhGr a linha p~vo quG Lenha 
J(\.) núnimo. 
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• A p,tvo Qscol hido, el i mi na.ç~o Gat.l$Di ana 
simbÓlico. Al.Étrn disso, ICl.) e J(;,),.t.ambÉim são at-ualizados. 
Nem sempru est.a regra hE~url.st.ica fornE~<ce o melhor result.ado. 
ConsidGremos o exemplo abaixo: supondo que nos passos (1) e (2) seja 
obt.ida a seguint.e submatriz N! 
J(~) 
' • • • • • • 7 
" " 2 
• X X X X X X 7 
N " " X " X 5 = 
X X " X 4 
X • • 3 
X " 8 
" X X 3 
IC i.) 2 8 3 3 3 5 4 5 
- Escolha de Eiv& atrav~s da regra heurÍslica 
(A) coluna com ICi.) ' . nu nl. mo: coluna 1 
CB) linha com J(i.) mínimo: linha 1 C ou 3 ) 
El emant.o pivô: nu. C poder i a ser na1) 
Após eliminação Gaussiana simbÓlica: 
.. " " " X X X ondç;,: 
" X " .. pivo o o o ~ o X o 
X X " " " 0 <01l<;;>mç.nt.o com valor al t.<Oi>rló>.do 
X " X " .. element.o criado 
" X X 
X X 
X X X 
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- Escolha de QivÔ ~~ravSs do M~todo da Markowi~z 
t.j .. k,, •. ,n, 
No caso. k =1: 
Mk = min { M\.jk I \.,j""k, .. , ,n >, no es~ágio k=l. 
n\.j
1
b Q escolhido, 'la1 qug M~jk = Mk. 
Logo, nza é o ql omant....o pivô nest-e ast.ági o, 
ApÓs eliminação Gaussiana simbÓliça: 
" o onda: 
pivÔ " .. 
>< 0 X " " " 
.. 
o ela-manto com valor alt.arado .. elamont.o criado 
" " 
" 
Podo;;.mos obsa;;~rvar qua a Ç>SC:olh&l. do piv$ us&~.ndo '"" rGgr.., 
Markowi t.z. 
~ 
na o e-f'ici&nt....e, comparada com o 
Os dois prim0iros passoM dv osqug.ma propost.o são id;z,nLico9 ~o 
do Mát..odo da Markowit.z. pois são escolhidos os elementos quG têm 
cust.o Markowi t.z Mi.jk=O, Nos p&~.ssos (1) 9 (2), -sao procl.lradas linhas s 
cal unas S2!!! Único alemEl'nt.o, resp<Gct.i vame-nte. PorGm. no passo (3). a 





{)Q~i;,..q modo, o osql..l~mA propost-o para Gscolh;a de s..,.qt..~9ncia d ... 
pivÔs no paçol-e MPSX/370, não 9 t.ão ariciente quanto ao de Markowi~z. 
embora seja muito parecido. 
DovG- sQr obsoarvado que na :fase booleana. escolha da 
piv2>s visa da 
independent.e de quaisquer consideraçÕes numéricas. 
CID - FASE NUMtRI CA 
calcvl ada, ut-i J i ~~~"<ndo 
sequG.ncia dS" pivÔs encont.rada na fase booleana. A Gliminação G;;,ly~s.i;;•n;• 
ou 
B = 














Üz = [······~············] L2 1 N 
~ ' Deva ser obssrvado que a matriz C nao e atualizada. 
Os pivôs nesta rase são testados de acordo com considerações 
numéricas. pois um pivô com valor mui-Lo pequG>no com ralaç~o aos domais 
elemen-Los da coluna. pode result-ar em valores muito grandes para os-t.Gs 
elementos, prejudicando a estabilidade numérica. 
ESQUEMA DE ATUALlZAÇi\0 DA INVERSA 
No pacote MPSX/370, a at..ualização da inversa da base uti.l i za 
o esquema de F'orres'L e Tomlin Ccaplt..ulo 3) [191 • (39) • (401. 
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. IRnxn Cons1 der ando uma bas~ B E , onde B=[ bp . hn ] . 
9 = L U 
bi . bp . . . bn J = L U (1) 
Supondo que a coluna bp da base em (1) i'oi modif'.ic:ada p.;:u·a 
aq. F azando ctp -· = L aq, t.emos: 
aq ••• bn) =(Ui ••• Ctp •.• Un) 
L-1 B = v 
Permut.ando a coluna ~P para o final da mat.riz: 
p 
L_, ~ ~ I B Q ~ u Q ~ H ~ 
I 
I 









L..... ............................ . 
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-·.t -.t 
et.p = R L &>.-q 
Pós-mult.iplicando C2J por QT~ para qu~ a p-Ósima lir1h.;; 
Como ~ procede compu\..acionalmen\..a 
Inicial men'l.~iJ: 
B = Lt Lz . . . Ln Un Un-i . . . Ut 
A i nv~&r sa da base é-: 
_, 
Ln-il. •.• 
As ma-t.r· i z12s são arma7-enadas em dois ar-qui vos 
disLinLos, como veLores ETA. 
Supondo que a coluna bp f'oi t.rnr.ada pela coluna aq na base, a 
(1) Cliillcul.;;..r 
-1 -1 -1 -1 
Otp -= L aq -= Ln Ln-:t . • • L:t aq 
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do vgt.or 
(2) Calcular T r 
Criar r T ""' CO. O,. .O) 
As matrize-s U}:t J=:~.,z,. ~·,p-t perman~cGm i nal t..eradas. 
~-· obt.gndo Uk , 
rT através da~ rT Uk 1 .Repet-ir as-la mesmo procR~l"'::O para o próximo k, 
ondG: 
obt.ám-se: 
Em seguida, obLido 1' r • 
-:i -1 -1 
=R Ut Ua. .• , 
"'-i -1 -i -i 
Un·H=R Ln ... L:t aq 
Permut.ando a p-ásima linha para a Últ.ima posiç~o d.;, H. 
-i ""-1 
Uv-:t Up .. t. ••• 
...... :i "'-1 
Un Un+;t Q 
G Ü ~ triangular supGrior. 
CONTROLE DA ESTABILIDADE NUME:R!CA 
impor~ante a vgrificação dos valor~s numGricos que es~~o s0ndo 
obtidos. Deve ser possível decidir se determinado elemen'Lo calculado 
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s;.qr qs;.colhido como pivô Qlfl ..:.-9-.lculollil' po~~õd ... orioreo>l!l'ol. 
ConsJ d(..'J" e mos malriz A E [Rnxm baso B 
~x~mplo. calculando: 
- -i a ::: B a 
onde a '€ A é um ve'lor coluna or i gí nal de A. a o vet..or a:Lual i 7ado e 
Iniciando com <O> a ~ a, calculamos: 
·~· a<k+.u -· C n ui:t ) c 
i,"· i 
a no final. '"' a := a 
O vetor coluna a t..em !! posiçÕes 
f.A( ã) = max 
i. ' k 
k=::t,Z,. •• ,n-:1 
' e sara indica do P<".:>r 
Ao :final do cálculo. um elemor.-to a<l .. ) ~ cons.iderado ~_,;~r·ç_,: r~9: 
i\( i.,) 
onda T = 10-:t:iJ ~ uma tol~rância lixa . 
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3- MINOS 
problemas do grande porle dé programação linear 9 não-linear, StJjBi t.o~--· 
a reslriçÕes lineares [2QJ. 
O problema a expresso na s.aguint.e f'orma: 
s. a. 
T 
+ c " 
A X = b 
onde A E [Rmxn C m 5 n ) . O va'lor x é part-icionado em variáveis 
Nosso obje'li vo á est.udar • apenas no caso da program;:.lç.ao 
at.u.al i 2.aç2;o. 
MINO...S/A\lGMENTl:.:D e MINOS 5. O. Veremos a seguir, para cada um dolos, as 




(1) - Cálculo da inversa da ~ base 
Nest.e pac:ole, a inversa da base B e [J('><"' Q calcul ad~ a·travós 
da subrot..i na INVERT [ 2:8). [ 37J. 
' INVERT chama, enlre out.ras subro-Linas, P4. que séra vista c:om 
mais dat.alhes. 
SUBROTINA P4 
O objetivo dest.a subroLina é permu-Lar linhas e c:olvrlas da 
base B. de modo a obter a est.rut.ur·a bloco t.riangular inf'erior-. lst.o Q 
conseguido at.rav~s das seguintes subrot.inas: 
TRNSVL par a obt.er t..r ansver sal máxi ma 
Ci.ü BUMPS do &lgorit.mo de Tarjan, 
par mutaçÕes si mé-Lr i c as para COl'lS:eyui r a o&-sLrutura bloco lr i ~~r,qul ar 
iníerior para a base B. 
(\.i.,_) P3 
BUMPS, é aplicada uma versão simplificada do algoritmo P 3 dt<:> H0-llHrrn;u1 
e Rarick. Assim~ linhas e colunas dent.ro de cada burnp 
parmit.-indo que- a oS>st...r-ut...ura soja a mais pr-Óxima possfvel <ll.a tr·iangul ar 
iníerior. com axc&ção da poucas colunas Cspikas). IJ.,;>nt.ro dos spik•9s.:, 
a quant.idade de elementos não-nulos é a menor posslvel. 
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Ao !'i n.al d.o\. s;;ubroli na P4. 
inf'erior: 
tomos quo " À Q. bloco 
e em seguida, é calculada sua decomposição em fatores t.r·iang!Jla~"BS. 
at.rav9s da subrotina FACTOR, l-ambám chamada por INVERT. 
SUBROTINA FACTOR 
Verificamos se a sequência oblida em P4 é aceita. Pode ser 
nace~sário trocar um elemento pivô num bump. para preservar a 
est-abilidade numérica. As mudanças est-ão r&st.rit.as ' as colunas 
~mo bume, pois caso contrário, a esl-rut.ura conseguida em P4 f.>Od9 9êr" 
totalment.e perdida. 
Por exemplo, num bump nxn, se temos para o elemento pivô akk: 
iakkl < TOL" max !aLkl 
' 
e TOL=0.001. esl-a pivô á rejeitado. 
pivÔ. :h; considerada a linha k e enl-re todos: os elemonl.os não~·nulos. dos 
absol ut.o: 
omo.>< = max lakj I 
onde j á o índice de colunas spikes. 
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A nova coluna ô, que trocará da posição corn a cnl1n,;; Y, 
escolhida de modo que 
j ak<.> I > TOLR • ~m-al< 
onde TOLR-=0. 1 . 
O processo descri~o equivale 
permu~ação de colunas. 
Após I NVERT. ~amos que: 
8 = P1 B Pz = L U 
" 
' a Gaussi.:.na com 
A at.ual:i:zação da fa:lor-ação LU da base á r-ealizada us<itndo n 
subrot.i na. MODLU. 
SUBROTINA HODLU 
Temos que: 
Utilizando uma mat.riz de permut-ação P. os spikes 5;ão movido-::-; 
p<'lra o final da matriz U. At.ravés de p'~' U P, a ma-lr-:iz passa n t.JC:!r· a 
seguinLe estrut-ura: 
U' = pT U p = [*] 
Ou p 
,, 
L-;l B P = 
A 
U' 
PT L-"P;~. B Pa P = U" 
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Supondo qutiit a col un~<~. p da bas;;"' 
_, 
considerando Otp=L Pt a.q: 
e U geralment-e nâ'o é mais "triangular superior. 
t.rocad0: por A 
Permut-ando o spike ap para o final de U, é obtida uma maLriz 
Hessenberg superior: 
-PT L -t B P Q = U Q = H 
Por meio da permut-ação simét-rica: 
p 
p 
Alrav9s da eliminação Gaussiana com permut.ação de linh,;,..s, ~· 
&st.rut.ura -Lriangular superior é l'est.il-uída: 
e Ü é ~riangular superior. 
3.2 - M!NOS f>.O 
Nesta versão mais do MINOS/AUGMENTEU { 30). as 
subrotinas P4 (para fat.oração LU da base) e MODLU (atualização da base) 
são subst.it.uídas pelo método descri-Lo e implement-ado por Reid (34). 
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B A M:..r-kow.i tz 
para escolha dos pi vês e para realizar fa'loração LU da ba.se. O 
Considerando a base fat-orada: 
Com a alteração de uma das colunas da base original, digarm:;.s 
bp. pela coluna aq E A, 'lemos: 
No caso das matrizes serem esparsas • é pouco provável que o 
spike am U atinja a Últ.ima linha da mat.r-iz. Por-tant.o, -tamos o ~~-n:Juint..E> 
bump: 
p t 
........ i····· .. ····· 
p 
' u " 
BUMP S ~ 
Sa o spikv .íossa permul-ado para o f'inal de U, t.eriarno:-:, cm~.<o> 
para restit..uir a estrut-ura t..riangular superior·. 
Porém, Reid descreveu um método muito semelhante ao de 
Markowit.z. com o objet.ivo de- diminuir os cálculos necessár-ios para 
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PASSO 1 b no B • "'" ~ ~ IR{p-·-Ôxlp~-b • : usca-so lliJ-ncont.rar v;"lr ..:> -
SQ!!! !::!..!!!. Único el emant.o • ou seja • escol hemos como pi vo o Gl ernent.o 
com cuS~.i...o M"'rkowit.z Mi.jk • 1 )•(l(j)(k>_ 1 ) o, 




L__& ......................... . 
l 
PASSO 2: são procuradas linhas com um úrd..:.v ,;;,lemer~,!,-_q_. Ao 
:final dA'<::i.l"? passo. t.emos: 
' m 
' 
'---- ........ . m o 
Em seguida. o spi ke permutado o f'inal do 
Os passos (1) e (2) são repet.idos e ocor-re uma das duái.s 
possi bi 1 i dnde!"':: 
(i-) não há mais bump ( Q JnQ.t...riz Q. t.riangular $1Upor-ior· ) , ou 
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bump. a estrutura triangular· superior para U foi ohlida, sem 
necessidade da cálculos num.&ricos. Ou saj~: 
p u Q : iJ 
onde U é triangular superior. 
No caso C i. i) , a eliminação Gauss i ana é aplicada. por· i..m a 
quan-lidada de cálculos para ob'ler novamonto a e-s'Lrt.~ttJra l-ri;).r,gul ar 
superior e menor qut<l' so f'osse aplicada à matriz 
Port.ant.o, apos o método descrit-o por Reid. 'lemos que: 
P U Q: H 
e através da eliminação: 
GPUQ:GH:iJ 




Foi realizada uma adap~ação da implementação computacional do 
método usando dois estágios. descrito em (11J. Dada uma ma~riz 
f!ltSparsu;a.. o objet..i vo do m$-t..cdo ó tólncohl.rar uma s;Qquência dG- pivôs. de 
modo que a matriz permutada tenha a estrutura bloco triangular. quando 
possível. O mot.ivo do interesse especial pelos dois est.ágios é devido 
ao lato dos mosmos em subrot..inas do pacote 
MI NOS/AUGMENTED. 
A adaptação do algoritmo para obter transveT"sal máxima roi 
bas;coada om ( OBJ o [ 00]. 
A escolha do algoritmo d~ Tarjan para permutar a maLriz para 
a est.rut.ur a bloco lr- l angular é devi do a est.e ser um al gor i lmo mais 
&íicient..e que o de Sargent.. o West..erberg [11J. {331. Para a adaptação 
da implementação do algoritmo de Tarjan foram u~ilizados [071 e [15J. 
O mét.odo roi implomen~ado no compu~ador VAX11/786, com 












x x X X X 
• • • 
• • • • • 
• 





X X X X 
X X • 
• • • • 
X X 





• )f- -; 
• X • X 
• • 




• • • 
• • 
• • 
X • • 













X X X X 
• • X 
• • • X • 
X 




















• • X • 
" • • • 
X 
• X X 
















X X X X X 
X X X 
X X X X X 
X 
• X • 
X • 
X 
• • • 
X X X 
• X X X 
X X X 
X X X X 
X • • 
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X X X X X X X 
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• 
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X • X 
X X 
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• X X 
• • ' • • • • 
X X X X 
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MaLriz após permu~ação de linhas 
X 




" X X 
X 
M • X 

























M M M 





X M M • • 





X X X 
X X X X 
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TESTE7 
X X X 
X X X X X 
X 
X X X X X X X 
X H X 
H H X 
X X 
H X 
• H H H 
• • X X 
X X H 
X H H X 
X X 
• X X 
X H X H H X 
X X X X 
Malriz após permutação d.o 1 i nhas 
X X X X 
X X X X 
X X X X X 
X X 
X X X 
• X X 
X 
X • X 
• • X X X X X 
X X 
X X X X X X 
• • 
• X X 
X X • X • • 











K X X X 




[01) Bart...els, R.H. e Golub, G.H. (1009). Theo simplax met...bod 
of' li nGar pr-ogr-ammi ng us;;;i ng LU dQocomposi t.ion. Comm ACM 1 ?., 266-268. 
[021 Bazar-aa, M.S. e Jarvis., J.J. (1977). Line-ar- PJ-og,...._mming 
and NeLwork Plows. John Wilay and Sons, New York. 
[03] Benichou, M., Gaut.hior-, J.M., Hent.gQ~, G. e RibiQrg, G. 
(1Q77), The e-í'!'icient. solut.ion of" lar-ge-scale programming problems -
soma t.$chni ques and comput.at..iona1 resul t.s. Mat.hemat.i cal Programming 
13, 280-322. 
(041 Bunch, J.R. e Rose, D.J. Ceds.) (1976). Sparse Mat...rix 
Comput...at.ions. Academic Press, New York and London. 
{ 05) Col'""rnan, T. F. (1084). 
Opt.imizat.ion. Springer-Verlag, Ber!in, Heidelbêrg. New York and Tokyo. 
(06) Daniel, J.W. e Nobla, B. C196Q). Applied Linear Algebra. 
P~~n~ic~-Hall. NGw Jorsoy. 
[07) Duf'::f. I.S. (19'/7). On permut.at.ions t.o block 'Lriangular 
form. J.Inst.. Mat.hs. Applics 19. 339-342. 
[ OBJ Dul:f • I . S. (1081a). 
maximum transversal. ACM Trans. So::f'Lw. 7. 316-330. 
[09J Duf'::f. I.S. C1981b). Algori'Lhm 575. Permul-ations f"or a 
:z9ro-free diagonal. ACM Trans. Sof't-w. 7 • 397-3GO. 
fiO) Duf'::f. I.S. C1Q81c). Direct. met.hods r-or solving s:p.arso 
syst.em~ o!' linear equat.ions. SIAM J. Sei. Stal-. Comput.. 6. 605-619. 
163 
[111 Duf'I. l.S. • Erisman. A.M. a- Reid. J.K. (eds.) (1986). 
DirQct. Méi...hods f"or Sparse Mat.ricos. Claredon Press. Oxf'ord. 
C 12J Duf'f' • I. S. o1ôr RoGPid. J. K. (1074). A comparis.ion of 
sparsi~y ordenings for ob~aining a pivot.al sequence in Gaussian 
qlimin.,.;lion. J. lns:. M.alh:&o. Applicso. 14. 291-201. 
(131 Duf'f'. I.S. e Reid. J.K. (19~/6). A compar-ision of' soma 
met.hods f'or t.hg sol ut.i on of' spars& overdet.ermi ned syst...;:nns oí 1 i near 
equat.ions. J. Ins. Mat.hs. Applics. 17 .267-290. 
f14l Du.ff'. I.S. e Reid. J.K, C1078a.). An implom!óiOnlat.ion of' 
Tarjan"s algorithm for a block triangularization o-r a matrix. AC.M 
Trans. Math. Sblt.w. 4. 137-147. 
( 16J Durr. I.S. e Reid. J. K. C19"tBb). Al gor i -thm 529. 
Permut-at.ions t..o block t..riang,.tlar form. ACM Trans. Mat.h. Soft.w. 4. 
1B0-102. 
[16J Du.ff'. I.S. e Ra.id. J.K.C197Q). Some des:ign f'eat..ur·1@s of' a 
sparse ma~rix code. ACM Trans. Ma~h. Sof~w. 6. 18-36. 
tl?) Erisman, A.M .• Gr.imes, R.G., Lewis, J.G. e Poolo, 
W.G. Jr. 0986). A st.r uct.urall y st.able modi fi caU on o f 
Hellerman-Rarick•s P4 algorit.hm f'o.r- reor-dering uns:ymmelric s.parse 
ma-lricos. SIAM J. Num. Anal. 22, 36Q-396. 
[18) Forres:t.,J.J.H. e Tomlin, J.A. C1972). Updat.ad triar1gular-
~act.ors oi Lha basis 'Lo maint.ain sparsit.y in t.he product. Iorm sirnplex 
mgt.hod. Mat.hemat.ical Programming 2, 863-278. 
[19] Forsyt..he, G. e Moler, C.B. (1967). Comput.er Solulion of 
Linear Algebraic Equatlons, Prentice-Hall. New Jer-sey. 
164 
[20) G.ill, P.E., Murray. W., Saunders, M.A. e Wrigh-t,, M.H. 
(1094). SparsHo• mat..rix mot..hods in opt.imizat..ion. SJAM J. Sei. St..at.. 
CompuL. 6, 56?.-599. 
[21J Goldf'arb, D. (1977). On Lhe Bart.els-Golub decomrx,sit.iorl 
ror linear programming bases. Mat.hemat.ical ProgramnUng 13, 274-279. 
{22] Gust.avs-on. F.G. C1976a). SomA basi c t.echni ques fcw 
solving sparse systems o~ linear 
Willoughby, R.A. eds), 41-52. 
equat.ions C in Rose. D. J. 
[83:1 Gust..avson, F.G. (1Q76b). Finding t.he block -Lrlangular-
f'orm of' a spMr~o mat..rix. Cin Bunch, J.J<. e Rose, D.J. eds.), 2'(0- t..!UU. 
[24) H'""ll<itrlTh1iU"1• E. e Rariek, D.C. (1071). RoinvtOJr-si<ior-. wit.h 
the preassigned pivot. procedure. Mat.hemat.ical Programming 1, 195-216. 
f25J Hellerman, E e Rarick. D.C. C1972). The part..it..ioned 
i d i • d cp•) prQtass. gne p vov proc.,. Ur"'i!> D. J. oli» Willoughby, R. A., 
eds). • 67-76. 
[26) Magnan~i. T.L. (1976). Op~imizat.ion ~or sparse sys~ems. 
Cin Bunch, J.R. ""'Rose, D.J. eds), 147-176. 
[27] Markowilz. H.M., C1Q67). The G~lim.inat.ion :form of' thG< 
inversa and i~s applica~ions ~o linear programming. 
Science 3, 256-260. 
(28) Mur~agh, B.A. e Saunders. M.A. C1Q77J. "MINO:S user's 
guide'', Report.. SOL 77-9, Depart.ment. of' Operat.ions Resear·ch, Slanford 
Ul"li ver si ~y, CA. 
[29] Murt..agh. B.A. a Saunders • M. A. C1Q?BJ. Lar·ge-scal <e 
line-arly const..rainad optimizat.ion. Ma-t.hemat.ical Programm.ing 14, 41-72. 
166 
(301 Murt.agh. B. A. '"" Saund..,rs, M. A. C10S3). "MINOS: 5. O r..a•,...r',.. 
gui d4", .Repor-{.. SOL83-20, Dopar t.m..,nt. od Opur at.i ons. R.,..SH<~'ar cl-1, SLBflf or- d 
Un.iv0rsit.y, CA. 
r 31 J 0st..ar-by, O. e Zlat...av, 2. (1983). Diract.. Methods for-
Ma.l-r-icqS. LQ>Ct.Urlil in 1f37. 
Springer-Varlag, Berlin, Heidelberg, New York and Tokyo. 
[321 Perold, A. F. (1990). A dageneracy G-xpl oi Li ng LU 
factoriza.lion ~or simplex mel-hod. Mat...hemat...ical ProgramrrUng 19, 23Q-254 
[ 33] Reid, J. K. (1977), Solut...ion cf linear sysl-ams of 
equa li ons: direcl- met.hods (general). "Sparse Mat.rix Technique-s" 
CBarker, V.A. ed), Lecl-ure Not.es in Mat...hemat.ics 672. Springer, Berlin. 
102-129. 
(34) Reid, J.K (1982). A sparsity-exploit.ing variantJ of' the 
SaJ·\.-gl s-C'..ç.l'Jb decomposi t.i oo t.o 1 i OQtô\r bases. Mat..hoamat..l çal Progr ~mmi r.g 
24, 55-6-Q. 
[ 36] Rose-, D. J. e Willoughby. R. A Ceds. J (1972). Sparse 
[36) Saunders, M.A. C1976). A ~as~. sl-able implamenta~ion cf 
t.he simplex method using Bart.els-Gcüub updat.ing. Cin Bunch. J.R. e 
Rose, D.J. edsJ. 213-226. 
( 371 Sa,unders, M. A. ( 1Q77). "MJ NOS system manual", Repcort., 
SOL 77-31. De-partnlent.. of" Operat.ions Resear-ch, SLanf'ord Uni ve-r si ty. CA. 
[ 39) G. W. (1073). I nt.roduc:t.i on to M..._t-r i. x 
Computat.ions. Academic Press, New York and London. 
156 
[39] Tomlin. J. A. (1972). Modíi'ying triangular íactors. oí t.ha 
basis in ~,<h~ simplox me-Lhod. C in RosH;;,, D. J. 9 W!llooghby, R. A. ,QdU), 
77-85. 
[40J Tomlin, J. A. (1974). On pricing and backward 
42-47. 
(41 J Wilkins-on. J. H. (1961). Error analysis of direct. met.hcrds 
of ma~rix inversion. J. ACM B. 891-330. 
167 
