In this paper we establish precise estimates for the supremum norm for the solution of a dynamical system driven by a Hölder continuous function of order between 1 3 and 1 2 using the techniques of fractional calculus. As an application we deduce the existence of moments for the solutions to stochastic differential equations driven by a fractional Brownian motion with Hurst parameter H ∈`1 3 , 1 2´a
Introduction
There has been a recent interest in the study of d-dimensional dynamical systems dx t = f (x t )dy t , where the control function y is not differentiable. The theory of rough path analysis, developed from the seminal paper by Lyons [16] , guarantees the existence and uniqueness of a solution if the function y has bounded p-variation for some p > 1. If 1 < p < 2, the dynamical system can be formulated using Riemann-Stieltjes integrals and the theory developed by Young in [20] . In this case x is a continuous functional of y in the p-variation norm (see Lyons [15] ). In the case p ≥ 2, the main idea of rough path analysis is to lift y to an element of the extended tensor algebra T = ⊕ n≥0 (R d ) ⊗n called the signature of y. There is an extensive literature on rough path analysis, which includes the reference books by Lyons and Qian [18] and by Friz and Victoir [9] , the review paper by Lejay [14] , the Saint Flour lecture notes by Lyons [17] and the more algebraic approach presented by Gubinelli in [10] .
Rough path analysis provides a path-wise approach to classical stochastic calculus and this has been one of the motivation to build this theory. We refer, for instance to [4] , [6] , [8] and [13] for recent applications of rough path analysis to the stochastic calculus with respect to the Wiener process. A natural application of the rough path analysis is the stochastic calculus with respect to the fractional Brownian motion with Hurst parameter H ∈ (0, 1). In [5] Coutin and Quian have applied rough path analysis to show the convergence of Wong-Zakai approximations for stochastic differential equations driven by a fractional Brownian motion with parameter H ∈ (
In that case the Riemann-Stieltjes integral t 0 f (x s )dy s can be expressed as a Lebesgue integral using fractional derivatives following the work by Zähle [21] . This approach can be extended to the case β ∈ (
2 ) in the recent work by Hu and Nualart [12] . In this case the explicit expression for the integral t 0 f (x s )dy s involves the functions x, y and the quadratic multiplicative functional x ⊗ y. This formula does not involve any approximation argument and it leads to precise Hölder estimates. Using this formula, the authors have established the existence and uniqueness of a solution for the dynamical system dx t = f (x t )dy t driven by a Hölder continuous function y of order β ∈ (
2 ), and shown that the solution depends continuously on the Hölder norm of y and y ⊗ y. The main idea is to transform the dynamical system into a closed system of equations involving only x, x ⊗ y and x ⊗ (y ⊗ y), which can be solved by a classical fixed point argument.
The purpose of this paper is to derive precise estimates in the supremum norm for the solution to the dynamical system dx t = f (x t )dy t driven by a Hölder continuous function y of order β ∈ 1 3 , 1 2 , using the methodology introduced in [12] . Moreover, we extend the existence of a solution to the case where f has a sublinear growth of the form |f (x)| ≤ c(1 + |x| γ ) with γ < β. We also derive estimates prove the existence of a solution for a linear equation of the form dz t = g(x t )z t dy t . As an application we deduce the existence of moments for the solutions to stochastic differential equations driven by a fractional Brownian motion with Hurst parameter H ∈ 1 3 , 1 2 and we obtain an estimate for the supremum norm of the Malliavin derivative. These results generalize the work by Hu and Nualart [11] in the case H > 
Preliminaries
If ∆ := {(s, t) : 0 ≤ s < t ≤ T }, for any (s, t) ∈ ∆ and for any g : ∆ → R m we set
We will also set x γ = x 0,T,γ . Moreover, · s,t,∞ will denote the supremum norm in the interval [s, t]. Fix 0 < β ≤ 1. As in [16] we introduce the following definition.
Definition 2.1 We will say that (x, y, x ⊗ y) is an (m, d)-dimensional β-Hölder continuous multiplicative functional if:
is a continuous function satisfying the following properties:
(a) (Multiplicative property) For all s ≤ u ≤ t we have
For example, suppose that x and y are continuously differentiable functions, and for i = 1, . . . , m and j = 1, . . . , d we define
Then, (x, y, x ⊗ y) is an (m, d)-dimensional 1-Hölder continuous multiplicative functional. We will denote by M 
Fractional integrals and derivatives
Let a, b ∈ R with a < b. Let f ∈ L 1 (a, b) and α > 0. The left-sided and right-sided fractional Riemann-Liouville integrals of f of order α are defined for almost all t ∈ (a, b) by
respectively, where (−1)
) and 0 < α < 1, then the Weyl derivatives are defined as
where a ≤ t ≤ b (the convergence of the integrals at the singularity s = t holds point-wise for almost all t ∈ (a, b) if p = 1 and moreover in the f dg in terms of fractional derivatives (see [21] ).
Then the Riemann-Stieltjes integral b a f dg exists and it can be expressed as
3)
Let (x, y, x⊗y) be an (m, d)-dimensional β-Hölder continuous multiplicative functional, where β ∈ f (x t )dy t given by Hu and Nualart in [12] using fractional derivatives. Notice that we cannot use Equation 
and the following extension of the fractional derivative of x ⊗ y, given by
It is proved in [12, Lemma 6.3 ] that the function D
is Hölder continuous of order β.
It is proved in [12] that this definition is coherent with the classical definition of integral, in the sense that if y is continuously differentiable, then the integral coincides with
Moreover, the integral does not depend on the choice of α, and it coincides with the integral defined using the 1 β -variation norm and the theory of rough path analysis (see [16] and [18] ).
Deterministic differential equations
Suppose that (y, y, y ⊗ y)
We aim to solve the differential equation
The main idea in [12] to solve this equation is to write a system of three equations for the enlarged unknown (x, x ⊗ y). The first equation is just (4.1) where the right-hand side is a function of (x, y, x ⊗ y), according to Definition 3.2. The second equation is
Notice that the right-hand side of (4.2) is a function of (x, y⊗y, x⊗(y⊗y)) again by Definition 3.2. Finally, the third equation is obtained by writing x ⊗ (y ⊗ y) as a functional of (x, y, x ⊗ y, y ⊗ y) (see [12] , Equation (3.26)) as follows, for
By definition, a solution of Equation (4.1) is an element of M The existence of a solution to Equation (4.1) has been proved in Theorem 4.1 of [12] under suitable conditions on the function f . In this section we recall the construction of a solution given in Theorem 4.1 of [12] , and we derive an upper bound of the supremum norm of the solution assuming that f satisfies a sublinear growth condition of the form
entiable function such that f is bounded and λ-Hölder continuous, where
where ρ f = f ∞ + f ∞ + f λ and K is a universal constant depending on β and λ.
(ii) In the general case we obtain 6) where ρ f = f ∞ + f λ and K is a universal constant depending on β and λ.
Proof : To simplify the proof we will assume d = m = 1. Fix α > 0 such that 1 − β < α < 2β
and α < λβ + 1 2 . Consider the mapping J :
where J 1 (resp. J 2 ) is the right-hand side of Equation (4.1) (resp. Equation (4.2)), that is,
Remark that this mapping is well defined because (J 1 , y, J 2 ) is a real-valued β-Hölder continuous multiplicative functional for each (x, y, x ⊗ y) ∈ M β 1,1 (0, T ). We will use the estimates of the Hölder norms of J 1 and J 2 obtained in Proposition 4.1 of [12] , that is,
Now, the proof will be divided into three steps.
Step 1: Using that γ < β, there exists a unique M y > 0 such that
We will find a set C y of elements (x, y,
the set of elements (x, y, x ⊗ y) ∈ M β 1,1 (0, T ) satisfying the following conditions
We want to show that J (C y ) ⊂ C y . Suppose that (x, y, x ⊗ y) ∈ C y . Fix s, t such that
This implies that As a consequence, from (4.9), (4.17) and (4.18) we easily obtain that
Moreover, from (4.10), (4.17) and (4.18) we get
This proves the estimates (4.12) and (4.13) for J 1 and J 2 respectively. Let us now prove (4.11) . Set N = [T ∆ 
Therefore, sup
By an iterating argument we finally get that
Hence, (J 1 , y, J 2 ) ∈ C y .
Step 2: Let us prove the existence of a solution to Equation (4.1). We can construct a sequence of functions x (n) and (x ⊗ y) (n) such that,
Notice that x (0) , y, (x ⊗ y) (0) ∈ C y , and since we have proved in Step 1 that J (C y ) ⊂ C y , we obtain that x (n) , y, (x ⊗ y) (n) ∈ C y for each n. As a consequence,
On the other hand, we can estimate x (n) β as follows
This implies that the sequence of functions x (n) is bounded in C β (0, T ). So, there exists a subsequence which converges in the β -Hölder norm if β < β.
In a similar way we obtain the same result for (x ⊗ y) (n) . In fact, using the same definition of t i as in step 1, we can write Denote by C 2β (∆) the set of functions g on ∆ such that g 2β < ∞. We have proved that the sequence of functions (x ⊗ y) (n) is bounded in C 2β (∆). Therefore, there exists a subsequence which converges in the β -Hölder norm if β < β. Now as n tends to infinity it is easy to see that the limit is a solution, and the limit defines a β-Hölder continuous multiplicative functional (x, y, x ⊗ y). So the existence of a solution has been proved and it satisfies (4.12) and (4.13) if (4.14) holds.
Step 3: Finally we will prove (4.6). It suffices to show that M y is bounded by the right-hand side of (4.6). We know that
where
The inequality (4.22) still holds if we replace A by A, where
If N y is such that N y = A + BN γ β y , then we obtain that
So we are going to calculate an upper bound for N y . Using that N y ≥ A we have
and this implies that
So if we now check that
2 , we will have that N y ≤ 2A, and the inequality (4.6) will follow. We can write
which completes the proof.
In Theorem 4.2 of [12] the uniqueness of the solution is proved, assuming that f is twice continuously differentiable, f is λ-Hölder continuous with λ > 1 β − 2, and f , f and f are bounded.
A system of semilinear equations
Consider the following system of equations
We make the following assumption on the coefficients: We can use again Definition 3.2 to define the integral b a g(x r )z r dy r (4.26) using fractional calculus. Notice that for the integral (4.26), the compensated fractional derivative can be written as follows for 0 ≤ a < r ≤ T and j = 1, . . . , d
The following two propositions provide the necessary estimates for the integral (4.26), and the integral appearing in the right-hand side of Equation (4.25), similar to those used in Theorem 4.1 to handle Equation (4.24). We denote by K a generic constant depending on the parameters α, β and λ. We will make use of the following notation for (x, y,
(4.29)
Proof: Without loss of generality we assume that d = m = n = 1. For any θ, r ∈ [a, b], θ < r, we have So, using (4.27) and (4.30) we obtain
The following estimates are similar to those obtained in Propostion 3.4 of [12] ,
On the other hand, from the definition of the Weyl derivatives (3.1), we get
and
Thus, substituting the estimates (4.31)-(4.36) in (4.28) yields
Finally, using that
where B(p, q) is the Beta function, we obtain
and this implies (4.29) easily.
Proof: To simplify the proof we assume d = m = n = 1. From Proposition 3.9 in [12] , we have
and these inequalities imply that
Similar estimates hold replacing x by z. From (4.29) and using (4.37) and (4.38) we have,
which implies the desired result.
Now we establish the existence of a solution for Equation (4.24), as we have done before for Equation (4.1), and we also derive an upper bound for this solution. We recall that, by definition, a solution of Equation (4.24) is an element of M β n,d (0, T ) such that the following two equations hold 
where c = log(4/3).
Proof:
To simplify the proof we will assume d = m = n = 1. Fix α > 0 such that 1−β < α < 2β and α < The proof will be done in several steps.
Step 1: Define
where Λ y has been introduced in (4.4) . From the proof Theorem 4.1, with C = f ∞ and γ = 0, we know that if s, t are such that 0 < t − s ≤ ∆ y then, x s,t,β ≤ Kρ f y β + 1 , (t − s) β x s,t,β ≤ 1, (t − s) β x ⊗ y s,t,2β ≤ 1.
As a consequence we obtain Φ s,t,β (x, y)(t − s) where X 0 is a fixed m-dimensional random variable. Applying Theorem 4.1 we deduce that there exists a path-wise solution if |σ(x)| ≤ C (1 + |x| γ ) for some γ < H, σ is continuously differentiable, σ is bounded and λ-Hölder continuous, where λ > Unfortunately, this estimate does not allows us to conclude that DX i t H possesses moments of all orders. The existence of a density for solutions to stochastic differential equations driven by rough Gaussian processes (which includes the fBm with H ∈ ( 1 4 , 1 2 )) under Hörmander's condition has been obtained by Cass and Friz in [2] . The smoothness of the density, however requires the existence of moments for the derivative and so far it is an open problem.
