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The two main routes for the production of nanoparticles are the physical aggregation of
single atoms in gas phase and the chemical reduction of colloidal solutions. In this thesis,
we investigate a novel method in which metal clusters are formed from the sputtering of a
cryogenic solidified gas loaded with metal atoms using the Matrix Assembly Cluster Source
(MACS).
First of all, we address the possibility to modify the MACS, replacing the traditional argon
matrix with dry ice at 20K. The objective being the demonstration of the viability of the
equipment when changing the physical nature of the matrix. The motivation for such a study
lies in the fact that gases solidify at different temperatures and using CO2 would open the
path towards a cheaper and a more energy efficient cooling system. Using STEM images of
the deposited silver clusters on TEM grids, we systematically study the size dependence of
silver clusters as a function of both the metal loading in the CO2 matrix and the energy of the
sputtering beam used to extract them.
Second of all, a MACS2 system is built to welcome a new deposition chamber, which enables
the deposition of clusters on a larger area. Silver, gold and binary gold-palladium clusters
are produced with the MACS2 and deposited on pre-sputtered graphite tape. The top-most
layers of the graphite tape are scrapped off and used in catalysis. We demonstrate that all
samples show catalytic activity for the CO oxidation reaction.
Finally, gold nanoparticles are successfully embedded in porous silicon layers using elec-
troless deposition in a tetrachloroauric acid solution as clusters produced through physical
iii
methods would saturate the surface and prevent the filling of the pores. Reflectometry
measurements are used to determine the linear refractive index of the nanocomposites and
estimate the amount of gold present in the layer with the 2D Maxwell-Garnett mixing ap-
proximation at a wavelength of 2.5µm. Ultrafast time-resolved pump-probe spectroscopy
measurements are also carried out on the samples, using a 800nm p-polarised pump and a
2.5µm s-polarised probe. Calculations based on the Drude model enable the quantification
of the free carrier density in the porous silicon as a function of the pump intensity. An
investigation into the nonlinear behaviour of the layers through varying the probe intensity
demonstrates induced transparency and self focusing action of the light upon the medium.
It has been found that samples containing gold display faster optical relaxation times and
higher transient changes in reflectance.
Thesis structure
The first introductory chapter provides a general overview of the field of cluster production, a
literature review on cluster sciences, alongside some theoretical background and experimental
methods related to the production and characterisation of metal clusters. This will support
the reader’s understanding of the results developed in chapters 3 and 4, which are devoted to
the production of clusters with the Matrix Assembly Cluster Source.
The second introductory chapter develops the theoretical background required for the final
result chapter, which focuses on the linear and nonlinear optical properties of porous silicon
layers embedded with gold nanoparticles in the near-infrared region.
As a variety of subjects are approached in this thesis, some experimental methods and more
specific literature reviews are developed in the result chapters where they seem most in
context, with the hope that it helps the reader to appreciate the scientific piece of research
developed here.
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Chapter 1
Introduction to cluster science and the
MACS
In this chapter, we give an experimental and theoretical introduction to the field of cluster
science, from the discovery of magic numbers to key cluster applications. To describe
agglomerate of atoms at the nanometric scale, we use the terms "cluster" and "nanoparticle".
Clusters refer to well defined particles usually small enough to exhibit strong size-dependent
properties, whereas nanoparticles refer to a wider range of size going from 1 to 100nm.
A review of clusters sources is given, putting the novel matrix assembly cluster source
(MACS) thoroughly investigated in this work into context. Its design and modus operandi
are detailed as well as some of important results previously achieved by colleagues. The
two possible mechanisms of cluster formation in the matrix are introduced so that the reader
can appreciate the working principle of the MACS and its ability to generate clusters. In
order to quantify our study, it is crucial to know both the matrix composition and the cluster
size distribution, which is why a brief description of the quartz crystal microbalance and the
scanning transmission electron microscope is given.
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1.1 Magic number clusters
The field of cluster science emerged in the early 80s with the discovery of nanoparticles
showing "magic number" sizes[1]. The mass spectra of sodium clusters produced in a
supersonic expansion showed peaks for clusters containing 8, 20, 40, 58 and 92 atoms, which
suggests that these clusters are more likely to be formed or more stable than others. In fact,
these peaks correspond to the closure of electronic shells specific to the clusters. In metallic
clusters, valence electrons fill electronic shells and when all possible electronic states of a
shell are occupied, the shell is closed and the cluster is at its most stable configuration. Hence,
it is unlikely to gain or lose another atom, skewing the size distribution locally. In 1990,
Martin et al. show the mass spectra of sodium clusters from a large range of sizes as seen in
figure 1.1 [2]. The clusters were produced from a sodium vapour quenched in cold helium
gas and were photoionised prior to entering the time of flight mass spectrometer. First of all,
it should be mentioned that clusters with closed shells have higher ionisation energies than
open shell clusters and therefore are expected to be less numerous going through the mass
filter as many of them remain neutral. Hence, dips in the mass spectra correspond to magic
number clusters. They observed that there is a period at which the magic clusters appeared
and that it changes abruptly in the size region of around 1500 atoms. Whereas the sequence
in smaller magic number clusters is due to the closure of electronic shells, the sequence in
bigger magic number clusters appears to be due to a geometrical factor, i.e. the filling of
atoms shells. For example, minima occurring in the mass spectra between 1500 to 22000
atom clusters correspond to either close-packed cuboctaedra or close-packed icosahedra. The
crossover size from electronic shell dependence to atomic shell dependence is a function
of both the material and the temperature [3]. The geometric factor was first predicted and
observed for xenon clusters in 1981 by Echt et al., who showed that the mass spectrum of Xe
clusters produced in gas phase exhibited peaks where icosahedra shells were completed [4].
We understand that, whereas a continuous range of energy states is available for electrons
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Fig. 1.1 Left: Mass spectra of Na clusters photoionized with 400nm and 410nm light. Two
sequences of structure are observed at equally spaced intervals on the n1/3 scale. Right:
Averaged mass spectra of Na clusters photoionized with 415 and 423 nm light. Well defined
minima occur at values of n corresponding to the total number of atoms in close-packed
cuboctahedra and nearly close-packed icosahedra (listed at the top). Captions and figures
reproduced from [2].
in the bulk structure, only a limited number of energy levels are available at a nanoscopic
scale, similar to what happens in molecules. Thus clusters’ electronic properties differ from
that of both the bulk and the atom. This opens up a new dimension to the periodic table. The
electronic properties of clusters are therefore size-dependent. For that reason, being able to
filter clusters by their size (or their mass) became important, leading to various inventions
such as the quadrupole mass selector and the time-of-flight mass filter [5].
Due to their tunable physical and chemical properties, shape and composition, applications for
nanoparticles cover a vast spectrum of domains, such as medicine, environment, electronics,
the food industry, cosmetics, catalysis, optical devices, etc. The latter two are discussed in
this work.
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1.2 Cluster catalysis
1.2.1 Pros and cons of the physical method
The main application for metal clusters produced in our laboratories is catalysis. In this
context, we will be looking at metal clusters produced through physical methods, which offer
two main advantages over those produced via colloidal routes: they do not have ligands and
their size can be precisely tuned. The main drawback is that the quantities produced through
physical methods are not enough for industrial applications and commercial use.
The atomic precision in cluster science is of great importance as explained in the previous
section, and Heiz et al. [6] stressed it by demonstrating that CO oxidation activated by
platinum clusters on thin MgO films is extremely size-dependent (see figure 1.2). We see
that the number of CO2 molecules catalytically produced triples when using Au15 instead
of Au13 as catalysts. But, in the search for a perfect catalyst, many more parameters than
the size must be considered, leading to an incredible amount of possible combinations of
experimental conditions. An example of such a herculean work is given by Ellis et al. [7],
who built a catalyst map for the 1-Pentyne hydrogenation of a variety of PdSn and PdTi
catalysts deposited on alumina powder, varying the formation method, the metal ratio and
the weight percentage of metal in the powder. They showed, as one can see in figure 1.3,
that the best catalysts are the PdTi clusters engineered with a cluster beam source, whereas
other clusters produced via impregnation show either poor selectivity or poor conversation
rate. They attributed the higher performance to the structure of the clusters as they form in
flight in the vacuum chamber of the magnetron source, free from contaminations and ligands
(see section 1.3.4 for details of the instrument). However, depending on what we want to
achieve, ligands can either be desirable or not. For examples, to imitate enzymes, which
are macromolecular catalysts existing in living organisms, bio-chemists could use ligands to
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limit the access to the active site solely to the appropriate molecules and emulate the desired
reaction [8].
Fig. 1.2 (a) Total number of catalytically produced CO2 molecules as a function of cluster
size. (b) Total number of produced CO2 molecules per atom as a function of cluster size.
Caption and figure from [6].
Fig. 1.3 Summary of 1-pentyne hydrogenation performance for PdSn and PdTi catalysts
produced either via impregnation (I) or with a cluster beam source (C). The number following
the letters I and C is the sample number and corresponds to its metal concentration (see Table
1 of [7] for specific values). Note that the data arises from experiments performed at a range
of temperatures from room temperature to 250◦C. The best catalysts are located on the top
right corner of the graph as they have both good selectivity and conversion. Those were
produced with a magnetron cluster source. Adapted caption and figure from [7].
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1.2.2 The CO oxidation
CO oxidation is chosen in this work as a model catalytic reaction, which is most commonly
applied to the transformation of the toxic carbon monoxide released by the motor of vehicles
into CO2. The reaction involves two reactants and one product and is written as: CO+ 12O2→
CO2. Three mechanisms have been proposed to explain how and where the reaction takes
place in the case of supported gold clusters [9].
• Although gold is expected to be quite inert, low-coordinated gold atoms present on
the edges or corners of the nanoparticles are the centres for the adsorption of CO and
O2 molecules. These locations can act as the active catalyst sites, whether they are
present on the surface of a cluster, randomly dispersed on a support in the form of
single atoms, or defects at the surface of a gold film. This is valid regardless of the
nature of the support. Theoretical studies suggest that gold particles are much more
active than gold crystal surfaces due to their high step density. The steps are known to
increase the binding energy between the reactants and the gold [10].
• Some supports induce change in the Au particle structure, increasing the number of
sites or their quality. Moreover, the support can charge the particle. It was found
that the partial transfer of an electron from the support plays an essential role in the
activation of gold single atoms and subnanometric clusters [11].
• Gold nanoparticles supported on transition metal oxides1 have their activity enhanced
due to the ability of the support to provide reactive oxygen. More importantly, the high
adsorption and surface mobility of the oxygen species on the support improves the
transport of reactants to the catalyst sites located on Au clusters [12].
Gold nanoparticles deposited on inert supports and transition metal supports have shown
interesting experimental catalytic activity [12]. The formers are not very active and their
1Compounds made of oxygen and metal atoms from the d-block of the periodic table.
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activity is very size-dependent, vanishing rapidly for increasing diameter above 2nm, whereas
the latters still exhibit high catalytic activity for the CO oxidation for nanoparticles with
a diameter of a few tens of nanometres. The reason is that small clusters have a higher
dissociative adsorption of oxygen than bigger clusters due their higher step density. However,
whereas many sites are being used for the dissociation of diatomic molecules of oxygen as
this step cannot occur on the inert support, the transition metal supports act as a reservoir
of oxygen atoms, freeing important active sites on the gold clusters for the oxidation of CO
molecules to take place. The turnover frequency2 over different Au/MeOx catalysts has been
extensively investigated for the CO oxidation [13]. The results of this study are shown in
figure 1.4 and are differentiated by the ability of the support to dissociate oxygen molecules
and supply them to the gold clusters. To stress the importance of the support, we report that
the conversion rate in the catalytic CO oxidation reaction as a function of the temperature
was previously studied for unsupported gold particles and gold particles on Al2O3 [14]. They
show that whereas the reaction starts at around 100◦C in the case of the supported particles, it
only starts at around 290◦C for the unsupported one. Ag nanoparticles on TiO2 demonstrated
activity at room temperature with increasing conversion rate as the concentration of particles
goes up (up to 10%) [15].
Therefore, in the case of inert supports, the structure, the dimension and the shape of the
metal clusters are of great importance in the quality of the catalytic response as they alone
influence the yield of the reaction. Those geometrical aspects of the clusters have been
studied both experimentally [16] [17] and theoretically [18] [19]. Theoretical studies have
demonstrated that the planar Au9 cluster (< 1nm of diameter) is the optimal configuration
for CO oxidation whereas Au79 (between 1−2nm of diameter) shows the best results in the
case of a three-dimensional spherical cluster [20]. Smaller particles of Pd of 2.5nm diameter
have also shown better results than those having 10 times their diameter, as the activation
2Definition: the turnover frequency quantifies the specific activity of a catalyst by the number of catalytic
cycles occurring per second per site.
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Fig. 1.4 Turnover frequencies over different Au/MeOx catalysts after 15 minutes and 1000
minutes on stream. Caption and figure from [13].
energy is halved for the former [21]. Experimental studies on silver particles pre-treated with
oxygen whose diameters vary between 4.5nm to 16.7nm on SiO2 showed that the smaller
nanoparticles are the best catalysts for CO oxidation at low temperatures, as they reach 100%
conversion at 65◦C [22].
1.3 Cluster sources
To put into context the novel cluster source developed in our laboratories and studied in this
work, we first provide a description of the mechanism of some major cluster sources and
discuss their specificities.
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1.3.1 Seeded supersonic nozzle source
In a large furnace, metals are heated to high temperature in order to yield a metal vapour
pressure in the range of 10−100mbar. Due to the size of the oven, the maximum temperature
achievable is 1600K. This restricts its use to low melting point metals (e.g. alkali metals).
A rare gas is also introduced in the furnace at a pressure of several bars. The hot mixture
passes through a nozzle and expands in the vacuum (see figure 1.5). As it exits the nozzle, the
metal vapour becomes colder and supersaturated. Therefore, it condenses and a clustering
process occurs. While the mixture expands, dimers are formed as a result of three-body
collisions between two metal atoms and one rare gas atom. The latter takes away the excess
of vibrational energy and permits the two metal atoms to form a dimer [23]. Clusters can be
formed with or without the rare gas. Whereas pure vapour jets lead to the formation of small
clusters due to the contradictory role that the metallic atoms have to play by being both the
cooling agent and the original material of the future particles, the introduction of a carrier
rare gas boosts the production of bigger clusters by absorbing most of the heat generated at
the collision. Experimental studies have shown that the heavier the rare gas, the higher the
cluster production and the bigger the cluster [24]. In pure vapour jets some clusters have
to lose one or several atoms in order to cool down and stabilise. In mixed phases where
rare gas has a much higher density than that of the seeds, the seed-seed collisions cease
before seed-rare gas ones. Therefore, in this case, the rare gas stabilises the clusters by taking
away their extra vibrational energy. This source can produce 1016 clusters per second [25],
although the material consumption is 10 times greater, which makes the waste significant.
The clustering process occurs shortly after the nozzle where seed-seed collisions take place.
The clusters produced are small with a size distribution from one to a hundred of atoms.
Under very specific experimental conditions, such as larger amount of cooling gases and
longer cooling distance, few thousands of atoms per clusters have been reported [26].
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Fig. 1.5 Schematic of the seeded supersonic nozzle source. Figure from [27].
1.3.2 Gas-aggregation cluster source
Fig. 1.6 Schematic of the gas-aggregation cluster source. Figure from [27].
A thermally isolated crucible releases a metal vapour into a flow of low-pressure inert
helium gas (see figure 1.6). The mixture of hot metal vapour and cold helium gas in the
condensation region exhibits a pressure that can reach up to 20mbar, which is significantly
lower than reported in the seeded supersonic nozzle source. Therefore, the cluster production
is much lower in this case. As soon as the hot metal vapour exits the crucible, the cold rare
gas cools it down and clusters are formed by nucleation. In the case of gas-aggregation
cluster source, the distance during which the cluster formation occurs is much greater than
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previously in the seeded supersonic cluster source where the cluster formation occurs at the
exit of the nozzle and rapidly stops as the gas expands in the second chamber. Therefore,
bigger clusters are formed in the present case. Sattler reported a systematic study of the
production of Sb clusters. The bare Sb vapour exhibits clusters containing up to 4 atoms.
Once the helium is introduced the abundance of clusters drops until it vanishes for a pressure
of 0.5mbar. While increasing the helium pressure above 5mbar, the cluster beam rises
greatly and also contains bigger clusters of around a few hundred atoms [28]. More recent
studies report the use of a gas-aggregation cluster source coupled with first an ioniser and
secondly a quadrupole mass filter. This has the advantage that it deposits clusters with a
narrower size distribution. In this cluster source, the deposition chamber can be returned
under ultra high vacuum in a few minutes post deposition [29]. Therefore, this technology is
perfectly suited for in-situ studies.
1.3.3 Laser vaporisation cluster source
Whereas the two first sources discussed are continuous, the laser vaporisation cluster source
is pulsed. First developed by Smalley in 1981, it consists of a laser light focused on a rod
of the chosen material that will form the clusters further down in the process (see figure
1.7) [31]. The rod is mounted on a screw that rotates in order to present a fresh surface for
each new laser pulse. These pulses extract vaporised material that spreads in a high-pressure
flow of cold helium gas. The gas is injected in the chamber through a pulsed valve whose
frequency is tuned with the laser. As in the gas aggregation cluster source, the gas cools
down the metal vapour, which initiates the clustering process. Then the cluster growth
continues while the mixture passes through a cold nozzle and expands as it does in the seeded
supersonic nozzle source. Here the cluster formation process is a combination of both the
sources previously discussed. Despite the fact that the cluster formation occurs by pulses,
the amount of vaporised material is high enough for this source to compete with others due
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Fig. 1.7 Schematic of the laser vaporisation cluster source. Figure from [30].
to the high intensity of the laser. A cheaper alternative to the laser vaporisation cluster source
but very similar in its design and in its working is the pulsed arc cluster ion source. Here the
clusters are produced from the ablation due to spark discharges between metallic rods that act
as electrodes. Although it produces a large quantity of clusters, the size distribution is wider
in this case than other cluster sources. Around ten percent of the clusters are charged. Recent
studies show that grams of metal nanoparticles per hour using laser ablation can be achieved.
However, they have a large size distribution with an average cluster diameter of 30nm [32].
1.3.4 Magnetron sputtering source
In 1991, Haberland first reported the innovation of a new type of cluster ion source based
on a magnetron sputter discharge combined with the gas aggregation technique discussed
before [34]. Many years and technical improvements later, Pratontep et al. reported a detailed
account of the magnetron sputtering source that we are using in our group as seen in figure
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Fig. 1.8 Schematic of the experimental set-up for production of size-selected metal clusters.
Clusters are produced in section I, shaped into a beam in section II and mass-selected
prior to deposition in section III. Some of the key components are labelled: (a) magnetron
axial mount; (b) liquid nitrogen (lN2) cooling; (c) magnet; (d) metal target; (e) a grounded
shield called the ‘dark space shield’ to confine the plasma in front of the target; (f) nozzle;
(g) skimmers; (h) extraction lens; (i) lens; (j) deflection plates; (k) second einzel lens; (l)
acceleration region; (m) field-free region; (n) deceleration region; (o) lens to focus the cluster
beam for deposition into a high-vacuum chamber (not shown). Caption and figure from [33].
1.8 [35]. The cluster source is composed of three different sections. The formation of clusters
takes place in the first chamber, liquid nitrogen cooled. A radio frequency (or DC) high
voltage is applied to the target, which ignites argon gas in front of it. The argon plasma
sputters the target made of the desired cluster material (for example Ag) and creates a dense
vapour of atomic ions. Helium gas is introduced in the back of the chamber and induces the
condensation of small clusters because it acts as the cooling agent of the three-body collision.
Bigger clusters are formed through cluster-cluster collisions. The target is mounted at the
end of a long movable arm, which allows control of the condensation length. For example,
an increase of two to three centimetres in the condensation length gives birth to clusters
about 20 percent heavier. The gas and cluster mixture exits through a nozzle, expands rapidly
and condenses. In order to prevent large beam scattering, the gas jet passes through two
skimmers that exhibit a particular conical shape. These skimmers extract the cluster beam
and select its central portion before it enters in the next chamber, ensuring a relative uniform
beam direction to optimise the mass selection process. Since about thirty percent of the
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cluster beam created by this method is ionized [34], clusters can be focused and accelerated
without any further ionization. The second chamber is composed of lenses and plates with
negative voltages that collimate the positive charged clusters. Then, the beam is size-selected
by the lateral time-of-flight mass filter placed in the third chamber [5]. Once the cluster beam
enters the mass filter, its initially horizontal trajectory is deviated by a pulsed electric field
generated between the lower and upper plates. The perpendicular acceleration of each cluster
is inversely proportional to its mass and therefore, by choosing the right vertical drifting
time between the accelerating pulse occurring on the lower plate and the decelerating pulse
from the upper plate, one can select the desired mass-range of clusters to exit the system.
The kinetic energy of charged clusters can be tuned before deposition to allow implantation,
pinning or soft-landing. In summary, the radio frequency power applied, the gas flow rates
and pressures and the aggregation distance are all very important parameters that must be
tuned carefully in order to reach optimal working conditions. Thanks to this system, it is
possible to produce around 100 pA of size-selected clusters spanning the range of a few atoms
to several tens of thousands. Moreover, the advantage of working with differentially pumped
sections is that the source can be connected to a deposition chamber kept in ultra-high
vacuum, which can be useful for clean and accurate chemical and structural analysis [36].
1.4 The matrix assembly cluster source (MACS)
A precise description of the Matrix Assembly Cluster Source 1 (MACS 1) is given here
as this instrument supports the work presented in chapter 3 and inspired the design of the
MACS 2 described in chapter 4.
The MACS requires high level of purity and vacuum to function. In order to achieve ultra-
high vacuum in the chamber (10−9 Torr to 10−11 Torr when baked), the system is equipped
with two different pumps. First, a rotary vane pump traps air between its rotating elements
and the wall of the cavity, and extracts it at each cycle. This enables the system to go from
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Fig. 1.9 The cluster source presented here is the matrix assembly cluster source one (MACS1)
in reflection mode. (Picture from Lu Cao’s thesis [37])
atmospheric pressure to around 10−2 Torr. Then a turbomolecular pump permits it to reach
vacuum around 10−7 Torr to 10−10 Torr. This pump is made of a stack of metallic rotors
each of them composed of angled blades oriented in such a direction that the gas molecules
are given momentum towards the exhaust when they repeatedly collide the rotating blades.
In order to quantify the quality of the vacuum, the chamber is equipped with an ionisation
gauge that can read pressures below 10−3 Torr. Therefore, to avoid any damage or failure,
this gauge can only be switched on once the turbomolecular pump is running at full speed. It
is made of a heated filament that emits electrons encircled by a positively charged helical grid.
The grid attracts these electrons, which gain kinetic energy and collide with the gas molecules
present in the chamber. These collisions ionise the molecules. A negatively charged wire
catches the generated cations, inducing a current that is proportional to the number of cations
collected and therefore proportional to the amount of gas that composes the vacuum.
In the MACS1 shown on the figure 1.9, clusters are produced in the reflection mode. A
transmission mode using a grid instead of a plain support for the matrix permits the collection
of clusters in the original direction of the ion beam. The cluster formation occurs in two
stages.
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The first stage is the formation of the matrix. The matrix support is a one inch by one inch
copper plate. It is cooled down to cryogenic temperatures by the means of a closed cycle
cryocooler from Sumitomo Heavy Industries (SHI). The model CH-204 is composed of a
compressor and a cooling head connected to each other by two transfer lines used for the
supply and the return of the helium gas. The compressor delivers cold helium gas to the
cooling head and pumps back the hot helium gas and compresses it again in a similar way to
a refrigerator. Previous studies carried on the MACS 1 showed that this cooler can cool down
the matrix support clamped on the head of the cryocooler to temperatures below 20K [38].
Once the matrix support temperature is stable, metal atoms are evaporated as some argon gas
is introduced in the chamber through a leak valve. The pressure is measured via an ionisation
gauge. Both the metal atoms and the rare gas stick to the copper plate and form a matrix.
The metal atoms are therefore embedded in the rare gas solid. The metal is evaporated from
a Createc high temperature effusion cell. It can go up to 2000 ◦C but is limited to 1600 ◦C
due to the ceramic crucible that contains the metal. The cell is mounted inside a water cooled
tube and monitored through a proportional-integral-derivative controller with 0.1K accuracy.
The second stage consists of sputtering the matrix to generate and free the clusters out of the
rare gas solid. The matrix support is insulated from the cooling head by a thin sapphire plate.
This enables the operator to monitor the beam current that hits the matrix when sputtered
with high energy argon ions. The ion source used in the MACS 1 is the ion sputter gun from
Tectra that has a maximum output current of 4mA. The working principle of this source is
that microwaves with a 2.45GHz frequency generate a gas plasma. Ions are extracted from
the plasma and accelerated to the desired energy (up to 5keV ) thanks to a series of charged
apertures at different potential. The beam is then focused by a set of ion optics before it
reaches the matrix. The voltages applied to each lens have been calibrated for different beam
energies in previous studies [37] and these settings are kept the same in the frame of our
research. The rotating deposition stage has twelve positions. Six of them host TEM grids
1.5 Previous achievements with the MACS 17
where clusters are deposited and are separated by blank positions to avoid contamination
between each experiment.
1.5 Previous achievements with the MACS
Studies led by Lu Cao and William Terry have been previously carried out on the MACS 1
using an argon matrix with embedded silver or gold atoms. They successfully demonstrated
the possibility of forming metal clusters, deposited them on TEM grids and investigated
both their structure and their size-distribution. Terry perfected the routine and, finding the
ideal parameters to operate, showed that he could produce cluster beam currents reaching
up to 100nA, which is currently similar to non size-selected gas-aggregation magnetron
sources, or 2 to 3 orders of magnitude higher when the clusters are size-selected [38].
Simultaneously generating clusters and replenishing the matrix while sputtering was proven
to be possible over a period of 500s. They showed that the size of the silver clusters collected
in transmission mode increases with the doping of silver atoms in the matrix [39] as one can
see on the figure 1.10. Mass spectra of clusters produced in reflection mode also showed a
net increase in size as a function of the metal loading in the matrix using a time of flight mass
filter [37], though mass-spectra are noisy due to the small fraction of charged clusters. Also,
increasing the energy of the argon beam contributes to the production of bigger clusters (see
figure 1.11), whereas increasing the temperature leads to the production of smaller clusters
and narrower size distributions [37].
1.6 Cluster formation in solidified gas matrices
In the matrix assembly cluster source, the clusters are formed from the sputtering of a
cryogenic matrix made of condensed argon or carbon dioxide loaded with metal atoms in
small ratio. Their formation can occur through two different mechanisms.
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Fig. 1.10 Cluster size as a function of metal concentration in the matrix. The size of each
cluster is measured from the integrated high angle annular dark field (HAADF) STEM
intensity compared with that of single atoms. Error bars are the standard deviations of the
size distributions (HAADF intensities). Caption and figure reproduced from [39].
Fig. 1.11 HAADF STEM images (a) and respective size distribution diagrams (b) for four
different incident beam energy. Figure reproduced from [37].
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First, single metal atoms aggregate during matrix formation, co-condensed with the gas
atoms or molecules onto the cold matrix support. Studies carried out on the deposition of
gold atoms onto rare gas thin films show the formation of clusters around 2nm, demonstrating
the migration of atoms onto a rare gas film [40]. More interestingly, a study investigating
light emission during the aggregation of silver clusters in rare gas matrices has demonstrated
the migration and coalescence of silver clusters in matrices when these are warmed up
but also at rest, pending that the temperature is high enough to allow a certain degree of
mobility [41]. Figure 1.12 illustrates the existence of small dimers and trimers in the matrix
in increasing numbers as the matrix warms up. As metal atoms are likely to migrate a few
Å and aggregate to minimise their energy, small preformed metal clusters must exist in
the matrix prior to argon ion bombardment, even more so as the concentration of metal is
increased in the matrix. Secondly, the bombardment of the matrix with keV argon ions
enhance the formation of bigger clusters and enables their extraction. As the ions hit the
matrix, they transfer their kinetic energy to the system. Molecular dynamic simulations,
which consider a keV argon ion hitting a frozen argon target, show that the energy transfer
from the incident ion to the medium can be described in two successive modes [42] as one
can see in figure 1.13. Basically, the bombarding ion collides with some atoms in the matrix,
which in turn, collide with others leading eventually to a collision cascade. This knock on
effect, however, isn’t a linear exchange of kinetic energy between atoms. A local increase in
pressure and temperature called a thermal spike is recorded, weakening the bonds between
the argon atoms in the volume targeted. This leads to a flow of hot atoms into the vacuum
and the formation of a big crater in the relaxing rare gas matrix. It has been shown that
rare gas clusters in the range of 2−20 atoms are sputtered out from the matrix through this
process [43] but also that a large number of gas atoms or molecules are ejected per incident
ion in both argon [44] and carbon dioxide [45] matrices supporting the thermal spike theory.
As our matrix also contain metal atoms, an increase of temperature in the matrix would
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Fig. 1.12 Luminescence spectra during the condensation of silver atoms and dimers at matrix
temperatures below and above 30 K. Caption and figure from [41].
Fig. 1.13 Time evolution of an argon matrix hit by a 1keV Ar ion. From top to bottom:
snapshots of the system are taken at 3.2ps, 14.8ps and 24.7ps respectively after collision.
Figure from [42].
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promote the formation of bigger metal clusters as explained previously and the explosion-like
phenomenon resulting from the thermal spike would participate to their ejection. Other
evidence of the cluster formation happening solely in the matrix is shown alongside the
experimental results later in the text.
1.7 Determination of the metal concentration in the matrix
In order to comprehend the link between the size distribution of clusters produced with the
MACS and the composition of the matrix prior sputtering, the determination of the amount
of metal embedded in the rare gas is of great importance. To do so, we show here how we
estimate the number of atoms of rare gas (or CO2 molecules) and the number of metal atoms
there are per unit of volume, using the film thickness of the condensed gas and the mass of
metal deposited over a certain period of time.
1.7.1 Thickness of the deposited film
A small quantity of gas introduced in a vacuum environment can be considered as an ideal
gas, assuming that the major part of the energy is the kinetic energy of translation. Such a gas
of pressure P(Pa), contained in a volume V (m3) and made of N particles has a temperature
T (K) given by the perfect gas equation:






where k is the Boltzmann constant 1.38 ·10−23J/K. Under these conditions, we must consider
a Maxwell-Boltzmann speed distribution for the gas particles and determine the number
of particles Ng hitting a matrix support per unit area and per unit time [46]. The average
x-component velocity < vx > of particles moving in the positive direction is given by the
























Therefore, particles that are within a distance < vx > ·∆t of the matrix support will hit it, i.e.
particles that are included in the volume A·< vx > ·∆t adjacent to the support. The number


















Here, we assume that the matrix support is cold enough so that all the particles that collide
with it stick on it. Therefore, a film grows on it and its thickness can be determined. Indeed,
knowing the lattice parameter and the crystal structure of the solidified gas permits the
calculation of the volume of an atom of argon or a molecule of CO2. In the following table
1.1, one reports the lattice parameter, the crystal structure and the volume of one particle Vp
of both solid argon and dry ice. The film thickness per second is given by (Ng ·Vp)1/3.
Gas Structure Lattice parameter (Å) Volume of one particle Vp(Å
3
)
Argon [47] FCC 5.256 36.29
CO2 [48] Cubic 5.583 174.02
Table 1.1 This table shows the values for the lattice parameter for solid argon and dry ice
(solid carbon dioxide). The crystal structure of solid argon is face-centred cubic whereas the
dry ice is cubic.
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1.7.2 Quartz crystal microbalance
The quartz crystal microbalances (QCM) used in this work are from MDC vacuum and
Sycon Instruments. The working principle is the same in both cases and is described here.
The quartz crystal (SiO2) is placed so that it faces the evaporator. Once the shutter of the
evaporator is open, the evaporated metal atoms build up at the surface of the quartz crystal,
making a thin film. The QCM is computer-controlled and the software provided with the
equipment gives the film thickness in real time, as metal atoms are deposited. In 1959, the
equation 1.4 developed by Sauerbrey [49] links the mass increase ∆m of such a film with the
change in frequency of the sensor crystal ∆ f = f f − f0:





where A is the active area of the quartz crystal on to which the metal atoms are deposited, ρq
is the density of the quartz and µq its shear modulus, which characterises its stiffness. This
equation only applies under certains specific conditions as the film needs to be even and rigid
and the change in frequency quite small. It is why a more general equation is used by Sycon
where the film thickness ∆s is obtained using the density of the material ρm and its Z-factor
Z f as expressed in the equation 1.5 [50]:
∆s =
Nq ·ρq
π ·ρm ·Z f · f f · arctan
(






where Nq is the frequency constant for the crystal. The values for the density and Z-factor for
the metals of interest in this work are listed in the table 1.2. The Z-factor is a parameter that
depends of the shear modulus and the density of both the quartz and the material deposited.
Using the bulk density is suggested as it provides sufficient accuracy. All the other constants
are already implemented in the software as they are inherent to the quartz crystal provided by
the company.
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The number of metal atoms Nm per unit area and per unit time is given by:






where NA = 6.02 ·1023mol−1 is the Avogadro constant and represents the number of particles
per mole.
Metal Aw (g/mol) ρm (g/cm3) [50] Z f [50]
Silver 107.87 10.5 0.529
Gold 196.97 19.32 0.318
Palladium 106.42 12.02 0.357
Table 1.2 This table lists the atomic weight (Aw), the density (ρm) and the Z-factor (Z f ) for
silver, gold and palladium.
1.7.3 Metal concentration
The metal concentration, which represents the proportion of metal atoms in the solidified gas
matrix, is simply determined by the following relation:




1.8 The scanning transmission electron microscope
In order to study the size and the structure of metal clusters, atomic resolution is required.
Over the last 200 years, the performance of microscopes has gone up by almost five orders
of magnitude, with an increasing resolution from tens of microns to the angstrom [51]. This
was made possible by the invention of the electron microscope by Ruska in 1931. It is known
that the resolution of a microscope is limited by diffraction effects and is proportional to
the wavelength of the light used to probe the sample. The de Broglie’s wavelength is given
by λ = hcpc where hc = 1240 eV nm, pc =
√
KE2+2KE m0 c2 and KE is the kinetic energy
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of the electrons. Accelerating electrons to 200keV reduces their wavelength to ≈ 2.5pm.
Due to presence of aberrations, the resolution of such a transmission microscope is in the
order of 1 Å [52]. In this work, the clusters produced with the MACS and deposited on to
TEM grids were analysed via high-angle annular dark field (HAADF) imaging under an
aberration-corrected scanning transmission electron microscope (STEM). The model used in
this work is the JEM-2100F (Jeol) and it was operated at 200kV with an HAADF detector
inner collection angle of 62mrad. A schematic of a typical STEM is presented on the figure
1.14. Its principle consists of focusing a high-energy electron beam to a small point and
Fig. 1.14 Schematic of the STEM and its different elements. Figure from [51].
rastering the beam across a thin sample. Aberrations are corrected in various ways. We speak
of spherical aberration when the electrons entering the edge of the lens are overfocused.
Chromatic aberration happens when electrons of various energies are refracted differently
when passing through the lenses and can be avoided using a more monochromatic electron
gun. The transmitted beam is then either collected directly by a bright field detector or at high
angles by a high angle annular dark field (HAADF) detector. Images presented in this work
are taken with the HAADF detector, offering good Z-contrast for our analysis. Briefly, as
the scattering of the electrons at high angle is a process dominated by Rutherford scattering,
1.8 The scanning transmission electron microscope 26
which describes the incoherent elastic scattering of the electrons with the nucleus of an atom,
the intensity of the beam collected by the detector is proportional to the charge of the nuclei
it encountered in the sample, and therefore proportional to its mass. The relation between
the intensity I and the atomic number Z in an aberration-corrected 200keV microscope was
reported by Wang and Palmer [53] and is given by I = Zα , with the exponent α = 1.46±0.18
for an inner collection angle of 62 mrad. They reported that α can be around 1.8 when the
inner collection angle is 103 mrad. Hence, in all cases, the metal atoms appear brighter than
the support as they scatter more the incident beam than the carbon atoms making the support.
Chapter 2
Theoretical background for optical
studies
Inspired by the work of his predecessors such as Gauss, Faraday and Ampere, Maxwell
joined together a set of four equations and built the foundation of a theory capable of
describing all classical electromagnetic phenomena [54]. Maxwell predicted the existence of
electromagnetic waves and proposed that light is a type of electromagnetic radiation as seen
in Appendix A. Based on this physical model, the behaviour of a polarised monochromatic
beam incident upon a substrate or a thin film between two semi-infinite media is developed
in this chapter and is of great importance when determining the refractive index of a material
through reflectometry. However, when a medium is composed of materials of different
nature, it is interesting to be able to describe the material’s effective optical constants as
a combination of the optical constants of each of its constituents. For that purpose, we
introduce the Maxwell-Garnett mixing approximation theory. Using mixing rules allows the
determination of the effective optical constant of the medium as a whole or, if the effective
dielectric constant is known, it becomes possible to estimate the volume fraction of each of
its constituents. When a light is shone upon a material, depending on its energy and intensity,
linear and nonlinear optical behaviours can occur in the material and are discussed here.
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In the linear case, as light excites electrons from the valence band to the conduction band,
a population of free carriers is generated. This contributes to the change of the material’s
optical properties. In this context, the Drude model is introduced and relaxation processes are
briefly listed to describe the material’s response over time when the excitation has stopped.
However, sometimes, linear equations cannot describe the optical behaviour of a material
and perturbations need to be considered. In the last section of this chapter, second and third
order nonlinear perturbations are added to the polarisation of the material and new optical
constants are defined to characterise and quantify the nonlinear properties of the material.
2.1 Mathematical formalism for reflectometry
2.1.1 Principle
When light encounters matter, it can be reflected, refracted, absorbed, scattered and trans-
mitted. Sometimes, a study of the reflected beam can provide sufficient information to
characterise the material. The principle of reflectometry consists of the measurement of
a polarised monochromatic light before and after its reflection onto a sample. The ratio
between the reflected light intensity and the incident light intensity is called the reflectance.
Once measured at various incident angles, the reflectance of the sample is used to determine
physical properties such as refractive index and thickness.
2.1.2 Mathematical treatment considering one interface
Light can be seen as an electromagnetic wave obeying Maxwell’s set of equations and
boundaries conditions when passing through the interface between two media. Indeed the
tangential component of both the electric field E⃗ and the magnetic field H⃗ must be continuous
across the surface in the absence of surface current (see Appendix B) [56]. These equations
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Fig. 2.1 Electric field E⃗ and magnetic field H⃗ for s-polarization (left) and p-polarization
(right). Fields perpendicular to the plane of the paper are pointing to the reader. (Figures and
captions from the book "Spectroscopic Ellipsometry Principles and Applications" [55])














where N0 = n0− i · k0 and N1 = n1− i · k1 are the complex refractive indexes of the ambient
medium and the substrate, respectively. Using Snell’s law describing the passage of a light
through the boundary between two media N0 sin(θi) = N1 sin(θt), all Fresnel coefficients can
















As the intensity of the light is proportional to the square of the magnitude of its electric field,







2 ⇒ Rs = |rs|2 , Rp = |rp|2 (2.3)
and therefore as a function of the refractive indexes of the two media and the incident angle
of the light on the substrate.
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2.1.3 Mathematical treatment considering two interfaces
Fig. 2.2 Schematics of a ambient/film/substrate system for both s and p polarisations
(Schematics from [57]).
The case of a s-polarised light passing through a thin film deposited on a semi-infinite
substrate as depicted in figure 2.2 is treated here. Although both the thin film and the substrate
can potentially be of similar nature and structure, it is important to treat them mathematically
as two distinct entities. Indeed, their thickness difference is such that the waves reflected at
the interfaces I and II can interfere with each other in the thin film, whereas the interference
can be ignored in the substrate as the thickness is large enough for the wave to fade and vanish
while propagating through. As discussed previously, an electromagnetic wave crossing the
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interface between two media must respect a couple of boundary conditions (see Appendix
B), which gives rise to the following equations at the interface I:
EI = EiI +ErI = EtI +E ′rII
HI = (HiI +HrI) · cos(θiI) = (HtI +H ′rII) · cos(θiII)
(2.4)
and at the interface II:
EII = EiII +ErII = EtII
HII = (HiII +HrII) · cos(θiII) = HtII · cos(θtII)
(2.5)
All these equations can be expressed in terms of the electric field E considering that H =√
ε0
µ0 N ·E, which gives for the interface I:









N1(EtI +E ′rII) · cos(θiII)
(2.6)
and for the interface II:











Considering the phase difference k0h = k0N1d cos(θiI) between the interfaces I and II, we
have:
EiII = EtI · e−i·k0h
ErII = E ′rII · e+i·k0h
(2.8)
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with k0 = 2πλ being the wavenumber in vacuum. Therefore equations 2.7 can be re-written as:





N1(EtI · e−i·k0h+E ′rII · e+i·k0h) · cos(θiII)
(2.9)
After a series of mathematical rearrangements of equations 2.6 and 2.9, one can express the














µ0 N1 cosθiII . In a more complex stratified sample, it is easy to see how the
fields at the first interface could be expressed as a function of those from the last interface
using multiple matrices to describe each layer. Replacing EI and EII by the right part of
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as rs = ErIEiI , ts =
EtII
EiI









with the different elements of the matrix M noted mxy. A similar mathematical treatment can
be done for the p-polarised wave [54] and leads to the same expression for r except for ϒ0,














This mathematical description of an ambient/film/substrate system is useful to simulate
the behaviour of the reflectance, R = |rs|2, and the transmittance, T = |ts|2, of a particular
wavelength impinging a supported thin film or to fit reflectometry data and estimate physical
constants such as the complex refractive index of the film and its thickness.
2.2 Maxwell Garnett mixing rule
The way light propagates through and interacts with a material is characterised by its complex
refractive index N or its corresponding dielectric function εr. The relationship between these
two physical quantities is given by N =
√εrµr where µr is the relative permeability, which
quantifies the ability of a material to response to an external magnetic field. In this section,
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we will treat the case of non-magnetic materials where µr is taken as 1, hence N =
√
εr.
The dielectric constant of the material can be retrieved from reflectometry or other methods
such as ellipsometry. When the medium is made of various materials, the physical quantity
quantifying the response of the material to an external electric field obtained from the fitting
is called ’effective’ and encompasses the macroscopic response to the electric field emerging
from the microscopic inclusions in a host and the host itself. The effective dielectric constant
of the material can be estimated using a mixing approximation theory. Its choice depends on
the nature of the material, the fractional quantity of inclusions, their size, their shape and
the wavelength at which the medium is probed. Many theories have been built and are very
briefly named here to justify our choice to reduce our study to a specific one. The Maxwell-
Garnett mixing rule considers a host in which inclusions are embedded. This approach,
inherently non-symmetrical in its mathematical formalism, is famous for predicting the
colour of spherical gold inclusions in solution [58]. Alternatively, Bruggeman’s effective
medium approximation is, in its very essence, a symmetric theory and treats the material as
an equal mixture of various phases and different volume fractions.
Because of its success in predicting the optical behaviour of gold inclusions in solution and
the fact that it predicts well the absorption peaks experimentally observed from samples
containing gold particles [59], the Maxwell Garnett mixing rule is considered in the present
study and developed here. Let’s consider randomly dispersed embedded spherical dielectric
inclusions into a host as shown on the figure 2.3. By definition, the proportional constant
between the average electric flux density and electric field is given by:
< D >= εe f f < E > (2.18)
The average electric flux density and electric field can be described by weighting fields
corresponding to the volume fractions of the inclusions (subscript i) and host (subscript e)
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Fig. 2.3 Spherical dielectric inclusions randomly dispersed in a dielectric host (Figure from
[60]).
such as:
< D >= f εiEi+(1− f )εeEe (2.19)
< E >= f Ei+(1− f )Ee (2.20)
where f is the volume fraction of the inclusions. Assigning that Ei = AEe, the effective
dielectric constant can be expressed as:
εe f f =
f εiA+(1− f )εe
f A+(1− f ) (2.21)
The following mathematical development demonstrates that the field ratio A = 3εe/(εi+2εe)
in the context of dielectric spheres randomly embedded in a dielectric matrix [56]. As we
consider spheres, it is more practical to express the electric field and electric potential in polar
coordinates. By definition, these two physical quantities are related by E⃗ =−∇Φ. Let’s take
the example of an electrical sphere of radius R immersed in an initially uniform external
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electric field Ee and the coordinate system placed at its centre. The electric potentials inside
and outside the sphere are given by:
Φi = Br cosθ (2.22)




where θ is the angular coordinate starting at 0◦ from the reference direction of E⃗e. The
second term in the expression of Φe is the correction to the electric potential induced by the
spherical inclusion. In order to determine what are the constants B, C and D, we will rewrite


























Simply by definition of Ee, we know that C =−Ee in equation 2.23. We now have a system
of two equations with two unknowns such as:
B =−Ee+ DR3 (2.26)
εiB =−εeEe− 2εeDR3 (2.27)


















⇔ Ei = −3εeεi+2εe Ee (2.31)
One can easily demonstrate that for cylindrical inclusions, we must express the external
electric potential such as [56]:









Now that it has been shown that the field ratio is indeed given by A = 3εe/(εi+2εe) in the
context of dielectric spheres randomly embedded in a dielectric matrix, we can rewrite εe f f
in equation 2.21 such as:
εe f f = εe+3 f εe
εi− εe
εi+2εe− f (εi− εe) (2.34)
This important result is mathematically identical when written like the following:
εe f f − εe





and it can be generalised for the case of multiples inclusions of different nature:
εe f f − εe
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where fk is the volume fraction of the kth inclusion having εk for dielectric constant. In the
case where all the randomly dispersed inclusions are cylindrical, the generalised expression
for the effective dielectric constant becomes [60]:
εe f f − εe









2.3 Semiconductors in excited states
In this section, the nature of various dynamic processes occurring when a population of free
carriers is generated in semiconductors are explored. The Drude model is discussed as it
enables the determination of the dielectric constant of the material as a function of the carrier
density, which is of interest when pumping the sample with a high intensity light beam.
2.3.1 Excited carrier dynamics in semiconductors
Over the last three decades, interest in ultrafast carrier dynamics in semiconductors has
greatly increased due to the growing need for faster processing of information by microelec-
tronic devices. To address this need, ultrashort pulse lasers have been developed enabling
pump-probe spectroscopy measurements and therefore the investigation of the dynamics
of processes involved when pumping. The energy of pump photons is first transferred to
the electron, generating electron-hole pairs. This gives rise to a modification of the optical
properties of the material, which can be studied by looking at the optical response of the
probe signal when reflected, absorbed and transmitted by the excited material. After the
photoexcitation, the whole system goes back to its original ground state through a series of
relaxation processes between the electrons, between the electrons and the lattice and finally
through various possible recombination events [61]. Four stages can be distinguished and can
be seen in figure 2.4 [62]. First of all, all stages form a continuous chain of events with some
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significant overlaps occurring in the range from femtoseconds to microseconds. To generate
a large population of free carriers, light is shone onto a semiconductor with an energy greater
than its electronic bandgap and single photon absorption takes place (figure 2.5a), exciting
electrons from the valence band to the conduction band. In the case of an indirect bandgap,
such as silicon, a phonon is emitted or absorbed to provide the momentum needed to change
the electron’s k-vector. Multiphoton absorption (a) and free carrier absorption (b) can also
take place. Sometimes energetic carriers give away some of their energy and momentum,
which excite an additional carrier. This process is called impact ionisation (c). After the exci-
tation, carrier-carrier scattering (e) and carrier-phonon scattering (f) redistribute the energy
and the momentum, and eventually thermalises the carriers1. No change in the number of
carriers is induced through thermalisation, but some energy is transferred to the lattice as
phonons are emitted. When thermal equilibrium is achieved in a semiconductor, the material
will gradually go back it its ground state and the electron-hole pairs start to recombine. There
are several paths by which the electrons fall from the conduction band to unoccupied sites in
the valence band. For materials allowing direct transitions (g), the electron makes a transition
to a lower-energy state and releases its excess energy in the form of a photon. This can be
visualised as the opposite phenomenon of the single photon absorption and luminescence
is observed. In the case of indirect transitions, radiative recombination is insignificant, but
the recombination can still occur, giving away the energy through the means of a phonon.
Auger recombination (h) occurs when an electron recombine with a hole and gives its energy
and momentum to a carrier, exciting it higher in the conduction band. Recombination can
also arise from the presence of defects in the lattice or chemical impurities in the material.
This creates energy levels in the bandgap, which capture electrons in the vicinity and assist
the recombination. This mechanism is called the Shockley-Read-Hall process [63]. Unlike
recombination processes, carrier diffusion doesn’t reduce the number of free carriers as it
1Thermalisation means that the different bodies involved in the elastic and inelastic scattering processes
reach thermal equilibrium. Elastic scattering occurs solely between carriers where no transfer of energy is
involved, only momentum.
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Fig. 2.4 Timescales of various electron and lattice processes in laser-excited solids. Each
green bar represents an approximate range of characteristic times over a range of carrier
densities from 1017 to 1022 cm−3 (Figure and caption from [62]).
Fig. 2.5 Electron and lattice excitation and relaxation processes in a laser-excited direct
gap semiconductor. CB is the conduction band and VB the valence band. a) Multiphoton
absorption. b) Free-carrier absorption. c) Impact ionization. d) Carrier distribution before
scattering. e) Carrier–carrier scattering. f) Intervalley phonon scattering. g) Radiative
recombination. h) Auger recombination. i) Diffusion of excited carriers. j) Thermal diffusion.
k) Ablation. l) Resolidification or condensation. (Figure and adapted caption from [62]).
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only displaces them from the region where they were originally excited to another location in
the material. When the pump intensity is very high and some of its energy has been deposited
into the lattice through the previous processes developed above, the material heats up (j) to
the point where liquid or gas phases nucleate, leading to the ejection of material out of the
surface (k). Over time, the material cools down and solidifies back.
2.3.2 The Drude model
Metals, doped-semiconductors and pumped semiconductors all exhibit optical properties
associated with their free carriers and these can be determined using the Drude model [64].
First of all, we ignore the restoring force when the electrons are in the presence of an external
oscillating electric field as they are not bound to the atoms [65]. In this context, we write the








where the first term describes the acceleration of the electrons and the second term charac-
terises the friction of the electrons in the medium with a damping rate Γ. The mass me is
the mass of the electron in vacuum. In semiconductors, we must use the effective mass m∗,
which accounts for the band structure since the motion of an electron in a periodic potential
is different from its motion in vacuum. In metals, the effect can be ignored as the sheer
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The polarisability of free electrons is Pf c = −Nehex, where Neh is the carrier density. The
electric displacement field D is therefore given by:
D = εε0E





where Pback accounts for the polarisability of the bound electrons and εback is the dielectric
constant of the material prior pumping. We now have an expression for the dielectric constant




where ωp is called the plasma frequency and is defined by ω2p =
Nehe2
m∗ε0 . In the case of a metal,
one can consider εback = 1 [66]. The contribution of the free carriers to the dielectric constant
can be written as ∆ε f c = ∆ε f c,r− i∆ε f c,i, with :
∆ε f c,r =−
ω2p
(Γ2+ω2)




where ∆ε f c,r and ∆ε f c,i are the real part and imaginary part of the contribution of the free
carriers to the dielectric constant respectively. Therefore, the free carrier density affects both
the way the light propagates and is absorbed in the material. The two important parameters
are the plasma frequency, ωp, and the damping rate, Γ, or the damping time, τ = 1/Γ.
The former depends on the free carrier density and the effective mass whereas the latter
characterises carrier-carrier and carrier-phonon scattering processes. The success of the
Drude model in time-resolved pump-probe reflectometry measurements was established in
1983, when experiments were carried on silicon with 90 f s excitation pulse to demonstrate
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for the first time that the transfer of energy occurs from the excited carriers to the lattice in the
first few picoseconds of the relaxation [67]. This was achieved using a very simple expression




In their work, Shank et al. ignored the damping time and attributed the slow decay of the
reflectance after excitation to the diffusion of the carriers in the bulk material and to the
change of state of the material as it melted. Two more mechanisms responsible for change in
the dielectric constant ε∗ of the excited material can be added, such as the excited dielectric
constant is written [68]:
ε∗ = εg+∆εpop+∆εbgs+∆ε f c (2.43)
where εg is the ground state dielectric constant and ∆ε f c is the contribution to the dielectric
constant from the free carrier as shown previously. The first contribution is the effect of
state and band filling, which corresponds to the saturation of interband absorption at high
pumping powers [69]. Its contribution to the dielectric constant is written ∆εpop and is a
function of Ne/N0, where N0 = 2 ·1023cm−3 is the total electron density in the valence band.
It can be easily ignored for pumping levels up to 1021. The second one is the renormalisation
of the band structure and occurs due to electron-electron interactions. In the presence of
newly excited carriers, the potential is slightly modified. This also happens when impurities,
defects or dopants are present in the material. It is denoted in the expression of the dielectric
constant by ∆εbgs. Sabbah and Riffe reported that there is a critical number of free carriers
6 ·1018cm−3 below which the renormalisation of the band structure is absent and also that, at
higher excitation densities, this effect can be ignored as previous experiments showed no sign
of it and it varies slowly with N, as N1/3 [70]. Even up to a 1022cm−3 free carrier density,
Sokolowski et al. concluded that the reflectivity of the pumped silicon follows a Drude-like
response and that using equation 2.41 is valid [68].
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2.4 Nonlinear optics applied to the case of centrosymmet-
ric material
The developments found in this section are inspired and adapted from the references [71] (In
particular chapters 1 and 4 are of main interest here) and [72], where an extensive study of the
field is presented. Nonlinear phenomena occur in media in which the induced polarisation, P,
responds nonlinearly to the strength of the applied electric field, E. In this section, we confine
our discussion to a one dimensional problem as we will ignore any possible anisotropy of
our samples further in the text. Hence, all parameters defined in this section are scalars.
Conventionally, we consider a linear relationship between P and E:
P = ε0χ(1)E (2.44)
where χ(1) is known as the linear susceptibility of the material. In nonlinear optics, we use a
power series in the electric field strength, E, to expression the induced polarisation, P:
P = ε0(χ(1)E +χ(2)E2+χ(3)E3+ ...) (2.45)
where χ(2) and χ(3) are the second and third order nonlinear susceptibilities and refer to the
second and third order nonlinear polarisation, such as:
P = P(1)+P(2)+P(3)+ ... (2.46)
In this work, we will look at a composite made of silicon and gold that have a diamond and
fcc lattice respectively, which are centrosymmetrical crystalline forms. This means that the
crystalline structure is indistinguishable before and after applying the inversion operation on
its inversion centre. We consider the case where the nonlinear polarisation is limited to the
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second order in a centrosymmetric medium, such as:
PNL = ε0χ(2)E2 (2.47)
If we change the sign of the electric field, the sign of the polarisation changes automatically
as the material possesses a centre of inversion. Hence,
−PNL = ε0χ(2)(−E)2 (2.48)
⇔−PNL = ε0χ(2)E2 (2.49)
The only way for −PNL and PNL to be equal is for the nonlinear polarisation to vanish.
Consequently, χ(2) = 0 in centrosymmetric media. Physically, this means that perturbations
in the waveform of the atomic response to the incident electromagnetic wave characterised by
even harmonics2 are forbidden in a material that possesses a centre of inversion. Therefore,
we focus our attention on third-order nonlinear optical processes described by P(3)(t) =
ε0χ(3)E(t)3. Let’s consider the simplest case where the applied field is monochromatic and
its electric field is expressed by:
E(t) = E0 cos(ωt) (2.50)
where, E0 is the amplitude of the field and ω its frequency. When raised to the cubic, we can










The first term describes the process in which a photon of frequency 3ω is generated from
three photons of frequency ω and is called third harmonic generation. The second term is
2Harmonics are whole number multiples of the frequency of the incident light.
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the nonlinear contribution to the polarisation at the frequency of the applied field, i.e. a
nonlinear contribution to the refractive index experienced by the incident light. In the latter,
the refractive index of the material is intensity dependent and can be written as:
n = n0+n2 I (2.52)
where n2 is the optical constant characterising the rate at which the refractive index is modified
by the light intensity and is called the nonlinear refractive index. The total polarisation




ε0χ(3)E20 E(t)≡ ε0χe f f E(t) (2.53)
where χe f f = χ(1)+ 34χ
(3)E20 is the effective susceptibility of the nonlinear material. We can
now establish the relationship between n2 and χ(3) as n2 = 1+χe f f . We have:




Since the time average intensity of the field is given by I = ε0n0c2 E
2









⇔ n2 = 34n20ε0c
χ(3) (2.56)
The change in the real part of refractive index, sometimes referred to as the optical Kerr
effect, can be positive and negative. When the Kerr coefficient n2 is positive, the material
acts as a converging lens. Indeed, as the Gaussian beam enters the material, the refractive
index increases. But the change is more intense in the central part than it is at the edges of the
beam profile. Therefore this is equivalent to say that the centre of the beam passes through
a longer distance of a uniform material, like it does in a converging lens. Another way of
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representing this is that the central part of the Gaussian beam travels more slowly than the
light at the edge of the beam profile as the refractive index is higher in the central area of the
beam. Therefore the wave front is distorted and the beam focuses as shown in figure 2.6. By
opposition, when n2 is negative, the beam is defocused while propagating in the medium.
When the light is nonlinearly absorbed while propagating in the material, χ(3) is complex.
In literature, the nonlinear absorption coefficient is represented by β such as α = α0+β I,
where α0 = 4πk/λ is the linear coefficient of absorption and k is the imaginary part of
the linear refractive index. Induced absorption (β > 0) and induced transparency (β < 0)
are both possible nonlinear properties associated with the change of imaginary part of the
refractive index. These two coefficients describe the light self action upon a material and
are of great interest in technologies such as optical limiting [73], modulating and switching
devices [74].
Fig. 2.6 Illustration of the effect of positive (a) and negative (b) increment in the nonlinear
refractive index. Positive increment (a) results in self-focusing of a Gaussian beam, while
negative increment (b) induces self-defocusing. (Figure and caption from [75]).
Chapter 3
Production of silver nanoclusters using
the MACS with a solid CO2 matrix
3.1 Introduction
In this chapter, we demonstrate the possibility of producing silver clusters from a CO2 matrix
instead of using an Ar matrix. It is of great importance to address the many challenges further
scaling up the MACS to industrials levels induces. One practical limitation is the temperature
required to condense the gas matrix, which is around 20K for argon, hence the desire to work
with a gas that is solid at liquid nitrogen temperature. Here, we introduce the experimental set
up and develop an extensive study of the changes in the cluster size-distribution as function of
both the metal loading in the CO2 matrix and the sputtering beam energy using liquid helium
as the cooling agent (at 20K) for comparison with previous studies led on the MACS. The
cluster flux is also calculated for each experiment. Results are explained and compared with
previous work led on Ar matrices. A brief study at 80K is presented using liquid nitrogen,
demonstrating the possibility to produce clusters with a much cheaper cooling system.
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3.2 Production of silver clusters at 20K
3.2.1 The experimental setup
The experiments detailed in this section are carried out with the MACS 1 as described in
section 1.4. The leak valve previously connected to an argon line is now fed by a bottle of
carbon dioxide. The MACS 1 is set up in reflection mode as shown on the figure 3.1. The
copper plate makes a 45◦ angle with both the ion beam and the sample. Once the copper
plate is at cryogenic temperature (which takes approximately 90 minutes) and the pressure in
the vacuum chamber is below 5 ·10−8mbar, the production and deposition of silver clusters
can take place. This is a two step process. First the matrix is built up by co-depositing Ag and
CO2. Secondly it is sputtered by a high energy argon beam while the clusters are collected
on to a TEM grid.
Fig. 3.1 This diagram depicts the geometry of the system as used for the production of silver
clusters from a carbon dioxide matrix.
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3.2.1.1 Formation of the matrix
The matrix is built up by simultaneously introducing some CO2 gas in the chamber through
the leak valve and evaporating silver atoms on to the copper plate. The pressure of CO2
is chosen to be equal to 8 ·10−6mbar. Chosen parameters found empirically are based on
previous investigations of the system led by Lu Cao [37]. The temperature of the effusion
cell in the evaporator can be chosen according to the desired metal concentration in the dry
ice matrix. Based on the developments introduced in section 1.7, one can determine the
nominal proportion of silver atoms in the solid carbon dioxide matrix for each temperature
of the effusion cell (Table 3.1). In our calculations, we assume a sticking coefficient of
one. This assumption is supported by Heald and Brown [76] who showed that the reflected
fraction of a CO2 beam upon a 70K surface is insignificant. The major source of error on
the metal concentration is most likely to arise from the fact that the gauge is calibrated for
nitrogen. Therefore the pressure provided by the gauge requires a correction factor of 1.42
for measurements on CO21. The nominal Ag concentration is considered and kept throughout
the work for consistency of comparison as previous measurements on argon matrices were
done ignoring the 1.29 correction factor specific to argon [37] [38]. After 5 minutes of
deposition, the shutter of the evaporator and the leak valve are closed and the matrix is built.
Its thickness is around 1µm.





Table 3.1 This table shows the nominal and corrected proportion of silver atoms that there
is per hundred molecules of CO2 for four different temperatures of the crucible inside the
evaporator.
1The correction factor for ionization vacuum gauges for a wide range of gases can be found on commercial
websites such as www.mksinst.com. The gauge reading must be divided by the correction factor to obtain the
corrected pressure.
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3.2.1.2 Sputtering of the matrix
The argon pressure in the Ion Gun is chosen to be equal to 8 ·10−6mbar and its current is set
to 10−15mA. The beam energy can be tuned and vary between 1keV to 4keV . Recording the
current of the ion beam hitting the copper plate is made possible by insulating the plate from
the cold finger with a thin piece of sapphire. For a period of 2 minutes, the beam sputters the
matrix, inducing the formation of clusters and their extraction without depleting the entire
matrix [77].
3.2.1.3 Experimental conditions
The eight different experiments detailed here are performed three times each for statistical
purpose and to guarantee the reproducibility. The table 3.2 lists the conditions for each one
of them. The four first experiments called A are carried out changing the metal concentration
in the dry ice matrix from 4% to 23% keeping the beam energy at 1keV . The four last ones
called B consider a matrix with 14% of metal atoms while changing the sputtering beam
energy from 1keV to 4keV . For all these experiments, the clusters are deposited on TEM
grids and imaged through STEM.









Table 3.2 This table lists the eights different experiments sorted in two categories A and
B. The experiments A are carried out for various metal concentrations in the matrix while
keeping the sputtering beam energy constant whereas the category B describes the opposite
situation. A3 and B1 are one single experiment.
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3.2.2 Analysis of the STEM images
The interest of observing the clusters through aberration-corrected scanning transmission
electron microscope is that it enables the determination of their size. Studies investigating the
three-dimensional structure of size-selected gold clusters have been successfully carried out
using the STEM [78]. Young et al. [79] showed in detail that the image intensity of a cluster
is correlated to its mass. They demonstrated that the integrated high-angle annular dark-field
(HAADF) intensity I of size-selected gold clusters follows a monotonic dependence on the
number of atoms N in clusters for clusters containing up to 6500 atoms. Prior to this, Li
et al. [80] showed that the relationship between the integrated HAADF intensity and the
size of gold clusters exhibits a linear trend for clusters up to 1500 atoms. Based on those
observations, it is valid to consider a linear relationship between the integrated HAADF
intensity of small silver clusters and their size expressed in number of atoms as the vast
majority of the clusters generated in the MACS1 with a CO2 matrix contain less than 500
atoms. Therefore the first part of our analysis consists of quantifying the intensity of a
single atom. Then, the mass of the cluster can easily be derived considering a linear relation
between I and N.
3.2.2.1 Single atom intensity
The single atom intensity is determined from images at a magnification of 10Mx. While
imaging the TEM grid with the STEM, the electron beam sputters some atoms out of the
clusters and these land a few nanometers away from the cluster on the bare graphite film
(see section 1.8). By drawing two circles around these individual atoms, one can quantify
their intensity. Indeed, the single atom intensity is measured by subtracting the background
obtained from the area delimiting the two circles from the intensity measured inside the inner
circle which contains the atom. Ideally, the area included between the two circles should be
twice as large as the area of the inner circle. A smaller area would lead to a poorly average
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background intensity and a bigger area could potentially include neighbouring single atoms
or reach zones where the background is slightly different due to small variations in the film
thickness. The figure 3.2 shows a selection of a few single atoms resting on the graphite
film and the two circles used for the single atom intensity quantification. Two gaussian
Fig. 3.2 STEM captures at a 10M magnification of silver clusters on a thin film of graphite.
On the left, a line profile of a silver cluster and a single atom (red arrow) in its vicinity is
taking. The image on the right shows the two circles surrounding isolated single atoms used
to determine their intensity.
distributions of the single atom intensity are shown in the figure 3.3. These distributions
are based on a selection of isolated atoms from 5−10 images each, taken by two different
microscopists on different days. In total, the intensity of more than 250 atoms has been
estimated. The only parameter that changes between the two sets of data despite the operator
and the day is the pixel time, i.e. the time set to record a pixel. On the left graph, the pixel
time is 76µs/px while it is 38µs/px on the right. In the table 3.3 are listed the values of the
mean and the standard deviation for each gaussian distribution. One can see that doubling the
pixel time doubles the single atom intensity as expected. This shows that the measurements
are consistent with each other.
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Fig. 3.3 The two graphs presented here show the gaussian distribution of the single atom
intensity from a pixel time of 38µs/px (left) and 76µs/px (right). The values of the mean
and standard deviation for each fitted blue curve are listed in the table 3.3.
Pixel time (µs/px) 38 76
Mean single atom intensity (106 arbitrary unit) 1.8±0.1 3.7±0.2
Standard deviation (106 arbitrary unit) 0.7 1.4
Table 3.3 This table lists the fitted mean single atom intensity and their respective standard
deviation for gaussian distributions at different pixel times.
3.2.2.2 Cluster size estimation
A similar method to the one presented in the previous section is applied to STEM images
(figure 3.4) at a lower magnification (2Mx), in which many clusters can be seen. Dividing
the intensity of each cluster by the single atom intensity gives the cluster size in number of
silver atoms. To convert the single atom intensity Ia from one magnification Mxa to another
magnification Mxb, we use the following relation:






This method has been performed for all the samples listed in the table 3.2 and the results
are detailed in the next sections. Prior to this, and in order to establish the validity of this
technique and the single atom intensity value, we estimate the diameters of clusters randomly
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Fig. 3.4 STEM images at a 2Mx magnification of silver clusters on a thin film of graphite.
The image on the right shows the two circles surrounding silver clusters in order to determine
their respective intensity, hence size.
chosen in all samples and compared them to the number of silver atoms the clusters contain,
which is determined by dividing the intensity of the cluster with the single atom intensity.
To estimate the diameter, a perimeter around the cluster is drawn as depicted in the figure
3.5. The STEM image is first smoothed using a low-pass filter on the image (b) in order
to remove the high frequency noise and simplify the selection of a the cluster’s perimeter.
An intensity threshold is applied to the image (c), which creates areas where the intensity is
above the threshold and corresponds to the clusters (in black, figure 3.5c) and areas where the
intensity is below the threshold and correspond to the background (in white, figure 3.5c). The
perimeter of the area above the threshold is copied on to the original image (d) to confirm
that it maps correctly the cluster. The area inside the yellow perimeter is converted into a
diameter. We consider here that the cluster has a spherical shape. This assumption is valid
for soft landed clusters [81]. By definition, soft landed clusters have a kinetic energy per
atom of Ea ≈ 0.1eV , which prevents them from fragmenting or impinging the substrate when
they land. Therefore the conditions of soft landing depend on the cluster size. The bigger the
cluster, the lower the energy per atom. Also, bigger clusters are more likely to keep their
in-flight properties as they are more stable and less inclined to have their morphology changed
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by the substrate. In the case of the clusters generated with the MACS, it is considered that
they are soft landed as the kinetic energy of the incident argon ion (in the keV range) is
dissipated in the matrix at the impact. Therefore the assumption that the clusters are spherical
is reasonable. One by one, the diameter of 150 clusters within the whole size-range are
determined. The figure 3.6 presents the diameter versus the number of atoms the silver












expresses the number of metal atoms per clusters N as a function of their diameter D. The
fitted parameter is the volume of an atom and its fitted value is Va = 17.0± 0.3Å3. The
theoretical volume of the atom Vt (expressed in Å
3






6.02 ·1023 ·10.5 ·10
24 = 17.1Å
3
From the literature, it is known that silver clusters exhibit various structures with different
nearest neighbour distances. Schmidt et al. [82] show that clusters made of less than 10
atoms have slightly smaller nearest neighbour distance between the atoms than the value for
bulk silver. It is expected that the bond length between atoms in clusters increases with their
size, getting closer to the bulk structure as the clusters get bigger. The fact that the fitted
volume for the silver atom in the cluster is close to that of bulk silver is a good indicator that
our single atom intensity value is correct.
3.2.3 Experimental results
The size distributions and fluxes of the silver clusters produced from the sputtering of the dry
ice matrix with an argon ion beam depends on both the metal loading in the matrix and the
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(a) (b) (c) (d)
Fig. 3.5 The sequence of images represents how the diameter of a cluster is estimated. The
STEM image (a) of a cluster is smoothed on (b) in order to reduce to noise when applying a
threshold (c). The yellow perimeter in (d) surrounds an area that is converted into a equivalent
sphere diameter.
Fig. 3.6 The number of atoms per cluster as a function of the cluster diameter. It is reasonable
to assume an error of one pixel when drawing the circumference of the cluster area, which
leads to an error on the diameter of 2 pixels (0.3nm). It is represented by the red horizontal
error bars on the graph. The green line is the data fit considering the equation 3.2, which
enables to deduce the volume of a silver atom.
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energy of the argon ion beam. Here are presented the quantitative results of that study and
compared with previous results obtained from an argon matrix.
3.2.3.1 Cluster size-dependence on the metal loading in the matrix
The conditions for this study are presented in the section 3.2.1. The results are based on
the analysis of over 12000 clusters. STEM images are shown on the figure 3.7 for each
different metal loading investigated. The histograms presented in the figure 3.8 show the size
distribution of silver clusters for four different metal loadings from 4% to 23%. The cluster
size follows a log-normal distribution. Once the data fitted, values of the mean and mode can
be extracted to characterised the lognormal trend observed. The mean sizes of the clusters
of increasing metal concentration are 79, 83, 86 and 175 atoms respectively. The peaks of
the distributions are 25, 27, 25 and 28 atoms respectively. While the peak’s position barely
varies, the distribution broadens with increasing metal loading.
3.2.3.2 Cluster size-dependence on the argon ion beam energy
STEM images of the clusters produced for four different energies (1keV to 4keV ) are shown
in the figure 3.9. The histograms shown in the figure 3.10 present the size distribution of silver
clusters for the four different argon ion beam energies. As previously, the fitted lognormal
curve enables to determine the mean and the mode of the distribution. The mean sizes for
increasing energies are respectively 86, 160, 155 and 230. The peaks of the distributions are
at 25, 32, 32 and 58 atoms. In this case, the peak’s position moves towards bigger clusters as
the distribution broadens with increasing ion beam energy.
3.2.3.3 Cluster flux
As the matrix support is isolated from the cold finger, it is possible to record the current of
argon ions exiting the ion source and reaching the matrix. It is of interest to study the cluster
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(a) 4% (b) 8% (c) 14% (d) 23%
Fig. 3.7 STEM images of silver clusters produced from different metal loading in the dry ice
matrix.
4%
(a) 4% metal concentration
8%
(b) 8% metal concentration
14%
(c) 14% metal concentration
23%
(d) 23% metal concentration
Fig. 3.8 The size distribution of silver clusters are shown for four different metal concentra-
tions. The black line is the lognormal fitted curve of the data whereas dotted line shows the
cumulative frequencies as labelled on the right y-axis. The red arrow points at the mean size
particle.
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(a) 1keV (b) 2keV (c) 3keV (d) 4keV
Fig. 3.9 STEM images of clusters produced from a dry ice matrix sputtered by different
argon ion beam energies.
1 keV
(a) 1keV beam energy
2 keV
(b) 2keV beam energy
3 keV
(c) 3keV beam energy
4 keV
(d) 4keV beam energy
Fig. 3.10 The size distribution of silver clusters are shown for four different argon ion beam
energies. The black line is the lognormal fitted curve of the data whereas dotted line shows
the cumulative frequencies as labelled on the right y-axis. The red arrow points at the mean
size particle.
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production per ion impact in order to determine whether higher metal loadings and higher
energies of the incident ion contribute not only to the production of bigger clusters but also
to the production of more clusters. The currents are listed in the table 3.4 and they show that
higher energies lead to higher current. This can be explained by the fact that more argon
atoms are ionised when their energy is increased in the gun. We observed that fluctuations of
the ion beam current during the experiment were more important at higher energies, hence
the larger errors on the average current value. The graph 3.11a shows the number of clusters
Metal loading Ion beam energy




55±5 50±5 55±5 50±5 55±5 45±5 95±25 110±25
Table 3.4 This table lists the mean incident argon ion beam current over the three repeats for
each experiment.
produced per unit area (µm2), per µA of argon ion hitting the matrix and per second as a
function of the metal concentration and the ion beam energy. One can see that the cluster flux
is relatively constant for various metal loading in the matrix. The black line represents the
average value, which is around 2.5 clusters per unit area. On the other hand, the graph 3.11b
shows the cluster flux produced from incident argon ion beam having different energies and
it demonstrates that higher energies lead to an increase in the cluster flux. The green dot
on this graph represents the average value over the four experiments using a 1keV argon
ion beam while changing the metal concentration. By changing the energy of the incident
beam from 1keV to 4keV , one can almost double the cluster flux. If we consider that each
cluster is charged, we can expressed the cluster flux as a current. The current of clusters,
which correspond to the collection of clusters on to the area of a TEM grid (around 7mm2)
per second, goes from 0.15nA at 1keV to 0.6nA at 4keV . Depending on the argon ion beam
current and its energy, the cluster flux quadruples.
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(a) (b)
Fig. 3.11 On this figure are shown the cluster fluxes for various metal concentrations (a) and
for various energies (b). The green dot in (b) refers to the average value represented by the
black line in (a).
3.2.4 Discussion
3.2.4.1 The log-normal distribution and its implications
The graphs from both figures 3.8 and 3.10 have an asymmetric bell shape and a long tail
toward larger clusters, which are features of the log-normal distribution represented by the











where exp(µ+σ2/2) is the mean and exp(µ−σ2) is the mode of the distribution. This
distribution is well known and often observed in natural sciences (e.g. human’s body weights)
and in social sciences (e.g. income) [83]. In cluster sciences, the log-normal size distribution
of ultrafine particles (around 10nm) was first observed in 1976 by Granqvist and Burhman
when they produced nanoparticles from the evaporation of a metal in an oven containing
an inert gas [84]. Later on, this inert gas condensation method led to the production of
much smaller clusters with a log-normal size distribution as reported in 1991 by Pocsik [85].
Similar trends were observed for clusters produced via laser ablation [86] and radio frequency
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magnetron plasma sputtering combined with gas condensation [35]. Wang et al. [86] not
only show that high precision mass spectrometry of laser generated clusters have such a
size distribution but they demonstrate that each type of cluster structure can be associated
to different lognormal functions. Moreover, some clusters, which are more stable than
others, seem to break locally the distribution form because they are unlikely to undergo
further modification. These are called magic number clusters. However, not all nanoparticle
size distributions are log-normal. In chemistry [87], the growth of nanocrystals in solution
can exhibit a Lifshitz-Slyosov-Wagner (LSW) shape which, unlike the log-normal, has a
bell shape towards bigger clusters and a small tail for smaller clusters. This is due to the
process called Ostwald ripening which consists in atoms moving from the surface of small
clusters where they are weakly bond to join big clusters. Through this process, small clusters
disappear in favour of bigger ones.
The cluster size distribution is a characteristic of the growth mechanism. Whereas the normal
distribution emerges from a random additive process as it happens for the final position of
a N steps one-dimensional random walk, the log-normal distribution finds its origin in the
occurrence of a random multiplicative process. A simple example of this is the successive
fragmentation of a rock in two smaller rocks. After N fragmentations, the size of a residual
rock is the product of all the reduction factors of each individual fragmentation with the













K j,kn j (3.4)
to the cluster growth [89]. This equation represents the rate of formation of a cluster
containing k atoms. The parameter nk is the concentration of k mers and the Ki j are the
Kernels; constants that characterise the reaction of i mers and j mers. In order words, they
quantify how likely the i mers and j mers will give birth to bigger clusters. The first term
of the right side of the Smoluchowsky equation corresponds to the generation of k mers
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through the collision of two smaller species whereas the second term corresponds to the
destruction of k mers when they coalesce with other species to form bigger clusters. The
underlying assumptions are that sole monomers are present initially in the system, only binary
collisions take place and no fragmentation occurs. In their paper, Villarica et al. show that the
log-normal function represents a good approximation to the solution of the Smoluchowsky
equation.
In the case of our experimental framework, silver atoms that escape the melted silver in
the crucible are unlikely to form dimers and trimers before they reach the growing dry ice
matrix onto the copper plate. Indeed, mass spectrometry studies [90] show that the silver
dimers escaping the crucible are in small proportions, i.e. PAg2/PAg ≈ 10−3 where P is the
partial pressure. Moreover, as these atoms are hot, two silver atoms require a three-body
collisions with a molecule of carbon dioxide to take the vibrational energy away. The number
of collisions between one silver atom with CO2 molecules is given by the product of the
cylindrical volume swept out by one silver atom on its way to the matrix support by the
density of CO2 molecules in the vacuum chamber:
Nb o f collisions = π ·d2 · l · N
V





where d = (1.72+3.46) is the collision radius, taking into account the van der Waals radii
of both Ag and CO21, l ≈ 0.1m is the distance between the evaporator and the matrix,
p = 8 ·10−4Pa is the carbon dioxide pressure in the chamber, and T = 293K its temperature.
As the collision between one silver atom and one carbon dioxide molecule is a rare event, a
three body collision involving another silver atom is even rarer and unlikely to occur. This
argument is still valid for atoms being sputtered out of the matrix as the sputtering pressure
is of similar order as the dosing pressure. From previous work done with the MACS [37],
1The CO2 Van der Waals radius is calculated considering a spherical volume of the molecule in its solid
cubic structure
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we know that the clusters don’t solely form on the amorphous carbon by aggregation simply
because the cluster size distribution isn’t a function of deposition time. Also mass spectra
of the cluster produced from the matrix were measured and they showed a shift in signal
towards bigger masses for matrixes containing higher metal loadings, which guaranties the
formation of clusters prior deposition. Therefore we conclude that the clusters form initially
inside the dry ice matrix from the coalescence of embedded silver atoms and that this process
is enhanced when sputtering the matrix. Simulations done by Kai Nordlund and Junlei Jones
Zhao (unpublished work) on solid argon matrixes containing 5% and 10% silver atoms show
the formation of silver clusters inside the matrix by aggregation prior and after sputtering
with 200 argon ions at 1keV .
3.2.4.2 Analysis and comparison of the results
The size distribution is not very sensitive to the metal loading in the dry ice matrix (see figure
3.8). No significant change is noticed for metal loadings of 4% to 14%. This behaviour is
different from the previous work when an argon matrix was used whether it is in transmission
mode or in reflection mode (see section 1.6). Experiments carried on with the MACS showed
a much more significant size-dependence on the metal loading of the clusters from an argon
matrix than that of produced from a dry ice matrix. Indeed, for ≈ 1% to ≈ 6% metal
concentration in an argon matrix, the mean cluster size goes from hundreds to thousands
silver atoms. In our study, the mean cluster size stays under 250 silver atoms even at 23%
metal loading.
We know that the cluster formation takes place in the matrix from the existence of a single
log-normal distribution, and that the size is dependent on both the loading and the ion beam
energy. Sputtering the matrix provided energy to the system so that it is rearranged and the
silver atoms and pre-formed small clusters meet to form bigger clusters prior their extraction.
Therefore, in order to understand this difference in clusters size between the Ar and CO2
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matrixes, it is important to look at the bonding energy between the different constituents
of the matrix and compare the strength of their bonds. A possible explanation is that the
bonding energy of Ag in Ar is ≈ 0.2eV [91] [92], whereas the bonding energy of Ag in CO2
is ≈ 1eV [93]. The mobility of Ag is therefore much greater in an argon matrix than in a
dry ice matrix. This favours the formation of bigger clusters for higher metal loadings in
the former than in the latter. Moreover, the enthalpy of sublimation of carbon dioxide is
27.2kJ/mol [94], whereas that of argon is 7.7kJ/mol [95] [96], which is more than three
times lower. This means that the Van der Waals interactions between argon atoms are weaker
than that of CO2 molecules and that the reorganisation of the matrix is likely to be more
consequent in Ar than in CO2, leading to initial bigger clusters (prior any sputtering). Another
explanation is that the major difference between the size distributions in an argon and dry ice
matrixes is due to the process through which the clusters are extracted. In transmission mode,
it is likely that the clusters grow while passing through the matrix before they are extracted
in the direction of the sputtering beam.
When looking at the size distribution as a function of the argon beam energy (see figure 3.10),
we see here that bigger clusters are produced. Two competing processes are happening here.
On one hand, a higher beam energy provides more momentum to the matrix to rearrange,
which enables the migration and aggregation of metal atoms and clusters together to form
bigger ones. On the other hand, the matrix depletes more quickly under high ion beam energy
(i.e. the growth time is reduced), preventing the formation of bigger clusters. Since bigger
clusters are in fact collected when the beam energy is increased, we can conclude that the
former mechanism prevails on the latter. This is in agreement with previous work on the
MACS with an argon matrix.
It is also known from the literature that the sputtering yield of condensed rare gases increases
with the beam energy and is superior to that of a CO2 matrix. The sputtering yield of a solid
Ar matrix with an Ar ion beam increases from 412 to 1252 atoms per ion impact when the
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ion energy changes from 1keV to 4keV [44]. For comparison, the sputtering yield of solid
carbon dioxide is 501 atoms per impact of argon ion having an energy of 4keV [45]. Here, it
is observed that the cluster production increases slightly with the beam energy (see figure
3.11), showing that a larger amount of material is ejected from the matrix with increasing
beam energies. In other words, the depletion of the matrix under bombardment by a 4keV
argon ion beam is faster than at 1keV .
In summary, although it is reasonable to conclude that the mechanism leading to the formation
of bigger cluster prevails, higher amount of material ejected are observed for higher beam
energies. This is explained by the fact that the matrix is not entirely depleted and the material
consumption during the sputtering process increases with the beam energy.
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3.3 Production of silver clusters at liquid nitrogen temper-
ature
Sputtering material at a higher temperature is of interest. Cooling the matrix support with
nitrogen instead of helium would reduce the cost of the MACS when operating. In this
section, we demonstrate that silver clusters can be produced at liquid nitrogen temperature
using a CO2 matrix. The cluster source used in this section is the MACS 2 described in
chapter 4, where the liquid helium tank is replaced by a liquid nitrogen one.
3.3.1 Experimental conditions
The matrix is built up as usual by simultaneously evaporating silver atoms and condensing
CO2 molecules onto the copper matrix support. In the case of the liquid nitrogen cooling
agent and considering the limitations imposed by the geometry of the system, the metal
concentration in the CO2 matrix is around 1%. The CO2 dosing pressure is fixed at 3 ·
10−6Torr and the dosing temperature is 80K. As one can see on the figure 3.12, this
experiment is conducted in a region of net process of condensation. Higher metal fluxes
would require a higher temperature for the evaporation cell and this would lead to an increase
in temperature on the matrix support because of their physical proximity. In this case, the
matrix would no longer be able to condense the CO2 gas into a solid film. The matrix
is sputtered with either a 1.5keV or a 3keV argon ion beam with an argon pressure of
1 ·10−6Torr. The current registered on the matrix support is 15µA. While sputtering, the
temperature drops to 78K as the shutter of the evaporator is closed. Once again, the region in
which this work is done ensures a stable condensed matrix. For the sake of comparison and
consistency, experiments were repeated at both liquid helium and nitrogen temperatures with
the MACS2. In the case of liquid helium, the dosing temperature is around 30K whereas the
sputtering temperature is 17K.
3.3 Production of silver clusters at liquid nitrogen temperature 69
Fig. 3.12 Evaporation and condensation regions for CO2 studied in the temperature range of
72−90K [76]. The red line shows the matrix dosing conditions whereas the blue line shows
the sputtering conditions.
3.3.2 Analysis of STEM images
This study is based on the analysis of approximately 3000 clusters. The samples were
produced and analysed a few months after that of the section 3.2.2.1, and therefore the single
atom intensity is re-estimated in the frame of these samples. At a 10Mx magnification the
value obtained for a single atom is 1.9 ·106, which is extracted from the fitting of the bell
curve on the graph presented in the figure 3.13. This result based on the selection of 250
single atoms is in very good agreement with previous results despite the poorer image quality
due to the sample contamination as one can see on the figure 3.13. Regarding the cluster size,
the technique adopted here is the same than the one detailed in the section 3.2.2.2.
3.3.3 Temperature comparison
We demonstrate here the successful production of silver clusters at liquid nitrogen temperature.
The size-distribution of silver clusters produced from a 1% silver concentration in the dry
ice matrix sputtered with an argon ion beam of 1.5keV energy is shown in the figure 3.14 at
both 17K (top) and at 78K (bottom). The cluster fluxes expressed in Clusters/(µm2 ·µA · s)
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Fig. 3.13 The mean value of the gaussian curve (left) gives the single atom intensity value at
a 10M magnification. This study is based on the selection of 250 clusters as depicted on the
STEM image (right) and described in the section 3.2.2.1.
are 0.55 at 17K and 0.75 at 78K. There is a 40% cluster flux increase between the two
experiments. Also, figure 3.14 tells us that the production of bigger clusters happens at lower
temperature. Indeed, the mode of the size-distribution is around 50 atoms per cluster formed
from a CO2 matrix at 17K, whereas it is only 10 atoms per cluster for the clusters coming
out a CO2 matrix at 78K. We notice here that the size-distribution at 78K doesn’t follow a
strict log-normal distribution. At higher temperature, it would be expected that more material
is sputtered per ion impact. Brown et al. [97] have shown that the sputtering yield between
17K and 78K increases by a factor 8 while sputtering the CO2 film by MeV helium ions. In
our work, the keV argon ions could deposit their kinetic energy into the vibrational modes of
the dry ice as suggested by Christiansen et al. [45]. If the energy is sufficient to break the
bonds, the molecules leave the matrix’ surface. This is more likely to happen at 78K than at
17K as the energy barrier to break the ice is smaller [97]. This demonstrates that clusters are
ejected before they have the chance to form bigger clusters and the cluster flux is increased.
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Fig. 3.14 Here are shown the size-distribution of silver clusters produced from a CO2 matrix
with 1% metal loading are presented for two different temperatures. When the system is
cooling with liquid helium (top), the temperature recorded is 17K. Whereas it reaches 78K
when cooled with liquid nitrogen (bottom). Both histograms are based on the analysis
of STEM images as shown here for each temperature. The magnitude is chosen by the
microscopist and in this case are different on the two images to facilitate the data analysis.
The dotted line on each graph corresponds to the integrated frequency and the plain curve is
the log-normal fitted curve.
3.3.4 Different ion argon beam energies
The figure 3.15 shows the size-distributions of silver clusters produced while sputtering
a CO2 matrix at 78K with 1.5keV (left) and 3keV (right) argon ion beam energy. Higher
sputtering energies lead, as previously demonstrated, to the production of bigger clusters.
In the former, the mean size is around 60 atoms whereas it goes to 90 atoms in the latter.
Therefore the dominance of the rearrangement mechanism over the depletion process when
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increasing the ion beam energy is once more suggested empirically, similarly to what is
observed at cryogenic temperatures.
Fig. 3.15 Here are shown the size-distributions of silver clusters produced from a CO2 matrix
with 1% metal loading. On the left, the clusters are sputtered with a 1.5keV argon ion beam,
whereas on the right the clusters are sputtered with a 3keV argon ion beam.
3.4 Conclusion
In this chapter, we first investigated the production of silver clusters in a dry ice matrix at
liquid helium temperature. The clusters are deposited onto TEM grids for STEM analysis.
The method using the single atom intensity as a unit is validated and enables the study of the
size-distribution of the silver clusters produced for four different metal loadings and with
four different sputtering beam energies. Increasing both parameters leads to the production
of bigger clusters in average but not as significantly as it does in a Ar matrix. One possible
explanation for this observation is that the strength of the bonds between atoms in an Ar
matrix are weaker than in a CO2 matrix. The former seems therefore more susceptible to
change when being sputtered. Increasing the sputtering energy leads to the production of
bigger clusters in greater numbers. The obvious parameter to tune the cluster flux is the
ion beam current. The more numerous the incident argon ions are, the more abundant the
cluster collection is. Additionally, we demonstrate the successful production of silver clusters
at liquid nitrogen, exhibiting smaller sizes than at cryogenic temperature, narrowing the
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size distribution. The cluster flux displays a 40% increase between 17K and 78K. One
explanation for these two observations is that the nanoparticles leave the matrix before
they have the opportunity to get bigger as the ice is more fragile at higher temperatures.
We show as well that doubling the sputtering beam energy lead to the formation of bigger
clusters, widening the size-distribution. More investigations are necessary in order to study
the composition of the clusters in flight. A possibility would be to ionise them before they
reach a mass-spectrometer. Moreover, high magnification STEM studies would enable the
determination of the structure of size-selected clusters deposited on TEM grids.
Chapter 4
Production of powder-supported clusters
for catalysis with the MACS 2
4.1 Introduction
One of the many applications of interest for the matrix assembly cluster source is the produc-
tion of catalytic material. In this chapter, we describe the method used for the production
of Ag, Au and Au−Pd clusters deposited onto carbon tape subsequently transformed into
a powder. We demonstrate for the first time the possibility to produce binary clusters with
the MACS. In order to produce enough material for catalysis, a new matrix assembly cluster
source called the MACS 2 is designed and built to accommodate a deposition chamber that
can support 21 slides with a total area of 400 cm2. The first catalytic results obtained from
clusters produced with the MACS 2 are presented and discussed.
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4.2 Production of a catalyst powder with The MACS 2
4.2.1 The design and working principles
The key component of this new matrix assembly cluster source is its carousel deposition
stage supplied by Tear Coating Ltd (figure 4.1). It enables the deposition of clusters over
a large area, which makes the production of small quantities of catalysts and biochips [38]
possible. In order to collect as many clusters as possible, either the matrix is sputtered close
Fig. 4.1 Photo of the MACS 2 (left) and technical drawing of the deposition chamber provided
by Tear Coating Ltd (right). The labelled components are: A) linear translator, B) matrix
generation chamber, C) deposition chamber, D) rotary drive, E) feedthroughs, F) ports for
the gauge, the ion source and the vent valve, G) carousel made of 21 slots to accommodate
glass slides.
to the deposition stage or the clusters are led towards it with the help of lenses. However,
only charged clusters can have their trajectories modified. Because only less than 10% of the
MACS 2 generated clusters are charged1 and because of the fact that lenses could interfere
with the ion source, it was decided to collect neutral and charged clusters by bringing the
matrix as close as possible to the deposition stage when sputtering. The MACS 2 is built in
reflection mode as previous studies on the argon growth showed that this provides a better
1Unpublished study led by Lu Cao.
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ion to cluster conversion ratio than the transmission mode [38]. Two distinct chambers are
engineered and correspond to the two stages of the cluster formation. First, the matrix is built
up by simultaneously dosing argon gas and metal atoms on the copper plate in the matrix
generation chamber. Secondly, the matrix is sputtering and clusters are formed, ejected and
collected on the slides of the carousel in the deposition chamber. The two chambers are
depicted in the figures 4.1 and 4.2. The former shows a picture of the system as it stands once
assembled and a technical drawing of the deposition chamber. The later presents diagrams
of the top and front views of the system respectively. The chambers are separated by a
gate valve, which prevents unnecessary contaminations of the samples while degassing the
evaporator and forming the matrix. Additionally, it enables to load and unload the deposition
chamber while keeping the matrix generation chamber under high vacuum. Each chamber
is equipped with a vacuum system composed of a turbomolecular pump, a rotary pump
and a pressure gauge to measure the quality of the vacuum. The rotary pump brings the
pressure down to 5 ·10−2mbar, then the turbomolecular pump is activated and provides a
base pressure of around 5 ·10−8mbar. Both chambers also have vent valves connected to a
nitrogen line, minimising water contamination when opening the system. The matrix support
is fixed at the extremity of a cryogenically cooled cold finger equipped with a resistive
temperature sensor. It is mounted onto a linear translator that enables its smooth motion from
one chamber to the other without perturbing its temperature. This cold finger can also rotate
so that it faces the evaporators when dosing and the ion source when sputtering.
4.2.2 Matrix formation
The evaporation of Ag and Au atoms is performed with a Createc high temperature effusion
cell, also used in the MACS1 (see section 1.4). The crucible is loaded with the desired solid
metal and heated to its melting point (960◦C for Ag and 1060◦C for Au) or above, which
tunes the flux of material evaporated. Studies at cryogenic temperature (around 20 K) are
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Fig. 4.2 Diagrams of the MACS 2: top view (above) and front view (below). The labelled
components are: a) electrical feedthroughs for the temperature sensor fixed on the matrix, the
matrix current and (below) for the samples’ current, b) manual linear translator, c) pumping
systems, d) gauges, e) vent valves, f) retractable crystal quartz microbalance, g) leak valve,
h) rotating cold finger, i) matrix, j) gate valve, k) ion sources, l) carousel deposition stage, m)
door of the deposition chamber, n) effusion cell, o) e-beam evaporator.
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carried out using a transfer line connected on one side to a vacuum isolated container filled
with liquid helium and on the other side to the vertical linear driver. The liquid helium is
pumped out of the container, through the transfer line until it reaches the internal extremity
of the linear driver where the sample is attached. There, it evaporates and the helium gas is
carried away to a central helium recycling system. To determine the temperature of the matrix
support, a rhodium iron resistance sensor from Oxford Instrument is clamped inside the
sample’s holder. Four wires are connected to the resistor and permit to determine its resistivity
that monotonically decreases with temperature from 500 K to 1.4 K. The temperature chosen
for each metal is limited by the cooling power of the cryogenic system. In order to keep the
matrix temperature around 25K or below, the crucible is heated up to a maximum of 1150◦C
for Ag as it affects the matrix’ temperature due to their relative proximity. Therefore, a 20cm
tube extension is placed between the evaporator and the vacuum chamber, which enables
to increase the temperature of the crucible up to a maximum of 1500◦C, while keeping the
cryogenically cooled matrix support below 25K. Using the quartz crystal microbalance,
a concentration of Au in the matrix of up to 1.5% is estimated at 1500◦C. As the vapour
pressure of the palladium is a few times lower than that of the gold at a given temperature,
and higher temperatures aren’t achievable in the effusion cell, an alternative technique is
required to evaporate the palladium. To achieve that, the electron beam evaporator EBE-1
from Specs is setup on the MACS2. A Pd rod supported by a rod holder is connected to a
power supply so that the electric potential of the rod can be chosen. The used voltage was
1kV . A 4A electric current passes through a tungsten filament located above the rod’s apex
and heats it up. This generates the emission of electrons from the filament. These electrons
are attracted by the positively charged rod and hit it. In turn, the rod heats up and its apex
melts and a palladium vapour is generated. An electrode facilitates the measurement of a
fraction of the Pd ions coming out of the evaporator. In order to ensure a constant dosing,
this flux is kept constant (around 15− 17nA in this case). The total amount of material
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deposited onto the matrix holder is measured with a quartz crystal microbalance connected to
a Sycon controller that converts the frequency change of the crystal into a film thickness as
described in section 1.7. The co-deposition of metal and argon at a pressure of 4 ·10−6mbar
onto the cryogenically cooled copper plate enables the formation of the matrix. The metal
concentration in the solidified rare gas matrix is calculated using equation 1.7 and its values
for the different tested metal are listed in table 4.1. The deposition time is fixed at 80 minutes.




Table 4.1 Concentration of various metals in the solid argon matrix. The temperature of the
fusion cell and current of material ejected are given in each case.
4.2.3 Sputtering the matrix
Once the matrix is built up, it is translated to the generation chamber where it is sputtered. The
sputtering process enables the formation and the extraction of the metal clusters embedded
inside the solidified rare gas. The ion gun used in this work is the ISE 5 Ion Source shown
on the figure 4.3. It can generate argon ion beam currents from 25 µA at 0.5 keV to 80 µA
at 5 keV. Argon gas is continuously fed into the gas cell via a leak valve manually controlled.
A gas discharge is initiated and sustained by applying a voltage between the anode and the
gas cell itself, which acts as a cathode. The electrons generated through this process follow
a helical path due to the presence of a magnetic field in the source region. On their course
the electrons hit argon atoms, which generates more electrons and argon ions. These ions
are extracted from the gas cell into a flight tube. A focus element located in the flight tube
enables the operator to focus the ion beam before it leaves the ion source, where it reaches its
highest kinetic energy. The maintenance of the ion source requires removing the source from
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Fig. 4.3 The ISE 5 Ion Source internal schematic. The insert shows the diagram of the
principle of operation of the ion source. (Images from Omicron NanoTechnology)
the vacuum system. The instrument needs to be carefully dismantled and cleaned every two
to three months, depending on the use. The parameters chosen to operate this ion source are
inspired by William Terry’s work as he studied the ideal conditions for the cluster production
on this particular cluster source and guaranteed a stable functioning of the source over 15
minutes, i.e. the time chosen for deposition [38]. Argon is fed inside the source with a
pressure of 1 ·10−6mbar. The beam current chosen is 15µA and the beam energy is 1.5keV .
These parameters are kept constant for all experiments for the purpose of comparison.
4.2.4 Powder production
The powder production detailed in this work is inspired from previous work done in our
laboratories based on size selected Pd clusters deposited with the magnetron cluster source
on TEM grids and graphite tape [98]. In our case, the support chosen for the deposition of
metal clusters is a cheap commercial flexible carbon tape from Minseal. It contains over
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99% of carbon and is catalytically inert for the reactions tested as demonstrated further in
this work. It is mounted on 7.5x2.5cm2 glass slides, which fit the carousel. The powder
preparation is described here and shown on the figure 4.5. Prior deposition, the graphite
tape is first mechanically cut by a diamond saw (DAD321 Automatic Dicer) with a cutting
depth of 50− 60µm and a cutting pitch of around 800µm as it can be seen in figure 4.4.
Another approach using laser was investigated and performed on our samples leading to
a cutting depth of around 30µm. Because it was much more time consuming (around 4
times longer) and its access was restricted to experts, we opted for the mechanical dicing
method. Once the edges of our future flakes had been created, the carbon tape was mounted
on glass slides with vacuum compatible double side tape. Then, it was sputtered with a 1µA
argon ion beam with an energy of 1keV for 30s to generate defects on its surface so that the
clusters are stable against sintering [99]. Another option would be to accelerate them to pin
Fig. 4.4 The top picture show an 3D view of the surface of the carbon tape after cutting it
with a diamond saw. The bottom view is a perpendicular profile of the surface and shows a
50−60µm cutting depth. AFM measurements done by Dr Pavel Penchev.
them on to the support, which showed good results for size-selected palladium clusters on
graphite and prevented them from sintering under realistic conditions for catalytic oxidation
of methane [100]. However, this method requires charged clusters and can result in shape
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Fig. 4.5 This figure shows the production of powder-supported clusters. The carbon tape (a)
is first cut with a diamond saw (b). Clusters (c) are deposited onto its surface and, using a
knife edge, the topmost part of its surface is scrapped off to form a powder (d).
being flattened [81]. The clusters are then deposited for 15 minutes. A TEM grid is added
onto a slide so that the clusters can be imaged and studied. The new catalyst material is then
taken out of the vacuum and turned into a powder by scraping off the topmost diced layer of
the carbon tape on which the clusters rest.
4.3 Cluster characterisation
4.3.1 Silver clusters
Silver clusters were made from the sputtering of condensed Ag and Ar atoms in a 2 : 98 ratio
onto the matrix support kept at a temperature below 25K. Their size, determined using the
single silver atom HAADF intensity evaluated from high magnification STEM images, gives
rise to a log-normal distribution peaking at 30 atoms and an average size around 80 atoms.
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Fig. 4.6 (left) STEM image of the Ag clusters deposited on a TEM grid. (right) The Ag
clusters size distribution follow a typical log-normal curve with a peak distribution of 30
atoms and an average size of 80 atoms.
The cluster flux is characterised by the number of clusters landing onto the TEM grid per
unit of area per µA of incident ion during the sputtering per second. In these experimental
conditions, it is equal to 7 clusters/(µm2 ·µA · s), which corresponds to a cluster current of
30nA on the total area of the slide if one considers the clusters as singly charged nanoparticles.
Indeed, 7clusters
(µm2·µA·s) corresponds to:
7 ·25 ·75 ·106 µm2 ·15µA · e
(µm2 ·µA · s) ≈ 30nA
where e is the electronic charge, 25 · 75 · 106 µm2 is the area of the slide and 15µA the
sputtering ion beam current.
4.3.2 Gold clusters
The production of gold clusters is achieved using an evaporator at a temperature of 1450◦C
providing the necessary conditions to reach a metal concentration in the matrix of 1% with
a standard argon pressure of 4 · 10−6mbar. The temperature of the matrix support during
deposition is 20K, which guarantees solidification of the argon. While sputtering the matrix
with the experimental parameters for the ion beam as listed previously, the clusters are
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Fig. 4.7 (left) Example of a STEM image of the Au clusters deposited on a TEM grid. (right)
The size of Au clusters follows a typical log-normal distribution with a peak distribution of
15 atoms and an average size of 40 atoms.
collected onto the TEM grid and the carbon tape. A HAADF STEM image of the gold
clusters is shown in figure 4.7 as well as their size distribution. According to the log-normal
fitting, the gold clusters exhibit a peak distribution around 15 atoms with an average cluster
size of 40 atoms. The cluster flux is determined averaging the number of clusters per unit of
area based on more than 20 STEM images from two different batches of production and is
approximatively 4.5 clusters/(µm2 ·µA · s). The corresponding cluster current is 20nA.
4.3.3 Binary clusters
We demonstrate here the possibility to produce binary clusters with the MACS 2. The
cryogenic matrix is built while using simultaneously an evaporator loaded with gold and an
e-beam evaporator containing a palladium rod. The experimental parameters such the ion
beam current, the beam energy and the deposition time are kept the same as previously for
the purpose of comparison. Instead of considering the number of atoms, since the ratio of
gold and palladium atoms is undetermined and varies from one cluster to another, we express
the size of the cluster as an area, which is subsequently converted into a volume assuming
that the nanoparticles are spherical. The volume distribution of our binary Au-Pd clusters is
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Fig. 4.8 (left) Example of a STEM image of the Au-Pd clusters deposited on a TEM grid.
(right) The volume of Au-Pd clusters follows a typical log-normal distribution with a peak
distribution corresponding to 0.3nm of diameter. The average diameter of those binary
clusters is around 1nm.
shown in figure 4.8 and exhibits a peak distribution which corresponds to a diameter of 0.3nm
with an average cluster diameter of 1nm. The cluster flux is extrapolated from our STEM
measurements and is estimated to be around 3.5 clusters/(µm2 ·µA · s). The corresponding
cluster current is around 15nA. EDX measurements are performed to demonstrate that both
gold and palladium made up the nanoparticles as seen in figure 4.9. The high energy electron
beam is therefore focused on a small area on the sample where a cluster is located. It ejects
some of the inner shell electrons of the atoms it encounters, leaving holes for higher energy
level electrons to drop down to. During that process, an X-ray photon with an energy equal
to the gap separating the two levels is emitted. The difference between two energy levels
depends on the electronic structure of the material present on the sample, i.e. the chemical
element. Therefore this technique enables to determine the composition of a sample. Our
measurements are performed on the largest clusters to maximise the count of X-ray emitted.
Indeed a distinctive peak at 2.8keV characteristic of the Pd atoms is observed on the Au-Pd
samples and is absent from those where only gold clusters are deposited. Peaks at 1keV ,
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Fig. 4.9 EDX spectroscopy measurements on both the Au-Pd samples (top) and Au samples
(bottom). The distinctive peak at 2.8keV for the Pd atoms is missing on the lower graph as
expected.
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8keV and 9keV are from Cu atoms as it is what composes the TEM grid2. As the matrix
metal loading is composed of 50% Au atoms and 50% Pd atoms (see table 4.1), we can
assume that the clusters generated are in average made of such a ratio.
4.4 Characterisation of the powder
4.4.1 Weight loading
Once the deposition is achieved and the topmost layer of the graphite tape is scrapped off
using a scalpel, the powder is weighted. 0.8g of powder was collected for an area of 150cm2.
As we know the cluster current Ic, the average size of a cluster Sav and the deposition time td ,
it is possible to determine the respective mass of metal md deposited onto the powder using
the following relation:
md =
Ic ·Sav · td ·Ns ·Aw
e ·NA (4.1)
where Ns = 8 is the number of slides, Aw the atomic weight of the metal considered, e the
charge of one electron and NA is the Avogadro constant. We deduced that 19µg of Ag
and 12µg of Au were deposited giving a weight loading on the powder of 0.0024wt% and
0.0015wt% respectively. In the case of our Au−Pd clusters, one needs to consider the
number of atoms per cluster and a 1 : 1 ratio in number of atoms. The average volume of
the gold palladium clusters can be calculated from the distribution and its corresponding
diameter is 1.7nm. A 1.7nm metal particle is around 110 atoms [101], which leads to a
mass of metal on 0.8g of powder of ≈ 19µg. The corresponding weight loading is therefore
0.0024wt%.
2For the values, refer to the program or equipment manual or search for EDX periodic tables online for the
most common de-excitations.
4.4 Characterisation of the powder 88
4.4.2 STEM images of the catalyst powder
To determine whether the clusters on the graphite tape correspond to those observed on
TEM grids, various imaging techniques such as AFM and STM were employed but were
unsuccessful. This is attributed to the nanometric size of the cluster and the poor conductivity
of the graphite flake in the case of the STM. Instead, the powder was dispersed into deionised
water and sonicated for 10 minutes. The solution containing the topmost layers of graphite
was then dropcasted onto a TEM grid and dried in air. The first downside of this technique is
that many sub-layers have detached from the flake in this process, hence the majority of the
microscopic sheets observed on the TEM grid with the STEM do not have clusters on them.
The second inconvenience is that this technique can increase the mobility of the clusters
on their support and therefore the sintering. Despite the fact that this task is comparable to
finding a needle in a haystack, some clusters resting on their carbon support were imaged
demonstrating the existence of the clusters on the tape (see figure 4.10). There are two
Fig. 4.10 STEM images of silver clusters (left) and gold clusters (right) resting on carbon
sheets after being dropcasted from a deionised water solution onto holey carbon TEM grids.
ways of determining whether the clusters sintered or not, comparing the size distribution
or the apparent cluster flux. The latter is the method chosen as poor quality images due
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to contamination and abrupt changes in the background thickness due to the presence of
multiple flakes stacked on top of each other would alter the estimation of the cluster HAADF
intensity. Indeed, as one can see a white zone has formed on the centre of the left image,
giving away the presence of contaminations gathering where the sample was imaged at higher
magnification. Whereas the silver clusters seem to have sintered as the apparent cluster flux
drops to 2 clusters/(µm2 ·µA ·s) and bigger particles can be observed, the gold clusters have
maintained their original form as they are in equal number per unit area as those deposited
on the TEM grid. This demonstrates that gold clusters deposited on the carbon tape can be
studied independently on TEM grids as both studies lead to similar results. In the case of
the silver samples, we conclude that the clusters might move, sinter and have their number
of atoms tripled in average despite the existence of defects on the surface. This result is
in agreement with studies performed on size-selected silver clusters deposited on sputtered
graphite with sizes of 50, 185 and 250 atoms, all diffusing and agglomerating in much bigger
particles [102]. Work done by Rongsheng Cai3 shows that Pd-Au clusters produced in the
same conditions as those described here display a similar size distribution (within a ±0.5nm
error) demonstrating that no sintering takes place for the binary clusters on the graphite
support.
4.5 Performance of the catalyst powder
4.5.1 Production efficiency
The deposition of clusters on 8 successive glass slides while rotating the carousel would
normally take a day of work considering the time required to cool down the system (2 to 3
hours), the construction of a cryogenic matrix (80 minutes) and the deposition on 4 glass
slides (60 minutes), where both last steps are repeated twice to cover a total area of 8 glass
3"Directly deposited preformed palladium clusters on graphite supports for selective hydrogenation of
1-pentyne" to be published.
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slides corresponding to 150cm2. The average powder produced for 8 slides is 0.8g with a
metal loading of around 10−20µg. In comparison, such a deposition with the magnetron
cluster source would take weeks as the cluster current is typically around 100pA [103]. This
is more than 2 orders of magnitude lower than the one achieved for metallic clusters with
the MACS 2, which is typically around 20− 30nA. Although the comparison can seem
unfair as the clusters are size selected with the magnetron cluster source, the cluster size
distribution from the MACS is relatively narrow as hardly any clusters of more than 300
atoms are produced limiting the size of cluster much below 3nm.
4.5.2 CO oxidation
In order to demonstrate that our sample production method is suitable for catalysis, we chose
to test the catalytic activity of our metal cluster loaded powder on the CO oxidation as a
model catalytic reaction. As previously described in section 1.2.2, the CO oxidation can
be enhanced by the substrate and the nanoparticles separately, and the nanoparticles can
be modified by, or act with their support, which enhances the reaction. Here we will focus
solely on studying the activity of different metal nanoparticles on the carbon support. Inert
supports, such as SiO2 or graphite as we show later in the text, are good choices to see
whether the metal clusters are catalytically active or not [12]. The review detailed in section
1.2.2 demonstrates that our measurements are done not only on the adequate metals but also
in a close to ideal range of sizes to observe catalytic activity. For the purpose of a comparison
with published results, our nanoparticles must be regarded as spherical entities of around one
or two nanometres of diameter deposited on a carbon substrate.
4.5.3 Catalytic results
The catalytic activity characterisation of our catalyst powder was conducted at Johnson
Matthey and performed by Rongsheng Cai in their vapour-phase chemical reaction facility.
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Fig. 4.11 Conversion of the CO oxidation as a function of the temperature for the blank
graphite sample and diverse metal nanoparticles deposited onto the carbon support.
The instrument is composed of a tube furnace, in which 0.2g of the catalyst is held in its
centre and through which the gas passes. Valves regulate the controlled flow rates. A mixture
of CO and O2 in a 1 : 20 ratio and mixed with 79% helium is used. The temperature is
ramped up at 5◦C per minute. The conversion rate of CO molecules as a function of the
temperature is shown on the figure 4.11 for the diverse samples. We can see that the graphite
support is catalytically inert and that the highest catalytic activity is achieved with the silver
sample, whereas the binary clusters start to react at a slightly lower temperature. All samples
are catalytic active in the range of conditions explored. The fact that the activity arises at
high temperature results from the lack of pretreatments and the choice of the support, as
oxide metals are usually favoured for this particular reaction. The poor conversion can be
explained by the very weak concentration of metal particles in the furnace. One of the factors
that can explain the different behaviour of the curves is the sintering of the particles onto
the substrate as the temperature increases their mobility or induces the migration of single
atoms from one cluster to another. Indeed, at 250◦C, ripening was reported for this particular
reaction on size-selected Au nanoparticles deposited on TEM grids [104].
4.6 Conclusion 92
4.6 Conclusion
In this chapter, we demonstrate the successful building of a cluster source called the MACS
2 and the ability to produce various metal clusters. We demonstrated the possibility to form
binary metal clusters with the MACS for the first time. Thanks to the carousel implemented
in the deposition chamber, a large area was unlocked to deposited the clusters onto. In one
day, 0.8g of powder made of metal nanoparticles loaded onto the graphite support can be
produced. Coupled with test tube chemistry and STEM imaging, we were able to characterise
the clusters. Nanometric Ag, Au, and Au−Pd clusters were produced at clusters current of
30nA, 20nA and 15nA respectively. We also demonstrated their catalytic activity for the CO
oxidation. Even though metal oxides supports are preferable as they provide oxygen and
bring down the activation energy, favouring the reaction, we still observed catalytic activity
for all samples. This confirms our hypothesis regarding the applicability of the MACS
clusters for catalysis. The fact that all clusters have sizes comprised in the ideal size range of
around 1 to 2 nanometres for this particular reaction is a major advantage. The low conversion
is explained by the low metal nanoparticles concentration. Of the studied nanoparticles, the
binary Au−Pd clusters display the best results as the reaction starts at the lowest temperature.
These observations led to the production of many more batches of catalyst powder containing
Au, Pd and Au−Pd nanoparticles used for the selective hydrogenation of 1-pentyne by
Rongsheng Cai and demonstrated the very good quality of the catalyst in comparison with
Pd reference sample synthesis by traditional wet impregnation4.
4Rongsheng Cai’s thesis, to be submitted.
Chapter 5
Linear and nonlinear optical properties
of AuNP embedded in a PSi layer at
2.5µm
5.1 Introduction
Because of its dominant role in electronic devices, its abundance on earth and the facility to
process and modify it, silicon has been given great attention in the field of optoelectronic.
Since 1990, new methods have been developed to produce porous silicon and investigate its
unique physical properties [105]. The broad spectrum of possible applications for this high
surface to volume ratio material with intrinsic quantum confinement properties captured the
imagination of scientists all around the world. This has led to over a thousand publications
per year across various domains of applications as shown in figure 5.1. The most widely
researched domain for porous silicon is energy conversion. Solar cells in particular make
good use of porous silicon because of its anti-reflection properties in the visible range [107]
and its enlarged band-gap in comparison with that of bulk silicon. In the pharmaceutical
world, porous silicon has also become an attractive choice for biomedical applications since
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Fig. 5.1 Current broad application areas of porous silicon under evaluation. Applications are
arranged by the dominant physical form of porous silicon required. On the left-hand column,
applications require primarily powders, on the right-hand column primarily chip-based layers.
The central column applications utilize all three dominant forms: powders, membranes, and
films. Figure and caption from [106].
Canham demonstrated its biomedical activity in vitro [108]. Moreover, it was found that
binding organic molecules in the pores of the nanostructured silicon changes its refractive
index, paving the way to engineering biosensors [109]. In communication systems, mod-
ulators are required to transform light into a meaningful signal as it is best sometimes not
to meddle with the laser source itself. Therefore, this technology relies on fast and strong
changes of optical properties of the modulating material. Park et al. showed that porous
silicon membranes can exhibit a 50% transmitted light modulation in the mid-infrared spec-
trum by the means of optical excitation [110]. Nanometric planar silicon structures have
also shown great results with a 94% change in transmission at 1.5µm, achieved at beam
energies as low as 25 pJ [111]. Beyond the genuine intellectual curiosity, the creation of
novel silicon based nanocomposites with enhanced linear and nonlinear optical properties,
whether they are in the visible or infrared range, is of great commercial interest for optical
modulating and switching devices [112]. Indeed, electronic transistors have modulated and
switched electronic signals in computers for decades and current efforts are made to replace
these by optical compounds to increase the energy-efficiency and the speed of chip-based
devices [113]. These new technologies are also of interest in sensors and the tunability of
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the material over a great range of frequencies is key for its success on the market [114].
Fekete et al. [115] demonstrated in 2005, that thin silicon layers can change their reflective
properties for terahertz frequencies from anti-reflective to highly-reflective just by increasing
the number of free carriers in the material. Similar results have been reported in infrared
when changing the temperature of the material [116]. However, it should be noted that the
time response of the material when modifying its temperature is found to be much greater
than when modifying its carrier population.
In this work, we investigate and characterise the optical properties of embedded gold nanopar-
ticles in highly mesoporous silicon layers at 2.5µm wavelength based on reflectometry and
ultrafast time-resolved pump-probe spectroscopy measurements.
5.1.1 Optical properties of nanocomposites
One method to develop a physical compound with unique optical properties is to combine
different materials together and form a composite at a nanoscopic scale. Such a medium
has linear and nonlinear optical properties that differ from those of either of its constituents.
It appears homogeneous as the scale of its structure is much smaller than the wavelength
of the light used to probe it, allowing the description of its optical features by the means
of linear effective optical constants. Effective medium approximations, such as Maxwell
Garnett mixing rule described in section 2.2, enable us to predict desired linear optical
features and support experimental work. Percolated, layered or randomly dispersed mixtures
must be treated distinctively and described by different physical models [117]. Indeed, the
arrangement of the constituents matters greatly as isotropic and anisotropic materials are
characterised by very different mathematical object, i.e. a single dielectric constant and a
dielectric tensor respectively. Nonlinear properties of the newly formed material are equally
dependant on its architecture. For example, work by Sipe and Boyd [118] devoted to the
determination of the nonlinear susceptibility of composite optical materials in the Maxwell
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Garnett model predicted that there exist conditions under which the nonlinear properties of
the composite might be larger than those of its individual constituents. Also, experimental
work based on percolated glass filled with nonlinear fluids showed enhanced nonlinear optical
response [119]. As there is an infinite number of possible combinations of materials and
arrangements, both theoretical and experimental work are essential to shine light upon this
vast and recent field of study. This study will investigate the optical properties of composites
made of gold nanoparticles embedded in porous silicon layers at 2.5µm. Adding gold could
potentially enhance weak linear and nonlinear optical properties of porous silicon.
5.1.2 Optical properties of gold inclusions
The field of effective medium theories started in 1904, when Maxwell Garnett [58] success-
fully explained the colour of glasses containing various volume fractions of metal particles
and correctly predicted the position of absorption peaks in the visible spectrum. In fact, the
vast majority of optical studies carried out on gold nanoparticles are focused in the visible
range where plasmon resonances occur. The resonance frequency of spherical gold nanopar-
ticles (hence, having an aspect ratio around 1) is known to be around 520nm [120]. In 1992,
Foss et al. [121] prepared composite membranes made of arrays of gold nano-cylinders in
porous alumina. They reported that their experimental studies on spherical and needle-like
gold particles were very much in agreement with simulated absorption spectra using the 3D
and 2D Maxwell Garnett mixing rules respectively. This gives credit to the importance of
shape and orientation of particles for the determination of the effective optical properties of
the composite in the visible range. Two years later, in the same vein of their previous work,
they observed a blue shift of the absorption peak when the aspect ratio of the particle increases
and also when its diameter shrinks. Both observations were in qualitative agreement with
the Maxwell Garnett theory modified to address size and shape effects [59]. These results
were later confirmed by Hornyak et al. [122], adding that no shift of the absorption peak
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is observed for particles of 15nm diameters and smaller, regardless of the particle’s shape.
Interestingly, in 1999, Link and El-Sayed published spectral studies of surface plasmon
electronic oscillations in gold nanorods [123], demonstrating the existence of two absorption
peaks in the visible spectrum of light and simulated them as shown in figure 5.2. According
Fig. 5.2 Simulation of the surface plasmon absorption for gold nanorods of different aspect
ratio. The graph shows the calculated absorption spectra of gold nanorods with varying
aspect ratios R. Figure and caption from [123].
to their findings, the absorption peak blue-shifting for increasing aspect ratio (left peaks in
figure 5.2) is associated with a transversal oscillation mode. A second one, red-shifting with
larger aspect ratios (right peaks), corresponds to the longitudinal electronic resonance.
We understand here that the strong anisotropy of a sample is invisible when the probing light
is s-polarised as its electric field is oriented along the transversal direction of the nanorods
only. On the contrary, the anisotropic nature of the medium must be considered when the
light is p-polarised or a combination of both polarisation. In that case the dielectric constant
of the material is written ε = (εx,εy,εz). This was successfully demonstrated by Atkinson
et al. when they quantified the dielectric tensors of composites made of gold nanorods
embedded in alumina [124]. In all the studies mentioned, the use of Maxwell-Garnett mixing
rule enabled to successfully describe and locate absorption peaks, justifying their shift as a
function of the aspect ratio of the nanocylinder but has failed to quantify the intensity of the
resonance phenomenon. This has been attributed to electron confinement. As at least one
dimension of the particles is smaller than the typical mean free path of the electrons in the
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bulk material, their collective behaviour is spatially limited.
Gold particles display distinctive features on carrier processes. When exciting gold particles
in an aqueous medium with high power ultra short pulses of light of wavelength close to their
plasma resonance frequency, a large proportion of the light is absorbed by the conduction
electrons. These electrons are excited to higher energy states within the conduction band and
are referred to as "hot" electrons. Relaxation processes can be quantified and identified when
recording the time dependence of the optical response of the probe signal after excitation. It
is reported that these hot electrons thermalise rapidly through electron-electron relaxation,
subsequently followed by a 2.5 ps lifetime electron-phonon relaxation [125]. Lattice relax-
ation occurs at times greater than 50 ps. As the material goes back to its ground state over
time, it recovers its optical properties in equilibrium. Different relaxation times are observed
depending on the size of the particle but also on its surrounding material, as inter-media
electron-phonon and phonon-phonon interactions most likely occur. This becomes trans-
parent when comparing studies of similar gold nanoparticle sizes in different hosts. Gold
particles in a SiO2 matrix have a electron-phonon relaxation time of 2.8 ps [126], 7 ps in
water and 3.5 ps in a cyclohexane solution [127].
Nonlinear properties of gold nanoparticles have also been extensively studied in the visi-
ble range. For particles embedded in membranes or in solutions, nonlinear transmission
measurements are carried out using a technique called z-scan. Z-scan is the measurement
of the transmission light through the sample as a function of the light intensity. The light
is focused using a convex lens placed before the sample. By changing the position of the
sample along the axis of the propagation, the intensity at the detector varies due to the altered
focus position in regards to the sample. Optical nonlinear coefficients can be estimated
while fitting the intensity dependence transmittance using nonlinear equations. Studies based
on this technique have demonstrated high nonlinearities for gold nanoparticles incorpo-
rated onto europium oxide films [128]. Strong third order nonlinearities near the plasmon
5.1 Introduction 99
resonance frequency have also been shown [128]. Philip et al. [129] reported the intense
size-dependence of gold nanoparticles nonlinearities. Z-scan measurements on 15-atom gold
clusters have demonstrated an order magnitude enhancement of the nonlinear properties of
the gold clusters once in contact with indium tin oxide. Interestingly, Neira et al. [74] showed
that composites made of gold nanorods embedded into a nanoporous Anodic Aluminum
Oxide structure displayed third order nonlinearities of much higher intensities than those of
either constituents and reported that the experimental conditions for the highest nonlinear
parameters were obtained when the material had its dielectric constant ε near zero (ENZ).
They concluded that the nature of the nonlinearity can vary depending on the combination of
the strength, the angle and the wavelength of the light. Additionally, as the sign of the real
and imaginary nonlinear parameters can change, focusing or defocusing nonlinearities and
induced absorption or transparency are optical properties that can be tuned by engineering
the architecture of the nanocomposite.
In summary, it can appreciated that the vast majority of research on the optical properties
of gold nanoparticles focuses on the plasmon resonance frequency occurring in the visible
range. However, very little effort has been made so far to create nanocomposites and investi-
gate their linear and nonlinear optical properties around the effective plasmon resonance of
the composite, which can be located outside the visible spectrum depending upon its host
material and the direction considered.
5.1.3 Optical properties of porous silicon nanostructures
In 1990, Canham [105] described a novel electrochemical dissolution method to dig vertical
voids in silicon wafers, leaving behind free standing silicon wires. This research not only
opened the route for a simpler way of producing mesoporous structures than by the means of
epitaxial growth or lithography, it also provided evidence that these structures exhibit red
photoluminescence when excited with high intensity green or blue laser light. It is important
5.1 Introduction 100
to remember that luminescence is absent from Si bulk because of its indirect band-gap. In
1997, a review of the field by Cullis et al. [130] highlighted the correlation between the
width of the wirelike silicon arrays and the wavelength of the light emitted. It is thought
that quantum confinement is responsible for the occurrence of luminescence in the porous
structure. Later, Wolkin et al. [131] corroborated that the energy of the light emitted increases
with decreasing sizes, also, the quantum confinement modifies band structures and enlarges
the band-gap and the passivation of the surface changes the luminescence colour.
Regarding the determination of the refractive index of a porous structure, as previously stated,
the model chosen to describe the material can vary depending on its geometry, porosity
and the wavelength at which the measurements are performed. The linear optical proper-
ties of various porous silicon layers, exhibiting different void-matter volume ratios, were
studied using ellipsometry and reflectometry across the entire visible range down to mid
infrared wavelengths [132]. The effective refractive index was quantified and found to
steadily decrease with greater void volumes. Simulations based on Bruggeman’s effective
mixing approximation showed good agreement with experimental data in the visible range
but discrepancies emerged in the infrared due to the presence of oxides. More recently, Wolf
et al. [133] determined the refractive index of 30% porous silicon and demonstrated that
Bruggeman’s model would fit well in the visible range whereas Maxwell-Garnett would take
over in infrared.
The mechanisms behind carrier excitation and relaxation in porous silicon were described in
brief in section 2.3.1. Femtosecond pump-probe techniques have recently given evidence that
both Auger and SRH recombinations take place in porous silicon, with their respective domi-
nance depending on the wavelength of the probe. Fourier transform infrared spectroscopy
measurements have helped to determine that Auger recombination dominates the picture at
certain wavelengths due to the activation of vibrational modes of molecular impurities at the
surface of the pores, making the Auger recombination phonon-assisted [134]. In this study,
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the enhancement of the Auger recombination rate is reported to be three orders of magnitude
higher than that of bulk silicon.
In 1995, z-scan measurements performed at 665nm on n-type porous silicon membranes
showed a high and positive n2, over two order of magnitude above that of bulk silicon [135].
A two photon absorption process in the porous silicon structure was identified. Additionally,
the possibility to use such a material as an all-optical switcher was demonstrated, as the
absorption of a 815nm light drastically drops when the material is exposed to a 650nm
pump beam. The reason is that the major part of the electrons from the ground state, which
are responsible for the absorption of the probe, are suddenly excited to an intermediate
state by the pump. Interestingly, Lettieri et al. also showed high nonlinear refractive co-
efficients calculated from z-scan measurements on 80% porosity of p-type porous silicon,
however, negative at all wavelengths studied (532nm, 737nm and 1064nm). The two-photon
absorption and Kerr coefficients of silicon were thoroughly studied in the wavelength range
of 850− 2200nm using the z-scan technique by Bristow et al. in 2007 [136]. The mea-
surements were performed on a thin silicon wafer of 125µm thickness. The value of the
Kerr coefficient n2 and the two-photon absorption coefficient β were fluctuating between
3 and 12 ·10−14 cm2/W and between 0.25 and 2cm/GW , respectively, across the spectrum
studied. Using pump-probe spectroscopy in transmission at a 1550nm wavelength for both
the pump and the probe, Suess et al. [137] and Apiratikul et al. [138] confirmed a value for
the Kerr coefficient of n2 = 6.7 · 10−14 cm2/W and a value for the two photon absorption
coefficient of β = 1cm/GW for a 70% porous silicon, demonstrating a close correlation
between the porous structure and the bulk. However, a recovery time for the carriers in the
porous silicon is estimated around 10ps, which is two orders of magnitudes less than in bulk
silicon according to their study.
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5.2 Pump-probe experimental setup
Ultrafast time-resolved pump-probe reflection measurements are presented in this work and
were conducted using a femtosecond pump-probe technique shown in figure 5.3. The pump,
Fig. 5.3 Simplified schematic of the pump-probe experiment setup and its most important
constituents.
used to create a perturbation in the medium of interest, is a p-polarized monochromatic light,
exhibiting a central wavelength of 800nm. The probe, used to study the linear and nonlinear
optical properties of the sample, is an s-polarized 2.5µm wavelength. They both have a
repetition rate equals to 1kHz and a pulse duration τ = 65 f s.
The system is composed of different units generating the two beams, which are briefly
described here. A Ti : saphire cavity amplifies an incoming 800nm wavelength ultrafast
short seed pulses. The beam exiting the amplifier is a femtosecond laser beam of 2.8W of
intensity. It is then split with the help of a beam splitter. 5% of the beam is transmitted and
polarised. It is used to pump the samples. The reflected part is diverted towards an optical
parametric amplifier (OPA) capable of converting the 800nm input laser into near-infrared
pulses, which we used to probe the sample. The exiting signals are then filtered to ensure
that only the 2.5µm with a spectral width of 100nm propagates through. It is consecutively
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re-directed into a half wave plate and a polariser. To choose the intensity of the probe, one
rotates the half-wave plate and measures the power of the light Pav exiting the polariser using
a powermeter. The optical path length of the pump is modified using a computer controlled
retroreflector (or delay stage). This changes the time at which the pump reaches the sample,
enabling the study of the sample’s response to the probe before, during and after perturbation.
Prior to this, however, the beams must spatially overlap on the sample and this is guaranteed
using IR card and a CCD camera sensitive to the 800nm pump. The incident angle of the
probe and the pump are 20◦ and 30◦, respectively. Both pump and probe are focused on the
sample with lenses. The beam profile is measured using a scanning slit placed in front of
a detector and its width and area A are estimated from the full width at half maximum of
the Gaussian profile. The peak intensity is calculated by the following ratio Pav/(τ · f ·A),
where f is the frequency of the pulse. The reflected probe beam is collected by a 2.5 µm
PbS ThorLab photoconductive detector connected to a lock-in amplifier. Another detector is
placed prior reflection to monitor and smooth fluctuations in the beam intensity. The intensity
of both detectors is recorded using a LabView based program.
Both beam profiles are measured by placing a thin slit where the samples would normally rest
and scans across while collecting increments of the beam light in a closely placed detector.
The beam diameter is then given by the full width of the beam at half of its maximum intensity
(FWHM) of the fitted Gaussian as depicted in figure 5.4. Taking into account the angle made
with the sample and the projection of the beam, the probe area was 0.34±0.06mm2 and the
pump area was 0.82±0.17mm2. The error is estimated considering a ±5mm error on the
position of the slit in regards to the exact position of the sample. It is important that the pump
beam area is larger than the probe beam area for a uniform excitation.
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Fig. 5.4 The beam profiles for both the pump and the probe are measured and fitted using
a Gaussian curve. The diameter of the beam corresponds to the full width at the half
maximum intensity of the curve. Φprobe ≈ 640µm and Φpump ≈ 950µm, leading to an area
of 0.34±0.06mm2 for the probe beam and an area of 0.82±0.17mm2 for the pump.
5.3 Gold nanoparticles embedded in porous silicon layers
5.3.1 Fabrication of the samples
Porous silicon (PSi) samples were prepared by electrochemical anodization of a boron-doped
Si wafer. The resistivity of the silicon doped is 5−20mΩ ·cm, which corresponds to a doping
density of 3 ·1024 m−3. A 1 : 1 ratio mixture of methanol and 40% hydrofluoric acid was used
as the electrolyte at a current density of 100mAcm−2 for 8s to yield a layer with a thickness
of approximately 630nm (measured by scanning electron microscopy). A 65% porosity is
estimated using gravimetric analysis on membranes produced under similar conditions. The
pores size is approximately a few tens of nanometres. The wafer was rinsed in methanol,
dried and kept in air. With time, a native oxide layer developed on the surface of the sample
and inside the pores. To refresh the layer and remove the thin silicon oxide layer, the wafer
was dipped in a 2% of HF solution diluted in DI water for 30 seconds only and immediately
rinsed in DI water afterwards. Adding this step has demonstrated better impregnation of gold
nanoparticles in the pores.
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We have investigated both physical and chemical methods to introduce gold in the silicon
pores. Accelerating charged metal clusters or ions generated inside the magnetron cluster
source towards a high voltage biased PSi samples was tested in our laboratories. Various
voltages were tried from 1keV to 5keV and led in all cases to the clogging of the pores
and the formation of a film. Similar results were also published by Lenshin et al. [139].
Electrodeposition [140] is the most efficient technique to fill very low aspect ratio silicon
mesopores (pores of 2−50nm diameter) and macroporous (> 50nm diameter) silicon with
metals. It should be mentioned that the method works better on larger pores and a pore tip
is required for the reaction to take place initially [141]. However, the equipment needed to
perform metal electrodeposition is expensive and the procedure is complex. Instead, we chose
to impregnate metal with the electroless immersion plating technique. The modus operandi
used for the impregnation of metal in the pores is inspired by that of Nativ-Roth et al. [142].
They demonstrated the spontaneous deposition by immersion plating of metals in the pores
of PSi samples, for various concentrations of salt in the solution, leading to nanoparticles
of various size inside the porous layer but also on the surface. In order to produce a 0.5mM
solution of tetracloroauric acid (HAuCl4), 9.85mg of the salt were thoroughly mixed in 2.5ml
of DI and 47.5ml of Ethanol in a beaker. To double the molar concentration, one can double
the amount of salt in the solution. The solution was placed in a ultrasonic bath for 10min to
remove air bubbles from both the salt solution and the Di water of the bath. Then the PSi
sample was added in the salt solution with the ultrasonic bath to agitate the salt solution and
stimulate it to flow inside the pores. After a chosen time period, the sample was rinsed in
ethanol and dried on a filter paper in air.
5.3.2 SEM imaging of the samples
All the samples referred to in this chapter are listed in table 5.1 and images taken with a
scanning electron microscope are shown in figure 5.5. Images were not all taken on the
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Sample Salt concentration Immersion time
Au/PSi NC 1 0.5mM 10 min
Au/PSi NC 2 1mM 20 min
Au/PSi NC 3 1mM 120 min
Au/PSi NC 4 1mM 720 min
Table 5.1 List of the nanocomposite samples (NC) formed via electroless immersion plating.
same day and, depending on the status of the instrument, only a certain resolution was
achievable. This explains the change in scale and contrast of the images. A secondary
electron emission detector was used to gather information from the surface. However, we
used the backscattering electron detector in cross section, as the resolution was not optimal to
get a clear picture of the embedded nanoparticles. The benefit of the backscattering detection
mode is that it gives information in depth, rending a better contrast. However it prevents the
determination of the volume fraction of gold. For that purpose, an optical model is developed
further in the text. The images illustrate the presence of gold all across the layer for 10min,
20min, 120min and 720min immersion periods. Naturally we observe that longer immersion
times lead to increasing amounts of gold inside and on top of the layer but did not lead to
saturation of the surface.
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Fig. 5.5 SEM images of the four different samples containing various volume fraction of
Au nanoparticles embedded in PSi layers. Top views (Left) of the nanocomposite surface
demonstrates the presence of gold nanoparticles in the layer and on the surface without
saturating it. Cross section views (right) using BSE detector for better contrast are shown to
prove the presence of the gold all across the layers. Dark zones correspond to areas where the
pores are empty and grey/white zones are filled or partially filled pores with gold. Increasing
deposition time leads to increasing gold volune fractions and greater nanoparticle sizes. The
experimental conditions for the formation of the four samples are listed in the table 5.1.
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5.4 Reflectometry measurements
In this section, the linear optical properties of the material in equilibrium are investigated
using reflectometry. The experimental setup used for our reflectometry measurements is
identical to the pump-probe experimental setup as described in section 5.2 except that the
pump is blocked and the position of detector 1 is moved around the sample stage as the sample
is rotated on its central vertical axis. A schematic is given on figure 5.6 showing a s-polarised
probe light incident upon our porous silicon layer filled with gold nanoparticles. The reflected
intensity of the beam is measured with the rotating detector 1 and the ratio between the
reflected intensity and the incident intensity gives the reflectance. Measurements are collected
using both polarisations s and p with a 2.5µm wavelength probe beam in order to gather
multiple points and gain resolution when fitting them as shown in figure 5.7. The refractive
index of the substrate is determined through the fitting of reflectometry measurements
using the mathematical developments elaborated in section 2.1.2 as it is a single interface
problem. In the cases of the nanocomposite samples, only the real part of the refractive
index of each layer is estimated, the imaginary part being too small to be determined. This is
achieved through the fitting of reflectometry measurements using the transfer matrix method
elaborated in section 2.1.3 when two interfaces must be considered. Despite ignoring a
possible birefringence of the sample, a good fit is achieved and unique value for the refractive
index independent of the direction of the propagation of the light is found. Using the two
dimensional Maxwell-Garnett mixing approximation with randomly dispersed cylindrical
inclusions of gold and silicon in a matrix of air, enables the determination of the fraction
of gold and the imaginary part of the refractive index of each layer as listed in table 5.2.
It is seen that both real and imaginary parts of the refractive index increase with higher
concentrations of gold nanoparticles in the porous structure. From section 2.2, the effective
dielectric constant εe f f from the 2D Maxwell Garnett mixing rule is related to the volume
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Fig. 5.6 Schematic of the geometry of our reflectometer. The s-polarised 2500nm wavelength
light is reflected by both interfaces of the pSi layer embedded with gold nanoparticles. They
interfere and build the reflected signal observed on figure 5.7 for various values of the angle
α .
Fig. 5.7 Experimental data and fitting curves of the reflectance versus angle for s and
p polarisations. The measurements are carried out on various samples with increasing
concentration of gold nanoparticles in the porous silicon layer. The fitting parameters are
listed in table 5.2.
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Sample Refractive index thickness Au volume fraction
Si substrate 4.10−0.04i 500µm 0%
PSi layer 1.37−0.001i ≈ 630nm 0%
Au/PSi NC 1 1.40−0.001i ≈ 630nm 2±2%
Au/PSi NC 2 1.45−0.001i ≈ 630nm 5±2%
Au/PSi NC 3 1.50−0.001i ≈ 630nm 8±2%
Au/PSi NC 4 1.60−0.002i ≈ 630nm 13±2%
Table 5.2 In this table, the real part of the refractive index of each sample obtained from
reflectometry measurements is given. The determination of the imaginary part and the gold
concentration is established using Maxwell Garnett mixing approximation. The error on the
real part is ±0.3 and is established while fluctuating the range of thickness from 600nm to
660nm, from which the error on the gold volume fraction is deduced.
fraction of the gold fAu via:
εe f f − εair








with fSi = 0.65, fair = 1− fAu, εair = 1, εSi = 16.8+0.3i (as measured) and εAu =−288.6+
14.8i [143]. In this study, we consider air as the host since the volume is mostly made
of cylindrical void carved in the silicon during the formation of the porous layer. For
each volume fraction of gold, an effective dielectric constant can be calculated from the
Maxwell Garnett formula. When the effective dielectric constant calculated through the
mixing approximation matches the effective dielectric constant obtained from fitting the
reflectometry measurements with the transfer matrix method, then the volume fraction
of Au is deduced. The formula satisfies the limit conditions for which εe f f = εair when
fAu = fSi = 0 and εe f f = εSi when fSi = 1. The use of this formula is justified as the volume
fraction of the inclusions is inferior to the host volume fraction and that the wavelength
of the light incident on the material is significantly bigger than the nanometric structures
it encounters [144]. Maxwell-Garnett mixing rule turned out to be the best model to fit
experimental spectroscopy measurements in porous silicon mainly because it predicts a
refractive index for the 65% porous silicon layer in agreement with the refractive index
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extracted from the reflectometry measurements. It works even at low porosity [133] and
has been utilised and reported as the appropriate model in the case of infrared spectroscopy
studies on porous silicon structures [134] [117].
5.5 Time-resolved pump-probe measurements
In this section, the evolution of the refractive index of our samples when generating a free
carrier population is investigated and the nonlinear optical behaviour of the samples is
observed and characterised. Time-resolved pump-probe measurements are carried out with
a p-polarised 800nm pump and a s-polarised 2.5µm probe using the setup as described in
section 5.2. The photon energy of the pump beam is chosen to be higher than the band-
gap of silicon: Ebg = 1.14eV . Indeed, reflectometry measurements carried out on porous
silicon testing both 540nm and 1080nm wavelengths showed that only the former could
induce a reflectance change as the latter has a corresponding photon energy of Ebg. Since
higher energy and momentum are required in an indirect band-gap material, a wavelength
of 1080nm does not generate carriers [145]. Additionally, the band-gap energy increases
with quantum confinement as reported previously [131]. The peak intensity expressed in




109 ·A · f · τ (5.2)
where the area of the beam on the sample, A, is deduced from the Gaussian beam profile as
previously shown in section 5.2, f = 1kHz is the frequency of the pulse, and τ = 65 ·10−15 s
is the pulse duration.
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5.5.1 Pump intensity dependence
The main aim of the work presented in this section is to quantify the carrier density when
pumping the material at various pump intensities and estimate the effective refractive index
of the excited layers.
5.5.1.1 Experimental results
Figure 5.8 shows the time dependence of the transient change in reflectance (R−R0)/R0
before and after pump excitation for all samples for various pump intensities using a probe
intensity of 3.6GW/cm2. Two consecutive repeats were performed and averaged to smooth
the signal fluctuations of the probe. From measurements performed under identical conditions
at various spots on one sample, an error of ≈ 15% is attributed to the maximum ∆R/R0
occurring at ∆t = 0. Figure 5.9 demonstrates the evolution of the transient change in
reflectance at zero delay time for increasing pump intensities.
Primarly, figures 5.8 and 5.9 demonstrate the significant difference in response between bulk
and porous silicon. We observed that the optical properties of the bulk silicon under pumping
intensities up to 157GW/cm2 are marginally unchanged. This allows us to ignore the
contribution of the substrate when looking at the measurements carried out on the supported
layers. Our observations are similar to those of Sokolowski et al. [68] when pumping bulk
silicon with a 625nm wavelength p-polarised light. At a laser fluence of 10mJ/cm2, which
corresponds to a power of 157GW/cm2 (as E(J) = P(W )∗ t(s)), they did not observe any
noticeable change in the reflectance of the excited silicon. Sokolowski et al. measured that,
at such an energy, the electron-hole density is approximatively 1026m−3 and show that a
pump fluence of one order of magnitude higher is required to see major changes in the optical
properties of the excited material.
Secondly, it is clear that not only increasing the pump intensity leads to a bigger transient
change in reflectance but also that this effect is enhanced by increasing the amount of gold
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Fig. 5.8 Time-resolved pump-probe spectroscopy of the silicon substrate and various samples
with increasing concentrations of gold nanoparticles in the porous silicon layer for four
different pump intensities. As seen here, the transient change in reflectance increases with
both the gold concentration and the pump intensity.
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Fig. 5.9 Evolution of the maximum transient change in reflectance occurring at zero delay
time as a function of the pump intensity. The silicon substrate and various volume fraction
of gold in the porous silicon membrane are investigated. For all samples, we observe that
increasing the pump intensity leads to a higher transient change in reflectance at zero time
delay and also that increasing the volume fraction of gold amplifies the response. From
measurements performed under identical conditions at various spots on one sample, an error
of ≈ 15% is attributed to the maximum ∆R/R0 occurring at ∆t = 0. The maximum ∆R/R0 is
an average of 5 points around the minimum of the experimental curves shown on figure 5.8
in order to smooth the signal fluctuations. The dotted lines are provided as an eye guide.
in the porous silicon layer. As seen in figure 5.9, the drop in reflectance at zero delay
time goes from 10% to 20% for the porous silicon layer and the 13%AuNP porous silicon
layer, respectively, when pumped with an intensity of 157GW/cm2. Also, when increasing
the pump intensity from 52GW/cm2 to 157GW/cm2, the maximum transient change in
reflectance ranges from −5% to −20% in the case of the 13%AuNP porous silicon layer.
5.5.1.2 Analysis
An optical model is created to retrieve the carrier density dependence on the pump intensity
and the refractive index of the layers. We use the 2D Maxwell Garnett mixing approximation
as previously done in the case of our reflectometry studies to express the effective dielectric
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constant of the excited layer εex,e f f , such as:
εex,e f f − εair








where all volume fractions are known. The dielectric constant of the excited silicon εex,Si
and the gold εAu are developed using the Drude model. As developed in section 2.3.2, the
dielectric constant for the gold is:





where me = m0 [146], ΓAu = 1014 s−1 [147] and Ne,Au = 5.9 ·1028 m−3 [64]. In metals, the
generation of carriers by the pump is assumed to be many orders of magnitude lower than
those naturally present in the conduction band. The expression of the dielectric constant of
silicon is:












where m∗ = 0.17m0 [148] is called the reduced optical mass and is given by m∗ = (1/mh+
1/me)−1, mh = 0.36m0 [57], εback,Si = 11.7 [149] and Ndop = 3 ·1024m−3. We understand
from equation 5.3 that εex,e f f is a function of Npump and ΓSi. Both parameters are yet to be
determined. Therefore, we assume that the generation of free carriers occurs only in silicon
and that the number of excited electrons in silicon is independent on the volume fraction
of gold embedded in the porous silicon structure. This enables us to use all the data points
at one particular pump intensity for the determination of the corresponding carrier density.
Additionally, we consider that the excitation is uniform in the layer. In order for this to be
valid, we must make the assumption that there is no gradient of absorptance in the layer.
Therefore, the penetration depth α−1 of the probe must be much larger than the thickness of
the layer (630nm). This is true when α−1 = λprobe/(4πNi)> 630nm, i.e. when Ni << 0.3.
An iterative program is built to generate a spectrum of possible values for εex,e f f and their
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Fig. 5.10 Left: The sum of the squared residuals between measured and simulated transient
changes of reflectance at zero delay time is shown in this graph. The solution lays in the
minimum of each intensity curve. Right: The solutions from our optical model are presented
here and demonstrate that the dependence of the carrier density on the pump intensity is
linear. The probe intensity is 3.6GW/cm2.
Fig. 5.11 In this graph, we see the evolution of the maximum transient change in reflectance
as a function of the carrier density for all 5 layers. The probe intensity is fixed at 3.6GW/cm2.
The dots represent our experimental data points and the solid lines represented the simulated
values ∆Rsim/R0,sim. The best fit is represented here using ΓSi = 6 ·1013s−1. The horizontal
error bars are the incertitude on the carrier density estimated by from the experimental margin
of ≈ 15% on the transient change in reflectance at zero delay time, which are respectively
represented by the vertical error bars.
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respective transient change in reflectance ∆Rsim/R0,sim calculated using the transfer matrix
method (see section 2.1.3). As we know the experimental values of the transient change
in reflectance (see figure 5.9), the sum of the squared residuals between simulated and
experimental values of ∆R/R0 is estimated and the best Npump and εex,e f f can be extracted
from the model. The sum of squared residuals as a function of the carrier density is shown in
figure 5.10 (left) to demonstrate the existence of a unique solution for each pump intensity.
The best fit is found for a relaxation rate ΓSi of 6 ·1013s−1 in the silicon structure. Moreover,
figure 5.10 (right) demonstrates that the carrier density increases linearly with the pump
intensity. In figure 5.11, we express the transient change in reflectance at zero delay time
as a function of the carrier density estimated via the optical model. The error on the carrier
density is calculated considering an experimental margin of ≈ 15% on the transient change
in reflectance at zero delay time, as previously stated. The simulated transient change in
reflectance (coloured lines) follows closely the experimental results as the transient change in
reflectance increases with both the amount of gold and the carrier density. From the optical
model, the effective refractive index of the exited layer can be retrieved. Figure 5.12 shows
the carrier density dependence of the real (left) and imaginary (right) parts of the refractive
index as calculated from the optical model. As the pump intensity goes up, the 2.5µm light
is increasingly absorbed by the material. The imaginary part of the refractive index increases
by an order of magnitude between the ground state of the material and the highest excited
state tested. It is important to note that Ni stays an order of magnitude below 0.3, which
justifies the assumption made to consider the absorptance uniformly across the layer. When
we look at the predicted values for the refractive index of our samples in equilibrium, the
values fall closely to those obtained from our reflectometry measurements, giving credit to
the validity of our calculations. Figure 5.13 shows the evolution of both the real and the
imaginary part of the refractive index as a function of a wider range of carrier densities than
previously explored in figure 5.12. The trend displayed on this figure is characteristic of
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a plasmon resonance in the mixed material. It shows that around 4 ·1026m−3, the peak of
absorption described by the imaginary part of the refractive index is at its maximum. It goes
from Ni = 0.95 for the porous silicon layer up to Ni = 1.2 for the 13%AuNP porous silicon
layer. This demonstrates that the resonance phenomenon responsible for the increase in
absorption is amplified by larger gold concentrations.
5.5.2 Probe intensity dependence
5.5.2.1 Determination of the nonlinear refractive and absorption coefficients
In this section, we look at the probe intensity dependence of the optical response of our
samples using a fixed pump intensity of 127GW/cm2. Figure 5.14 shows that the reflected
intensity of a 2.5µm light shone upon our samples prior excitation linearly increases with
the incident light intensity, highlighting the linear response of the material in equilibrium in
the range of intensities explored. The time-resolved pump-probe spectroscopy measurements
carried out on all samples for various probe intensities from 3.6 to 27.1GW/cm2 are presented
in figure 5.15. Three repeats were performed and averaged for each curve. The non-linear
optical response of the material is apparent for all layers and negligible in the case of the bare
Si substrate. We know that the transient change in reflectance at zero delay time is amplified
by the presence of gold nanoparticles as detailed in the previous section. It monotonically
decreases with increasing probe intensities in a similar fashion for all samples. Indeed
the maximum transient change in reflectance seems to drop by a factor of around 3 for
all layers between 3.6 and 27.1GW/cm2 probe intensities, suggesting that the nonlinear
mechanisms behind the optical response of the layers containing the gold are very similar to
those of the PSi layer. For example, in the case of the 8% AuNP porous silicon layer, the
maximum transient change in reflectance drops from −15% to −5% for probe intensities
of 3.6GW/cm2 and 27.1GW/cm2 respectively, as seen in figure 5.15. Therefore, we build
an optical model using a single set of nonlinear parameters valid for all samples such as the
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Fig. 5.12 Left: Real part of the refractive index of our layers as a function of the carrier
density. The vertical error bars are negligeable as the real part of the refractive index barely
changes in the range of excitations explored. Right: Imaginary part of the refractive index of
our layers as a function of the carrier density.
Fig. 5.13 Evolution of the real and imaginary parts of the refractive index of the layer
for various concentrations of gold embedded in the porous silicon. The effective plasma
resonance of the mixed material occurring at a carrier density of 4 ·1026m−3 amplifies with
increasing amounts of gold.
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Fig. 5.14 The light intensity collected after reflection on our samples without pump excitation
is linearly proportional to the incident light intensity at 2.5µm.
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Fig. 5.15 Time-resolved probe intensity dependence of the transient change in reflectance for
all samples.
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refractive index of a layer N = n− ik at zero time delay is given by:
n = n0+n2 · I and k = k0+ k2 · I (5.6)
where n0 and k0 are the real and imaginary part of the refractive index of the sample under
excitation with a 800nm light of 127GW/cm2 intensity. As previously developed in section
2.4, n2 is the nonlinear refraction coefficient and k2 is more commonly described through the
nonlinear absorption coefficient β = 4πk2/λ . Together, they characterise the amplitude of
the nonlinear optical response of the sample as a function of the probe intensity. A map of the
sum of the squared residuals is built between the maximum transient change in reflectance
experimentally determined for various probe intensities and simulated ones. Simulations
are performed using the transfer matrix method introduced in section 2.1.3 and using an
effective refractive index of real and imaginary parts based on equations 5.6. n0 and k0
were determined in previous section. In the model we consider n2 ∈ [0 : 4] ·10−3 cm2/GW
and k2 ∈ [−4 : 0] ·10−4 cm2/GW as seen in figure 5.16. A unique solution is found giving
Fig. 5.16 Map of the sum of the squared residuals between experimental and simulated values
of the intensity-dependent maximum transient change in reflectance. The solution is found
where the sum is minimum, i.e. when n2 = 1.8 ·10−3cm2/GW and k2 =−1.3 ·10−4cm2/GW .
a nonlinear refraction coefficient of n2 = 1.8 · 10−3cm2/GW and a nonlinear absorption
coefficient of β = −6.5cm/GW . When these values are compared with Bristow’s values
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obtained in the near-infrared for thin silicon wafer, in our case the nonlinear refractive index
is two orders of magnitude higher and the nonlinear absorption coefficient is of similar order
although it is negative. Figure 5.17 (top) shows the maximum transient change in reflection
as a function of the probe intensity (data dots) and the best fit (dashed lines). Figures 5.17
(middle and bottom) show the evolution of the real part and imaginary part of the effective
refractive index of the layer as the probe intensity increases. The real part slightly increases
and the imaginary part decreases.
5.5.2.2 Discussion
It has been demonstrated that in equilibrium, the nonlinear optical response is negligible.
When pumped with a 127GW/cm2 p-polarised monochromatic beam with a central wave-
length at 800nm, nonlinearities appears for all layers. The existence of a unique solution
for the nonlinear refractive and absorption coefficients for all layers means that we cannot
quantify or observe a modification of the nonlinear optical properties with the addition of
gold nanoparticles in the layer. As n2 is positive and β is negative, the light is self-focusing
and induces transparency in the nonlinear excited material when probed at 2.5µm. Adding
gold not only amplifies the maximum transient change in reflectance but also appear to
amplify the relaxation process as the reflectance drops more rapidly with increasing volume
fraction of gold. This is illustrated in figure 5.18. It is shown that, when the transient change
in reflectance is normalised, the samples containing gold nanoparticles return to their ground
state faster than the porous silicon layer.
5.6 Conclusion
In summary, we demonstrate the successful production of gold nanoparticles embedded
in porous silicon layers through electroless deposition. Reflectometry measurements are
performed at 2.5µm and enables the determination of the effective refractive index for each
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Fig. 5.17 Top: Maximum transient change in reflection as a function of the probe intensity
with their respective fit considering a unique solution (dashed lines). Middle: Probe intensity
dependence of the real part of the effective refractive index of the layer. Bottom: Probe
intensity dependence of the imaginary part of the effective refractive index of the layer.
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Fig. 5.18 Normalised time-resolved transient change in reflectance for all four gold con-
centrations compared with the optical response of the porous silicon layer. In all cases, the
transient change in reflectance after zero delay time changes faster in the presence of the
gold.
layer. Despite the complexity of the mixture, a good fit using the transfer matrix method is
achieved without considering the possible birefringence of such a material. The 2D Maxwell-
Garnett mixing approximation gives us the possibility to estimate the amount of gold in the
layer and predicts correctly the refractive index of the porous silicon layer. The pump-probe
reflectance measurements are carried out on each sample varying separately pump and probe
intensities. When pumped with a high intensity 800nm laser wavelength, it has been shown
that a population of free carriers is generated in the silicon nanostructure and grows linearly
with increasing pump intensities. Using the Drude model and our experimental data, the
carrier density is quantified and the effective refractive index for each excited nanocomposite
is extracted. From the Drude model, it is gathered that our measurements are performed
close to the plasma resonance of the material, which explains the increase in absorption as a
function of the pump intensity. Probe intensity dependence measurements demonstrate that
all material are linear in equilibrium and becomes nonlinear when pumped. A unique solu-
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tion is found for the nonlinear refractive coefficient n2 = 1.8 ·10−3cm2/GW and nonlinear
absorption coefficient β =−6.5cm/GW respectively, suggesting that self-focusing action
and induced transparency are taking place for our materials when pumped at 800nm and
probed at 2.5µm. Although the gold doesn’t participate in the nonlinear behaviour of the
nanocomposite, it amplifies the linear optical response and accelerates the relaxation process.
In order to gain precision in the quantification of the linear and nonlinear constants of such
nanocomposites, we suggest in the future to develop a technique in which metal is intro-
duced in porous silicon membranes so that ultrafast time-resolved pump-probe spectroscopy
measurements can be done in reflection and transmission simultaneously. Thin films would
also allow z-scan measurements. Indeed, z-scan is widely used for the determination of
both nonlinear refraction and absorption coefficients. However, the advantage of our thin
supported layers is that they could be considered in our models as uniform and evenly excited
when pumped.
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Appendix A
Maxwell’s equations
The first law (Gauss’s law) states that the electric flux1 leaving a closed surface is proportional
to the charge ρ contained within the surface:
∇⃗ · E⃗ = ρ
ε0
(A.1)
The second law (Gauss’s law for magnetism) stipulates that the magnetic flux2 B⃗ leaving the
north pole of a magnetic source must re-enter a closed surface surrounding it to reach its
south pole, i.e. monopoles don’t exist, an therefore:
∇⃗ · B⃗ = 0 (A.2)
In the third law (Faraday’s law), one understands that a time-varying magnetic flux induces a
spatially-varying electric field and vice-versa:
∇⃗∧ E⃗ =−∂ B⃗
∂ t
(A.3)
1The electric flux is noted D⃗ and equals to ε0E⃗ in vacuum with ε0 the permittivity of free space.
2The magnetic flux is noted B⃗ and equals to µ0H⃗ in vacuum, where H⃗ is the magnetic field and µ0 is called
the permeability of free space.
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The fourth equation is a modification of Ampere’s law by Maxwell as he was looking for
a complementary relation to the third law. Both a current J⃗ passing through a wire and a
time-varying electric field (such as the one existing inside a charging capacitor), induce a
magnetic field circling around them:







These four equations are called Maxwell’s equations and can be re-written in the case of a
region free from charges and currents (i.e. ρ = 0 and J⃗ = 0) as:

∇⃗ · E⃗ = 0 ∇⃗∧ E⃗ =−∂ B⃗
∂ t
∇⃗ · B⃗ = 0 ∇⃗∧ B⃗ = ε0µ0∂ E⃗∂ t
(A.5)
Taking the curl of the third and fourth equations and using the curl of curl identity3 leads to :













∇⃗2 · E⃗ = ε0µ0∂
2E⃗
∂ t2




On the left part of the above set of equations, we note that a change in electric field induces a
change in magnetic, which in turn generates a change in electric field. A cycle is created.
The right part of the above set of equations shows that both the electric and magnetic fields
behave as coupled space and time dependent fields. When compared to propagating waves4,
the corresponding propagation speed equals to c = 1√ε0µ0 in vacuum.
3∇⃗∧ (⃗∇∧ a⃗) = ∇⃗ · (⃗∇ · a⃗)− ∇⃗2 · a⃗





Fig. B.1 Here are represented a closed loop and a Gaussian pill-box passing through the
interface between two media A and B. This diagram is useful to visualise the boundaries
conditions detailed below.)
When passing through an interface, the electric field and the magnetic field must respect
certain conditions imposed by Maxwell’s equations (see section A). The conditions satisfied
at the interface between two media A and B as seen in the figure B.1 for the electric field are
given by the first, third and fourth Maxwell’s equations. Gauss’ law says that the electric
flux passing through a surface is proportional to the total charge it encloses. Let’s consider a
Gaussian pill-box surrounding the interface with a very small height such as the electric flux
passing through the surfaces of the volume has only a perpendicular component. The electric
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⇔ D⊥A−D⊥B = ρ




⇔ εAE⊥A = εBE⊥B (ConditionI)
In the absence of a time-varying magnetic flux, the third law describing the integration of the
electric field over a closed loop is zero such as:
∮
C
E⃗ d⃗l = 0
⇔ (E∥A−E∥b) · l = 0
⇔ E∥A = E∥b (ConditionII)
The condition II implies that there is no discontinuity of the parallel component of the
electric field across the interface. Using Ampere-Maxwell law, one can easily demonstrate,
as previously done for condition II, that in the absence of an electric current and a time-
varying electric field, the parallel component of the magnetic field is continuous across the
interface, given:
H∥A = H∥b (ConditionIII)
