We present the design and implementation of a custom discrete optimization technique for building rule lists over a categorical feature space. Our algorithm provides the optimal solution, with a certificate of optimality. By leveraging algorithmic bounds, efficient data structures, and computational reuse, we achieve several orders of magnitude speedup in time and a massive reduction of memory consumption. We demonstrate that our approach produces optimal rule lists on practical problems in seconds. This framework is a novel alternative to CART and other decision tree methods.
Introduction
As machine learning continues to gain prominence in socially-important decision-making, the interpretability of predictive models remains a crucial problem. Our goal is to build models that are both highly predictive and easily understood by humans. We use rule lists, also known as decision lists, to achieve this goal. Rule lists are lists composed of if-then statements, which are easily interpreted; the rules give a reason for each prediction (Figure 1) .
Constructing rule lists, or more generally, decision trees, has been a challenge for more than 30 years; most approaches use greedy splitting techniques (Rivest, 1987; Breiman et al., 1984; Quinlan, 1993) . Recent approaches use Bayesian analysis, either to find a locally optimal solution (Chipman et al., 1998) or to explore the search space (Letham et al., 2015; Yang et al., 2016) . These approaches achieve high accuracy while also managing to run reasonably quickly. However, despite the apparent accuracy of the rule lists generated by these algorithms, there is no way to determine either if the generated rule list is optimal or how close it is to optimal.
Optimality is important, because there are societal implications for a lack of optimality. Consider the recent ProPublica article on the COMPAS recidivism prediction tool (Larson et al., 2016) . It highlights a case where a black-box, proprietary predictive model is being used for recidivism prediction. The authors show that the COMPAS scores are racially biased, but since the model is not transparent, no one (outside of the creators of COM-PAS) can determine the reason or extent of the bias (Larson et al., 2016) , nor can anyone determine the reason for any particular prediction. By using COMPAS, users implicitly assumed that a transparent model would not be sufficiently accurate for recidivism prediction, i.e., they assumed that a black box model would provide better accuracy. We wondered whether there was indeed no transparent and sufficiently accurate model. Answering this question requires solving a computationally hard problem. Namely, we would like to both find a transparent model that is optimal within a particular pre-determined class of models and produce a certificate of its optimality. This would enable one to say, for this problem and model class, with certainty and before resorting to black box methods, whether there exists a transparent model.
To that end, we consider the class of rule lists assembled from pre-mined frequent itemsets and search for an optimal rule list that minimizes a regularized risk function, R. This is a hard discrete optimization problem. Brute force solutions that minimize R are computationally prohibitive due to the exponential number of possible rule lists. However, this is a worst case bound that is not realized in practical settings. For realistic cases, it is possible to solve fairly large cases of this problem to optimality, with the careful use of algorithms, data structures, and implementation techniques.
We develop specialized tools from the fields of discrete optimization and artificial intelligence. Specifically, we introduce a special branch-and-bound algorithm, called Certifiably Optimal RulE ListS (CORELS) , that provides (1) the optimal solution, (2) a certificate of optimality, and (3) optionally, a collection of near-optimal solutions and the distance between each such solution and the optimal one. The certificate of optimality means that we can investigate how close other models (e.g., models provided by greedy algorithms) are to optimal. In particular, we can investigate if the rule lists from probabilistic approaches are nearly optimal or whether those approaches sacrifice too much accuracy in the interest of speed.
Within its branch-and-bound procedure, CORELS maintains a lower bound on the minimum value of R that each incomplete rule list can achieve. This allows CORELS to prune an incomplete rule list (and every possible extension) if the bound is larger than the error of the best rule list that it has already evaluated. The use of careful bounding techniques leads to massive pruning of the search space of potential rule lists. It continues to consider incomplete and complete rule lists until it has either examined or eliminated every rule list from consideration. Thus, CORELS terminates with the optimal rule list and a certificate of optimality.
The efficacy of CORELS depends on how much of the search space our bounds allow us to prune; we seek a tight lower bound on R. The bound we maintain throughout execution is a maximum of several bounds, that come in three categories. The first category of bounds are those intrinsic to the rules themselves. This category includes bounds stating that each rule must capture sufficient data; if not, the rule list is provably non-optimal. The second type of bound compares a lower bound on the value of R to that of the current best solution. This allows us to exclude parts of the search space that could never be better than our current solution. Finally, our last type of bound is based on comparing incomplete rule lists that capture the same data and allow us to pursue only the most accurate option. This last class of bounds is especially important -without our use of a novel symmetry-aware map, we are unable to solve most problems of reasonable scale. This symmetry-aware map keeps track of the best accuracy over all observed permutations of a given incomplete rule list.
We keep track of these bounds using a modified prefix tree, a data structure also known as a trie. Each node in the prefix tree represents an individual rule; thus, each path in the tree represents a rule list such that the final node in the path contains metrics about that rule list. This tree structure, together with a search policy and sometimes a queue, enables a variety of strategies, including breadth-first, best-first, and stochastic search. In particular, we can design different best-first strategies by customizing how we order elements in a priority queue. In addition, we are able to limit the number of nodes in the tree and thereby enable tuning of space-time tradeoffs in a robust manner. This tree structure is a useful way of organizing the generation and evaluation of rule lists, and is parallelizable.
We evaluated CORELS on a number of publicly available datasets. Our metric of success was 10-fold cross-validated prediction accuracy on a subset of the data. These datasets involve hundreds of rules and thousands of observations. CORELS is generally able to find an optimal rule list in a matter of seconds and certify its optimality within about 10 minutes. We show that we are able to achieve better or similar out-of-sample accuracy on these datasets compared to the popular greedy algorithms, CART and C4.5.
CORELS targets large (not massive) problems, where interpretability and certifiable optimality are important. We illustrate the efficacy of our approach using (1) the ProPublica COMPAS dataset (Larson et al., 2016) , for the problem of two-year recidivism prediction, and (2) the NYCLU 2014 stop-and-frisk dataset (New York Civil Liberties Union, 2014) , to predict whether a weapon will be found on a stopped individual who is frisked or searched. We produce certifiably optimal, interpretable rule lists that achieve the same accuracy as approaches such as random forests. This calls into question the need for use of a proprietary, black box algorithm for recidivism prediction.
Our implementation of CORELS is at https://github.com/nlarusstone/corels. 1
Related Work
We discuss related literature in several subfields, and highlight two recent works that this paper builds on.
Interpretable Models: There is a growing interest in interpretable (transparent, comprehensible) models because of their societal importance (see Rüping, 2006; Bratko, 1997; Dawes, 1979; Vellido et al., 2012; Giraud-Carrier, 1998; Holte, 1993; Shmueli, 2010; Huysmans et al., 2011; Freitas, 2014) . There are now regulations on algorithmic decision-making in the European Union on the "right to an explanation" (Goodman and Flaxman, 2016) that would legally require interpretability in predictions.
Optimal Decision Tree Modeling: The body of work closest to ours is possibly that of optimal decision tree modeling. Since the late 1990's, there has been research on building optimal decision trees using optimization techniques (Bennett and Blue, 1996; Dobkin et al., 1996) , continuing until the present (Farhangfar et al., 2008) . A particularly interesting paper along these lines is that of Nijssen and Fromont (2010) , who created a "bottom-up" way to form optimal decision trees. Their method performs an expensive search step, mining all possible leaves (rather than all possible rules), and uses those leaves to form trees. Their method can lead to memory problems, but it is possible that these memory issues can be mitigated using the theorems in this paper. 2 Another work close to ours is that of Garofalakis et al. (2000) , who introduce an algorithm to generate more interpretable decision trees by allowing constraints to be placed on the size of the decision tree. During tree construction, they bound the possible Minimum Description Length (MDL) cost of every different split at a given node. If every split at that node is more expensive than the actual cost of the current subtree, then that node can be pruned. In this way, they are able to prune the tree while constructing it instead of just constructing the tree and then pruning at the end. They do not aim for optimal trees; they build trees that obey constraints, and find optimal subtrees within the trees that were built during the building phase.
Greedy splitting and pruning: Unlike optimal decision tree methods, methods like CART (Breiman et al., 1984) and C4.5 (Quinlan, 1993) do not perform exploration of the search space beyond greedy splitting. There are a huge number of algorithms in this class.
Bayesian tree and rule list methods: Some of these approaches that aim to explore the space of trees (Dension et al., 1998; Chipman et al., 2002 Chipman et al., , 2010 use Monte Carlo methods. However, the space of trees of a given depth is much larger than the space of rule lists of that same level of depth, and the trees within these algorithms are grown in a top-down greedy way. Because of this, the authors noted that their MCMC chains tend to reach only locally optimal solutions. This explains why Bayesian rule-based methods (Letham et al., 2015; Yang et al., 2016) have tended to be more successful in escaping local minima. Our work builds specifically on that of Yang et al. (2016) . In particular, we use their library for efficiently representing and operating on bit vectors, and build on their bounds. Note that the RIPPER algorithm (Cohen, 1995) is similar to the Bayesian tree methods in that it grows, prunes, and then locally optimizes.
Rule learning methods: Most rule learning methods are not designed for optimality or interpretability, but for computational speed and/or accuracy. In associative classification (Vanhoof and Depaire, 2010; Liu et al., 1998; Li et al., 2001; Yin and Han, 2003) , classifiers are often formed greedily from the top down as rule lists, or they are formed by taking the simple union of pre-mined rules, whereby any observation that fits into any of the rules is classified as positive. In inductive logic programming (Muggleton and De Raedt, 1994) , algorithms construct disjunctive normal form patterns via a set of operations (rather than using optimization). These approaches are not appropriate for obtaining a guarantee of 2. There is no public version of their code for distribution as of this writing.
optimality. Methods for decision list learning construct rule lists iteratively in a greedy way (Rivest, 1987; Sokolova et al., 2003; Marchand and Sokolova, 2005; Rudin et al., 2013; Goessling and Kang, 2015) ; these too have no guarantee of optimality, and tend not to produce optimal rule lists in general. Some methods allow for interpretations of single rules, without constructing rule lists (McCormick et al., 2012) .
There is a tremendous amount of related work in other subfields that are too numerous to discuss at length here. We have not discussed rule mining algorithms since they are part of an interchangeable preprocessing step for our algorithm and are deterministically fast (i.e., they will not generally slow our algorithm down). We also did not discuss methods that create disjunctive normal form models, e.g., logical analysis of data, and many associative classification methods.
Related problems with interpretable lists of rules: Beyond trees that are optimized for accuracy and sparsity, rule lists have been developed for various applications, and with exotic types of constraints. For example, Falling Rule Lists (Wang and Rudin, 2015) are constrained to have decreasing probabilities down the list as are rule lists for dynamic treatment regimes (Zhang et al., 2015) and cost-sensitive dynamic treatment regimes (Lakkaraju and Rudin, 2017) . Both Wang and Rudin (2015) and Lakkaraju and Rudin (2017) use Monte Carlo searches to explore the space of rule lists. The method proposed in this paper could potentially be adapted to handle these kinds of interesting problems. We are currently working on bounds for Falling Rule Lists (Chen and Rudin, 2017) similar to those presented here.
Two works that this paper builds on are those of Yang et al. (2016) , and Rudin and Ertekin (2015) . The work of Yang et al. provided the bit vector libraries and several ideas that were used here, and we used their code as a starting point. Their scalable Bayesian rule lists (SBRL) method has uses beyond those of CORELS because SBRL models are probabilistic, producing an estimate of P(Y = 1 | X) for any X, rather than a yes/no classification. On the other hand, because the model is probabilistic, the bounds depend on approximations involving gamma functions. Bounds for CORELS have no such approximations and are substantially tighter. Yang et al. aim to find the optimal solution but do not aim to prove optimality.
Both Yang et al. (2016) and Rudin and Ertekin (2015) contributed bounds that we started from in this work, and in particular, the latter uses the same objective as we do and has some of the same bounds, including the minimum support bound ( §3.7, Theorem 10). However, Ertekin and Rudin's work is for a different purpose, namely it is for building rule lists that can be customized; since the authors use mixed integer programming (MIP), users can easily add constraints to the MIP and create rule lists that obey these arbitrary constraints. As in our framework, their rule lists are certifiably optimal. However, since generic MIP software is used without efficient bounds and data structures like the ones introduced here, much more time can be required to prove optimality and to find the optimal solution.
Learning optimal rule lists
In this section, we present our framework for learning certifiably optimal rule lists. First, we define our setting and useful notation ( §3.1), followed by the objective function we seek to minimize ( §3.2). Next, we describe the principal structure of our optimization algo-if (age = 23 − 25) ∧ (priors = 2 − 3) then predict yes else if (age = 18 − 20) then predict yes else if (sex = male)∧(age = 21−22) then predict yes else if (priors > 3) then predict yes else predict no if p 1 then predict q 1 else if p 2 then predict q 2 else if p 3 then predict q 3 else if p 4 then predict q 4 else predict q 0 Figure 2 : The same 4-rule list d = (r 1 , r 2 , r 3 , r 4 , r 0 ), as in Figure 1 , that predicts twoyear recidivism for the ProPublica dataset. Each rule is of the form r k = p k → q k , for all k = 0, . . . , 4. We also equivalently write d = (d p , δ p , q 0 , K), where d p = (p 1 , p 2 , p 3 , p 4 ), δ p = (1, 1, 1, 1), q 0 = 0, and K = 4. rithm ( §3.3), which depends on a hierarchically structured objective lower bound ( §3.4). We then derive a series of additional bounds that we incorporate into our algorithm because they enable aggressive pruning of our state space.
Rule lists for binary classification
We restrict our setting to binary classification, where rule lists are Boolean functions; this framework is straightforward to generalize to multi-class classification. Let {(x n , y n )} N n=1 denote training data, where x n ∈ {0, 1} J are binary features and y n ∈ {0, 1} are labels. Let x = {x n } N n=1 and y = {y n } N n=1 , and let x n,j denote the j-th feature of x n . A rule list d = (r 1 , r 2 , . . . , r K , r 0 ) of length K ≥ 0 is a (K + 1)-tuple consisting of K distinct association rules, r k = p k → q k , for k = 1, . . . , K, followed by a default rule r 0 . Figure 2 illustrates a rule list, which for clarity, we sometimes call a K-rule list. An association rule r = p → q is an implication corresponding to the conditional statement, "if p, then q." In our setting, an antecedent p is a Boolean assertion that evaluates to either true or false for each datum x n , and a consequent q is a label prediction. For example, (x n,1 = 0) ∧ (x n,3 = 1) → (y n = 1) is an association rule. The final default rule r 0 in a rule list can be thought of as a special association rule p 0 → q 0 whose antecedent p 0 simply asserts true.
Let d = (r 1 , r 2 , . . . , r K , r 0 ) be a K-rule list, where r k = p k → q k for each k = 0, . . . , K. We introduce a useful alternate rule list representation:
, 1} K gives the label predictions associated with d p , and q 0 ∈ {0, 1} is the default label prediction. In Figure 1 , d = (r 1 , r 2 , r 3 , r 4 , r 0 ), and each rule is of the form 
Now let d p be an ordered list of antecedents, and let β be a subset of antecedents in d p . Let us define cap(x n , β | d p ) = 1 if β captures datum x n in the context of d p , i.e., if the first antecedent in d p that evaluates to true for x n is an antecedent in β, and 0 otherwise. Thus,
indicates whether antecedent p k captures datum x n in the context of d p . Now, define supp(β, x) to be the normalized support of β,
and similarly define supp(β, x | d p ) to be the normalized support of β in the context of d p ,
Next, we address how empirical data constrains rule lists. Given training data (x, y),
where the label predictions δ p = (q 1 , . . . , q K ) and q 0 are empirically set to minimize the number of misclassification errors made by the rule list on the training data. Thus for 1 ≤ k ≤ K, label prediction q k corresponds to the majority label of data captured by antecedent p k in the context of d p , and the default q 0 corresponds to the majority label of data not captured by d p . In the remainder of our presentation, whenever we refer to a rule list with a particular prefix, we implicitly assume these empirically determined label predictions.
Finally, we note that our approach leverages pre-mined rules, following the methodology taken by Letham et al. (2015) and Yang et al. (2016) . One of the results we later prove implies a constraint that can be used as a filter during rule mining -antecedents must have at least some minimum support given by the lower bound in Theorem 10.
Objective function
We define a simple objective function for a rule
This objective function is a regularized empirical risk; it consists of a loss (d, x, y), measuring misclassification error, and a regularization term that penalizes longer rule lists. (d, x, y) is the fraction of training data whose labels are incorrectly predicted by d. In our setting, the regularization parameter λ ≥ 0 is a small constant; e.g., λ = 0.01 can be thought of as adding a penalty equivalent to misclassifying 1% of data when increasing a rule list's length by one association rule.
Optimization framework
Our objective has structure amenable to global optimization via a branch-and-bound framework. In particular, we make a series of important observations that each translates into a useful bound, and that together interact to eliminate large parts of the search space. We will discuss these in depth throughout the following sections:
• Lower bounds on a prefix also hold for every extension of that prefix. ( §3.4, Theorem 1)
• We can sometimes prune all rule lists that are longer than a given prefix, even without knowing anything about what rules will be placed below that prefix. ( §3.4, Lemma 2)
• We can calculate a priori an upper bound on the maximum length of an optimal rule list. ( §3.5, Theorem 6)
• Each rule in an optimal rule list must have support that is sufficiently large. This allows us to construct rule lists from frequent itemsets, while preserving the guarantee that we can find a globally optimal rule list from pre-mined rules. ( §3.7, Theorem 10)
• Each rule in an optimal rule list must predict accurately. In particular, the number of observations predicted correctly by each rule in an optimal rule list must be above a threshold. ( §3.7, Theorem 11)
• We need only consider the optimal permutation of antecedents in a prefix; we can omit all other permutations. ( §3.10, Theorem 17 and Corollary 18)
• If multiple observations have identical features and opposite labels, we know that any model will make mistakes. In particular, the number of mistakes on these observations will be at least the number of observations with the minority label. ( §3.14, Theorem 22)
Hierarchical objective lower bound
We can decompose the misclassification error into two contributions corresponding to the prefix and the default rule:
where
is the fraction of data captured and misclassified by the prefix, and
is the fraction of data not captured by the prefix and misclassified by the default rule. Eliminating the latter error term gives a lower bound b(d p , x, y) on the objective,
where we have suppressed the lower bound's dependence on label predictions δ p because they are fully determined, given (d p , x, y). Furthermore, as we state next in Theorem 1,
gives a lower bound on the objective of any rule list whose prefix starts with d p .
Theorem 1 (Hierarchical objective lower bound)
to be the set of all rule lists whose prefixes starts with
Notice that d p yields the same mistakes as d p , and possibly additional mistakes:
where we have used the fact that cap(
To generalize, consider a sequence of prefixes such that each prefix starts with all previous prefixes in the sequence. It follows that the corresponding sequence of objective lower Algorithm 1 Branch-and-bound for learning rule lists.
Initialize best rule list and objective
Initialize queue with empty prefix while Q not empty do Stop when queue is empty
Update best rule list and objective
Identify provably optimal solution bounds increases monotonically. This is precisely the structure required and exploited by branch-and-bound, illustrated in Algorithm 1. Specifically, the objective lower bound in Theorem 1 enables us to prune the state space hierarchically. While executing branch-and-bound, we keep track of the current best (smallest) objective R c , thus it is a dynamic, monotonically decreasing quantity. If we encounter a prefix d p with lower bound b(d p , x, y) ≥ R c , then by Theorem 1, we needn't consider any rule list d ∈ σ(d p ) whose prefix d p starts with d p . For the objective of such a rule list, the current best objective provides a lower bound, i.e.,
, and thus d cannot be optimal.
Next, we state an immediate consequence of Theorem 1.
Lemma 2 (Objective lower bound with one-step lookahead) Let d p be a K-prefix and let R c be the current best objective. If
Proof By the definition of the lower bound (10), which includes the penalty for longer prefixes,
Therefore, even if we encounter a prefix d p with lower bound b(d p , x, y) ≤ R c , as long as b(d p , x, y) + λ ≥ R c , then we can prune all prefixes d p that start with and are longer than d p .
Upper bounds on prefix length
The simplest upper bound on prefix length is given by the total number of available antecedents. 
Proof Rule lists consist of distinct rules by definition.
At any point during branch-and-bound execution, the current best objective R c implies an upper bound on the maximum prefix length we might still have to consider. 
where λ is the regularization parameter. Furthermore, if d c is a rule list with objective R(d c , x, y) = R c , length K, and zero misclassification error, then for every optimal rule
Proof For an optimal rule list d * with objective R * ,
The maximum possible length for d * occurs when (d * , x, y) is minimized; combining with Proposition 3 gives bound (14). For the rest of the proof, let K * = L(d * ) be the length of d * . If the current best rule list d c has zero misclassification error, then
and thus K * ≤ K. If the current best rule list is suboptimal, i.e.,
in which case
The latter part of Theorem 4 tells us that if we only need to identify a single instance of an optimal rule list d * ∈ argmin d R(d, x, y), and we encounter a perfect K-prefix with zero misclassification error, then we can prune all prefixes of length K or greater.
Corollary 5 (Simple upper bound on prefix length) Let L(d) be the length of rule
Proof Let d = ((), (), q 0 , 0) be the empty rule list; it has objective R(d, x, y) = (d, x, y) ≤ 1/2, which gives an upper bound on R c . Combining with (14) and Proposition 3 gives (18).
For any particular prefix d p , we can obtain potentially tighter upper bounds on prefix length for the family of all prefixes that start with d p .
Theorem 6 (Prefix-specific upper bound on prefix length)
be any rule list such that d p starts with d p , and let R c be the current best objective. If d p has lower bound b(d p , x, y) < R c , then
and from (11) 
Combining these bounds and rearranging gives
Combining (21) with b(d p , x, y) < R c and Proposition 3 gives (19).
We can view Theorem 6 as a generalization of our one-step lookahead bound (Lemma 2), as (19) is equivalently a bound on K − K, an upper bound on the number of remaining 'steps' corresponding to an iterative sequence of single-rule extensions of a prefix d p . Notice that when d = ((), (), q 0 , 0) is the empty rule list, this bound replicates (14), since b(d p , x, y) = 0.
Upper bounds on the number of prefix evaluations
In this section, we use our upper bounds on prefix length from §3.5 to derive corresponding upper bounds on the number of prefix evaluations made by Algorithm 1. First, we present Theorem 7, in which we use information about the state of Algorithm 1's execution to calculate, for any given execution state, upper bounds on the number of additional prefix evaluations that might be required for the execution to complete. This number of remaining evaluations is equal to the number of prefixes that are currently in or will be inserted into the queue. The relevant execution state depends on the current best objective R c and information about prefixes we are planning to evaluate, i.e., prefixes in the queue Q of Algorithm 1. After Theorem 7, we present two weaker propositions that provide useful intuition.
Theorem 7 (Fine-grain upper bound on remaining prefix evaluations) Consider the state space of all rule lists formed from a set of M antecedents, and consider Algorithm 1 at a particular instant during execution. Let R c be the current best objective, let Q be the queue, and let L(d p ) be the length of prefix d p . Define Γ(R c , Q) to be the number of remaining prefix evaluations, then
Proof The number of remaining prefix evaluations is equal to the number of prefixes that are currently in or will be inserted into queue Q. For any such prefix d p , Theorem 6 gives an upper bound on the length of any prefix d p that starts with d p :
This gives an upper bound on the number of remaining prefix evaluations:
Our first proposition below is a naïve upper bound on the total number of prefix evaluations over the course of Algorithm 1's execution. It only depends on the number of rules and the regularization parameter λ; i.e., unlike Theorem 7, it does not use algorithm execution state to bound the size of the search space.
Proposition 8 (Upper bound on the total number of prefix evaluations) Define Γ tot (S) to be the total number of prefixes evaluated by Algorithm 1, given the state space of all rule lists formed from a set S of M rules. For any set S of M rules,
Proof By Corollary 5, K ≡ min( 1/2λ , M ) gives an upper bound on the length of any optimal rule list. Since we can think of our problem as finding the optimal selection and permutation of k out of M rules, over all k ≤ K,
Our next upper bound is strictly tighter than the bound in Proposition 8. Like Theorem 7, it uses the current best objective and information about the lengths of prefixes in the queue to constrain the lengths of prefixes in the remaining search space. However, Proposition 9 is weaker than Theorem 7 because it leverages only coarse-grain information from the queue. Specifically, Theorem 7 is strictly tighter because it additionally incorporates prefix-specific objective lower bound information from prefixes in the queue, which further constrains the lengths of prefixes in the remaining search space.
Proposition 9 (Coarse-grain upper bound on remaining prefix evaluations) Consider a state space of all rule lists formed from a set of M antecedents, and consider Algorithm 1 at a particular instant during execution. Let R c be the current best objective, let Q be the queue, and let L(d p ) be the length of prefix d p . Let Q j be the number of prefixes of length j in Q,
and let J = argmax dp∈Q L(d p ) be the length of the longest prefix in Q. Define Γ(R c , Q) to be the number of remaining prefix evaluations, then
Proof The number of remaining prefix evaluations is equal to the number of prefixes that are currently in or will be inserted into queue Q. For any such remaining prefix d p , Theorem 4 gives an upper bound on its length; define K to be this bound:
the maximum number of prefixes that start with d p and remain to be evaluated is:
where P (T, k) denotes the number of k-permutations of T . This gives an upper bound on the number of remaining prefix evaluations:
Lower bounds on antecedent support
In this section, we give two lower bounds on the normalized support of each antecedent in any optimal rule list; both are related to the regularization parameter λ.
Theorem 10 (Lower bound on antecedent support)
. . , p K ), the regularization parameter λ provides a lower bound on the normalized support of p k ,
, where q k need not be the same as q k , for k > i and k = 0. The largest possible discrepancy between d * and d would occur if d * correctly classified all the data captured by p i , while d misclassified these data. This gives an upper bound:
where supp(p i , x | d p ) is the normalized support of p i in the context of d p , defined in (5), and the regularization 'bonus' comes from the fact that d is one rule shorter than d * .
At the same time, we must have R * < R(d, x, y) for d * to be optimal. Combining this with (33) and rearranging gives (32), therefore the regularization parameter λ provides a lower bound on the support of an antecedent p i in an optimal rule list d * .
Thus, we can prune a prefix d p if any of its antecedents do not capture more than a fraction λ of data, even if b(d p , x, y) < R * . Notice that the bound in Theorem 10 depends on the antecedents, but not the label predictions, and thus doesn't account for misclassification error. Theorem 11 gives a tighter bound by leveraging this additional information, which specifically tightens the upper bound on R(d, x, y) in (33).
Theorem 11 (Lower bound on accurate antecedent support) Let d * be any optimal rule list with objective R * , i.e.,
to be the fraction of data that are captured by p k and correctly classified:
The regularization parameter λ provides a lower bound on a k :
Proof As in Theorem 10, let d = (d p , δ p , q 0 , K − 1) be the rule list derived from d * by deleting a rule p i → q i . Now, let us define i to be the portion of R * due to this rule's misclassification error,
The largest discrepancy between d * and d would occur if d misclassified all the data captured by p i . This gives an upper bound on the difference between the misclassification error of d and d * :
where we defined a i in (34). Relating this bound to the objectives of d and d * gives
Combining (38) with the requirement R * < R(d, x, y) gives the bound λ < a i .
Thus, we can prune a prefix if any of its rules do not capture and correctly classify at least a fraction λ of data. While the lower bound in Theorem 10 is a sub-condition of the lower bound in Theorem 11, we can still leverage both -since the sub-condition is easier to check, checking it first can accelerate pruning. In addition to applying Theorem 10 in the context of constructing rule lists, we can furthermore apply it in the context of rule mining ( §3.1). Specifically, it implies that we should only mine rules with normalized support greater than λ; we need not mine rules with a smaller fraction of observations. In contrast, we can only apply Theorem 11 in the context of constructing rule lists; it depends on the misclassification error associated with each rule in a rule list, thus it provides a lower bound on the number of observations that each such rule must correctly classify.
Upper bound on antecedent support
In the previous section ( §3.7), we proved lower bounds on antecedent support; in this section, we give an upper bound on antecedent support. Specifically, Theorem 12 shows that an antecedent's support in a rule list cannot be too similar to the set of data not captured by preceding antecedents in the rule list.
Theorem 12 (Upper bound on antecedent support) Let d * = (d p , δ p , q 0 , K) be any optimal rule list with objective R * , i.e., d * ∈ argmin d R(d, x, y), and let
, with equality implying that there also exists a shorter optimal
has support less than the fraction of all data not captured by preceding antecedents, by an amount greater than the regularization parameter λ:
Proof We begin by focusing on the last antecedent in a rule list. 
Since d p starts with d p , its prefix misclassification error is at least as great; the only discrepancy between the misclassification errors of d and d can come from the difference between the support of the set of data not captured by d p and the support of p K+1 :
The best outcome for d would occur if its misclassification error were smaller than that of d by , therefore
d is an optimal rule list, i.e., d ∈ argmin D R(D, x, y), if and only if R(d , x, y) = R(d, x, y) = R * , which requires = λ. Otherwise, < λ, in which case
i.e., d is not optimal. This proves the first half of Theorem 12.
To finish, we prove the bound in (40) by contradiction. First, note that the data not captured by d p has normalized support ≤ λ, i.e., Similar to Theorem 10, our lower bound on antecedent support, we can apply Theorem 12 in the contexts of both constructing rule lists and rule mining ( §3.1). Theorem 12 implies that if we only seek a single optimal rule list, then during branch-and-bound execution, we can prune a prefix if we ever add an antecedent with support too similar to the support of set of data not captured by the preceding antecedents. One way to view this result is that if
the default rule of d. As a result, the misclassification error of d must be similar to that of d, and any reduction may not be sufficient to offset the penalty for longer prefixes. Furthermore, Theorem 12 implies that we should only mine rules with normalized support less than 1 − λ; we need not mine rules with a larger fraction of observations.
Antecedent rejection and its propagation
In this section, we demonstrate further consequences of our lower ( §3.7) and upper bounds ( §3.8) on antecedent support, under a unified framework we refer to as antecedent rejection. 
) and P K = p K . It follows that P K has insufficient support in prefix D p , and furthermore, D cannot be optimal, i.e., D / ∈ argmin d R(d, x, y).
Proof The support of p K in d p depends only on the set of antecedents in
Similarly, the support of P K in D p depends only on the set of antecedents in D K p = (P 1 , . . . , P K ):
The first inequality reflects the condition that 
. . , p K−1 ) and let D = (D p , ∆ p , Q 0 , κ) be any rule list with prefix D p = (P 1 , . . . , P κ ) and labels ∆ p = (Q 1 , . . . , Q κ ), such that D p starts with
Proof The accurate support of P K in D p is insufficient:
The first inequality reflects the condition that
), the next equality reflects the fact that P K = p K . For the following equality, notice that Q K is the majority class label of data captured by P K in D p , and q K is the majority class label of data captured by P K in d p , and recall from (48) that supp(
Proposition 16 (Excessive antecedent support propagates) Define φ(d p ) as in (46), and let d p = (p 1 , . . . , p K ) be a prefix, such that its last antecedent p K has excessive support, i.e., the opposite of the bound in (39):
) and P K = p K . It follows that P K has excessive support in prefix D p , and furthermore, D / ∈ argmin d R(d, x, y).
Proof Since D K p = (P 1 , . . . , P K ) contains all the antecedents in d p , we have that
Expanding these two terms gives
Rearranging gives
Theorem 13 implies potentially significant computational savings. During branch-andbound execution, if we ever encounter a prefix d p = (p 1 , . . . , p K−1 , p K ) that rejects its last antecedent p K , then we can prune d p . Furthermore, we can also prune any prefix d p whose antecedents contains the set of antecedents in d p , in almost any order, with the constraint that all antecedent in {p 1 , . . . , p K−1 } precede p K .
Equivalent support bound
Let D p be a prefix, and let ξ(D p ) be the set of all prefixes that capture exactly the same data as D p . Now, let d be a rule list with prefix d p in ξ(D p ), such that d has the minimum objective over all rule lists with prefixes in ξ(D p ). Finally, let d be a rule list whose prefix d p starts with d p , such that d has the minimum objective over all rule lists whose prefixes start with d p . Theorem 17 below implies that d also has the minimum objective over all rule lists whose prefixes start with any prefix in ξ(D p ).
Theorem 17 (Equivalent support bound) Define σ(d p ) to be the set of all rule lists whose prefixes starts with d p , as in (1). Let d = (d p , δ p , q 0 , K) be a rule list with prefix d p = (p 1 , . . . , p K ), and let D = (D p , ∆ p , Q 0 , κ) be a rule list with prefix D p = (P 1 , . . . , P κ ), such that d p and D p capture the same data, i.e.,
If the objective lower bounds of d and
, then the objective of the optimal rule list in σ(d p ) gives a lower bound on the objective of the optimal rule list in σ(D p ):
Proof We begin by defining four related rule lists. First, let d = (d p , δ p , q 0 , K) be a rule list with prefix d p = (p 1 , . . . , p K ) and labels δ p = (q 1 , . . . , q K ). Second, let D = (D p , ∆ p , Q 0 , κ) be a rule list with prefix D p = (P 1 , . . . , P κ ) that captures the same data as d p , and labels 
Similarly, let us expand the second difference as
where we have used the fact that κ − κ = K − K.
The prefixes d p and D p capture the same data. Equivalently, the set of data that is not captured by d p is the same as the set of data that is not captured by D p , i.e.,
Thus, the corresponding rule lists d and D share the same default rule, i.e., q 0 = Q 0 , yielding the same default rule misclassification error:
where we have used the fact that since d p starts with d p , the first K rules in d p make the same mistakes as those in d p . Similarly, we can expand the second difference as 
Next, suppose that the objective lower bounds of d and
Now let d * be an optimal rule list with prefix constrained to start with d p ,
and let K * be the length of d * . Let D * be the analogous κ * -rule list whose prefix starts with D p and ends with the same K * − K antecedents as d * , where κ * = κ + K * − K. By (62),
Furthermore, we claim that D * is an optimal rule list with prefix constrained to start with D p ,
To demonstrate (66), we consider two separate scenarios. In the first scenario, prefixes d p and D p are composed of the same antecedents, i.e., the two prefixes are equivalent up to a permutation of their antecedents, and as a consequence, κ = K and κ * = K * . Here, every rule list d ∈ σ(d p ) that starts with d p has an analogue D ∈ σ(D p ) that starts with D p , such that d and D obey (62), and vice versa, and thus (66) is a direct consequence of (65).
In the second scenario, prefixes d p and D p are not composed of the same antecedents.
∈ D p )} to be the set of antecedents in d p that are not in D p , and define Φ = {P k : (P k ∈ D p ) ∧ (P k / ∈ d p )} to be the set of antecedents in D p that are not in d p ; either φ = ∅, or Φ = ∅, or both.
Suppose φ = ∅, and let p ∈ φ be an antecedent in φ. 
By Theorem 10, antecedent p has insufficient support in D , and thus D cannot be optimal, i.e., D / ∈ argmin D † ∈σ(Dp) R(D † , x, y). By a similar argument, if Φ = ∅ and P ∈ Φ, and d ∈ σ(d p ) is any rule list whose prefix starts with d p and contains antecedent P , then d cannot be optimal, i.e., d / ∈ argmin d † ∈σ(dp) R(d † , x, y). To finish justifying claim (66) for the second scenario, first define
to be the set of all rule lists whose prefixes start with d p and don't contain any antecedents in Φ. Now, recognize that the optimal prefixes in τ (d p , Φ) and σ(d p ) are the same, i.e.,
and similarly, the optimal prefixes in τ (D p , φ) and σ(D p ) are the same, i.e.,
Since we have shown that every d ∈ τ (d p , Φ) has a direct analogue D ∈ τ (D p , φ), such that d and D obey (62), and vice versa, we again have (66) as a consequence of (65). We can now finally combine (63) and (66) to obtain min d ∈σ(dp)
Thus, if prefixes d p and D p capture the same data, and their objective lower bounds obey
, Theorem 17 implies that we can prune D p . Next, in Sections 3.11 and 3.12, we highlight and analyze the special case of prefixes that capture the same data because they contain the same antecedents.
Permutation bound
Let P = {p k } K k=1 be a set of K antecedents, and let Π be the set of all K-prefixes corresponding to permutations of antecedents in P . Now, let d be a rule list with prefix d p in Π, such that d has the minimum objective over all rule lists with prefixes in Π. Finally, let d be a rule list whose prefix d p starts with d p , such that d has the minimum objective over all rule lists whose prefixes start with d p . Corollary 18 below, which can be viewed as special case of Theorem 17, implies that d also has the minimum objective over all rule lists whose prefixes start with any prefix in Π. 
Proof Since prefixes d p and D p contain the same antecedents, they both capture the same data. Thus, we can apply Theorem 17.
Thus if prefixes d p and D p have the same antecedents, up to a permutation, and their objective lower bounds obey b(d p , x, y) ≤ b(D p , x, y), Corollary 18 implies that we can prune D p . We call this symmetry-aware pruning, and we illustrate the subsequent computational savings next in §3.12.
Upper bound on prefix evaluations with symmetry-aware pruning
Here, we present an upper bound on the total number of prefix evaluations that accounts for the effect of symmetry-aware pruning ( §3.11). Since every subset of K antecedents generates an equivalence class of K! prefixes equivalent up to permutation, symmetry-aware pruning dramatically reduces the search space.
First, notice that Algorithm 1 describes a breadth-first exploration of the state space of rule lists. Now suppose we integrate symmetry-aware pruning into our execution of branchand-bound, so that after evaluating prefixes of length K, we only keep a single best prefix from each set of prefixes equivalent up to a permutation.
Theorem 19 (Upper bound on prefix evaluations with symmetry-aware pruning) Consider a state space of all rule lists formed from a set S of M antecedents, and consider the branch-and-bound algorithm with symmetry-aware pruning. Define Γ tot (S) to be the total number of prefixes evaluated. For any set S of M rules,
where K = min( 1/2λ , M ).
Proof By Corollary 5, K ≡ min( 1/2λ , M ) gives an upper bound on the length of any optimal rule list. The algorithm begins by evaluating the empty prefix, followed by M prefixes of length k = 1, then P (M, 2) prefixes of length k = 2, where P (M, 2) is the number of size-2 subsets of {1, . . . , M }. Before proceeding to length k = 3, we keep only C(M, 2) prefixes of length k = 2, where C(M, k) denotes the number of k-combinations of M . Now, the number of length k = 3 prefixes we evaluate is C(M, 2)(M − 2). Propagating this forward gives
Pruning based on permutation symmetries thus yields significant computational savings. Let us compare, for example, to the naïve number of prefix evaluations given by the upper bound in Proposition 8. If M = 100 and K = 5, then the naïve number is about 9.1 × 10 9 , while the reduced number due to symmetry-aware pruning is about 3.9 × 10 8 , which is smaller by a factor of about 23. If M = 1000 and K = 10, the number of evaluations falls from about 9.6 × 10 29 to about 2.7 × 10 24 , which is smaller by a factor of about 360,000.
While 10 24 seems infeasibly enormous, it does not represent the number of rule lists we evaluate. As we show in our experiments ( §6), our permutation bound in Corollary 18 and our other bounds together conspire to reduce the search space to a size manageable on a single computer. The choice of M = 1000 and K = 10 in our example above corresponds to the state space size our efforts target. K = 10 rules represents a (heuristic) upper limit on the size of an interpretable rule list, and M = 1000 represents the approximate number of rules with sufficiently high support (Theorem 10) we expect to obtain via rule mining ( §3.1).
Similar support bound
We now present a relaxation of our equivalent support bound from Theorem 17. Note that our implementation ( §5) does not currently leverage the bound in Theorem 20.
Theorem 20 (Similar support bound) Define σ(d p ) to be the set of all rule lists whose prefixes starts with d p , as in (1). Let d p = (p 1 , . . . , p K ) and D p = (P 1 , . . . , P κ ) be prefixes that capture nearly the same data. Specifically, define ω to be the normalized support of data captured by d p and not captured by D p , i.e.,
Similarly, define Ω to be the normalized support of data captured by D p and not captured by d p , i.e.,
We can bound the difference between the objectives of the optimal rule lists in σ(d p ) and σ(D p ) as follows:
where b(d p , x, y) and b(D p , x, y) are the objective lower bounds of d and D, respectively.
Proof We begin by defining four related rule lists. First,
be a rule list with prefix D p = (P 1 , . . . , P κ ) and labels ∆ p = (Q 1 , . . . , Q κ ). Define ω as in (76) and Ω as in (77), and require that ω,
be any rule list whose prefix starts with d p , such that K ≥ K. Denote the prefix and labels of d by
to be the 'analogous' rule list, i.e., whose prefix D p = (P 1 , . . . , P κ , P κ+1 , . . . , P κ ) = (P 1 , . . . , P κ , p K+1 , . . . , p K ) starts with D p and ends with the same 
Now let D * be an optimal rule list with prefix constrained to start with D p ,
and let κ * be the length of D * . Also let d * be the analogous K * -rule list whose prefix starts with d p and ends with the same κ * − κ antecedents as D * , where
Theorem 20 implies that if prefixes d p and D p are similar, and we know the optimal objective of rule lists starting with d p , then
where R c is the current best objective, and χ is the normalized support of the set of data captured either exclusively by d p or exclusively by D p . It follows that
To conclude, we summarize this result and combine it with our notion of lookahead from Lemma 2. During branch-and-bound execution, if we demonstrate that min d ∈σ(dp) R(d , x, y) ≥ R c , then we can prune all prefixes that start with any prefix D p in the following set:
Equivalent points bound
The bounds in this section quantify the following: If multiple observations that are not captured by a prefix d p have identical features and opposite labels, then no rule list that starts with d p can correctly classify all these observations. For each set of such observations, the number of mistakes is at least the number of observations with the minority label within the set. Consider a dataset {(x n , y n )} N n=1 and also a set of antecedents {s m } M m=1 . Define distinct datapoints to be equivalent if they are captured by exactly the same antecedents, i.e., x i = x j are equivalent if
Notice that we can partition a dataset into sets of equivalent points; let {e u } U u=1 enumerate these sets. Now define θ(e u ) to be the normalized support of the minority class label with respect to set e u , e.g., let
and let q u be the minority class label among points in e u , then
The existence of equivalent points sets with non-singleton support yields a tighter objective lower bound that we can combine with our other bounds; as our experiments demonstrate ( §6), the practical consequences can be dramatic. First, for intuition, we present a general bound in Proposition 21; next, we explicitly integrate this bound into our framework in Theorem 22.
Proposition 21 (General equivalent points bound)
Proof Recall that the objective is R(d, x, y) = (d, x, y) + λK, where the misclassification error (d, x, y) is given by
In the context of the rule list d, each set of equivalent points is classified by either a specific antecedent p k in d, or the default rule p 0 . For a set of equivalent points u, the rule list d correctly classifies either points that have the majority class label, or points that have the minority class label. Thus, d misclassifies a number of points in u at least as great as the number of points with the minority class label. To translate this into a lower bound on (d, x, y), we first sum over all sets of equivalent points, and then for each such set, count differences between class labels and the minority class label of the set, instead of counting mistakes:
Next, we factor out the indicator for equivalent point set membership, which yields a term that sums to one, because every datum is either captured or not captured by prefix d p .
where the final equality applies the definition of θ(e u ) in (87). Therefore,
Now, recall that to obtain our lower bound b(d p , x, y) in (10), we simply deleted the default rule misclassification error 0 (d p , q 0 , x, y) from the objective R(d, x, y). Theorem 22 obtains a tighter objective lower bound via a tighter lower bound on the default rule misclassification error, 0 
Proof We derive a lower bound on the default rule misclassification error 0 (d p , q 0 , x, y), analogous to the lower bound (90) on the misclassification error (d, x, y) in the proof of Proposition 21. As before, we sum over all sets of equivalent points, and then for each such set, we count differences between class labels and the minority class label of the set, instead of counting mistakes made by the default rule:
where the final equality comes from the definition of b 0 (d p , x, y) in (93). Since we can write the objective R(d, x, y) as the sum of the objective lower bound b(d p , x, y) and default rule misclassification error 0 (d p , q 0 , x, y), applying (94) gives a lower bound on R(d, x, y):
It follows that for any rule list d ∈ σ(d) whose prefix d p starts with d p , we have
Finally, we show that the lower bound on R(d, x, y) in (95) is not greater than the lower bound on R(d , x, y) in (96). First, let us define
Now, we write a lower bound on b(d p , x, y) with respect to b(d p , x, y):
Next, we write b 0 (d p , x, y) with respect to b 0 (d p , x, y),
thus rearranging gives
Combining (96) with first (100) and then (98) gives:
Incremental computation
For every prefix d p evaluated during Algorithm 1's execution, we compute the objective lower bound b(d p , x, y) and sometimes the objective R(d, x, y) of the corresponding rule list d. These calculations are the dominant computations with respect to execution time. This motivates our use of a highly optimized library, designed by Yang et al. (2016) for representing rule lists and performing operations encountered in evaluating functions of rule lists. Furthermore, we exploit the hierarchical nature of the objective function and its lower bound to compute these quantities incrementally throughout branch-and-bound execution.
In this section, we provide explicit expressions for the incremental computations that are central to our approach. Later, in §5, we describe a cache data structure for supporting our incremental framework in practice. For completeness, before presenting our incremental expressions, let us begin by writing down the objective lower bound and objective of the empty rule list, d = ((), (), q 0 , 0), the first rule list evaluated in Algorithm 1. Since its prefix contains zero rules, it has zero prefix misclassification error and also has length zero. Thus, the empty rule list's objective lower bound is zero:
Since none of the data are captured by the empty prefix, the default rule corresponds to the majority class, and the objective corresponds to the default rule misclassification error:
Now, we derive our incremental expressions for the objective function and its lower bound.
. . , q K ) and δ p = (q 1 , . . . , q K , q K+1 ) be the corresponding labels. The hierarchical structure of Algorithm 1 enforces that if we ever evaluate d , then we will have already evaluated both the objective and objective lower bound of its parent, d. We would like to reuse as much of these computations as possible in our evaluation of d . We can write the objective lower bound of d incrementally, with respect to the objective lower bound of d: 
Instead, we can compute the objective of d incrementally with respect to its objective lower bound:
The expression in (107) is much simpler than the naïve one in (106), and is a function of b(d p , x, y), which we computed in (105). Though we could compute the objective of d incrementally with respect to that of d, doing so would in practice require that we also store R(d, x, y); we prefer the approach suggested by (107) since it avoids this additional storage overhead. We present an incremental branch-and-bound procedure in Algorithm 2, and show the incremental computations of the objective lower bound (105) and objective (107) as two separate functions in Algorithms 3 and 4, respectively. In Algorithm 2, we use a cache to store prefixes and their objective lower bounds. Algorithm 2 additionally reorganizes the structure of Algorithm 1 to group together the computations associated with all children of a particular prefix. This has two advantages. The first is to consolidate cache queries: all children of the same parent prefix compute their objective lower bounds with respect to the parent's stored value, and we only require one cache 'find' operation for the entire group of children, instead of a separate query for each child. The second is to shrink the queue's size: instead of adding all of a prefix's children as separate queue elements, we represent the entire group of children in the queue by a single element. Since the number of children associated with each prefix is close to the total number of possible antecedents, both of these effects can yield significant savings. For example, if we are trying to optimize over rule lists formed from a set of 1000 antecedents, then the maximum queue size in Algorithm 2 will be smaller than that in Algorithm 1 by a factor of nearly 1000.
Implementation
We implement our algorithm using a collection of optimized data structures: a trie (prefix tree), a symmetry-aware map, and a queue. The trie acts like a cache, keeping track of Number of data not captued by D p with label 1 if n f /n g > 0.5 then return (n f − n g )/N Default rule misclassification error with label 1 else return n g /N Default rule misclassification error with label 0 end if end function mutation P i into the symmetry-aware map, we check if there exists a permutation P j of P i already in the map. If the lower bound of P i is better than that of P j , we update the map and remove P j and its subtree from the trie. Otherwise we do nothing (i.e., we do not insert P i into the symmetry-aware map or the trie).
We use a queue to store all of the leaves of the trie that still need to be explored. We order entries in the queue to implement several different policies. A first-in-first-out (FIFO) queue implements breadth-first search (BFS), and a priority queue implements best-first search. Example priority queue policies include ordering by the lower bound, the objective, or a custom metric that maps prefixes to real values. We also support a stochastic exploration process that bypasses the need for a queue by instead following random paths from the root to leaves. We find that ordering by the lower bound and other priority metrics often leads to a shorter runtime than using BFS.
Mapping our algorithm to our data structures produces the following execution strategy. While the trie contains unexplored leaves, a scheduling policy selects the next prefix to extend. Then, for every antecedent that is not already in this prefix, we calculate the lower bound, objective, and other metrics for the rule list formed by appending the antecedent to the prefix. If the lower bound of the new rule list is less than the current minimum objective, we insert that rule list into the symmetry-aware map, trie, and queue, and, if relevant, update the current minimum objective. If the lower bound is greater than the minimum objective, then no extension of this rule list could possibly be optimal, thus we do not insert the new rule list into the tree or queue. We also leverage our other bounds from §3 to aggressively prune the search space.
During execution, we garbage collect the trie. Each time we update the minimum objective, we traverse the trie in a depth-first manner, deleting all subtrees of any node with lower bound larger than the current minimum objective. At other times, when we encounter a node with no children, we prune upwards-deleting that node and recursively traversing the tree towards the root, deleting any childless nodes. This garbage collection allows us to constrain the trie's memory consumption, though in our experiments we observe the minimum objective to decrease only a small number of times.
Our implementation of CORELS is at https://github.com/nlarusstone/corels.
Experiments
Our experimental analysis addresses five questions: (1) How does CORELS' accuracy compare to other algorithms? (2) How does CORELS' model size compare to other algorithms? (3) How rapidly does the objective function converge? (4) How rapidly does CORELS prune the search space? (5) How much does each of the implementation optimizations contribute to CORELS' performance?
All results that we present were executed on a server with two Intel Xeon E5-2699 v4 (55 MB cache, 2.20 GHz) processors and 448 GB RAM. Except where we mention a memory constraint, all experiments can run comfortably on smaller machines, e.g., a laptop with 16GB RAM.
Our evaluation focuses on two socially-important prediction problems associated with recent, publicly-available datasets:
• Predicting which individuals in the ProPublica COMPAS dataset (Larson et al., 2016) recidivate within two years.
• Using the NYCLU 2014 stop-and-frisk dataset (New York Civil Liberties Union, 2014) to predict whether a weapon will be found on a stopped individual who is frisked or searched.
Our choice of and approach to the second problem is inspired by the work of Goel et al. (2016) , who develop regression models to analyze racial disparities in New York City's stopand-frisk policy, for a similar, larger dataset. In particular, the authors arrive at a simple if (location = transit authority) then predict yes else if (stop reason = suspicious object) then predict yes else if (stop reason = suspicious bulge) then predict yes else predict no Figure 3 : An example rule list that predicts whether a weapon will be found on a stopped individual who is frisked or searched, for the NYCLU stop-and-frisk dataset. This is the most common optimal rule list found by CORELS across 10 cross-validation folds; the others contain the same rules, up to a permutation. and interpretable heuristic that could potentially help police officers more effectively decide when to frisk and/or search stopped individuals, i.e., when such interventions are likely to discover criminal possession of a weapon. We first ran a 10-fold cross validation experiment using CORELS and eight other algorithms: logistic regression, support vector machines, AdaBoost, CART, C4.5, random forests, RIPPER, and scalable Bayesian rule lists (SBRL). 3 We use standard R packages, with default parameter settings, for the first seven algorithms. 4 Figures 1 and 3 show example optimal rule lists that CORELS learns for the ProPublica and NYCLU datasets, respectively. While our goal is to provide illustrative examples, and not to provide a detailed analysis nor to advocate for the use of these specific models, we note that these rule lists are short and easy to understand. In particular, the three-rule list for weapon prediction in Figure 3 .5, we vary the regularization parameter λ, and complexity parameters cp and C, respectively; numbers within parentheses in the legend indicate parameter values. Note that the CART implementation sets cp = 0.01 by default, and C4.5 uses C = 0.25. Legend markers and error bars indicate means and standard deviations, respectively, of test accuracy across cross-validation folds. Small circles mark associated training accuracy means. Top: Two-year recidivism prediction for the ProPublica COMPAS dataset. None of the models exhibit significant overfitting: mean training accuracy never exceeds mean test accuracy by more than about 0.01. Bottom: Weapon prediction for the NYCLU stop-and-frisk dataset.
Only CART with cp = 0.001 significantly overfits. We do not depict C4.5, which finds large models (> 100 leaves) and dramatically overfits for all tested parameters.
et al. (2016) that combines three stop criteria and is based on a reduced version of their full regression model. Figure 4 shows that there were no statistically significant differences in algorithm accuracies. In fact, the difference between folds was far larger than the difference between algorithms. We conclude that CORELS produces models whose accuracy is comparable to those found via other algorithms.
Figure 5 summarizes differences in accuracy and model size for CORELS and other tree (CART, C4.5) and rule list (RIPPER, SBRL) learning algorithms. For both problems, CORELS can learn short rule lists without sacrificing accuracy. : CORELS with (lines) and without (dashes) the equivalent points bound (Theorem 22). Top: Objective value (thin line) and lower bound (thick line) for CORELS, as a function of wall clock time (log scale). Numbered hatch marks along the trace of the objective value indicate when the length of the best known rule list changes, and are labeled by the new length. CORELS quickly achieves the optimal value (star marker), and certifies optimality when the lower bound matches the objective value. A separate execution of CORELS without the equivalent points bound remains far from complete, and its lower bound (dashed line) far from the optimum. Bottom: log 10 Γ(R c , Q) , as a function of wall clock time (log scale), where Γ(R c , Q) is the upper bound on remaining search space size (Theorem 7).
In the remainder, we show results using the ProPublica dataset. The solid lines in Figure 6 illustrate how both the objective (top) and the size of the remaining search space (bottom) decrease as CORELS executes. The objective drops quickly, achieving the optimal value within 10 seconds. CORELS certifies optimality in less than 6 minutes -the objective lower bound of the remaining search space steadily converges to the optimal objective as the search space shrinks.
Finally, we determine the efficacy of each of our bounds and data structure optimizations. Both panels of Figure 6 also highlight a separate execution of CORELS without the equivalent points bound. After nearly 3 hours, the execution is still far from complete; in particular, the lower bound is far from the optimum objective value. Table 1 provides summary statistics for experiments using the full CORELS implementation and five variants that each remove a specific optimization. Figure 7 presents a view of the same experiments. These plots depict the number of prefixes of a given length in the queue during the algorithm's execution.
Removed component t total (min) t opt (s) i total (×10 6 ) Q max (×10 6 ) K max none (CORELS) 5.5 (1.6) 8 (2) 1.7 (0.4) 1.3 (0.4) 5-6 priority queue (BFS) 6.7 (2.2) 4 (1) 1.9 (0.6) 1.5 (0.5) 5-6 support bounds 10.2 (3.4) 13 (4) 2.7 (0.8) 2.2 (0.7) 5-6 symmetry-aware map 58.6 (23.3) 23 (6) 16.0 (5.9) 14.5 (5.7) 5-6 lookahead bound 71.9 (23.0) 9 (2) 18.5 (5.9) 16.3 (5.3) 6-7 equivalent pts bound >134 >7168* >800 >789 ≥10 Table 1 : Per-component performance improvement. The columns report total execution time, time to optimum, number of queue insertions, maximum queue size, and maximum evaluated prefix length. The first row shows CORELS; subsequent rows show variants that each remove a specific implementation optimization or bound. (We are not measuring the cumulative effects of removing a sequence of components.) All rows represent complete executions, except for the final row, in which each execution was terminated due to memory constraints, once the size of the cache reached 8 × 10 8 elements, after consuming 390-410GB RAM. In all but the final row and column, we report means (and standard deviations) over 10 cross-validation folds; in the final row, we report the minimum values across folds. * Only 4 out of 10 folds achieve the optimum before being terminated. , and five variants that each remove a specific implementation optimization or bound. The gray shading fills in the area beneath the total number of queue elements for CORELS, i.e., the sum over all lengths in the top left figure. For comparison, we replicate the same gray region in the other three subfigures. For each execution, we indicate the total time both in seconds, and relative to the full CORELS implementation (T = 149 s).
Conclusion
CORELS is an efficient and accurate algorithm for constructing provably optimal rule lists. Optimality is particularly important in domains where model interpretability has social consequences, e.g., recidivism prediction. While achieving optimality on such discrete optimization problems is computationally hard in general, we aggressively prune our problem's search space via a suite of bounds. This makes realistically sized problems tractable. CORELS is amenable to parallelization, which should allow it to scale to even larger problems.
