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HILBERT SERIES AND LEFSCHETZ PROPERTIES OF
DIMENSION ONE ALMOST COMPLETE INTERSECTIONS
ALEXANDRU DIMCA AND DORIN POPESCU
Abstract. We generalize some properties related to Hilbert series and Lefschetz
properties of Milnor algebras of projective hypersurfaces with isolated singularities
to the more general case of an almost complete intersection ideal J of dimension
one. When the saturation I of J is a complete intersection, we get explicit formu-
las for a number of related invariants. New examples of hypersurfaces V : f = 0
in Pn whose Jacobian ideal Jf satisfies this property and with explicit nontrivial
Alexander polynomials are given in any dimension. A Lefschetz type property
for the graded quotient I/J is proved for n = 2 and a counterexample due to A.
Conca is given for such a property when n = 3. Two conjectures are also stated
in the paper.
Key words : Cayley-Bacharach theory, almost complete intersections, projective
hypersurfaces, isolated singularities.
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Introduction
Let S = K[x0, . . . , xn] be the polynomial algebra over a characteristic zero field K,
f = {f0, . . . , fn} be a system of n+1 homogeneous polynomials of S with deg fi = di
and J = (f) the ideal in S spanned by these polynomials. Suppose that dimS/J = 1
and f1, . . . , fn is a regular sequence in S.
Let V ⊂ Pn be a projective hypersurface defined by a homogeneous polynomial
f ∈ S of degree d. When f = {f0, . . . , fn} is the set of its partial derivatives,
Jf = (f0, . . . , fn) is called the Jacobian ideal of f and M(f) = S/Jf is the Mil-
nor (or Jacobian) algebra of f . Assume that V has only isolated singularities,
i.e. dimS/Jf = 1. Then, maybe after a coordinate change, we can assume that
{f1, . . . fn} is a regular sequence, i.e. this geometric setting provides the main ex-
ample of the algebraic situation described above, with di = d− 1 for all i = 0, ..., n.
The Hilbert series of the Milnor algebra M(f) and a number of related invariants
have been studied in [5] and a number of recent papers, see [7], [8], [10], [13], [17],
[21]. In this paper we extend some of the results obtained for the Milnor algebra to
the more general case of an almost complete intersection of dimension one S/J as
defined above. In some cases, this leads to simplifications of the proofs given in the
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special case of Milnor algebras. As an example, compare the proof of Theorem 1.4 to
that of Proposition 3.9 given in [5] or consider Remark 3.3. In addition, we give new
evidence for a conjecture stated already in [7], see Conjecture 3.14 and Theorem 1.7,
(3). When the saturation of J is a complete intersection, we get explicit formulas
for a number of related invariants, see Theorem 1.7. New examples of hypersurfaces
V : f = 0 whose Jacobian ideal Jf satisfies this property and with explicit nontrivial
Alexander polynomials are given in any dimension, see Example 3.13.
For a generic linear form l ∈ S1, the structure of S/J as a K[l]-module is closely
related to various Lefschetz type properties, a subject investigated in the second and
the forth sections, see for instance Theorem 2.6 and Theorem 4.1. We prove a weak
Lefschetz property of S/J (that is in dimension one) similar to the existing one in
the Artinian frame (see [14], [2]), the case n = 1 being done in our Corollary 2.9.
In the forth section a Lefschetz type property for the graded quotient I/J is proved
for n = 2 and a counter example due to A. Conca is given for such a property when
n = 3, see Theorem 4.1 and Remark 4.6. This implies a Lefschetz type property
for the Milnor algebra M(f) for n = 2 holding in many cases, see Corollary 4.4 and
Remark 4.5.
For the interested readers, we point out that the duality properties of the quotient
I/J are used, but not discussed below, and can be found in [8], [17] (see especially
the third section) and in [13].
A major challenge would be to find algebraic proofs for the properties of the
Hilbert series of the Milnor algebra M(f) which depend on the type of the singu-
larities of V (e.g. properties holding for nodal hypersurfaces, characterized by the
fact that they are the hypersurfaces with isolated singularities satisfying I =
√
Jf).
Such results have been obtained in [8], [9], [10] using rather advanced Hodge theory.
Two conjectures are also stated the paper, see Conjectures 3.14 and 3.15.
1. Hilbert series of dimension one almost complete intersections
Let S = K[x0, . . . , xn] be the polynomial algebra over a field K, f = {f0, . . . , fn}
be a system of n + 1 homogeneous polynomials of S with deg fi = di and J = (f).
Suppose that dimS/J = 1 and f1, . . . , fn is a regular sequence in S. Let m =
(x0, . . . , xn) and I = (J : m
∞) be the saturation of J . Then Ip = Jp for p >> 0.
Let HS/J(t), HS/I(t) be the Hilbert series of S/J , respectively S/I. By [3, Propo-
sition 4.1.8] we have HS/J(t) = G/(1− t), HS/I(t) = F/(1− t) for some polynomials
G,F ∈ Z[t] with G(1) 6= 0, F (1) 6= 0.
Lemma 1.1. The following statements hold.
(1) G(1) = dimK(S/J)p = dimK(S/I)p = F (1) for p >> 0;
(2) S/J , S/I have the same multiplicity G(1);
(3) dimK(S/J)p = dimK(S/I)p for p ≥ u = max{degG, degF}, in particular
Ip = Jp for p ≥ u;
(4) degG (resp. deg F ) is the minimum integer p for which dimK(S/J)j = G(1)
(resp. dimK(S/I)j = F (1)) for all j ≥ p.
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Proof. We have dimK(S/J)p = G(1) for p ≥ degG and dimK(S/I)p = F (1) for
p ≥ deg F . (1) holds because Ip = Jp for p >> 0. Also (3) holds from above. (2)
follows from (1) by [3, Proposition 4.1.9] and (4) holds since dimK(S/J)degG−1 =
G(1)− LC(G) 6= G(1), where LC(G) is the leading coefficient of G. 
Let Γ ⊂ Pn be the zero dimensional complete intersection scheme with coordinate
ring S/(f1, . . . , fn). Changing the coordinates we may suppose that Γ ⊂ U0 =
Pn \ {x0 = 0}, where Γ is given by gi = fi(1, x1, . . . , xn), i ∈ [n]. All local rings
of Γ are Artinian Gorenstein rings and we may apply the Cayley-Bacharach theory
[12]. The support of Γ consists of some points p1, . . . , pr. A part of these points,
let us say p1, . . . , pq, q ≤ r are also in the support of V (I). Let Γ
′′ be the closed
subscheme of Γ with the support p1, . . . , pq and the corresponding local ring at a
point p defined by the principal ideal generated by g0 = f0(1, x1, . . . xn) in A =
K[x1, . . . , xn]/(g1, . . . , gn). In fact, Γ
′′ corresponds to the saturation I of J .
Let Γ′ be the closed subscheme of Γ with the support pq+1 . . . , pr and the corre-
sponding local ring at a point p defined by the ideal AnnA g0. Then the subschemes
Γ′, Γ′′ are residual to one another in the terminology from [12]. In the same termi-
nology, the failure of Γ′′ to impose independent conditions of hypersurfaces of degree
k means the multiplicity of S/I minus dimK(S/I)k, that is F (1)− dimK(S/I)k.
Proposition 1.2. Let s =
∑n
i=1 di−n−1 and 0 ≤ k ≤ s. Then dimK(((f1, . . . , fn) :
f0)/(f1, . . . , fn))s−k is the failure of Γ
′′ to impose independent conditions of hyper-
surfaces of degree k, that is F (1)− dimK(S/I)k.
Proof. Let W ′e (resp. We) be the linear space of all h ∈ Se such that h(Γ
′) = 0
(resp. h(Γ) = 0). Note that W ′e = (((f1, . . . , fn) : f0))e, We = ((f1, . . . , fn))e.
By [12, Theorem CB7] the dimension of the W ′e/We is the failure of Γ
′′ to impose
independent conditions of hypersurfaces of degree k, which is enough as we have
seen. 
Lemma 1.3. degF ≤ s+ 1 and degG ≤ s+ 1 + d0.
Proof. Set W = (f1, . . . , fn) ⊂ S, B = S/W . We may suppose that x0 is regular on
B, S/I. We have HB(t) = E/(1− t), where E = Π
n
i=1(1+ t+ . . . t
di−1) and it follows
degE = s+1 and HB/x0B(t) = E, HS/(I,x0)(t) = F because x0 is regular on S/I, B.
Since dimK(S/(I, x0))j ≤ dimK B/(x0B)j for all j we see that degF ≤ degE = s+1.
For the second inequality we consider the exact sequence
0→ ((W :S f0)/W )(−d0)→ B(−d0)
f0
−→ B → S/J → 0.
The Hilbert series H(W :Sf0)/W has the form L/(1 − t) for some L ∈ Z[t]. As x0 is
regular on B and in particular on the image of the above middle map we get the
injection ((W :S f0)/(W,x0(W :S f0))(−d0)→ (B/(x0))(−d0). Thus
dimK((W :S f0)/(W,x0(W :S f0))j ≤ dimK(B/(x0))j for all j. It follows that
degL ≤ degE = s+ 1. If j ≥ s+ 1 + d0 the above exact sequence gives
dimK(S/J)j = dimK Bj−dimK Bj−d0+dimK((W :S f0)/W )j−d0 = E(1)−E(1)+L(1)
and so degG ≤ s+ 1 + d0 and G(1) = L(1). 
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Theorem 1.4. With the above notation, we have
G = (1− td0)Πnj=1(1 + t+ . . .+ t
dj−1) + t
∑n
i=0 di−n F (1/t).
Moreover, if S/I is Gorenstein, then
G = (1− td0)Πnj=1(1 + t+ . . .+ t
dj−1) + t
∑n
i=0 di−n−degF F.
Proof. By Proposition 1.2 we have dimK(W
′/W )j = F (1)− dimK(S/I)s−j, 0 ≤ j ≤
s, whereW ′ = (W :S f0). Let F =
∑deg F
i=0 wit
i, wi ∈ Z. We have F
′ = tdeg FF (1/t) =∑deg F
i=0 w
′
it
i, where w′i = wdegF−i. Note that F
′(1) = F (1) and degF ′ = deg F . If
S/I is Gorenstein we have wk = wdeg F−k and so F
′ = F . If 0 ≤ j ≤ degF then
dimK(S/I)j =
j∑
k=0
wk = F (1)−
deg F∑
k>j
wk = F
′(1)−
degF∑
k>j
w′deg F−k =
F ′(1)−
degF−j−1∑
e=0
w′e.
In fact the above equality follows for all j and we get
HW ′/W (t) = t
s−deg F+1F ′/(1− t)
for all 0 ≤ j ≤ s.
From the exact sequence
0→ S/W ′(−d0)
f0
−→ S/W → S/J → 0
we get HS/J(t) = HS/W (t)− t
d0HS/W ′(t). But
dim(S/W ′)j = dim(S/W )j − dim(W
′/W )j = dim(S/W )j − dim(S/I)deg F−s+j−1
for 0 ≤ j ≤ s. We have HS/W (t) = [Π
n
i=1(1 + . . .+ t
di−1)]/(1 − t) since {f1, . . . , fn}
is regular. Then
HS/W ′(t) ≡ [(Π
n
i=1(1 + . . .+ t
di−1))/(1− t)]− [ts+1−deg FF ′/(1− t)]
modulo ts+1 since deg F ≤ s+ 1 by Lemma 1.3. It follows that
HS/J(t) ≡ [((1− t
d0)(Πni=1(1 + . . .+ t
di−1)))/(1− t)] + [ts+d0−deg F+1F ′/(1− t)]
modulo ts+d0+1. On the other hand, for j ≥ s+ d0 + 1 we have dimK(S/J)j = G(1)
because degG ≤ s + 1 + d0 by Lemma 1.3. As dimK(S/I)k = F (1) = G(1) for
k ≥ degF we see that the above congruence is in fact an equality, which is enough.

Proposition 1.5. The map (S/W )j
f0
−→ (S/W )j+d0 is injective for j ≤ v = s−deg F
but is not for j = v + 1.
Proof. As in the beginning of the proof of the above theorem, we have the equal-
ity dimK(W
′/W )j = F (1) − dimK(S/I)s−j where W
′ = (W :S f0). Clearly,
dimK(S/I)s−j = F (1) for j ≤ v but not for j = v + 1, which is enough. 
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Consider the graded S−submodule AR(f) ⊂ Sn+1 of all relations involving the
fj ’s, namely the sums of homogeneous elements of degree m
a = (a0, ..., an) ∈ AR(f)m,
where, by definition, each aj a homogeneous polynomial in S of degree m − dj for
some integer m and
(1) (Rm) : a0f0 + a1f1 + ...+ anfn = 0.
Inside AR(f) there is the S−submodule of Koszul relations KR(f), called also the
submodule of trivial relations, spanned by the relations tij ∈ AR(f)didj−1 for 0 ≤
i < j ≤ n, where tij has the i-th coordinate equal to fj , the j-th coordinate equal
to −fi and the other coordinates zero.
The quotient module ER(f) = AR(f)/KR(f) may be called the module of essen-
tial relations of the sequence f , or non trivial relations, since it tells us which are
the relations which we should add to the Koszul relations in order to get all the
relations, or syzygies, involving the fj ’s.
The following result is obvious, the last claim coming from Proposition 1.5 .
Corollary 1.6. The mapping ER(f)j+d0 → ker{(S/W )j
f0
−→ (S/W )j+d0} given by
(a0, ..., an) 7→ [a0]
induces an isomorphism of graded S-modules ER(f) → ker{(S/W )
f0
−→ (S/W )(d0)}.
In particular, the minimal degree of a relation (1) is m =
∑n
i=0 di − n− degF.
To get precise numerical results, consider the case when the ideal I is a complete
intersection of type (a1, ..., an), i.e. I = (g1, ..., gn) for some homogeneous polynomi-
als of degree deg gj = aj ≥ 1. We can suppose that the integers aj satisfy
a1 ≤ a2 ≤ ... ≤ an.
Then we have the following result.
Theorem 1.7. Suppose d1 ≤ d2 ≤ ... ≤ dn. Then the following statements hold.
(1) F = Πnj=1(1 + . . .+ t
aj−1), in particular we have the following formulas
F (1) = a1a2 · · · an and deg F =
∑n
j=1 aj − n.
(2) aj ≤ dj for j = 1, ..., n and d0 ≥ a1.
(3) If d0 > a1 or d0 = a1 = a2, then
degG =
n∑
i=0
di − n− a1 ≥ degF.
Proof. The first claim is clear, since g1, ..., gn form a regular sequence. For any j,
we have fj ∈ I, hence dj ≥ a1. In particular this holds for j = 0 and j = 1. Assume
that d2 < a2. This would imply the inclusion of ideals (f1, f2) ⊂ (g1), a contradiction
because f1, . . . , fn is regular. One continues in this way to prove the second claim.
For the proof of the third claim, we write the polynomial G using the equality in
Theorem 1.4 in the following form
Πnj=1(1 + t+ . . .+ t
dj−1)− td0 [Πnj=1(1 + t+ . . .+ t
dj−1)−Πnj=1(t
dj−aj + . . .+ tdj−1)].
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The first product yields powers of t up to a =
∑n
i=1 di−n while the second term will
produce powers of t up to at most b =
∑n
i=0 di−n−a1 due to obvious simplifications
in the difference in the bracket. If d0 > a1, then b > a and the claim is established.
If d0 = a1 = a2, then a = b, the coefficient of t
a coming from the first product is 1
and the coefficient of ta coming from the difference is < −1.
Finally note that degG− degF = (d0 − a1) +
∑n
i=1(di − ai) ≥ 0 by (1). 
2. Lefschetz properties of dimension one almost complete
intersections
Let A be a standard graded K-algebra and h ∈ A a homogeneous form of degree
k. The element h is called a Lefschetz element if for all integers i the K-linear map
h : Ai → Ai+k induced by the multiplication with h has maximal rank (usually we
ask for A to be Artinian in this definition). We need the following theorem (see [14,
Theorem 2.3], or [2, Corollary 2.4]) :
Theorem 2.1. (Harima-Migliore-Nagel-Watanabe) Let n = 2 and A = S/(f0, f1, f2)
be a graded complete intersection, that is {f0, f1, f2} form a system of parameters of
S. Then there exists a linear form l of S which induces a Lefschetz element for A.
Proposition 2.2. In the notation and assumptions of the above theorem, for any
0 ≤ i ≤ 2 there is a change of coordinates such that fi induces a Lefschetz element
for S/(x0, f0, . . . , fi−1, fi+1, . . . f2).
Proof. Let l ∈ S1 be the form given by the above theorem for A. We may suppose
that l =
∑n
i=0 bixi, bi ∈ K, b0 6= 0. Taking the K-automorphism ϕ of S given by
x0 → l and xi → xi for 1 ≤ i ≤ n we see that x0 induces a Lefschetz element
for S/ϕ−1(f0, f1, f2), that is we may suppose after a change of coordinates that x0
induces a Lefschetz element for S/(f0, f1, f2). Then by [15, Lemma 1.1] (see also [16,
Lemma 3.1]), we see that f0 induces a Lefschetz element for S/(x0, f1, f2). 
Next we study a similar property for almost complete intersections. Let S =
K[x0, . . . , xn] and fi, 0 ≤ i ≤ n be some homogeneous polynomials of S with degree
di. Set J = (f0, . . . , fn). Suppose that f1, . . . , fn is regular in S. We may choose a
linear form l regular on B = S/(f1, . . . , fn). Set J
′ = (J, l). Then S/J ′ is Artinian
and let L = HS/J ′(t) ∈ Z[t]. Since dimK(S/J
′)j ≤ dimK(S/(l, f1, . . . , fn))j = 0
for j > q =
∑n
i=1(di − 1) we see that degL ≤ q (in our previous notation from
Proposition 1.2 and Lemma 1.3, q = s+ 1).
Proposition 2.3. The following statements are equivalent for an integer p ∈ N.
(1) the map (B/(l))p−d0
f0
−→ (B/(l))p is surjective,
(2) the map (B/(l))q−p
f0
−→ (B/(l))q−p+d0 is injective.
In particular, both statements hold when p > degL.
Proof. Since B/(l) is an Artinian Gorenstein ring it is enough to see that νp :
(B/(l))q−p
f0
−→ (B/(l))q−p+d0 is given by duality by νp−d0 . More precisely, the canon-
ical isomorphisms ϕp : (B/(l))q−p → HomK((B/(l))p, (B/(l))q), 0 ≤ p ≤ q which
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maps z ∈ (B/(l))q−p in the map (B/(l))p
z
−→ (B/(l))q make commutative the follow-
ing diagram
(B/(l))q−p

νp
// (B/(l))q−p+d0

HomK((B/(l))p, (B/(l))q)
HomK(νp−d0 ,(B/(l))q )
// HomK((B/(l))p−d0, (B/(l))q)
the vertical maps being ϕp and ϕp−d0. 
It remains to study the integer degL.
Proposition 2.4. Let W˜ = (l,W ) and suppose that the following assumption holds
(A) there exists an integer k, 0 ≤ k < q such that (f0)d0+k ∩ W˜d0+k = f0W˜k.
Then degL ≤ q − k − 1.
Proof. The image of the map αk : (B/(l))k
f0
−→ (B/(l))k+d0 is isomorphic with
((f0)/(f0) ∩ W˜ )d0+k
∼= (S/W˜ )k = (B/(l))k using our hypothesis. Therefore αk
is injective and by Proposition 2.3 we get αq−k−d0 surjective, that is (S/(J, l))q−k =
(B/(f0, l))q−k = 0 and so degL < q − k. 
Corollary 2.5. If f0 6∈ (l, f1, . . . , fn) then degL < q.
For the proof apply the above proposition for k = 0.
Theorem 2.6. The following statements hold.
(1) For any integer p, the morphism (B/(l))p−d0
f0
−→ (B/(l))p is surjective if and
only if the morphism (S/J)p−1
l
−→ (S/J)p is surjective. This surjectivity holds
for all p ≥ q − k if the assumption (A) above is true.
(2) For any integer r, if the morphism (B/(l))r
f0
−→ (B/(l))r+d0 is injective, then
the morphism (S/J)r+d0−1
l
−→ (S/J)r+d0 is also injective. This injectivity
holds for all r ≤ k or r > q if the assumption (A) above is true.
Proof. The first claim in (1) follows from the fact that both surjectivities are equiva-
lent to the equality J ′p = Sp. Apply then Proposition 2.3 and the proof of Proposition
2.4. If r > q then (B/(l))r = 0 and the second part of (2) is trivial. To prove the
first part of (2), it is enough to show that if (B/(l))e−d0
f0
−→ (B/(l))e is injective
for some e ∈ N then (S/J)e−1
l
−→ (S/J)e is also injective. This follows easily from
Koszul homology. Here we will give a simple direct proof.
Let ω ∈ Se−1 be such that lω ∈ (J)e, that is lω ≡ f0h0 modulo W for some
h0 ∈ Se−d0. Then h0 ∈ W˜e−d0 by injectivity assumption, let us say h0 ≡ lγ0 modulo
W for some γ0 ∈ Se−d0−1. It follows that l(ω − f0γ0) ∈ W and so ω ≡ f0γ0 modulo
W because l is regular on B. Thus ω ∈ Je−1, which is enough. 
Remark 2.7. The converse implication in (2) does not hold in general, see Example
3.7. The above theorem works for any linear form l regular on B with f0 6∈ W˜ . But
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it is important to find such l with (f0)d0+k ∩ W˜d0+k = f0W˜k for high k. Clearly the
highest such k is smaller then v given by Proposition 1.5 but in general is strictly
smaller as shows the following example.
Example 2.8. Let n = 1, f0 = x0x1, f1 = x
d1
1 for some d1 > 2. We may take l = x0
because x0 is regular on B = S/(f1) but then f0 ∈ W˜ = (l, f1) and there exist no k as
above. However for l = x0−x1 we see that k = d1−3 works. Indeed, if f0g ∈ W˜ for
some nonzero homogeneous polynomial g of degree k then f0g has degree d1−1 and
induces zero in S/W˜ ∼= K[x1]/(x
d1
1 ), which is false. It is easy to see that k > d1 − 3
does not work. Applying Proposition we have v = s− deg F == d1− 2 since F = 1
and so k = v does not work.
The idea of this example gives easily the following corollary.
Corollary 2.9. Let n = 1 and fi ∈ Sdi, i = 0, 1 be such that height(f0, f1) = 1 and
d0 < d1. Then there exists l ∈ S1 regular on S/(f1) and such that
(1) the maps (B/(l))r
f0
−→ (B/(l))r+d0 and (S/J)r+d0−1
l
−→ (S/J)r+d0 are injective
for all r ≤ d1 − d0 − 1 or r > d1 − 1,
(2) the maps (B/(l))p−d0
f0
−→ (B/(l))p and (S/J)p−1
l
−→ (S/J)p are surjective for
all p ≥ d0.
In particular, l is a Lefschetz element for S/(f0, f1).
Proof. As in the above example we see that one can find l for which k = d1− d0− 1
works and we may apply Theorem 2.6. Then note that (S/J)p−1
l
−→ (S/J)p is
injective for p ≤ d1 − 1 and surjective for p ≥ d0. As d0 ≤ d1 − 1 we see that l is a
Lefschetz element for S/(f0, f1). 
Remark 2.10. In particular [14, Proposition 4.4] says that if A is a graded Artinian
factor of K[x0, x1], then it has a Lefschetz element in A1. This result holds somehow
also in the case dimA = 1 as shows our above corollary.
3. The case of projective hypersurfaces with isolated singularities
Let V ⊂ Pn be a projective hypersurface defined by a homogeneous polynomial
f ∈ S of degree d ≥ 2 and assume n ≥ 2. Let f0, . . . , fn be its partial derivatives,
Jf = (f0, . . . , fn) be the Jacobian ideal of f andM(f) = S/Jf be the Milnor algebra
of f . Let m = (x0, . . . , xn) and I = (Jf : m
∞) be the saturation of Jf .
Assume that V has only isolated singularities, i.e. dimS/Jf = 1. Then, maybe
after a coordinate change, we can assume that {f1, . . . fn} is a regular sequence.
Recall that the stability threshold st(V ) of V was defined in [10] as
st(V ) = min{p : dimK M(f)k = τ(V ) for all k ≥ p},
where τ(V ) is the total Tjurina number of V . Moreover, the coincidence threshold
ct(V ) was defined as
ct(V ) = max{q : dimK M(f)k = dimM(fs)k for all k ≤ q},
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with fs a homogeneous polynomial in S of degree d such that Vs : fs = 0 is a smooth
hypersurface in Pn. Finally, the minimal degree of a nontrivial relation mdr(V ) is
defined as
mdr(V ) = min{q : ER(f)q−d+1 6= 0}.
It is known that one has
(2) ct(V ) = mdr(V ) + d− 2,
see [10], formula (1.3).
As in the first section note that HM(f)(t) has the form G/(1− t), where G ∈ Z[t]
with G(1) 6= 0, G(1) being the multiplicity of M(f) (see [3, Proposition 4.1.9]). We
have the following result.
Lemma 3.1. With the above notation, the following hold.
(1) τ(V ) = G(1) is the multiplicity of M(f) and degG = st(V ) is the stability
threshold of V .
(2) τ(V ) = F (1) is the multiplicity of S/I and deg F = (n+ 1)(d− 2)− ct(V ).
Proof. We have dimK M(f)k = G(1) for all k ≥ degG and so τ(V ) = G(1), st(V ) ≤
degG. In fact st(V ) = deg(G) since dimK M(f)degG−1 = G(1) − LC(G), where
LC(G) is the leading coefficient of G. The first part of the second claim follows
from Lemma 1.1, while the second part is a consequence of [7, Proposition 2]. 
Remark 3.2. In the notation from Lemma 1.1, one has s = n(d − 1) − n − 1,
s+ 1 + d0 = (n+ 1)(d− 2) + 1 and Lemma 1.1, (4) and Lemma 1.3 imply st(V ) ≤
(n + 1)(d − 2) + 1, which is sharp for V smooth, but far from sharp when V has
isolated singularities, see [10].
Remark 3.3. The last claim in Corollary 1.6 tells us that deg F = (n+1)(d− 2)−
(m − 1), which is clearly equivalent to the last claim in Proposition 2 in [7]. To
see this, use the formula (2) and note the twist in the definition of the degree of a
relation in the first and the third section.
Let l be a linear form which is regular B = S/(f1, . . . , fn). As in the previous
section set J ′ = (Jf , l), L = HS/J ′(t) ∈ Z[t]. We have degL ≤ q = n(d − 2). The
following theorem follows from Theorem 2.6.
Theorem 3.4. Suppose that there exists k, 0 ≤ k < q = n(d − 2) such that
(f0)d+k−1 ∩ W˜d+k−1 = f0W˜k, where W˜ = (l, f1, . . . , fn). Then the following state-
ments holds:
(1) the maps (B/(l))p−d+1
f0
−→ (B/(l))p and M(f)p−1
l
−→M(f)p are surjective for
all p ≥ q − k,
(2) the maps (B/(l))r
f0
−→ (B/(l))r+d−1 and M(f)r+d−2
l
−→ M(f)r+d−1 are injec-
tive for all r ≤ k or r > q.
Remark 3.5. After a change of coordinates we may suppose that x0 = l in the
above theorem, using the next elementary lemma.
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Lemma 3.6. Let l =
∑n
i=0 bixi, bi ∈ K, b0 6= 0 be a linear form of S and ϕ be the
K-automorphism of S given by x0 → l and xi → xi for 1 ≤ i ≤ n. Then one has
ϕ(Jf) = Jϕ(f).
Proof. We have ∂ϕ(f)/∂xi = aiϕ(∂f/∂xo) + ϕ(∂f/∂xi) for 1 ≤ i ≤ r and
∂ϕ(f)/∂x0 = a0ϕ(∂f/∂xo). Thus ϕ(Jf) = Jϕ(f) since a0 6= 0. 
Example 3.7. Assume that Jf = I. In the case n = 2 this corresponds exactly to
the case when V is a free divisor, see [11, Remark 4.7]. As concrete examples one
can take f = (x20 − x
2
1)(x
2
1 − x
2
2)(x
2
0 − x
2
2) or f = (x
3
0 − x
3
1)(x
3
1 − x
3
2)(x
3
0 − x
3
2). For
many examples of (irreducible) free divisors see [4] and [18].
When Jf = I it follows from [7, Proposition 2] that M(f)p−1
l
−→ M(f)p is surjec-
tive if and only if p − 1 ≥ st(V ). This follows from the fact that M(f) = S/I can
be regarded in this case as a free graded K[l]-module, see [8, Remark 1.7]. This also
implies that M(f)p−1
l
−→ M(f)p is injective for any p. In view of Proposition 2.3,
this shows that the implication in Theorem 2.6 (2) is not an equivalence.
Suppose moreover from now on that the singular locus Y of V is a 0-dimensional
complete intersection. Then I = (g1, . . . , gn) for some regular sequence g1, . . . , gn
with gi ∈ Sai for some ai ∈ N and Y = V (I). We have (Jf )p = Ip for p >> 0.
Lemma 3.8. With the above notation, the following are equivalent.
(1) a1 = ... = an = d− 1.
(2) f0 belongs to the K-vector space spanned by f1, ..., fn.
(3) f0 belongs to the ideal spanned by f1, ..., fn.
(4) After a linear coordinate change, f is a polynomial in x1, ..., xn only.
In other words, V is the cone over a smooth hypersurface in Pn−1.
Proof. This proof is obvious and we leave it for the reader. 
Now we list some consequences of our results in the first section.
Proposition 3.9. (Choudary-Dimca, [5, Proposition 13], Dimca [7, Proposition 4])
Then the Hilbert Poincare series of M(t) is given by
HM(f)(t) = (1/(1− t)
n+1)[(1− td−1)n+1 + t(n+1)(d−1)−
∑n
i=1 ai Πnj=1(1− t
aj )].
The proof follows directly from Theorem 1.4 because in this case
F = Πnj=1(1 + . . .+ t
aj−1).
Using now in addition Theorem 1.7, we get the following.
Corollary 3.10. (compare to Dimca [7, Corollary 5]) With the above notation and
assumptions, we have
τ(V ) = a1 · · · an, ct(V ) = T −
∑
ai + n and st(V ) = (n+ 1)(d− 2) + 1−mini ai.
Moreover, in this case one has degG ≥ degF .
By Lemma 1.1 and Theorem 1.7 (see also [7, Corollaries 1, 5]) we get the following.
Corollary 3.11. (Jf )p = Ip if p ≥ degG = (n+ 1)(d− 1)− n−mini ai.
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The following example considers plane curves with at most three nodes as singu-
larities.
Example 3.12. (compare to [10, Example 4.3]) Let V be a plane curve. If V has a
single node, it is clear that the singular locus Y of C is a complete intersection of type
(a1, a2) = (1, 1) and hence st(V ) = 3d−6. If V has two nodes, then Y is a complete
intersection of type (a1, a2) = (1, 2) and again st(V ) = 3d− 6. Suppose C has three
nodes. Then Y is a complete intersection if and only if the nodes a collinear, and in
this case has type (a1, a2) = (1, 3). Once more one has st(V ) = 3d− 6 in this latter
case.
The following example discusses a large family of hypersurfaces having the singular
locus Y a 0-dimensional complete intersection, and hence for which the formulas
given in Corollary 3.10 hold.
Example 3.13. (compare to [6, Theorem 6.4.14, p. 211]) Let b1, ..., bn ≥ 1 and
c1, ..., cn ≥ 2 be two families of integers such that bjcj = d for all j = 1, ..., n,
and some fixed integer d. Consider the polynomials gj = x
bj
0 + x
bj
j and define the
homogeneous polynomial f ∈ Sd by the sum f = g
c1
1 + · · · + g
cn
n . It is easy to see
that the hypersurface V : f = 0 has exactly b = b1 · · · bn singularities, the common
zeros of the polynomials gj for j = 1, ..., n, and at each singular point p the germ of
V is given by a local equation of the type uc11 + · · ·+u
cn
n = 0, with (u1, ..., un) a local
(analytic) system of coordinates centered at p. It follows from this description that
the ideal I coincides with the ideal spanned by g
cj−1
j for j = 1, ..., n, and hence Y is
a complete intersection of type (a1, ..., an) with aj = bj(cj − 1) = d − bj . It follows
that
τ(V ) = (d− b1) · · · (d− bn), ct(V ) =
∑
j
bj − n+ d− 2
and
st(V ) = (n+ 1)(d− 2) + 1−mini(d− bi).
It follows that
(3) mdr(V ) =
∑
j
bj − n = d(
∑
j
1
cj
)− n = dαV − n,
where αV =
∑
j
1
cj
is the Arnold exponent of the singularity uc11 + · · ·+ u
cn
n = 0, see
for instance [1].
To get nodal hypersurfaces of even degree, we can set b1 = ... = bn = d1, c1 = ... =
cn = 2 and d = 2d1. It follows that in this case we get ct(V ) = nd1+d−n−2 and [9,
Theorem 4.1] combined with Proposition 3.9 above implies that the corresponding
Alexander polynomial is given by the formula
∆V (t) = t + (−1)
n+1.
This is the only case (to the best of our knowledge) when such nontrivial Alexander
polynomials can be completely determined for series of hypersurfaces of arbitrary
dimension. In relation with the last formula, which implies that the Betti number
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bn−1(F ) of the Milnor fiber given by F : f = 1 in C
n+1 satisfies bn−1(F ) = 1, one
can see also [20] for more general, but less precise results.
Finally, we would like to state the following two conjectures. The first one is made
in view of Theorem 1.7 (3) and the evidence given in [7, Example 2].
Conjecture 3.14. For any projective degree d hypersurface V : f = 0 in Pn having
only isolated singularities, one has
st(V ) = degG ≥ degF = (n+ 1)(d− 2)− ct(V ).
The second one is made in view of the formula (3) above and [11, Theorem 2.1]
saying that the claim holds for n = 2.
Conjecture 3.15. For any projective degree d hypersurface V : f = 0 in Pn having
only weighted homogeneous isolated singularities, one has
mdr(V ) ≥ dαV − n,
with αV the minimum of the Arnold exponents of the singularities of V .
4. A Lefschetz property in the case n = 2
In this section we assume n = 2 and discuss Lefschetz type properties for the
graded S-module H0
m
(S/J) = I/J , the 0-degree local cohomology of the corre-
sponding algebra S/J . Let N be a graded S-module and h ∈ S1 a homogeneous
form of degree 1. The element h is called a Lefschetz element for N if for all integers
i the K-linear map h : Ni → Ni+1 induced by the multiplication with h has maximal
rank. Our main result is the following.
Theorem 4.1. Let J = (f0, f1, f2) be a dimension one almost complete intersection
and let N = H0
m
(S/J) = I/Jf be the 0-degree local cohomology of the corresponding
algebra M = S/J . Then there exists a Lefschetz element for N . More precisely,
for a generic linear form l ∈ S1, the multiplication by l induces injective morphisms
Ni → Ni+1 for i < (d0 + d1 + d2 − 3)/2 and surjective morphisms Ni → Ni+1 for
i ≥ i0 = [(d0 + d1 + d2 − 3)/2].
Proof. Consider the exact sequence of sheaves on P2 given by
0→ K → O(−d0)⊕O(−d1)⊕O(−d2)→ J → 0,
where K is the syzygy bundle as in [2] and J is the sheaf ideal in O = OP2 associated
to the ideal J . For any integer m ∈ Z, one has H0(P2,J (m)) = Im, and hence this
exact sequence yields an isomorphism
H1(P2,K(m)) = H0
m
(S/J)m = Im/Jm = Nm.
If the sheaf K is semistable, then the proof follows exactly the same path as the
proof of [2, Theorem 2.2 (1)]. See also [2, Remark 2.3]. And when the sheaf K is
not semistable, then the proof follows the same approach as in the second part in
the proof of [2, Corollary 2.4].
The last claim follows using semi-continuity properties of the rank of a linear
mapping and the duality properties for N , see [17, Theorem 3.2].
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This implies a partial Lefschetz type property for the algebra M = S/J , namely
we have the following.
Corollary 4.2. For a generic linear form l ∈ S1, the multiplication by l induces
injective morphisms Mi → Mi+1 for i < (d0 + d1 + d2 − 3)/2. The morphisms
Mi → Mi+1 for i ≥ i0 = [(d0+d1+d2−3)/2] are surjective if and only if i0 ≥ degF.
Proof. This claim follows from Theorem 4.1 and the fact that M/N = S/I can be
regarded as a free graded K[l]-module, see [8, Remark 1.7]. Indeed, the condition
i0 ≥ degF is equivalent to dimMi0 = dimNi0 + F (1). And the last equality says
exactly that all the generators of the free gradedK[l]-moduleM/N occur in degree at
most i0 and hence l : (M/N)i → (M/N)i+1 for i ≥ i0 is surjective. The surjectivity
claim follows using the exact sequence 0→ Nm →Mm → (M/N)m → 0. 
From now on we consider the case of Jacobian ideals of plane curves, and note
that the graded S-module H0
m
(M(f)) = I/Jf , the 0-degree local cohomology of the
corresponding Milnor algebraM(f), occurs in a number of recent preprints, see [11],
[8], [17]. The above results give the following.
Corollary 4.3. Let C : f = 0 be a degree d reduced plane curve and let N(f) =
H0
m
(M(f)) = I/Jf be the 0-degree local cohomology of the corresponding Milnor
algebra M(f). Then there exists a Lefschetz element for N(f). More precisely, for
a generic linear form l ∈ S1, the multiplication by l induces injective morphisms
N(f)i → N(f)i+1 for integers i < (3d − 6)/2 and surjective morphisms N(f)i →
N(f)i+1 for integers i ≥ i0 = [(3d− 6)/2].
This implies a partial Lefschetz type property for the Milnor algebra M(f),
namely we have the following.
Corollary 4.4. For a generic linear form l ∈ S1, the multiplication by l induces
injective morphismsM(f)i →M(f)i+1 for i < (3d−6)/2. The morphismsM(f)i →
M(f)i+1 for i ≥ i0 = [(3d− 6)/2] are surjective if and only if ct(C) ≥ 3(d− 2)− i0.
Remark 4.5. The above condition ct(C) ≥ 3(d− 2)− i0 is satisfied in many cases,
e.g. for all nodal curves since they satisfy ct(C) ≥ 2d − 4 by [10, Theorem 1.2].
However, there are curves for which this property fails, e.g. the plane curve C :
xpyq + zd = 0 for p > 0, q > 0 and p + q = d. Then ct(C) = mdr(C) + d − 2 =
d− 1 < 3(d− 2)− i0.
Remark 4.6. A consequence of Corollary 4.3 and of the duality results for the mod-
ule N(f) obtained in [8], [13], [17] is that we have the following relations involving
the sequence of dimensions nk = dimNk: nk = n3d−6−k for any k and
0 = n0 ≤ n1 ≤ ... ≤ ni0 ≥ ni0+1 ≥ ... ≥ n3d−6 = 0,
with i0 = [(3d − 6)/2]. In other words, the sequence (nk) is unimodal, a property
conjectured in [7, Remark 6]. A stronger property holds when I is a complete
intersection, namely the sequence (nk) is log-concave, see [19]. In higher dimensions,
even the unimodality (and hence the Lefschetz property for N(f)) can fail, see [19,
Remark 1.5] for an example of this situation when n = 3 provided by Aldo Conca.
Hence the claim in Theorem 4.1 does not seem to hold for n > 2.
13
References
[1] V.I.Arnold, S.M. Gusein-Zade, A.N. Varchenko, Singularities of Differentiable Maps. 2, Mono-
graphs in Math., 83, Birkha¨user, Basel (1988).
[2] H. Brenner, A. Kaid, Syzygy bundles on P2 and the weak Lefschetz property, Illinois J. Math.
51 (2007), 1299-1308.
[3] W. Bruns and J. Herzog, Cohen-Macaulay rings, Revised edition. Cambridge University Press
(1998).
[4] R.O. Buchweitz, A. Conca: New free divisors from old. arXiv:1211.4327v1
[5] A.D.R. Choudary, A. Dimca, Koszul complexes and hypersurface singularities, Proc. AMS,
121, (1994), 1009-1016.
[6] A. Dimca: Singularities and Topology Hypersurface (Universitext, Springer-Verlag, 1992).
[7] A. Dimca, Syzygies of Jacobian ideals and defects of linear systems, Bull. Math. Soc. Sci.
Math. Roumanie, 56(104), (2013), 191-203.
[8] A. Dimca, M. Saito, Graded Koszul cohomology and spectrum of certain homogeneous polyno-
mials, arXiv:1212.1081v3.
[9] A. Dimca, G. Sticlaru, On the syzygies and Alexander polynomials of nodal hypersurfaces,
Math. Nachr. 285(2012), 2120–2128.
[10] A. Dimca, G. Sticlaru, Koszul complexes and pole order filtrations, arXiv:1108.3976, to appear
in Proc. Edinburgh Math. Soc.
[11] A. Dimca, E. Sernesi: Syzygies and logarithmic vector fields along plane curves,
arXiv:1401.6838
[12] D. Eisenbud, M. Green, J. Harris, Cayley-Bacharach theorems and conjectures, Bull. AMS,
33, (1996), 295-324.
[13] P. Eissydieux, D. Megy, Sur l’application des pe´riodes d’une variation de structure de Hodge
attache´e aux familles de hypersurfaces a` singularite´s simples. arXiv:1305.3780
[14] T. Harima, J. Migliore, U. Nagel, J. Watanabe, The weak and strong Lefschetz properties for
artinian K-algebras, J. Algebra 262, (2003), 99-126.
[15] J. Herzog, D. Popescu, The strong Lefschetz property and simple extensions,
arXiv:AC/0506537.
[16] D. Popescu, The strong Lefschetz property and certain complete intersection extensions, Bull.
Math. Soc. Sci. Math. Roumanie, 48(96), 2005, 421-431.
[17] E. Sernesi, The local cohomology of the jacobian ring, arXiv:1306.3736.
[18] A. Simis, S.O. Tohaneanu: Homology of homogeneous divisors. arXiv:1207.5862
[19] G. Sticlaru, Log-concavity of Milnor algebras for projective hypersurfaces, Preprint
arXiv:1310.0506v2.
[20] D. van Straten, On the Betti numbers of the Milnor fiber of a certain class of hypersur-
face singularities, in: Singularities, Representations of Algebras and Vector Bundles (Lam-
brecht1985), Lecture Notes in Math., vol. 1273, Springer, Berlin and New York, 1987, pp.
203-220.
[21] D. van Straten, T. Warmt: Gorenstein-duality for one-dimensional almost complete intersec-
tions - with an application to non-isolated real singularities. arXiv:1104.3070
Alexandru Dimca, Univ. Nice Sophia Antipolis, CNRS, LJAD, UMR 7351, 06100
Nice, France.
E-mail address : dimca@unice.fr
Dorin Popescu, Simion Stoilow Institute of Mathematics of Romanian Academy,
Research unit 5, P.O.Box 1-764, Bucharest 014700, Romania
E-mail address : dorin.popescu@imar.ro
14
