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Abstract—In this study we explore the performance gain that
can be achieved at the network level by employing successive
interference cancelation (SIC) instead of treating interference
as noise for random access wireless mesh networks with multi-
packet reception capabilities. More precisely we explore a dis-
tributed flow allocation scheme aimed at maximizing average
aggregate flow throughput while also providing bounded delay
combined with SIC. Simulation results derived from three simple
topologies show that the gain over treating interference as noise
for this scheme can be up to 15.2% for an SINR threshold
value equal to 0.5. For SINR threshold values as high as 2.0
however, this gain is either insignificant or treating interference
as noise proves a better practice. The reason is that although SIC
improves the throughput on a specific link, it also increases the
interference imposed on neighbouring receivers. We also show
that the gain of applying SIC is more profound in cases of a
large degree of asymmetry among interfering links.
I. INTRODUCTION
In order to meet the increased demand for QoS over wireless
mesh networks, a large number of studies has suggested
aggregating network resources by utilizing multiple paths in
parallel. Multipath utilization however is an intriguing issue
due to interference among neighbouring transmitters.
Different types of schemes have been suggested that employ
multiple paths in parallel including routing ones [1] or schemes
that perform joint scheduling with routing, power control
or channel assignment [2]–[4]. As far as flow allocation on
multiple paths and rate control is concerned, a well studied
approach associates a utility function to each flow’s rate and
aims at maximizing the sum of these utilities subject to cross-
layer constraints. Several studies suggest joint rate control
and scheduling approaches [5]–[7]. Authors in [8] discuss a
new fairness criterion and a new max-min fairness definition
for multihop wireless networks. Authors in [9], instead of
employing a utility function of a flow’s rate, they employ a
utility function of flow’s effective rate in order to take into
account the effect of lossy links.
As far as wireless random access networks are concerned,
authors in [10], [11] suggest cross layer designs that perform
joint rate and MAC layer control while [12] explores the delay
of a flow allocation scheme aimed at maximizing aggregate
flow throughput.
Numerous studies have explored the performance in terms
of several metrics, such as, delay, throughput, or delivery
probability for schemes that employ multiple paths in parallel
along with some form of redundancy (i.e., network coding,
diversity coding) [13]–[17].
The performance in terms of throughput and delay in multi-
user relay assisted wireless networks studied in [18] and [19].
The severe effect of interference however on network perfor-
mance is even more prominent when multiple paths are utilized
in parallel. Successive interference cancelation (SIC) is a
promising physical layer technique for handling interference
and improving network performance [20]–[24]. In [25], the
performance of TDMA-based, conflict-free, scheduled multi-
hop networks is studied when SIC is enabled at either all or at
some nodes. In [26] a framework to study the performance of
SIC in wireless networks using tools from Stochastic Geome-
try is provided. A comprehensive survey on the performance
of SIC for single- and multiple-antenna OFDM and spread
OFDM (OFCDM) systems is provided in [27]. Authors in
[28] study the extent of throughput gains with SIC from a
MAC layer perspective, and a SIC-aware scheduling algorithm
is proposed. The authors in [29] study the maximum stable
throughput region for the two-user interference channel, the
case that the receivers perform SIC is also considered there.
In this study we explore the performance gain the can be
achieved at the network level when SIC is employed instead
of treating interference as noise for random access wireless
mesh networks with multi-packet reception capabilities. More
precisely we explore both the delay and throughput of a
distributed flow allocation scheme suggested in our prior work
[30], [31] when combined with SIC. This scheme is aimed
at maximizing average aggregate flow throughput while also
providing bounded delay. For the purposes of the evaluation
process Ns2 simulation results from three simple topologies
are derived. Our results show that the flow allocation scheme
discussed achieves up to 15.2% higher AAT when combined
with SIC instead of treating interference as noise for an
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SINR threshold (γ) value equal to 0.5. For larger γ values
this improvement either becomes negligible or lower AAT is
achieved. This is due to the fact that the increased interference
caused by links whose success probability is significantly
improved with SIC is not compensated by the gain in terms of
throughput. Moreover the improvement in terms of throughput
by employing SIC instead of treating interference as noise
increases with the asymmetry among interfering links.
II. SYSTEM MODEL
A. Network Model
We consider static wireless multi-hop networks with the
following properties:
• Random access to the shared medium where each node
transmits independently of all other nodes based on its
transmission probability only requiring no coordination
among them. For flow originators transmission proba-
bility denotes the rate at which they inject packets into
the network (flow rate). For the relay nodes transmission
probability is fixed to a specific value and no control is
assumed.
• Time is slotted and each packet transmission requires one
time slot.
• Flows among different pairs of source and destination
nodes carry unicast traffic of same-sized packets.
• All nodes are equipped with multi-user detectors thus
can successfully decode packets from more than one
transmitter at the same slot [21].
• We assume that all nodes are half-duplex and thus, cannot
transmit and receive simultaneously.
• We also assume that all nodes always have packets
available for transmission.
• As far as routing is concerned, multiple disjoint paths
are assumed to be available by the routing protocol,
one for each flow. Moreover, source routing is assumed
ensuring that packets of the same flow are routed to the
destination along the same path. Apart from that, for each
node its position, transmission probability or flow rate
along with an indication of whether it is a flow originator
are assumed known to all other nodes. This information
can be periodically propagated throughout the network
through a link-state routing protocol.
B. Channel Model
The multi-packet reception (MPR) channel model used in
this paper is a generalized form of the packet erasure model
[32].
A block fading channel model is considered here with
Rayleigh fading, i.e. the fading coefficients hji remain con-
stant during one timeslot, but change independently from one
timeslot to another based on a circularly symmetric complex
Gaussian distribution with zero mean and unit variance. The
noise is assumed to be additive white Gaussian with zero mean
and unit variance. With pj we denote the transmission power
of node j, and rji is the distance between transmitter j and
receiver i with a being the path loss exponent.
Let DTj,i denote the event that node i is able to decode
the packet transmitted from node j given a set of active
transmitters denoted by T . For the topology presented in Fig.
1 for example, D{1,2}1,R denotes the event that the relay (R) can
decode the information from the first node when nodes 1 and
2 are active (T = {1, 2}). When only j is active the event
D{j}j,i is defined as
D{j}j,i ,
{
Rj ≤ log2
(
1 + |hji|2r−aji pj
)}
, (1)
which is equivalent to D{j}j,i =
{
2Rj − 1 ≤ |hji|2r−aji pj
}
.
For convenience we define SNRji , |hji|2r−aji pj and γj ,
2Rj −1. The probability that the link ji is not in outage when
only j is active is given by [33]
Pr
(
D{j}j,i
)
= Pr {SNRji ≥ γj} = exp
(
−γjr
a
ii
pj
)
. (2)
Let us consider the case that the relay node R treats
interference from node 2 as noise when both nodes 1 and
2 are active. The event D{1,2}1R is given by
D{1,2}1,R ,
{
R1 ≤ log2
(
1 +
|h1R|2r−a1Rp1
1 + |h2R|2r−a2Rp2
)}
, (3)
which is equivalent to
D{1,2}1,R =
{
γ1 ≤ |h1R|
2r−a1Rp1
1 + |h2R|2r−a2Rp2
, SINR1
}
. (4)
The probability that the channel 1−R is not in outage when
both nodes 1 and 2 are active is given by [33]:
PrIAN
(
D{1,2}1,R
)
= Pr {SINR1 ≥ γ1} =
= exp
(
−γ1r
a
1R
p1
)[
1 + γ1
p2
p1
(
r1R
r2R
)a]−1
.
(5)
Let us consider the case that the relay node R deploys
successive interference cancelation (SIC) when both nodes 1
and 2 are active. If the relay R knows the codebook of the node
2, it can perform SIC by first decoding the message sent by 2,
removing its contribution (interference) to the received signal,
and then decoding the message coming from node 1. The relay
R is able to decode the interference, when both nodes 1 and
2 are active, if the following conditions are satisfied
R2 ≤ log2
(
1 +
|h2R|2r−a2Rp2
1 + |h1R|2r−a1Rp1
)
, (6)
R1 ≤ log2
(
1 + |h1R|2r−a1Rp1
)
, (7)
which are equivalent to
γ2 = 2
R2 − 1 ≤ |h2R|
2r−a2Rp2
1 + |h1R|2r−a1Rp1
, SINR2R and γ1 ≤ SNR1.
(8)
The event D{1,2}1,R is given by D{1,2}1,R = {SINR2R ≥ γ2} ∩
{SNR1 ≥ γ1}, and the probability that R can decode the
transmitted information from 1 (given that both 1 and 2 are
active) is given by (9) [29].
Pr
SIC
(
D{1,2}1,R
)
= Pr {{SINR2R ≥ γ2} ∩ {SNR1 ≥ γ1 }}
= exp
(
−γ1r
a
1R
p1
)
exp
[
−γ2(1 + γ1)r
a
2R
p2
] [
1 + γ2
p1
p2
(
r2R
r1R
)a]−1
.
(9)
For the rest of the paper, for reasons of brevity the prob-
ability that node i is able to decode the packet transmitted
from node j given a set of active transmitters denoted by T
(Pr(D{T }j,i )) will be denoted by pij/T .
III. ANALYSIS
The method for formulating aggregate throughput optimal
flow rate allocation as an optimization problem for random
topologies is presented in detail in our prior work [30], [31].
However a modification incorporated to the corresponding
optimization problem that concerns transmission probabilities
at the relay nodes needs to be discussed. For that reason,
some notations along with the final form of the corresponding
optimization problem are presented.
V denotes the set of the nodes and |V | = N . We assume m
flows f1, f2, ..., fm, that need to forward traffic to destination
node D. The analysis that follows can also be applied for the
case where multiple flows have different destination nodes.
R = {r1, r2, ..., rm} represents the set of m disjoint paths
employed by these flows. |ri| is used to denote the number of
links in path ri. Ii,j is the set of nodes that cause interference
to packets sent from i to j. Further on, Src(rk) is used
to denote the source node of the kth flow employing path
rk while r(i) returns the index of the path where node i
belongs. T¯i,j and T¯rk denote the average throughput measured
in packets per slot achieved by link (i,j) and flow fk forwarded
over path rk respectively. Let also Ii,j [n] denote the id of
the nth interfering node for link (i,j). For each node i, qi
denotes its transmission probability given that there is a packet
available for transmission in its queue. As already discussed,
for flow originators it indicates the rate at which flow is
injected on a path while for relay nodes it is assumed fixed to
a specific value. Finally Prk =
∏
(i,j)∈rk p
j
i/i is used to denote
the end-to-end success probability for path rk.
Average throughput for a random link (i,j), T¯i,j , can be
expressed through (10).
T¯i,j =
2Li,j−1∑
l=0
Pi,j,lqi,j
Li,j∏
n=1
q
b(l,n)
Ii,j [n]
(1− qIi,j [n])1−b(l,n), (10)
where
qi,j =
{
q′′i j = D
q′′i (1− q′′j ) j 6= D , (11)
q′′i =
{
qi , i 6= relay
qi1[qSrc(r(i)) > 0] , j = relay
(12)
Pi,j,l = p
j
i/i∪{Ii,j [n], ∀ n: b(l,n) 6=0)},
b(l, n) = l & 2n−1, & is the logical bitwise AND operator.
In (12), 1[qSrc(r(i)) > 0] denotes an indicator function
whose value becomes one if qSrc(r(i)) > 0 and zero otherwise.
The reason for employing this indicator function is discussed
in the end of this section. Recall that for flow originators qi
denotes flow rate. As also described in section IV, transmission
probability and position for every node can be periodically
propagated to all other nodes through routing protocol’s topol-
ogy control messages. Position information is used to infer
each link’s success probability based on equation 5 or 9
depending on whether interference is treated as noise (IAN)
or successive interference cancelation (SIC) is employed at
the receiver. The average aggregate throughput achieved by
all flows is expressed through T¯aggr =
∑m
k=1 T¯rk where
T¯rk = min
(i,j)∈rk
T¯i,j .
Aggregate throughput optimal flow rates that also provide
bounded packet delay for a set of flows and a specific
wireless topology can be estimated by solving the following
optimization problem:
Maximize
S′
m∑
k=1
{
T¯Src(rk),D, |rk| = 1 (P2)
q′Src(rk), |rk| > 1
s.t. :
(S1) : 0 ≤ qSrc(rk) ≤ 1, k = 1, ...,m
(S2) : T¯Src(rk),i ≤ T¯j,l,
{∀i, j, k, l : (Src(rk), i), (j, l) ∈ rk, |rk| > 1
k = 1, ...,m}
(S3) : 0 ≤ q′Src(rk) ≤ 1, {∀k : |rk| > 1}
(S4) : q′Src(rk) ≤ T¯i,j , {∀i, j, k : |rk| > 1, (i, j) ∈ rk}
where, S′ = {qSrc(rk), k = 1, ...,m} ∪ {q′src(rk) : |rk| > 1}.
In the above optimization problem, constraint set S1 ensures
that the maximum data rate for any flow does not exceed one
packet per slot while also allowing paths that are not optimal to
use, to remain unutilized. Constraint S2 ensures that the flow
injected on each path, that is the throughput of that path’s
first link, is limited by the flow that can be serviced by any
subsequent link of that path. In this way data packets are
prevented from accumulating at the relay nodes providing thus
bounded packet delay. For the rest of the paper this constraint
will be referred to as bounded delay constraint. Moreover, the
scheme that determines the flow to be assigned on each path
based on the above optimization problem will be referred to as
Throughput Optimal Flow Rate Allocation (TOFRA) scheme
for the rest of the study.
Going back to the indicator function in (12), the reason for
employing it is the following: assume that the flow assigned
on a path is zero packets per slot. This means that relay
nodes along this path will have no packets to transmit to their
next hops. However while enumerating all interfering nodes
for expressing a specific link’s average throughput through
(10) relay nodes that belong to a path to which zero flow
is assigned will be assumed to contribute with interference.
This is due to the assumption mentioned in the system model
that all nodes always have packets available for transmission.
Employing however the indicative function present in (12) a
relay node i that belongs to a path where zero flow is assigned
TABLE I
PARAMETERS USED IN THE SIMULATIONS
Parameter Value
Max Retransmit Threshold 3
Contention Window 5
Path Loss Exponent 3.0
Packet size 1500 bytes
Simulation duration 20.000 slots
Transmission power 0.1 W
Noise power 7× 10−11W
(qSrc(r(i)) = 0) will not be considered to contribute with
interference.
IV. SIMULATION SETUP
We evaluate the proposed aggregate Throughput Optimal
Flow Rate Allocation scheme (TOFRA) using network simu-
lator NS-2, version 2.34 [34], including support for multiple
transmission rates [35].
Concerning medium access control, a slotted aloha-based
MAC layer is implemented. Transmission of data, routing
protocol control and ARP packets is performed at the be-
ginning of each slot without performing carrier sensing prior
to transmitting. Acknowledgements for data packets are sent
immediately after successful packet reception while failed
packets are re-transmitted. Slot length, Tslot, is expressed
through: Tslot = Tdata+Tack+2Dprop where Tdata and Tack
denote the transmission times for data packets and acknowl-
edgements (ACKs) while Dprop denotes the propagation delay.
It should be noted that all packets have the same size shown in
table I. All network nodes, apart from sources of traffic, select
a random number of slots before transmitting drawn uniformly
from [0, CW ]. The contention window (CW) is fixed for the
whole duration of the simulation and equal to 5.
As far as physical layer is concerned the success prob-
ability for a link is estimated as follows: in case where a
flow allocation scheme variant is simulated assuming that
receivers perform successive interference cancelation (SIC)
then the probability that a packet transmitted along link (j, i)
is successfully received given than nodes in T are also active
is estimated based on (9). If instead interference is treated as
noise, success probability for this case is derived by employing
(5). Transmitters during each slot, that are considered to cause
interference, are those transmitting data packets or routing pro-
tocol control packets. All nodes use the same SINR threshold.
Transmission power and noise is 0.1 Watt and 7 · 10−11 Watt
respectively while the path loss exponent is assumed equal to
3.0.
As far as routing is concerned, static predefined routes to
the destination are employed. Hello and Topology Control
(TC) messages are propagated throughout the network every
one and five seconds respectively. Each topology control
message may carry the following information: a)transmission
probability b)position, and c)an indication of whether it is
a flow originator or not. As also discussed in Section II,
transmission probabilities are assumed to be fixed for relay
nodes since contention window (CW) remains fixed for the
whole simulation period. Using this information from the TC
messages each node can infer both the network topology and
the success probability for each link based on either (5) or (9)
since all link distances are known. Upon each TC message
reception, each flow source is able solve the topology-specific
instance of the flow allocation optimization problem presented
in Section III using the simulated annealing method. In this
way the flow rates (packets per slot) that should be assigned
on each path in order to achieve maximum average aggregate
throughput are estimated along with the average aggregate
throughput for all flows. According to this process, flow rates
are estimated on a distributed manner for all flow originators.
In each simulation scenario flows carrying constant bit rate
UDP traffic are generated while simulation period is 20.000
slots. Queues for flow originators are kept backlogged for the
whole simulation period.
V. NUMERICAL AND SIMULATION RESULTS
The evaluation process presented in this section consists of
three parts. In the first one we briefly discuss the accuracy
of the model deployed by the TOFRA scheme on capturing
the average aggregate flow throughput (AAT). In [31] we also
show that this model accurately captures the AAT observed in
simulated scenarios based on larger random scenarios. In the
second part we explore the gain in terms of throughput that
can be achieved at the network level by combining TOFRA
flow allocation scheme with SIC. Finally in the third part we
discuss the effect of SIC on end-to-end flow delay.
For the rest of the paper the notion of asymmetry for two
interfering links will be used to denote the difference between
the average received SNR/SINR over them. As far as SIC is
concerned it has been shown that performance gain increases
with the asymmetry among interfering links [28]. For that
reason three different topologies are explored based on the one
presented in Fig. 1. Different topology instances are derived by
fixing the distances between pairs of nodes. The corresponding
distance values are summarized in the table incorporated in
the same figure. For all three topologies, two unicast flows
are assumed sourced at nodes 1 and 2 respectively. Flow f1 is
forwarded to d through path 1-R-d while flow f2 through 2-d.
Assuming such a traffic scenario, in topology 1 depicted in Fig.
1, transmissions along link (1,R) experience interference from
node 2. If similar SINR threshold (γ) values for all transmitters
are further assumed, then the received signal on R from 2
constituting the interference is received with higher power
compared to the signal received from 1. On a similar manner,
in topologies 1 and 2 transmissions along link (2,d) experience
interference from R. The signal constituting interference from
R is received with higher power at d than the signal carrying
data packets sent from 2 (due to the different link distances).
Based on these remarks, different approaches are explored
for each topology presented in Fig. 1 depending on how
interference is handled at each receiving node. For topologies
1 and 2 three different approaches are explored. In the first one
interference at nodes R, d is treated as noise. In the second
Fig. 1. Considered topologies with various link distances.
approach SIC is applied on R as described in section II-B. In
the third one destination d first tries to decode the message
from R, remove its contribution (interference) to the received
signal and then decode the message from 2. Finally as far as
topology 3 depicted in Fig. 1 is concerned three approaches
are also explored. The first two approaches are the same with
topologies 1 and 2. In the third one however where the desti-
nation resides closer to transmitting node 2 instead of R so d
first tries to decode the message received from 2 (interference)
remove its contribution to the received signal and then decode
the message from node R. For the rest of the paper we will also
use the term successive interference cancelation to describe
how interference is handled at destination d. To distinguish
among the different approaches discussed above for handling
interference they are labelled after: IAN, SIC(R), SIC(R,d) with
SIC(R,d) denoting that SIC is applied at both R and d.
As far as allocation of flow (data rates) on different paths
is concerned three different schemes are explored. The first
scheme is TOFRA (Throughput Optimal Flow rate Alloca-
tion), proposed in our prior work [30], [31] and presented
in section III. Full MultiPath (FMP) assigns one packet per
slot on each path. Finally the third scheme explored employs
only a single path to forward traffic to the destination. Based
on how best path is identified we explore two variants: in
the first one denoted as BPe2e, best path is considered the
as one exhibiting the highest end-to-end success probability
(defined in section III). In the second variant denoted as
BPwb, best path is defined as the one that has the widest
bottleneck link which can be formulated as identifying path
rk : arg max
k
Min
(i,j)∈rk)
pji/i. In the first two topologies explored
BPwb utilizes path 1-R-d to the destination while in the third
one 2-d. BPe2e on the other hand deploys path 2-d for all
three topologies explored. Applying SIC for the topologies
presented in Fig. 1 is meaningless since when path 2-d is used,
destination d receives no interference while in the case of 1-
R-d the interference received at d from 1 is insignificant due
to the large distance between them. For both aforementioned
best-path variants, the flow assigned on the utilized single
path is calculated by solving a single-path version of the
optimization problem (P2) presented in section III using the
Topo γ Flow alloc q1 q2 AATnum AATsim
scheme Pkts/Slot Pkts/Slot
1 0.5 TOFRA-IAN 0.0 1.0 0.973 0.970
1 0.5 TOFRA-SIC(R) 0.287 1.0 1.045 1.045
1 0.5 TOFRA-SIC(R,d) 0.287 1.0 1.057 1.069
1 2.0 TOFRA-IAN 0.0 1.0 0.896 0.891
1 2.0 TOFRA-SIC(R) 0.164 1.0 0.783 0.802
1 2.0 TOFRA-SIC(R,d) 0.164 1.0 0.782 0.824
2 0.5 TOFRA-IAN 0.0 1.0 0.972 0.968
2 0.5 TOFRA-SIC(R) 0.350 1.0 1.005 1.004
2 0.5 TOFRA-SIC(R,d) 0.350 1.0 1.084 1.116
2 2.0 TOFRA-IAN 0.0 1.0 0.894 0.894
2 2.0 TOFRA-SIC(R) 0.267 1.0 0.760 0.764
2 2.0 TOFRA-SIC(R,d) 0.268 1.0 0.833 0.901
3 0.5 TOFRA-IAN 1.0 1.0 1.011 1.015
3 0.5 TOFRA-SIC(R) 0.153 1.0 1.062 1.047
3 0.5 TOFRA-SIC(R,d) 0.297 1.0 1.158 1.149
3 2.0 TOFRA-IAN 0.0 1.0 0.988 0.985
3 2.0 TOFRA-SIC(R) 0.060 1.0 0.915 0.954
3 2.0 TOFRA-SIC(R,d) 0.232 1.0 1.006 1.001
TABLE II
AAT (PKTS/SLOT): SIMULATION VS NUMERICAL RESULTS FOR EACH
TOFRA VARIANT
simulated annealing method.
For the purposes of the evaluation process different simu-
lation scenarios are generated as follows: for each topology
presented in Fig. 1 one of the aforementioned flow allocation
schemes is employed. For each flow allocation scheme three
variants are simulated based on how interference is handled
at each receiving node. The variant denoted by FMP-IAN
for example assigns one packet per slot on each path while
interference is treated as noise at each receiver. For FMP-
SIC(R) SIC is assumed at receiving node R.
In the first part of the evaluation process we explore whether
the model employed by the TOFRA scheme discussed accu-
rately captures the average aggregate flow throughput (AAT).
Table II summarizes the flow rates assigned on each path along
with the corresponding value for AAT achieved by TOFRA
derived from both the numerical and the simulation results.
Recall that flow rates assigned on each path are identified by
sources by solving the topology specific instance of the flow
allocation optimization problem presented in section III.
The average deviation between the AAT derived from the
model described in section III and the one observed in the
simulated results is 1.56% over all topologies, γ values and
TOFRA variants employed. There are several reasons for this
deviations. The main one is related to the assumption of the
model for AAT concerning saturated queues at the relay nodes.
In our analysis it is assumed that whenever a relay node
attempts to transmit a packet there is always one available at
its queue. In the simulated scenarios however, a relay node’s
queue may be empty at a specific slot. In this way however the
considered model for the AAT overestimates the interference
experienced by any link in the simulated scenarios and thus
underestimates the average throughput achieved over that link.
Due to the assumption concerning saturated queues at the
relay nodes it also overestimates the collision probability at
each relay node due to concurrent packet transmission and
reception events. At the end of this section we also discuss
how this underestimation of a link’s average throughput may
also affect queueing delay. Apart from that, in the analysis
presented in section III, a packet is not assumed to be
dropped afer a larger number of failed retransmissions. In
the simulation parameters presented in table I however, a
maximum retransmit threshold equal to 3.0 is adopted. This
suggests that after three failed transmissions a specific packet
is dropped. This may result in lower throughput for the link
over which that packet is retransmit but will also result in
reduced interference imposed on neighbouring links. Finally,
in the analysis we have assumed that whenever a packet
is transmitted it is a packet carrying data. In the simulated
scenarios however, all nodes either perform periodic emission
of routing protocol’s control messages or forwarded specific
received control packets (topology control messages for the
simulation setup presented in section IV). This means that
specific slots are spent carrying routing protocol’s control
messages instead of data packets resulting in our analysis
overestimating the AAT observed in the simulated results.
In the second part of the evaluation process we explore the
gain in terms of throughput that can be achieved by deploying
SIC instead of treating interference as noise (IAN). More
precisely we explore the AAT achieved by the aforementioned
flow allocation schemes when different approaches for han-
dling interference are followed (discussed above). Figs. 2(a)
- 2(c) present the corresponding AAT values for the three
topologies summarized in Fig. 1.
Figs. 2(a)-2(c) show that applying SIC instead of IAN at
both receiving nodes R, d proves gainful in terms of AAT
when γ=0.5. For the case of the TOFRA flow allocation
scheme the gain is 10.2%, 15.2%, and 13.2% respectively
for the three topologies explored. The corresponding values
for FMP are 10.7%, 16.9%, and 2.6% respectively. It should
also be noted that the gain in terms of throughput for SIC
is less significant when it is applied only to receiver R. For
γ=0.5 for example, employing SIC at R instead of IAN results
in 7.7%, 3.7%, and 3.1% higher AAT for the three topologies
explored. Applying SIC on R increases the success probability
on link (1,R) from 9.3% to 95.1% for γ=0.5 and from 2.3%
to 81.5% for γ=2.0. Consequently transmitter 1 will manage
to deliver a larger portion of its traffic to R when SIC is
employed at R instead of IAN which will also result in an
increased number of packets transmitted from R to d. This
will have a negative effect on the average throughput of link
(2,d) since it will experience increased interference. Indeed,
for the first topology presented in Fig. 1, γ=0.5 and the
TOFRA flow allocation scheme, when interference is treated
as noise at all the receivers the fraction of data packets
transmitted over (2,d) that are re-transmitted due to low SINR
is 2.7%. In the scenario where SIC is employed at R the
corresponding fraction of re-transmitted packets is 14.1%. This
shows that improving the success probability at a relay node
by applying SIC will also increase the interference imposed
on its next hop. Consequently the number of failed packets
(a) Topology 1
(b) Topology 2
(c) Topology 3
Fig. 2. Average Aggregate Throughput per Flow Alloc Variant
that are re-transmitted will increase limiting the gain in terms
of AAT. As Figs. 2(a)-2(c) also show, for γ values as high
as 2.0 applying SIC instead of IAN for the case of TOFRA
either offers an insignificant gain or results in lower average
aggregate throughput. As already discussed, applying SIC at
R significantly increases the success probability on link (1,R)
with TOFRA also increasing the amount of flow assigned on
path 1-R-d. If however the increased interference on link (2,d)
is not compensated by the gain of utilizing path 1-R-d the
average aggregate flow throughput (AAT) observed may be
lower compared to the case where IAN is applied at each
receiver.
As far as the relation between interfering links asymmetry
and gain in terms of throughput of SIC over IAN is concerned
the following remark is also interesting. As already discussed
above, the success probability of link (1,R) increases from
9.3% to 95.1% for γ=0.5 when SIC is employed at R instead
of IAN. Accordingly in the topology 1 for example, the
success probability of link (2,d) increases from 60.4% to
66.7% for γ=0.5 when SIC is employed at d instead of IAN.
This increase in the success probability is significantly lower
than the corresponding one for link (1,R). The reason for this is
the different asymmetry between interfering links for the two
receivers. As Fig. 1 also shows, the distance of interfering node
2 from R is much smaller than the distance between 1 and
R. The distances however of nodes 2 and R from d are very
similar. A notable effect of combining SIC with the TOFRA
flow allocation scheme is the utilization of paths which where
assigned zero flow when IAN was applied at receiving nodes.
As table II shows, the utilization of path 1-R-d becomes non-
zero for all topologies and γ values considered when SIC is
employed.
As far as different flow allocation schemes are concerned,
variants of the TOFRA scheme achieve higher AAT than the
corresponding full multi-path (FMP) variants for all topologies
and γ values employed. The main reason for this is that FMP
assigns one packet per slot on each path on an interference un-
aware manner resulting in a higher fraction of data packets re-
transmitted due to low SINR. This performance gap becomes
even more profound when large SINR threshold values are
assumed: thus, the success probability of all links is decreased.
Considering topology 3 with γ=0.5 for example, TOFRA-
SIC(R,d) achieves 10.2% higher AAT than the corresponding
FMP variant (FMP-SIC(R,d)). Compared to BPe2e, TOFRA-
IAN achieves the same AAT for almost all scenarios explored
since they both utilize at full rate path 2-d. The only exception
to this is the scenario based on topology 3 where γ=0.5. In
this scenario the corresponding TOFRA variant also utilizes
path 1-R-d. When TOFRA however is combined with SIC at
both R and d and a low γ is employed it achieves higher
AAT. In topology 3 for example, TOFRA-SIC(R,d) achieves
15.4% higher AAT than BPe2e. It should be noted however
that the prospect of higher throughput for TOFRA is limited
by the number of paths available. In [31] where several paths
are employed in parallel we show that TOFRA outperforms
BPe2e. Finally, best path variant that selects the path with the
widest bottleneck link in terms of success probability (BPwb)
utilizes path 1-R-d for topologies 1 and 2 and 2-d for topology
3. As table II shows however TOFRA assigns zero flow on
path 1-R-d for most scenarios explored when interference is
treated as noise. This shows that utilizing this path in parallel
with 2-d would result in lower AAT. As also shown in Figs.
2(a)-2(c), BPwb achieves the lowest AAT among all schemes
for topologies 1 and 2 and performs the same with BPe2e for
topology 3.
In the third part of the evaluation process the aforemen-
tioned flow allocation schemes are compared in terms of delay.
Moreover the effect of applying SIC on it is also explored.
Before discussing simulation results the following definitions
are necessary: for each flow end-to-end flow delay will be
used to denote the average per packet end-to-end delay for all
packets forwarded by that flow. End-to-end delay for a packet
is the interval between the time when it is transmitted for the
first time at the source of the flow and the time when the packet
is successfully received at the destination of the corresponding
flow. Figs. 3(a)-3(c) present average flow delay for the three
topologies described in Fig. 1 and SINR threshold values 0.5
and 2.0. For the rest of the paper end-to-end flow delay will be
referred to as flow delay. Note that flow delay values for FMP
are included only for the variant where interference is treated
as noise (FMP-IAN). When FMP is combined with SIC flow
delay values are by far larger than the corresponding values of
the other schemes and including them in the aforementioned
figures would constitute them illegible. Instead flow delay
values for FMP-SIC(R) and FMP-SIC(R,d) are discussed at
the end of the section.
As these figures illustrate, for all three topologies explored,
TOFRA-IAN achieves the same delay with BPe2e for both
γ=0.5 and 2.0. The only exception to this is the simulated
scenario based on topology 3 with γ=0.5. In this scenario
TOFRA-IAN also assigns flow on path 1-R-d. The flow
assigned on path 1-R-d is also increased in the case where
TOFRA is combined with SIC. As table II for example shows,
for the second topology and γ=0.5 TOFRA assigns 0.350
packets per slot on path 1-R-d when SIC is applied at both R
and d. Consequently a larger number of packets will experi-
ence queueing delay at R and also increased re-transmissions
due inter-path interference. The effect of queueing delay on
flow delay is extensively discussed in the rest of the section.
This is also validated if BPwb is considered for topologies
1 and 2. In these topologies, BPwb forwards all packets
through path 1-R-d. Figs. 3(a)-3(c) show that it experiences
significantly higher flow delay than all other schemes for these
two topologies apart from full multipath variants FMP-SIC(R),
FIM-SIC(R,d). The second reason behind the increased delay
of TOFRA when combined with SIC is related to the accuracy
with which the model presented in section III captures the
average throughput of a link and is discussed in the next
paragraph.
To validate the effect of queueing delay on flow delay the
following quantities are also estimated: the throughput ratio
for a relay node R defined as T¯ (1, R)/T¯ (R, d) where T¯ (1, R)
and T¯ (R, d) denote the average throughput for links (1,R)
and (R,d) respectively. A value for that ratio larger than one
would suggest a queue at the relay where packets arrive at
a rate faster than the rate they can be serviced (delivered
to d). This results in an unstable queue at the relay node
and consequently on packets experiencing unbounded delay. A
value for that ratio that is one would imply a sub-stable queue
at R. In this case packets may experience increased queueing
delay. Additionally, the average queue length for each node,
especially for relays, is calculated from simulated results.
Figs. 3(a)-3(c) also show that for all topologies and γ
values explored FMP-IAN achieves significantly lower flow
delay than TOFRA variants that employ SIC although FMP is
expected to experience more failed packets due to increased
inter-path interference. In order to explore this delay gap
between FMP and TOFRA variants, topology 2 with γ=0.5
is used as an example. Moreover we focus on FMP-IAN
and TOFRA-SIC(R,d) variants. Simulation results reveal that
FMP-IAN indeed experiences a larger percentage of failed
transmissions due to low received SINR. For link (1,R) this
ratio is 81.0% for FMP-IAN and 3.62% for TOFRA-SIC(R,d).
As far as path 1-R-d is concerned it is also interesting to
note that FMP-IAN manages to deliver to R only 8.3% of the
packets sent over link (1,R) while the corresponding value for
TOFRA-SIC(R,d) is 68.6%. Taking into account these ratios
TOFRA-SIC(R,d) is expected to experience higher queueing
delay than FMP-IAN. Indeed, the average queue length for
relay node 1 is 0.09 packets for the case of FMP-IAN and
17.0 packets when TOFRA-SIC(R,d) is employed.
Comparing different TOFRA variants in terms of average
flow delay shows than when SIC is applied instead of IAN
average flow delay exhibits a significant increase. As table II
shows, when TOFRA is combined with SIC, maximum AAT
is achieved by utilizing path 1-R-d in parallel with 2-d for
all topologies explored. The gap in terms of delay may imply
that TOFRA variants that employ SIC experience increased
queueing delay. To validate this the simulation scenario based
on topology 2 with γ=0.5 is used as an example. First the
throughput ratio for relay node R is estimated for TOFRA
variants that employ SIC from simulation results. For both
variants the value of this ratio is 1.02, and 1.01 respectively
suggesting that the queue at R becomes unstable. However as
already discussed in the first part of the evaluation process the
model employed for the average aggregate flow throughput
may underestimate the actual average throughput of a link
observed in the simulation scenarios. In this way the average
throughput of a specific link may by slightly higher than the
average throughput of a subsequent link which results in an
unstable queue at the relay. Part of our future work however
is to relax the bounded delay constraint so as to account for
the deviation in capturing the actual average throughput of
a link. The second reason is that SIC improves the success
probability of link (1,R) and thus the number of packets that
are successfully delivered to R when compared to TOFRA-
IAN resulting in a larger average queue size.
For all topologies and γ values explored when full multipath
(FMP) is combined with SIC either at R or both at R and
d it experiences by far higher average flow delay than all
other flow allocation schemes discussed. For topology 1 in
Fig. 1 and γ=0.5 for example, the flow delay observed in
the simulation results for FMP-SIC(R) and FMP-SIC(R,d) is
2133.9 and 2111.3 slots respectively. However this is expected
since FMP assigns traffic on paths an interference-unaware
manner experiencing a large number of failed packets due
to low received SINR. Secondly it does not adjust the flow
assigned on a path based on the one that can be serviced by
its bottleneck link, resulting thus in unstable queues at the
relay nodes. For the case of topology 1 with γ=0.5 mentioned
above the throughput ratio at R for FMP-SIC(R) and FMP-
SIC(R,d) is 3.680 and 3.658 respectively.
VI. CONCLUSION
In this work we explore the gain in terms of throughput that
can be achieved at the network level by combining multipath
utilization and successive interference cancelation (SIC) for
random access wireless mesh networks with multi-packet
reception capabilities. More precisely we explore different
variants of a distributed flow allocation scheme aimed at
maximizing average aggregate flow throughput (AAT) where
interference is either treated as noise or SIC is employed. The
flow allocation scheme discussed achieves up to 15.2% higher
AAT when combined with SIC instead of treating interference
as noise for an SINR threshold (γ) value equal to 0.5. For
larger γ values this improvement either becomes negligible or
lower AAT is achieved for the considered topologies. This is
due to the fact that the increased interference caused by links
whose success probability is significantly improved with SIC is
not compensated by the gain in terms of throughput. Moreover
the improvement in terms of throughput by employing SIC
instead of treating interference as noise increases with the
asymmetry among interfering links.
Future extensions of this work will include the study of
deploying SIC jointly with TOFRA on larger topologies.
However, one of the main challenges is how to consider SIC
in larger topologies when there are more than one interfering
nodes to decode. Furthermore it would be of interest to study
the case where a receiver works on a hybrid manner by treating
interference as noise or applying SIC based on the conditions.
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Fig. 3. Delay (Slots) per Flow Allocation Variant.
