Abstract -In recent years, fraud in banking transactions has turned into a serious problem for which different supervised and unsupervised algorithms have been suggested. In this paper, a semi-supervised combined model based on clustering algorithms and association rule mining is devised in order to detect frauds and suspicious behaviors in banking transactions. To this end original and non-fraud transaction data of the customers is collected for the analysis. Next, repetitive patterns of customer behaviors are extracted through association rules and used as normal rules so that any new transaction must conform to at least one of these rules. In behavior analysis component, a fuzzy clustering algorithm is employed to extract the normal behavior patterns of customers. Abnormal transactions belong to none of these clusters and will be recognized as high risk. The final understanding of a transaction will be gained through combining the results of association rules and clustering patterns. Findings suggest that the employment of both rule-based and clustering-based components leads to the detection of more frauds while fewer alarms will go off.
Introduction
The application of electronic banking services has grown significantly over the last three years [1] . These services are prone to frauds to the extent that an approximation of 60 percent of the frauds have been done through electronic channels like mobile and internet banking [2] .
Fraud, as an unpleasant event, has a negative impact in the progress of every industry and community and the impact is especially more damaging in the banking industry. Statistics reveal that other than a remarkable loss of profit due to fraud, such a criminal deception is also an important deterrent for customers using banking electronic services in countries in which electronic commerce is in its initial state [3] . Although a lot of effort has been put into fighting against fraud in recent years and several machine learning and data mining methods have been used, the ever-changing behaviors of customers and fraudsters make it impossible to completely model the normal behaviors of customers or eradicate the frauds [4] . Moreover, applying static machine learning methods without the ability to reconcile with new strategies is not really useful for fraud detection either [5] .
Some of the challenges and drawbacks of fraud detection which are mentioned in the literature [6] - [8] include lack of valid and supervised datasets for research, imbalanced data, costs of using fraud detection systems, and the ever-changing behaviors of customers.
Another main challenge of improving fraud detection algorithms is that the knowledge sharing in this field is not very impressive and while there exist a lot of studies and published papers on fraud detection, very few of them have claimed to be used in practice [9] .
Lack of supervised datasets for extracting fraud detection models has rendered the role and importance of unsupervised methods more obvious. In this paper, a combined semi-supervised method using clustering and association rules is introduced and suspicious transactions which may not be done by the card owners are identified based on the customers' previous transactions and the historical normal trend of their behaviors.
Literature Review
There are three main categories of algorithms for fraud detection, namely supervised, unsupervised and semi-supervised methods [10] . Lack of supervised datasets on the one hand, and the shortcomings of supervised algorithms on the other hand have led researchers to pay more attention to unsupervised and semi-supervised methods in recent years [10] .
When it comes to the unsupervised algorithms, clustering is of considerable importance. K-means is a clustering algorithm and has been used in many other studies [11] - [13] . It is also a method for vector quantization and is particularly deployed in case of detecting abnormal and fraudulent behaviors [14] . In [15] - [17] , the hierarchical clustering methods were applied for fraud detection. DBSCAN which is a density-based clustering method [18] was used by Panigrahi et al. [19] for fraud detection. They used a set of attributes like the amount of transaction, billing and shipping addresses as well as an inter-transaction time gap for generating a set of normal clusters from the customer's credit card transactions. If a recentlyarrived transaction did not belong to any of the generated clusters, then it was regarded as an outlier transaction. The extent of deviation of an incoming transaction from the normal clusters was used for determining the degree of outlierness. In [20] , an improved k-means clustering method was employed and outlier detection was used as a method for detecting frauds. According to SAS report [20] , in addition to the rule-based methods, an analytical component is also needed in any fraud detection system. This analytical component is based on unsupervised or semi-supervised algorithms. While known frauds can be detected by rule-based components which are supervised methods, new and unknown frauds are detectable by unsupervised or semi-supervised methods. In [21] , a semi-supervised method was introduced through non-fraud transactions. In this method, some rules were extracted by Apriori algorithm and association rules. Then, by applying the rules to nonfraud transactions, those rules which identified non-fraud transactions as fraud transactions were removed. The remaining rules were deployed for monitoring the system and replicated rules were generated by making some changes to them. This method was used to take action for internal fraud detection. Normal profiles of customers are used for outlier detection in [22] . In [23] , a semi-supervised neural network method was put forth. Its neural network consisted of a hidden layer and the same number of input and output neurons. Outlier detection, classification and clustering methods were discussed in [24] .
Clustering and Association Rules Methods
Clustering is an unsupervised method for learning in which samples are divided into meaningful classes called clusters. These clusters are always homogeneous. The samples inside a cluster bear a strong resemblance to each other whereas those from different clusters are markedly different. The process of clustering is composed of several steps which are depicted in Error! Reference source not found.. As the figure clearly demonstrates, the feedback cycle improves the clustering results incrementally. Clustering algorithms are divided into two main categories: partitional algorithms and hierarchical algorithms. Hierarchical algorithms are based on a single or complete link and partitional algorithms are divided into square error-based algorithms, graph theoretic-based algorithms, mixture resolving-based algorithms or mode seeking-based algorithms [25] . The k-means algorithm, which is used in this paper, is a square error-based algorithm.
Association analysis or affinity analysis is one of the data mining methods which studies the attributes of characteristics that "go together" [26] . This algorithm attempts to uncover rules for quantifying the relationship between two or more attributes. Association rules take the form of "IF antecedent, THEN consequent", along with a measure of the support and confidence [26] . For example, in fraud detection, a rule can be defined as: "IF a male person younger than age 1 is engaged in a transaction in time t1 through a channel like ch1, THEN the transaction amount must be less than amnt1". This rule means that the set of attributes like "attributes= {gender, age, time, channel, amount}" always come together with values like "values= {male, age1, t1, ch1, amnt1}". If the values of a transaction are in accordance with this rule, then the transaction can be regarded as normal and vice versa. There are different algorithms for association rules including Apriori, Eclat, and FP-growth. In the present paper, Apriori algorithm is employed.
Research Methodology
The proposed model in this paper is composed of two main components: rule-based component and trend analysis-based component. The overall structure of the proposed model is depicted in Fig. 1 . Each transaction will pass through both components and the result of each component is calculated independently. The final result will be obtained by combining the results of these two components. The result of each component is either "low risk" or "high risk" and the final result is either "low risk", "medium risk" or "high risk" (Error! Reference source not found.). One of the first and also main steps in fraud detection is selecting the most efficient attributes [2] . Selected attributes are either the main attributes which are available in transactions or derived attributes which are extracted by aggregation or statistical methods. The main attributes used in this paper are listed in Table 1 . The bank to which the card belongs Derived attributes are not available in a transaction directly and must be calculated. These attributes can be simple or aggregated. Aggregated attributes play significant roles in analyzing behavior trends and also in fraud detection algorithms [2] , [27] . Aggregated attributes are numerical attributes revealing the trend of a transaction's main attributes in a period of time (hourly, daily, monthly, yearly, etc.). In this paper, the aggregated amount and number together with the maximum amount and number of transactions in 1 hour, 3 hours, 12 hours, 24 hours, 1 week and one month in different channels (ATM, POS …) are calculated and used for analysis. The extraction of aggregated features in through different channels in different periods of time is shown in Fig. 2 . 
Rule Based Component
As mentioned earlier, association rules are used for the rule-based component. The first step in this component is preparing the data. The dataset must be changed in a way that can be used by association rules algorithms. For discretization of the attributes, each attribute is divided to its possible categories. For example, the attribute of gender is discretized to "male" and "female". A code is assigned to each category. In MVML 104-5 the discretization of attributes is shown. The Apriori algorithm is applied on the prepared data. After applying the algorithm, a subset of attributes with most repetitions will emerge. In fact, the aim of the Apriori algorithm is to find the dependencies between different attributes in a dataset. A sample rule extracted by the Apriori algorithm is provided below:
"
IF (a teen man at the time period between 9 p.m. and 10 p.m. is engaged in a transaction on the internet channel and through a terminal with type ter1), THEN (the transaction amount is low)".
The rules were optimized by applying them on the test dataset and removing those rules which were not in accordance with any data. The remaining rules were used for analyzing the newly-arrived transactions. When a new transaction arrives, all the rules are applied to it and if no rule fires for that transaction, it will be regraded as a risky transaction. This result then will be combined with the result of trend analysis component.
Trend Analysis Component
In this component, the c-mean algorithm which is a fuzzy version of k-means is applied to the normal transactions of the dataset. The numerical main attributes and aggregated attributes are used for this algorithm. As shown in Fig. 2 , in addition to the attributes like amount and account balance, there are 86 newly-derived aggregated numeric attributes, which means a total of 88 attributes are employed for clustering. In order to avoid the curse of dimensionality, the process of dimension reduction has been implemented on the data. Multiple data reduction methods are discussed in [28] . Since all the attributes used for clustering are numerical, here the PCA (Principal Component Analysis) method is used. In Fig. 3 , the result of applying PCA to the dataset is demonstrated. Eigenvalue is a key element for determining the PCs. If the eigenvalue for a PC is greater than 1, then it has a greater variance compared to the variables in the original data. Hence the PC can be held. There are 12 meaningful and usable PCs in the dataset; therefore, the number of dimensions is reduced to 12.
The c-means algorithm, categorizes data to c different clusters. Like k-means the number of clusters (c), must be determined at first. Since the clustering algorithm is applied to the data of any card holder separately, the number of clusters for each card holder data may vary. Various methods are discussed in [28] for determining the number of clusters and here the SSE (Sum of Square Error) method is used. By depicting the SSE chart vs the number of clusters and finding the heel of the diagram, the optimized number of clusters can be find. Fig. 4 shows how the number of clusters (c) can be found for a card holder. Here the number of optimized cluster is 8. The result of the clustering for the data of a sample card is illustrated in Table 4 . Each transaction of the card belongs to one of the 8 clusters with a degree of certainty. The main cluster for a transaction has the maximum degree of belonging. For example in this table, the main cluster for the transaction with a code of 202, is the cluster with the degree of belonging equal to 0.5721. For an arriving transaction, if the degree of belonging for all clusters is less than a predefined threshold, then that transaction will be regarded as an outlier or risky transaction.
Results and Discussion
The dataset deployed in this research is provided by an Iranian bank and consists of cards data during February 2015 to January 2016. Each transaction has 12 raw attributes as shown in Table 1 , plus 186 aggregated attributes as described in Fig.  2 . There are 1934 fraudulent transactions belonging to 580 cards in the dataset which are called victim cards here. The number of all the transactions made by the victim cards is 683100. The existing dataset has label only for the transactions of the victims. These fraudulent transactions are reported by the card owners and receive their label as fraudulent after being assessed by auditors. The other transactions in our dataset have no label, so it is not known whether they are fraudulent or not. The output of applying the c-mean clustering algorithm on the data for a sample card is shown in Fig. 5 . The confusion matrix is used for the evaluation of the proposed model. Detection rate and false alarm rates as two main factors for the evaluation of fraud detection algorithms is used in this paper. A good fraud detection system has the maximum TP (detected frauds) and minimum FP and FN (false alarm rates).
A comparison among the results of clustering, association rules and the proposed model is depicted in a ROC diagram in Fig. 6 . It is obvious from the picture that the result of the proposed model is more exact than than each of clustering and association rules alone. Several entities and events such as human wisdom, analytic tools and business systems are involved in the occurrence of a fraud. Effective and instant detection of sophisticated frauds requires more accurate analytic tools and algorithms. In this paper, the study and practice in the real world are presented and a model consisting of two main components, namely rule-based component, trend analysis-based component is introduced. Transaction aggregation and derived attributes are also found to be useful in fraud detection. Here, in addition to the association rules for extracting rules, trend analysis was carried out as a semi-supervised method and it was discovered that despite the fact that semi-supervised methods have lower detection rates in comparison to association rules (Fig. 6) , combining them leads to improved results. 
