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Ova doktorska disertacija predstavqa objediweni prikaz rezultata nasta-
lih tokom rada pod mentorstvom profesora Qiqane Petrovi}. Disertacija
je nastala kao rezultat istra`ivawa u okviru oblasti Statisti~ke teorije
uzro~nosti i specijalno je posve}ena izu~avawu ove oblasti u neprekidnom
slu~aju. Naime, u posledwih nekoliko decenija postoje konstantni napori
da se otkrivawe uzro~no-posledi~nih relacija {to vi{e operacionalizuje i
formalizuje kroz odgovaraju}e matemati~ke modele, {to je i uslovilo nasta-
jawe Statisti~ke teorije uzro~nosti, koja se pre svega oslawa na pojmove i
aparaturu Teorije verovatno}e, Statistike i Stohasti~ke analize. U okviru
same oblasti bitno je razvijeniji deo koji se odnosi na diskretan slu~aj, tj.
na slu~ajne procese sa diskretnim parametrom. Me|utim, kako neke pojave
prirodno name}u potrebu za razmatrawem neprekidnog slu~aja, tj. za formi-
rawem teorije uzro~nosti za slu~ajne procese sa neprekidnim parametrom,
ciq ove disertacije je upravo i bio pro{irivawe postoje}ih i dobijawe novih
rezultata koji se odnose na neprekidan slu~aj.
Istra`ivawa su fokusirana na uop{tavawe ve} postoje}ih koncepata uz-
ro~nosti, tako da oni obuhvate i filtracije povezane sa vremenima zaustav-
qawa, kao i na ispitivawe osobina tih koncepata vezanih za neke tipove
konvergencija. Tako|e, pa`wa je bila usmerena i na povezevawe uzro~nosti sa
specifi~nim konceptom ekvivalencije slu~ajnih procesa.
Disertacija je organizovana u ~etiri glave i to na slede}i na~in. U Glavi
1 je dat kratak pregled osnovnih pojmova Teorije slu~ajnih procesa koji su
neophodni za kasnije izlagawe.
U Glavi 2 je dat pregled poznatih rezultata Teorije uzro~nosti, kako u
diskretnom takoi uneprekidnom slu~aju, koji su poslu`ilikaopolazna osnova
za istra`ivawa u okviru ove disertacije. Tu su pobrojani pre svega rezultati
koji se oslawaju na koncept Grexerove uzro~nosti, jer je uop{tewe tog koncepta
i wegovo prilago|avawe neprekidnom slu~aju i bio ciq ove disertacije.
Originalni rezultati disertacije izlo`eni su u glavama 3 i 4. U okviru
Glave 3 su prikazani novouvedeni koncepti uzro~nosti u neprekidnom slu~aju,
koji su zasnovani na Grenxerovoj definiciji uzo~nosti, kao i wihove osobine.
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Udelu 3.2 je prikazan nov koncept uzro~nosti u neprekidnom slu~aju koji je sro-
dan ve} poznatim uop{tewima Grenxerove uzro~nosti u neprekidnom slu~aju,
ali je specijalno pogodan za razmatrawe u slu~aju zaustavqenih procesa, tj.
blisko je povezan sa vremenima zaustavqawa. U delu 3.3 dokazana je invarijant-
nost uzro~nosti pod odgovaraju}im tipovima konvergencija, {to je posebno
bitno s obzirom da se u praksi naj~e{}e posmatraju diskretizacije slu~ajnih
procesa sa neprekidnim parametrom. U delu 3.4 opisan je specifi~an koncept
uzro~nosti koji uzima u obzir samo deo pro{losti slu~ajnog procesa kona~ne
du`ine. Deo originalnih rezultata ove glave je publikovan u radovima [66]
i [68]. Jedan deo rezultata se nalazi na recenziji ([69]), a mawi deo je u fazi
pripreme za slawe.
Rezultati dati u Glavi 4 povezuju razmatrani koncept uzro~nost sa speci-
fi~nim konceptom ekvivalentnosti slu~ajnih procesa, koji se svodi na to
da posmatrani procesi imaju istu adaptiranu raspodelu (isti adaptirani
zakon). Ispostavqa se da uzro~nost mo`e da pomogne uspostavqawu relacije
ekvivalencije izme|u odgovaraju}ih procesa, ali i da se osobina uzro~nosti
prenosi u slu~aju ekvivalencije u razmatranom smislu. Originalni rezultati
ove glave su publikovani u radu [67].
Sva tvr|ewa navedena u disertaciji koja su preuzeta iz literature data su
sa odgovaraju}im referencama, a bez dokaza.
* * *
Ovom prilikom `elim posebno da se zahvalim svom mentoru, profesoru
dr Qiqani Petrovi}, na svesrdnoj pomo}i koja je prisutna od po~etka na{e
saradwe, a koja je presudno uticala na izradu ove disertacije. Tako|e, `elim
da se zahvalim i profesoru dr Svetlani Jankovi}, weni saveti i podr{ka su
mi puno zna~ili. Pored toga, veliku zahvalnost dugujem i svojim kolegama
iz Instituta za matematiku i informatiku koji su uvek bili tu kada mi je
pomo} bila potrebna. Pozitivna atmosfera u kojoj radimo je uvek bila jedan
od glavnih pokreta~a za moj rad. I na kraju, sve bi bilo mnogo druga~ije, ali
ne boqe i ne lep{e, da uz mene nisu bili moji najmiliji. Hvala im na tome!
Kragujevac, februar 2013. Sla|ana Dimitrijevi}
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Glava 1
Osnovni pojmovi teorije slu~ajnih
procesa
Slu~ajni procesi predstavqaju matemati~ku apstarkciju empirijskih pro-
cesa ~ije pona{awe je u skladu sa zakonima Teorije verovatno}e. Na primer,
u toku nekog vremenskog intervala I posmatramo odre|eno obele`je X nekog
fizi~kog sistema, pri ~emu vrednost tog obele`jaX(t) u trenutku tnije unapred
odre|ena, ve} je slu~ajna promenqiva. Tada se skup svih slu~ajnih promenqivih
X(t), t ∈ I , mo`e posmatrati kao slu~ajna veli~ina koja se mewa u vremenu,
tj. mo`e se smatrati da je X(t), t ∈ I , jedna slu~ajna funkcija vremena. U tom
slu~aju za X = {Xt = X(t), t ∈ I} se ka`e da je slu~aj proces.
Ubrzo po aksiomatizaciji Teorije verovatno}e od strane Kolmogorova
1933. godine sa razvojem je po~ela i Teorija slu~ajnih procesa. Dub (Doob) je
1953. godine napisao prvu kwigu, [12], koja je na sistematski na~in obradila
ovu tematiku, a do danas je objavqeno jo{ mnogo kwiga na ovu temu.
Teorija slu~ajnih procesa je na{la primenu u raznim oblastima nauke i
tehnike, a pre svega kod sistema za upravqawe i sistema za pra}ewe fizi~kih
objekata ~ije stawe u proizvoqnom trenutku t nije poznato ve} predstavqa
slu~ajnu veli~inu. Tako|e, slu~ajni procesi su na{li primenu u telekomu-
nikacijama, demografiji i mnogim drugim oblastima. Pored toga, ubrzani
razvoj ekonomije u pro{lom stole}u uslovio je i razvoj finansijske matematike
za koju je tako|e neophodna Teorija slu~ajnih procesa.
U ovom poglavqu izlo`eni su samo osnovni pojmovi Teorije slu~ajnih
procesa koji }e kasnije u disertaciji biti kori{}eni. Vi{e detaqa mo`e




Neka je (Ω,F , P ) proizvoqan prostor verovatno}a. Podsetimo se, F je
σ-algebra podskupova skupa Ω, tj. F je σ-algebra slu~ajnih doga|aja. Daqe u
disertaciji, uvek }emo podrazumevati da je to kompletan prostor verovatno}a,
tj. prostor verovatno}a takav da za sve skupove B ∈ F takve da je P (B) = 0 i
sve A ⊆ B va`i A ∈ F .
Pod slu~ajnim procesom se podrazumeva familija slu~ajnih promenqivih
{X(t, ω), t ∈ I, ω ∈ Ω} definisanih na istom prostoru verovatno}a koje imaju
slede}e dve osobine:
1) za svako fiksirano t ∈ I , X(t, ω) je merqiva funkcija od ω ∈ Ω, odnosno
slu~ajna promenqiva;
2) za svaki fiksiran ishod ω ∈ Ω, X(t, ω) je realna funkcija od t ∈ I .
Za fiksirano ω ∈ Ω veli~ina X(t, ω) = X(t) (funkcija vremena) se naziva
trajektorija ili realizacija koja odgovara elementarnom doga|aju ω. Fazni
prostor svake slu~ajne veli~ineXt = X(t) u tom slu~aju je (R,B), jer je za svako
t prostor vrednosti slu~ajnog procesa skup realnih brojeva. Stoga, prostor
(R,B) nazivamo faznim prostorom slu~ajnog procesa. Skup I nazivamo para-
metarskim ili indeksnim skupom.
Definicija 1.1. Neka je (Ω,F , P ) prostor verovatno}a i I skup vrednosti para-
metra t. Jednodimenzionalan slu~ajan proces X na (Ω,F , P ) sa faznim pros-
torom (R,B) i indeksnim skupom I je familija X = {Xt, t ∈ I} merqivih
funkcija Xt : (Ω,F) → (R,B).
Indeksni skup mo`e biti podskup celih, realnih ili kompleksnih bro-
jeva. On mo`e biti jednodimenzionalan ili vi{edimenzionalan. U odnosu na
prirodu indeksnog skupa razlikujemo slede}e slu~ajeve:
• kada se skup I sastoji samo od jedne ta~ke, tada je X = X(t) slu~ajna
promenqiva;
• ako je I skup sa kona~nomnogo elemenata, tada jeX = {Xt, t ∈ I}familija
kona~no mnogo slu~ajnih promenqivih;
• ako je I prebrojiv skup, tada se familijaX = {Xt, t ∈ I} naziva slu~ajan
proces sa diskretnim parametrom ili niz slu~ajnih promenqivih;
• kada je I interval realnih brojeva, tada se familija X = {Xt, t ∈ I}
naziva slu~ajan proces sa neprekidnim parametrom.
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Parametar t se naj~e{}e tuma~i kao vreme, jer se uglavnom izu~avaju procesi
koji su vezani za vreme. Uobi~ajeno je da skup I bude podskup skupa realnih
brojeva (interval realnih brojeva), a naj~e{}e je I = [0, +∞), iako u op{tem
slu~aju ovo ne mora da va`i.
Jedan od centralnih pojmova ove disertacije je pojam filtracije. Zapravo,
istra`ivawa u okviru ove disertacije se pre svega odnose na ispitivawe oso-
bina slu~ajnih procesa koje su vezane za filtracije.
Definicija 1.2. Neka je (Ω,F , P ) prostor verovatno}a i I ⊆ R. Filtracija
F = {Ft, t ∈ I} je familija pod-σ-algebri od F koja je neopadaju}a kao funkcija
od t, tj. za koju va`i Fs ⊆ Ft za s 6 t.
Definicija 1.3. Filtracija G = {Gt, t ∈ I} je podfiltracija filtracije F =
{Ft, t ∈ I} ili filtracija G je pot~iwena filtraciji F (u oznaci G ⊆ F) ako
je za svako t ∈ I ispuweno Gt ⊆ Ft.
Definicija 1.4. Filtracija G = {Gt, t ∈ I} je stohasti~ki ekvivalentna ili
jednaka filtraciji F = {Ft, t ∈ I} (u oznaci G = F s.i.) ako je za svako t ∈ I
ispuweno Gt = Ft s.i.
Nadaqe }e se koristiti oznaka F = {Ft}, a podrazumeva se da t ∈ I ⊆ R.
Tako|e, radi jednostavnijeg zapisa, koriste se i slede}e oznake:





bez obzira da li je sup I = +∞ ili sup I < +∞);










Definicija 1.5. Neka je (Ω,F , P ) prostor verovatno}a i I ⊆ R. Filtracija
F = {Ft, t ∈ I} je kompletna ako je σ-algebra F kompletna i ako svaka σ-algebra
Ft sadr`i sve P -nula skupove iz F .
U Teoriji verovatno}e model za vremenski zavistan sistem je ure|ena ~et-
vorka (Ω,F ,Ft, P ), gde je (Ω,F , P ) prostor verovatno}a, a F = {Ft, t ∈ I} je
okvirna filtracija. To zna~i daFt predstavqa skup svih slu~ajnih doga|aja
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posmatranih do trenutka t, to jest Ft sadr`i sve mogu}e informacije o modelu
do trenutka t. Nadaqe u disertaciji se podrazumeva da sve posmatrane fil-
tracije zadovoqavaju uobi~ajene uslove, tj. da su neprekidne zdesna i da je
svaki wihov element kompletna σ-algebra.
Za nas je posebno bitan pojam prirodne ili kanonske filtracije slu~ajnog
procesa, tj. filtracije koja je indukovana datim procesom.
Definicija 1.6. Prirodnom filtracijom procesa X = {Xt, t ∈ I} naziva se
filtracija FX = {FXt , t ∈ I}, gde je FXt najmawa σ-algebra u odnosu na koju su
sve slu~ajne promenqive Xs, s 6 t, merqive.
Filtracije mogu biti indukovane i sa vi{e procesa. Na primer, fil-
tracija indukovana procesimaX i Y obele`ava se saFX,Y = {FX,Yt }, pri ~emu
je FX,Yt = FXt
∨FYt .
Jedna od bitnih karakteristika slu~ajnih procesa jeste merqivost.
Definicija 1.7. Slu~ajan proces X = {Xt, t ∈ I} definisan na prostoru
(Ω,F , P ) je merqiv ako je za svaki skup B ∈ B realne ose R ispuweno
{(ω, t) : X(t, ω) ∈ B} ∈ F × B(I),
gde je B(I) σ-algebra Borelovih skupova na I .
Slede}a teorema ilustruje zna~aj osobine merqivosti nekog procesa, zada-
tog na kompletnom prostoru verovatno}a.
Teorema 1.1. (Fubini) Neka je X = {Xt, t ∈ I} merqiv realan slu~ajan proces
definisan na prostoru (Ω,F , P ). Tada va`e slede}a tvr|ewa:
1) skoro sve trajektorije procesaX su merqive funkcije od t (u odnosu na B);
2) ako EXt postoji za svako t ∈ I , onda je m(t) = EXt merqiva funkcija od t;
3) ako je S merqiv podskup od I i
∫
S
E|X(t)|dt < ∞, onda je
∫
S
|X(t)|dt < ∞ P -s.i.,







Tema ove disertacije je usko povezana sa pojmom adaptiranosti slu~ajnog
procesa na datu filtraciju.
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Definicija 1.8. Slu~ajan proces X = {Xt, t ∈ I} definisan na prostoru
(Ω,F , P ) je adaptiran u odnosu na filtraciju (saglasan sa filtracijom) F =
{Ft, t ∈ I} ako je za svako t ∈ I slu~ajna promenqiva Xt Ft-merqiva.
^esto se, jednostavnosti radi, ova osobina zapisuje sa X = (Xt,Ft), t ∈ I , i
ka`e se da je proces (Ft)-adaptiran ili (Ft)-saglasan. Lako se mo`e zakqu~iti
da je procesX (Ft)-adaptiran ako i samo ako jeFX ⊆ F. Tako|e, ako je procesX
(Ft)-adaptiran, onda je adaptiran i na svaku filtracijuG, kojoj je filtracija
F pot~iwena.
Neprekidnost je jedna od veoma bitnih karakteristika za funkcije. Sli~no
je i sa slu~ajnim procesima. U Teoriji slu~ajnih procesa razmatra se nekoliko
tipova neprekidnosti.
Definicija 1.9. Slu~ajan proces X = {Xt, t ∈ I} je neprekidan (sleva, zdesna),
na skupu S ⊆ I ako su skoro sve wegove trajektorije neprekidne (sleva, zdesna)
za svako t ∈ S.
Definicija 1.10. Slu~ajan proces X = {Xt, t ∈ [a, b]} je bez ta~aka prekida
druge vrste ako sve wegove trajektorije imaju levu i desnu grani~nu vrednost za
svako t ∈ (a, b), desnu grani~nu vrednost u ta~ki a i levu grani~nu vrednost u
ta~ki b.
Definicija 1.11. Slu~ajan proces X = {Xt, t ∈ I} je stohasti~ki neprekidan u
ta~ki t0 ∈ I , ako je ispuweno
Xt
P−→ Xt0 , t → t0,
tj. ako za svako ε > 0 va`i
P{ω : |Xt −Xt0| > ε} → 0, t → t0.
Ako je slu~ajan proces stohasti~ki neprekidan u svakoj ta~ki intervala [a, b],
ka`e se da je stohasti~ki neprekidan na [a, b].
Za stohasti~ki neprekidan proces ka`e se i da je neprekidan u verovatno}i.
Definicija 1.12. Slu~ajan proces X = {Xt, t ∈ I} je neprekidan u sredwem reda
p u ta~ki t0 ∈ I ako je ispuweno
E|Xt −Xt0|p → 0, t → t0.
Ako je slu~ajan proces neprekidan u sredwem reda p u svakoj ta~ki intervala
[a, b], ka`e se da je neprekidan u sredwem reda p na [a, b].
Specijalno, ako je u prethodnoj definiciji p = 2 koristi se naziv sredwe
kvadratno neprekidan.
Ako je slu~ajan proces neprekidan u sredwem reda p, tada je on neprekidan
i u sredwem reda q, za 0 6 q 6 p.
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Definicija 1.13. Slu~ajan proces X = {Xt, t ∈ I} je neprekidan skoro izvesno
(neprekidan sa verovatno}om 1) na intervalu [a, b] ⊆ I ako su skoro sve wegove
trajektorije neprekidne, tj. ako je
P{ω : lim
t→t0
|Xt −Xt0| = 0} = 1.
Za ispitivawe skoro izvesne neprekidnosti ~esto se koristi slede}a teo-
rema Kolmogorova.
Teorema 1.2. (Kolmogorov) Ako za slu~ajan proces X = {Xt, t ∈ I} postoje
pozitivni brojevi p, q iK takvi da za proizvoqne vremenske trenutke t, s ∈ [a, b]
va`i
E|Xt −Xs|p 6 K|t− s|1+q,
onda je slu~ajan proces X skoro izvesno neprekidan na intervalu [a, b].
Odnos izme|u ovih vrsta neprekidnosti je isti kao odnos odgovaraju}ih
konvergencija nizova slu~ajnih promenqivih. Ako je slu~ajan proces nepreki-
dan u sredwem reda p, tada je on i stohasti~ki neprekidan. Ako je slu~ajan
proces skoro izvesno neprekidan, tada je on i stohasti~ki neprekidan.
Za stohasti~ku analizu su veoma bitne i takozvane càdlàg1 funkcije. To su
funkcije koje su u svakoj ta~ki neprekidne zdesna i imaju svuda levu grani~nu
vrednost. Familija càdlàg funkcija na zadatom domenu naziva se Skorohodov
prostor (engl. Skorokhod space). Ovaj prostor predstavqa prirodan i pogo-
dan formalizam za opisivawe trajektorija slu~ajnih procesa koji dozvoqa-
vaju skokove, kao {to su: trajektorije Puasonovog procesa, Levijevog procesa,
martingala i semimartingala, empirijskih funkcija raspodela, trajektorija
diskretizacija slu~ajnih procesa itd. Kada na Skorohodovom prostoru uve-
demo supremum normu dobijamo neseparabilan Banahov prostor. Zato su za
Teoriju verovatno}e jako bitne separabilne topologije koje je uveo Skorohod u
radu [77]. Me|u tim topologijama najfinija je J1-topologija (najbli`a je uni-
formnoj topologiji). Neka jeDSkorohodov prostor funkcija x : [0, 1] → [0, 1].
Tada niz {xn}, xn ∈ D, konvergira ka x0 ∈ D u J1-topologiji ako postoji niz
rastu}ih homeomorfizama λn : [0, 1] → [0, 1] takav da
sup
t∈[0,1]
|λn(t)− t| → 0 i sup
t∈[0,1]
|xn(λn(t))− x0(t)| → 0 kad n → +∞.
Kada je funkcija x0 neprekidna konvergencija u J1-topologiji je ekvivalentna
uniformnoj konvergenciji.
Definicija 1.14. Slu~ajan proces X = {Xt, t ∈ I} je càdlàg ako su wegove
trajektorije càdlàg funkcije skoro izvesno.
1Skra}enica poreklom iz francuskog jezika od  continue à droite, limite à gauche“. Pored
ove koriste se skra}enice nastale u engleskom jeziku: RCLL od  right continuous with left




Vremena zaustavqawa (engl. stoping time) su jako bitna klasa slu~ajnih pro-
menqivih, a posebno veliku ulogu imaju u Teoriji martingala. Poku{a}emo
ukratko da objasnimo motive za uvo|ewe ovog pojma i wegovu primenu. Za-
mislimo da parametar t zaista predstavqa vreme, a σ-algebra Ft se posmatra
kao akumulirana informacija do trenutka t. Tako|e, zamislimo da nas intere-
suje de{avawe odre|enog fenomena (zemqotres odre|ene ja~ine, broj potro{a~a
koji su poru~ili robu preko odre|ene sume itd.). U tom slu~aju posebna pa`wa
se poklawa trenutku T (ω) u kome se fenomen desio po prvi put. Prirodno je
o~ekivati da se doga|aj {ω |T (ω) 6 t}, koji se realizovao ako i samo ako se
fenomen desio pre ili u trenutku t, nalazi u informaciji akumuliranoj kroz
vreme do trenutka t. Na osnovu ovih intuitivnih ideja formulisan je precizan
matemati~ki model.
Definicija 1.15. Neka (Ω,F) merqiv prostor. F-merqiva funkcija T : Ω →
[0, +∞] naziva se slu~ajno vreme.
Definicija 1.16. Neka je na merqivom prostoru (Ω,F) zadata filtracija F =
{Ft}. Slu~ajno vreme T je vreme zaustavqawa u odnosu na filtraciju F, ako za
svako t ∈ [0, +∞) doga|aj {T 6 t} pripada σ-algebri Ft.
Dakle, vreme zaustavqawa T je slu~ajno vreme takvo da doga|aj T se desio
do trenutka t (za svako t) zavisi samo od pro{losti do trenutka t, a ne zavisi
od bilo kakve informacije o budu}nosti.
Primer 1.1. Elementarni primeri vremena zaustavqawa su:
1) konstantna slu~ajna promenqiva T = t, t ∈ I , je vreme zaustavqawa;
2) ako je T vreme zaustavqawa i s ∈ I , onda je i T + s vreme zaustavqawa.
Na osnovu datog primera o~igledno je da je vreme zaustavqawa uop{tewe
deterministi~kog vremena. Stoga, zamena parametra t kod slu~ajnih procesa
vremenima zaustavqawa predstavqa svojevrsnu generalizaciju.
Teorema 1.3. ([16]) Neka su S i T vremena zaustavqawa. Tada su i S ∧ T i S ∨ T
vremena zaustavqawa. Ako je {Tn}, n ∈ N, niz vremena zaustavqawa, onda su i∧
n Tn i
∨
n Tn vremena zaustavqawa.
Definicija 1.17. ([16]) Neka je T vreme zaustavqawa u odnosu na filtraciju
F = {Ft, t ∈ I}. Tada je FT , σ-algebra doga|aja koji se de{avaju do vremena T ,
σ-algebra doga|aja A iz F takvih da za svako t va`i
A ∩ {T 6 t} ∈ Ft.
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Napomena 1.1. O~igledno je da je T FT -merqivo. Primetimo da ako je T = t,
onda je FT = Ft.
Teorema 1.4. ([16]) Neka su S i T vremena zaustavqawa.
1) Ako je S 6 T skoro izvesno, onda je FS ⊆ FT .
2) Ako A ∈ FS , onda je A ∩ {S 6 T} ∈ FT .
Teorema 1.5. ([16]) Ako su S i T vremena zaustavqawa, onda je FS∧T = FS ∩ FT .
Teorema 1.6. ([16]) Neka su S i T vremena zaustavqawa. Tada doga|aji {S < T},
{S = T} i {S > T} pripadaju obema σ-algebrama FS i FT .
Definicija 1.18. ([16])Vreme zaustavqawa T je predvidivo (predictable) ukoliko
postoji niz vremena zaustavqawa {Tn}, n ∈ N, takav da va`i:
1) {Tn(ω)} je rastu}i niz na [0, +∞) s.i. i limn Tn(ω) = T (ω) s.i.;
2) Tn(ω) < T (ω) s.i. za svako n na skupu {T > 0}.
Tada ka`emo da niz {Tn} najavquje T .
Primer 1.2. Predvidiva vremena zaustavqawa se prirodno pojavquju u real-
nosti. Na primer, zamislimo da posmatramo brod koji biva nasukan na ste-
novitu obalu. Vreme T kada se brod nasukao je vreme zaustavqawa najavqeno
nizom {Tn}, gde je Tn vreme kada je brod od obale bio udaqen 1n km.
Napomena 1.2. Za svako vreme zaustavqawa i proizvoqan realan broj r > 0
slu~ajna promenqiva T + r je vreme zaustavqawa. Zapravo, T + r je predvidivo






tome, posmatraju}i niz {rn} takav da je rn > 0 i limn rn = 0, na primer rn = 1n ,
uvi|amo da je svako vreme zaustavqawa granica opadaju}eg niza predvidivih
vremena zaustavqawa. Naravno, u op{tem slu~aju T − r za r > 0 ne mora biti
vreme zaustavqawa.
1.3 Uslovno matemati~ko o~ekivawe
Pojam uslovnog matemati~kog o~ekivawa je veoma bitan za izlagawe i
razumevawe Statisti~ke teorije uzro~nosti, pa }e biti detaqno obja{wen,
po~ev{i od elementarnih slu~ajeva, a zavr{iv{i sa uslovnim matemati~kim
o~ekivawem u odnosu na datu σ-algebru.
Neka je na prostoru verovatno}a (Ω,F , P ) zadata funkcija f sa vrednostima
u skupu N i neka je
An = {ω | f(ω) = n} ∈ F .
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Neka jeX drugarealna slu~ajnapromenqivadefinisananaΩ. Tada je prirodno
definisati uslovno o~ekivawe odX kada je dato f kao slu~ajnu promenqivu Y
zadatu sa





, kada je ω ∈ An i P (An) 6= 0,
dok kada ω ∈ An i P (An) = 0, Y (ω) mo`e biti proizvoqan broj (uobi~ajeno
uzeti da je Y (ω) = 0). Slobodnije govore}i, Y se dobija tako {to X uzima
prose~nu vrednost (usredwavawem slu~ajne promenqive X) na skupovima na
kojima je funkcija f konstantna.
Fundamentalan rezultat teorije mere, Radon-Nikodimova teorema, omogu-
}ava da se pojam daqe generalizuje.
Teorema 1.7. (Radon-Nikodim)Ako jeP ¿ Q, tada postoji nenegativna slu~ajna





F-merqiva funkcija ξ = ξ(ω) je jedinstvena do na stohasti~ku ekvivalenciju,
tj. ako je tako|e P (A) =
∫
A
η(ω)Q(dω) za A ∈ F , onda je ξ = η (Q− s.i.).
Slu~ajna promenqiva ξ(ω) naziva se gustinom mere P u odnosu na meru Q





Teorema 1.8. ([16]) Neka je (Ω,F , P ) prostor verovatno}a i neka je na wemu
zadata merqiva funkcija f sa vrednostima u merqivom prostoru (E, E). Neka
je Q verovatno}a indukovana funkcijom f na (E, E), tj. za A ∈ E va`i
Q(A) = P (f−1(A)).
Neka je X P -integrabilna slu~ajna promenqiva na (Ω,F). Tada postoji Q-









Ako Y1 neka druga Q-integrabilna slu~ajna promenqiva na (E, E) koja tako|e
zadovoqava (1.1), onda je Y1 = Y s.i.
Napomena 1.3. Slu~ajna promenqiva Y , iz prethodne teoreme, ~esto se naziva
uslovnim o~ekivawem od X kada je dato f . Me|utim, kako je Y definisano
samo do na skoro izvesnu ekvivalenciju, strogo govore}i, svaku funkciju koja
zadovoqava (1.1) trebalo bi nazivati verzijom uslovnog o~ekivawa od X .
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Za istra`ivawa u okviru ove disertacije najinteresantnije je uslovno
o~ekivawe u odnosu na zadatu σ-algebru.
Neka je (Ω,F , P ) prostor verovatno}a, E ⊂ Ω i E pod-σ-algebra od F . Ako
je f identi~ko preslikavawe na Ω, onda je mera Q indukovana funkcijom f na
(E, E) samo restrikcija od P na E .
Definicija 1.19. ([16]) Neka je na prostoru verovatno}a (Ω,F , P ) definisana
realna integrabilna slu~ajna promenqivaX i neka je E pod-σ-algebra odF . Tada
je uslovno o~ekivawe slu~ajne promenqiveX u odnosu na E , u oznaciE[X|E ], svaka







Napomena 1.4. Egzistencija uslovnogmatemati~kog o~ekivawaodX u odnosu na
σ-algebru E , tj. egzistencija slu~ajne promenqive Y iz prethodne definicije,
sledi na osnovu Teoreme 1.8. Ponovo zbog definisanosti do na stohasti~ku
ekvivalenciju precizno bi bilo re}i da je konkretno Y samo jedna od ver-
zija uslovnog matemati~kog o~ekivawa slu~ajne promenqive X u odnosu na
σ-algebru E .
Slobodnije govore}i, E[X|E ] dobijamo usredwavawem X na grubqe sku-
pove iz E (jer je E ⊂ F ).
Nave{}emo i nekoliko osobina uslovnog matemati~kog o~ekivawa, koja se
koriste u daqem radu. U narednim teoremama podrazumeva se da su slu~ajne
promenqive definisane na prostoru verovatno}a (Ω,F , P ) i da je E pod-σ-
algebra od F .
Teorema 1.9. ([16]) Neka su X i Y integrabilne slu~ajne promenqive, a α, β i γ
realne konstante. Tada je
E[αX + βY + γ | E ] = αE[X|E ] + βE[Y |E ] + γ s.i.
Teorema 1.10. ([16]) Neka su X i Y integrabilne slu~ajne promenqive i neka je
X 6 Y . Tada je
E[X|E ] 6 E[Y |E ] s.i.
Teorema 1.11. ([16]) Neka je {Xn}, n ∈ N, rastu}i niz integrabilnih slu~ajnih
promenqivih koji konvergira integrabilnoj slu~ajnoj promenqivojX . Tada va`i
E[X|E ] = lim
n
E[Xn|E ] s.i.
Teorema 1.12. ([16]) Neka je X integrabilna slu~ajna promenqiva. Tada je X =
E[X|E ] s.i. ako i samo ako je slu~ajna promenqiva X E-merqiva.
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Teorema 1.13. ([16])Neka suD i E pod-σ-algebre odF takve da va`iD ⊂ E ⊂ F .
Tada za svaku integrabilnu slu~ajnu promenqivu X va`i
E [E[X|E ]|D] = E[X|D] s.i.




E [E[X|E ]|D] = E[E[X|E ]] = E[X].
Teorema 1.14. ([16])Neka jeX integrabilna slu~ajna promenqiva i Y E-merqiva
slu~ajna promenqiva takva da je proizvod XY integrabilan. Tada je
E[XY |E ] = Y E[X|E ] s.i.
1.4 Uslovna nezavisnost
Uslovna nezavisnost me|u σ-algebrama je fundamentalan pojam za zasni-
vawe Statisti~ke teorije uzro~nosti, pa je wegovom definisawu i glavnim
rezultatima vezanim za taj pojam posve}eno ovo poglavqe.
Podsetimo se jo{ jednom da σ-algebra predstavqa prirodnu matemati~ku
apstrakciju za skup informacija. Naime, σ-algebra generisana nekom slu~aj-
nom promenqivompredstavqa skup doga|aja koji se mogu opisati tom slu~ajnom
promenqivom. Svaka σ-algebra se mo`e povezati sa skupom svih (merqivih)
funkcija koje je generi{u, pa se inkluzija E1 ⊂ E2 mo`e interpretirati i kao
slu~ajna promenqiva koja generi{e σ-algebru E1 je funkcija slu~ajne promen-
qive koja generi{e E2. Kona~no, primetimo i da je koncept σ-algebri kamen
temeqac za sve uslovne pojmove, tj. uslovqavawe (engl. conditionig) u Teoriji
verovatno}e.
Neka je (Ω, E , P ) proizvoqan prostor verovatno}a i neku su Ei (i = 1, 2, . . . )
pod-σ-algebre od E . Da istaknemo da je Xi (i = 1, 2, . . . ) ograni~ena realna
funkcija definisana na Ω koja je Ei-merqiva pi{emo jednostavno Xi ∈ Ei.
Definicija 1.20. ([19]) σ-algebre E1 i E2 su uslovno nezavisne u odnosu na σ-
algebru E3 (kada je poznata σ-algebra E3), u oznaci
E1 ⊥ E2 | E3,
ako i samo ako je ispuwen jedan od slede}a dva ekvivalentna uslova:
(i) (∀X1 ∈ E1) (∀X2 ∈ E2) E(X1X2 | E3) = E(X1 | E3)E(X2 | E3) s.i.
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(ii) (∀X1 ∈ E1) E(X1 | E2 ∨ E3) = E(X1 | E3) s.i.
Neposrednom primenom definicije dobija se slede}e tvr|ewe.
Teorema 1.15. ([19]) Ako je E4 ⊂ E2 onda E1 ⊥ E2 | E3 implicira E1 ⊥ E4 | E3.
Slede}om teoremom je iskazana fundamentalna osobina uslovne nezavis-
nosti, koja se ~esto koristi pri dokazivawu drugih tvr|ewa u kojima se nailazi
na uslovnu nezavisnost me|u σ-algebrama.
Teorema 1.16. ([19]) Slede}a tri iskaza su ekvivalentna:
(i) E1⊥E2 | E3 i E1⊥E4 | E2 ∨ E3;
(ii) E1⊥ (E2 ∨ E4) | E3;
(iii) E1⊥E4 | E3 i E1⊥E2 | E3 ∨ E4.
Posledica 1.16.2. ([19]) Neka je E4 ⊂ E2 ∨ E3 i E5 ⊂ E1 ∨ E3. Ako je
E1 ⊥ E2 | E3,
onda je
(E1 ∨ E5) ⊥ (E2 ∨ E4) | E3 i E1 ⊥ E2 | E3 ∨ E4 ∨ E5.
Teorema 1.17. ([19]) Neka su E1 i E2 proizvoqne σ-algebre i neka je E3 σ-algebra
generisana familijom doga|aja A. Ako je
(i) familija A zatvorena za kona~ne preseke i
(ii) za svako X ∈ A va`i P (X | E1 ∨ E2) = P (X | E2),
onda je
E3 ⊥ E1 | E2.
Vi{e rezultata o uslovnoj nezavisnosti mo`e se na}i u [50] i [20].
1.5 Neke klase slu~ajnih procesa
U ovom poglavqu definisane su neke klase slu~ajnih procesa koje se koriste
u narednim glavama.
Jedna od jednostavnijih, ali veoma bitna klasa slu~ajnih procesa su oni
koji imaji markovskvo svojstvo, tj. markovski slu~ajni procesi ili slu~ajni
procesi Markova.
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Definicija 1.21. ([45]) Slu~ajan proces X = {Xt, t ∈ I}, dat na prostoru
verovatno}a (Ω,F , P ), jemarkovski proces (procesMarkova) u odnosu nafiltar-
ciju F = {Ft, t ∈ I}, ako je
P (A ∩B | Xt) = P (A | Xt)P (B | Xt) s.i.
za svako t ∈ I , A ∈ Ft, B ∈ FX[t,∞) = σ{X(s), s > t}.
Za slu~ajan proces X = {Xt, t ∈ I} ka`e se da je markovski proces, ako je
markovski u odnosu na filtraciju FX .
Ako je I interval realne ose ka`e se da je procesX markovski proces u u`em
smislu, a ako je diskretan skup, re~ je o lancu Markova.
Ovi procesi su pre svega na{li primenu u opisivawu stohasti~kih sistema
bez memorije, tj. sistema gde je budu}nost nezavisna od pro{losti.
Slede}a teorema daje uslove za alternativno definisawe procesaMarkova.
Teorema 1.18. ([45]) Slede}i iskazi su ekvivalentni.
(i) X = {Xt, t ∈ I} je markovski proces u odnosu na filtraciju F = (Ft).
(ii) Za svako t ∈ I i proizvoqnu ograni~enu FX[t,∞)−merqivu funkciju Y va`i
E(Y |Ft) = E(Y |Xt) s.i.
(iii) Za t > s > 0 i proizvoqnu merqivu funkciju f(t) sa supx |f(x)| < ∞, va`i
E[f(Xt)|Fs] = E[f(Xt)|Xs] s.i.
Kaokriterijum za utvr|ivaweda li je nekiprocesmarkovskimo`eposlu`i-
ti slede}a teorema.
Teorema 1.19. ([45]) Neophodan i dovoqan uslov da bi proces X={Xt, t∈ I} bio
markovski je da za svaku (merqivu) funkciju f sa osobinom da je supx |f(x)| < ∞
i svaku kolekciju {tn}, takvu da je 0 6 t1 6 t2 6 · · · 6 tn 6 t, va`i
E[f(Xt) | Xt1 , Xt2 , . . . , Xtn ] = E[f(Xt) | Xtn ].
Procesi sa nezavisnim prira{tajima su bitna podklasa klase markovskih
procesa.
Definicija 1.22. ([45]) Slu~ajan proces X = {Xt, t ∈ I} je proces sa nezavisnim
prira{tajima ako su slu~ajne veli~ine
Xt0 , Xt1 −Xt0 , Xt2 −Xt1 , . . . , Xtn −Xtn−1
nezavisne za svaki izbor vremenskih trenutaka t0 6 t1 6 t2 6 · · · 6 tn.
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Lako se uo~ava da ako je X slu~ajni proces sa nezavisnim prira{tajima i
f funkcija zadata na I , tada je i Y = {Xt − f(t), t ∈ I} proces sa nezavisnim
prira{tajima. Stoga se ~esto umesto procesaX posmatra odgovaraju}i proces
Y , gde se funkcija f bira tako da budu zadovoqene neke unapred zahtevane
osobine procesa, npr. kada je f(t) = EXt, tada je EYt = 0, za svako t ∈ I .
Za slu~ajan proces X sa nezavisnim prira{tajima ka`e se da je homogen (u
odnosu na vreme) ako raspodele verovatno}a prira{taja Xt − Xs zavise samo
od razlike t− s. Takvi procesi se ~esto nazivaju procesima sa stacionarnim
nezavisnim prira{tajima.
Definicija 1.23. ([12]) Proces X = {Xt, t ∈ I} je proces sa ortogonalnim
prira{tajima ako je
E|Xt −Xs|2 < ∞, t, s ∈ I
i ako su za bilo koji izbor t1, t2, t3, t4 ∈ T , takvih da je t1 < t2 6 t3 < t4,
prira{taji Xt2 −Xt1 i Xt4 −Xt3 me|usobno ortogonalni, tj. ako je
E[Xt2 −Xt1 ] · [Xt4 −Xt3 ] = 0.
Jedna od va`nijih klasa procesa u Teoriji slu~ajnih procesa su martingali.
Jedan od motiva za wihovo uvo|ewe je bio opisivawe fer hazardne igre, tj. igre
u kojoj ni jedan od igra~a nema ve}u {ansu za dobitak. Ako sa Xn ozna~imo
sumu novca koju igra~ ima posle n partija, onda je igra fer ako je
E(Xn | Xn−1) = Xn−1 za n = 1, 2, . . .
Definicija 1.24. ([45]) Slu~ajan proces X = {Xt, t ∈ I} je martingal u odnosu
na filtraciju F = {Ft, t ∈ I} ako je:
(i) adaptiran na filtraciju F;
(ii) E|Xt| < ∞ za svako t ∈ I;
(iii) E(Xt|Fs) = Xs s.i. za t > s, gde t, s ∈ I .
Teorema 1.20. Ako je proces X = {Xt, t ∈ I} martingal, tada je EXt = const.
Ako u definiciji martingala umesto uslova (iii) va`i
E(Xt|Fs) > Xs s.i.
tada je dati proces submartingal, a ako va`i
E(Xt|Fs) 6 Xs s.i.
onda je proces supermartingal.
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Ako je X = (Xt,Ft), t ∈ I , kvadratno integrabilni martingal, tj. martin-
gal sa osobinom da je supt E|Xt|2 < ∞, tada je slu~ajni procesX2 = {X2t , t ∈ I}
submartingal i mo`e se razlo`iti na zbir, tj. postoji Dub-Mejerova dekom-
pozicija tog procesa (engl. Doob-Mayer decomposition),
X2t = Zt + At s.i. ,
gde je Z = (Zt,Ft) martingal, a A = (At,Ft) uniformno integrabilan skoro
izvesno neopadaju}i slu~ajni proces sa po~etnom vredno{}u 0 skoro izvesno.
Slu~ajni proces A naziva se kvadratna karakteristika martingala X .
Za stohasti~ku analizu veoma bitna klasa procesa jesu i lokalni martin-
gali. To su slu~ajni procesi koji lokalno imaju martingalnu osobinu, ali ne
nu`no i globalno. Naravno, svi martingali jesu i lokalni martingali, dok
obrnuto ne va`i.
Definicija 1.25. ([45]) Neka (Ω,F , P ) prostor verovatno}a i neka je na wemu
zadata filtracija F = {Ft, t ∈ I}. Tada je (Ft)-adaptiran slu~ajni proces
X = {Xt, t ∈ I} lokalni martingal u odnosu na filtraciju F ako postoji niz
vremena zaustavqawa {Tk} (u odnosu na filtraciju F) takav da:
(i) {Tk} je skoro izvesno rastu}i niz, tj. P (Tk < Tk−1) = 1;
(ii) {Tk} je skoro izvesno divergira, tj. P (Tk → +∞ kad k → +∞) = 1;
(iii) zaustavqeni proces XTk = {Xt∧Tk} je martingal u odnosu na filtraciju
F za svako k.
Da se doka`e da je neki lokal martingal X = {Xt} ujedno i martingal
dovoqno je dokazati da za svako t va`i E|Xt∧Tk −Xt| → 0 kad k → +∞ .
Za stohasti~ku analizu je veoma bitna i klasa semimartingala, jer je to
naj{ira klasa slu~ajnih procesa za koje se mo`e definisati Itoov integral.
Ove procese karakteri{e odgovaraju}a dekompozicija, oni se mogu predstaviti
kao zbir lokalnog martingala i procesa kona~ne varijacije.
Definicija 1.26. ([43]) Slu~ajan proces X = {Xt, t ∈ I}, I = [0, +∞), zadat
na prostoru verovatno}a sa filtracijom (Ω,F ,Ft, P ) je semimartingal ako se
mo`e razlo`iti na slede}i na~in
X = X0 + M + A,
gde je X0 kona~na i F0-merqiva slu~ajna promenqiva, M = {Mt, t ∈ I} lokalni
martingal sa po~etnom vredno{}u 0, aA = {At, t ∈ I} proces kona~ne varijacije.
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1.6 Proces Braunovog kretawa
[kotski botani~ar Braun (Robert Brown) 1827. godine je posmatraju}i
kroz mikroskop ~estice polena u vodi zapazio da one izvode neprekidno
haoti~no kretawe, tj. on je uo~io fenomen kretawa mikroskopski male ~es-
tice kroz te~nost, mada nije umeo da objasni mehanizam i razloge ove pojave.
Wemu u ~ast se takvo kretawe naziva Braunovo kretawe. Ajn{tajn je 1905.
godine dao matemati~ki opis Braunovog kretawa polaze}i od zakona fizike
i konstatuju}i da do takvog kretawa dolazi zbog neprekidnih sudara ~estica
sa molekulima fluida. Na izu~avawu Braunovog kretawa radilo je mnogo
matemati~ara i fizi~ara. Najprecizniji matemati~ki model Braunovog kre-
tawa dao je Viner (Norbert Wiener) u svojoj disertaciji, 1918. godine. ^esto
se zbog toga proces Braunovog kretawa naziva Vinerov proces. U disertaciji
}e biti kori{}en naziv proces Braunovog kretawa, jer taj naziv preovla|uje u
kori{}enoj literaturi.
Proces Braunovog kretawa je jedan od najvi{e prou~avanih procesa u
Teoriji slu~ajnih procesa, a jedan od razloga za to le`i u ~iwenici da je
ovaj proces matemati~ki model za opisivawe mnogih fizi~kih i drugih po-
java. Na primer, ovo kretawe je kqu~ za boqe razumevawe belog {uma, ~esto
kori{}enog modela za fenomene {uma u elektrotehnici.
Definicija 1.27. ([45]) Realan slu~ajan proces W = {Wt, t > 0} je proces
Braunovog kretawa sa parametrom σ2 ako ispuwava slede}e uslove:
(i) W0 = 0 skoro izvesno;
(ii) W je proces sa nezavisnim prira{tajima;
(iii) prira{taji Wt −Ws imaju normalnu raspodelu N (0, σ2|t− s|);
(iv) za skoro sve ω ∈ Ω funkcija Wt = Wt(ω) je skoro svuda neprekidna.
Ukoliko je u prethodnoj definiciji σ2 = 1, proces se naziva samo proces
standardnog Braunovog kretawa.
Pored upravo navedene u literaturi se mo`e na}i i definicija procesa
Braunovog kretawa koja sadr`i samo prve tri osobine, jer se ~etvrta osobina
mo`e iz wih izvesti. Me|utim, dokaz egzistencije procesa Braunovog kretawa,
kao i konstrukcija ovog procesa su znatno lak{i ako se polazi od definicije
koja ukqu~uje i osobinu (iv), pa se tako naj~e{}e i ~ini.
Iz tre}eg uslova u definiciji Braunovog kretawa sledi da na intervalu
(s, t) raspodela prira{taja Wt −Ws ne zavisi od u, u < s, {to zna~i da ako je
poznato Ws, onda nikakva dopunska informacija o pona{awu Ws1 za s1 < s, ne
uti~e na zakon raspodele prira{taja Wt −Ws. Dakle, raspodela prira{taja
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Wt − Ws na intervalu (s, t) ne zavisi od pro{losti, {to zna~i da Braunovo
kretawe ima markovsko svojstvo, tj. da je proces Markova.
Teorema 1.21. Proces Braunovog kretawa W = {Wt, t > 0} sa parametrom σ2 je
markovski proces.
Tako|e, bitno je uo~iti da je Braunovo kretawe proces sa ortogonalnim
prira{tajima. Ova osobina se koristi pri definisawu slu~ajnog integrala
po procesu Braunovog kretawa, kada podintegralna funkcija nije slu~ajna.
Na osnovu definicije procesa Braunovog kretawa o~igledno je da za svako
t > 0 va`i:
EWt = 0 i DWt = σ2t.
Korelaciona funkcija procesa Braunovog kretawa je:
K(t, s) = E(Wt − EWt)(Ws − EWs) = σ2 min{t, s}.
Primenom nejednakosti ^ebi{eva sledi da je proces Braunovog kretawa
stohasti~ki neprekidan proces u svakoj ta~ki.
Kako je E|Wt −Ws|4 = 3σ4|t − s|2 primenom Teoreme 1.2 (Kolmogorova) za
p = 4, q = 1 i K = 3, sledi da je proces Braunovog kretawa skoro izvesno
neprekidan proces.
Naglasimo i to da trajektorije procesa Braunovog kretawa nemaju izvod.
Preciznije re~eno, skoro svaka trajektorija je skoro svuda nediferencija-
bilna. Naime, na osnovu definicije procesa Braunovog kretawa va`i
Wt0+h −Wt0
h
∼ N (0; σ
2
|h|) .
Ako h→ 0, leva strana bi predstavqala izvod procesa Braunovog kretawa u
ta~ki t0, odakle bi sledilo da taj izvod imanormalnu raspodelu sa beskona~nom
disperzijom, a takva ne postoji. Dakle, iako su trajektorije procesa Braunovog
kretawa neprekidne u svakoj ta~ki, one nemaju izvod ni u kom smislu ni u jednoj
ta~ki. Usled ovoga je veoma te{ko grafi~ki predstaviti te trajektorije.
Jedna od va`nih osobina procesaBraunovog kretawa je da onoimaneograni-
~enu varijaciju na svakom kona~nom intervalu, o ~emu govori slede}a teorema.
Teorema 1.22. Proces Braunovog kretawa W = {Wt, t ∈ [a, b]} ima neograni~enu





| Wtk −Wtk−1 |> A
}
→ 1, max4tk → 0, tk ∈ [a, b].
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Pored prethodno navedenih osobina, proces Braunovog kretawa ima neka
svojstva, posebnova`nauprimenama, koja ukazuju nawegovufraktalnuprirodu.
Naime sa`imawem i inverzijom vremenskog intervala trajektorije zadr`avaju
svoje osobine.
Teorema 1.23. Ako je W = {Wt, t > 0} proces Braunovog kretawa, onda su:
(i) U = {Ut, t > 0}, Ut = Wt+s −Ws,
(ii) V = {Vt, t > 0}, Vt = cW (t/c2), c 6= 0 (svojstvo mno`ewa skalarom) i
(iii) Q = {Qt, t > 0}, Qt = tW (1/t), Q0 = 0 s.i. (svojstvo inverzije)
tako|e procesi Braunovog kretawa.
Zbog osobine (i) iz prethodne teoreme nadaqe }e se pod procesom W uvek
podrazumevati proces standardnog Braunovog kretawa.
Teorema 1.24. Braunovo kretawe W = {Wt,Ft, t > 0} je martingal.
Veoma bitna osobina procesa Braunovog kretawa, koja ima veoma va`nu
ulogu pri konstruisawu slu~ajnog integrala Itoa data je slede}om teoremom.
Teorema 1.25. Za proces Braunovog kretawa W = {Wt,Ft, t > 0} kada je t > s
va`i:
E(W 2t − t | Fs) = W 2s − s.
Dakle, proces Braunovog kretawa je kvadratno integrabilni martingal sa
kvadratnom karakteristikom t.
1.7 Proces fraktalnog Braunovog kretawa
PojamfraktalnogBraunovog kretawa uvodiKolmogorov 1940. godine. Neke
osnovne rezultate su zatim dali Mandelbrot (Benot B. Mandelbrot) i Van
Nes (Van Ness) 1968. godine (videti [47]), gde prvi put i nailazimo na
naziv fraktalno Braunovo kretawe sa Hurstovim parametrom H , dat u ~ast
hidrologa Hursta (Harold Edwin Hurst). Naime, Mandelbrot je bio motivisan
Hurstovimprou~avawempoplavaNila u dugomnizu godina, gdeHurst polaze}i
od pretpostavke da su nanosi vode za pojedina~nu godinu nezavisni od drugih,
dolazi do kontradiktornih rezultata. Nakon ovih pionirskih radova nas-
tupa svojevrsno zati{je u radovima na ovu temu. Me|utim, posledwih dvadeset
godina dolazi do velikih pomaka u ovoj oblasti, jer se uvi|a da je proces
fraktalnog Braunovog kretawa pogodan model za primene u finansijskoj ma-
tematici, telekomunikacijama i mnogim drugim oblastima. Odnosno, dolazi
se do zakqu~ka, kao i u Hurstovoj analizi, da treba odbaciti pretpostavku o
nezavisnosti.
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Definicija 1.28. ([54])Centriran gausovski procesBH = {BHt , t > 0} je proces
fraktalnog Braunovog kretawa sa Hurstovim parametrom H ∈ (0, 1) ako taj
proces ima funkciju kovarijanse:







(|s|2H + |t|2H − |t− s|2H) .
Kada je H = 1
2
ovako uveden proces je proces obi~nog Braunovog kretawa.
Proces fraktalnog Braunovog kretawa je fraktal, tj. ima osobinu samo-
sli~nosti (engl. self-similarity) koja se sastoji u tome da za svaku konstantu
a > 0 slu~ajni procesi
{a−HBHat , t > 0} i {BHt , t > 0}
imaju istu raspodelu.
Neke od osnovnih osobina procesa fraktalnog Braunovog kretawa BH =
{BHt , t>0} su slede}e:
BH0 = 0 (s.i.),
EBHt = 0, za svako t,
EB2t = |t|2H .
Teorema 1.26. ([54]) Proces fraktalnog Braunovog kretawa BH = {BHt , t > 0}
je proces sa stacionarnim prira{tajima, tj. za svako t, s > 0 va`i:
(1.2) E(|BHt −BHs |2) = |t− s|2H .
Na osnovu kriterijuma za neprekidnost Kolmogorova (Teorema 1.2) i rela-
cije (1.2) sledi da proces fraktalnog Braunovog kretawa ima modifikaciju sa
neprekidnim trajektorijama. [ta vi{e, kako za svako α > 0 va`i
E(|BHt −BHs |α) = Cα|t− s|Hα,
pa i za α takvo da je αH > 1, na osnovu kriterijuma Kolmogorova, imamo da su
trajektorije Helder (Hölder) neprekidne bilo kog reda maweg od H . Pri tom










posledwi ~lan te`i u beskona~nost kad t → s (zbog 2H − 2 < 0).
Za H= 1
2
funkcija kovarijanse je R 1
2
(t, s) = t∧s, pa je proces B tada proces
obi~nog Braunovog kretawa. Jedino u ovom slu~aju su prira{taji nezavisni.
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Za H 6= 1
2
korelacija prira{taja BHt+h − BHt i BHs+h − BHs (gde je s + h 6 t i






(n + 1)2H + (n− 1)2H − 2n2H) ≈ h2HH(2H − 1)n2H−2,
i
ρH(n) → 0, kad n →∞.
Stoga:
(i) ako je H > 1
2
, onda je ρH(n) > 0 i
∑∞
n=1 ρH(n) = ∞;
(ii) ako je H < 1
2
, onda je ρH(n) < 0 i
∑∞
n=1 |ρH(n)| < ∞.
Dakle, za H> 1
2
korelacija izme|u prira{taja je pozitivna, ~estica pokazuje
tendenciju da kretawe nastavi u istom pravcu, prave}i relativno glatku
putawu i vi{e se udaqava od po~etnog polo`aja, dok je za H < 1
2
korelacija
izme|u prira{taja negativna i ~estica stalno mewa pravac i trajektorije su




































Slika 1  Trag i trajektorije fraktalnog Braunovog kretawa za razli~ite
vrednosti parametra H







dimenzija traga (funkcija vremena koja iskazuje udaqewe od po~etne ta~ke) je
d1 = 2−H.Dakle, fraktalna dimenzija je direktno vezana za Hurstov prametar
H .
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Proces fraktalnog Braunovog kretawa je za H 6= 1
2
proces sa dugom memo-
rijom (engl. long-range dependant process, long-memory process). Upravo ova
osobina je kqu~na za wegovu sve ve}u primenu, jer se koncept nezavisnosti sve
~e{}e odbacuje.
Na osnovu prethodnog jasno je da proces fraktalnog Braunovog kretawa
nije markovski proces. Me|utim, proces fraktalnog Braunovog kretawa nije
ni semimartingal, a to je naj{ira familija procesa za koje je primenqiv ra~un




Pitawa odre|ivawa uzroka ili razlikovawe uzroka od posledice nekog
delovawa su verovatno stara koliko i nau~ni na~in mi{qewa, odnosno nau~ni
pristup re{avawu problema. Ovim pitawima se od davnina bavilafilozofija
na najop{tiji mogu}i na~in, ali i ostale nauke poka{avaju parcijalno da re{e
ovaj problem u okviru svog objekta interesovawa.
U otkrivawu uzro~no-posledi~nih relacija nau~nici se mahom odlu~uju za
izvo|ewe odgovaraju}ih eksperimenata, ukoliko je to mogu}e, ili ako to nije
izvodqivo, na dugotrajno posmatrawe i analizirawe sistema koje prou~avaju
(kao {to je to slu~aj u ekonomiji, demografiji i dr.). U prilog ovome je i{ao
i razvoj savremenih digitalnih tehnologija koji je omogu}io skladi{tewe
ogromnog broja podataka i wihovu prili~no laku statisti~ku obradu. Tako
se na osnovu prikupqenih podataka uspostavqaju statisti~ke veze, {to je
postala praksa gotovo u svim nau~nim granama. Me|utim, korelacija ne im-
plicira uzro~nost. Naime, utvr|ena korelacija me|u posmatranim veli~inama
ne mora automatski da zna~i i uzro~nu vezu izme|u tih veli~ina (na primer,
obe veli~ine imaju isti uzrok, a me|usobno nisu u uzro~no-posledi~noj vezi),
a ~ak ukoliko uzro~nost i postoji, wen smer nam je nepoznat (ne znamo {ta je
uzrok, a {ta posledica).
U `eqi da se globalno odgovori na problem utvr|ivawa uzro~nosti u
proizvoqnom posmatranom sistemu nastala jeStatisti~ka teorija uzro~nosti,
bazirana pre svega na rezultatima Teorije verovatno}e, Teorije slu~ajnih
procesa i Statistike.
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2.1 Statisti~ko definisawe uzro~nosti
Od mno{tva empirijski ustanovqenih veza me|u ekonomskim ili drugim
promenqivama, neke su posebno bitne ili dubqe u odre|enom smislu od drugih,
i wima se ~esto pripisuje ime uzro~nost, {to i nije uvek najboqe re{ewe (iz
razloga na koje je ve} ukazano). Naravno, ne postoji jedna op{te prihva}ena
definicija uzro~nosti, kao {to je ulustrovano u diskusijama u kwigama [57] i
[41].
Osnovno pitawe (osnovni problem) Statisti~ke teorija uzro~nosti je 
[ta uzeti za kriterijum uzro~ne zavisnosti?
Ono{to je sigurno jeste da ako jedan doga|aj uzrokuje drugi, onda ti doga|aja
ne mogu biti nezavisni. Stoga je jedna od mogu}nosti da se uzro~na zavisnost
izjedna~i sa stohasti~kom zavisno{}u (videti [79], [24], [25]). Me|utim, tako se
~esto nailazi na problem la`ne uzro~nosti. To je slu~aj kada je zavisnost dva
doga|aja posledica toga{to oba imaju isti uzrok, a oni nisu uzro~no povezani.
Sofisticiranijimodel je predlo`io 1969. godine Grenxer1 u svomradu [27],
gde se posmatra uzro~nost izme|u slu~ajnih procesa, a ne izme|u pojedina~nih
doga|aja. Grenxerov pristup je ostavio dubok trag u nauci, mnogi autori su
ga prihvatili i dodatno razvili (neki od radova na tu temu su [4, 8, 18,
20, 23, 30, 51, 60, 61, 63, 64]). ^itav Grenxerov radni opus bio je vezan za
ekonomiju, ekonometriju, i on je stoga razvijao pre svega koncepte uzro~nosti
za slu~ajne procese sa diskretnim parametrom, odnosno za vremenske serije.
Osnovna idejawegovog pristupa je slede}a: vremenska serija {Xt} je uzrokovana
vremenskom serijom {Yt} ako je mogu}e boqe predvideti budu}nost od {Xt} kada
znamo pro{lost i od {Xt} i od {Yt}, nego kada znamo samo pro{lost od {Xt}
(videti [27]). Ova veza je ja~a od zavisnosti (korelacije) izme|u budu}nosti
procesa {Xt} pro{losti procesa {Yt}, pa je u ovom slu~aju la`na uzro~nost
mawi problem, ali nije u potpunosti otklowena. Zato Grenxer ~esto naglasak
stavqa na neuzro~nost: {Yt} ne uzrokuje {Xt} ako kada znamo pro{lost i {Xt}
i {Yt} ne mo`emo boqe predvideti {Xt} nego kada nam je poznata samo pro{lost
od {Xt}, jer neuzro~nost ne mo`e biti la`na na isti na~in kao uzro~nost.
Grenxerova uzro~nost po~iva na konceptu optimalnog predvi|awa. U svom
prvom radu ([27]) on koristi optimalno linearno predvi|awe (u smislu najma-
wih kvadrata) i taj koncept se obi~no naziva Grenxerova linearna uzro~nost.
Me|utim, on kasnije zajedno sa Wuboldom (P. Newbold) (videti [28]) predla`e
definiciju uzro~nosti koja se zasniva na uslovnoj nezavisnosti i taj koncept se
1 Sir Clive William John Granger (1934-2009), britanski nau~nik, statisti~ar, ekspert za
finasijsku ekonomiju. Dobitnik je, zajedno sa Robertom Englom (Robert F. Engle), Nobelove
nagrade za ekonomiju 2003. godine, u znak priznawa za wihova otkri}a u analizi vremenskih
serija koja su bitno promenila na~in analizirawa finansijskih i makroekonomskih podataka.
Zavr{io je studuje matematike, a doktorirao statistiku.
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obi~no naziva Grenxerova nelinearna uzro~nost. U okviru ove disertacije }e
biti prezentovani upravo rezultati vezani za uop{tewe koncepta Grenxerove
nelinearne uzro~nosti.
2.2 Uzro~nost za slu~ajne procese sa
diskretnim parametrom
Razvoj Statisti~ke teorije uzro~nosti po~iwe sa definisawem uzro~nosti
za slu~ajne procese sa diskretnim parametrom. Prvi i ujedno najpoznatiji
koncepti su predlo`eni od srane Grenxera ([27],1969) i Simsa2 ([76],1972).
Stoga }emo prvo ukratko izlo`iti ba{ ova dva koncepta. Napomenimo da
iako mnogi prvo statisti~ko definisawe uzro~nosti vezuju za Grenxera po
wegovom sopstvenom priznawu on je taj koncept prvi put video kod Vinera (N.
Wiener) u kwizi [84], kao i u ne{to nepreciznijoj formi u [6], gde je predlo`en
od strane folozofa Bun~a (M. Bunch).
2.2.1 Grenxerova i Simsova uzro~nost
Nazadatomprostoru verovatno}a (Ω,F , P )posmatra se vi{edimenzionalan
slu~ajan proces X = {Xn} = {(Yn, Zn)}, n ∈ N. Neka je Xmn σ-algebra gene-










Jednostavnosti radi Xnn se poistove}ije sa Xn. Analogno zna~ewe }e imati i
oznake Y = {Yn}, Z = {Zn}, Y mn , Zmn , Yn i Zn. U }e biti oznaka za σ-algebru
generisanu parametrima i/ili po~etnim uslovima.
Definicija 2.1. ([27]) Slu~ajan proces Y ne uzrokuje slu~ajan proces Z u Grenxe-
rovom smislu ako i samo ako je
(2.1) Zn+10 ⊥ Y n0 |Zn0 ∨ U, za svako n.
2 Christopher Albert Sims (1942), ameri~ki nau~nik, ekonometri~ar i makroekonomista.
Dobitnik je, zajedno sa Tomasom Sarxentom (Thomas J. Sargent), Nobelove nagrade za
ekonomiju 2011. godine, kao priznawe za wihov empirijski rad na ispitivawu uzroka i posle-
dica u makroekonomiji. Zavr{io je osnovne studije matematike, a doktorirao je ekonomiju.
Trenutni je predsednik Ameri~ke ekonomske asocijacije.
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Ovakav tip uzro~nosti, kada se ispituje predvi|awe budu}nosti za jedan
korak unapred, naziva se trenutna uzro~nost.
Definicija 2.2. ([76]) Slu~ajan proces Y ne uzrokuje slu~ajan proces Z u Simso-
vom smislu ako i samo ako je
(2.2) Z∞0 ⊥ Yn|Zn0 ∨ U, za svako n.
Ovakav tip uzro~nosti, kada se ispituje predvi|awe budu}nosti u proiz-
voqnom trenutku, naziva se globalna uzro~nost.
Napomena 2.1. Na osnovu elementarnih osobina uslovne nezavisnosti Y ne
uzrokuje Z je ekvivalentno sa X ne uzrokuje Z, i u Grenxerovom i u Simsovom
smislu.
Napomena 2.2. Primetimo da je (2.1) ekvivalentno sa
Zn+1 ⊥ Y n0 |Zn0 ∨ U, za svako n.
Sli~no, (2.2) je ekvivalentno sa
Z∞n+1 ⊥ Yn|Zn0 ∨ U, za svako n.
U radu [19] pokazano je da Grenxerovu uzro~nost mo`emo definisati i na
slede}i na~in, odnosno pokazano je da je uslov (2.1) ekvivalentan uslovu (2.3).
Definicija 2.3. ([19]) Slu~ajan proces Y ne uzrokuje slu~ajan proces Z u Grenxe-
rovom smislu ako i samo ako je
(2.3) Z∞0 ⊥ Y n0 |Zn0 ∨ U, za svako n.
Sada postaje o~igledno da Grenxerova neuzro~nost implicira Simsovu
neuzro~nost. Obratno ne va`i, jer u op{tem slu~aju A ⊥ B i A ⊥ C ne
impliciraA ⊥ B∨C. Me|utim, obrat bi va`io ako bi se nezavisnost zamenila
nekorelirano{}u, a B ∨ C sumom kompletnih linearnih podprostora (videti
[42]). Prema tome, u slu~aju gausovskihprocesaDefinicija 2.1 iDefinicija 2.2
su ekvivalentne.
Pored toga {to su teorijski rezultati vezani za koncept Grenxerove uzro~-
nosti usavr{avani, bitno je naglasiti da je ovaj koncept za`iveo i u primenama
i da su razvijeni statisti~ki testovi za vremenske serije na osnovu kojih se
prihvata ili odbacuje nulta hipoteza o neuzro~nosti u Grenxerovom smislu.
Na primer, u softverskom paketu R se mo`e na}i test za Grenxerovu uzro~nost
(engl. Test for Granger Causality). Vi{e o raznim modifikacijama i prime-
nama ovog testa mo`e se na}i u [29, 33, 34, 73, 31, 32], kao i u mnogim drugim
radovima.
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2.2.2 p-uzro~nost
Pojam uzro~nosti }e u vi{e navrata u ovoj disertaciji biti povezivan
sa pojmom markovosti. Vi{e autora je ispitivalo veze ova dva pojma i u
diskretnom (videti na primer [4], [26]) i u neprekidnom slu~aju (u [58]), a
pregled vi{e rezultata se mo`e na}i u [62].
Ovom prilikom }emo navesti jo{ jedan koncept uzro~nosti u diskretnom
slu~aju, takozvanu p-uzro~nost, koja je u bliskoj vezi s pojmom p-markovosti.
Za razliku od predhodnih koncepata, ovaj ukqu~uje poznavawe samo kona~nog
dela pro{losti (posledwih p stawa) posmatranih procesa, a ne nu`no ~itave
pro{losti. Ovaj koncept, kao i wegovi osnovni rezultati izlo`eni su u radu
[21]. U ovom odeqku }e biti izlo`en deo tih rezultata, a u poglavqu 3.4
bi}e izlo`eni rezultati ove disertacije koji predstavqaju uop{tewe ovog
koncepta, odnosno wegovo preno{ewe na neprekidan slu~aj. Oznake uvedene u
prethodnom odeqku koriste se i sada.
Definicija 2.4. ([21]) Slu~ajan proces X = {Xn} je p-markovski ili proces
Markova reda p ako va`i
Xn ⊥ Xn−10 |Xn−1n−p , za svako n > p.
Ukoliko je proces X p-markovski, onda je i p′-markovski za svako p′ 6 p.
Definicija 2.5. ([21])Slu~ajan proces Z = {Zn} je p-markovski uslovno u odnosu
na proces Y = {Yn} ako je
Zn ⊥ Zn−10 |Y n−10 , Zn−1n−p , za svako n > p.
Prethodna definicija formalizuje ideju da u slu~aju kada je data ~itava
pro{lost Xn−10 procesa X , marginalna raspodela od Zn zavisi od sopsvene
pro{losti Zn−10 samo kroz posledwih p stawa, to jest zavisi samo od Zn−1n−p .
Dakle, to je p-uzro~nost procesa Z, ali uslovno u odnosu na informaciju
akumuliranu preko procesa Y . Ovo je slabije od p-uzro~nosti ~itavog procesa
X , o ~emu govori slede}a teorema.
Teorema 2.1. ([21]) Ako je X = {Xn} = {(Yn, Zn)} proces Markova reda p, onda je
Z = {Zn} proces Markova reda p uslovno u odnosu na proces Y = {Yn}.
Definicija 2.6. ([21]) Slu~ajan proces Y = {Yn} ne uzrokuje proces Z = {Zn}
ako je
Zn ⊥ Y n−10 |Zn−10 , za svako n > 1.
U prethodnoj definiciji su samo zanemareni po~etni uslovi iz Defini-
cije 2.1.
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Definicija 2.7. ([21]) Slu~ajan proces Y = {Yn} p-ne uzrokuje proces Z = {Zn}
ako je
Zn ⊥ Y n−10 |Zn−1n−p , za svako n > p.
Jedno od razmatranih pitawa u radu [21] je pod kojim uslovima p-markovost
procesa X implicira p-markovost marginalnog procesa Z. Odgovor je dat u
slede}oj teoremi.
Teorema 2.2. ([21]) Slu~ajan proces Z = {Zn} je p-markovski uslovno u odnosu na
proces Y = {Yn} i Y p-ne uzrokuje procesZ ako i samo ako je procesZ p-markovski
i Y ne uzrokuje Z.
Mo`e se re}i da je ova teorema u neku ruku optimalna s obzirom da je data u
obliku ekvivalencije koja povezuje osobine marginalne i uslovne p-markovosti
i uzro~nosti u odnosu na ograni~enu i neograni~enu pro{lost.
Prema Teoremi 2.1, iz prethodnog se dobija slede}e tvr|ewe.
Teorema 2.3. ([21]) Ako je X = {Xn} = {(Yn, Zn)} proces Markova reda p onda
Y = {Yn} p-ne uzrokuje proces Z = {Zn} ako i samo ako je proces Z = {Zn}
p-markovski i Y ne uzrokuje Z.
Slede}i jednostavan primer ilustruje primenu datih tvr|ewa.
Primer 2.1. ([21]) Neka je Xn = (Yn, Zn) ∈ {0, 1}2 i neka je proces X = {Xn}
1-markovski. Dakle, dati lanac Markova ima 4 stawa. Jednostavnosti radi
posmatra}emo homogeni slu~aj ({to nije od presudne va`nosti), drugim re~ima
raspodela od (X0, X1, . . . , Xn) je odre|ena vektorompo~etnih verovatno}ai 4×4
tranzicionom matricom P = [pijk1], gde je
pijk1 = P [Yn = k, Zn = 1 | Yn−1 = i, Zn−1 = j].
U op{tem slu~aju Z = {Zn} nije markovski proces. Zaista,
P [Zn|Zn−10 ] =
∑
Y n−10 ∈{0,1}n−1




P [Zn | Zn−1, Yn−1] · P [Yn−1 | Zn−10 ].
Vidimo da posledwi ~lan zavisi od ~itave pro{losti procesa Z sem ako Yn−1
ne nestane iz prvog ~inioca ili Zn−20 iz drugog ~inioca. Dakle, proces Y 1-ne
uzrokuje Z je ekvivalentno sa
P [Zn|Zn−1, Yn−1] = P [Zn|Zn−1],







1,I , ∀(j, I) ∈ {0, 1}2.
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Posledwa jednakost se mo`e proveriti, to je hipoteza koja se mo`e testitrati.
Ukoliko se utvrdi da je hipoteza ta~na, na osnovu Teoreme 2.3 sledi da je proces
Z markovski reda 1.
U radu [21] autori su uzro~nost povezivali i sa konceptima merqive sepa-
rabilnosti (measurable separability) i stroge identifikacije (strong identi-
fication), ali kako ti koncepti nisu preneti u neprekidan slu~aj, izostavqeni
su rezultati vezani za wih. Glavni rezultat rada [21] je svakako pokazivawe
dualnosti izme|u uslova markovosti i neuzro~nosti. Uslovi markovosti se
mogu koristiti za dobijawe operativnih (sa kona~nom memorijom) testova za
neuzro~nost (sa neograni~enom memorijom), a uslovi neuzro~nosti mogu se ko-
ristiti za zadr`avawe osobine markovosti podprocesa procesa Markova.
2.2.3 Grafi~ko predstavqawe uzro~nosti
Grafi~ka reprezentacija uzro~ne strukture vu~e korene iz daleke 1921. go-
dine i rada Rajta (S. Wright), [86], koji je uveo dijagram putawa (engl. path di-
agram) za diskusiju sistema linearnih strukturnih jedna~ina. U posledwe dve
decenije, razvoj grafi~kihmodela za analizu relacija izme|u promenqivih kod
multivarijabilnihpodataka stimulisao je i pronalazewe grafi~ko-teorijskog
okvira za analizu uzro~nosti (videti npr. [56, 57, 44]). Svonson (N. R. Swan-
son) i Grenxer su u radu [80], kao i Demiralp (S. Demiralp) i Huver (K. D.
Hoover) u radu [10] primenili ove koncepte na makroekonomske probleme. U
posledwe vreme ovom tematikom se intezivno bavi Ajhler (M. Eichler) kao i
drugi autori, videti na primer radove [13, 15, 14].
Pri grafi~kom predstavqawu uzro~nosti temena grafa su odgovaraju}e
promenqive (podprocesi vi{edimenzionalnog procesa), dok su grane grafa
usmerene du`i koje ukazuju na smer uzro~nosti. Na ovaj na~in se razlikuju
direktna i indirektna uzro~nost, tj. slu~aj kada jedna promenqiva direktno
uzrokuje drugu, ili kada se uticaj jedne promenqive na drugu vr{i preko neke
tre}e promenqive. Tako|e, u okviru ovog pristupa se posebna pa`wa poklawa
la`noj uzro~nosti, tj. wenom otklawawu.
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2.3 Uzro~nost za slu~ajne procese sa
neprekidnim parametrom
Razvijawe koncepata uzro~nosti za slu~ajne procese sa neprekidnim para-
metrom po~elo je sredinom osamdesetih godina pro{log veka, a mo`e se re}i
da se inteziviralo u posledwoj deceniji. Uo~ena je potreba za stvarawem
Statisti~ke teorije uzro~nosti i za slu~ajne procese sa neprekidnim paramet-
rom, jer se mnogi procesi od interesa za ispitivawe uzro~nih veza de{avaju
upravo neprekidno u vremenu, pa primena koncepata iz diskretnog slu~aja nije
adekvatna, kao{to je, na primer, istaknuto u radu [48]. U okviru ovog poglavqa
prikazani su glavni rezultati drugih autora koji su presudno uticali na
istra`ivawa ove disertacije. U izlagawu je pra}en hronolo{ki razvoj teorije,
kao i me|usobne veze izme|u dobijenih rezultata.
2.3.1 Miklandov pristup
Mikland (P. A. Mykland), verovatno prvi, 1986. godine u radovima [52, 51]
uvodi koncept uzro~nosti za slu~ajne procese sa neprekidnim parametrom
baziran na ideji nelinearne Grenxerove uzro~nosti.
Definicija 2.8. ([51]) Neka su na prostoru verovatno}a (Ω,F , P ) zadate fil-
tracije F = {Ft}, G = {Gt} i H = {Ht}. Filtracija G potpuno uzrokuje H u
okviru F u odnosu na P , u oznaci
H |< G;F; P,
ako je
(2.4) G ⊆ F i H ⊆ F
i ako va`i
(2.5) (∀ t) (∀A ∈ H∞) P (A|Gt) = P (A|Ft).
Ukoliko ne dovodi do zabune, filtracija F i verovatno}a P se mogu izo-
staviti iz zapisa.
Vidimo da se Mikland odlu~io da za definisawe uzro~nosti koristi
pristup preko σ-algebri, odnosno filtracija, i da kriterijum za utvr|ivawe
uzro~nosti bude uslovna nezavisnost. Zapravo, uslov (2.5) zna~i da je H∞
uslovno nezavisno od Ft kada je dato Gt za svako t. Su{tina uslova (2.5) je da
sve informacije o filtraciji H ulaze u F preko filtracije G.
Posebno isti~emo i slede}i specijalni slu~aj.
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Definicija 2.9. ([51]) Neka su na prostoru verovatno}a (Ω,F , P ) zadate fil-
tracije F = {Ft} i H = {Ht}. Filtracija H je sopstveni uzrok unutar
filtracije F u odnosu na P ako je
H |< H;F; P.
Definicije 2.8 i 2.9 mogu se primeniti i na slu~ajne procese tako {to se
posmatraju wihove prirodne filtracije. Tako se ka`e da je slu~ajan proces
X = {Xt} sopstveni uzrok ako je
FX |< FX ;F; P.
Bitno je ista}i da je svaki proces X koji je sopstveni uzrok kompletno
opisan svojim pona{awem u odnosu na svoju prirodnu filtraciju FX = (FXt ).
Veza izme|u date uzro~nosti i Grenxerove nelinearne uzro~nosti bila bi
slede}a. Proces Y = {Yt} ne uzrokuje (u Grenxerovom smislu) procesX = {Xt}
ako i samo ako
(FXt ∨ U) |< (FXt ∨ U); (FX,Yt ∨ U),
gde je U σ-algebra generisana parametrima i/ili po~etnim uslovima.
Mikland, pored navo|ewa osnovnih osobina datog koncepta uzro~nosti,
taj koncept povezuje i sa slabom jedinstveno{}u slabih re{ewa stohasti~kih
diferencijalnih jedna~ina, {to je daqe razvijano, za jedna~ine sa fraktalnim
Braunovim kretawem i semimartingalima u radovima [65, 70, 71]. Tako|e, u
radovima[52, 51] koncept uzro~nosti je povezan i sa martingalnim problemom,
ekstremnim merama i stabilnim podprostorima i ta vrsta istra`ivawa je
nastavqena u radovima [71, 72, 69].
Mikland prvi postavqa i pitawe stabilnosti uzro~nosti pri konvergen-
ciji.
Teorema 2.4. ([51]) Neka su na prostoru verovatno}a (Ω,F , P ) zadate fil-
tracije F = {Ft} i G = {Gt}, t ∈ I , i neka je (Xn) = ({Xnt , t ∈ I}) niz
slu~ajnih procesa za koje je ispuweno
Xnt
P−→ Xt, n → +∞, za svako t ∈ I,
i
FX
n |< G;F, za svakon.
Tada sledi da je
FX |< G;F, za svakon,
tj. filtracija G potpuno uzrokuje proces X unutar F.
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Jedan deo rezultata ove disertacije koji se upravo na ovo nadovezuju mo`e
se na}i u [66], gde je pokazana invarijantnost uzro~nosti pod raznim vrstama
konvergencije.
Uop{te, jedan od glavnih podsticaja za istra`ivawa u okviru ove dis-
ertacije je upravo bio Miklandov doprinos Statisti~koj teoriji uzro~nosti.
U Glavi 3 bi}e detaqno izlo`ene dobijene generalizacije Miklandovog kon-
cepta uzro~nosti.
2.3.2 Uzro~nost izme|u Hilbertovih prostora
Ubrzo po objavqivawu Miklandovih radova [52, 51], 1987. godine wegov
pristup uzro~nosti je prenet na Hilbertove prostore i primewen na sto-
hasti~ke dinami~ke sisteme od strane Gil(Gill) iPetrovi} u radu[23]. Kasnije,
1988. godine u radu [58] i 1989. godine u radu [59], Petrovi} uvodi uop{tewe
ovog pristupa (oslabqen je uslov (2.4)), koji je kasnije prenet i u pristup preko
σ-algebri (prvi put u radovima [65] i [70]).
Sa F = {F t}, t ∈ I ⊆ R, ozna~avamo familiju Hilbertovih prostora.






















ne moraju da se podudaraju sa F6t i F>t, respektivno, i one se ~esto nazivaju
stvarnom pro{lo{}u i stvarnom budu}no{}u u odnosu na trenutak t. Analogna
notacija bi}e kori{}ena za familije G = {Gt} i H = {Ht}.
Ukoliko su F1 i F2 proizvoqni podprostori Hilbertovog prostoraH onda
}eP (F1|F2) ozna~avati ortogonalnu projekcijuF1 naF2, aF1ªF2 }e ozna~avati
Hilbertov prostor generisan elementima x − P (x|F2), gde je x ∈ F1. Ako je
F2 ⊂ F1, onda se F1ªF2 podudara sa F1∩F⊥2 , gde je F⊥2 ortogonalni komplement
od F2 uH.
Definicija 2.10. ([60]) Neka su F = {Ft}, G = {Gt} i H = {Ht}, t ∈ I , familije
Hilbertovih prostora. Ka`e se da je G uzrok za H u okviru F, u oznaci
H |< G; F,
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ako je
H<∞ ⊂ F<∞, G ⊂ F
i
H<∞⊥G6 t;F6 t, za svako t ∈ I.
Teorema 2.5. ([23, 60]) Neka su F = {Ft}, G = {Gt} i H = {Ht}, t ∈ I ⊂ R,
familije Hilbertovih prostora. Tada je
H |< G; F
ako i samo ako je
H<∞ ⊂ F<∞, G ⊂ F
i za svako t ∈ I va`i
P (H<∞|Ft) = P (H<∞|Ft).
U radovima [61, 63, 64] ovaj pristup je primewen za dobijawe rezultata
vezanih za realizacioni problem (engl. realization problem), minimalne
markovske reprezentacije (engl. Markovian representations), odnosno mini-
malna markovska pro{irewa (engl. Markovian extensions) slu~ajnih procesa.
2.3.3 Trenutna i globalna, slaba i jaka uzro~nost
Nezavisno od radova Miklanda i Gil i Petrovi}, 1996. godine je objavqen
rad [18] autora Florensa (J.P. Florens) i Fu`era (D. Fougères) (verovatno
najcitiraniji rad Statisti~ke teorije uzro~nosti), kao i rad [8] autora
Konta (F. Comte) i Renoa (E. Renault), koji tako|e razmatraju koncepte
uzro~nosti za slu~ajne procese sa nerekidnim parametrom koji su srodni
Grenxerovoj uzro~nosti. Oba rada su objavqena u renomiranim ~asopisima
za ekonometriju, pa su tako i ostavili dubqi trag u primenama i literaturi
vezanoj za ekonomiju, iako nisu prvi i jedini radovi na ovu temu.
Uzro~nost se u svakom slu~aju opisuje preko osobina (mogu}nosti) predvi-
|awa. Centralno pitawe je: Mogu li se redukovati dostupne informacije pri
predvi|awu datog slu~ajnog procesa? Poanalogiji sa diskretnim slu~ajem (kada
imamo analizu predvi|awa za 1 korak unapred i analizu predvi|awa u bilo
kom trenutku u budu}nosti) autori razlikuju trenutnu i globalnu uzro~nost.
S druge strane, prema tome da li se predvi|awe odnosi na o~ekivawe slu~ajnog
procesa ili na proizvoqnu funkciju procesa autori razlikuju slabu i jaku
uzro~nost.
Neka su na prostoru verovatno}a (Ω,F , P ) zadate filtracije F = {Ft} i
G = {Gt}, t ∈ I , pri ~emu je G ⊆ F. Neka je Z = {Zt}, t ∈ I , slu~ajan proces
adaptiran na filtraciju G. Dakle, za svako t va`i
FZt ⊂ Gt ⊂ Ft.
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Uprimenama, filtracijaF je naj~e{}e prirodnafiltracija nekog vi{edimen-
zionalnog slu~ajnog procesaX = {Xt} = {(Zt, Yt,Wt)}, ~iji suY = {Yt} iW =
{Wt} vektor procesi (podprocesi), a filtracija G je prirodna filtracija
procesa {(Zt,Wt)}. Bitan specijalan slu~aj je kada je FZ = G.
Definicija 2.11. ([18]) Filtracija F = {Ft} ne uzrokuje slabo globalno proces
Z kada je data filtracija G = {Gt}, ako za svako s, t ∈ I va`i
(2.6) E(Zt|Fs) = E(Zt|Gs).
Definicija 2.12. ([18]) Filtracija F = {Ft} ne uzrokuje jako globalno proces Z
kada je data filtracija G = {Gt}, ako za svako s, t ∈ I va`i
(2.7) FZt ⊥Fs | Gs.
U slu~aju kada je FZ = G ka`e se da filtracija F = {Ft} ne uzrokuje slabo
globalno, odnosno jako globalno, proces Z.
Uslov (2.7) zna~i da je za svaku FZt -merqivu i P -integrabilnu funkciju
f : Ω → R ispuweno
(2.8) E(f |Fs) = E(f |Gs) s.i.
Ako za f u (2.8) uzmemo identi~ko preslikavawe dobijamo uslov (2.6). Stoga je
jasno da jaka globalna uzro~nost implicira slabu globalnu uzro~nost.
Bitan doprinos rada [18] je {to se tu prvi put sre}e alternativna karakte-
rizacija uzro~nosti pomo}u σ-algebri koje su povezane sa vremenima zaustav-
qawa.
Teorema 2.6. ([18]) Filtracija F = {Ft} ne uzrokuje jako globalno FZ = {FZt }
kada je data filtracija G = {Gt} ako i samo ako je jedan od slede}ih uslova
zadovoqen:
(i) za svako s ∈ I va`i FZ∞⊥Fs | Gs ;
(ii) za svako p ∈ N, za sve t1, t2, . . . , tp ∈ I i za svaku merqivu i ograni~enu
funkciju ϕ, ϕ : Rp → R, va`i
E
(




ϕ(Zt1 , Zt2 , . . . , Ztp|Gs)
)
s.i. ;
(iii) za svako vreme zaustavqawa S u odnosu na filtraciju G = {Gt} va`i
FZ∞⊥FS | GS ;
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(iv) za svako vreme zaustavqawa T u odnosu na filtraciju FZ = {FZt } i za
svako vreme zaustavqawa S u odnosu na filtraciju G = {Gt} va`i
FZT ⊥FS | GS .
Osobina (i) zna~i da je Gt dovoqno za predvi|awe proizvoqne funkcije od
Zt kada je dato Fs. Osobina (ii) pokazuje da je dovoqno proveriti jednakosti
izme|u uslovnih o~ekivawa, pod uslovom Gs i pod uslovom Fs, za proizvoqne
funkcije koje zavise samo od kona~nog skupa realizacija procesa Z. Osobina
(iii) je pro{irewe osobine (i) sa fiksiranog vremena na slu~ajna vremena
zaustavqawa. Osobina (iv) definiciju pro{iruje na vremena zaustavqawa.
U radu [18] je ukazano i na povezanost zadr`avawa martingalne osobine
pri pro{irivawu filtracije i uzro~nosti. Intuitivni razlog za ispitivawe
martigalne osobine u Statisti~koj teoriji uzro~nosti je slede}i. Varijacija
martingala u odnosu na datu filtraciju je nepredvidiva imaju}i u vidu
informaciju sadr`anu u toj filtraciji (najboqa ocena, tj. predvi|awe, u L2
smislu je 0). Onda je prirodno ispitivati koji proces ostaje nepredvidiv i
kada se informacija uve}ava, tj. kada se data filtracija pro{iruje.
Teorema 2.7. ([18])
(i) Ako filtracija F = {Ft} ne uzrokuje jako globalno FZ = {FZt } kada je
data filtracija G = {Gt}, onda je svaki (FZt )-adapriran (Gt)-martingal
tako|e i (Ft)-martingal;
(ii) Ako je svaki (FZt )-martingal i (Ft)-martingal, onda (Ft) ne uzrokuje jako
globalno FZ = {FZt }.
Dakle, u slu~aju kada je FZ = G, jaka globalna neuzro~nost je ekvivalentna
zadr`avawu martingalne osobine. Ovo su, bez kori{}ewa termina uzro~nosti,
prvi put dokazali Bremaud (Bremaud) i Jor (Yor) u radu [5].
Florens i Fu`er dokazuju i slede}u teoremu koja se odnosi na slu~aj kada
je G = FZ .
Teorema 2.8. ([18])
(i) Ako filtracija F = {Ft} ne uzrokuje jako globalno FZ = {FZt }, onda za
proizvoqno t0 ∈ I , svaki slu~ajni proces (ηt), t ∈ [0, t0], koji je (FZt0 ∨ Ft)-
martingal je i (FZ∞ ∨ Ft)-martingal;
(ii) Pod predpostavkom FZ∞⊥F0 | FZt , ako je svaki proces (ηt), t ∈ [0, t0], koji je
(FZt0∨Ft)-martingal istovremeno i (FZ∞∨Ft)-martingal, ondafiltracija
F = {Ft} ne uzrokuje jako globalno FZ = {FZt }.
Napomena 2.3. ([18]) U teoremama 2.7 i 2.8 martingali se mogu zameniti
lokalnim martingalima.
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Kocept trenutne uzro~nosti Florens i Fu`er prenose u neprekidni slu~aj
na klasu specijalnih semimartingala (engl. special semimartingale).
Slu~ajan proces Z = {Zt} je specijalan semimartingal u odnosu na fil-
traciju F = {Ft} ako za Zt postoji dekompozicija
(2.9) Zt = Z0 + Ht + Mt
gde je H = {Ht} (Ft)-predvidiv proces, a M = {Mt} je (Ft)-lokalni martin-
gal sa o~ekivawem jednakim nuli. Podsetimo se predvidiv proces je merqiv
(kao funkcija od (t, w)) u odnosu na σ-algebru na I × Ω generisanu svim
levo neprekidnim procesima sa desnom granicom. Intuitivno, ako je proces
H = {Ht} predvidiv, onda sve {to znamo o Hs za svako s < t odre|uje ono {to






< +∞. Treba imati na umu da je dekompozicija
(2.9) jedinstvena do na P -nula proces.
Definicija 2.13. ([18])Neka je Z = {Zt} specijalan semimartingal u odnosu na
filtraciju G = {Gt}, sa dekompozicijom





Onda F = {Ft} ne uzrokuje slabo trenutno Z = {Zt} kada je dato G = {Gt}
ako proces Z = {Zt} ostaje semimartingal u odnosu na filtraciju F = {Ft} sa
istom dekompozicijom.
Napomena 2.4. Neka je Z = {Zt} specijalan semimartingal u odnosu na fil-
tracijuF = {Ft} sa dekompozicijomZt = Z0+Ht+Mt, a u odnosu nafiltraciju
G = {Gt} sa dekompozicijom Zt = Z0 + H∗t + M∗t . Tada F ne uzrokuje slabo
trenutno Z kada je dato G ako je
Ht = H
∗
t i Mt = M∗t s.i.
Teorema 2.9. ([18]) Slede}i iskazi su ekvivalentni:
(i) F = {Ft} ne uzrokuje slabo trenutno Z = {Zt} kada je dato G = {Gt};
(ii) {H∗t } je (Ft)-predvidiv;
(iii) {M∗t } je (Ft)-lokalni martingal.
Definicija 2.14. ([18])Neka je Z = {Zt} specijalan semimartingal u odnosu
na filtraciju G = {Gt}, sa dekompozicijom Zt = Z0 + H∗t + M∗t . Tada F =
{Ft} ne uzrokuje jako trenutno Z = {Zt} kada je dato G = {Gt} ako je svaki
FZ = (FZt )-adaptirani specijalan (Gt)-semimartingal ujedno i specijalan (Ft)-
semimartingal sa identi~nim dekompozicijama u odnosu na filtracije F i G.
O~igledno je da jaka trenutna uzro~nost implicira slabu.
Jaku globalnu i jaku trenutnu uzro~nost povezuje slede}a teorema.
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Teorema 2.10. ([18])
(i) Jaka globalna neuzro~nost implicira jaku trenutnu uzro~nost.
(ii) Ako je G = FZt , onda jaka trenutna uzo~nost implicira jaku globalnu
neuzro~nost.
Uop{tem slu~aju nema ekvivalencije izme|u slabe globalnei slabe trenutne
uzro~nosti. Me|utim u nekim slu~ajevima ta ekvivalencija postoji. Na
primer, u radu ([18]), ekvivalencija je pokazana za procese prebrojavawa
(counting processes).
Kont i Reno su, u radu [8], pokazali ekvivalenciju sve ~etiri definicije za
CIMA procese (continuous invertible moving average processes).
U slu~aju procesa Markova ekvivalentne su jaka trenutna i jaka globalna
uzro~nost, dok slaba trenutna uzro~nost ne implicira jaku.
2.3.4 Uzro~nost i dekompozija Dub-Mejera
Izlo`i}emo ukratko jo{ jedan pristup uzro~nosti koji je vezan za Dub-
Mejerove dekompozicije posmatranih slu~ajnih procesa, zasnovan na ideji koju
predlo`io Alen (Aalen) u [1], a srodan i pristupu Florensa i Fu`era iz [18].
Autori ovog pristupa su Koman` (Commenges) i GeguPti (Gégout-Petit), a
glavni rezultati vezani za ovaj koncept mogu se na}i u radovima [7, 22].
Neka je na prostoru verovatno}a (Ω,F , P ) dat vi{edimenzionalan slu~ajan
proces X = {Xt, t > 0} = {(X1t, X2t, . . . , Xmt), t > 0}, pri ~emu Xt uzima
vrednosti uRm, a ~itav procesX uzima vrednosti u D(Rm) (Skorohodov pros-
tor svih càdlàg funkcija iz R+ u Rm). Ako je D ⊂ {1, 2, . . .m}, sa XD se
ozna~ava vi{edimenzionalan proces (Xj, j ∈ D) i pi{emo XD ⊂ X. Neka je
{Ft} prirodna filtracija procesa X, dok je {F−jt} filtracija koju generi{u
svi podprocesi osim Xj , tj. F−jt = ∨l 6=jFlt. Ure|ena trojka (B,C, ν) ozna~ava
karakteristike semimartingala X u odnosu na verovatno}u P , gde je ν kompen-
zator skoka (engl. compensator of jump) semimartingala, B predvidiv proces
kona~ne varijacije, a C je kvadratna karakteristika (engl. angle bracket pro-
cess) neprekidnog martingala. Ure|ena trojka (Bk, Ck, νk) ozna~ava karakte-
ristike semimartingala Xk, Mk je martingalni deo od Xk, a M cj je neprekidni
deo martimgala Mk.
Koman` i GeguPti su predlo`ili definiciju uzro~nosti koja je pri-
menqiva na takozvanu klasu D′-klasu specijalnih semimartingala za koje je
ispuweno:
(a) Mj i Mk su kvadratno integrabilni ortogonalni martingali za j 6= k;
41
2.3. UZRO^NOST ZA SLU^AJNE PROCESE SA
NEPREKIDNIM PARAMETROM
(b) Cj je deterministi~ko za svako j.
Uslove (a) i (b) je mogu}e sa`eti u slede}i uslov:
(c) C je deterministi~ka dijagonalna matrica.
Definicija 2.15. ([22])Neka jeX proces iz klaseD′. Xk je slabo uslovno lokalno
nezavisno (WCLI – weak conditional local independence) od Xj u X na [r, s] (u
oznaciXj →X/ Xk) ako i samo ako su karakteristikeBk i νk takve da jeBkt−Bkr
i νkt − νkr (F−jt)-predvidivo na [r, s].
Napomena 2.5. Uslov daXk ima istu trojku karakteristika (Bk, Ck, νk) u odnosu
na {Ft} i u odnosu na {F−jt} na intervalu [r, s] je ekvivalentan uslovu iz
prethodne definicije.
Definicija 2.16. ([7]) Ako Xk nije slabo uslovno lokalno nezavisno od Xj u X na
[r, s] ka`e se da Xj direktno uti~e na Xk u X i pi{emo Xj →X Xk.
Definicija 2.17. ([7]) Xk je jako uslovno lokalno nezavisno (SCLI – strong
conditional local independence) od Xj (u oznaci Xj →→X/ Xk) ako i samo ako
Xj →X/ Xk i ne postoji XD ⊂ X takvo da Xj →X XD i XD →X Xk.
Isti autori su u radu [22] predlo`ili i definiciju uzro~nosti preko
procesa verodostojnosti (engl. likelihood process). Me|utim, posebno je in-
teresantna wihova definicija jake uslovne lokalne nezavisnosti data preko
filtracija, jer je ona ona vrlo sli~na definiciji uzro~nosti koja se koristi
u disertaciji.
Definicija 2.18. ([22]) Neka je t ∈ [0, T ]. Filtracija {FXkt } je jako uslovno
lokalno nezavisna (FSCLI – filtration-based strong conditional local indepen-
dence) od filtracije {FXjt } unutar filtracije {Ft} ako i samo ako je




uzro~nosti na slu~ajne procese sa
neprekidnim parametrom
Istra`ivawa u okviru ove disretacije su imala za ciq pro{irivawe
dosada{wih rezultata Statisti~ke teorije uzro~nosti, specijalno preno{ewe
koncepta Grenxerove nelinearne uzro~nosti na slu~ajne procese sa neprekid-
nim parametrom, kao i dobijawe potpuno novih rezultata. U okviru ove
glave dat je prikaz uglavnom novih rezultata, od kojih je deo objavqen (videti
[66, 68]), dok je deo na recenziji (videti [69]) ili u pripremnoj fazi. U okviru
prvog poglavqa, preglednosti radi, prezentovani su osnovni rezultati vezani
za razmatrani koncept uzro~nosti, dok ostala tri poglavqa predstavqaju ori-
ginalan doprinos ove disertacije.
3.1 Uop{tewe Grenxerove definicije uzro~nosti na
slu~ajne procese sa neprekidnim parametrom
U ovom poglavqu su dati poznati rezultati vezani za relacije uzro~nosti
izme|u σ-algebri, tj. filtracija. Prednost ovog pristupa je {to se tako dobija
teorija koja je invarijantna ne samo na linearne transformacije promenqi-
vih, ve} i na proizvoqnu promenu koordinata, kao i dovoqno op{ta teorija
tako da pretpostavke stacionarnosti i gausovosti nisu neophodne. Naredna
definicija, formulisana u terminima filtracija, analogna je definiciji
datoj u radovima [58] i [59]. Napomenimo i da je ova definicija najbli`a
konceptu jake globalne neuzro~nosti uvedene od strane Florensa i Fu`era u
radu [18].
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Definicija 3.1. ([65]) Neka su na prostoru verovatno}a (Ω,F , P ) date fil-
tracije F = {Ft}, G = {Gt} i H = {Ht} koje imaju isti indeksni skup,
t ∈ I ⊂ R. Ka`emo da je G uzrok za H u okviru F u odnosu na P , u oznaci
(3.1) H |< G; F; P,
ako je
(3.2) G ⊆ F,
(3.3) H∞ ⊆ F∞
i
(3.4) (∀t)(∀A ∈ H∞)P (A | Gt) = P (A | Ft).
Ukolikonije neophodno, akone dovodido zabune, filtracijaFi verovatno-
}a P mogu se izostaviti iz formulacije.
Uslov (3.4) predstavqa uslovnu nezavisnost, tj.
(∀t) H∞⊥Gt| Ft.
Napomenimo jo{ jednom, iskazG je uzrok zaH u okviru F zna~i da se uzrok
za H (informacija potrebna za predvi|awe H) nalazi u G, i da dodatne in-
formacije koje jesu u F, ali nisu G, nisu bitne. To zapravo zna~i da je mogu}a
redukcija podataka, umesto filtracijeF posmatra se samowena podfiltracija
G. Naravno, iskaz G je uzrok za H u okviru F ne iskqu~uje mogu}nost posto-
jawa podfiltracije G′ filtracije G koja je uzrok za H u okviru G. Posebno
je interesantno utvrditi koja je to minimalna filtracija potrebna za odgo-
varaju}e predvi|awe, pa je upravo iz tih razloga posebno interesantna klasa
filtracija uvedena slede}om definicijom.
Definicija 3.2. ([51, 65]) Filtracija H je sopstveni uzrok u okviru F u odnosu
na P , ako je
(3.5) H |< H; F; P.
Nave{}emoinekolikoosnovnihosobinaposmatranog koncepta uzro~nosti.
Teorema 3.1. ([59]) Na osnovu J |< G;H i J ⊆ H sledi J ⊆ G.
Napomena 3.1. Prethodna teorema je u radu [59] dokazana u slu~aju Hilbertovih
podprostora, ali je dokaz analogan i za pristup preko σ-algebri.
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Teorema 3.2. ([58, 65]) Neka su F i F̃, G, G̃, H i H̃ filtracije u prostoru
verovatno}a (Ω,F , P ) koje zadovoqavaju
F = F̃, G = G̃, H = H̃ s.i.
Tada
H |< G;F; P implicira H̃ |< G̃; F̃; P.
Teorema 3.3. ([58, 65]) Ako jeH∞ ⊆ G∞ i G |< G; F sledi da je H |< G; F.
Slede}a teorema pokazuje da relacija biti sopstveni uzrok ima, u izves-
nom smislu, osobinu tranzitivnosti.
Teorema 3.4. ([58, 65]) Ako je H |< H; G i G |< G; F, onda je H |< H; F.
Teorema 3.5. ([65]) Neka su date filtracije F, G, H na merqivom prostoru




H |< G; F; P
implicira
H |< G; F; P̃ .
Teorema 3.6. ([58, 65]) Na prostoru verovatno}a (Ω,F , P ) date su filtracije
F, G, H i I, takve da je
(3.6) G ⊆ F, I ⊆ F, H∞ ⊆ F∞.
Tada
H |< G; F i H |< I; F
implicira
H |< (G ∧ I); F.
Teorema 3.7. ([58, 65]) Neka su na prostoru verovatno}a (Ω,F , P ) date fil-
tracije F, G, H i I. Tada su slede}i iskazi ekvivalentni:
(i) I |< H; G i I |< G; F;
(ii) I |< H; F i H 6 G 6 F.
Definicije 3.1 i 3.2 mogu se odmah primeniti na slu~ajne procese ako
govorimo o odgovaraju}im prirodnim filtracijama tih procesa.
Definicija 3.3. ([58, 62]) Slu~ajni procesi su u odre|enoj uzro~noj vezi ako i
samo ako su prirodne filtracije tih procesa u toj uzro~noj vezi.
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Specijalno, slu~ajan proces X = {Xt, t ∈ I} je sopstveni uzrok u okviru F
u odnosu na P , ako je
FX |< FX; F; P.
Teorema 3.8. ([11, 71]) Proces X = {Xt}, t ∈ I , je proces Markova u odnosu
na filtraciju F = {Ft} na prostoru (Ω,F , P ) ako i samo ako je proces X
proces Markova u odnosu na filtraciju FX = {FXt } i sopstveni uzrok u okviru
filtracije F u odnosu na P .
Dokaz. Neka je X proces Markova u odnosu na filtraciju F. Tada je proces X
(Ft)-adaptiran, pa je FX ⊆ F. Prema tome X je proces Markova i u odnosu na
filtraciju FX . Na osnovu iskaza (ii) Teoreme 1.18 imamo
(∀t) (∀A ∈ FX∞) E(χA|Ft) = E(χA|Xt) s.i.
Kako je σ-algebra indukovana slu~ajnom promenqivomXt pod-σ-algebra odFXt
mo`emo zakqu~iti da je ispuweno
(∀t) (∀A ∈ FX∞) P (A|Ft) = P (A|FXt ) s.i.,
tj. va`i
FX |< FX ; F; P.
O~igledno je da va`i obratno.
Posledica 3.8.1. ([11, 71]) Proces Braunovog kretawa W = (Wt,Ft), t ∈ I , na
prostoru (Ω,F , P ) je sopstveni uzrok u okviru filtracije F = {Ft, t ∈ I} u
odnosu na P .
Dokaz. Tvr|ewe va`i na osnovu prethodne teoreme, jer je proces W proces
Markova.
Slu~ajni procesi, koji imaju osobinu da su sopstveni uzrok, potpuno su
opisani svojim pona{awem u odnosu na FX. Stoga su procesi sa osobinom
sopstvene uzro~nosti veoma interesantna vrsta procesa za istra`ivawe.
3.2 Uzro~nost i vremena zaustavqawa
U okviru ovog poglavqa uvodi se nov koncept uzro~nosti srodan prethodno
datom, ali koji je povezan sa vremenima zaustavqawa. Naime, u definiciji 3.1
se zahteva uslovnanezavisnostσ-algebreH∞ i svakeσ-algebreFt kada je datoGt,
{to ne mora da nam bude interesantno ukoliko posmatramo neki zaustavqeni
proces, ili ako nas interesuje pona{awe (uzro~ne veze, osobine) procesa samo
do odre|enog slu~ajnog trenutka, na primer dok proces ne dostigne odre|enu
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vrednost, ili dok se neki doga|aj ne desi prvi put i sl. Slede}a definicija je
prilago}ena takvim situacijama. Podsticaj za ovo istra`ivawe bio je rad [18]
Florensa i Fu`era, gde oni prvi sugeri{u preno{ewe koncepta uzro~nosti
na σ-algebre koje su povezane sa vremenima zaustavqawa.
Neka je T vreme zaustavqawa i neka t ∈ I = [0, +∞). Tada, na osnovu
osobina navedenih u Poglavqu 1.2, imamo da je
Ht∧T = Ht ∩HT =
{ Ht, t ≤ T
HT , T > t
i
Hs∧T ⊆ Ht∧T , kada je s < t.
Stoga je HT =
∨
tHt∧T , i sa HT je prirodno ozna~iti filtraciju zaustavqenu
sa T , tj.
HT = {Ht∧T}.
U daqem tekstu se koriste upravo uvedene oznake, kao i wima analogne za
filtracije I, G i F.
Definicija 3.4. ([66]) Neka su na prostoru verovatno}a (Ω,F , P ) date fil-
tracije F = {Ft}, G = {Gt} i H = {Ht} koje imaju isti indeksni skup, t ∈ I , i
vreme zaustavqawa T u odnosu na filtraciju H. Ka`emo da je G uzrok za HT u
okviru F u odnosu na P , u oznaci
(3.7) HT |< G; F; P,
ako je
(3.8) G ⊆ F,
(3.9) HT ⊆ F∞
i
(3.10) (∀t) (∀A ∈ HT ) P (A | Gt) = P (A | Ft).
Teorema 3.9. Neka su F = {Ft}, G = {Gt}, H = {Ht}, t ∈ I , filtracije na
prostoru verovatno}a sa filtracijom (Ω,F ,Ft, P ).
(i) Onda za svako vreme zaustavqawa T u odnosu na filtraciju F, takvo da je
FT ⊂ H∞, iz
H |< G;F; P,
sledi
FT |< G;F; P.
[ta vi{e, za (Ft)-adaptirani slu~ajni proces X = {Xt} sledi
FX
T |< G;F; P,
gde je FXT = (FXt∧T ).
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(ii) Za svako vreme zaustavqawa T u odnosu na filtraciju H, iz
H |< G;F; P,
sledi
HT |< G;F; P.
Dokaz.
(i) Na osnovuH |< G;F; P , sledi da jeH∞ ⊥ Ft|Gt za svako t, a zbogFT ⊆ H∞
imamo i FT |< G;F; P .
Proces X je (Ft)-adaptiran, pa je FX ⊂ F. Posledwe implicira FXT ⊆
FT , a specijalno i FXT ⊆ FT ⊆ H∞. Sada, sli~no prethodnom, za-
kqu~ujemo da je FXT |< G;F.
(ii) Tvr|ewe sledi na osnovuHT ⊂ H∞.
Ako se sistem posmatra do nekog slu~ajnog trenutka, npr. dok se neki doga|aj
ne realizuje prvi put, prirodno je razmatrati uzro~nost izme|u zaustavqenih
filtracija, tj. razmatrati
(3.11) HT |< GT ;FT ; P,
gde (3.11) zna~i da jeGT ⊆ FT , HT ⊆ FT i HT uslovno nezavisno od Ft∧T kada
je dato Gt∧T za svako t, tj.
(∀t) HT ⊥ Ft∧T |Gt∧T .
Napomena 3.2. Primetimo da jeGT ⊆ FT direktna posledica ~iweniceG ⊆ F,
dokHT ⊆ F∞ ne impliciraHT ⊆ FT .
Teorema 3.10. Neka su F = {Ft}, G = {Gt}, H = {Ht}, t ∈ I , filtracije na
prostoru verovatno}a sa filtracijom (Ω,F ,Ft, P ), takve da jeH ⊂ F i neka je
X = {Xt} (Ft)-adaptiran slu~ajan proces. Tada, za svako vreme zaustavqawa T
u odnosu na H, iz
H |< G;F; P,
sledi
FX
T |< GT ;FT ; P,
gde je FXT = (FXt∧T ).
Dokaz. Dovoqno je pokazati
(3.12) (∀A ∈ FXT ) (∀t ∈ [0, +∞)) P (A|Ft∧T ) = P (A|Gt∧T ).
Za T > t, (3.12) je ekvivalentno sa P (A|Ft) = P (A|Gt), {to je ispuweno zbog
FXT ⊂ H∞.
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Za T < t, (3.12) je ekvivalentno sa P (A|FT ) = P (A|GT ). Na osnovu Teo-
reme 3.1, izH |< G;F iH ⊂ F slediH ⊂ G ⊂ F. Dakle, T je vreme zaustvaqawa
i u odnosu na G. Sada, na osnovu dela (ii) Teoreme 3.16, sledi
FX
T |< GT ;FT ; P.
Posledica 3.10.2. Neka su X = {Xt, t ∈ I} i Y = {Yt, t ∈ I} (Ft)-adaptirani
slu~ajni procesi. Onda, za svako vreme zaustavqawa T u odnosu na filtraciju
FX , iz
FX |< FX ;F; P,
sledi
FY
T |< FX ;F; P,
i
FY
T |< FXT ;FT ; P.
Relacija biti sopstveni uzrok za filtracije povezane sa vremenima zaus-
tavqawa ima, u izvesnom smislu, osobinu tranzitivnosti.
Teorema 3.11. ([69]) Neka su F = {Ft}, G = {Gt}, H = {Ht}, t ∈ I , filtracije
na prostoru verovatno}a (Ω,F , P ). Ako je T vreme zaustavqawa u odnosu na H,
onda iz
HT |< HT ;GT ; P i GT |< GT ;FT ; P
sledi
HT |< HT ;FT ; P.
Dokaz. Iz HT |< HT ;GT ; P sledi HT ⊆ GT i
(∀A ∈ HT )(∀t) P (A|Ht∧T ) = P (A|Gt∧T ).
Sli~no, iz GT |< GT ;FT ; P sledi GT ⊆ FT i
(∀A ∈ GT )(∀t) P (A|Gt∧T ) = P (A|Ft∧T ).
Dakle, imamo da je HT ⊆ GT ⊆ FT i
(a) P (A|Ht) = P (A|Gt) = P (A|Ft), za t < T
(b) P (A|HT ) = P (A|GT ) = P (A|FT ), za t ≥ T,
{to je ekvivalentno sa HT |< HT ;FT ; P.
Teorema 3.12. ([69]) Neka su na prostoru verovatno}a (Ω,F , P ) zadate fil-
tracije F = {Ft}, G = {Gt}, H = {Ht} i J = {Jt}, t ∈ I , i neka je T vreme
zaustavqawa u odnosu na filtracije J i H. Onda su slede}a tvr|ewa ekviva-
lentna:
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(i) JT |< HT ; GT i JT |< GT ; FT ;
(ii) JT |< HT ; FT i HT ⊆ GT ⊆ FT .
Dokaz. Dokazimo prvo da (i) implicira (ii). Iz IT |< HT ; GT slediHT ⊆ GT i
(∀A ∈ IT ) P (A | Ht∧T ) = P (A | Gt∧T ),
dok iz IT |< GT ; FT sledi GT ⊆ FT i
(∀A ∈ IT ) P (A | Gt∧T ) = P (A | Ft∧T ).
Dakle, imamo da je
HT ⊆ GT ⊆ FT
i
(∀A ∈ IT ) P (A | Ht∧T ) = P (A | Gt∧T ) = P (A | Ft∧T ),
{to je zajedno ekvivalentno sa IT |< HT ; FT .
Obratno, iz (ii) sledi
(∀A ∈ IT ) P (A | Ht∧T ) = P (A | Gt∧T ) = P (A | Ft∧T ).
Prema tome, va`i IT |< HT ; GT i IT |< GT ; FT .
3.3 Uzro~nost i konvergencije
Uvek je interesantnoispitati da li je neka osobinainvarijantna (stabilna)
u slu~aju konvergencije. Preciznije, da li granica nekog konvergentnog niza
nasle|uje osobinu koju imaju ~lanovi tog niza. Nekoliko narednih rezultata
je posve}eno takvom ispitivawu kada je uzro~nost u pitawu.
Prvi se ovomproblematikom bavioMikland, i slede}a teorema predstavqa
analogwegovog rezultata (ali je sada kori{}en koncept uzro~nosti izDefini-
cije 3.1).
Teorema 3.13. ([66]) Neka su na prostoru verovatno}a (Ω,F , P ) zadate fil-
tracije G = {Gt} i H = {Ht}, t ∈ I . Neka je {Xn} niz slu~ajnih procesa takav
da
(3.13) Xnt
P−→ Xt, n → +∞, za svako t,
i
(3.14) FXn |< G; H, za svako n.
Tada je i proces X potpuno uzrokovan sa G unutar H, tj.
(3.15) FX |< G; H.
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Dokaz. Za dato k i t1, . . . , tk ∈ I , neka je f : (Rd)k → R ograni~ena neprekidna








P−→ f(Xt1 , . . . , Xtk).
Na osnovu teoreme o dominantnoj konvergenciji, za svaku σ-algebruM, imamo
E(f(Xnt1 , . . . , X
n
tk
)|M) P−→ E(f(Xt1 , . . . , Xtk)|M).
Prethodno kombinovano sa datim relacijama uzro~nosti implicira da za
svako t ∈ I va`i
E(f(Xt1 , . . . , Xtk)|Gt) = E(f(Xt1 , . . . , Xtk)|Ht), s.i.
Kako je funkcija f proizvoqna, sledi da je F(Xt1 , . . . , Xtk) ⊥ Ht|Gt za svako
t ∈ I . Neka jeU unija svih σ-algebriF(Xt1 , . . . , Xtk) kada k i t1, . . . , tk variraju.
Tada je FX∞ najmawa σ-algebra nad U , U je zatvorena za kona~ne preseke, pa
dobijamo FX∞ ⊥ Ht|Gt za svako t ∈ I , {to je i trebalo dokazati.
Teoremu 3.13 mo`emo primeniti na lokalne martingale.
Primer 3.1. Neka je X lokalni martingal i neka je {Tn} odgovaraju}i rastu}i
niz vremena zaustavqawa. Tada XTnt
P−→ Xt, za svako t. Stoga, prema Teo-
remi 3.13, iz FXTn |< G; H, za svako n, sledi FX |< G; H.
Slede}a teorema ima ne{to izmewene pretpostavke u odnosu na prethodnu.
Teorema 3.14. Neka su na prostoru verovatno}a (Ω,F , P ) date filtracijeG =
{Gt} i H = {Ht}, t ∈ I , i proces X = {Xt}, t ∈ I , ~ija je prirodna filtracija
FX = {FXt } neprekidna. Neka je Ĩ podskup od I takav da je I \ Ĩ prebrojiv skup.
Ako je {Xn} niz slu~ajnih procesa takvih da
Xnt
P−→ Xt, n → +∞, za svako t ∈ Ĩ
i
FX
n |< G; H, za svako n,
onda za proces X va`i
FX |< G; H.
Dokaz. Dokaz je veoma sli~an dokazu Teoreme 3.13. Za dato k i t1, . . . , tk ∈ Ĩ , neka
je f : (Rd)k → R ograni~ena neprekidna funkcija, gde je d dimenzija vektora
Xnt i Xt. Pretpostavka Xnt
P−→ Xt za t ∈ Ĩ implicira




P−→ f(Xt1 , . . . , Xtk).
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Na osnovu teoreme o dominantnoj konvergenciji, za svaku σ-algebruM, imamo
E(f(Xnt1 , . . . , X
n
tk
)|M) P−→ E(f(Xt1 , . . . , Xtk)|M).
Prethodno kombinovano sa datim relacijama uzro~nosti implicira da za
svako t ∈ Ĩ va`i
E(f(Xt1 , . . . , Xtk)|Gt) = E(f(Xt1 , . . . , Xtk)|Ht), s.i.
Kako je funkcija f proizvoqna, sledi da je F(Xt1 , . . . , Xtk) ⊥ Ht|Gt za svako
t ∈ Ĩ . Neka jeU unija svih σ-algebriF(Xt1 , . . . , Xtk) kada k i t1, . . . , tk variraju.
Kako je FX = {FXt } neprekidna, onda je FX∞ najmawa σ-algebra nad U , U je
zatvorena za kona~ne preseke, pa dobijamo da va`iFX∞ ⊥ Ht|Gt za svako t ∈ I .
Zasnivawe uvedenog koncepta uzro~nosti se u potpunosti oslawa na fil-
tracije, pa je prirodno ispitati invarijantnost uzro~nosti pri konvergenciji
filtracija. Razmatrana je slaba konvergencija filtracija. Ovaj koncept je
uveo Huver (D. Hoover, 1991) u radu [39], a daqe su ga razvijali Kuke, Memin
i Slominski (F.Coquet, J. Mémin, L. Slominski, 2001) u radu [9].
Neka je (Ω,G, P ) prostor verovatno}a i D prostor càdlàg funkcija koje
preslikavaju R+ u R. Za G ∈ G i filtraciju F = {Ft}, neka je M(G,F) desno
neprekidan (Ft)-martingal zadat sa
M(G,F)t = P (G|Ft).
Definicija 3.5. ([9]) Neka su Fn i F filtracije na prostoru verovatno}a
(Ω,G, P ). Niz filtracija (Fn) konvergira slabo ka filtraciji F (u oznaci
Fn
w−→ F) ako i samo ako za svako G ∈ F∞ va`i
M(G,Fn)
P−→ M(G,F), n → +∞,
u odnosu na Skorohodovu J1-topologiju na D.
Slede}i rezultat pokazuje invarijantnost uzro~nosti u odnosu na slabu
konvergenciju filtracija.
Teorema 3.15. ([66])Neka su na prostoru verovatno}a (Ω,F , P ) date filtracije
G = {Gt} i H = {Ht}, t ∈ I . Neka je {Xn} niz slu~ajnih procesa na istom
prostoru verovatno}a takav da je ispuweno
FX
n w−→ FX , n → +∞
i
FX
n |< G; H, n ∈ N.
Tada za proces X va`i
FX |< G; H.
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Dokaz. Na osnovu pretpostavke FXn w−→ FX , sledi da niz càdlàg martingala
(M(A|FXn)) konvergira u verovatno}i u odnosu na Skorohodovu J1-topologiju
na D, tj. za svako A ∈ FX∞ va`i
M(A|FXn) P−→ M(A|FX).
Prema tome,




Na osnovu definicije martingala M(A|FXn) i M(A|F), jasno je da se wihove
prirodne filtracije poklapaju sa filtracijamaFXn iFX , respektivno. Sada,
prema Teoremi 3.13 dobijamo `eqeno tvr|ewe.
Ovaj rezultat je interesantan jer se mo`e primeniti na diskretizacije
posmatranih procesa, kao {to je to pokazano u slede}em primeru.
Primer 3.2. ([66])Neka je filtracijaFY indukovana càdlàg procesomMarkova
Y , i neka su filtracije FY n indukovane diskretizacijama Y n procesa Y koje
su definisane podelama intervala [0, T ], kod kojih razlika izme|u dva susedna
uzrokovawa te`i 0. Onda, kao {to je dokazano Propozicijom 3. (deo II) u radu
[9], va`i
FY
n w−→ FY .
Sada, na osnovu Teoreme 3.15, iz FY n |< G; H za svako n, sledi FY |< G; H.
Teorema2.6 daje alternativne karakterizacije uzro~nostipomo}uσ-algebri
povezanih sa vremenima zaustavqawa. Sli~no, slede}a teorema daje jo{ jednu
karakterizaciju uzro~nosti u smislu Definicije 3.1.
Teorema 3.16. ([66]) Filtracija G = {Gt} uzrokuje (Ht)-adaptirani proces X u
okviruH = {Ht}, tj. FX |< G;H; P , ako i samo ako postoji rastu}i niz vremena
zaustavqawa (Tn) (koji zavisi od X), takav da je
lim
n
Tn = ∞ s.i.
i da za svako n va`i
FXTn ⊥ Ht|Gt.
Dokaz. Neka va`i FX |< G;H; P . Tada je
FX∞ ⊥ Ht|Gt,
a kako je za svako n ispuweno
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Prema tome, FX |< G;H; P implicira FXTn ⊥ Ht|Gt za svako n.
Obrnuto, za φn(t) = t ∧ Tn imamo da je FXTn = {FXφn(t)}. Primetimo da je
(φn(t)) niz neopadaju}ih càdlàg funkcija takvih da
φn(t) → t.
Onda, na osnovu Propozicije 1. (deo II) iz rada [9], sledi
FX
Tn w−→ FX .
Sada, tvr|ewe sledi na osnovu Teoreme 3.15.
Posledica 3.16.3. ([66]) Filtracija G = {Gt} uzrokuje (Ht)-adaptirani proces
X unutar H = {Ht}, tj. FX |< G;H; P ako i samo ako postoji rastu}i niz
vremena zaustavqawa (Tn) (koji zavisi od X), takav da je limn Tn = ∞ s.i. i da
za svako n va`i FXTn |< G;H; P .
Dokaz. Pod datim uslovima relacija FXTn |< G;H; P je ekvivalentna sa
FXTn ⊥ Ht|Gt.
Zapravo, Teorema 2.6 i Teorema 3.16 zajedno daju pet ekvivalentnih na~ina
za definisawe uzro~nosti, a Teorema 3.17 predstavqa taj rezultat iskazan u
terminologiji Florensa i Fu`era. Stoga smo u svakoj konkretnoj situaciji
u prilici da biramo uslov koji nam najvi{e odgovara. Na primer, anali-
za uzro~nosti kod procesa brojawa uglavnom oslawa na uslov (iii) (kao {to
je pokazano u [18]), dok je uslov (v) prirodno koristiti kada je procedura
lokalizacije primewena na proces, kao {to je to slu~aj kod lokalnih martin-
gala.
Teorema 3.17. FiltracijaF = {Ft} ne uzrokuje jako globalnoFZ = {FZt } kada je
data filtracijaG = {Gt} ako i samo ako je zadovoqen jedan od slede}ih uslova:
(i) za svako s ∈ I, FZ∞⊥Fs | Gs ;
(ii) za svako p ∈ N, za sve t1, t2, . . . , tp ∈ I i za svaku merqivu i ograni~enu
funkciju ϕ, ϕ : Rp → R, va`i
E
(




ϕ(Zt1 , Zt2 , . . . , Ztp|Gs)
)
s.i. ;
(iii) za svako vreme zaustavqawa S u odnosu na filtraciju G = {Gt} va`i
FZ∞⊥FS | GS ;
(iv) za svako vreme zaustavqawa T u odnosu na filtraciju FZ = {FZt } i za
svako vreme zaustavqawa S u odnosu na filtraciju G = {Gt} va`i
FZT ⊥FS | GS ;
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Tn = ∞ s.i.
i da za svako n va`i
FZTn ⊥ Ft|Gt.
3.4 s-uzro~nost
Po~etni radovi Grenxera i Simsa, kao i ve}ina drugih objavqenih radova,
razmatraju koncepte uzro~nosti koje pretpostavqaju poznavawe ~itave pro-
{losti posmatranih procesa, {to je veoma jak zahtev. Imaju}i u vidu ak-
tuelna istra`ivawa stohasti~kih sistema s memorijom, odnosno stohasti~kih
funkcionalnih diferencijalnih jedna~ina koje ukqu~uju segment procese (vi-
deti npr. [49, 82]), postoje razlozi za razmatrawe koncepta uzro~nosti (u
neprekidnom slu~aju) koji ukqu~uje samo kona~nu pro{lost, tj. deo pro{losti
procesa kona~ne du`ine. Pored preporuke za pro{irewe koncepta p-uzro~no-
sti od strane autora iznete u radu [21], to je i bila glavna motivacija za
istra`ivawe. Dakle, u ovom poglavqu bi}e izlo`eni novi rezultati koji su
nastali pre svega kao pro{irewe ideja izlo`enih pre svega u radu [21] Flo-
rensa (J. P. Florens), Mu{ara (M. Mouchart) i Rolina (J. M. Rolin) i oni
predstavqaju originalni doprinos ove disertacije, a objavqeni su u radu [68].
U okviru ovog poglavqa pod procesom X uvek se podrazumeva vi{edimen-
zionalan slu~ajan proces X = {Xt} = {(Yt, Zt)}, t ∈ [0, T ], T ∈ R. Tako|e,
preglednosti radi koristi}emo slede}u notaciju:
• FX[0,t] = FXt = σ{Xu, u ∈ [0, t]} je oznaka za σ-algebru generisanu sa Xu,
kada u ∈ [0, t];
• FX[t−s,t] = σ{Xu, u ∈ [t−s, t]} je oznaka za σ-algebru generisanu saXu, kada
u ∈ [t− s, t], t > s.
Analogno pojmu procesa Markova reda p i p-markovosti u diskretnom
slu~aju, slede}om definicijom se uvodi pojam s-markovosti u neprekidnom
slu~aju. Napomenimo da specijalno u slede}im definicijama oznaka Xt pred-
stavqa σ-algebru generisanu sa Xt.
Definicija 3.6. ([68]) n-dimenzionalan slu~ajan proces X = {Xt} na prostoru
verovatno}a (Ω,F , P ) je proces Markova du`ine s ako postoji pozitivan broj s
takav da za svako t > s va`i





gde je funkcija f : Rn → R ograni~ena i merqiva.
Obi~no se, umesto X = {Xt} je proces Markova du`ine s, ka`e kra}e X je
s-markovski proces.
Slede}i rezultat povezuje s-markovost procesa X i osobine wegove dis-
kretizacije Xn. Ovo je bitno, jer u praksi smo obi~no u prilici da radimo
samo sa odgovaraju}im diskretizacijama slu~ajnih procesa sa neprekidnim
parametrom.
Teorema 3.18. ([68]) Neka je na prostoru verovatno}a (Ω,F , P ) dat slu~ajan
proces X = {Xt}, t ∈ [0, T ], neprekidan u verovatno}i. Neka je (πn), πn = {0 =
tn0 < t
n
1 < · · · < tnkn = T}, n ∈ N, niz sve finijih podela intervala [0, T ] takav
da |πn| = maxi |tni − tni−1| → 0 kad n → ∞ i neka je (Xn) niz slu~ajnih procesa




, t ∈ [tni , tni+1), i XnT = Xntkn−1 .
Ako je za svako n > n0 proces Xn sn-markovski i sn ↗ s kad n → ∞, onda je
proces X s-markovski.
Dokaz. Prvo treba uo~iti da na osnovu definicije procesaXn i neprekidnosti
u verovatno}i procesa X sledi da za svako t
Xnt
P−→ Xt.
Onda za svaku ograni~enu i neprekidnu funkciju f : Rd → R imamo da
f(Xnt )
P−→ f(Xt),
a na osnovu teoreme o dominantnoj konvergenciji, za proizvoqnu σ-algebruM,
va`i
(3.16) E(f(Xnt )|M) P−→ E(f(Xt)|M).
Na osnovu sn-markovosti processa Xn, za n > n0, imamo da je
(3.17) E(f(Xnt )|Fn[0,t]) = E(f(Xnt )|Fn[t−sn,t]).
Kona~no, na osnovu (3.16), (3.17), Fn[0,t] ↑ F[0,t] i Fn[t−sn,t] ↑ F[t−s,t] sledi
E(f(Xt)|F[0,t]) = E(f(Xt)|F[t−s,t]) za svako t ∈ [0, T ],
tj. proces X = {Xt} je s-markovski.
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Definicija 3.7. ([68])Neka jeX = {Xt} = {(Yt, Zt)} vi{edimenzionalan proces.
Onda je (pod)procesZ = {Zt} procesMarkova du`ine s uslovno u odnosu na proces
Y = {Yt} ako postoji pozitivan broj s takav da za svako t > s va`i
Zt ⊥ FZ[0,t] | FY[0,t],FZ[t−s,t].
Definicija 3.7 formalizuje ideju da marginalna raspodela od Zt kada je
data pro{lost ~itavog procesa X, tj. kada je dato FX[0,t], zavisi od sopstvene
pro{losti,FZ[0,t], samo preko najskorije pro{losti du`ine s, tj. zavisi samo od
FZ[t−s,t]. Dakle,Z je u tom slu~aju procesMarkova du`ine s ali uslovno u odnosu
na informaciju sadr`anu u pro{losti procesa Y , tj. u odnosu na informaciju
sadr`anu u FY[0,t].
Sli~no kao i pre, ka`e se kra}e Z je s-markovski proces uslovno u odnosu
na Y , umesto Z je markovski du`ine s uslovno u odnosu na proces Y .
Slede}a lema povezuje pojmove iz Definicije 3.6 i Definicije 3.7, i bi}e
potrebna kasnije.
Lema 3.1. ([68]) Ako je proces X = {Xt} = {(Yt, Zt)} s-markovski, onda je proces
Z = {Zt} s-markovski uslovno u odnosu na proces Y = {Yt}.
Dokaz. Kako je
FX[0,t] = FY[0,t] ∨ FZ[0,t], FX[t−s,t] = FY[t−s,t] ∨ FZ[t−s,t]
i proces X je s-markovski, za svako t > s va`i
(3.18) Zt ⊥ FY[0,t] ∨ FZ[0,t] | FY[t−s,t] ∨ FZ[t−s,t].
Sada iz
FY[t−s,t] ∨ FZ[t−s,t] ⊆ FY[0,t] ∨ FZ[t−s,t] ⊆ FY[0,t] ∨ FZ[0,t]
i (3.18) sledi
(3.19) Zt ⊥ FY[0,t] ∨ FZ[0,t] | FY[0,t] ∨ FZ[t−s,t].
Kona~no, na osnovu elementarne osobine uslovne nezavisnosti, sledi
Zt ⊥ FZ[0,t] | FY[0,t] ∨ FZ[t−s,t] .
Slede}a definicija je analogna Grenxerovoj definiciji neuzro~nosti u
diskretnom slu~aju.
Definicija 3.8. ([68]) Proces Y = {Yt} ne uzrokuje proces Z = {Zt} ako je za
svako t ispuweno
Zt ⊥ FY[0,t] | FZ[0,t].
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Slede}om definicijom se uvodi koncept neuzro~nosti kada se posmatra
kona~an horizont pro{losti. Naime, Definicija 3.9 je analog za nepreki-
dan slu~aj Definicije 2.7 date za diskretan slu~aj. Tako|e, imaju}i na umu
klasifikaciju i koncepte uzro~nosti date u [18], dati koncept spada u jako-
globalne, a glavna razlika ovog koncepta i jake-globalne neuzro~nosti Flo-
rensa i Fu`era je posmatrawe ograni~enog dela pro{losti umesto ~itave
pro{losti.
Definicija 3.9. ([68]) Ako postoji pozitivan broj stakav da za svako t > s va`i
(3.20) Zt ⊥ FY[0,t] | FZ[t−s,t]
ka`e se da proces Y = {Yt} ne uzrokuje proces Z = {Zt} kada je interval
(pro{losti) du`ine s u pitawu.
Relacija (3.20) zna~i da pro{lost procesa Y ne sadr`i bilo kakvu infor-
maciju potrebnu za predvi|awe procesa Z ako je poznata najskorija pro{lost
du`ine s procesa Z.
Obi~no ka`emo da Y s-ne uzrokuje proces Z, umesto proces Y ne uzrokuje
proces Z kada je interval (pro{losti) du`ine s u pitawu.
Slede}e dve teoreme povezuju upravo uvedene pojmove, odnosno ukazuju na
vezu izme|u marginalne i uslovne s-markovosti i neuzrov~nosti u odnosu na
ograni~enu ili neograni~enu pro{lost. One daju odgovor na pitawe pod
kojim uslovima neuzro~nosti podproces Z nasle|uje osobinu s-markovosti od
procesa X = (Y, Z).
Teorema 3.19. ([68]) Neka je X = {Xt} = {(Yt, Zt)} vi{edimenzionnalan proces.
Proces Z = {Zt} je s-markovski uslovno u odnosu na proces Y = {Yt} i proces
Y s-ne uzrokuje proces Z ako i samo ako je proces Z s-markovski i Y ne uzrokuje
proces Z.
Dokaz. Treba pokazati da je
(3.21) Zt ⊥ FZ[0,t] | FY[0,t],FZ[t−s,t]
i
(3.22) Zt ⊥ FY[0,t] | FZ[t−s,t]
ekvivalentno sa
(3.23) Zt ⊥ FZ[0,t] | FZ[t−s,t]
i
(3.24) Zt ⊥ FY[0,t] | FZ[0,t] .
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Primetimo da za svaku ograni~enu Borelovu funkciju f na osnovu (3.21) imamo
da je
E(f(Zt)|FY[0,t],FZ[0,t]) = E(f(Zt)|FY[0,t],FZ[t−s,t]),
a na osnovu (3.22) za svaku ograni~enu Borelovu funkciju f imamo da je
E(f(Zt)|FY[0,t],FZ[t−s,t]) = E(f(Zt)|FZ[t−s,t]).
Dakle, (3.21) i (3.22) zajedno je ekvivalentno sa
(3.25) E(f(Zt)|FY[0,t],FZ[0,t]) = E(f(Zt)|FY[0,t],FZ[t−s,t]) = E(f(Zt)|FZ[t−s,t]).
Sdruge strane, na osnovu (3.24) za svaku ograni~enu Borelovu funkciju f imamo
da je
E(f(Zt)|FY[0,t],FZ[0,t]) = E(f(Zt)|FZ[0,t]),
a iz (3.23) imamo da je
E(f(Zt)|FZ[0,t]) = E(f(Zt)|FZ[t−s,t]).
Dakle, (3.23) i (3.24) zajedno su tako|e ekvivalentni sa (3.25). Prema tome, (3.21)
i (3.22) je ekvivalntno sa (3.23) i (3.24), i oboje je ekvivalentno sa
Zt ⊥ FY[0,t],FZ[0,t] | FZ[t−s,t],
~ime je dokaz zavr{en.
Ako se u Teoremi 3.19 doda pretpostavka da je proces X s-markovski onda
dobijamo slede}e tvr|ewe, koje se ti~e marginalne s-markovosti.
Teorema 3.20. ([68])Ako je procesX = {Xt} = {(Yt, Zt)} s-markovski, onda proces
Y = {Yt} s-ne uzrokuje proces Z = {Zt} ako i samo ako je Z s-markovski proces i
Y ne uzrokuje Z.
Dokaz. Na osnovu Leme 3.1 iz ~iwenice da je X = (Xt) s-markovski proces
sledi da je proces Z = (Zt) s-markovski uslovno u odnosu na proces Y = (Yt).
Sada, tvr|ewe sledi na osnovu Teoreme 3.19.
Ovi rezultati otkrivaju dualnu prirodu modelirawa stohasti~kim proce-
sima: s jedne strane je uloga neuzro~nosti da obezbedi da podproces nasledi
osobinu markovosti od nadprocesa, a s druge strane je uloga markovosti da
omogu}iprelaz sa neuzro~nosti uodnosunaneograni~enupro{lostnaneuzro~-
nost sa ograni~enom pro{lo{}u, i obrnuto. Prvi aspekt je presudan u fazi
izgradwe modela, dok je drugi kqu~an za fazu testirawa.
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Glava 4
Uzro~nost i adaptirane raspodele
slu~ajnih procesa
Jedan od ciqeva istra`ivawa u okviru ove disretacije je i povezivawe
rezultata Statisti~ke teorije uzro~nosti sa srodnim istra`ivawima. U
okviru prvog poglavqa ove glave izlo`eni su osnovni pojmovi vezani za kon-
cept ekvivalencije slu~ajnih procesa koji su razvili Aldus, Kisler, Huver
i Fahardo (D. Aldous, J. Kiesler, D. Hoover, S. Fajardo), ~ija se imena pre
svega vezuju za razvoj Teorije modela. Oni uvode pojam adaptirane raspodele
ili adaptiranog zakona (engl. adapted distribution, adapted low), tj. koncept
ekvivalentnosti slu~ajnih procesa koji se svodi na to da posmatrani procesi
imaju istu adaptiranu raspodelu (isti adaptirani zakon). Upravo taj kon-
cept je u narednom poglavqu povezan sa uzro~no{}u. Prezentovani rezultati
predstavqaju originalan doprinos ove disertacije i objavqeni su u radu [67].
Specijalno, radi preglednijeg zapisa u okviru ove glave slu~ajni procesi
}e biti ozna~avani na slede}i na~in X = {Xt}.
4.1 Adaptirane raspodele
U ovom poglavqu je dat pregled nekoliko pojmova ekvivalencije slu~ajnih
procesa koji su potrebni za izlagawe rezultata u narednom poglavqu. U
radovima [3, 36, 35, 37, 40, 38, 17] Aldus, Kisler, Huver i Fahardo uvode
i razmatraju specifi~an tip ekvivalencije slu~ajnih procesa koji se pre svega
oslawa na identi~ne osobine posmatranih procesa u odnosu na odgovaraju}e
filtracije.
Ako dve slu~ajne promenqive imaju istu raspodelu onda je to veoma jak
pojam ekvivalencije tih slu~ajnih promenqivih, u tom slu~aju se te slu~ajne
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promenqivemogu poistovetiti. Me|utim, kada dva slu~ajna procesa imaju istu
raspodelu o wima znamo mnogo mawe nego u slu~aju promenqivih, jer nemamo
nikakve informacije o osobinama tih procesa koje su vezane za odgovaraju}e
filtracije, kao {to su osobina adaptiranosti u odnosu na neku filtraciju
ili martingalna osobina itd. Stoga se prirodno name}e potreba za uvo|ewem
generalnijeg pojma ekvivalencije procesa koji bi ukqu~io i ososbine procesa
u odnosu na odgovaraju}u filtraciju. Aldus prvi razmatra jedan ovakav tip
ekvivalencije koji naziva sinonimnost (engl. synonymity).
Definicija 4.1. ([36]) Neka je (Xt,Ft)t∈R+ slu~ajan proces na prostoru (Ω,F , P )
i neka je (Yt,Gt)t∈R+ drugi slu~ajan proces koji mo`e biti zadat i na nekom
drugom prostoru. Ka`e se da su procesiX = {Xt} iY = {Yt} sinonimni (engl.
synonymous), u oznaci
X ≡1 Y,
ako i samo ako za svako n ∈ N, za sve t1, . . . , tn, u1, . . . , un ≥ 0 i za sve ograni~ene
Borelove funkcije φ, φ1, . . . , φn iz Rn u R va`i
E[φ(E[φ1(Xu1 , . . . , Xun)|Ft1 ], . . . , E[φn(Xu1 , . . . , Xun)|Ftn ])]
= E[φ(E[φ1(Yu1 , . . . , Yun)|Gt1 ], . . . , E[φn(Yu1 , . . . , Yun)|Gtn ])].
Aldus je u radu [3] pokazao da su nekoliko bitnih osobina slu~ajnih procesa,
kao {to su adaptiranost, martingalnost i markovost, sa~uvane pod relacijom
sinonimnosti X ≡1 Y. Me|utim, to se ne mo`e zakqu~iti za sve osobine
slu~ajnih procesa.
Kisler i Huver u radu [40] uvode ja~i pojam ekvivalencije dva procesa 
dva procesa imaju istu adaptiranu raspodelu ili adaptirani zakon. Wihova
hipoteza je bila da dva procesa sa istom adaptiranom raspodelom imaju iste
verovatnosne osobine. Uspeli su da je doka`u za skoro sve interesantne oso-
bine procesa, kao {to su: adaptiranost, martingalnost, markovost, lokalna
martingalnost, semimartigalnost. Najja~a osobina koju su dokazali za koncept
adaptiranih raspodela je postojawe zasi}enog prostora (engl. spaces with a
saturation property), {to nije ispuweno u slu~aju sinonimnosti.
Pre nego {to precizno defini{e{ta zna~i da dva procesa imaju istu adap-
tiranu raspodelu, neophodno je uvesti nekoliko narednih pojmova. Neka je M
poqski prostor (engl. Polish space), tj. separabilan kompletno metrizabilan
topolo{ki prostor.
Definicija 4.2. ([40]) Za svako n, proizvoqnu ograni~enu neprekidnu funkciju
Φ : Mn → R i proizvoqan slu~ajan proces X sa vrednostima u M , sa Φ̂X se
ozna~ava n-dimenzionalan slu~ajan proces definisan sa
Φ̂X(t1, . . . , tn) = Φ(Xt1 , . . . , Xtn).
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Napomena 4.1. Primetimo da dva slu~ajna procesa X i Y imaju iste kona~no
dimenzionalne raspodele ako i samo ako za svako Φ i za sve t1, . . . , tn va`i
E[Φ̂X(t1, . . . , tn)] = E[Φ̂Y(t1, . . . , tn)].
Kona~no dimenzionalne raspodele procesaX zavise samo od (Ω, P ), a ne i od
filtracije (Ft), za razliku od slede}eg pojma. Klasa CP je familija funkcija
f , tzv. uslovnih procesa (engl. conditional process), koje svakom slu~ajnom
procesu X na Ω dodequje n-dimenzionalan slu~ajan proces fX na Ω.
Definicija 4.3. ([40]) Klasa CP uslovnih procesa (u M ) defifini{e se induk-
tivno na slede}i na~in:
(i) (baza) za svako n i svaku ograni~enu neprekidnu funkciju Φ : Mn → R,
imamo da je Φ̂ ∈ CP;
(ii) (kompozicija) Ako f1, . . . , fn ∈ CP i ϕ : Rn → R je ograni~ena i neprekidna
funkcija, ondaϕ(f1, . . . , fn) ∈ CP, gde jeϕ(f1, . . . , fn)X = ϕ(f1X, . . . , fnX);
(iii) (uslovno o~ekivawe) Ako je f n-dimenzionalan uslovni proces fX(t1, . . . , tn)
onda jeE[f |t] (n+1)-dimenzionalan uslovni proces, gde jeE[f |t]X(t, t1, . . . , tn)
jedna verzija uslovnog o~ekivawa E[fX(t1, . . . , tn)|Ft].
Za dati uslovni proces f broj iteracija u delu (iii) iz prethodne definicije
nazivamo rangom tog procesa.
Definicija 4.4. ([40]) Rang uslovnog procesa defini{e se na slede}i na~in:
(i) za svako n i Φ, uslovni proces Φ̂ ima rang 0;
(ii) rang kompozicijeϕ(f1, . . . , fn) je maksimumrangova uslovnih procesa f1, . . . , fn;
(iii) ako uslovni proces f ima rang r, onda uslovni proces E[f |t] ima rang r + 1.
Sada se mo`e uvesti glavni pojam  imati istu adaptiranu raspodelu.
Definicija 4.5. ([40]) Dva slu~ajna procesa X i Y (koji mogu biti zadati i na
razli~itim prostorima) imaju istu adaptiranu raspodelu (adaptirani zakon),
{to se zapisuje kao X ≡AD Y, ako je
(4.1) E[fX(t1, . . . , tn)] = E[fY(t1, . . . , tn)]
za svaki n-dimenzionalan uslovni proces f i sve (t1, . . . , tn) ∈ (R+)n.




Naravno, X ≡AD Y implicira X ≡r Y (za svako r), dok obrnuto ne va`i.
Huver u radu [38] razmatra nekoliko veoma interesantnih pojmova vezanih
za slu~ajne procese i filtracije, koji imaju dosta sli~nosti sa osobinama
uzro~nosti (u smislu Definicija 3.1).
Definicija 4.6. ([38]) Podfiltracija G filtracije F je samostalna (engl.
self-contained) u F (G ⊂ F) ako su za svako t ∈ R+ σ-algebre G∞ i Ft uslovno
nezavisne kada je dato Gt, tj. ako va`i
(∀A ∈ G∞) P (A|Ft) = P (A|Gt).
Lema 4.1. ([38]) Presek familije samostalnih podfiltracija filtracije F je
samostalna podfiltracija od F.
U terminima uzro~nosti pojam samostalna filtracija je analogan pojmu
biti sopstveni uzrok. Ve} je napomenuto da se ovaj pojam pod razli~itim
nazivima sre}e u raznim delovima Teorije slu~ajnih procesa.
U radu [38] dat je i pojam unutra{we (su{tinske) filtracije (engl. in-
trinsic filtration) koji se tako|e mo`e povezati sa uzro~no{}u. Huver slu~ajni
proces X na prostoru verovatno}a (Ω,F , P ) posmatra kao ure|en par (X,F),
tj. X = (X,F), gde je F filtracija na (Ω,F , P ), a X je F∞-merqiva slu~ajna
promenqiva. Naime, tada je Xt = E(X|Ft), gde se pod jednako{}u podrazumeva
skoro izvesna jednakost.
Na osnovu Leme 4.1 name}e se zakqu~ak da za svaki proces X = (X,F)
postoji najmawa samostalna podfiltracija I(X) filtracije F takva da je X
I(X)∞−merqiva. Tada filtraciju I(X) nazivamo unutra{wom (su{tinskom)
filtracijom procesa X.
Iskazano u terminima uzro~nosti, unutra{wa filtracija procesaX, zada-
tog na (Ω,F ,Ft, P ), je najmawa filtracija koja je sopstveni uzrok, a koja
uzrokuje prirodnu filtraciju FX procesa X unutar filtracije (Ft).
Neka je (Ω,F , P ) prostor verovatno}a i neka je NP familija nula-skupova
tog prostora. Neka je (Λ,G, Q) neki drugi prostor verovatno}a i neka je
NQ familija nula-skupova tog prostora. Izomorfizam σ-algebri (F , P ) i
(G, Q) je preslikavawe h : F/NP → G/NQ takvo da kad god je F1, F2 ∈ F i
h(Fi/NP ) = Gi/NQ, Gi ∈ G, va`i:
1) P (Fi) = Q(Gi), i = 1, 2, i
2) ako je F1 ⊆ F2, onda je G1 ⊆ G2 skoro izvesno.
Naj~e{}e se vr{i svojevrsna zloupotreba zapisa pisawem samo h(Fi) =
h(Gi), a izostavqawem skoro izvesno. Tako|e, kra}e se pi{e samo h(X) = Y
podrazumevaju}i pod tim da jednakost h({X ∈ B}) = {Y ∈ B} va`i za svaki
otvoren skup B iz wihovog zajedni~kog prostora vrednosti M . Na osnovu
elementarne Teorije mere dobija se slede}i rezultat.
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Teorema 4.1. ([38]) Za proizvoqnu ograni~enu Borel-merqivu realnu funkciju φ
va`i:
1) h(φ(X)) = φ(h(X));
2) EP [φ(X)] = EQ[φ(h(X))].
Neka su date filtracija F na prostoru verovatno}a (Ω,F , P ) i filtracija
G na prostoru verovatno}a (Λ,G, Q). Tada se preslikavawe h, koje je izomor-
fizam σ-algebri (F∞, P ) i (G∞, Q), naziva izomorfizmom filtracija (F, P ) i
(G, Q) ako je za svako t ∈ [0,∞) va`i F ∈ Ft ako i samo ako h(F ) ∈ Gt. Slede}i
rezultat sledi iz Teoreme 4.1 i definicije uslovnog o~ekivawa.
Teorema 4.2. ([38]) Ako je preslikavawe h izomorfizam filtracija (F, P ) i
(G, Q) iX je proizvoqna F∞-merqiva integrabilna realna slu~ajna promenqiva
na Ω, onda za svako t ∈ [0,∞) va`i
h(E[X|Ft]) = E[h(X)|Gt].
Uradu [38] (Teorema 2.3) je dokazano da procesiXiY imaju istu adaptiranu
raspodelu ako i samo ako postoji izomorfizam filtracija h : I(X) → I(Y)
takav da je h(X) = Y .
Pri re{avawu stohasti~kih diferencijalnih jedna~ina, kada se tra`i
slabore{ewe jedna~ine, ~esto je potrebnodatiprostor verovatno}apro{iriti.
U radu [38]Huver daje slede}u veoma korisnu definiciju pro{irewa prostora
verovatno}a sa filtracijom (Ω,F ,Ft, P ).
Definicija 4.7. ([38]) Prostor verovatno}a sa filtarcijom (Ω̇,G,Gt, Q) je
pro{irewe prostora verovatno}a sa filtracijom (Ω,F ,Ft, P ) ako zadovoqava
slede}a tri uslova:
(i) Ω̇ = Λ1 × Ω× Λ2 za neke skupove Λ1 i Λ2, G = H1 × Ω×H2, a filtracija
G = (Gt) je najmawa filtracija takva da za svako t va`i Gt ⊇ H1t×Ft×H2t
za σ-algebreHit, takve da je Hi = {Hit} filtracija na Λi, i = 1, 2;
(ii) za svako F ∈ F je Ḟ = Λ1 × F × Λ2 ∈ G i Q(Ḟ ) = P (F );
(iii) za svako s, Ḟ∞ i Gs su uslovno nezavisne kada je dato Ḟs.
Svrha ove definicije je da obezbedi da indukovani proces Ẋ = (Ẋ,G) na
(Ω̇,G,Gt, Q), zadat sa
Ẋ(λ1, ω, λ2) = X(ω),
ima iste osobine u odnosu na filtraciju G = (Gt) kao {to ih ima proces
X = (X,F) u odnosu na filtraciju F = (Ft).
64
4.2. VEZA UZRO^NOSTI I ADAPTIRANIH RASPODELA
Teorema 4.3. ([38]) Neka je (Ω̇,G,Gt, Q) pro{irewe prostora verovatno}a sa
filtracijom (Ω,F ,Ft, P ) i X slu~ajan proces zadat na (Ω,F ,Ft, P ). Tada
je (X,F) ≡AD (Ẋ,G), gde je Ẋ odgovaraju}i indukovani proces i pri tome je
h(I(X)) = I(Ẋ).
U Definiciji 4.7 od presudnog zna~aja je uslov (iii) koji u terminima
uzro~nosti glasi Ḟ |< Ḟ;G; Q, tj. zahtev da filtracija Ḟ bude sopstveni uzrok
unutar G, a ve} je ukazano na posledice ove osobine.
4.2 Veza uzro~nosti i adaptiranih raspodela
Slede}i rezultati daju neke konkretne veze izme|u razmatranog koncepta
uzro~nosti i koncepta adaptiranih raspodela.
Teorema 4.4. ([67]) Neka je X slu~ajan proces na prostoru verovatno}a sa fil-
tracijom (Ω,F ,Ft, P ) i neka je G = (Gt) podfiltracija od F = (Ft). Onda
je
FX |< G;F
ako i samo ako je
(X,G) ≡AD (X,F).
Dokaz. Iz (X,G) ≡AD (X,F) sledi
(∀A ∈ FX∞) E(IA|Ft) = E(IA|Gt),
odnosno
(∀A ∈ FX∞) P (A|Ft) = P (A|Gt),
tj.
FX |< G;F.
S druge strane, na osnovu FX |< G;F imamo da je
(∀A ∈ FX∞) P (A|Ft) = P (A|Gt),
odnosno
(∀A ∈ FX∞) E(IA|Ft) = E(IA|Gt).
Tada i za svaku jednostavnu (stepenastu) funkciju fN(ω) =
∑N
n=1 cnIAn(ω) va`i
E(fN |Ft) = E(fN |Gt) < E(fN) < +∞.
Za svaku ograni~enu neprekidnu funkciju f postoji niz jednostavnih funkcija
(fN) koji konvergira skoro izvesno ka toj funkciji, pa kada N → +∞, prema
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Lebegovoj teoremiodominantnoj konvergenciji, za svakuograni~enuneprekidnu
funkciju f imamo da je
(4.2) E(f |Ft) = E(f |Gt).
Iz jednakosti (4.2) i definicije n-dimenzionalnog uslovnog procesa f sledi
da jednakost poput (4.2) va`i i za svaki n-dimenzionalan uslovni proces f .
Posledica 4.4.1. ([67]) Neka je X slu~ajan proces na prostoru verovatno}a sa
filtracijom (Ω,F ,Ft, P ) i neka su G i H podfiltracije filtracije F takve
da je G ⊆ H ⊆ F. Onda iz FX |< G;F sledi (X,G) ≡AD (X,H).
Teorema 4.5. ([67]) Neka je X slu~ajan proces na prostoru verovatno}a sa fil-
tracijom (Ω,F ,Ft, P ). Neka je (Ω̇,G,Gt, Q) pro{irewe od (Ω,F ,Ft, P ) u smislu
Definicije 4.7 i neka je Ẋ proces indukovan procesomX na (Ω̇,G,Gt, Q). Tada, iz
FX |< FX ;F; P
sledi
FẊ |< FẊ ;G; Q.
Dokaz. Na osnovu FX |< FX ;F; P zakqu~ujemo da je I(X) = FX . Kako je prostor
(Ω̇,G,Gt, Q) pro{irewe prostora (Ω,F ,Ft, P ) imamo da je (X,F) ≡AD (Ẋ,G).
Dakle, postoji izomorfizam filtracija h : FX → I(Ẋ). Tako|e, h(FX) = FẊ ,
jer je Ẋ indukovan procesom X. Dakle, I(Ẋ) = FẊ , tj. FẊ |< FẊ ;G; Q.
U radovima [40] i [38] ve} je pokazano da se mnoge osobine slu~ajnih procesa
zadr`avaju pod relacijom ≡AD, i to se mo`e dokazali za osobine uzro~nosti.
Teorema 4.6. ([67]) Neka je X proces na (Ω,F ,Ft, P ), a Y proces na (Ω̄,G,Gt, Q),
i neka je (X,F) ≡AD (Y,G). Tada
FX |< FX ;F; P
implicira
FY |< FY ;G; Q.
Dokaz. Iz (X,F) ≡AD (Y,G) sledi da postoji izomorfizam filtracija I(X) i
I(Y), h : I(X) → I(Y). Iz FX |< FX ;F; P se dobija da je I(X) = FX . Onda, na
osnovu teoreme utapawa ( engl. Amalgamation Theorem, Teorema 3.2 u [38]), po-
stoji zajedni~ko pro{irewe (Ω̃, H̃, H̃t, P̃ ) prostora (Ω,F ,Ft, P ) i (Ω̄,G,Gt, Q).
Na tompro{irewu postoje procesi h1(X) = Ẋ = (Ẋ, H̃) ih2(Y) = Ẏ = (Ẏ , H̃)
takvi da je
(4.3) (Ẋ, H̃) ≡AD (X,F) i (Ẏ , H̃) ≡AD (Y,G).
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Iz (4.3) i (X,F) ≡AD (Y,G) sledi da je (Ẋ, H̃) ≡AD (Ẏ , H̃) i da postoji izomor-
fizam filtracija ḣ : I(Ẋ) → I(Ẏ). Onda za svaki skup AY ∈ FY∞ va`i
Q(AY |Gt) = P̃ (ȦY |H̃t) = P̃ (ȦX |H̃t)
= P (AX |Ft) = P (AX |FXt )
= Q(h(AX)|FYt ) = Q(AY |FYt ),
{to zna~i da je FY |< FY ;G; Q.
Slede}a teorema direktno sledi iz teoreme dodavawa ( engl. Adjunction
Theorem, Teorema 3.3 u [38]).
Teorema 4.7. ([67]) Neka su X i Y procesi definisani na (Ω,F ,Ft, P ) i neka
va`i FX |< FY ;F; P . Neka je X proces definisan na (Ω,F ,Ft, P ) i neka va`i
(X,F) ≡AD (X,F). Tada postoji pro{irewe (Ω̇, Ḟ , Ḟt, Ṗ ) prostora verovatno}a
sa filtracijom (Ω,F ,Ft, P ) i na wemu definisani indukovani procesi Ẋ i Ẏ
takvi da je (X,Y,F) ≡AD (Ẋ, Ẏ , Ḟ) i FẊ |< FẎ ; Ḟ; Ṗ .
Jedan od ciqeva rada [40] je bio ukazivawe na klase slu~ajnih procesa za
koje se relacija ≡AD mo`e dobiti na osnovu mawe restriktivnih uslova nego
u op{tem slu~aju. Teorema 4.8 je doprinos u tom pravcu, i mo`e se smatrati
glavnim rezultatom ovog poglavqa. Slede}a lema }e biti potrebna za izvo|ewe
dokaza Teoreme 4.8.
Lema 4.2. ([67]) Neka su X = (Xt) i Y = (Yt) slu~ajni procesi. Ako za svaku
ograni~enu neprekidnu funkciju h : Mn → R, za svako n ∈ N i svaku n-torku
(t1, t2, . . . , tn) ∈ (R+)n va`i
E[h(Xt1 , Xt2 , . . . , Xtn)] = E[h(Yt1 , Yt2 , . . . , Ytn)],
onda za svaku ograni~enu neprekidnu funkciju h : MN → R i svaki niz
(t1, t2, . . . , tn, . . . ) ∈ (R+)N va`i
E[h(Xt1 , Xt2 , . . . , Xtn , . . . )] = E[h(Yt1 , Yt2 , . . . , Ytn , . . . )].
Dokaz. Radi jednostavnijeg zapisa koristi}emo slede}e oznake:
• hX = h(Xt1 , Xt2 , . . . , Xtn , . . . ),
• hY = h(Yt1 , Yt2 , . . . , Ytn , . . . ),
• hXn = h(Xt1 , Xt2 , . . . , Xtn , 0, 0, . . . ),
• hYn = h(Yt1 , Yt2 , . . . , Ytn , 0, 0, . . . ).
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Kako je funkcija h ograni~ena, postoji konstanta M takva da za svako n va`i
hXn ≤ M i hYn ≤ M.
Tako|e, imamo da niz (Xt1 , Xt2 , . . . , Xtn , 0, 0, . . . ) konvergira skoro izvesno, tj.
da va`i
xn = (Xt1 , Xt2 , . . . , Xtn , 0, 0, . . . )
s.i.−→ x = (Xt1 , Xt2 , . . . , Xtn , . . . ), n → +∞.
Analogno va`i i za proces Y. Kako je funkcija h neprekidna, imamo i skoro
izvesnu konvergenciju nizova (hXn ) i (hYn ), tj.
hXn
s.i.−→ hX , n → +∞,
i
hYn
s.i.−→ hY , n → +∞.
Sada, na osnovu Lebegove teoreme o dominantnoj konvergenciji, sledi
(4.4) lim
n→+∞
E[hXn ] = E[h
X ] i lim
n→+∞
E[hYn ] = E[h
Y ].
Defini{imo funkcije hXn : Mn → R, h
Y
n : M
n → R sa
h
X
n (Xt1 , Xt2 , . . . , Xtn) = h
X




n (Yt1 , Yt2 , . . . , Ytn) = h
Y
n = h(Yt1 , Yt2 , . . . , Ytn , 0, 0, . . . ).
Sada, zbog X ≡0 Y imamo da je za svako n ispuweno
E[hXn ] = E[h
X
n (Xt1 , Xt2 , . . . , Xtn)] = h
Y
n (Yt1 , Yt2 , . . . , Ytn)] = E[h
Y
n ].
Na osnovu posledwe jednakosti i (4.4) zakqu~ujemo da je
E[hX ] = E[hY ].
Teorema 4.8. ([67]) Neka je proces X definisan na prostoru (Ω,F ,Ft, P ) sop-
stveni uzrok u okviru filtracije F = (Ft), tj. neka je FX |< FX ;F; P , i neka
je proces Y definisan na prostoru (Ω,G,Gt, Q) sopstveni uzrok unutar fil-
tracije G = (Gt), tj. neka je FY |< FY ;G; Q. Tada je X ≡AD Y ako i samo ako je
X ≡1 Y.
Dokaz. O~igledno je da X ≡AD Y implicira X ≡1 Y.
Da se doka`e suprotno, prvo indukcojom treba pokazati da za svakin-dimen-
zionalan uslovni proces f i svako ~t ∈ (R+)N postoji ograni~ena Borelova
funkcija ψf,~t : MN → R takva da je
(4.5) fX(~t) = ψf,~t(Xt1 , . . . , Xtn , . . . ) s.i.
68
4.2. VEZA UZRO^NOSTI I ADAPTIRANIH RASPODELA
i
(4.6) fY(~t) = ψf,~t(Yt1 , . . . , Ytn , . . . ) s.i.
Za svaku ograni~enu funkciju Φ : MN → R, funkcija ψΦ̂,~t = Φ ima zahtevane
osobine (4.5) i (4.6). Ako je f ∈ CP oblika f = ϕ(f1, . . . , fm) onda je
ψf,~t = ϕ(ψf1,~t, . . . , ψfm,~t) .
Ovo obezbe|uje dokazivawe indukcojom za stavke baza i kompozicija iz Defini-
cije 4.3. Ostaje da doka`emo stavku uslovno o~ekivawe iz Definicije 4.3. Neka
je g = E[f |s], gde je f n-dimenzionalan uslovni proces, i pretpostavimo da
s ∈ R+, ~t ∈ (R+)N i ψf,~t zadovoqava (4.5). Kako je proces X sopstveni uzrok
unutar filtracije F i ψf,~t je ograni~ena, dobijamo da je
E[ψf,~t(Xt1 , . . . , Xtn , . . . )|Fs] = E[ψf,~t(Xt1 , . . . , Xtn , . . . )|FXs ].
Kako je E[ψf,~t(Xt1 , . . . , Xtn))|FXs ] merqivo u odnosu na FXs , imamo da je
E[ψf,~t(Xt1 , . . . , Xtn , . . . )|FXs ] = h(Xs1 , . . . , Xsn , . . . ) s.i.
gde je s1, s2, . . . , sn, · · · ∈ [0, s] i h je Bs-merqiva funkcija (videti [45], str. 22).
Stoga postoji ograni~ena Borelova funkcija ψg,~s takva da je
(4.7) gX(s~t) = E[ψf,~t(Xt1 , . . . , Xtn , . . . )|Fs] = ψg,~s(Xs1 , . . . , Xsn , . . . ).
Iz X ≡1 Y i relacija uzro~nosti FX |< FX ;F; P i FY |< FY ;G; Q sledi
E[h(Xt1 , . . . , Xtn , . . . )|FXs ] = E[h(Yt1 , . . . , Ytn , . . . )|FYs ].
Usled posledwe jednakosti (X i Y imaju istu tranzicionu funkciju), jed-
nakosti (4.6) i (4.7) va`e zaY sa istim izborom funkcije ψg,~s. Ovo kompletira
indukciju. Kona~no, koriste}i Lemu 4.2, dobijamo da za svako f ∈ CP i sve ~t
va`i
E[fX(~t)] = E[ψf,~t(Xt1 , . . . , Xtn , . . . )] = E[ψf,~t(Yt1 , . . . , Ytn , . . . )] = E[fY(~t)],
tj. X ≡AD Y.
U [40] je dokazano da za procese MarkovaX iY izX ≡0 Y slediX ≡AD Y.
Prethodna teorema daje sli~an zakqu~ak za {iru klasu slu~ajnih procesa -
procese koji su sopstveni uzrok. Dakle, za dva procesaX iY koji su sopstveni
uzrok iz X ≡1 Y sledi X ≡AD Y.
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4.2.1 Primena uzro~nosti na stohasti~ke
diferencijalne jedna~ine
U okviru ovog odeqka razmatra}e se neke stohasti~ke diferencijalne jedna-
~ine i bi}e dato nekoliko rezultata koji povezuju wihova slaba re{ewa,
uzro~nost i adaptirane raspodele.
Kada se neka jedna~ina re{ava na zadatom prostoru sa filtracijom i kada
je poznat proces u odnosu na koji se vr{i integracija (engl. driving process),
tra`i se strogo (jako) re{ewe te jedna~ine. Ali ako se za neku jedna~inu
znaju samo neanticipiraju}i funkcionali, i tra`i se prostor verovatno}a
sa filtracijom u kojem postoje proces re{ewa X i proces u odnosu na koji
se vr{i integracija, a koji }e zadovoqavati jedna~inu, onda je re~ o slabom
re{ewu date jedna~ine.
Neka je BH = {BHt , t ∈ [0, T ]} proces fraktalnog Braunovog kretawa sa
Hurstovim parametromH ∈ (0, 1) definisan na (Ω,F , P ), tj. BH je centrirani
Gausovski proces sa kovarijansom







{|t|2H + |s|2H − |t− s|2H} .
Ako je H = 1
2
, proces BH je standardno Braunovo kretawe.
Prirodna filtracija procesa BH = {BHt , t ∈ [0, T ]} ozna~ava se sa FBH =
{FBHt , t ∈ [0, T ]}, gde je FBHt σ-algebra generisana slu~ajnim promenqivama
BHs , s ∈ [0, t], i skupovima verovatno}e nula.
Posmatra}emo stohasti~ku diferencijalnu jedna~inu
(4.8) Xt = x + BHt +
∫ t
0
b(s,Xs)ds, t ∈ [0, T ]
gde je b Borelova funkcija na [0, T ]× R.
Pod slabim re{ewem jedna~ine (4.8) podrazumeva se ure|eni par (BH ,X)
adaptiranih neprekidnih procesa definisanih na (Ω,F ,Ft, P ), takvih da je:
(i) BH je (Ft)-fraktalno Braunovo kretawe,
(ii) procesi X i BH zadovoqavaju jedna~inu (4.8).
Ponekad se kra}e ka`e da je proces X slabo re{ewe jedna~ine (4.8). Vi{e o
ovakvim stohasti~kim jedna~inama mo`e se na}i na primer u [55].
Teorema 4.9. ([67])Neka su procesiBH iX definisani na prostoru (Ω,F ,Ft, P ),
a procesi BH i Y na prostoru (Ω,F ,F t, P ) i neka su ure|eni parovi (BH ,X)
i (BH ,Y) slaba re{ewa jedna~ine (4.8). Onda iz (BH ,X) ≡1 (BH ,Y) sledi
X ≡AD Y i BH ≡AD BH .
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Dokaz. U radu [65] (Teorema 2.1) je dokazano da je svaki proces fraktalnog
Braunovog kretawa sopstveni uzrok i da je svako slabo re{ewe (proces X)
jedna~ine (4.8) sopstveni uzrok (Teorema 1.3). Sada, na osnovu BH ≡1 BH
i ~iwenice da su procesi BH i BH sopstveni uzroci, prema Teoremi 4.8,
zakqu~ujemo da je BH ≡AD BH . Na sli~an na~in dobijamo da je X ≡AD Y.
Napomena 4.3. Su{tina prethodne teoreme je da ako su slaba re{ewa jedna~ine
(4.8) jedinstvena do na sinonimnost, onda su ona jedinstvena do na adptirane
raspodele.
Posledica 4.9.2. ([67]) Ako su svaka dva slaba re{ewa jedna~ine (4.8) sinonimna,
onda postoji strogo re{ewe te jedna~ine, i ono ima istu adaptiranu raspodelu.
Dokaz. Tvr|ewe je direktna posledica ~iwenice da je svako strogo re{ewe i
slabo re{ewe.
Za sli~ne jedna~ine sa Vinerovim procesom (procesom Braunovog kretawa)
dobija se jo{ boqi rezultat.
Za dati interval realne ose [0, T ] neka je preslikavawe α : [0, T ] × R → R
merqiva neanticipiraju}a funkcija, a W = {Wt,Ft, 0 ≤ t ≤ T} Vinerov
proces.
Stohasti~ka diferencijalna jedna~ina
(4.9) dXt = α(t,X)dt + dWt
sa po~etnim uslovom η, sa zadatom funkcijom raspodele, ima slabo re{ewe ako
postoji:
(i) prostor verovatno}e (Ω,F , P ),
(ii) neopadaju}a familija pod-σ-algebri (Ft), 0 ≤ t ≤ T ,
(iii) neprekidan slu~ajan proces X = (Xt,Ft),




|α(t,X)|dt < ∞ = 1
)
,
(v) sa verovatno}om 1 za svako t, 0 ≤ t ≤ T , va`i
Xt = η +
∫ t
0
α(s,X)ds + Wt .
^esto se samo procesX naziva slabim re{ewem jedna~ine (4.9). Vi{e o ovakvim
stohasti~kim jedna~inama mo`e se na}i na primer u [45].
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Teorema 4.10. ([67]) Ako za svaka dva slaba re{ewa X i Y jedna~ine (4.9) va`i
X ≡0 Y, onda sva slaba re{ewa te jedna~ine imaju istu adaptiranu raspodelu.
Dokaz. Svako slabo re{ewe jedna~ine (4.9) je Vinerov proces (posledica teo-
reme Girsanova), pa ima osobinu markovosti. Stoga suX iY procesiMarkova
sa osobinomX ≡0 Y. Na osnovu Teoreme 3.8 imamo da je svaki procesMarkova
na (Ω,F ,Ft, P ) sopstveni uzrok unutar (Ft). Sada, prema Teoremi 2.8. iz rada
[40], zakqu~ujemo da je X ≡AD Y.
Napomena 4.4. Su{tina prethodne teoreme je da su slabo jedinstvena slaba
re{ewa (imaju istu raspodelu) jedna~ine (4.9) jedinstvena u AD smislu (imaju
istu adaptiranu raspodelu).
Posledica 4.10.3. ([67])Ako za svaka dva slaba re{ewaX iY jedna~ine (4.9) va`i
X ≡0 Y, onda postoji strogo re{ewe te jedna~ine i ono ima istu adaptiranu
raspodelu.
Dokaz. Tvr|ewe sledi, jer je svako strogo re{ewe ujedno i slabo re{ewe.
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Finding the cause or determining what is the cause and what is the conse-
quence are probably one of the eldest problems of science. Philosophy from the
beginning deals with these issues in the most general way, but other sciences also
try to solve this kind of problems within their object of interest. Based on the
results of Probability theory, Theory of random processes and Statistics, Statisti-
cal theory of causality originated as one of mathematical answers to the problem
of determining causality in an arbitrary system.
After the seminal papers of Granger (1969) and Sims (1972) many authors
considered different types of stochastically defined causality. These researches
mainly belong to predicting theory. Namely, the question of interest is: whether
we can predict with the same accuracy in case of reduction of available informa-
tion. At first, the researches were focused on discrete time stochastic processes
(time series). However, as it is pointed out, there is a need for defining causal-
ity for continuous time stochastic processes, because many processes of interest
have continuous time parameter. Namely, for financial time series is explained
that even though the agents have only perceptions in discrete time, the underly-
ing stochastic process of interest is in continuous time. Thus, the development
of continuous time modeling in finance is important motivation for considering
causality in continuous time. Also, the observed causality in a discrete time model
may depend on the length of interval between each two successive samplings.
Mykland (1986) and Florens and Fougères (1996) were the authors of first
papers in which we can find definitions of causality in continuous time, given in
terms of σ-algebras, i.e. natural filtrations of stochastic processes. Also, in Gill
and Petrović (1987) and in Petrović (1996) definition of causality was given in
continuous time, but in term of Hilbert spaces, i.e. L2-framework. Recently, there
have been several papers which deal with these themes.
The field of research in this dissertation is consideration of some causality
concepts that are generalizations of Granger causality adopted for stochastic pro-
cesses with continuous time. Also, same relationships of developed concept of




This dissertation, beside Preface and References with 86 items, consists of four
chapters 1. Theory of random processes - basic notions ; 2. Theory of causality
- review of known results ; 3. Generalization of Granger causality for stochastic
processes with continuous time; 4. Causality and adopted distribution of stochastic
processes.
Chapter 1 is a brief overview of notions of theory of probability and stochastic
processes that will be use later.
Some known concepts of causality, both in discrete and in continuous case,
are presented in Chapter 2. We followed the chronological development of the
Statistical theory of causality, and special attention is given to the concepts that
have contributed to our researches.
Chapter 3 presents some generalizations of Granger causality adopted for
stochastic processes with continuous time. Our original results, related to prop-
erties of developed concepts of causality, are given there. Specially we focused our
attention to integration of stoping times into considered concept of causality, to
invariance of causality under convergence and to relationship between causality
and markovianity.
Finally, in Chapter 4, we give connections between considered concept of
causality and concept of adapted distribution of stochastic processes (specific
concept of equivalence of stochastic processes), which introduced mathematicians
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