Introduction
The p-primary v 1 -periodic homotopy groups of a space X, denoted v −1 1 π * (X; p) or just v −1 1 π * (X), were defined in [15] . They are a localization of the actual homotopy groups, telling roughly the portion which is detected by K-theory and its operations. If X is a compact Lie group or spherically resolved space, each v −1 1 π i (X; p) is a direct summand of some actual homotopy group of X.
By use of a combination of homotopy-theoretic and unstable Novikov spectral sequence (UNSS) methods, the groups v −1 1 π * (X; p) were computed by the author and coworkers for the following compact simple Lie groups:
• X a classical group and p odd ( [12] );
• X an exceptional Lie group with H * (X; Z) p-torsion-free ( [8] ); • (SU(n) or Sp(n), 2) ( [6] , [7] );
• (G 2 , 2) ( [16] ), (F 4 or E 6 , 3) ( [5] ), and (E 7 , 3) ( [14] ).
In [10] , Bousfield takes a new approach to v 1 -periodic homotopy groups. He shows that if X is a 1-connected finite H-space with H * (X; Q) associative, and p is an odd prime, then v −1 1 π * (X; p) can be obtained explicitly from (K * (X; Z p ), ψ p , ψ r ), where r is a generator of the group of units (Z/p 2 ) × . We will review his result in Theorem D. DAVIS homotopy theory (except that which went into proving Bousfield's theorem) and no
UNSS.
We have used this approach to check the results obtained earlier by homotopy theory and the UNSS for (X, p) if X = G 2 , F 4 , E 6 , or E 7 , and p ≥ 3, and X = E 8 and p ≥ 7. All results are in agreement, except for one minor mistake in [5] in v −1 1 π * (F 4 ; 3), which will be discussed in Section 8. Also in Section 8 we will show how this new approach resolved two minor matters for (E 7 , 3) which had been left unresolved in [14] .
In this paper, we will focus our attention on the calculation of v claim was incorrect; the asserted product decomposition does not exist. This will be explained more fully in Proposition 3.6.
Our main results are as follows, but we feel that the new methods introduced to obtain them are of much more interest than the results themselves. Let ν p (−) denote the exponent of p in an integer. if k ≡ 1 mod 3 min(9 + ν 3 (k − 11), 24) if k ≡ 2 mod 9 min(7 + ν 3 (k − 6 − 2 · 3 7 ), 15) if k ≡ 3, 6 mod 9 min(10 + ν 3 (k − 14), 30) if k ≡ 5 mod 9 min(9 + ν 3 (k − 8), 18) if k ≡ 8 mod 9.
This completes the computation of v −1 1 π * (X; p) for all compact simple Lie groups X and odd primes p, a project which was suggested to the author by Mimura in 1989.
The situation when p = 2, which was part of Mimura's suggested project, is much more delicate. The author hopes to be able to adapt Bousfield's theorem to the prime 2, but that work is still in very preliminary stages.
There are many computations in this project which would be intractable to do by hand. Specialized software LiE ( [25] ) is used to determine the second exterior power operations in R(E 8 ). A nontrivial algorithm was required to get this information into the form of an 8 × 8 matrix of integers, some of them 16 digits long, which can be interpreted as giving ψ 2 on a canonical basis of P K 1 (E 8 ), the primitive elements.
This portion of the work will be described in Section 2. The eigenvalues of this matrix are 2 e for e ∈ R = {1, This implies that localized at a prime p greater than 29, these eigenvectors span P K 1 (E 8 ) (p) , which then is isomorphic to P K 1 ( R S 2e+1 ) (p) as a module over all Adams operations ψ k , and hence by Bousfield's theorem has
If, for example, p = 29, we can find two of the eight eigenvectors, v and w, for which v ′ := (v − w)/29 is integral. The set of vectors obtained from the eight eigenvectors by replacing v by v ′ has its determinant equal to D/29, which is a unit in Z (29) , and so this set spans P K 1 (E 8 ) (29) . The eigenvectors v and w correspond to eigenvalues 2 1 and 2 29 . Then ψ k (v) = kv and ψ k (w) = k 29 w for all integers k, and so we can determine ψ k (v ′ ), and from this use Bousfield's theorem to find v −1 1 π * (E 8 ; 29), which agrees with that deduced in [8] The point is that the value of the determinant D, computed blindly from representation theory, is intimately related to the decomposition of E 8 when localized at each prime. Note also that the matrix analysis shows that the portion of K 1 (E 8 ; Q)
which must be modified to pass to K 1 (E 8 ; Z (29) ) is the portion related to S 3 and S 59 , consistent with the homotopy analysis.
Because of the 5 10 factor in D, we must 10 times replace vectors by 1 5 times a difference of vectors in order to find a set of vectors whose determinant is a unit in Z (5) . On this set, an explicit formula for the Adams operations ψ k can be given.
This portion of the work will be described in Section 3. We also show there how performing these basis changes for all relevant primes enables a determination of the Adams operations ψ k in K * (X) (not localized at a prime) for all exceptional Lie groups X and all k.
The Adams operation formulas are of the sort that allow us to draw inferences about attaching maps in the localized Lie groups. This new homotopy-theoretic information has been derived here just from our representation-based calculations together with
Adams' e-invariant work ( [3] ). This will be discussed in Sections 5 and 6.
We feed this information into Bousfield's theorem, which, after a good deal of manipulation, yields the results for v Bousfield suggested to the author the relationship with exterior powers in the representation ring R(G) described in the next two paragraphs. Let I denote the augmentation ideal in R(G). Hodgkin's theorem ( [19] ) implies that there is an isomorphism
which may be viewed either as induced from the composition
. Although Hodgkin doesn't write the isomorphism (2.1), he describes R(G) in such a way that I/I 2 is clearly the free abelian group on the reduced basic representations ρ 1 , . . . , ρ l , and shows that P K −1 (G) is the free abelian group on β( ρ 1 ), . . . , β( ρ l ). The simple description of β makes it clear that (2.1) respects the exterior power operations λ n .
Adams operations are related to exterior powers by the Newton formula
Now let G be a compact simple Lie group of rank l (e.g., E 8 of rank 8). The representation theory of G is equivalent to that of the associated Lie algebra G. Associated to G is a set Λ of weights, a subset Λ + of dominant weights, and a subset {λ 1 , . . . , λ l } ⊂ Λ + such that Λ (resp. Λ + ) is the free abelian group (resp. free abelian monoid) generated by λ 1 , . . . , λ l . (e.g., [20, p.67] .) The set Λ is given a partial order
To each irreducible representation of G is associated a finite set of weights with multiplicities. It is a theorem that one of these weights is larger than all the others, and it occurs with multiplicity 1. (e.g., [20, §21.1] .) This highest weight is dominant. The "highest weight" defines a function from the set of isomorphism classes of irreducible representations of G to Λ + , and this function is bijective. It is a theorem (See, e.g., [19, 3.3] ) that R(G) is a polynomial algebra generated by the irreducible representations ρ 1 , . . . , ρ l which have λ 1 , . . . , λ l as highest weights.
If m = (m 1 , . . . , m l ) is an l-tuple of nonnegative integers, let V (m) denote the unique irreducible representation with highest weight m 1 λ 1 + · · · + m l λ l . We will need three types of information about representations.
• The dimension of V (m) (as a complex vector space).
• The second exterior power λ 2 (V (m)), expressed as c j V (k j ) for nonnegative integers c j and l-tuples k j of nonnegative integers.
. There are algorithms for each of these, implemented conveniently in the software
formula of [4] for symmetrized products is used. For V (m) ⊗ V (n), Klimyk's formula ( [21] ) is used.
The software gives us λ 2 (ρ i ) as c j V (k j ), and hence
We can iterate tensor product computations to write monomials ρ
l as linear combinations of V (k)'s, and then apply an easy row reduction to this result to write V (k)'s as polynomials in the ρ i 's, or, after manipulating polynomials, in the ρ i 's.
In I/I 2 , we ignore products of ρ i 's. Substituting the formulas for V (k j ) as linear combinations of ρ i 's into (2.2) yields the desired expression of λ 2 ( ρ i ) as a linear combination of ρ j 's in I/I 2 .
We illustrate how this works in the simple example of the exceptional Lie group G 2 , and then show how the computations can be expedited. The software tells us
dim(ρ 1 ) = 7 and dim(ρ 2 ) = 14. Thus
To find λ 2 ( ρ 2 ), we need to express V (3, 0) as a polynomial in ρ 1 and ρ 2 . The software tells us
This allows us to compute the second equation in
By our earlier remarks, this implies that P K 1 (G 2 ) has basis {x 1 , x 2 } with ψ 2 (x 1 ) = 6x 1 − x 2 and ψ 2 (x 2 ) = −104x 1 + 28x 2 .
This procedure can be expedited by just looking at linear terms. If f is an element of R(G), let L(f ) denote the first-order terms when f is written as a polynomial in ρ 1 , . . . , ρ l . We have 4) and from the tensor product equations above, a type of differentiation yields
The first equation says L(V (2, 0)) = 13 ρ 1 − ρ 2 , then the second says L(V (1, 1)) = 8 ρ 2 , and then, using dim(V (2, 0)) = 27, the third equation says L(V (3, 0)) = 104 ρ 1 −15 ρ 2 , which when substituted into (2.4) yields (2.3).
The LiE program that implements this expedited algorithm for E 8 is listed and described in Section 7. The one subtlety is how to know which tensor products to compute. The dominant weights are ordered by height 1 , which is the sum of the coefficients when they are written as roots. For example, in G 2 the weights ρ 1 and ρ 2 correspond to roots 3α 1 + 2α 2 and 2α 1 + α 2 , respectively, and so the height of
terms of height less than that of V (m + n). For every term V (l) with l i > 1 which occurs in λ 2 (ρ i ), we choose a way of writing l = m + n, and differentiate the equation
to inductively obtain formulas for L(V (l)). It can happen that V (m) ⊗ V (n) might contain terms V (k) which did not appear in λ 2 (ρ i ). If so, we also find L(V (k)) by the same method, i.e., differentiating a formula for V (a) ⊗ V (b) where a + b = k. When this algorithm is performed for E 8 , we obtain the matrix (2.5) for λ 2 on the basis { ρ 1 , . . . , ρ 8 } of I/I 2 . Thus, for example, 
We obtain the following important corollary of this computation, where β is the isomorphism of (2.1). 1 π * (E 8 ; 5). However, the matrix (2.5) is so unwieldy that it would be very difficult to obtain a nice form for the resulting groups. For this reason, we find a new basis of P K 1 (E 8 ) (5) on which the action of ψ 2 has a nicer form. That is the purpose of this section. Moreover, as we shall see, the new basis will be one on which every ψ k can be determined at the same time as ψ 2 . We will also perform similar computations for Adams operations in K(X) (unlocalized) for all exceptional Lie groups X.
To this end, we use Maple to find the eigenvalues and eigenvectors of a matrix M, which is defined to be the negative of the matrix (2.5). This is the matrix of ψ 2 on 
The numbers in the columns are coefficients with respect to the basis of Corollary 2.6. 
for any positive integer k.
For primes p satisfying 11 ≤ p ≤ 29, it was shown in [24] that E 8 is p-equivalent to a certain product of spheres and sphere bundles over spheres with α 1 attaching maps. For such primes, the number of sphere bundles equals the exponent of p in (3.3). We use p = 23 to illustrate how combinations of the eigenvectors in (3.2) correspond to these product decompositions, providing somewhat more detail than we did in our brief sketch for p = 29 in Section 1.
We note that v and so the new set of vectors is a basis for P K 1 (E 8 ) (23) . It follows from (3.4) that
This agrees with the determination of ψ k in sphere bundles B(3, 47) and B(15, 59) with attaching maps a 1 given in [3] . Thus as Adams modules (23) .
By Bousfield's theorem, these two spaces will have isomorphic v 1 -periodic homotopy groups. Of course, we already knew that by the product decomposition of [24] , but here we are getting it without relying on the [24] result. In [8] , v 1 -periodic homotopy groups of α 1 sphere bundles over spheres were determined by the UNSS, and v −1 1 π * (E 8 ; p) deduced for p ≥ 11 using the product decomposition of [24] . In Proposition 5.5, we will determine the v 1 -periodic homotopy groups of these sphere bundles by Bousfield's theorem, giving us a self-contained computation. This can be done for (E 8 , p) for any prime p ≥ 11.
When p = 5, we use Maple to help us find 10 combinations of vectors that are divisible by 5. These are
The way that these turn out to be grouped, with 1, 13, 17, and 29 related in one group, and 7, 11, 19, and 23 related in the other group, is consistent with Wilkerson's product decomposition ( [29] ) of E 8(5) as a product of two spaces whose rational types correspond to these two groupings. The matrix (v 23 ) has determinant a unit in Z (5) , and so its columns form a basis for P K 1 (E 8 ) (5) . We rename the classes (x 1 , x 13 , x 17 , x 29 , x 7 , x 11 , x 19 , x 23 ) and compute ψ k (x i ) using (3.4).
We obtain the following result. One could make the argument more precise either by noting that it is impossible that a space whose Adams operations can be written as in Proposition 3.5 can be decomposed in this way (i.e., no change of basis can split the Adams operations), or by noting that v −1 1 π * (E 8 ; 5), as computed in the next section, is incompatible with such a decomposition. Thus we obtain the following result. By performing, for all relevant primes, changes of basis of the sort illustrated above for E 8 when p = 5 or 23, we obtain, for each exceptional Lie group X, bases for P K 1 (X) on which we can compute ψ k . We obtain the following results. In all of them, let B i = β( ρ i ), where β and ρ i are as in Section 2.
is given by {y 1 , y 5 } with y 1 = B 1 and
The nice feature of this result and the subsequent ones for the other exceptional Lie groups is that they are a result about integral K-theory (i.e., not localized at a prime) and the Adams operations have a nice form (triangular, among other features). Since P K 1 (X) generates K * (X) for compact simple Lie groups X, multiplicativity of the Adams operations allows us to deduce the Adams operations on all of K * (X). Note that the classes y are subscripted by the exponent e such that ψ k (y) = k e y+ other terms.
The method of proof in each case is to
• use LiE to obtain the matrix of ψ 2 on {B 1 , . . . , B l } similarly to (2.5),
• use Maple to find eigenvectors of this matrix similarly to (3.2), and note that these vectors satisfy
• use Maple to repeatedly replace vectors v by (v − w)/p, where p is a prime which divides the determinant of the matrix of vectors and w is a linear combination of vectors which appear after v in the most recent set of vectors, until the determinant is ±1, and
• use Maple and (3.4) to compute ψ k on the final set of vectors, since they are explicit combinations of the eigenvectors.
In [26] and [27] , Watanabe computed the Chern character on a certain set of gen- 
, and
Proposition 3.9. A basis for P K 1 (E 6 ) is given by {y 1 , y 4 , y 5 , y 7 , y 8 , y 11 } with
For all integers k, 
is given by {y 1 , y 5 , y 7 , y 9 , y 11 , y 13 , y 17 } with
Before stating the final of these results about Adams operations in the K-theory of exceptional Lie groups, the case in which many of the numbers become ridiculously large, we point out two features. One is that the coefficient of each y j in ψ k (y i ) is actually an integer, yielding integrality results. The other is that at least the second terms give information about attaching maps via primes occurring in denominators.
This follows from [3] , where it was shown that in a sphere bundle over a sphere with attaching map α t with t ≡ 0 mod p the Adams operations will be as described in our Proposition 5.5. Thus, for example, the 5s in the denominators of the second terms in the formulas for ψ k (y 1 ), ψ k (y 9 ), and ψ k (y 13 ) in Proposition 3.10 are, at the very least, strongly suggestive that there are α 1 attaching maps from 1 to 5, 9 to 13, and 13 to 17 in E 7 , and a similar deduction can be made at the prime 3. The same conclusion can be made from somewhat simpler formulas of K(−) (p) , but here we are getting information about all primes at once. 
Bousfield proved the following result in [10] . This is the result that has been called "Bousfield's theorem" throughout this paper.
Theorem 4.1. Let X be a 1-connected finite H-space with H * (X; Q) associative, p an odd prime, and r a generator of (Z/p 2 ) × . Then
where (−) # denotes the Pontryagin dual, and
For the finite abelian groups with which we deal, P K
, and the only effect of the Pontryagin dual is to reverse the direction of arrows.
The following result is immediate from Proposition 3.5 and Theorem 4.1. We shall analyze A m first. We will make frequent use of the following well-known fact proved in [2, 2.12].
Proposition 4.3. If r generates the group of units
Relations r 5 , r 6 , r 7 , and r 8 imply immediately that A m is 0 if m ≡ 1 mod 4. We will write m = 4k + 1 and divide r 5 , r 6 , r 7 , and r 8 by the units 2 29 These four relations on x 13 result in a summand of order 5 e , where
• if k ≡ 0, 1 mod 5, then e = 2 from (4.4);
• if k ≡ 3 mod 5, then e is the minimum of 2 + ν(k − 3) from (4.4) or 13 from (4.5);
• if k ≡ 4 mod 5, then e is the minimum of 2 + ν(k − 4) from (4. (1 − 2 4k−16 )(9 · 5 12 − 5 8 − 8) ;
where u is as in (4.7). We easily read off from these that the order of B m is 5 min(7,4+ν(k−1)) if k ≡ 1 or 3 mod 5.
Now let P = 2 4k , and write w 4 as a unit times 5 4 times the following expression. We use Maple to write this expression as A + B · P + C · P 2 + D · P 3 , where A, B, C, and D are certain explicit large integers. We note that for any positive integer e, this cubic expression can be rewritten as
where
With e = 8, Maple computes these a i , from which we deduce that w 4 can be written
where u i are units in Z (5) . The relation given by this and w 1 when k ≡ 2 mod 5 is the desired 5 min(11,4+ν(k−2)) , and w 2 and w 3 are easily seen to imply no additional restrictions. If k ≡ 4 mod 5, we use e = 16 in the above method (with the same values of A, B, C, and D) and obtain the following form of w 4 , where again u i are units in Z (5) . Here we begin using q = 2(p − 1), and say that X has an H-space exponent at p if some p e -power map on some iterated loop space of X is null-homotopic. Compact Lie groups and spheres have H-space exponents at all primes.
Proof of Proposition 5.2. There is a commutative diagram of isomorphisms
where the vertical arrows are as described in [12, §2] . These arrows are defined using the null-homotopy of the p e -power map. The one on the left can equivalently be defined using Adams maps of the mod p Moore space. The direct limit of these vertical morphisms defines the v 1 -periodic homotopy groups. The diagram commutes because the morphisms π * X → π * +kqp e X commute with multiplication by p.
Passing to the direct limit, we obtain an isomorphism 
for all j, which implies that 
Then there is an exact sequence
Theorem 4.1 and exactness of Pontryagin duality yield the following corollary.
Corollary 5.4. Suppose maps X → Y → Z induce a short exact sequence of Adams modules
with ψ p acting injectively on each. Then there is a long exact sequence
Next we have the following basic calculation, which is the Bousfield approach to a sphere bundle over sphere with attaching map α t . This result is analogous to [8, 1.3] , which was obtained using the UNSS.
Proposition 5.5. If P K 1 (X; Z p ) has generators x and y with ψ k y = k n+t(p−1) y and
, and t ≡ 0 mod p, then the only nonzero groups v
Proof. We again make frequent use of Proposition 4.3. By Theorem 4.1, v −1 1 π 2m (X; p) has generators x and y subject to relations
The last two relations imply that the group is 0 unless m ≡ n mod p − 1. We let m = n + (p − 1)i. Since t ≡ 0 mod p, the fourth relation can be used to eliminate y.
We obtain that the group is cyclic with generator x, and relations on x
The second of these relations can be rewritten as
Now inspection of the relations shows that if i − t ≡ 0 mod p, the first relation becomes p ν(i)+2 , and the second relation becomes p The odd groups could be computed directly; however, we can avoid computation as follows. By Proposition 5.1, the odd groups have the asserted order, and by Proposition 5.2 it suffices to show that any one of them is cyclic. By Proposition 5.3, there is an exact sequence 
which implies that δ is surjective and v
Now, the determination of v 
for a fixed value of m of the type specified in the proposition. Let K We will sketch this calculation at the end of this section. The results about C-and K-groups just listed imply, by just diagram chasing, that
which implies the first part of the proposition by Theorem 4.1. Before we present the simple proof of (5.10), we wish to present the motivation or underlying rationale for this argument and these results. It involves homotopy charts of the type used extensively in [14] . For the spheres S of dimensions 3, 27, 35, and 59 whose P K 1 -Adams modules build this portion of P K 1 (E 8 ) (5) , and for the value of m being considered here, implies that there was no differential from 59 to 27, and so it must go from 59 to 3, as indicated in the diagram by the diagonal line.
But this is just one way of thinking. The result (5.10) can be obtained by diagramchasing as follows. The claims made above about certain K-groups and C-groups imply that the relevant exact sequences of 5.3 yield short exact sequences in the following commutative diagram, with all groups except the middle one given explicitly in the second diagram.
It is easy to verify that in such a diagram, we must have K The computation when m = 4k + 3 and k ≡ 3 mod 5 is easier. In this case, each of the four spheres yields a Z/5, and each pair of consecutive spheres has a nontrivial ·5 extension because of 5.5 and the terms 2 5 We close this section by sketching the proof of (5.9). We are computing A m in Proposition 4.2, with x 1 , r 4 , and r 8 removed, and m = 4k + 1 with k ≡ 0 or 1 mod 5. In the analysis in Section 4, we will have generator x 13 with relations t 1 , t 2 , and t 3 . The relation t 1 says that 5 3 x 13 = 0, and the other relations involve much larger powers of 5. Thus the group is Z/5 3 , as claimed.
The computation of v
. One thing that makes the analysis more complicated is that all eight generators are related to one another by Adams operations, rather than being divided into two groups of four, as was the case for (E 8 , 5). It is more difficult to analyze an abelian group with 8 generators and 16 relations than to do it for two groups, each with 4 generators and 8 relations. We rely on Maple for every step of this computation.
For i ∈ {1, 7, 11, 13, 17, 19, 23, 29}, let v i be the columns of (3.2), satisfying
Then 32 times we replace vectors v by v ′ := (v − w)/3, with w a linear combination of vectors in the set which follow v, and v ′ still integral, and obtain finally a basis {w 1 , w 7 , w 11 , w 13 , w 17 , w 19 , w 23 , w 29 } for P K 1 (E 8 ; Z (3) ) defined by 
1 π * (X) (localized at 3). We do not wish to belabor this here, since it is not necessary for our analysis. However, we note that it seems quite likely that this analysis could yield information about the attaching maps between cells of the 3-localizations of E 8 and ΩE 8 , extending work in [23] and [17] . Our results here were previously inaccessible, since α i is not detected by primary cohomology operations when i > 1. We use Maple to manipulate the matrix. The entry in position (15, 8 ) is a unit, and so we pivot on it, and then delete the 15th row and the 8th column. This corresponds to writing the 8th generator as a combination of the other generators, then removing that generator and the relation which expressed it in terms of the others, while substituting this relation into all the others. In subsequent steps, we pivot on and then eliminate positions (14, 7) , (13, 6) , (12, 5) , (11, 4) , (1, 3) , and (8,2), ending up with a 9 × 1 matrix G. At each step, it is essential that the element on which we pivot is a unit. It was by no means clear at the outset that this could be done 7 times, for it has the important consequence that v −1 1 π 2m (E 8 ; 3) is cyclic for each integer m.
In manipulating the matrix, we let, for i ∈ {0, 6, 10, 12, 16, 18, 22, 28},
Thus, for example, the elements in position (9,1) and (10,2) of the initial matrix will be −P 0 and −P 6 . After j steps of pivoting (j ≤ 7), all entries in the matrix will be quotients of polynomials in the P i of degree ≤ j + 1. Since P i ≡ 0 mod 3, mod 3 values of polynomials are determined by their constant term, which during the last few steps will be up to 30 digits long. Up to this point, we have only cared about mod 3 values, to find units on which we could pivot, but in the next step we need more delicate information about exponents of 3.
We will have v
, where e is the smallest exponent of 3 of the nine entries of the matrix G. The denominator polynomials are units, and can be ignored.
Maple does some factoring automatically. For example, the fourth entry of G has a factor 3 12 P 10 P 12 , which we treat as 3 14+ν(k−5)+ν(k−6) , since ν(P 2j ) = 1 + ν(k − j).
Throughout this section, ν(−) = ν 3 (−).
Now we divide into cases depending upon the mod 9 value of k. We consider first the case k ≡ 2 ≡ 11 mod 9. After performing the preliminary simplifications described in the preceding paragraph, we replace each occurrence of P 2j by R + 2 22 − 2 2j . Thus R is representing 2 2k − 2 22 , which satisfies ν(R) = 1 + ν(k − 11). We find that the nine relations are, up to unit multiples of all terms, as follows. We emphasize that this assumes that k ≡ 2 mod 9, so that, for example, ν(k − 8) has been replaced by 1, and ν(k − 10) by 0. We also point out that it seems to be infeasible to obtain these expressions by hand; their determination seems to require a computer.
Since ν(R) ≥ 3, we find that the term 3 8 R in the first relation gives the smallest while other relations involve larger exponents of 3. Note that these refer to precisely the same relations as the first two of the nine listed above; however, R now represents a different expression. Since ν(R) ≥ 3, the R i -terms with i ≥ 2 are more highly 3-divisible than the R 1 -term, and so may be ignored. We find that the smallest exponent The case k ≡ 1 mod 3 is easier. If R = 2 2k − 2 8 , the first relation is 3
, which gives a relation 3 6 if ν(R) ≥ 2, while the other relations are more highly 3-divisible.
The case k ≡ 6 mod 9 introduces a second-order effect. If R = 2 2k − 2 12 , the only significant terms are 3 14 + 3 6 R from the first relation and 3 15 + 3 9 R from the second.
The smallest 3-exponent is 7 + ν(k − 6) if ν(k − 6) < 7, and is 14 if ν(k − 6) > 7.
If ν(k − 6) = 7, the two terms in the first relation are both 3 14 times a unit, and we must analyze the mod 3 values of these units to tell whether the sum of these two terms is 3 14 times a unit or is divisible by 3 15 . As the second relation is 3 15 times a unit, we need only evaluate the first relation mod 3 15 .
Maple tells us that the unit coefficients of 3 14 and 3 6 R in the first relation are both 1 mod 3. Thus mod 3 15 the first relation is
If k = 3 7 u, this becomes 3 14 (1 + u), and so is 3 15 if u ≡ 2 mod 3, and 3
This yields the min(7 + ν(k − 6 − 2 · 3 7 ), 15) in 1.2 when k ≡ 6 mod 9. The case k ≡ 0 mod 9 follows similarly once Maple tells us that if R = 2 2k − 2 18 , then the terms which can give smallest 3-power are (3a + 1)3 20 + (3b + 2)3 6 R from the first relation and 3 21 + 3 9 R from the second.
The case k ≡ 3 mod 9 is easier. If R = 2 2k − 2 6 , then the first relation begins values obtained by substituting 2 or 3 for k. Let Φ = M 2 − 8I, an invertible matrix over Z (3) . Let E = (1 1 1 1 1 1 1 1) . Then EM 3 is the sum of the rows of M 3 , and this combination of the w i 's is in im(ψ 3 ). Let A = EM 3 Φ −1 . Maple computes 5.11. We emphasize that this analysis is not part of our proof, but rather is an attempt to understand how v −1 1 π * (E 8 ; 3) is built from the v 1 -periodic homotopy groups of the eight spheres which build it. In [14] , in which the UNSS was the primary tool, these charts were an integral part of the argument, but here we just use our computation to see how those charts must have been filled in. We are not saying that E 8 is built from these eight spheres (It is not!), but rather that since P K 1 (E 8 ; Z p ) as an Adams module is built from the related Adams modules for spheres (by our Theorem 3.5), v −1 1 π * (E 8 ; 3) is built from that of the spheres, and we could probably conclude that Bousfield's ΦE 8 is built from Φ applied to the spheres.
An important ingredient in the charts such as 5.11 and those of [14] is the cyclicity of the groups for the "sphere bundles" described in Proposition 5.5. In (E 8 , 3), we also encounter "sphere bundles" with α p as attaching map, a case which was not considered in 5.5. Here we have the following result, whose proof we merely sketch.
has generators x and y with ψ k y = k n+p(p−1) y and
where u is a unit in Z (p) and ǫ = 1 or 2, then the only
c. If ǫ = 1 and n = 1, then
Proof. The proof is similar to that of Proposition 5.5. In the case considered here, |v
so the result follows from the exact sequence
The result for v 1 π 4k+2 (E 8 ) be cyclic in these cases. A check that this extension is really present was made by having Maple compute v 4k+2 (X (15, 23, 27) ), corresponding to the indicated subquotient Adams module from 6.1. This was done with k = 30, corresponding to the first case in 6.7, and Z/3 ⊕ Z/3 6 was obtained, consistent with the unexpected extension. This extension is probably also present in the cases of Diagram 6.6, but in those cases it would not affect the result.
There is also an unexpected extension in 4k + 1 from 23 to p times the generator in 15 when k ≡ 6 mod 9. This seemed necessary in order to get the correct answer when ν(k − 6) ≥ 12, and was confirmed by a Maple computation that v 
The charts when k ≡ 5,8 mod 9 are very similar to those when k ≡ 2 given in Diagram 6.6, while those when k ≡ 0 mod 9 are very similar to those when k ≡ 6 given in Diagram 6.7. Again we emphasize that these charts are not a part of our proof, but rather a way of interpreting our result in a way which is closer to past methods of calculating homotopy groups.
In this section we describe the program written in the specialized software LiE ( [25] ) to perform the calculation described in Section 2. We list the program and then describe what it is doing.
setdefault E8
on + height mm=id (8) for r row mm do ext=alt tensor(2,r); extt=ext; p2=0X null(8); x=1; while x==1 do x=0; for i=1 to length(extt) do u=expon(extt,i);
if u [1] +u [2] +u [3] +u [4] +u [5] +u [6] +u [7] od; print(der1);print(der2);print(der3);print(der4); print(der5);print(der6);print(der7);print(der8) od The first line says that the program is always working with the Lie algebra E 8 . The second line says that monomials are ordered by increasing height, a notion which was defined in Section 2. The first for loop, which extends throughout the program, lets r run over rows of an 8 × 8 identity matrix, with the ith iteration corresponding to computing λ 2 ( ρ i ). The variable ext is λ 2 (ρ i ) written as a polynomial whose exponents are dominant weights, and coefficients are their multiplicity. The variable extt will be a modified version of ext, expanded to include additional terms whose derivatives must be computed, as described in Section 2. The variable x tells whether any new terms were adjoined to extt in the most recent iteration. Each exponent u in extt with sum of entries greater than 1 is decomposed as v+w. The polynomial p1 represents V (v) ⊗ V (w). If v or w or any term of p1 does not appear in extt, then it is adjoined to extt, because we will need to know its derivatives. The purpose of the 14-line while loop is just to adjoin these terms. The variable pdim is a polynomial whose coefficient of X u is dim(V (u)), while variables pderj are polynomials whose coefficient of X u is ∂ j (V (u)), the coefficient of ρ j in L(V (u)). Here u ranges over all terms in extt; these will depend upon which λ 2 ( ρ i ) we are computing. The long for loop computes these inductively. It still works with extt, which is λ 2 ( ρ i ) modified to include extra terms whose derivatives are needed in the induction. The variable cj is ∂ j (V (u)), i.e., the coefficient of ρ j in V (u). It is determined by writing u = v + w, expanding
with height(t l ) <height(u), so that ∂ j (V (t l )) has already been computed, and computing ∂ j (V (u)) = dim(V (v))∂ j (V (w))+dim(V (w))∂ j (V (v))− k l ∂ j (V (t l )).
Finally, in the last short for loop, ∂ j (λ 2 ( ρ i )), represented by derj, is computed by forming the appropriate combination of the derivatives of the terms of λ 2 ( ρ i ).
These terms are in the polynomial ext, and the derivatives are incorporated as the coefficients in pderj.
This program does not perform the subtraction of dim(ρ i ) ρ i , which is the last step in obtaining L(λ 2 ρ i ). (See (2.4) .) It was more convenient to do this in the Maple program which was the next step in our analysis. No doubt, this LiE program could be written more efficiently with arrays, but the author felt more comfortable with it in the given form.
8. Analysis of F 4 and E 7 at the prime 3
When the analysis of Sections 2 and 3 is performed for F 4 at the prime 3, we find that its Adams operations are isomorphic to those of B(11, 15) × B 5 (3, 23) , where the second factor is an S 3 -bundle over S 23 with attaching map α 5 . Since F 4 is known to be 3-equivalent to B(11, 15) × H, where H is Harper's torsion H-space, this suggests that there is an isomorphism of Adams modules P K 1 (H) (3) ≈ P K 1 (B 5 (3, 23)) (3) at the prime 3, or, more generally,
for any odd prime p. This is implied by a result of Kono ([22] ) on Chern character in K * (H p ). However, its implication for v 1 -periodic homotopy groups does not quite agree with those determined for H 3 in [5] or H p in [13] .
The groups v with α = p + 2, while that in [13, 3.2] is the same with α = 1. This discrepancy led the author to find a small mistake in the delicate argument presented in [13] (for any odd prime p) and in [5] (for p = 3). The mistake in [5] occurs in the fifth bulleted item on page 300. The correct exponent of v 1 there is not 3, but rather a large number e which is not a multiple of 3. Then (η R (v would have been the case if e = 3. This affects [5, (2.18) ], causing the 1 at the end of it to be changed to a 2. The same mistake occurs in [13] in the second half of page 91; in this case the exponent of v 1 was overlooked entirely. This was one of the rare places where exponents of v 1 are consequential.
We have used the methods of this paper to check the result for v −1 1 π ev (E 7 ; 3) obtained in [14] . We obtain complete agreement with the results presented there. In that paper, it was stated that if j is odd and j ≡ 5 or 8 mod 9, then By the methods of this paper, we can show that the first of these splittings is the valid one.
