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Aqueous-phase heterogeneous catalysis is an important chemical process in
applications such as water remediation, fuel cells, and the production of fuels and
chemicals, including from biomass sources. However, designing alternative, improved
catalyst materials for these applications is difficult due to fluctuations in the solva-
tion environment surrounding the catalytic species. In order to elucidate the ther-
modynamics and kinetics of the relevant reactions, it is imperative to gain a better
understanding of the roles of liquid water molecules in these reactions. In this work, a
method combining both classical and quantum simulations was developed to generate
configurations of liquid water molecules over catalytic species adsorbed on a catalyst
surface, which can provide valuable insight into the roles of the liquid water reaction
environment on aqueous-phase heterogeneous catalysis.
The method developed in this work entails combining force field molecular
dynamics (FFMD) and density functional theory (DFT) simulations. This method
leverages the strengths of each type of simulation to enable the calculation of catalytic
energies under “realistic” liquid water configurations. FFMD simulations are used to
generate trajectories of liquid water configurations that include thermal fluctuations,
while DFT simulations are used to capture the energies associated with bond breaking
and forming that are required for microkinetic modeling and catalyst design studies.
This FFMD-DFT method was used to calculate the interaction energies be-
ii
tween the liquid water environment and the reaction intermediate or transition state
species. The trend in the calculated interaction energies was shown to correlate with
the trend in hydrogen-bond formation between liquid water molecules and the cat-
alytic species. This work also demonstrated that entropic effects due to the thermal
fluctuations in the solvation environment are a significant contribution to the free
energies calculated for aqueous-phase, heterogeneously-catalyzed systems.
The FFMD-DFT method was also used to calculate reaction energies, activa-
tion barriers, and pre-exponential factors to study the kinetics of example O−H and
C−H cleavage reactions on a platinum catalyst surface under an aqueous reaction
environment. Using this method, it was found that O−H cleavage reactions pre-
fer H2O-mediated pathways, while C−H cleavage reactions prefer non-H2O-mediated
pathways.
In summary, the FFMD-DFT method developed in this work has been shown
to be a robust technique for generating realistic liquid water configurations over cat-
alytic species on a platinum catalyst surface. Those liquid water configurations can
be used to calculate catalytic properties that can provide insight into the roles of
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Many catalytic processes are hindered by the high cost of the catalyst mate-
rial, which often is made of expensive transition metals. In order to design cheaper
alternative catalyst materials for these processes it is imperative to gain an under-
standing of the reaction processes that occur at the molecular level. Understanding
chemical reactions at a molecular level remains a grand challenge in catalysis due to
the large variety of interactions that are possible. While exquisitely crafted active,
selective, and robust catalyst materials are available for a number of reactions [1–4],
the development of optimal catalysts for liquid-phase reactions is hindered because
the large density of molecules near the catalyst surface obstructs our ability to observe
molecular-level phenomena, and since water molecules themselves influence catalytic
thermodynamics and kinetics [5–7]. Elucidating the molecular-level phenomena in
the presence of such complex environments is crucial to designing catalysts to oper-
ate in these environments [8, 9]. Consequently, there is a critical need to incorporate
liquid-phase environments into catalyst characterization and design. In the absence
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of such endeavors, designing new catalysts for liquid-phase transformations will likely
remain difficult, and thus alternative chemicals, which rely on such conditions for syn-
thesis or processing, will continue to employ precious metal catalysts. In this work,
we demonstrate how to incorporate liquid environments into simulations of aqueous-
phase heterogeneous catalysis in order to facilitate design of catalytic materials for
such reactions.
1.2 Example Applications
As one example, wastewater treatment involves the removal of contaminants
from agriculture runoff, pharmaceuticals, personal care products, and other poten-
tial sources [10–15]. Various transition metal catalysts, including palladium-based
catalysts, have shown promise at reducing nitrate levels in water from agricultural
fertilizer runoff [16, 17]. TiO2 nanoparticles can be used to degrade salicylic acid
and sulfosalicylic acid photocatalytically [15]. Additionally, various catalyst materi-
als have been shown to facilitate the oxygen reduction reaction (ORR) in microbial
fuel cells, which can be used to remove organic material from wastewater [18].
As another example, several types of direct alcohol fuel cells, including those
that use methanol and ethanol as the primary reactant, use aqueous-phase for the
reactant feed. Direct methanol fuel cells (DMFCs), for example, have been considered
for use in automobiles to replace internal combustion engines due to their high the-
oretical power density and the use of a liquid fuel, which is much easier to store and
transport than gaseous hydrogen and would enable existing gasoline refueling stations




and typically use a mixture of 50/50 wt% methanol and water. Additionally, these
fuel cells operate at relatively mild conditions (often between 60◦C and 100◦C), and
2
are therefore generally considered to be safe. Unfortunately, these fuel cells utilize
expensive catalysts made of platinum and platinum alloys, they suffer from slow ki-
netics and therefore require high overpotentials, and CO formed during the reaction
poisons the catalyst surface. Catalyst design studies have been conducted in attempts
to find catalyst materials that could increase the reaction rate in these fuel cells and
reduce the dependence on expensive transition metals such as platinum, but these
catalysts still generally rely on precious metals [24–30]. Other fuels that have been
studied for automotive fuel cells include isopropanol, glycerol, ethylene glycol, formic
acid, and ammonia [19].
As a third example, fuels and fine chemicals can be produced under aqueous
phase. One such process is aqueous-phase reforming (APR), where organic molecules
are converted to H2 and CO2 primarily to use the H2 for fuel cells [31–35]. APR is ideal
for producing hydrogen fuel for fuel cells because it produces H2 at low concentrations
of CO, which reduces CO poisoning of the fuel cell electrode surface. Coronado et
al. showed that nickel-based catalysts with copper and cerium dopants on various
supports can facilitate aqueous-phase reforming (APR) of oxygenated hydrocarbons
from biorefinery-derived organic waters to CO2 and H2 under aqueous-phase con-
ditions [36]. Another is aqueous-phase processing (APP), where organic molecules
such as sugars, sugar alcohols, and polyols are converted into H2 or alkanes ranging
from C1 to C15 [33, 37]. Aqueous-phase Fischer-Tropsch processes have also been de-
veloped to produce long-chain hydrocarbons at lower temperatures than traditional
gas-phase Fischer-Tropsch synthesis using a variety of catalysts including ruthenium
and platinum-modulated cobalt nanocatalysts [38, 39]. Chemical precursors for fine
chemicals can also be synthesized using aqueous-phase heterogeneous catalysis, in-
cluding the production of γ-valerolactone from levulinic acid [5, 33, 37, 40].
Development of methods to produce the fuels and chemicals described above
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from biomass feedstocks using aqueous-phase heterogeneous catalysis is a major area
of research. There is significant societal and commercial interest in biomass-derived
hydrocarbons and alcohols to help meet ever-increasing world energy demands. These
renewable fuels help offset declining petroleum reserves and simultaneously lessen the
deleterious effects that fossil fuel combustion has on the environment [37, 41]. Because
of these things, we focus on catalytic species1 and reactions involved with biomass
processing in this work. To date, efforts to bring these fuels to fruition have been
stymied by process inefficiencies and low yields resulting from non-optimized biomass
conversion processes that use high-cost catalysts containing Pt or other precious met-
als [5]. Biomass processing including the valorization of lignin, glycerol, and other
bio-based molecules often occurs in the aqueous phase [37, 42–44]. Further, the use
of water as a “green” solvent in catalysis [45] for these processes motivates the need
to understand how H2O molecules influence catalytic chemistry.
To improve upon these applications, further insight into the roles and effects
of liquid water on the catalytic chemistry must be garnered. This insight can lead
to the development of cheaper, more effective catalyst materials. In this dissertation,
we aim to develop methods that can be used to learn about these roles from the
molecular level.
1.3 Roles of Water Molecules
While the effects of water are diverse for different systems, research shows
that water influences surface chemistry significantly. For example, water can alter
the energies of catalytic species under aqueous reaction environments [26, 46–48] and
transition state energies [49] or favor certain adsorbates, reaction intermediates, and
1In this Dissertation, reaction intermediates and transition state complexes adsorbed to the
Pt(111) catalyst surface are collectively referred to as “catalytic species”.
4
reaction pathways [47–49]. Additionally, water molecules can adsorb either asso-
ciatively or dissociatively to catalyst surfaces and thus modify the composition and
quantity of available active sites [50].
Additionally, water molecules can interact with adsorbates through hydro-
gen bonding, dispersion, electrostatic interactions, and possibly even chemical bind-
ing, with different adsorbates exhibiting different types and numbers of interactions.
These interactions are discussed in further detail in Section 1.3.1. Water molecules
can also participate in the chemical reactions, as discussed in Section 1.3.2. Un-
derstanding these different interactions and how they change over the course of a
catalytic pathway is a necessary step in quantifying reaction free energies, reaction
rates, and surface free energies. (Surface free energies dictate the equilibrium adsor-
bate coverages [51–62], which can significantly influence catalytic thermodynamics
and kinetics [52, 61, 62].) For liquid water, the interactions involve an ensemble of
configurations, which complicates the problem. The primary computational chal-
lenge involved in quantifying the energies of interaction between liquid water and
adsorbates on a catalyst surface is generating an ensemble of “solvated” adsorbate
structures in a computationally tractable manner. In this Section, we discuss the
roles that liquid water molecules can play in aqueous-phase heterogeneous catalysis,
especially through intermolecular interactions and through participating in chemical
reactions.
1.3.1 Intermolecular Interactions
Two of the primary ways in which water molecules influence catalytic mech-
anisms are altering the energies of catalytic species and participating in catalytic
reactions. For example, water molecules interact with various chemical species ad-
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sorbed on solid catalyst surfaces through hydrogen bonding and van der Waals in-
teractions [25–27, 46–48, 63–76]. These interactions have been shown to depend on
the specific catalytic species and thus to influence reaction energies and activation
barriers compared to gas phase. In some cases, they have been shown to depend on
the specific configuration of the liquid water environment, i.e. the arrangement of
water molecules at the catalyst interface [26, 48, 64, 77–83]. If significant enough,
catalytic species interactions with liquid H2O can alter dominant reaction pathways
compared to gas phase [47–49, 70, 77, 78]. Work by Xie, et al. showed that water can
influence the thermodynamics of reactions due to interactions between the adsorbate
and water, and that these influences have a linear dependence on the binding energy
of the catalytic species under vacuum [77].
Water can also hydrogen bond with adsorbed species in either a hydrogen-
bond donating configuration or a hydrogen-bond accepting configuration as shown
in Figure 1.1 [64, 77, 78, 84]. Hydrogen-bonding interactions are generally stronger
than dispersion interactions, so water molecules that have hydrogen-bonded with a
catalytic species can more have a larger effect on thermodynamics calculations than
dispersion forces. Additionally, hydrogen bonds are more likely to alter the chemical
reaction pathway due to the strength and directional nature of the hydrogen-bonding
interaction. From the perspective of heterogeneous catalysis, prior work has shown
that hydrogen bonds persist longer if the interaction between an adsorbed species
and liquid water is stronger, with hydrogen bond lifetimes in that study lasting up
to 110 ps (compared to the lifetimes in bulk liquid water of ∼ 1.2 ps) [85].
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(a) (b)
Figure 1.1. Example configurations of COH* where the H2O acts as a (a) hydrogen-
bond donor and (b) hydrogen-bond acceptor. In both cases, the OCOH*—OH2O dis-
tances (indicated by the dashed lines) are ≤ 3.5 Åand the O−O−H angle (indicated
by the solid lines) are ≤ 30◦. Pt = gray, C = teal, O = red, H = white. Wa-
ter molecules that are not hydrogen-bonded to COH* are shown as lines for visual
clarity.
1.3.2 Participating in Reactions
Water molecules can also participate in chemical reactions. For example, water
molecules can decompose on catalyst surface to act as a source for hydrogen atoms
and hydroxyl groups [34, 35, 67, 70, 78, 86]. These adsorbed hydrogen atoms and
hydroxyl groups can subsequently facilitate reactions.
While both dispersion interactions and hydrogen bonding can alter the en-
ergetics of a chemical reaction, hydrogen bonding can alter the chemical reaction
pathway itself by allowing water to participate in elementary steps that are either
unactivated or have only a small barrier [87]. Water molecules can mediate catalytic
reactions, e.g., by promoting bond cleavage reactions, by “co-catalyzing” or “assist-
ing” chemical reactions [26, 27, 34, 35, 65–67, 69, 70, 75, 76, 78, 80, 82, 83, 88–96].
Water can co-catalyze an elementary reaction step by participating in the
formation of a transition state (TS) structure without being consumed during that
step. Computational works by Árnadott́ır et al. and Nie et al. have shown that water
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Figure 1.2. Snapshots from the reaction path of H2O-co-catalyzed COH* hydro-
genation on Pt(111) (COH* + *
H2O−−→ CO* + H*). Starting from a COH−H2O*
configuration, the hydrogen is easily transferred from COH* to the surface. Water
molecules not involved in the reaction path are displayed as lines for visual clarity.
can co-catalyze reactions [80, 84, 94]. The TS in these co-catalyzed reactions, appears
to be either the formation of an H3O
+ structure [80, 94], as shown in Figure 1.2, or
the simultaneous hydrogen transfer from the adsorbed reaction intermediate to the
water molecule and the hydrogen transfer from the water molecule to the catalyst
surface [84].2
Water molecules can also participate in reaction mechanisms by “assisting”
certain reaction steps [26, 50, 84]. Water can assist a reaction by participating in the
formation of a reaction intermediate. In this case, the hydrogen is abstracted from
the adsorbed reaction intermediate to two water molecules and an H5O2 is formed,
as shown in Figure 1.3. The hydrogen-bonding network of water can then facili-
tate Grotthuss diffusion, where hydrogen transfers between water molecules in the
hydrogen-bonding network occur rapidly and with no barrier [87]. This is illustrated
in Figure 1.4. The excess protons in solution can be solvated by surrounding water
molecules to form stable “clusters” with the formula HnO2n+1, with n ranging from
2Throughout this Dissertation, the H species abstracted in these reactions are referred to as
“hydrogen atoms”; however, we note that these species could alternatively be protons. Similar
nomenclature is also used for the solvated H species.
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Figure 1.3. Snapshots from the reaction path of H2O-assisted COH* dehydrogenation
on Pt(111) (COH* + 2H2O −−→ CO* + H5O2). Starting from a COH−H2O−H2O*
configuration, the hydrogen is easily transferred from COH* and solvated by both of
the water molecules to form H5O2. Water molecules not involved in the reaction path
are displayed as lines for visual clarity.
1 to 6. Some of these structures are particularly well known, i.e. the hydronium ion
(H3O
+), the Zundel ion (H5O
+
2 ), the Eigen cation (H9O
+
4 ), and the Stoyanov cation
(H13O
+
6 ) [97]. If an excess proton comes close to the catalyst surface, it can be de-
posited onto the surface and subsequently facilitate or participate in surface-catalyzed
reactions, as shown in Figure 1.5.
1.4 Computational Catalyst Design
Simulations have provided significant insight into the roles that H2O molecules
play in aqueous-phase heterogeneous catalysis, but questions still remain as to the
extent to which they influence catalytic mechanisms. One challenge is to properly
sample the configurations (i.e., the spatial arrangements) of the liquid H2O molecules
at the catalyst interface. Configurational variability arises due to temperature, and
thus capturing it requires methods beyond quantum mechanics. Ab initio molecular
dynamics (AIMD) utilizes quantum mechanics to calculate the forces on the atoms
in a simulation, and then uses the calculated forces to move the atoms according to
9
Figure 1.4. Snapshots from the Grotthuss diffusion path in bulk liquid water. A
hydrogen is easily transferred from H5O2 to a hydrogen-bonded H2O to form a new
H5O2. This process can occur in a chain-like fashion through the hydrogen-bonding
structure of liquid water. Water molecules not involved in the reaction path are
displayed as lines for visual clarity.
Figure 1.5. Snapshots from the reaction path of H5O2 dehydrogenation on Pt(111)
(H5O2 + * −−→ H* + 2H2O). Starting from a H5O2 configuration, the hydrogen is
easily transferred to the Pt(111) surface. Water molecules not involved in the reaction
path are displayed as lines for visual clarity.
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Newton’s equations of motion. AIMD can be used to address the finite temperature
movements of liquid molecules; however, it is computationally intensive and thus
limited in the number of configurations that can be generated [84, 93]. Force field
molecular dynamics (FFMD), on the other hand, calculates the forces required to
move the atoms via Newton’s equations of motion using algebraic functions to describe
the interatomic interactions. FFMD can generate liquid water configurations in a
more computationally tractable manner but generally cannot be used to model the
breaking and forming of chemical bonds. Capturing the influence of configurational
variability on catalytic energetics (reaction energies, activation energies) thus requires
combining methods that can capture sufficient numbers of configurations as well as
the energetics of bond breaking and forming. Calculating rate constants for catalytic
reactions in liquid H2O also requires new methods [98], as present methods rely on
theories based on the assumption that the reaction environment is an ideal gas [78]
(and thus are independent of the configuration of fluid phase molecules at the catalyst
interface).
While it is possible to observe these influences of water on heterogeneously-
catalyzed reactions using experimental methods [90], elucidating the specific roles
of water on these reactions is difficult and experimental studies of these molecular-
level phenomena are rare. To gain a molecular-level understanding of the roles of
water on heterogeneously-catalyzed reactions, computational simulations are valuable
tools. Catalyst design studies require both thermodynamics and kinetics values to be
calculated, often for incorporation into a kinetic model.
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1.4.1 Kinetic Modeling
Catalyst design studies typically involve microkinetic models to gain insights
into the dominant reaction pathway and the nature of the active site under reaction
conditions [29, 46, 49, 78, 99–101]. In these models, a system of differential equations
is written for concentrations of species in the chemical environment, and these differ-
ential equations are defined by the set of elementary reaction steps that make up the
overall reaction process. The net rate of an elementary reaction step is the sum of










where kfor,i and krev,i are the rate constants for the forward and reverse reactions,
respectively, Cj is the concentration of species j and nj is the stoichiometric coefficient
for species j in reaction i. Concentration is replaced with partial pressure, p, for
gas-phase species and surface coverage, θ, for surface-bound species. θ is in terms
of monolayers (ML), where a monolayer is defined as one adsorbate molecule per
surface-layer metal atom. For each reaction, one of the rate constants is calculated
using Arrhenius’ rate law, written as
k = Ae−∆Gact/kBT (1.2)
where A is the kinetic pre-exponential factor, ∆Gact is the Gibbs’ free energy of
activation, kB is Boltzmann’s constant, and T is the temperature. The other rate
constant calculated from the equilibrium constant for thermodynamic consistency
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The equilbrium constant is calculated as
Keq = e
−∆Grxn/kBT (1.4)
where ∆Grxn is the Gibbs’ free energy of reaction. Thus, values for ∆Grxn, ∆Gact,
and A are required to solve the microkinetic model. These values are obtained either
empirically or from quantum mechanics simulations. Often, if the values are obtained
from simulations, ∆G values are approximated using ∆E values, where E is the
electronic energy obtained from density functional theory (DFT) calculation [52, 72,
78].3Values for A are generally approximated using transition state theory for surface
reactions (e.g., COH* + * −−→ CO* + H*, where * indicates a vacant surface site and
a *’ed species is adsorbed on the surface) or collision theory for adsorption reactions
(e.g., CH3OH(aq) + * −−→ CH3OH*). However, it should be noted that while these
theories are well-established for gas-phase reactions, they are not well-established for
liquid-phase reactions. This is especially true for collision theory, although work is
underway for developing liquid-phase collision theory [85, 98].
3In this work, we use simulations in the NV T ensemble, which give Helmholtz free energies, ∆F .
However, the P∆V term is expected to be several orders of magnitude smaller than ∆U and ∆H
for solid systems [102], so we assume that ∆F ≈ ∆G. Further, the T∆S term is expected to be
small for surface reactions, so we assume that ∆G ≈ ∆U . As determining how to calculate ∆Etrans,
∆Erot, and ∆Evib contributions to ∆U is presently a debated topic in computational catalysis
research [103–110] and our focus in this dissertation is on the influence of solvation, we neglect these
terms in this work. As such, we assume that ∆U ≈ ∆Eelec, and therefore ∆G ≈ ∆Eelec. A set of
DFT calculations is used to obtain ∆Eelec.
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1.4.2 Challenges of Modeling Aqueous-Phase Heterogeneous
Catalysis
A challenge in capturing the influences of liquid water on aqueous-phase het-
ergeneous catalysis is modeling the aqueous water environment. This is challenging
since liquid H2O molecules are in constant thermal motion, giving rise to multiple
configurations (or structures) of liquid water at the catalytic interface (i.e., multiple
ways that H2O molecules can arrange themselves spatially around catalytic inter-
mediates and transition states). A simulated trajectory must last longer than the
maximum hydrogen bond lifetime to obtain independent occurrences of hydrogen-
bonding configurations, and it is useful to sample configurations from independent
hydrogen-bonding occurrences to ensure that the samples are properly uncorrelated.
Further complicating this issue is that catalytic reactions require quantum chemi-
cal treatment due to the bond breaking and forming involved in chemical reactions,
but quantum mechanics simulations are too computationally expensive to model the
configurational variability of the liquid water structure [93]. Specifically, quantum
mechanics methods do well to study systems in ideal configurations (i.e., local min-
ima) at 0 K, but it requires significant computational effort to study thermal effects
and fluctuations in the molecular configurations due to thermal motion.
1.5 Incorporating Solvation
Several methods aimed at capturing how water influences surface chemistry
have been reported. The simplest approaches are performed in vacuo and make
generalizations about how a water environment would influence the results [111, 112].
More sophisticated approaches include water, which can be done either implicitly
14
or explicitly. These calculations are often performed with quantum mechanics, with
adsorbates at low coverage bound to metal surfaces and either surrounded by a few
water molecules [46, 50], placed within an implicit solvation continuum model [73,
113], or simulated using a combination of explicit and implicit water [47, 114].
Implicit continuum solvation methods can be used to model solvent effects by
specifying the dielectric constant of the desired solvent [73, 115–119]. These models
are relatively fast and reasonably accurate for calculating free energies of solvation in
certain cases. They generally account for the electrostatic interactions induced by the
solvent, but they often ignore non-electrostatic effects that are crucial for accurately
calculating free energies, and they typically cannot accurately distinguish effects on
adsorbates in different binding sites [120]. For example, implicit methods yielded
accurate energies for C−C cleavage in ethylene glycol (a relatively small molecule)
[121], while they over-solvated long-chain hydrocarbons [122].
Explicit solvation involves including water molecules in the simulations, and
can be done by including varying numbers of water molecules. Work in the literature
analyzes the effects of solvent water through the inclusion of one water molecule, a
small number of water molecules typically ranging from 2 to 6, and a large number
of water molecules typically including 12 or more [26–28, 48, 64, 69, 75, 77, 78, 80,
81, 88, 94, 123–126]. The number of water molecules included in these simulations
can influence the reaction steps that can occur in these reaction mechanisms. For
example, larger adsorbates with more hydroxyl groups can be more stabilized by the
formation of more hydrogen bonds with liquid water molecules than smaller adsor-
bates with fewer hydroxyl groups, which can lead to changes in the thermodynamics
of these dehydrogenation reactions [64, 77]. However, studying these influences re-
quires including enough water molecules in the simulations to account for the number
of hydrogen bonds depending on the size of the adsorbate.
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Figure 1.6. COH* solvated by (a) two H2O molecules, (b) 24 H2O molecules com-
prising Ih ice, and (c) 24 H2O molcules in a liquid-like configuration.
Several works in the literature have studied the effects of water molecules on
chemical reactions by adding a single water molecule. Árnadott́ır et al. showed that
the adsorption energies of COH and HCO on a Pt(111) surface are both enhanced in
the presence of a coadsorbed water molecule, and also that the barriers for interconver-
sion between COH and HCO are lower in the presence of a coadsorbed water molecule
than on a clean surface without the coadsorbed water molecule [80, 94]. Other works
have studied the effects of water molecules on chemical reactions by adding a small
number of water molecules. This can range from 2 water molecules [80] to a single
bilayer of water, which is typically a hexagonal lattice of Ih ice. Examples of COH*
adsorbed under different explicit solvation models are shown in Figure 1.6.
Other models either explicitly include multiple layers of ice or liquid water
stacked above the adsorbate, with the configuration determined using a geometry
minimization (for ice) [28, 81, 88, 123–126] or ab initio molecular dynamics (AIMD,
for liquid water) [26, 27, 48, 69]. Large numbers of water molecules typically involve
the inclusion of several bilayers of ice structures, typically include either 2 bilayers
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(12 water molecules) or 4 bilayers (24 water molecules) [64, 77, 78, 84]. For works
that utilized molecular dynamics methods, anywhere from 24 to 48 water molecules
are typically included.
All of these calculations are limited in terms of the number of atoms that can
be included and the number of configurations that can be considered, since quantum
mechanics calculations are computationally expensive. For example, to converge the
electronic structure and energy for a single configuration on a system comprising 27
Pt atoms, 1 CO molecule, and 24 H2O molecules took us 15 hours on two 12-core
AMD Opteron 6176 processors in 2014, which is about 14 hours more than it took
for the same system without the H2O molecules [64].
1.6 Dissertation Outline
As demonstrated above, there exists the need to develop methods that can
generate an ensemble of liquid-like water configurations to accurately study the effect
of configurational disorder on heterogeneously-catalyzed reactions. This dissertation
focuses on the development of a simulation procedure that uses a combination of
quantum and classical methods to generate a large number of realistic liquid-like water
configurations at a finite temperature and calculate accurate catalytically-relevant
values including reaction energies and activation barriers.
Chapter 2 focuses on the DFT and FFMD computational methods used to
develop a multiscale procedure for calculating catalytically-relevant values that can
be used for microkinetic modeling for catalyst design studies. This multiscale proce-
dure leverages the strength of DFT for calculating reaction energies and activation
barriers associated with the bond breaking and forming events of chemical reactions
with the strength of FFMD for rapidly generating a large variety of “realistic” config-
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urations of liquid-like water molecules. The use of this procedure to calculate liquid-
phase interaction energies (∆Eint), reaction energies (∆Erxn), and activation barriers
((∆Eact)) is detailed. Additionally, the use of FFMD trajectories to calculate kinetic
pre-exponential factors (A) based on hydrogen-bonding between a surface-bound ad-
sorbate and liquid water molecules is introduced.
Chapter 3 focuses on using the FFMD-DFT method to calculate the ∆Eint for
various adsorbed species and relating ∆Eint trends to hydrogen bonding characteris-
tics of those species. In this Chapter, we show that 1) the ∆Eint between the liquid
H2O molecules and the catalytic intermediate depends significantly on the configura-
tion of the H2O molecules around the adsorbate, 2) the strength of the ∆Eint between
liquid H2O molecules and catalytic species increases (becomes more negative) when
the catalytic species comprises more -OH groups, and 3) the energies of dehydrogena-
tion reactions involving cleaving of O−H bonds are more significantly influenced by
the presence of liquid H2O molecules than those involving cleaving of C−H bonds.
The calculated ∆Eint values range from −0.01± 0.09 eV for CO* to −1.18± 0.21 eV
for C3H7O3* (1 eV ∼ 100 kJ/mol), while the the number of hydrogen-water molecules
follows the same trend, ranging from 1.3± 0.5 water molecules for CO* to 4.0± 0.7
water molecules for C3H7O3*. Additionally, ∆Eint values were calculated at a range
of temperatures. These were plotted against T , and showed a linear trend. The slope
of the trendline provides and estimate for the interaction entropy, ∆Sint.
Chapter 4 focuses on applying the calculated interaction enegies to calculate
catalytically-relevant values such as ∆Erxn, ∆Eact, and A for various reactions to
determine the kinetically favorable reaction pathways for O−H and C−H cleavage
reactions in the catalytic pathway for the decomposition of methanol. It is demon-
strated that hydrogen-bonding between the adsorbate and liquid water facilitates
H2O-mediated dehydrogenation of COH* while dehydrogenation of the methyl end
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of CH3OH* does not benefit from the same mediation. For the O−H cleavage in
COH* dehydrogenation to CO* and H*, water molecules hydrogen-bond with the
reactant COH* to facilitate a Grotthuss-like hydrogen transfer from COH* to H2O
with a barrier near 0 compared to 1.68 ± 0.18 eV when water does not mediate the
dehydrogenation. Additionally, the duration and frequency of the hydrogen-bonds
leads to a pre-exponential factor, A, of (4.04±0.03)×1012 s−1 for H2O-assisted dehy-
drogenation. Conversely, for CH3OH* dehydrogenation to CH2OH* and H*, the acti-
vation barrier increases from 0.34±0.23 eV without H2O mediation to 1.23±0.34 eV
with H2O mediation, and the pre-exponential factor for the H2O-assisted pathway
(A = (6.87 ± 0.70) × 109 s−1) is several orders of magnitude lower than in the non-
mediated pathway (A = 6.25× 1012 s−1).
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[107] Campbell, C.T.; Sprowl, L.H.; Árnadóttir, L. Equilibrium constants and rate
constants for adsorbates: two-dimensional (2D) ideal gas, 2D ideal lattice gas,
and ideal hindered translator models. J. Phys. Chem. C, 2016, 120(19), 10283–
10297.
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Chapter 2
Multiscale Sampling of a
Heterogeneous Water/Metal
Catalyst Interface using Density
Functional Theory and Force-Field
Molecular Dynamics
In order to calculate catalytically relevant quantities under liquid water envi-
ronments, we incorporate the use of both classical methods and quantum methods
into a multiscale model. Because DFT cannot generate a significant number of liquid
water configurations in a computationally efficient manner, FFMD simulations are
employed to generate these liquid water structures. FFMD uses algebraic potentials
to calculate the energy and forces on the atoms in a system, and then integrates
Newton’s equations of motion using those forces to move the atoms. The force fields
used in these simulations are the equations describing the algebraic potentials and the
36
parameters for the potentials that are specific to the chemical species in the system.
However, DFT is necessary to calculate the bond breaking and forming events that
are inherent in chemical reactions. DFT solves the Kohn-Sham equation, which is
a reformulation of the Schrödinger equation using the electron density rather than
the electron positions. This Chapter describes in detail the implementation of this
multiscale FFMD-DFT model.
2.1 Catalyst Model
For heterogeneously-catalyzed reactions, these calculations are typically per-
formed using “cluster”-based models where the catalyst is a small cluster of atoms,
or periodic “slab”-based models where the catalyst surface is created by periodic rep-
etitions of a supercell of atoms. Examples of a water molecule adsorbed on a cluster
model catalyst and a slab model catalyst can be seen in Figure 2.1. Cluster-based
models do not include interactions between periodic images of atoms in a simulation
cell, but slab-based models prevent the inclusion of edge effects from finite cluster
sizes and allow for the inclusion of long-range effects. In this work, Pt(111) catalysts
were modeled using slabs comprised of three-layer 3 Pt × 3 Pt periodic surfaces (i.e.,
containing 27 total Pt atoms) in monoclinic p(3 × 3) supercells with dimensions of
a = b = 8.416 Å and angles of α = β = 90.0◦ and γ = 60.0◦. The (111) surface was
created by cutting a slab from the structure of bulk Pt, which has a calculated lattice
constant of 3.967 Å (compared to the experimental value of 3.924 Å [1]). Catalytic
species were added to the top surface layer.
Liquid water was simulated by including up to 24 H2O molecules above the top
Pt(111) surface layers. Configurations of these H2O molecules around catalytic species
were obtained as follows. First, catalytic species geometries were obtained following
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Figure 2.1. A water molecule adsorbed on (a) a 13-atom “cluster”-based model of a
gold nanoparticle catalyst and (b) a “slab”-based model of a platinum (111) catalyst.
Figure 2.1a is adapted from Ref. [2].
the procedures described in Section 4.3.3.2. Since catalytic species could contain one
or two H2O molecules, additional H2O molecules were added to the supercells so that
the total number of H2O molecules in each supercell were equal to 24. The trajectories
of all of the H2O molecules that were added to the supercells were simulated in FFMD
(Section 4.3.3.3), while the geometries of the catalytic species (including any involved
H2O molecules) and Pt atoms were held fixed. In FFMD simulations, the supercell
c dimension was equal to 24.524 Å, giving a total supercell volume of 1505 Å3 and
a bulk water density of ∼ 1 g/cm3. Configurations of H2O molecules were selected
from the FFMD trajectory and then partially re-optimized in DFT (Section 4.3.3.4).
In DFT calculations, an additional 14 Å of vacuum space were added above the top
of the liquid H2O structure, yielding a total c dimension of 38.524 Å, to minimize
interactions between neighboring periodic images. Since only small perturbations
were made to the liquid water structure in the DFT calculations (see Section 4.3.3.4),
this addition had a negligible effect on the water density local to the catalytic species.
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Figure 2.2. (a) Top and (b) side views of the slab catalyst model used in this work.
In this Figure, COH* is adsorbed on the Pt(111) surface with 24 H2O molecules in




COH*, CO*, CH3OH*, CH2OH*, H*, and C3H7O3* adsorbates, which rep-
resent some of the intermediates in methanol [3] and glycerol [4] decompositions on
Pt(111), were simulated at a surface coverage of 1/9th monolayer (ML), where a mono-
layer is defined as one adsorbate molecule per surface-layer metal atom. The initial
guesses for the geometries of these adsorbates were taken from the literature [3, 4].
Structures for H5O2 and H2O reaction intermediates were obtained from an AIMD
trajectory. More information about the structures of H5O2 and H2O used and how
they were obtained can be found in Appendix H.
2.3 Explicit H2O Configurations
A substantial element lacking from many studies of the effects of the aqueous
environment is the generation of a significant amount of “realistic” configurations of
liquid water. Molecular dynamics (MD) simulations can be used to generate more
“realistic” structures of liquid-like water by adding thermal fluctuations to the water
structure. Ab Initio Molecular Dynamics (AIMD) simulations have the benefit of
using forces calculated from first-principles, but they are limited in the system size
that can be considered. Therefore, AIMD simulations can be used to add thermal
information by generating liquid water configurations at a specified temperature, but
without a significant increase in computational speed, they remain computationally
infeasible for a simulation including a meaningful number of water molecules. For
quantum-scale simulations, the limitation on the size of the simulated system is typ-
ically in the range of the low hundreds of atoms, while systems can reach the tens
of thousands of atoms for force field-based simulations, as shown in Figure 2.3. The
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Figure 2.3. Conceptual schematic of heirarchical multiscale modeling. Figure adapted
from Reference [5].
concept of calculating values at different time and length scales within computational
simulations is known as heirarchical modeling, and models that span multiple levels
of these modeling paradigms are known as multiscale models.
2.3.1 Force Field Molecular Dynamics
Force Field Molecular Dynamics (FFMD), also commonly referred to as Clas-
sical Molecular Dynamics (cMD), can generate a larger number of liquid-like water
configurations with more water molecules using force fields developed specifically for
liquid water. Force fields for water abound in the literature, with varieties including
3-point models [6, 7], 4-point models [6], and 5-point models [6]. Each model has
its strengths and weaknesses for which properties of liquid water it can replicate; for
instance, TIP3P and TIP5P better represent the dielectric constant of water while
TIP4P and SPC/E better represent the bulk density of water [8]. However, force
fields have not been developed specifically for calculating solvent–adsorbate interac-
tions and surface–adsorbate interactions. While force fields for fluid-phase molecules
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and metal surfaces have been developed independently, few force fields have been
parameterized to account specifically for adsorbate—surface interactions. One excep-
tion to this is the GAL17 force field, developed in 2018, which was parameterized
to describe the chemical interactions and adsorption of water on Pt(111) [9]. The
GAL17 force field can be combined with established force fields for water for FFMD
simulations. Work is currently underway in our group to generate a force field similar
to GAL17 for hydrocarbon molecules such as methanol.
Most force fields do not allow for bond breaking and forming events that
are necessary to describe chemical reactions. However, significant work has been
conducted to develop reactive force fields which could allow for more extensive use
of FFMD simulations for heterogeneous catalysis. Some examples of these reactive
force fields include ReaxFF [10], multistate empirical valence bond (MS-EVB) [11],
and HYDYN [12]. ReaxFF parameters are fairly general, but development of the
parameters is difficult and time-consuming. MS-EVB and HYDYN force fields are
limited to describing proton transfer reactions in solution [11]. These force fields have
also been used to study proton transfer in proton exchange membranes (PEMs) such
as Nafion [13]. Most recently, these force fields have been extended to simulations with
multiple excess protons [11, 14]. Unfortunately, these force fields are nonpolarizable
and currently limited to proton transfer reactions, and are therefore insufficient to
study other types of reactions that occur in heterogeneous catalysis.
Much work is currently underway to increase the applicability of FFMD simu-
lations to kinetics calculations for heterogeneous catalysis. This includes the develop-
ment of liquid collision theory to allow for the calculation of kinetic pre-exponential
factors (A in the Arrhenius rate law) from trajectories of reaction intermediates in liq-
uid solution as they adsorb to catalyst surfaces [15]. Additionally, multiscale models
utilizing DFT and FFMD simulations have been used for more robust calculations of
42
free energies for aqueous-phase, heterogeneously-catalyzed reactions via the calcula-
tion of solvent-adsorbate solvation interaction energies and interaction entropies using
thermodynamic integration [16–20]. Finally, machine learning techniques are being
using to generate force fields in a way that is not restricted to standard functional
forms of traditional force fields, which could allow for better descriptions of interac-
tions in these systems [21]. Alternatively, hybrid quantum/classical approaches, such
as the one recently implemented by Faheem and Heyden which models the region of
interest with quantum mechanics and atoms further away with molecular mechanics,
could decrease the computational expense [22].
2.3.2 Force Fields Employed in This Work
In the absence of force fields specifically for aqueous-phase heterogeneous catal-
ysis calculations, different force fields had to be chosen to various components of the
systems. For example, UFF was chosen for the Pt atoms within the catalyst slab
because force fields for metal catalyst surfaces were unavailable. The INTERFACE
Force Field has since been developed for this purpose, but work by Zhang et al. sug-
gests that UFF might actually replicate energies for these systems calculated using
DFT more effectively [20]. However, the GAL17 force field was recently developed
to model water adsorption on Pt(111) surfaces, and adaptation of this force field to
the adsorption of methanol on Pt(111) is ongoing in the Getman group. OPLS-AA
was chosen for the catalytic species since it was developed for studies of liquid-phase
organic molecules, and could therefore also potentially be used to include molecules
such as methanol in the liquid region of the simulation [23, 24]. TIP3P-CHARMM
was chosen for water because it combines well with OPLS-AA and replicates experi-
mental properties of liquid water reasonably well while not requiring the addition of
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dummy point charges [8]. This, along with not requiring the rearrangement of atoms
in the input files, allowed for easier transitions between FFMD and DFT simulations.
2.3.2.1 Non-bonded Interactions
Force fields generally consist of potential equations to describe both non-
bonded and bonded interactions. Non-bonded interactions are described by a Lennard-
Jones term and a coulombic term, and interactions between atoms of two different
types can described by “mixing” the parameters of each atom type using various mix-
ing rules. Non-bonded pairwise interactions in the FFMD simulations were calculated















The Lennard-Jones σ and ε parameters for platinum and adsorbed hydrogen were
taken from the Universal Force Field [25] (UFF), while the charges for both were set
to 0. LJ and C parameters for liquid H2O were taken from the TIP3P-CHARMM
model [26]. Similar to the work by Cui et al. [27], in which they used the water TIP3P
parameters for H3O
+ and modified the charges of the atoms, TIP3P-CHARMM pa-
rameters were used for H5O2 with the following changes: 1) for FFMD simulations
used to generate water configurations around reaction intermediate structures, the
charge of the H that is stabilized between the two O atoms in H5O2 (indicated by a
1 in Figure 2.4) is set to 0 e−, and 2) for FFMD simulations used to generate water
configurations around TS structures, the charge of the H that is being transferred
from the O atom in H5O2 (indicated by a 2 in Figure 2.4) to the Pt surface is set to
0 e−.
The OPLS-AA [28] force field LJ and C parameters and atomic masses were
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Figure 2.4. An example structure for H5O2 on Pt(111) used for to generate liquid
water configurations using FFMD simulations. The H atom indicated by a 2 is the H
that was to be transferred to the Pt surface, and the H atom indicated by a 1 shifts
from being shared between both O atoms to strictly bonding with the left O atom
to form a water molecule. In FFMD simulations of the H5O2, the H indicated by a
1 was given a charge of 0 e−, and in FFMD simulations of the TS complex after the
dehydrogenation transfer began, the H indicated by a 2 was given a charge of 0 e−.
used for atoms in COH*, CH3OH*, CH2OH*, and C3H7O3*, while OPLS-AA LJ
parameters for the carbon and oxygen atoms in COH* were used for CO* and the
charges for these atoms were adjusted to retain a neutral molecule. Force field param-
eters, including Lennard-Jones coefficients, atomic charges, and atomic masses for the
platinum slab, water, and all adsorbates, can be found in Table 2.1. Lennard-Jones
coefficients for pairwise non-bonded interactions are calculated using arithmetic mix-
ing as described by equation 2.2 for σ parameters and geometric mixing as described
by equation 2.3 for ε parameters.
2.3.2.2 Mixing Rules
In equations 2.1–2.3, εi is the depth of the Lennard-Jones potential well for
atom i, εij is the geometric average of the Lennard-Jones potential well depths of
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Table 2.1. Force field parameters used for all LAMMPS simulations. H atoms denoted
with (q = 0 e−) correspond to the H in Figure 2.4 indicated by a 1 for the H5O2
reaction intermediate and indicated by a 2 for the TS for H5O2 dehydrogenation.
Group Element Force Field mi [g/mol] qi (FF) [e
−] σi [Å] εi [kcal/mol]
Slab Pt UFF 195.084 0.0000 2.7540 0.0800
H2O
O TIP3P-CHARMM 15.9994 -0.8340 3.1507 0.1521
H TIP3P-CHARMM 1.00794 0.4170 0.4000 0.0460
H5O2
O TIP3P-CHARMM 15.9994 -0.8340 3.1507 0.1521
H TIP3P-CHARMM 1.00794 0.4170 0.4000 0.0460
H (q = 0 e−) TIP3P-CHARMM 1.00794 0.0000 0.4000 0.0460
COH*
C OPLS-AA 12.0107 0.1500 3.5500 0.0700
O OPLS-AA 15.9994 -0.5850 3.0700 0.1700
H OPLS-AA 1.00794 0.4350 0.0000 0.0000
CO*
C OPLS-AA 12.0107 0.4700 3.7500 0.1050
O OPLS-AA 15.9994 -0.4700 2.9600 0.2100
CH3OH*
C OPLS-AA 12.0107 0.1700 3.5200 0.0670
O OPLS-AA 15.9994 -0.6600 3.0800 0.1700
H (bound to C) OPLS-AA 1.00794 0.0300 2.5000 0.0300
H (bound to O) OPLS-AA 1.00794 0.4000 0.0000 0.0000
CH2OH*
C OPLS-AA 12.0107 0.2000 3.5200 0.0670
O OPLS-AA 15.9994 -0.6600 3.0800 0.1700
H (bound to C) OPLS-AA 1.00794 0.0300 2.5000 0.0300
H (bound to O) OPLS-AA 1.00794 0.4000 0.0000 0.0000
C3H7O3*
C (interior) OPLS-AA 12.0107 0.2050 3.5000 0.0660
C (terminal) OPLS-AA 12.0107 0.1450 3.5000 0.0660
O (interior) OPLS-AA 15.9994 -0.2650 3.0700 0.1700
O (terminal) OPLS-AA 15.9994 -0.7300 3.0700 0.1700
H (bound to C) OPLS-AA 1.00794 0.0600 2.5000 0.0300
H (bound to O) OPLS-AA 1.00794 0.4650 0.0000 0.0000
H* H UFF 1.00794 0.0000 2.8860 0.0440
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atoms i and j, σi is the interatomic distance where the Lennard-Jones potential is
equal to 0 for atom i, σij is the arithmetic mean of the Lennard-Jones σ’s for atoms
i and j, rij is the distance between atoms i and j, qi is the charge of atom i, C is
an energy-conversion constant and ε is the dielectric constant, which is set to 1.0 by
default. In equation 2.4, kr is the bond coefficient, r is the interatomic distance, req








The OPLS-AA force field was defined using geometric mixing rules for calculating
pairwise σij and εij coefficients from their single component coefficients [29]. However,
TIP3P-CHARMM uses Lorentz-Berthelot mixing rules, i.e. geometric mixing for σij
and arithmetic mixing for εij [24]. Therefore, there is ambiguity in how to mix
parameters for water-adsorbate interactions, since the mixing rules for each set of
parameters are different. Since εij is calculated using geometric mixing in both force
fields, the potential energy well depth will be the same between the two; however, σij
is calculated using geometric mixing in OPLS-AA and arithmetic mixing in TIP3P-
CHARMM, so the interatomic distance of zero potential will be different. An example
of this is interactions between the hydroxyl hydrogen of the adsorbate molecule and
a water oxygen: for the hydroxyl H of both CH3OH* and COH*, σi = 0.0 Å, and
for water O, σi = 3.1507 Å, using the geometric mixing rules, σij = 0.0, and using
arithmetic mixing rules, σij = 1.5754 Å.
Further details about testing mixing rule combinations on the resulting ge-
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ometries and hydrogen-bonding structures can be found in Appendix F
2.3.2.3 Bonded Interactions
Water molecules were allowed to be flexible through the use of the flexible
TIP3P-CHARMM potential. Intramolecular bond interactions for H2O were calcu-
lated using equation 2.4
Ebond = kr (r − req)2 (2.4)
and 2.5 [30]. In equation 2.5, kθ is the angle coefficient, θ is the interatomic angle, and
θeq is the equilibrium interatomic angle. The bond coefficient, kr,OH, used for TIP3P-
CHARMM water was 450 kcal/mol-Å and the equilibrium bond length, req,OH was
0.9572 Å [26]. The angle coefficient, kθ,HOH was 55.0 kcal/mol-Å and the equilibrium
angle, θeq,HOH was 104.42
◦ [26]. All other atoms, including the Pt(111) surface, the
adsorbed methanol fragment, and any adsorbed water molecules that were involved
in the hydrogen transfer reactions were held fixed and therefore no bonded interaction
parameters were used for those atoms.
Eangle = kθ (θ − θeq)2 (2.5)
2.3.3 FFMD for Pre-Exponential Factors
FFMD simulations for calculating pre-exponential terms were performed slightly
differently than those used in FFMD-DFT [31]. Specifically, the following changes to
the previous strategy were made:
• The number of H2O molecules in the supercell was increased from 24 to 48.
• The height of the supercell was increased to accommodate the additional H2O
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molecules. This was done in a four step procedure [31]. After the H2O molecules
were added to the supercell, their positions were optimized in LAMMPS using
the conjugate gradient method. The convergence criteria for this optimization
were that the normalized energy (∆E/E) must fall below 1 × 10−8, and the
maximum force must fall below 1 × 10−10 kcal/mol·Å. Then, the positions of
the H2O molecules were refined in the NV T ensemble for 5 ns using global
velocity rescaling and Hamiltonian dynamics to equilibrate the system. Next,
a FFMD simulation in the NV E ensemble was performed for 5 ns to verify
that energy was being conserved. Finally, a FFMD simulation in the NPT
ensemble was run for 5 ns. In this simulation, only the c lattice vector was
allowed to change. The pressure and temperature were maintained at 1 atm
and 300 K, respectively, using a Nosé-Hoover [32, 33] barostat and thermostat.
During these simulations, the stress damping parameter was set to 5 ps and the
temperature damping parameter was set to 100 fs. The average c lattice vector
lengths from this procedure were approximately c = 33 Å for the different
adsorbates. This yields an average water density in the bulk regions of the
simulation boxes (i.e., the regions where the water densities as functions of
distance from the Pt surfaces have plateaued) is approximately 1 g/cm3 at
300 K, which compares favorably with the literature value (1.002 g/cm3) [34].
2.4 Density Functional Theory Calculations
Slab-based models are generally simulated using plane-wave density functional
theory (DFT). However, the ability of DFT to incorporate dispersion interactions ac-
curately remains in question [35]. This fault is corrected via semi-empirical dispersion
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Figure 2.5. Distance and angle criteria used for calculation dehydrogenation frequency
factors. The distance (dashed lines) must be less than 3.5 Å and the angle (solid
lines) must be less than 30◦. Water molecules not involved in hydrogen bonding are
displayed as lines for visual clarity. Gray spheres are Pt atoms, teal spheres are C
atoms, red spheres are O atoms, and white spheres are H atoms.
force corrections [36–42] or through hybrid functionals [43–45] to increase the accu-
racy of DFT descriptions.
DFT calculations were performed using the Vienna Ab initio Simulation Pack-
age (VASP) [46–49], which employs planewave basis sets and periodic boundary con-
ditions. Energies of core elections were modeled using projector augmented-wave
(PAW) pseudopotentials [50, 51] to a cut-off energy of 400 eV, and exchange and cor-
relation of valence electrons were modeled using the Perdew-Burke-Ernzerhof (PBE)
functional [52, 53]. The D2 dispersion correction [36] was used to improve the mod-
eling of dispersion. Gaussian smearing with a smearing factor of σ = 0.1 eV was
used to set the partial occupancies of each orbital. The first Brillouin zones were
sampled using automatically-generated 7× 7× 1 Monkhorst-Pack Γ-centered k-point
meshes [54]. Electronic structures were converged self-consistently until the difference
in energy between subsequent iterations was no larger than 10−5 eV.
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2.4.1 Geometry Optimizations
Geometry relaxations for catalytic intermediates were performed using a force-
based quasi-Newton algorithm [55]. In geometry relaxations performed under vacuum
(for use in FFMD), the catalytic species were allowed to relax, while all Pt atoms
were held fixed. In geometry relaxations performed under configurations of liquid
water (which were generated in FFMD), geometries of any H2O molecules that were
hydrogen bonded to the catalytic species were allowed to relax, while the geome-
tries of the catalytic species, all other H2O molecules, and all Pt atoms were held
fixed. Geometry optimizations were converged until the difference in force between
subsequent iterations was no larger than 0.03 eV/Å.
2.4.2 Ab Initio Molecular Dynamics
Ab initio molecular dynamics (AIMD) simulations were performed performed
with the Vienna Ab-Initio Simulation Package (VASP) code [46–49], The first Bril-
louin zone was sampled at the Gamma point only to improve the computational
tractability [54]. The simulation box comprised 24 H2O molecules over a 3-layer
p(3 × 3) Pt(111) slab. AIMD was carried out in the NV T ensemble at 300 K with
a time step of 0.5 fs and runtime of ∼ 100 ps, with data sampled every 5 fs. The
temperature was maintained with a Nosé-Hoover thermostat [32, 33]. The maximum
number of vectors stored in the charge density mixer during an ionic step was set to
40 to approximate the charge dielectric function in the subsequent ionic step and to
minimize the number of electronic iterations per ionic step. The initial configuration
was taken from the production run of the analogous FFMD simulation. Pt atoms
were held fixed during the simulation, but the reaction intermediates and the H2O
molecules were allowed to move according to Newton’s equations of motion.
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2.4.3 Transition State Searches
Transition state searches were performed using a variety of methods depending
on the specific reaction step. Transition state structures for dehydrogenation reactions
following the direct route, i.e. where the H from the adsorbate was deposited to the Pt
surface without the mediation of H2O, and dehydrogenation reactions following the
H2O-co-catalyzed route, i.e. where the H from the adsobate was transferred to a H2O
molecule and a H from the H2O was transferred to the Pt surface simultaneously, were
obtained using a combination of climbing image-nudged elastic band (CI-NEB) [56,
57] calculations and dimer method [58] calculations. For dehydrogenation reactions
following the H2O-assisted routes, i.e. where the H from the adsorbate was transferred
to two H2O molecules to form H5O2 and also where the H5O2 deposited a H on the
Pt surface, the transition state was obtained from an ab initio molecular dynamics
(AIMD) simulation.
2.4.3.1 Climbing Image-Nudged Elastic Band Method
CI-NEB [56, 57] simulations were performed using seven discrete images along
the reaction coordinate1 (the initial and final images plus five intermediate images)
connected with “springs” with force constants equal to 5 eV/Å2. Configurations of
H2O around “initial” and “final” images were obtained using the FFMD-DFT ap-
proach, with the modification that the reaction intermediates were included in the
partial relaxations. Initial and final images were constant stoichiometry supercells
that represented reactants and products in the elementary hydrogen transfer reac-
tions. For example, for the reaction COH* + * −−→ CO* + H*, supercells of initial
1The reaction coordinate in these simulations is the minimum energy pathway (MEP) along the
potential energy surface (PES) from the reactant state, through the transition state, to the product
state.
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images comprised a COH* intermediate, and supercells of final images comprised CO*
and H* intermediates in nearest neighbor configurations. Since it was important in
CI-NEB to focus the simulation on the reaction coordinate of interest, we attempted
to minimize fluctuations in the H2O structure over the course of the CI-NEB simu-
lation as much as possible. Hence, once a H2O configuration was selected from the
many possibilities around the initial and final images, we created the corresponding
final or initial image using a nearly identical configuration of H2O molecules. Specif-
ically, the species on the side of the reaction from which the H2O configuration was
not chosen was then relaxed under the selected configuration of H2O. For example, if,
for the reaction COH*+* −−→ CO*+H*, a configuration of H2O was chosen around
COH* (i.e., the “initial” image), then, to generate the corresponding “final” image, a
CO* + H* geometry would be placed under that same H2O configuration. The CO*
and H* adsorbates, along with any H2O molecules that were hydrogen bonded to the
original COH* adsorbate, were allowed to relax in DFT.
Five intermediate images were generated by linear interpolation between the
initial and final images using the posinterp.pl script from Henkelman’s website [59].
In the case that this led to unphysical structures (i.e., atoms overlapping), these
images were manually corrected. The five intermediate images were relaxed in CI-
NEB toward the minimum energy path (MEP) until the maximum force on all non-
fixed atoms in all directions other than the reaction coordinate fell below 0.5 eV/Å. A
guess of the transition state geometry was then generated from the resulting images
using the neb2dim.pl script from Henkelman’s website [59].
2.4.3.2 Dimer Method
Transition state structures were relaxed to first-order saddle points using the
dimer method [58]. These calculations were monitored to during the run to ensure
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that the force and torque were consistently decreasing and that the curvature was con-
sistently negative. Dimer method calculations were considered to be converged when
the maximum force on all of the non-fixed atoms fell below 0.03 eV/Å. Otherwise,
these calculations were similar to geometry optimizations.
2.4.3.3 Ab Initio Molecular Dynamics
Transition states for some reactions were obtained from AIMD trajectories
performed as described in Section 2.4.2. The AIMD trajectories were visualized and
structures at the expected transition state were extracted. These TS structures were
analyzed via vibrational mode analysis directly; no dimer method calculations were
performed on these structures.
2.4.3.4 Vibrational Mode Calculations
Vibrational frequency calculations were performed in VASP to verify the struc-
tures of all transition state complexes. To calculate the Hessian matrix, the atoms in
the adsorbate and the H2O molecules involved in the transfer reaction were displaced
in all three Cartesian directions using the centered-difference approximation with the
default displacement of 0.015 Å, while all Pt atoms and non-involved H2O molecules
were held fixed. The first-order saddle point was confirmed by the presence of only
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Liquid H2O Interactions with CO
and Sugar Alcohol Adsorbates on
Pt(111) Calculated Using Density
Functional Theory and Molecular
Dynamics
3.1 Abstract
Catalytic fuel production and energy generation from biomass-derived com-
pounds generally involve the aqueous phase, and water molecules at the catalyst in-
terface have energetic and entropic consequences on the reaction free energies. These
effects are difficult to elucidate, hindering rational catalyst design for these processes
63
and inhibiting their widespread adoption. In this work, we combine density func-
tional theory (DFT) and classical molecular dynamics (MD) simulations to garner
molecular-level insights into H2O-adsorbate interactions. We obtain ensembles of liq-
uid configurations with classical MD and compute the electronic energies of these
systems with DFT. We examine CO, CH2OH, and C3H7O3 intermediates, which are
critical in biomass reforming and direct methanol electrooxidation, on the Pt(111) sur-
face under various explicit and explicit/implicit water configurations. We find that
liquid H2O molecules arrange around surface intermediates in ways that favor hy-
drogen bonding, with larger and more hydrophilic intermediates forming significantly
more hydrogen bonds with H2O. For example, CO hydrogen-bonds with 1.3 ± 0.5
nearest neighbor H2O molecules and exhibits an interaction energy with these H2O
molecules near 0 (−0.01 ± 0.09 eV), while CH2OH forms 1.8 ± 0.3 hydrogen bonds
and exhibits an interaction energy of −0.43 ± 0.07 eV. C3H7O3 forms 4.0 ± 0.7 hy-
drogen bonds and exhibits an interaction energy of −1.18 ± 0.21 eV. The combined
MD/DFT method identifies the number of liquid H2O molecules that are strongly
bound to surface adsorbates, and we find that these H2O molecules influence the
energies and entropies of the aqueous systems. This information will be useful in
future calculations aimed at interrogating the surface thermodynamics and kinetics
of reactions involving these adsorbates.
3.2 Introduction
Our goal in this Chapter is to improve insight about how the configura-
tional variability of the liquid structure influences interactions between solvent water
molecules and adsorbed catalytic species. We employ DFT in coordination with force-
field-based MD in this work. Specifically, millions of liquid water configurations are
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generated with MD. A select few of those configurations are calculated with DFT,
and the results are averaged to obtain the system electronic energies. We specifically
consider carbon monoxide, methanol, and glycerol adsorbates, with CO adsorbates
being considered up to 0.78 ML of coverage. We have selected these adsorbates be-
cause of their importance in aqueous-phase biomass processing. Glycerol and other
sugar alcohols, which are formed via reduction of glucose [1], can be catalytically pro-
cessed into hydrogen, alkanes, and specialty chemicals [2]. Aqueous-phase methanol
oxidation is important in biomass processing as well as in direct methanol fuel cells
(DMFCs). Carbon monoxide is expected to be an abundant surface intermediate
in both aqueous-phase glycerol reforming [3] as well as in catalytic methanol oxida-
tion [4–7]. Our results show that the energies of interaction between water molecules
and surface adsorbates depend significantly on the configuration of H2O molecules;
that at finite temperature, H2O networks become significantly disordered, but that
H2O molecules consistently form hydrogen bonds with the surface adsorbates; and




Pt catalysts were modeled using a three-layer Pt(111) surface with 27 total Pt
atoms (9 per layer) in a monoclinic unit cell. The surface was created by cutting a
slab from the calculated structure of bulk Pt, which has a lattice constant of 3.967 Å.
For comparison, the experimental Pt lattice constant is 3.924 Å [8]. The shortest
lateral distance between repeat units in our Pt slab models is 8.42 Å. CO, CH2OH,
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C3H7O3, and H2O adsorbates were allowed to adsorb to the topmost Pt(111) slab
layer. Monolayer adsorption was considered for CO, CH2OH, and C3H7O3, while
multilayer adsorption was considered for H2O. A vacuum space of 16 Å was included
between the topmost adsorbate layer and the bottom layer of the next periodic Pt
slab.
CH2OH and C3H7O3 adsorbates, which represent some of the first interme-
diates in methanol [9] and glycerol [10] decompositions on Pt(111), were simulated
at a surface coverage of 1/9th monolayer (ML), where a monolayer is defined as one
adsorbate molecule per surface-layer metal atom. The initial guesses for the geome-
tries of these adsorbates were taken from the literature [9, 10]. CO was considered
at coverages of 1/9th, 2/9th, 1/3rd, 4/9th, and 7/9th ML. H2O adsorbates, which were
used to model solvation, were considered in various ordered “ice-like” arrangements
and less ordered “liquid-like” arrangements. Ice arrangements were constructed by
laying slabs of hexagonally packed Ih ice over the Pt(111) surface [11]. The lattice-
matching between ice and the Pt(111) surface results in an expansion of the lateral
OH2O–OH2O bond distance in the basal plane compared to that of bulk ice, from 2.71 Å
to ∼2.89 Å, an expansion of 6.6%. The ice density in our models is 0.91 g/mL. Unless
stated otherwise, when CO, CH2OH, and C3H7O3 adsorbates were calculated under
ice, they were positioned in the center of the hexagonal ring of H2O molecules, as
depicted in Figure 3.1. The geometries of these adsorbates were obtained through
partial geometry optimizations with DFT. In these calculations, the positions of the
Pt atoms were held fixed in their calculated bulk positions, while the adsorbates and
H2O molecules were allowed to relax. Geometries were considered converged when
the absolute values of the maximum forces on all of the atoms that were allowed to
relax fell below 0.03 eV/Å. Figure 3.1 illustrates the differences in the geometries of



















Figure 3.1. From the top down: atop CO, 3-fold CO, CH2OH, and C3H7O3 adsorbates
under vacuum (left-hand side (LHS)) and ice (middle, right-hand side (RHS)). r =
bond length (Å), a = bond angle, and d = dihedral angle. All molecules are properly
intact; however, bonds are not drawn between atoms in different periodic images.
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3.3.2 Molecular Dynamics Simulations
Liquid-phase configurations were obtained in a multiple-step sampling process.
In the first step, partial geometry optimizations were performed with DFT on the
Pt/adsorbate/ice systems, holding all Pt atoms in their calculated bulk positions while
allowing all H2O water molecules and other adsorbates to relax. We only considered
the four-layer ice models, which comprise 24 H2O molecules, as starting points for our
liquid phase simulations. In a second step, the partially relaxed structures were input
into MD simulations, where the water molecules were allowed to move according to
Newton’s equations of motion, while the Pt atoms and other adsorbates were fixed
in the positions that were determined in DFT. All MD simulations were performed
using the Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS)
[12]. Simulations were carried out on the exact ice structures and unit cells used in
DFT at 300 K for simulation times of 5 ns at 1 fs time-steps. The first 2 ns of the MD
simulations were reserved for system equilibration, while the last 3 ns were used as
the production runs. The Nosé-Hoover thermostat was used to maintain a constant
simulation temperature. System energies were calculated using Lennard-Jones plus
Coulomb (LJ+C) potentials with LJ parameters taken from the Universal Force Field
(UFF) [13] for Pt, the TIP3P-CHARMM potential [14] for H2O, and the OPLS-AA
force field [15] for all other adsorbates. We compared results for both flexible and
rigid H2O molecules and concluded that rigidity did not change the overall results or
conclusions. Pairwise interaction parameters were obtained using Lorentz-Berthelot
mixing rules [16, 17]. Partial charges were only considered on H2O and other surface
adsorbates, and these were taken from the respective potentials. Pairwise Lennard-
Jones and Coulomb interactions were simulated to a cut-off distance of 7 Å. Using
these computational strategies, the average water density, which was calculated from
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the liquid configurations that were sampled at 300 K (see the discussion on sampling
below), was 0.96±0.03 g/mL. (We note that this value does not include the volume in
the vacuum gap, as we see that the water maintains a cohesive film on the Pt surface
and does not vaporize for these small cells.)
The configuration of water molecules was written every 100 fs during the pro-
duction portion of the MD simulation. Ten representative water configurations were
chosen by sorting all of the configurations from the production run based on their
energies, grouping the sorted configurations into bins each containing 3,000 frames,
and then selecting the median energy configuration from each bin. This method of
sampling takes the probabilities of states across the energy distribution into account
by making each bin contain an equivalent number of states rather than equivalent
energy spacing. In doing so, bins near the mean energy value are narrower, and the
median values selected from bins nearer the mean value are closer in energy than the
median values selected from bins nearer the highest and lowest extremes in energy.
This method therefore mimics a Gaussian distribution by selecting energies nearer
the mean with a higher probability than energies farther from the mean. While the
MD energies are primarily dominated by water–water interactions, we are primarily
interested in water–adsorbate interactions. Specifically, we are most interested in the
number of H2O molecules that hydrogen bond to the adsorbates, as we find that they
determine the H2O–adsorbate interaction energies. In fact, in some of our DFT sim-
ulations, we remove all of the H2O molecules except those that are hydrogen-bonded
to the adsorbate, and we replace the removed H2O molecules with an implicit solva-
tion background. We find that the H2O–adsorbate interaction energies come nearly
entirely from the hydrogen-bonded H2O molecules. Thus, the most important results
from the MD simulations are the number of H2O molecules that hydrogen bond to
the adsorbates and their configurations relative to the adsorbate. To gauge the sen-
69
sitivity of this number to our sampling method, we compared this number from our
“energy” sampling method to that obtained by sampling over “time”. Specifically,
to sample over time, we selected configurations every 300 ps during the MD pro-
duction run, regardless of the configuration energy, for a total of 10 configurations.
The results, as depicted in Figure 3.2, are the same for both methods for CO and
CH2OH adsorbates. They vary significantly for the larger C3H7O3 adsorbate (which
hydrogen bonds with a significantly larger number of H2O molecules). We discuss the
challenges involved with C3H7O3 adsorbates in the Conclusions section of the paper.
For the smaller adsorbates, Figure 3.2 indicates that our results are insensitive to the
sampling method. In general the translational and orientational correlation times in
liquid water at 300 K have been reported to be lesser than 100 ps [18, 19], which
is shorter than the time in between configurations selected for the “time” method.
Therefore, we expect that we are not seeing any effect of correlations in our “time”
sampling for those adsorbates. Given that the “energy” and “time” methods yield
similar results, we conclude that no significant correlation effects are present in the
“energy” method. For small adsorbates, the discretion to choose between “energy”
or “time” sampling can be left to the user. All liquid model data presented in this
work are calculated using “energy” sampling, because we have a complete set of data
for this sampling method. To further validate the ability of our models to predict the
number of H2O molecules that hydrogen bond to the adsorbates, we compared the
MD results with those from NPT MD simulations with 600 total water molecules. For
these NPT MD simulations, the initial configuration was set up as 100 layers of ice,
which melted to give a liquid structure within 1 ns. In general, we find that, for CO
and CH2OH adsorbates, the results are largely insensitive to the sampling method.
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Figure 3.2. Number of H2O molecules that hydrogen-bond to CO, CH2OH, and
C3H7O3 adsorbates using the “energy” and “time” sampling methods. The numbers
“4” and “100” indicate the number of “layers” of ice in the starting configurations.
Error bars are 95% confidence intervals.
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3.3.3 Density Functional Theory Calculations
DFT calculations were carried out in two ways. In one way, all of the H2O
molecules were explicitly considered, and in the other way, only the H2O molecules
that were hydrogen-bonded to the adsorbate were explicitly considered, and implicit
solvation was included to describe bulk liquid water. We refer to this latter method as
the “hybrid” method. Single point DFT calculations were carried out to quantify the
electronic energies of the 10 different configurations of the system obtained from the
MD simulations, and these values were averaged arithmetically to obtain the average
system electronic energies. DFT was used since accurate potentials that describe H2O
interactions with adsorbates on metal surfaces are not abundant. All DFT calcula-
tions were performed with the Vienna ab-Initio Simulation Package (VASP) [20–23],
which uses periodic boundary conditions and plane-wave basis sets. Valence electron
exchange and correlation were computed with the Perdew-Burke-Ernzerhof (PBE)
functional [24, 25], with plane-waves included up to an energy cutoff of 400 eV.
Core electrons were simulated with Projector-Augmented Wave (PAW) pseudopo-
tentials [26, 27]. For the most part, the first Brillouin zones of the systems were
calculated using at least 7×7×1 Γ-centered Monkhorst-Pack [28] k-point meshes, as
this is where we found the relative energies to converge to within 3.0 meV/slab (i.e.,
0.12 meV/Pt). Electronic structures were calculated self-consistently and considered
converged when the difference in electronic energies between subsequent iterations fell
below 1×10−5 eV. The D2 dispersion correction method of Grimme [29] was applied
to all DFT calculations, since the ability of the PBE functional to properly capture
dispersion is questionable, and since dispersion contributes significantly to hydrogen
bonding. Implicit solvation was included using the VASPSol routine [30–33] in the
simplest case, where the solvent is water with a relative permittivity of 80, and dis-
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persion interactions are not included. When implicit solvation was turned on, 5×5×1
k-point meshes were used to improve computational efficiency. Relative energies are
converged to within 8.0 meV/slab (0.30 meV/Pt) for this mesh.
Interaction energies were calculated to quantify the adsorbate interactions with
H2O in both the ice and liquid structures. For example, for CO, the equation is:
∆Eint =
EPt+CO+H2O + EPt − EPt+CO − EPt+H2O
nCO
(3.1)
where EPt+COH2O is the DFT energy of the system with CO adsorbed on the Pt(111)
surface under either ice or liquid water, EPt is the DFT energy of the Pt(111) surface
under vacuum, EPt+CO is the DFT energy of CO adsorbed on the Pt(111) under
vacuum, EPt+H2O is the DFT energy of the Pt(111) surface under ice or liquid water,
and nCO is the number of adsorbed CO molecules. For all of these calculations, the Pt
atoms were arranged in their calculated bulk positions, and the CO geometries used
were the final, converged geometries obtained by relaxing under vacuum or ice. The
positions of the H2O molecules were obtained via geometry relaxations for ice or MD
simulations for liquid water. For the liquid water simulations and the ice simulations
where the adsorbate was incorporated into the hydrogen bonding network (see Figure
3.3), EPt+CO+H2O and EPt+H2O were calculated using the same configurations for the
H2O molecules in both calculations. The interaction energies give the difference in
binding energy between the vacuum and solvated systems. This is demonstrated
by summing the gas phase adsorption energy (obtained from Equation 3.2) with
the interaction energy (obtained from Equation 3.3), which results in the adsorption
energy to the surface in the aqueous phase (obtained from Equation 3.4):
CO(g) + Pt(vac) −−→ CO−Pt(vac) (3.2)
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Figure 3.3. Some ice configurations. From the top left and working clockwise: four
layers, with the out-of-plane H pointing away from the surface, four layers with the
out-of-plane H pointing toward the surface, adsorbate (blue sphere) replacing a H2O
molecule in the hexagonal ice structure, and adsorbate situated in the center of the
hexagonal H2O network.
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CO−Pt(vac) + Pt(aq) −−→ CO−Pt(aq) + Pt(vac) (3.3)
CO(g) + Pt(aq) −−→ CO−Pt(aq) (3.4)
In Equations 3.2–3.4, the term (g) denotes an ideal gas, (vac) denotes that the sim-
ulation was performed under vacuum, and (aq) denotes that the simulation was per-
formed under an explicit H2O model. The interaction energies give the difference in
adsorption energy between the vacuum and solvated systems for molecules that have
a gas-phase analog.
3.4 Results
We started our endeavors by calculating adsorbate interaction energies with
ice, comparing the various ways to configure the H2O molecules around the adsorbate,
which for this exercise was CO. Configurational variables that we considered were
the number of layers of H2O molecules in the ice slabs, the orientations of the hy-
drogen atoms within the slabs, and the positioning of the adsorbates with respect to
the hexagonal arrangement of H2O molecules, i.e., the CO was either incorporated as
part of the hydrogen bonding network by replacing a H2O molecule in the hexagonal
ice structure, or the hexagonal ice structure was left intact, and the CO molecule was
positioned in the center of the hexagonal arrangement of ice. Some of these configu-
rational variables are illustrated in Figure 3.3, and the calculated interaction energies
for CO adsorbates in atop sites at 1/9th ML coverage across these different configu-
rations are summarized in Table 3.1. As can be seen, the choice of ice configuration
has a significant effect on the interaction energy.
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Table 3.1. Calculated ice–adsorbate interaction energies (eV/adsorbate) for various











CO 1 Away from surface Yes −0.24
1 Away from surface No +0.13
4 Away from surface No −0.03
4 Toward surface Yes +0.19
1 Toward surface No +0.16
4 Toward surface No +0.04
CH2OH 4 Away from surface No −0.31
C3H7O3 4 Away from surface No −0.12
The geometries of CH2OH and C3H7O3 under ice are contorted relative to
their vacuum analogs (see Figure 3.1), allowing the OH groups to participate in
the hydrogen-bonding network of H2O molecules. The interaction energies of these
adsorbates with the four-layer, fully intact ice model with H atoms pointing away
from the surface are −0.31 eV and −0.12 eV, respectively (Table 3.1). Interestingly,
the ice interaction with C3H7O3 is weaker than with CH2OH. We postulate that this
is because the contortions that occur due to the adsorbate geometry forming hydrogen
bonds with the H2O molecules cause existing hydrogen bonds between C3H7O3’s two
hydroxyl groups to break.
Given the large dependence of H2O configuration on the calculated interac-
tion energy with CO, we adopted the “liquid” sampling scheme described above. The
liquid scheme considers multiple configurations of the H2O molecules, which are ob-
tained via MD simulations, and thus they should provide more realistic and physically
meaningful results than any single ice configuration. Interaction energies calculated
using the liquid scheme for CO adsorbates bound in atop, FCC, and HCP sites as
functions of CO coverage are summarized in Table 3.2, where they are compared with
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Table 3.2. Liquid H2O–adsorbate interaction energies calculated using fully explicit
solvation, fully implicit solvation, and hybrid explicit/implicit solvation.
∆Eint [eV/adsorbate]
1
Adsorbate Coverage (ML) Explicit Implicit Hybrid





HCP CO 1/9th −0.15± 0.05
2/9th −0.14± 0.04
1/3rd −0.10± 0.03




th −0.43± 0.07 −0.23 −0.42± 0.07
C3H7O3 1/9
th −1.18± 0.21 −0.47
1 Error values are 95% confidence interval.
the analogous energies calculated using a fully implicit model for H2O, and Figure
3.4 shows some of the configurations used to calculate ∆Eint for atop-bound CO at
1/9th ML. The error bars in Table 3.2 and elsewhere throughout the text are 95%
confidence intervals.
In terms of the liquid H2O configurations, there are two remarkable features:
1) there is significant disorder within the H2O network, indicating that the ice struc-
tures are no longer present, and 2) H2O often forms hydrogen bonds with CO. The
requirements for hydrogen bonding are that the OH2O–OCO distance is 3.5 Å or less
and the minimum O–O–H angle (i.e., the minimum of OH2O–OCO–HH2O or OCO–
OH2O–HH2O is 30.0
◦ or less [34, 35]. This reflects the directionality of the hydrogen
bond. Using these criteria, the average number of hydrogen bonds formed between
H2O molecules and the atop bound CO adsorbate is 1.3± 0.5, i.e., 13 total hydrogen
bonds were found in the 10 configurations considered. The average OH2O–OCO dis-
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Figure 3.4. Two “liquidlike” configurations used to calculate the H2O interaction
energy with atop-bound CO at 1/9 ML. Pictures in the top and bottom rows are
different views of the same configurations. Dashed lines indicate hydrogen bonds.
All molecules are properly intact; however, bonds are not drawn between atoms in
different periodic images.
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tance in these configurations was 2.93 ± 0.09 Å, and the average O–O–H angle was
17.4± 4.5◦.
The average interaction energies for CH2OH and C3H7O3 with liquid water
were −0.43 ± 0.07 eV and −1.18 ± 0.21 eV, respectively (Table 3.2). Liquid H2O
interactions with the adsorbates follow the trend atop CO threefold CO < CH2OH
< C3H7O3, which is in general agreement with a prior report using a fully implicit
model [30]. We compare with the fully implicit model described above in Table 3.2.
The interaction energies for CH2OH and C3H7O3 adsorbates increase dramatically
between the ice and liquid water models, since under finite temperature, the H2O
molecules move to form significantly more hydrogen bonds with these adsorbates.
The average number of hydrogen bonds formed between CH2OH and liquid water in
the 10 configurations considered is 1.8± 0.3. The average OH2O–OCH2OH distance for
these hydrogen bonds is 2.80 ± 0.08 Å, and the average O-O-H angle is 13.5 ± 2.8◦.
C3H7O3 forms an average of 4.0±0.7 hydrogen bonds with liquid H2O, and the average
O–O distance and O–O–H angle are 2.86 ± 0.08 Å and 14.1 ± 2.7◦, respectively.
Representative H2O configurations around sugar alcohol adsorbates are shown in
Figures 3.5 and 3.6.
3.5 Discussion
Our results show that in liquid conditions, H2O molecules arrange around
surface adsorbates in ways that favor hydrogen bonding, and they indicate that the
presence of functional groups with hydrogen bonding characteristics strengthen the
H2O–adsorbate interaction energies. Further, our results show that ice models are
insufficient to describe water–adsorbate interaction energies. Our fully explicit and
fully implicit solvation models give different interaction energies for the CH2OH and
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Figure 3.5. Two “liquid-like” configurations used to calculate the H2O interaction
energy with CH2OH. Pictures in the top and bottom rows are different views of
the same configurations. Dashed lines indicate hydrogen bonds. All molecules are
properly intact; however, bonds are not drawn between atoms in different periodic
images.
80
Figure 3.6. Two “liquid-like” configurations used to calculate the H2O interaction
energy with C3H7O3. The picture in the bottom row is of the LHS configuration
from the top row. Dashed lines indicate hydrogen bonds. All molecules are properly
intact; however, bonds are not drawn between atoms in different periodic images.
81
C3H7O3 adsorbates, suggesting that our fully implicit model is lacking in some way.
For CH2OH, we recovered the entire interaction energy using a “hybrid method”,
where we explicitly included just the H2O molecules that were hydrogen bonded
to the adsorbate along with an implicit solvation background. We note that this
interaction energy is not due to any sort of chemical binding, as charge density differ-
ence plots for CH2OH and CO adsorbates using the hybrid model showed virtually
no unexpected charge modification in the adsorbates. As expected, the only non-
negligible differences are the perturbations in the regions including and in between
the hydrogen-bonded H2O molecules and the respective “hydrogen-binding sites” on
the adsorbates, consistent with physical bonding. Thus, the hydrogen bonded H2O
molecules are interacting physically with the adsorbates, and these interactions are
contributing to the interaction energies in ways that are not being captured by the
implicit solvation method employed here. However, the great majority of the interac-
tion comes from just those H2O molecules that are hydrogen-bound to the adsorbate.
One likely contribution to this discrepancy is that the fully implicit method does not
include dispersion interactions.
We have presented a formula to quantify the water–adsorbate interaction en-
ergy ∆Eint, which contributes to the system energies and enters into the energies of re-
actions along the catalytic pathway. Our results suggest that the interaction energies
are due to hydrogen bonding, and we hypothesize that this phenomenon contributes
to the entropies of reaction as well, specifically in reactions involving hydrophilic ad-
sorbates reacting to form hydrophobic ones. We have formed this hypothesis since
the hydrogen-bonded H2O molecules are strongly bound to the adsorbates, and thus
they likely exhibit different energetic states than the purely aqueous H2O molecules.
We hypothesize that as hydrophilic adsorbates are converted to hydrophobic ones,
some number of H2O molecules are “shed” from the adsorbate phase into bulk liquid
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H2O, giving rise to a free energy of interaction, ∆Fint = ∆Eint − T∆Sint (F is the
Helmholtz free energy), which contributes to the free energy of reaction ∆Frxn. If
these effects are appreciable, then thermodynamic quantities for reactions along the
catalytic pathway should incorporate ∆Fint, which is not being captured using present
thermodynamic models. For example, the reaction




has a Helmholtz free energy of reaction, ∆Frxn
∆Frxn = 1.5FH2(g) + FCO∗(aq) − FCH2OH∗(aq) (3.6a)
If the reaction were occurring in vacuum or under an ideal gas environment, then
would be calculated from First-Principles Thermodynamics (FPT) as [36]












rxn (T ) (3.6b)
The different terms in Equation 3.6b are described in Table 3.3. This construction
is generally accepted in microkinetic modeling for gas phase, heterogeneous catalysis
[37, 38], but it does not take interactions with H2O molecules into account. Some
of the ways that adsorbate interactions with H2O could contribute to the terms in
Equation 3.6b are listed in Table 3.3. Another way is through ∆Eintrxn. We hypothesize
that H2O–adsorbate interactions could also contribute through a ∆S
int
rxn(T ) term. Here
we probe the importance of such a term.
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Table 3.3. Descriptions of the terms in Equation 3.6b, calculated within the framework of first-principles thermodynamics.
Term Description How it is Calculated
for Gas-Phase Species
How it is Calculated
for Adsorbates Under
Vacuum or Ideal Gas
Environments




EDFT Electronic energy DFT calculation DFT calculation Alters the electronic
potential energy
EZP Zero-point energy HOA HOA Alters the electronic
potential energy and
thus the Hessian
F vibe(T ) Helmholtz vibrational
free energy
HOA partition func-
tion in statistical me-
chanics
HOA partition func-










Usually assumed to be
equal to 0
N/A











felt by adsorbates on
the surface
F config(T ) Helmholtz configura-
tional free energy





calculated in a cluster
expansion [39]
Influences of ∆Eint
could alter the ener-
getic degeneracies
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∆Sint for adsorbate species arises due to the energy required to align the
hydrogen bonds around the adsorbates [40]. ∆Sintrxn(T ) = ∆S
int
CO∗(aq) − ∆SintCH2OH∗(aq),









To obtain the values for ∆F intCH2OH∗(aq)(T ) and ∆F
int
CO∗(aq)(T ) needed in Equation 3.7 to
calculate ∆Sintrxn(T ) would require analysis over more configurations of a larger system

















. We can calculate these values by generating configurations
of the solvated systems in MD at different T , using DFT to compute ∆Eint(T ) with
Equation 3.1, and differentiating. In doing this, we capture the entropies that re-
sult due to changes in the hydrogen-bonding environments around CH2OH*(aq) and
CO*(aq). We do not capture the analogous entropies due to changes in the hydrogen-
bonding environments in bulk liquid water.
As a first pass, we have assumed a linear relationship between ∆Eint and
T for CH2OH* (Figure 3.7) and no correlation for CO*, which consistently gives
an interaction energy near 0 for all data points that we considered around 300 K
(i.e., 275 K, 300 K, 325 K). Using values of ∆EintCH2OH∗ calculated at 275, 290, 295,
300, 305, 310, and 325 K, ∆Sintrxn(300 K) calculated in this way is equal to 0.003 ±
0.003 eV/K. Using this value for the entropy, T∆SintCH2OH∗(300 K) = 0.9±0.9 eV, which
is potentially significant. The error bar on this value is large, but we hypothesize




















Figure 3.7. Eint for CH2OH from 275 to 325 K. The error values represent 95%
confidence intervals.
3.6 Conclusions
We present here a method that combines DFT and MD simulations for a com-
putationally tractable sampling of representative liquid water structures for aqueous-
phase heterogeneous catalysis simulations. We have shown that liquid-phase water
molecules reorient to form hydrogen bonds with nearby surface-bound adsorbates, as
opposed to ice structures, where water molecules maintain the crystal-lattice struc-
ture. Water molecules hydrogen bond more strongly with larger, more polar adsor-
bates, as demonstrated by the increasing magnitude of the interaction energy from
∼0 eV (−0.01± 0.09 eV) for CO*, to −0.43± 0.07 eV for CH2OH*, to −1.18± 0.21
eV for C3H7O3*. Representative water geometries from our MD simulations show
that 1.3 ± 0.5 water molecules interact with CO*, while 1.8 ± 0.3 water molecules
interact with CH2OH*, and 4.0± 0.7 water molecules interact with C3H7O3. Hence,
aqueous-phase decomposition of hydrophilic adsorbates like CH2OH* and C3H7O3*
to a hydrophobic one like CO* results in significant “shedding” of hydrogen-bonded
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H2O molecules from the adsorbate phase, which gives rise to a change in free en-
ergy. Identifying the various contributions to the free energies of catalytic reactions
in liquid environments and quantifying their effects is one of our goals and one of the
prominent challenges in computational catalysis research.
3.7 Acknowledgments
This research was funded in part by the National Science Foundation (Award
CBET-1438325) and NASA (Training Grant NX14AN43H), as well as the Chemical
and Biomolecular Engineering Department at Clemson University. Simulations were
performed on the Palmetto Supercomputer Cluster, which is maintained by the Cy-
berinfrastructure Technology Integration Group at Clemson University. We thank
Shannon Mulkern and Ben Varipapa, who are under- graduate research assistants
in our department, for their help in simulating solvation of CH2OH* and CO* as
functions of T.
This work was adapted with permission from Bodenschatz, C.J.; Sarupria,
S.; Getman, R.G. Molecular-Level Details about Liquid H2O Interactions with CO
and Sugar Alcohol Adsorbates on Pt(111) Calculated Using Density Functional The-
ory and Molecular Dynamics. J. Phys. Chem. C, 2015, 119 (24), 13642–13651.
Copyright 2015 American Chemical Society.
87
References
[1] Fukuoka, A.; Dhepe, P.L. Catalytic conversion of cellulose into sugar alcohols.
Angew. Chem., Int. Ed., 2006, 45(31), 5161–5163.
[2] Cortright, R.; Davda, R.; Dumesic, J.A. Hydrogen from catalytic reforming of
biomass-derived hydrocarbons in liquid water. Nature, 2002, 418(6901), 964–
967.
[3] Dietrich, P.J.; Wu, T.; Sumer, A., et al. Aqueous Phase Glycerol Reforming with
Pt and PtMo Bimetallic Nanoparticle Catalysts: The Role of the Mo Promoter.
Top. Catal., 2013, 56(18-20), 1814–1828.
[4] Neurock, M.; Janik, M.; Wieckowski, A. A first principles comparison of the
mechanism and site requirements for the electrocatalytic oxidation of methanol
and formic acid over Pt. Faraday Discuss., 2008, 140, 363–378.
[5] Janik, M.J.; Neurock, M. A first principles analysis of the electro-oxidation of
CO over Pt(111). Electrochim. Acta, 2007, 52(18), 5517–5528.
[6] Taylor, C.D.; Wasileski, S.A.; Filhol, J.-S., et al. First principles reaction mod-
eling of the electrochemical interface: Consideration and calculation of a tun-
able surface potential from atomic and electronic structure. Phys. Rev. B, 2006,
73(16), 165402.
88
[7] Desai, S.K.; Neurock, M.; Kourtakis, K. A periodic density functional theory
study of the dehydrogenation of methanol over Pt(111). J. Phys. Chem. B, 2002,
106(10), 2559–2568.
[8] Lide, D.R. CRC Handbook of Chemistry and Physics, CRC Press Boca Raton,
FL, 1997.
[9] Greeley, J.; Mavrikakis, M. Competitive paths for methanol decomposition on
Pt(111). J. Am. Chem. Soc., 2004, 126(12), 3910–3919.
[10] Liu, B.; Greeley, J. Decomposition pathways of glycerol via C–H, O–H, and C–C
bond scission on Pt(111): a density functional theory study. J. Phys. Chem. C,
2011, 115(40), 19702–19709.
[11] Michaelides, A.; Alavi, A.; King, D.A. Insight into H2O-ice adsorption and disso-
ciation on metal surfaces from first-principles simulations. Phys. Rev. B, 2004,
69(11), 113404.
[12] Plimpton, S. Fast parallel algorithms for short-range molecular dynamics. J.
Comput. Phys., 1995, 117(1), 1–19.
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Chapter 4
Insights into How the Aqueous
Environment Influences the





Water influences catalytic reactions in multiple ways, including energetic and
mechanistic effects. While simulations have provided significant insight into the roles
that H2O molecules play in aqueous-phase heterogeneous catalysis, questions still
remain as to the extent to which they influence catalytic mechanisms. Specifically,
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influences of the configurational variability in the structure of water molecules at the
catalyst interface are yet to be understood. Configurational variability is challeng-
ing to capture, as it requires multiscale approaches. Herein, we apply a multiscale
sampling approach to calculate reaction thermodynamics and kinetics for COH* dehy-
drogenation to CO* and CH3OH* dehydrogenation to CH2OH* on Pt(111) catalysts
under liquid H2O. We explore various pathways for these dehydrogenation reactions
that include participation of H2O molecules both energetically and mechanistically.
We find that the liquid H2O environment significantly influences the mechanism of
COH* dehydrogenation to CO* but leaves the mechanism of CH3OH* dehydrogena-
tion to CH2OH* largely unaltered.
4.2 Introduction
Our goal in this work is to improve insight about how the configurational
variability of the liquid structure influences catalytic mechanisms. We are specif-
ically interested in comparing reactions involving polar versus non-polar reaction
intermediates, which we expect to exhibit different behaviors in water. To explore
such phenomena, we model Pt(111)-catalyzed hydroxymethylidyne dehydrogenation
to carbon monoxide, i.e., COH* + * −−→ CO* + H*, and methanol dehydrogenation
to hydroxymethyl, i.e., CH3OH*+* −−→ CH2OH*+H*. These reactions were chosen
because they allow comparison of catalytic O−H versus C−H cleavage, which serve
as examples for H2O participation with hydrophilic versus hydrophobic functional
groups, and because they are expected to be part of the dominant reaction pathway
in methanol decomposition [1]. To capture the configurational variability, we combine
FFMD with density functional theory (DFT), in an approach that we recently coined
“multiscale sampling” [2]. This method enables the generation of realistic liquid wa-
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ter structures for calculating catalytic quantities. These types of calculations are not
possible with DFT or MD by themselves. We use the multiscale sampling approach
to calculate reaction energies, activation barriers, and pre-exponential factors for the
COH* and CH3OH* dehydrogenation reactions. Comparing the results for the anal-
ogous reactions under vacuum, we provide the most conclusive results to date of the
roles of liquid H2O molecules on the reaction energies, activation barriers, and pre-
exponential factors involved in the COH* and CH3OH* dehydrogenation reactions on
Pt(111). Our results show that the liquid H2O environment significantly influences
the thermodynamics and kinetics of COH* dehydrogenation but have a much more
minor influence on the thermodynamics and kinetics of CH3OH* dehydrogenation.
4.3 Methods
4.3.1 Reaction pathways
The catalytic dehydrogenations of COH* and CH3OH* were modeled in three
different pathways. The first is “direct” dehydrogenation, where the H atom is trans-
ferred directly from the reactant to the catalyst surface, e.g.,
COH* + * −−→ CO* + H* (4.1)
where the * indicates a vacant binding site on the Pt(111) surface and *’ed species
are bound to the catalyst surface. The second and third pathways involve liquid H2O
molecules and thus require a model for such. While prior literature has shown that
at low temperature (< 145 K), H2O molecules arrange in hexagonal, ice-like patterns
on metal surfaces [3–6], it is not well-understood how liquid H2O molecules adsorb to
metal surfaces. Competition between hydrogen bonding, interactions with the metal
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surface atoms, and thermal fluctuations complicate experimental and computational
attempts to visualize a H2O molecule reaction intermediate. In our MD simulations
(including FFMD and AIMD), we have observed that H2O molecules near the Pt
surface that are not hydrogen bonded to catalytic species remain more fluid-like than
the chemically adsorbed reaction intermediates and transition states. That is, H2O
molecules near the surface demonstrate more significant thermal fluctuations in their
spatial positions. Hence, we treat such H2O molecules as fluid phase species (i.e.,
that do not participate in the site balances) in the chemical equations presented
below. To participate in a chemical reaction, we assume that a liquid H2O molecule
near the Pt surface first forms a complex with a reaction intermediate. In these
complexation reactions, a near-surface H2O molecule interacts with a catalytic species
through van der Waal’s interactions and/or hydrogen-bonding, and this interaction
lasts for a specified amount of time (i.e., the interaction is not fleeting). The specific
requirements are elaborated in Section 4.3.3. For example, the complexation of COH*
with a liquid H2O molecule near the Pt surface is written as
COH* + H2O −−→ COH−H2O* (4.2)
In a subsequent step, the complexed H2O molecule can either “co-catalyze” the de-
hydrogenation [7–9], e.g.,
COH−H2O* + * −−→ CO* + H* + H2O (4.3)
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or “assist” the dehydrogenation. We model the assisted pathway as involving com-
plexation of a second water molecule, e.g.,
COH−H2O* + H2O −−→ COH−H2O−H2O* (4.4)
followed by cleavage of the C—H or O—H bond to form H5O2, e.g.,
COH−H2O−H2O* −−→ CO* + H5O2 (4.5)
Here, we use the H5O2 species as a general model of H2n+1On species. Values of n have
been shown to vary from 1 [7, 10–13] to 6 [14], depending on the system. We chose
H5O2 as a model for H2n+1On species since our test calculations show that reaction
energetics involving H2n+1On species are reasonably converged when n = 2.
Analogous reactions for dehydrogenation of methanol to hydroxymethyl are
CH3OH* + * −−→ CH2OH* + H* (4.6)
CH3OH* + H2O −−→ CH3OH−H2O* (4.7)
CH3OH−H2O* + H2O −−→ CH3OH−H2O−H2O* (4.8)
and
CH3OH−H2O−H2O* −−→ CH2OH* + H5O2 (4.9)
respectively, with the exception that we neglected the co-catalyzed pathway because
its pre-exponential factor is prohibitively small (see Section 4.4.4). To complete the
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H2O-assisted pathways for both the CH3OH* and COH* reactants, we also modeled
H5O2 dehydrogenation, i.e.,
H5O2 + * −−→ 2H2O + H* (4.10)
Over the course of the catalytic cycle, a H species is abstracted from a reaction inter-
mediate and deposited on the Pt(111) surface. We generally refer to these species as
“hydrogen atoms” in this work; however, we note that these species could alternatiely
be protons.
4.3.2 Reaction energies and activation energies
Aqueous phase reaction energies were calculated as in prior work [15, 16], i.e.:
∆Eaqrxn = ∆E
vac
rxn + ∆∆Eint (4.11)
where ∆Eaqrxn is the reaction energy calculated under liquid water, ∆E
vac
rxn is the reaction
energy calculated under vacuum, and ∆∆Eint is the difference in the calculated water-
adsorbate interaction energy between products and reactants. For example, ∆Evacrxn
for reaction (4.1) is calculated as ∆Evacrxn = E
vac (CO*) + Evac (H*)− Evac (COH*)−
Evac (*), and ∆Eint for COH* is calculated as ∆Eint (COH*) = E
aq (COH*)+Evac (*)−
Evac (COH*) − Eaq (*) [17]. ∆Eint are reported as averages over 10 configurations
of liquid H2O molecules generated using the FFMD-DFT approach, plus or mi-
nus the 95% confidence interval. ∆∆Eint is then calculated by subtracting the
interaction energies of the reactants from those of the products, e.g., ∆∆Eint =
∆Eint (CO*) + ∆Eint (H*)−∆Eint (COH*)−∆Eint (*). Activation energies were cal-
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culated analogously [16], i.e.,
∆Eaqact = ∆E
vac
act + ∆∆Eint (4.12)
where ∆∆Eint in this case is calculated by subtracting the interaction energy of the
reactants from that of the transitions state. ∆Eaqact for complexation reactions (4.2),
(4.4), (4.7), and (4.8) were assumed to be low (below kBT ) because they do not
involve re-arrangments of chemical bonds, and thus we set them equal to zero in this
work.
4.3.3 Pre-exponential terms
Pre-exponential factors for reactions (4.1), (4.3), (4.5), (4.6), and (4.9), which
all involve O—H or C—H bond breaking, were approximated as equal to kBT/h,
where kB is Boltzmann’s constant and h is Planck’s constant.
Reactions (4.2) and (4.7) involve complexation of a H2O molecule with a cat-
alytic species. To help discern the influence of configurational variability in the H2O
structure on the kinetics of these reactions, we estimated their pre-exponential factors
from FFMD trajectories as the number of occurrences per unit time that the H2O
structure 1) oriented in a way so as to promote the complexation and 2) held for
0.16 ps using the structural criteria presented below. This procedure was inspired
by the work of Savara and coworkers [18]. The time requirement of 0.16 ps is equal
to h/kBT at the simulation temperature of 300 K, which is approximately equal
to the period of a molecular vibration at that temperature. If the H2O structure
held for more than 0.16 ps, then it was counted toward the pre-exponential factor in
0.16 ps increments until it was deemed that it could no longer promote the complex-
ation reaction of interest. In this strategy, a H2O structure that could continuously
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promote complexation of a H2O molecule and a COH* or CH3OH* species would
have a pre-exponential factor equal to kBT/h. A water structure was deemed able
to promote a complexation reaction when the distance between the O atom on one
of the liquid H2O molecules and the O or C atom in the relevant − OH or −CH
functional group was ≤ 3.5 Å and the corresponding OH2O—O—H or OH2O—C—H
angle was ≤ 30◦. These criteria were adopted from the established geometrical cri-
teria for hydrogen-bonding [19, 20]. However, they only identify the frequency at
which reactant–H2O complexes form. To further distinguish H2O complexes that
could promote co-catalyzed dehydrogenation reactions (which represent a fraction of
the total), we included two more criteria involving the orientation of the specific H2O
molecule that complexed with the reactant molecule. Specifically, to co-catalyze a
dehydrogenation reaction, the H2O molecule in the complex must comprise a “dan-
gling” hydrogen atom [21], i.e., which points toward the Pt(111) surface. To capture
these specific configurations, we counted structures where the c coordinate of an H
atom from the H2O molecule was below the c coordinate of the water O atom and
where the distance in the c dimension between this H atom and the Pt surface plane
was ≤ 2.5 Å. These criteria are illustrated in Figure 4.1. The pre-exponential factors
estimated from structural criteria are presented as averages over at least 5 FFMD
trajectories, plus or minus the 95% confidence intervals.
Reactions (4.4) and (4.8) involve complexation of a second H2O molecule to
a reactant–H2O complex. Since in our FFMD simulations liquid water is almost
continuously structured so as to promote complexation of two H2O molecules, we set
the pre-exponential factors of these reactions equal to kBT/h.
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Figure 4.1. COH* with a hydrogen-bonded H2O in configurations where the H2O
(a) has a dangling H atom and (b) does not have a dangling H atom. The distance
used to determine whether the H was ≤ 2.5 Å from the Pt surface was that measured
from the circled H. The dotted lines indicate the plane of the Pt(111) surface and
the plane of the O atom parallel to the plane of the Pt(111) surface. Gray = Pt, teal
= C, red = O, and white = H.
4.3.3.1 Simulation boxes
Pt(111) catalysts were modeled using slabs comprised of three-layer 3 Pt ×
3 Pt periodic surfaces (i.e., containing 27 total Pt atoms) in monoclinic p(3 × 3)
supercells with dimensions of a = b = 8.416 Å and angles of α = β = 90.0◦ and
γ = 60.0◦. The (111) surface was created by cutting a slab from the structure of bulk
Pt, which has a calculated lattice constant of 3.967 Å (compared to the experimental
value of 3.924 Å [22]). Reaction intermediates and transition state (TS) complexes
were added to the top surface layer. The total coverage of reaction intermediates or
TSs (not including liquid H2O molecules) was held constant at 1/9 monolayer (ML),
where 1 ML is equal to 1 reaction intermediate or TS per surface metal atom. Liquid
water was simulated by including up to 24 H2O molecules above the top Pt(111)
surface layers. Configurations of these H2O molecules around reaction intermedi-
ates and TS complexes were obtained as follows. First, reaction intermediates and
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TS complexes geometries were obtained following the procedures described in Sec-
tion 4.3.3.2. Since reaction intermediates and TS complexes could contain one or two
H2O molecules, additional H2O molecules were added to the supercells so that the to-
tal number of H2O molecules in each supercell were equal to 24. The trajectories of all
of the H2O molecules that were added to the supercells were simulated in FFMD (Sec-
tion 4.3.3.3), while the geometries of the reaction intermediates and TS complexes
(including any involved H2O molecules) and Pt atoms were held fixed. In FFMD
simulations, the supercell c dimension was equal to 24.524 Å, giving a total supercell
volume of 1505 Å3 and a bulk water density of ∼ 1 g/cm3. Configurations of H2O
molecules were selected from the FFMD trajectory and then partially re-optimized
in DFT (Section 4.3.3.4). In DFT calculations, an additional 14 Å of vacuum space
were added above the top of the liquid H2O structure, yielding a total c dimension of
38.524 Å, to minimize interactions between neighboring periodic images. Since only
small perturbations were made to the liquid water structure in the DFT calculations
(see Section 4.3.3.4), this addition had a negligible effect on the water density local
to the reaction intermediates.
4.3.3.2 Geometries of reaction intermediates and transition state com-
plexes for use in FFMD
Geometries of reaction intermediates for use in FFMD were obtained using ge-
ometry relaxations performed in DFT under vacuum, and geometries of TS complexes
for use in FFMD were obtained in DFT under configurations of liquid H2O molecules
(see Section 4.3.3.4), with the exceptions of the H2O and H5O2 reaction intermedi-
ates and the TS complexes for the H2O-assisted COH* dehydrogenation and H5O2
dehydrogenation reactions (reactions (4.5) and (4.10)), which were generated from
AIMD trajectories. These simulations were initiated from configurations sampled
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from FFMD trajectories [2] and were performed in the canonical (NVT) ensemble at
300 K, maintained with the Nosé-Hoover thermostat [23, 24]. Two total AIMD simu-
lations were performed, one on a solvated COH* species, and one on a solvated H5O2
species. During the AIMD trajectories, the COH* and H5O2 species were observed
to dehydrogenate to CO* + H5O2 and 2H2O + H*, respectively. TS structures for use
in FFMD were taken from the respective times in the AIMD trajectories. Geometries
of the H2O and H5O2 reaction intermediates were generated from the trajectory of
the solvated H5O2 species.
4.3.3.3 Force Field MD simulations
FFMD simulations were performed in the NVT ensemble using the Large-
scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) [25]. The target
temperature was set to 300 K, which was maintained with the Nosé-Hoover ther-
mostat [23, 24]. The timestep was 1 fs, and atomic positions were reported every
100 fs. Intermolecular energies were calculated with Lennard-Jones + Coulomb (LJ
+ C) potentials. LJ parameters for Pt atoms were taken from the universal force field
(UFF) [26] and partial charges on Pt atoms were set to zero. LJ and C parameters
for reaction intermediates were taken from the Optimized Potentials for Liquid Simu-
lations (OPLS-AA) [27] force field, while those for water were taken from the Trans-
ferable Intermolecular Potential with 3 Points-Chemistry at Harvard Macromolecular
Mechanics (TIP3P-CHARMM) [28] force field. Cross-terms for the LJ interactions
were calculated using Lorentz-Berthelot mixing rules [29, 30]. Water molecules were
simulated as flexible in our FFMD simulations, with bond and angle force constants
and equilibrium bond lengths and angles taken from the TIP3P-CHARMM force
field [28]. The FFMD simulations were carried out for a total of 5 ns, where the first
2 ns were used for system equilibration and the remaining time was used to generate
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configurations of liquid H2O molecules. Configurations of liquid H2O molecules were
selected at time intervals of at least 300 ps during the last 3 ns of the FFMD runs.
The 300 ps time interval was chosen because it is significantly longer than the longest
“lifetime” of a hydrogen bond formed between a liquid H2O molecule and a reaction
intermediates (110 ps, for the COH* intermediate [31]) [2].
4.3.3.4 DFT calculations
DFT calculations were performed using the Vienna Ab initio Simulation Pack-
age (VASP) [32–35], which employs planewave basis sets and periodic boundary con-
ditions. Energies of core elections were modeled using projector augmented-wave
(PAW) pseudopotentials [36, 37] to a cut-off energy of 400 eV, and exchange and cor-
relation of valence electrons were modeled using the Perdew-Burke-Ernzerhof (PBE)
functional [38, 39]. The D2 dispersion correction [40] was used to improve the model-
ing of dispersion. Gaussian smearing with a smearing factor of 0.1 eV was used to set
the partial occupancies of each orbital. The first Brillouin zones were sampled using
automatically-generated 7 × 7 × 1 Monkhorst-Pack Γ-centered k-point meshes [41].
Electronic structures were converged self-consistently until the difference in energy
between subsequent iterations was no larger than 10−5 eV. Geometry relaxations
for catalytic intermediates were performed using a force-based quasi-Newton algo-
rithm [42]. In geometry relaxations performed under vacuum (for use in FFMD),
the reaction intermediates was allowed to relax, while all Pt atoms were held fixed.
In geometry relaxations performed under configurations of liquid water (which were
generated in FFMD), geometries of any H2O molecules that were hydrogen bonded to
the reaction intermediates were allowed to relax, while the geometries of the reaction
intermediates, all other H2O molecules, and all Pt atoms were held fixed. Test sim-
ulations indicated that different relaxation strategies influenced interaction energies
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by < 0.1 eV. More information about the relaxation strategies tested is included in
Appendix G. TS searches were performed using a combination of the climbing image-
nudged elastic band (CI-NEB) [43, 44] and dimer methods [45] under configurations
of liquid H2O generated in FFMD. CI-NEB simulations were performed using seven
discrete images along the reaction coordinate (the initial and final images plus five
intermediate images) connected with “springs” with force constants equal to 5 eV/Å2.
The five intermediate images were relaxed in CI-NEB toward the minimum energy
path (MEP) until the maximum force on all non-fixed atoms in all directions other
than the reaction coordinate fell below 0.5 eV/Å. A guess of the TS geometry was
then generated from the resulting images using the neb2dim.pl script from Henkel-
man’s website [46], and this structure was relaxed to a first order saddle point using
the dimer method [45]. The convergence criterion for all geometry relaxations and
transition state searches reported herein was that the maximum force on all of the
non-fixed atoms be less than or equal to 0.03 eV/Å. The structures of all TS complexes
reported in this work were verified using vibrational mode analysis.
4.4 Results
4.4.1 Structures and interaction energies of reaction inter-
mediates
Calculated structures of COH*, CO*, CH3OH*, CH2OH*, H2O, H5O2, COH−H2O*,
COH−H2O−H2O*, CH3OH−H2O*, and CH3OH−H2O−H2O* are shown in Figure 4.2,
and calculated values of ∆Eint are given in Table 4.1. Interaction energies are all neg-
ative (except for H*, for which ∆Eint is 0), indicating favorable interaction with liquid
H2O. Values range from −0.03± 0.03 eV for CO* to −1.50± 0.31 eV for H5O2. The
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Table 4.1. Calculated interaction energies in units of eV.










* (vacant Pt site) 0a
H2O −0.28±0.10
H5O2 −1.50±0.31
TS, reaction 4.1 −0.01±0.16
TS, reaction 4.3 −0.64±0.10
TS, reaction 4.5 −1.12±0.08
TS, reaction 4.6 −0.58±0.15
TS, reaction 4.9 −0.89±0.18
TS, reaction 4.10 −0.74±0.21
a This value is 0 by definition.
catalytic species with hydroxyl groups (all except CO* and H*) have larger (more
negative) interaction energies. For example, the interaction energy of COH* (Fig-
ure 4.2a) is −0.70 eV, meaning that the interaction with H2O stabilizes COH* on
the Pt surface by −0.70 eV. Further, ∆Eint are stronger for species where the hy-
droxyl groups are sterically accessible to the liquid H2O environment. For example,
the ∆Eint for CH2OH* (Figure 4.2d) is stronger at −0.65 ± 0.12 than for CH3OH*
(Figure 4.2c) at −0.48 ± 0.18 because the −OH group on CH2OH* points up into
the liquid H2O environment, whereas the −OH group on CH3OH* points toward the
Pt(111) surface. Similar comparisons can be made for H5O2 (Figure 4.2f) versus H2O
(Figure 4.2e), CH3OH−H2O* (Figure 4.2i) versus COH−H2O* (Figure 4.2g), and
CH3OH−H2O−H2O* (Figure 4.2j) versus COH−H2O−H2O* (Figure 4.2h).
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Figure 4.2. Geometries of (a) COH*, (b) CO*, (c) CH3OH*, (d) CH2OH*, (e) H2O,
(f) H5O2, (g) COH−H2O*, (h) COH−H2O−H2O*, (i) CH3OH−H2O−H2O*, and (j)
H* on Pt(111) under liquid H2O. Liquid water molecules are drawn as lines for visual
clarity. Gray = Pt, teal = C, red = O, and white = H.
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4.4.2 Calculated reaction energies
Calculated reaction energies are reported in Table 4.2 and plotted in Figure
4.3. They include contributions from the energy due to the breaking and forming
of chemical bonds (∆Evacrxn) as well as from the change in the water-adsorbate inter-
action (∆∆Eint). Reactions where the aqueous environment stabilizes the reactant
state more than the product state have a positive ∆∆Eint and are therefore less ther-
modynamically favorable than their vacuum-phase analogues. Reactions (4.1) (i.e.,
COH* + * −−→ CO* + H*), (4.2) (i.e., COH* + H2O −−→ COH−H2O*), (4.3) (i.e.,
COH−H2O* + * −−→ CO* + H* + H2O), (4.8) (i.e., CH3OH−H2O* + H2O −−→
CH3OH−H2O−H2O*), and (4.10) (i.e., H5O2 + * −−→ 2 H2O + H*) fall into this
category. Conversely, reactions where the water environment stabilizes the product
state more than the reactant state have a negative ∆∆Eint and are therefore more
thermodynamically favorable than their vacuum-phase analogs. Reactions (4.4) (i.e.,
COH−H2O* + H2O −−→ COH−H2O−H2O*), (4.5) (i.e., COH−H2O−H2O* −−→
CO* + H5O2), (4.6) (i.e., CH3OH* + * −−→ CH2OH* + H*), (4.7) (i.e., CH3OH* +
H2O −−→ CH3OH−H2O*), and (4.9) (i.e., CH3OH−H2O−H2O* −−→ CH2OH* +
H5O2) fall into this category. The magnitudes of ∆∆Eint are significant at > 0.25 eV
for reactions (4.1), (4.2), (4.5), (4.7), (4.8), (4.9), and (4.10), indicating significant
influence of the liquid H2O environment on the energies of these reactions. Further,
∆Evacrxn and ∆∆Eint directly counteract each other for reactions (4.1), (4.2), (4.3),
(4.5), (4.7), (4.8), (4.9), and (4.10). Of these, the sign on ∆Eaqrxn is opposite of that on
∆Eaqrxn for all but reaction (4.2), indicating the ability of the liquid H2O environment
to alter the energetic favorabilities of these reactions.
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No. Reactioni ∆Eaqrxn [eV] ∆E
aq
act [eV] Afor [s
−1]
4.1 COH* + * −−→ CO* + H* 0.10±0.08 1.68±0.18 6.25×1012
4.2a COH* + H2O −−→ COH−H2O*(d) −0.02±0.15 ii (1.43± 0.21)×1010
4.2b COH* + H2O −−→ COH−H2O* ” ii (4.04± 0.03)×1012
4.3 COH−H2O*(d) + * −−→ CO* + H* + H2O 0.12±0.13 −0.09±0.13 6.25×1012
4.4 COH−H2O* + H2O −−→ COH−H2O−H2O* −0.19±0.22 ii 6.25×1012
4.5 COH−H2O−H2O* −−→ CO* + H5O2 0.22±0.47 0.07±0.19 6.25×1012
4.6 CH3OH* + * −−→ CH2OH* + H* −0.67±0.21 0.34±0.23 6.25×1012
4.7a CH3OH* + H2O −−→ CH3OH−H2O*(d) −0.11±0.28 ii (3.00± 1.24)×108
4.7b CH3OH* + H2O −−→ CH3OH−H2O* ” ii (6.87± 0.70)×109
4.8 CH3OH−H2O* + H2O −−→ CH3OH−H2O−H2O* 0.33±0.36 ii 6.25×1012
4.9 CH3OH−H2O−H2O* −−→ CH2OH* + H5O2 −0.97±0.52 1.23±0.34 6.25×1012
4.10 H5O2 + * −−→ 2H2O + H* 0.09±0.46 0.07±0.49 6.25×1012
i (d) denotes the complex has a dangling hydrogen atom.
ii Did not calculate.
Figure 4.3. Calculated ∆Evacrxn (black bars), ∆∆Eint (gray bars), and ∆E
aq
rxn (white
bars) in units of eV.
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Figure 4.4. Calculated ∆Evacact (black bars), ∆∆Eint (gray bars), and ∆E
aq
act (white
bars) in units of eV.
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4.4.3 Transition states and activation energies
Calculated TS structures are shown in Figure 4.5, and activation barriers are
reported in Table 4.2 and plotted in Figure 4.4. For reactions (4.1), (4.5), (4.6),
and (4.10), the H2O environment has a similar influence on ∆E
aq
act via ∆∆Eint as for
∆Eaqrxn, whereas it has an opposite influence for reactions (4.2) and (4.9). ∆∆Eint for
reactions (4.1), (4.9), and (4.10) are positive, meaning that ∆Eaqact > ∆E
vac
act , while





The magnitudes of ∆∆Eint are significant at > 0.25 eV for reactions (4.1), (4.9), and
(4.10), indicating that the liquid H2O environment significantly influences the kinetics
of these reactions.
Two of the activation barriers plotted in Figure 4.4 are negative. ∆Eaqact for
reaction (4.3) is negative because ∆Evacact for this reaction is ∼ 0 and ∆∆Eint is ∼
−0.10 eV; however, the average value of ∆Eaqact is within the 95% confidence interval
on ∆∆Eint. For reaction (4.10), the TS complex was calculated to be lower in energy
than the reactants in vacuum phase, suggesting that in vacuum phase, this reaction
is not activated. In aqueous phase, ∆Eaqact for reaction (4.10) is positive (albeit small).
4.4.4 Pre-exponential factors
Calculated pre-exponential factors, A, are reported in Table 4.2. For reactions
where we assumed the pre-exponential factor is kBT/h, A = 10
12 s−1 at the simulated
temperature of 300 K. Reactions (4.2) and (4.7), i.e., where a liquid H2O molecule
forms a complex with a COH* or CH3OH* species, require the liquid H2O structure to
assume particular orientations. Since some orientations can promote co-catalyzed de-
hydrogenations, where the complexed H2O molecule abstracts a hydrogen from COH*
or CH3OH* and simultaneously deposits a second hydrogen on the Pt(111) surface,
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Figure 4.5. Representative TS structures for (a) reaction 4.1, (b) reaction 4.3, (c)
reaction 4.5, (d) reaction 4.6, (e) reaction 4.9, and (f) reaction 4.10. Water molecules
not involved in the TS complex are displayed as lines for visual clarity. Gray = Pt,
teal = C, red = O, and white = H.
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we report two frequency factors for each of the complexation reactions in Table 4.2,
one where the specific orientation could promote the co-catalyzed reaction (denoted
“a” in Table 4.2) and one that generally describes the frequency of complexation and
could promote co-catalyzed dehydrogenation or assisted dehyrogenation (denoted “b”
in Table 4.2).
As the COH* species is highly hydrophilic (i.e., having a ∆Eint of −0.70 eV),
H2O molecules frequently orient so as to complex with it; thus, the frequency of com-
plexation between COH* and liquid H2O is high, on the order of 10
12 s−1. The large
pre-exponential factor for this reaction suggests that H2O-mediated COH* dehydro-
genation to CO* is feasible. As orientations that could promote the co-catalyzed
pathway require that the complexed H2O molecule have a dangling hydrogen atom,
which is a specific case, the frequency of forming these complexes is smaller, on the
order of 1010 s−1. According to Table 4.2, ∼0.4% of the COH−H2O* complexes that
form could promote H2O-co-catalyzed dehydrogenation.
CH3OH* also interacts strongly with H2O, with ∆Eint = −0.48 eV. However,
this strong interaction energy is due to H2O interactions with CH3OH*’s −OH group,
whereas in this manuscript, we are interested in the chemistry that occurs at the −CH
group. The −CH group interacts significantly less favorably with H2O, evidenced by
the remarkably small pre-exponential factor for forming CH3OH−H2O* complexes at
the −CH group, which is on the order of 109 s−1. The special case that could promote
H2O-co-catalyzed CH3OH* dehydrogenation to CH2OH* is even smaller, representing
only ∼4% of the total complexes that form at CH3OH*’s −CH group. Given that
these pre-exponential factors are several orders of magnitude smaller than their non-




Taking the results from Sections 4.4.2, 4.4.3, and 4.4.4 together, the liquid
H2O environment inhibits the direct dehydrogenation of COH* (reaction (4.1), i.e.,
COH* + * −−→ CO* + H*). There are thermodynamic and kinetic penalties as-
sociated with breaking the O−H bond, since this results in a significantly weaker
interaction with H2O. In fact, ∆E
aq
act for this reaction is prohibitively high in liquid
H2O. In contrast, ∆E
aq
act for H2O-mediated COH* dehydrogenation are all < 0.25 eV.
Further, the pre-exponential factor for H2O-mediated COH* dehydrogenation is com-
petitive to that for the direct dehydrogenation reaction. Thus, COH* dehydrogena-
tion to CO* in liquid H2O likely occurs through a H2O-mediated pathway. The
liquid H2O environment thus has a significant influence on the pathway for COH*
dehydrogenation. In contrast, the liquid H2O environment has a minor influence
on the pathway for dehydrogenation of CH3OH* to CH2OH* (reaction (4.6) i.e.,
CH3OH* + * −−→ CH2OH* + H*). ∆E
aq
act for this reaction is significantly smaller at
0.34 eV than that for H2O-mediated CH3OH* dehydrogenation at 1.23 eV. Further,
the frequencies of forming complexes that could lead to the H2O-mediated CH3OH*
dehydrogenation to CH2OH* are significantly smaller at 10
9 s−1 than those for the
direct dehydrogenation reaction at 1012 s−1. Hence, CH3OH* dehydrogenation to
CH2OH* likely occurs through the direct pathway. These results are in agreement
with isotopic labeling studies that have shown that water plays a role in catalytic
O−H cleavage reactions but not C−H cleavage reactions [47].
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4.6 Conclusions
In this work, we used multiscale sampling to calculate reaction energies, ac-
tivation energies, and pre-exponential factors for direct and H2O-mediated dehydro-
genation of COH* to CO* and CH3OH* to CH2OH*. We find that O−H cleavage
is thermodynamically and kinetically inhibited in the aqueous phase compared to in
vacuum. In fact, the direct dehydrogenation reaction becomes kinetically implausible,
having an activation barrier of 1.7 eV. As the −OH group interacts favorably with
H2O, the O—H cleavage reaction can occur via a H2O-mediated pathway. We find
that the activation barrier for COH* dehydrogenation to CO* is < 0.25 eV and that
the pre-exponential term is high, on the order of 1012 s−1. COH* dehydrogenation
to CO* thus likely proceeds via a H2O-mediated pathway. The liquid H2O environ-
ment thus has a strong influence on COH* dehydrogenation to CO*, inhibiting the
energetics of the direct pathway so significantly that the reaction proceeds via a H2O-
mediated route. In contrast, H2O influences on C−H cleavage are much more minor.
The H2O-mediated pathway for this reaction is not competitive, having an activa-
tion barrier > 1.0 eV and a pre-exponential factor that is three orders of magnitude
smaller than the direct pathway. The H2O environment thus does not directly par-
ticipate in CH3OH* dehydrogenation to CH2OH* and instead only serves to provide
energetic alterations. In this case, the H2O environment improves both the reaction
energy and the activation energy of the direct CH3OH* to CH2OH* reaction.
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The work in this dissertation was engendered by the need for an efficient
and accurate computational method to calculate catalytically-relevent energies under
“realistic” aqueous-phase conditions. This led to the development of a computa-
tional method referred to as the combined FFMD-DFT model, which utilizes FFMD
simulations to generate liquid water configurations over a surface-bound reaction in-
termediate or transition state structure and DFT simulations to calculate accurate
quantum energies of the structure required to quantify bond breaking and forming
events associated with catalyzed reactions.
5.1 Conclusions
In Chapter 2, the component simulations and calculations of the FFMD-DFT
model were described. The FFMD-DFT takes advantage of the ability of FFMD to
efficiently generate thousands or even millions of liquid water structures around an
adsorbed reaction intermediate or transition state structure. The DFT portion of the
model is used for a variety of purposes: optimization the structure of the reaction
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intermediate or transition state prior to solvating, performing searches for transition
state structures from known reaction intermediate endpoints, and calculation of vi-
brational modes to verify the presence of a transition state structure. The relevant
simulations and associated computational details are described in this Chapter.
In Chapter 3, it was shown that liquid-phase water molecules reorient to form
hydrogen bonds with nearby surface-bound adsorbates, as opposed to ice structures,
where water molecules maintain the crystal-lattice structure. Water molecules hydro-
gen bond more strongly with larger, more polar adsorbates, as demonstrated by the
increasing magnitude of the interaction energy from ∼0 eV (−0.01±0.09 eV) for CO*,
to −0.43±0.07 eV for CH2OH*, to −1.18±0.21 eV for C3H7O3*. Representative wa-
ter geometries from our MD simulations show that 1.3± 0.5 water molecules interact
with CO*, while 1.8±0.3 water molecules interact with CH2OH*, and 4.0±0.7 water
molecules interact with C3H7O3. Hence, aqueous-phase decomposition of hydrophilic
adsorbates like CH2OH* and C3H7O3* to a hydrophobic one like CO* results in sig-
nificant “shedding” of hydrogen-bonded H2O molecules from the adsorbate phase,
which gives rise to a change in free energy. Identifying the various contributions to
the free energies of catalytic reactions in liquid environments and quantifying their
effects is one of the prominent challenges in computational catalysis research, and
simulations were used to show that entropic contributions to free energy calculations
are likely significant. Subsequently, free energy calculations performed by Zhang et al.
using the FFMD-DFT method developed in this work match well with free energies
calculated using implicit solvation methods, demonstrating the ability of this method
to properly generate and sample configurations of liquid H2O molecules [1].
In Chapter 4, multiscale sampling was used to calculate reaction energies,
activation energies, and pre-exponential factors for direct and H2O-mediated dehy-
drogenation of COH* to CO* and CH3OH* to CH2OH*. It was found that O−H
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cleavage is thermodynamically and kinetically inhibited in the aqueous phase com-
pared to in vacuum. In fact, the direct dehydrogenation reaction becomes kinetically
implausible, having an activation barrier of 1.7 eV. As the −OH group interacts favor-
ably with H2O, the O−H cleavage reaction can occur via a H2O-mediated pathway. It
was found that the activation barrier for COH* dehydrogenation to CO* is < 0.25 eV
and that the pre-exponential term is high, on the order of 1012 s−1. COH* dehydro-
genation to CO* thus likely proceeds via a H2O-mediated pathway. The liquid H2O
environment thus has a strong influence on COH* dehydrogenation to CO*, inhibit-
ing the energetics of the direct pathway so significantly that the reaction proceeds
via a H2O-mediated route. In contrast, H2O influences on C−H cleavage are much
more minor. The H2O-mediated pathway for this reaction is not competitive, having
an activation barrier > 1.0 eV and a pre-exponential factor that is three orders of
magnitude smaller than the direct pathway. The H2O environment thus does not
directly participate in CH3OH* dehydrogenation to CH2OH* and instead only serves
to provide energetic alterations. In this case, the H2O environment improves both the
reaction energy and the activation energy of the direct CH3OH* to CH2OH* reaction.
Overall, we show that configurational disorder due to thermal motion in liq-
uid water near the solid–liquid interface plays a significant influence the catalytic
chemistry of Pt(111)-catalyzed O−H and C−H cleavage reactions under an aqueous
reaction environment. The FFMD-DFT method developed in this work can be used
to generate configurations of liquid water molecules around catalytic species and en-
able elucidation of the energetic effects of the solvation environment on the catalytic
species as well as the configurational and energetic effects of the solvation environ-
ment on the reaction kinetics and pathways. Free energies calculated using this
method have been shown to match well with those calculated from implicit solvation
methods in DFT. The insight generated from this work will allow a more detailed
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understanding of the ways that liquid water can affect surface-catalyzed reactions.
The aqueous-phase reaction energies, activation barriers, and pre-exponential factors
calculated using this method can be used to develop microkinetic models that will
enable catalyst design studies towards the development of alternative catalysts for
aqueous-phase, heterogeneous catalysis applications.
5.2 Recommendations
While the FFMD-DFT method presented in this dissertation enables the cal-
culation of catalytically important quantities under “realistic” liquid water configu-
rations, there is still much room for improvement to provide a fuller picture of the
thermodynamics and kinetics of heterogeneously-catalyzed reactions under aqueous-
phase reaction conditions.
5.2.1 Explore Different Catalyst Surfaces
One of the primary limitations in this work was the use of only one catalyst
surface. Catalytic reactions behave differently on different catalyst materials and
even on different crystal planes, defect sites, or adsorption sites of a catalyst mate-
rial. While work has been done to show these effects, it would be interesting to apply
the FFMD-DFT method developed here to determine the influence of realistic liquid
water configurations on these calculations. This is especially true for O-terminated
oxide surfaces or surfaces with hydroxyl groups that extend into the fluid phase which
can hydrogen-bond with liquid water molecules to create different types of sites which
may have different catalytic properties. This could quickly become a combinatorics
problem with a large number of reactions and a large number of catalyst sites and ma-
terials, which enforces the need to perform these calculations as efficiently as possible
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while still capturing important effects.
Additionally, the FFMD-DFT method could be applied to electrocatalysis and
photocatalysis calculations. Electrocatalysis is widely used, especially in fuel cells.
Electrically-charged surfaces have been shown to influence the orientation of water
near the surface, which could affect the way that water influences or participates
in surface-catalyzed reactions. Development of new catalyst materials for fuel cell
electrodes could lead to an increase in reaction rate and therefore an increase in
power output in these systems. Similary, photocatalysis processes could be influenced
by the aqueous environment limiting the light that can reach the catalyst surface
or by changing process conditions such as temperature or pressure. Photocatalytic
processes have been used for water remediation purposes and an increase reaction
rate could decrease the amount of catalyst needed or increase the amount of water
that could be treated.
5.2.2 Combining Results from FFMD-DFT with Microki-
netic Modeling
Microkinetic modeling using alternative solvation methods, including several
works from Heyden’s group using their iSMS and eSMS methods, have been pub-
lished [2, 3]. However, the FFMD-DFT method developed in this work could be
used to calculate the necessary kinetics parameters to build a microkinetic model for
reaction systems related to any of the applications described in Chapter 1. From
these microkinetic models, volcano plots can be constructed to direct catalyst design
studies [4, 5].
Additionally, methods to quantify and reduce uncertainty in these simulations
have been developed using a variety of approaches. Walker et al. used uncertainty
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quantification techniques and a data set from four DFT functionals to determine
the dominant catalytic cycle of the water–gas shift reaction [6]. Wellendorff et al.
developed the Bayesian Error Estimation Functional with dispersion incorporated
(BEEF-vdW) to reduce the uncertainty in modern exchange-correlation functionals
by using a machine learning approach to allow for a flexible exchange-correlation
model space [7]. These approaches could be adapted to incorporate variability due
to thermal fluctuations to calculate the uncertainties of the catalytic energies and
therefore the microkinetic model solutions for catalyst design studies.
Liquid collision theory is a relatively new advancement for calculating the
sticking coefficients and frequency factors of adsorption reactions under aqueous-
phase conditions [8]. This work is currently being expanded in the Getman group to
model CH3OH adsorption onto a Pt(111) surface, which could be used to calculate the
pre-exponential factors of adsorption reactions in under liquid reaction environments.
These values are needed for microkinetic modeling of reactions involving methanol
and water feed streams such as in DMFCs.
5.2.3 Improving Computational Efficiency
Possible ways to decrease the computational expense of these calculations
could include increasing computational power to handle quantum simulations, re-
ducing the number of DFT simulations required, combining classical and quantum
methods, or advancing the capabilities of FFMD including reactive force fields.
Linear scaling relationships (LSR), where the energy of the final or product
state is linearly correlated to the energy of the initial or reactant state, and transition
state scaling (TSS) relationships, where the energy of the transition state is lin-
early correlated to the energy of the final state (or, similarly, Brønsted-Evans-Polanyi
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(BEP) relationships, where ∆Eact is linearly correlated to the ∆Erxn) can possibly be
used to further expedite the calculation of reaction energies and activation barriers.
LSRs, TSSs, and BEP relationships have been shown to apply to heterogeneously-
catalyzed reactions in the gas phase. Recent work from the Xie et al. have shown
that LSRs and TSSs can apply to O−H and C−H cleavage reactions in Aqueous
Phase Reforming (APR) of glycerol [9, 10]. However, this work was limited to one
catalyst surface, and can therefore be expanded by studying a variety of reactions on
a multitude of catalyst surfaces.
Density-Functional Tight-Binding (DFTB) simulations have a computational
speed between those of DFT and FFMD simualtions, and could be used to decrease
the computational expense [11–13]. These calculations can also implement a self-
consistent charge (SCC) corrections to account for charge transfer due to interactomic
interactions [13, 14].
Alternatively, hybrid quantum/classical approaches, such as the QM/MM ap-
proach recently implemented by Faheem and Heyden which models the region of
interest with quantum mechanics and atoms further away with molecular mechanics,
could decrease the computational expense [3].
The FFMD-DFT approach itself could be streamlined through scripting and
workflow improvements. Currently, a lot of human time is spent on file creation and
conversions, atom position manipulations, and analysis of simulations that could be
automated. For example, a script could be written to automate the input file creation,
submission, and analysis for all of the simulations required to calculate ∆Eint for a
catalytic species. The Atomic Simulation Environment (ASE) package for the Python
programming language provides tools that be useful for this task; more information
about ASE is provided in Appendix B. Another improvement could be to use the
CP2K software package [15], as it has the capability to run both DFT and FFMD
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simulations and therefore one input file could be used to run all of the simulations
necessary for each catalytic species. Work to improve the automation and workflow
in this method is currently underway in the Getman group.
5.2.4 Improving Parameters used in Force Field Molecular
Dynamics
Non-polarizable FFMD methods typically use atomic charges that are defined
for an isolated molecules. However, it is likely that adsorption to a surface can cause
the electron density, and therefore the partial atomic charges, to shift. Therefore,
charge partitioning methods such as the DDEC charges could be used to calculate
the partial charges on the atoms of an adsorbate molecule [16–21]. This could allow
FFMD simulations to more accurately represent the electrostatic interactions between
an adsorbed catalytic species and the surrounding liquid water molecules.
GAL17 is a force field that was developed to study water adsorption on a
Pt(111) surface, which allows FFMD simulations to generate configurations of water
molecules at the solid–liquid interface [22]. This force field is currently being adapted
for CH3OH on Pt(111) in the Getman group. This would enable more the generation
of more realistic configurations of the adsorbed CH3OH* as it undergoes thermal
fluctuations. The two force fields could be combined to generate configurations of
liquid water surrounding the adsorbed CH3OH*, as CH3OH* would be able to relax
under the thermal fluctuactions of the liquid water environment. This could give a
better representation of hydrogen-bonding near the solid–liquid interface and provide
better insight into the catalytic chemistry and the calculation of pre-exponential
factors.
Additionally, machine learning techniques are also being using to generate force
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fields in a way that is not restricted to standard functional forms of traditional force
fields, which could allow for better descriptions of interactions in these systems [23].
However, machine learning requires a large training dataset, so the development of
these force fields is still an endeavor.
Finally, reactive force fields [24–26] could be expanded or developed for calcu-
lations of adsorbates on catalyst surfaces. The MS-EVB [25] and HYDYN [26] force
fields are two examples of specific reactive force fields that have been developed to
study hydrogen transfer reactions in water (known as Grotthuss diffusion) through
FFMD simulations rather than AIMD simulations. These force fields could poten-
tially be expanded or used as a basis for a force field that allows for hydrogen transfer
reactions from hydrocarbon molecules.
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Appendix A Anaconda and Conda Environments
on Palmetto
Procedures in this Appendix are adapted from the Palmetto Cluster User’s
Guide1 and from the Conda website.2
The Anaconda distribution is a collection of packages for the Python and R
programming languages. Anaconda was compiled with scientific programming and
data science in mind. Many of the Python scripts I wrote throughout graduate school
were written using the packages and modules available within Anaconda. Thankfully,
Anaconda is available as a module on the Palmetto Cluster and it is also freely
available for download from https://www.anaconda.com/. To load the Anaconda
module on the Palmetto Cluster, you can use the following procedure assuming that
you’re logged into the cluster:
1. Type module avail and press Enter. This will display all of the modules
available on the Palmetto Cluster. Locate the anaconda/[version number]
and anaconda3/[version number] modules and select the one that will suit
your needs, which is likely the newest version of anaconda3. The anaconda
modules will use Python 2.7 by default and the anaconda3 will use Python 3.6
by default, but you can create Conda modules (described below) with either
Python 2.X or 3.X from either module.
2. Type module add anaconda3/[version number] and press Enter. This will
load the Anaconda module.




Anaconda module that you loaded should be displayed. You can also verify
the Python version by typing python --version and the path to the python
executable by typing which python.
4. Type module remove [module name] to remove an individual module or module
purge to remove all loaded modules.
You can run python scripts by typing python /path/to/script.py or enter
the iPython terminal by typing python. Import packages or modules in Python by
typing import [module name] or from [package name] import [module name].
Note that software available on the Palmetto Cluster is referred to as a module and
that Python code that you load into your Python script or environment is also re-
ferred to as modules, which can get confusing when discussing this procedure. Doing
this procedure enables you to load Python packages and modules that are included
in the Anaconda distribution. A complete list of these packages can be found at
https://docs.anaconda.com/anaconda/packages/pkg-docs/.
In my opinion, the real benefit using Anaconda is the ability to create Conda
environments. Conda is the package manager that comes with Anaconda, similar to
apt, apt-get, rpm, yum, or dpkg in the various Linux flavors; gem in Ruby; or pip
in Python. Conda also allows you to create virtual environments, or self-contained
mini-installations of Python with only the packages necessary for you project in the
correct version. This is useful for keeping software that requires specific versions of
various dependencies isolated and working.
To create a Conda environment, you can use the following procedure, assuming




conda create --name [environment name] [list of packages to include]
and press Enter. Choose something descriptive for your environment name.
Conda will work for a short period to determine all the necessary dependencies
to include with the packages that you requested. When it asks you whether to
proceed, type yes and hit Enter or just hit Enter to proceed.
2. Type source activate [environment name] to activate and enter your envi-
ronment.
3. You can add packages to the environment after creating it by typing conda
install [package name] from within the environment or conda install
--name [environment name] [package name] from outside of the environ-
ment. You can also use pip within an environment if you’ve already loaded it
into that environment.
4. Type source deactivate to deactivate and exit your environment
Once you have created a Conda environment, you can clone it by typing conda
create --name [environment name] --clone [clone environment name]. You
can also create a text file containing a list of all the packages within your Conda envi-
ronment by typing conda list --explicit > spec-file.text where spec-file.txt
is the file that contains the package list. You can then use the file to create a du-
plicate environment by typing conda create --name [environment name] --file
spec-file.txt. This would be useful if, say, you wanted to take your environment
that you created on the Palmetto Cluster and clone it onto your personal computer.
I highly recommend adding the module load anaconda/[version number]
and source activate [environment name] commands to your .bashrc or
.bash profile file so they occur every time you log into the Palmetto Cluster and
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your Python environment is ready and waiting.
Conda has many other convenient features when it comes to performing scien-
tific computing and data science using Python (and also R), so I highly recommend
becoming familiar with these features and incorporating them into your programming
paradigm. More details can be found on the Conda website. Loading Anaconda and
creating a Conda environment is especially useful for programming with Jupyter Note-
books and JupyterHub,3 and also with installing and using the Atomic Simulation




Appendix B Using the Atomic Simulation Envi-
ronment on Palmetto
The procedure in this Appendix is adapted from the installation procedure found
on the website for the Atomic Simulation Environment.5
The Atomic Simulation Environment (ASE) is a useful package for setting
up and running atomistic simulations. ASE has functionality to convert file types
between various atomistic simulation software programs including, relevantly to this
dissertation, both VASP and LAMMPS. Many of the scripts that I and other group
members wrote during my time in graduate school take advantage of ASE, but, to
be honest, the level at which we did so doesn’t even begin to scratch the surface of
ASE’s functionality. It has many features including databases for storing simulation
inputs and outputs; a GUI for viewing and editing geometry files and even setting up
certain calculations; and functions for building, editing, and manipulating geometry
files and simulation setup files. As a reference for how ASE’s capabilities can be better
attributed to scientific research and publication, I direct the author to the work by
Mehta, et al., especially the Supporting Information [1].
In order to install ASE for use on the Palmetto Cluster, I highly recommend
loading the Anaconda module and creating a Conda environment as described in
Appendix A. Because ASE requires specific packages, I will quickly reiterate how
to load Anaconda and create a Conda environment on the Palmetto Cluster. The
current version of Anaconda as of this writing is 5.1.0, so the example will use the
module anaconda3/5.1.0, but you should use the newest version available to you. I
also suggest naming your Conda environment something like, for example, ase-py36
if you use Python 3.6. This is descriptive and can help you differentiate in the case
5https://wiki.fysik.dtu.dk/ase/install.html
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that you require legacy packages that use Python 2.7, in which case you could name
your environment ase-py27. As of this writing, the newest version of Python that
ASE explicitly supports is 3.6.
1. Load the Anaconda module by typing module add anaconda3/5.1.0 and press-
ing Enter.
2. Create a Conda environment with the dependencies for ASE which include
NumPy, SciPy, and Matplotlib by typing conda create --name ase-py36
python=3.6 numpy scipy matplotlib pip. Pip is necessary to obtain ASE.
Flask can be included if web-based database functionality is desired.
3. Activate the environment by typing source activate ase-py36.
4. Install the ASE package into your ase-py36 environment by typing pip install
--upgrade ase. Note that this differs from the instructions on the ASE website
by omitting the --user argument. Including the --user argument will install
ASE into your home directory, which we do not want; rather, we want to install
it into the Conda environment.




6. Test your ASE installation by typing ase test. Some of the individual tests
may fail, but as long as the test passes overall, it installed correctly. You can
also test by opening an iPython console and typing import ase and pressing
Enter; if the package loads with no errors, it is installed correctly.
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Appendix C Running Calculations on Palmetto
This Appendix contains details for running both VASP and LAMMPS simula-
tions on the Palmetto Cluster at Clemson University. It is intended to be a practical
documentation for how to run calculations on the Palmetto cluster, so some theo-
retical details have been omitted. Example files for all simulations presented in this
Appendix are available in the Dissertations/Bodenschatz2019 repository on the
Getman Research Group GitHub page.6 Please note that the example submission
scripts are valid on the cluster as of the publication of this dissertation, but the
necessary commands, modules, and paths are subject to change as the Clemson Uni-
versity Cyberinfrastructure Technology Integration7 (CITI) group of Clemson Com-
puting and Information Technology8 (CCIT) upgrades the cluster over time. All of
the example files provided on GitHub are from simulations for a COH* adsorbed on
a Pt(111) surface with liquid water molecules.
If you are a member of the Getman Research Group and running simulation
jobs on the Palmetto cluster, all jobs can be submitted from and run directly from
the curium filespace. If you submit a job from your /home/$USER directory, you
must copy all the necessary job files to either the shared scratch filespace or the
localscratch directories on the specific compute node your $PBS job is assigned to
and then copied back to your home directory after the job finishes. These file transfers
can be done in your submission script. However, if your job does not finish in the
allocated walltime your files will not be copied back to your submission directory, so
you will have to do that manually.






Getman and are available in the group curium directory. Many relating to CI-NEB
and dimer method calculations were obtained from the website of the Henkelman
group at the University of Texas at Austin as part of their VASP Transition State
Theory package, which includes both source code files that must be compiled into
VASP and scripts for setup and analysis.9
C.1 Running a VASP Calculation on Palmetto
Various types of simulations are possible in VASP, including but not limited
to geometry optimizations, single point energy calculations, ab initio molecular dy-
namics simulations, climbing image-nudged elastic band calculations, dimer method
calculations, and vibrational mode calculations. To run any of these calculations,
VASP requires five input files: the INCAR file, the KPOINTS file, the POSCAR file,
the POTCAR file, and a PBS submission script. All of these input files must be
contained in the main job directory. Unlike other programs where the file can have a
descriptive name and the relevant file extension, VASP input files must only be named
as their filetype in all capital letters (i.e., the files must be named INCAR, KPOINTS,
POSCAR, and POTCAR). Input files for each of the respective types of simulations
are included in the following sections since they vary slightly depending on the sim-
ulation type. CI-NEB calculations and dimer method calculations require additional
files that are described in Sections C.2.1 and C.2.2, respectively and also require that
VASP was compiled with the VTST codes from the Henkelman group website. These
example files are not intended to be comprehensive of all the capabilities of VASP;
the reader is directed to the VASP website for more information.10




vectors for sampling the first Brillouin zone. The number of subdivisions in a given
direction is generally inversely related to the length of the cell vector in that direction.
Additionally, the number of k-points should be set to 1 in the direction perpendicular
to a surface slab.
An example POSCAR for a COH* adsorbed on Pt(111) with 24 water molecules
is available on GitHub. More details about the format of the POSCAR file can be
found on the VASP website, but briefly:
• Line 1 is a comment line. CI-NEB calculations require this line to include the
elements included in the POSCAR file (see Line 6), so I just make all of my
POSCAR files this way.
• Lines 2-5 define the cell vectors of the supercell.
• Line 6 defines the elements present in the supercell. The order of this list
corresponds to the order of the elements in the POTCAR file and any element-
specific parameters in the INCAR file. The order also corresponds to the list of
atom coordinates later in the POSCAR file.
• Line 7 defines the number of atoms of each element listed in line 6. In this
example, the first 27 lines define the positions of the Pt atoms, the next line
defines the C atom, the next 25 lines define the O atoms, and the last 49 lines
define the H atoms.
• Line 8 turns on “Selective Dynamics”. This causes VASP to read the “T” and
“F” flags for each atom and allow atoms to relax in the directions indicated by
the “T” flags and remain fixed in the directions indicated by the “F” flags. If
the “Selective Dynamics” line is not included in the POSCAR file, all of the
atoms are allowed to relax in all three directions.
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• Line 9 specifies that the atomic coordinates are defined in “direct” or “frac-
tional” coordinates, i.e. as fractions of the cell vectors. Atom positions can
also be defined by their Cartesian coordinates, in which case line 9 would read
“Cartesian”.
• Lines 10 through 111 define the coordinates of the atoms in the directions of the
cell vectors and the corresponding “Selective Dynamics” flags in the directions
of the cell vectors. Note that for vibrational mode calculations, the “Selective
Dynamics” flags determine whether an atom is displaced in the Cartesian x,
y, and z directions regardless of whether the atomic coordinates are defined in
direct or Cartesian coordinates.
• Although they are neglected from this example, another section following the
atomic positions could be included to define the velocity vectors for each atom
in the directions of the cell vectors for an AIMD simulation. If the velocities are
defined in the POSCAR file, a blank line should be present between the atomic
positions and the velocities.
The POTCAR file contains information about the pseudopotential for each
element present in the POSCAR file. Individual POTCAR files for each element are
included with the VASP source code. For a given simulation, the POTCAR files
for each element must be concatenated in the same order as the elements list in
the POSCAR file and the list of parameters corresponding to those elements in the
INCAR file. In the case of this example, the individaul POTCAR files for Pt, C, O,
and H must be concatenated into one combined POTCAR file in that order.
Example INCAR files are provided on GitHub for various types of VASP sim-
ulations, and parameters of practical importance are described below. These parame-
ters are set by “flags” in the INCAR file. Any line that contains multiple parameters
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(i.e., ROPT, VDW C6, VDW R0, RWIGS) has a value corresponding to each element
listed in the POSCAR and POTCAR files. For example, if a simulation contains Pt,
C, O, and H atoms in that order, then the first value will correspond to Pt, the second
to C, the third to O, and the fourth to H. All of the example INCAR files contain
the parameters for Pt, C, O, and H atoms in that order.
All of the provided INCAR files utilize an energy cutoff of 400 eV (ENCUT
= 400), an electronic energy convergence tolerance of 1 × 10−5 (EDIFF = 1e-5), a
minimum of 8 electronic iterations per ionic iteration (NELMDL = -8), and a maximum
of 100 electronic iteration steps per ionic iteration step (NELM = 100). Gaussian
smearing (ISMEAR = 0) with a smearing width coefficient, σ, of 0.2 (SIGMA = 0.2).
The algorithm for calculating the electronic energies can be set by the ALGO flag,
although I generally leave this as ALGO = Fast as this tends to be fairly robust. The
precision flags of the electronic energy calculation can be set with the PREC flag,
which automatically sets several underlying flags. I generally leave this as PREC =
Accurate.
Dispersion corrections using Grimme’s D2 method must be turned on (LVDW =
.TRUE.) and the corresponding coefficients must be set for each element type present
(VDW C6 and VDW R0).
Implicit solvation using the VASPSol model can be turned on for any type of
simulation (LSOL = .TRUE.). It is recommended to converge a simulation without
implicit solvation first and then reconverge with implicit solvation turned on because
it adds a significant computational expense otherwise.
Instructions to VASP for parallelization are dependent on the specific com-
puter hardware used, and are set using a variety of flags (some examples include
NCORE, NPAR, KPAR, LPLANE, and NSIM). More information about which flags should
be chosen and how they should be set can be found in the VASP manual. Note
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that parallelization flags should not be set for CI-NEB and vibrational mode analysis
calculations because VASP parallelizes these calculations by splitting the individ-
ual geometry configurations across the available hardware rather than splitting the
electronic structure calculation across the available hardware.
C.1.1 Geometry Optimizations and Single Point Energy calculations
The INCAR for a geometry optimization contains all the information to min-
imize the electronic energy of the chemical structure of the system specified in the
POSCAR file by allowing the positions of the atomic nucleii to relax. The algorithm
for this relaxation is set by the IBRION flag, and whether the stress tensor is cal-
culated is set by the ISIF flag. For a geometry optimization, I generally use the
conjugate-gradient algorithm (IBRION = 1) and require calculation of the forces and
stress tensor and allow the atom positions to relax but keep the shape of the cell fixed
(ISIF = 2). The number of relaxation steps (NSW = 100), the sclaing coefficient for
a relaxation step (POTIM = 0.35), and the convergence tolerance of the atomic relax-
ation (EDIFFG = -0.03) can all be specified. The convergence criteria specified by
the EDIFFG flag can be based on the absolute electronic energy if the given value is
positive or on the maximum force on each atom in the cell if the given value is neg-
ative. The examples given use a force-based criteria that the maximum force on any
given atom must be below 0.03 eV/Å for the calculation to be considered converged.
The most important output files generated for a geometry optimization are
the CONTCAR file, which contains the converged atomic positions and is in the same
format as the POSCAR file, the OUTCAR file, which contains all the energy data from the
geometry optimization, and the XDATCAR, which contains the atomic positions for
each geometric iteration through the optimization and can be visualized as a movie
of the optimization.
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Other optimization algorithms are available, some of which are already built
in to the VASP code and some of which are available from the Henkelman group’s
website and must be compiled into the VASP code.
If a single point energy calculation is desired, simply set the NSW parameter to
0.
C.2 Ab Initio Molecular Dynamics
AIMD calculations are performed by setting IBRION = 0 and ISIF = 0. The
timestep in fs for the integration of Newton’s equations of motion can be set using
the POTIM flag. Note that here, POTIM provides a different meaning (the timestep)
than for a geometry optimization (a scaling factor for the optimization step size).
The beginning temperature (TEBEG) and the final temperature (TEEND) of the sim-
ulation can be specified. An AIMD calculation is performed in the NV T ensemble
using a Nosé-Hoover thermostat by setting SMASS = 0. Since these calculations are
computationally expensive, parameters are set to speed them up as much as possible.
This is done by selecting ALGO = VeryFast, sampling only the Γ-point (i.e., setting
the k-points to 1× 1× 1 in the KPOINTS file), and using the VASP Γ-point-specific
executable.
The XDATCAR file generated by an AIMD simulation contains the trajectory of
the atomic positions over the course of the simulation.
C.2.1 Climbing Image-Nudged Elastic Band
CI-NEB simulations are performed similarly to geometry optimizations with
a few key differences. Most importantly, a POSCAR file for every image must be
provided in a subdirectory within the main job directory. For example, if a CI-NEB
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has an initial image, five internal images, and a final image for a total of seven images,
subdirectories must be created for each image and named 00 through 06. The initial
image must be converged using a geometry optimization as described above, the
CONTCAR and OUTCAR files must be copied to the 00 subdirectory, and the CONTCAR
file must be renamed to POSCAR. The same process must also be followed for the final
image, the resulting files from which should be placed in the 06 subdirectory. The
posinterp.pl script from the Henkelman group website can then be used to linearly
interpolate between the converged initial and final images to generate the internal
image POSCAR files. The comment lines at the top of the initial image and final image
POSCAR files must list the elements present in the file in the same order as in line 6
of the file for the posinterp.pl script to work correctly. Note that since this script
performs a simple linear interpolation, these resulting POSCAR files should be checked
to ensure that no unphysical atom positions were generated (i.e., atoms overlapping)
and corrected if necessary. Alternatively, the ASE package described in Appendix B
contains an idpp interpolate function that does a better job of producing POSCAR
files without overlapping atoms; I highly recommend this approach. The resulting
POSCAR files should be placed in their respective subdirectory (01 through 05) and
renamed to POSCAR only. No OUTCAR files are necessary for the internal images.
Only one copy of each of the INCAR, KPOINTS, and POTCAR files, along
with the PBS submission script, should be placed in the main CI-NEB job directory,
not in the image subdirectories. The INCAR file must specify the number of internal
images (IMAGES = 5) and turn on the CI-NEB calculation (LCLIMB = .TRUE.). It is
useful to request one node per internal image for a CI-NEB calculation, i.e. five nodes
would be requested in the PBS submission script for a CI-NEB calculation with five
internal images, but these calculations can also split the job across one node if that
is all that is requested.
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The CI-NEB calculation can be analyzed using the nebresults.pl script from
the Henkelman group. This script plots the relative energies of each image of the CI-
NEB calculation to show the potential energy surface in the direction of the reaction
coordinate.
C.2.2 Dimer Method
Dimer calculations are also similar to geometry optimizations, except rather
than attempting to find a local energy minimum, they attempt to find a first-order
saddle point. An additional file called the MODECAR file, which indicates the atomic
displacements in the direction of the saddle point. The MODECAR file can be generated
using the modemake.pl script from the Henkelman group website, which calculates
the direction of displacement between two POSCAR or CONTCAR files that are in the
direction of the saddle point. A good option is to use the two CONTCAR files from
either side of the calculated energy maximum from a converged CI-NEB simulation.
The dimer method is turned on by setting ICHAIN = 2. Dimer calculations are very
sensitive and tend to converge more quickly if the electronic iterations are converged
to a stricter tolerance (EDIFF = 1e-7 or even EDIFF = 1e-8 generally work well).
Dimer method calculations can be monitored during the run by checking the DIMCAR
file for the reported forces, curvature, and angle. The job is typically progressing
toward convergence if the forces are consistently decreasing, if the curvature remains
negative, and if the angle decreases and remains low.
C.2.3 Vibrational Mode Analysis
Vibrational mode analysis calculations displace each atom by a specified amount
to calculate the finite difference approximation of the Hessian matrix (the matrix of
second derivatives of the energy with respect to the atomic positions). VASP cal-
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culates the vibrational frequencies from the Hessian matrix internally. Vibrational
mode analysis is turned on in VASP by setting IBRION = 5. Selective dynamics can
be used in this mode, which is highly recommended as calculating the energy of the
displacements for every atom in a supercell can become computationally expensive.
The displacement distance can be set using the POTIM flag, but the default is usually
sufficient (POTIM = 0.015). The other important flag is NFREE, which sets the finite
difference method to use. The centered-difference approximation is set using NFREE
= 2. Similar to dimer method simulations, sometimes it is useful to decrease the
electronic iteration tolerance by setting EDIFF = 1e-8.
Vibrational mode analysis calculations can be analyzed by running the
viewvibs script, which creates a summary file of all the vibrational modes and cre-
ates POSCAR and XDATCAR files for each vibrational mode that can be loaded into a
visualization software.
C.2.4 Submission Script
The VASP submission script provided on the GitHub page (subvasp.sh) is a
BASH shell script with PBS job routing commands at the top, which are indicated by
#PBS at the beginning of the line. More details about setting up a job submission script
can be found on the Clemson CITI website. The #PBS -l line must be edited to reflect
the computing hardware and the allotted walltime desired for the calculation. Getman
Research Group members have access to the general work queue (#PBS -q workq)
that anyone on the Palmetto cluster can access, and also the “curium” queue (#PBS
-q curium) which is a priority access queue. The curium queue is more restricted
in the number of jobs that can run simultaneously than the workq but also has
an increased maximum walltime, so I recommend running jobs on the workq unless
they have special requirements such as an extended walltime or if they are time-
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sensitive. The VASP executables are located in the /common/curium/VASP/ directory.
This directory contains subdirectories for the various versions of VASP that have
been compiled over time, included some versions that can be executed on graphical
processing units (GPUs) or central processing units (CPUs), as well as the standard
(vasp std), non-collinear (vasp ncl), and Γ-point-only (vasp gam) versions of the
executables.
The command in the submission script to specifically run VASP is mpirun
-n ## /path to vasp executable/vasp std, where ## must be replaced by the
number of CPU cores to be used and /path to vasp executable/vasp std should
be replaced by the correct path and name of the VASP executable. Once the INCAR,
KPOINTS, POSCAR, POTCAR, and subvasp.sh files are properly constructed, the VASP
job can be submitted from the job directory to the PBS queueing system by typing
qsub subvasp.sh at the command line.
C.3 Running a LAMMPS Calculation on Palmetto
LAMMPS simulations require two input files and a submission script. The
required input files are the input file, which lists the computational settings and
list of commands to run the correct type of simulation, and the data file, which
contains the details about the atomic positions, bonds, angles, and dihedrals as well
as all of the force field parameters. All three of these files must be located in the
primary job directory. The primary output files are the log.[job name] and the
dump.[job name] files, where [job name] is the name of the simulation job specified
in the input file.
The data file can be generated by taking the CONTCAR file from a converged
VASP calculation of an adsorbed reaction intermediate or transition state structure,
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adding water molecules using the mcpliq code supplied on GitHub, and converting
it to a LAMMPS data file in the VMD visualization program. More details for this
procedure can be found in Reference [1]. The force field parameters, including atomic
charges, bond coefficients, angle coefficients, and dihedral coefficients if applicable
must also be added to this generated data file. If the mcpliq code was used to add
the water molecules, the lmps bond angle.py script provided on GitHub can produce
a list of the appropriate bond and angle definition lists which can be used to replace
the (usually wrong) lists generated by VMD.
C.3.1 Equilibration Simulations
The example input.equil file provided on the GitHub page contains the com-
mands to run a set of successive FFMD simulations. At the beginning of the file, many
variables used to define aspects of the simulations are set. Importantly, the name of
the simulation is set by variable name string [job name] where [job name] is the
name of the simulation job. The temperature and pressure are set by the variables
temp and pressure, respectively. The frequency that thermodynamic data is printed
to the log.[job name] is set by the thermFreq variable and the frequency that the
atomic positions are written to the trajectory file (also known as the “dump” file)
is set by the dumpFreq variable. The formula corresponding to how the force field
parameters are used to calculate the potential energy are set by the bond style,
angle style, and dihedral style flags. The group command allows the atoms in
the system to be subdivided into “groups”, which can be used to set aspects of the
simulation. In this case, the “slab” group is set to consist of the Pt catalyst surface
and the adsorbed reaction intermediate or transition state structure, while the “wa-
ter” group consists of, you guessed it, the water molecules in the system. In these
simulations, the “slab” group is held fixed while the “water” group is allowed to move
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to generate the configurations of water molecules.
First, an energy minimization on the structure provided in the data file is
performed. The potential energy of the “water” group is minimized to remove un-
physical interatomic distances. Then, an NV T simulation is performed to allow the
water molecules to equilibrate into a “liquid-like” structure. An NV E simulation
is performed to allow the user to ensure that the energy of the system is stabilized.
Finally, an NPT simulation is performed to equilibrate the cell vector length in the z-
dimension and therefore the volume that water can occupy. The average length of the
cell z-dimension over the course of the “production” portion of the NPT simulation
can be calculated using the get npt lz.py script on GitHub.
C.3.2 Production Simulations
The example input.prod file provided on the GitHub page is similar to the
input.equil file, with the exceptions that addition groups of atoms are defined and
that FFMD simulations in different ensembles are performed. In addition to the
“slab” and “water” groups defined in the input.equil file, the “adsorbate” group
is defined to include the atoms in the adsorbed reaction intermediate or transition
state structure and the “interaction” group is defined to include the “water” group
and “adsorbate” group atoms so that LAMMPS can calculate the interaction energy
between these atoms. This interaction energy is the FFMD approximation to the
∆Eint calculated using the full FFMD-DFT model.
The cell z-dimension length obtained from the get npt lz.py script above
should be used as the length of the z-dimension for this set of simulations. First, an
energy minimization is to verify that no atoms are unphysically close. This is followed
by an NV T simulation to allow the water molecules to equilibrate in the specified cell
volume. An NV E simulation is performed so the user can verify that the energy of the
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system is stabilized. Finally, another NV T simulation is performed to generate the
configurations of liquid water molecules around the adsorbed reaction intermediate
or transition state structure for further DFT calculations. The structures for DFT
can be extracted from the “production” portion of the final NV T simulation using
the lammps frames.py script provided on GitHub.
C.3.3 Submission Script
Similar to the VASP submission script, the LAMMPS submission script pro-
vided on the GitHub page (sublammps.sh) is a BASH shell script with the PBS
job routing commands at the top. The primary differences are the modules loaded
in the module add line and the command to run the LAMMPS executable. In
this case, this command is mpiexec -n ## /path to lammps executable/lmp mpi,
where ## is again the number of processor cores allocated for the simulation and
/path to lammps executable/ is the path to the location of the LAMMPS exe-
cutable. Once the input, data, and sublammps.sh files are properly constructed, the
LAMMPS simulation can be submitted from the job directory to the PBS queueing
system by typing qsub sublammps.sh at the command line.
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Appendix D Multiscale Sampling Method Overview
A key part of this Dissertation is the development of the multiscale sampling
method utilizing both FFMD and DFT simulations and using this multiscale sampling
method to calculate the interaction energy for catalysis calculations. The procedure
for this method was primarily developed in Refs. [1] and [2]. A flowchart of this
multiscale sampling method is depicted in this Appendix. Steps (a) through (c) are
described in greater detail in Appendix E. Step (a) of the procedure involves optimiz-
ing the structure of the reaction intermediate or transition state complex structure
adsorbed on the catalyst surface in DFT. Note that in Chapter 3 this optimization
was performed under and ice structure while in Chapter 4 it was performed under
vacuum. This is because no difference in the calculated interaction energy between
these two methods was found in Ref. [3]. Water molecules are added to the simulation
box including the optimized adsorbate structure, and then in step (b) liquid water
structures are generated using an FFMD simulation. In Chatpers 3 and 4, only an
NV T simulation is performed in FFMD, but in Appendix E, a sequence of NPT and
NV T simulations are performed. In step (c), the desired number of frames are ex-
tracted from the FFMD trajectory and the water molecules that are hydrogen-bonded
to the adsorbate structure are identified. In step (d), a partial geometry optimization
is performed where only the hydrogen-bonded water molecules are relaxed and all
other atoms are held fixed. More information about why this partial optimization
step is performed in this way can be found in Appendix G. Finally these partially
optimized structures are used to calculate the interaction energy, ∆Eint, in step (e).
The iteraction energy is calculated by performing single-point energy calculations on
partial structures of the simulation cell as described in Chapter 3.
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Figure D.1. A flowchart describing the procedure for the FFMD-DFT method devel-
oped in this Dissertation. Note that in step (b), the FFMD was performed using only
an NV T simulation in Chapters 3 and 4, while a multi-step procedure using both
NPT and NV T simulations was developed in Appendix E.
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Appendix E Multiscale Sampling of a Heteroge-
neous Water/Metal Catalyst Interface
using Density Functional Theory and
Force-Field Molecular Dynamics
E.1 Abstract
A significant number of heterogeneously-catalyzed chemical processes occur
under liquid conditions, but simulating catalyst function under such conditions is
challenging when it is necessary to include the solvent molecules. The bond break-
ing and forming processes modeled in these systems necessitate the use of quantum
chemical methods. Since molecules in the liquid phase are under constant thermal
motion, simulations must also include configurational sampling. This means that mul-
tiple configurations of liquid molecules must be simulated for each catalytic species
of interest. The goal of the protocol presented here is to generate and sample tra-
jectories of configurations of liquid water molecules around catalytic species on flat
transition metal surfaces in a way that balances chemical accuracy with computa-
tional expense. Specifically, force field molecular dynamics (FFMD) simulations are
used to generate configurations of liquid molecules that can subsequently be used
in quantum mechanics-based methods such as density functional theory or ab initio
molecular dynamics. To illustrate this, in this manuscript, the protocol is used for
catalytic intermediates that could be involved in the pathway for the decomposition
of glycerol (C3H8O3). The structures that are generated using FFMD are modeled in
DFT in order to estimate the enthalpies of solvation of the catalytic species and to
identify how H2O molecules participate in catalytic decompositions.
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E.2 Introduction
Modeling molecular phenomena involved in heterogeneous catalysis under liq-
uid conditions is necessary for understanding catalytic function; however, this remains
challenging because it requires a fine balance between chemical accuracy and com-
putational expense. In general, since catalysis involves the breaking and forming of
chemical bonds, quantum mechanics must be used to at least some degree; however,
long simulations are challenging in quantum mechanics, as they require significant
computer resources. Since molecules in the liquid phase are under constant thermal
motion, simulations must also include configurational sampling, i.e., they must incor-
porate multiple spatial arrangements of the liquid molecules, as each different spatial
arrangement (i.e., each configuration) has a different energy. This means that multiple
configurations of liquid molecules must be simulated for each catalytic species of inter-
est. These needs - to use quantum mechanics and to perform multiple calculations per
catalytic species - can render modeling in heterogeneous catalysis under liquid phase
computationally intractable. The purpose of the method described herein is to enable
computationally tractable simulations of phenomena in heterogeneous catalysis under
liquid phase.
We are particularly interested in heterogeneously catalyzed reactions that are
carried out under liquid water. Water molecules have significant influence on catalytic
phenomena, such as interacting with catalytic species (e.g., via dispersion forces and
hydrogen bonding) [1-23], participating in catalytic reactions [1, 7-9, 15, 21, 22, 24-
27], and influencing reaction pathways and/or catalytic rates [1, 11, 12, 15, 18, 23,
25, 27-31]. Modeling of these phenomena has been performed using QM and/or
ab initio molecular dynamics (AIMD) [1, 2, 6, 7, 14, 22, 25, 27, 28, 32-34], force
field molecular dynamics (FFMD) [35], and quantum mechanics/molecular mechanics
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(QM/MM) [10]. In AIMD and FFMD, the atoms in the system are moved pursuant to
Newton’s equations of motion according to the forces acting upon them. In AIMD, the
system energy and forces are calculated with quantum mechanics, whereas in FFMD,
the system energy and forces are calculated using force fields, which are algebraic
expressions that are parameterized based on experimental or QM data. In QM/MM,
the portion of the system where the bond breaking and forming occurs is calculated
with QM, and the remainder of the system is calculated with MM, which employs force
fields. Because they directly employ QM, AIMD and QM/MM are better suited for
capturing the bond breaking and forming that occurs in aqueous phase heterogeneous
catalysis; however, FFMD is significantly more computationally tractable and thus
better suited for generating the configurations of liquid H2O molecules. The method
presented in this protocol balances chemical accuracy and computational expense by
employing a combination of QM and FFMD.
Specifically, this method uses FFMD simulations for generating configurations
of liquid H2O and QM to calculate system energies. FFMD is carried out using
LAMMPS [36]. The force fields used in FFMD in this work employ Lennard-Jones
+ Coulomb (LJ+C) potentials, where the LJ parameters have been taken from the
TIP3P/CHARMM model [37] for H2O, the universal force field (UFF) [38] for Pt, and
the OPLS-AA force field [39] for catalytic species, and the Coulomb parameters have
been taken from the TIP3P/CHARMM [37] model for H2O and the OPLS-AA force
field [39] for catalytic species. The Coulomb parameters for Pt atoms have been set
to 0. QM calculations are performed using the VASP code [40-42], which is a density
functional theory (DFT) code. Water molecule insertions are performed with a code
developed in-house called Monte Carlo Plug-in for Quantum Methods (MCPliQ). File
conversions from VASP to LAMMPS in this protocol are performed with the Visual
Molecular Dynamics (VMD) software [43].
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The protocol is intended to generate configurations of liquid water molecules
around catalytic species on flat transition metal surfaces at low coverage. Coverage is
denoted θ and defined as the number of adsorbates per surface metal atom (i.e., the
number of surface adsorbates normalized by the number of metal atoms in the topmost
layer of the metal slab in the catalyst model). In this manuscript, low coverage is
defined as θ ≤ 1/9 monolayer (ML), where 1 ML means one catalytic species per
surface metal atom. The catalyst models should be placed in periodic simulation
boxes. The simulation boxes do not have to be cubes. This manuscript demonstrates
the use of the protocol for generating configurations of liquid H2O that can be used
to calculate quantities of interest in aqueous phase heterogeneous catalysis.
This protocol requires that the user has access to installed and working ver-
sions of the VASP, MCPliQ, LAMMPS, and VMD software. More information about
VASP,11 LAMMPS,12 and VMD13 are available on their respective websites. The
MCPliQ software, all input files, and all Python scripts mentioned in this protocol
are available on the Getman Research Group GitHub page.14 This protocol assumes
that the executables and scripts mentioned within will be run on a high-performance
research computer and are installed in a directory that is in the user’s $PATH vari-
able. If an executable or script is placed in a location that is not in the user’s $PATH,
then the path to the executable must be included to execute it. Executables and
scripts are executed in steps 2.1.2, 2.2.1, 2.2.8, 3.1, 4.2, 5.2, and 6.1.2. For example,
to execute the MCPliQ code in step 2.1.2 from a directory that is not in the user’s
$PATH, the user would type $PATHTOMCPLIQ/mcpliq at the command-line interface






has been stored (e.g., $PATHTOMCPLIQ might be ~/bin). Before starting this protocol,
all executables and scripts should be given executable permissions (e.g., in Linux,
this could be done by typing chmod +x mcpliq at the command-line interface from
the directory where the mcpliq executable is stored). Further, any modules required
by any of the software or scripts should be loaded (these dependencies will be spe-
cific to individual installations of the various software and the computer where the
simulations will be run).
E.3 Protocol
1. Generate the adsorbate structure
1.1. Create a VASP POSCAR file comprising a supercell with periodic bound-
ary conditions, as you would if you were performing simulations of adsor-
bates on metal surfaces under vacuum. The supercell should include an
initial guess of the adsorbate structure and the metal surface as well as
vacuum space above the adsorbate for adding H2O molecules. Details on
how to do this are provided in previous work [35, 44].
NOTE: It is important that the height of the vacuum space be at least
12 Å above the top of the adsorbate.
1.2. Relax the structure and minimize its energy using the VASP code. Details
on how to do this are provided in previous work [35, 44]. This will produce
a file called CONTCAR, which will be used in the next section.
2. Add explicit H2O molecules
2.1. Add N water molecules to the vacuum space in the CONTCAR created in
step 1.2 using the MCPliQ code, where N = ρV , ρ is the density of water,
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and V is the volume of the vacuum space above the adsorbate.
NOTE: ρ should be taken as the density of water as determined by the
TIP3P/CHARMM water model at the simulation temperature. V will be
refined in the next step.
2.1.1. Specify the following information in the MCPliQ master input.txt file:
The number of H2O molecules to add (N) by changing the first argu-
ment in line 28, the path to the water.txt file by changing the second
argument in line 28, and the minimum and maximum height of the
supercell that can be occupied by water molecules by changing the
Minimum z-coordinate in line 11 and the Maximum z-coordinate in
line 12.
2.1.2. Execute the MCPliQ code by typing mcpliq from the command-line
interface to insert water molecules into the CONTCAR file. The code
will output one or more files with the file extension of .POSCAR.
NOTE: If more than one POSCAR files are produced, they will be
named POSCAR n.POSCAR. Select the file where n is largest.
2.2. Generate the LAMMPS input files for an NPT simulation and equilibrate
the cell volume using FFMD in the NPT ensemble in LAMMPS.
2.2.1. Execute the script lmps bond angle.py on the .POSCAR file gener-
ated in step 2.1.2 by typing lmps bond angle.py $filename.POSCAR
at the command-line interface, where $filename is the name of the
.POSCAR file generated in step 2.1.2. This script creates a file called
$filename.POSCAR.bond angle info.txt which lists bonds and angles
that will be used in the LAMMPS data file.
2.2.2. Open VMD and select File → New Molecule in the main window
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to open the Molecule File Browser window. Select VASP POSCAR
from the Determine File Type dropdown menu. Click Browse and
navigate to the $filename.POSCAR file. Click Load to open the $file-
name.POSCAR file.
2.2.3. Open the Tk Console within VMD by selecting Extensions → Tk
Console from the VMD Main window.
2.2.4. Execute the following command in the Tk console: topo
writelammpsdata $WDPATH/data.myadsorbate full, where $WDPATH
is the directory on the computer where VMD will write the LAMMPS
data file and data.myadsorbate is the name of the LAMMPS data file.
2.2.5. Delete the Bonds section at the bottom of the data.myadsorbate file.
Then, append the bond and angle lists in the file
$filename.POSCAR.bond angle info.text into data.myadsorbate.
NOTE: The indexes for the O−H bond type and H−O−H angle type
for the water molecules in the $filename.POSCAR.bond angle info.txt
file are both set to 1. Thus, bond and angle types for adsorbates should
start counting at 2.
2.2.6. Edit the data.myadsorbate file by adding the Lennard-Jones param-
eters to the Pair Coeffs section and the Coulomb parameters to the
Atoms section. Lennard-Jones and Coulomb parameters for the H2O
molecules, adsorbate atoms, and metal surface atoms need to be added.
NOTE: The Lennard-Jones parameters for Pt atoms, water molecules,
and adsorbate atoms in this protocol are obtained from the UFF [38],
TIP3P/CHARMM [37], and OPLS-AA [39] force fields, respectively.
Coulomb parameters for water molecules and adsorbates atoms are
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obtained from the TIP3P/CHARMM [37] and OPLS-AA [39] force
fields, respectively. Coulomb parameters for Pt atoms are set to 0 in
this protocol. Alternatively, calculated partial charges could be used
for the Coulomb parameters for adsorbate atoms and Pt atoms.
2.2.7. Copy the LAMMPS input file input.equil into the directory $WDPATH.
Edit the group variable on line 34 to indicate the atom type indexes
for the water oxygen and water hydrogen atoms and the group variable
on line 35 to indicate the atom type indexes for the Pt and adsorbate
atoms.
2.2.8. Execute the LAMMPS software by typing mpiexec -n XX lmp mpi
<input.equil at the command-line interface, where XX is the num-
ber of CPU cores to use, and lmp mpi is the name of the LAMMPS
executable. Doing this will run an energy minimization to refine the
H2O configuration, followed by a FFMD simulation performed at con-
stant number of H2O molecules (N), volume (V ), and temperature
(T ) to bring the water to the simulation temperature, followed by a
FFMD simulation run at constant N , pressure (P ), and T to deter-
mine the physically correct height of the simulation box. Output files
that will be used in section 3 are called data.myadsorbate npt and
log.myadsorbate.
NOTE: The duration of the NPT simulation should be long enough
to comprise an “equilibration” run, where the volume of the super-
cell comes to steady state, and a “production” run, which is used to
sample the ensemble averages (here, the height of the supercell). Dur-
ing the equilibration run, the volume of the supercell when plotted
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against time should level off to a steady state value. Once this occurs,
the NPT simulation can be said to be in its production run. Verify
equilibration of the NPT simulation by ensuring that the fluctuations
in the height of the supercell (lz) are minimal or have converged to
a steady value. If large fluctuations occur, then re-generate a H2O
configuration by decreasing the timestep on line 92 in the input.equil
file and repeating step 2.2.8 or starting again from step 2.1.1.
3. Extract the proper height of the supercell
3.1. Execute the script get npt lz.py on the log.myadsorbate file by typing
get npt lz.py log.myadsorbate at the command-line interface. This
script outputs the average supercell height from the “production” run por-
tion of the NPT simulation in the avg lz.txt file.
NOTE: The get npt lz.py script assumes that LAMMPS writes the length
of the cell z-dimension (lz) to the log.myadsorbate file every 1000 fs (cus-
tomizable at line 20 of the get npt lz.py script), which is the default in
the provided input.equil LAMMPS input file. The get npt lz.py script
detects and discards the first 2 ns (customizable at line 19 of the
get npt lz.py script) worth of lz values in the log.myadsorbate file, as
they comprise the equilibration portion of the simulation, while the re-
maining 3 ns comprise the “production” portion and are thus used by the
get npt lz.py script to compute the average z-dimension length. In ad-
dition to the avg lz.txt file, the get npt lz.py script outputs a file called
npt data.txt, which provides values of lz as a function of the timestep, as
well as a file called npt plot.png, which plots the same data. The plot can
be used to verify equilibration of the NPT simulation.
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3.2. Reconstruct the supercell using the average height determined in NPT .
3.2.1. Copy the data.myadsorbate npt file into a new directory, referred to
here as $WD2PATH, and rename it data.myadsorbate.
3.2.2. Edit the new data.myadsorbate file so that the lz height is equal to
the average value output from the get npt lz.py script by changing
the zlo and zhi arguments in the data.myadsorbate file such that zlo
is 0.0 and zhi is the lz value from the avg lz.txt file produced in step
3.1.
4. Generate configurations of H2O molecules
4.1. Copy the LAMMPS input file input.prod into $WD2PATH. Edit the group
variable on line 32 to indicate the atom type indexes for the water oxygen
and water hydrogen atoms and the group variable on line 33 to indicate
the atom type indexes for the Pt and adsorbate atoms.
4.2. Execute the LAMMPS software by typing mpiexec -n XX lmp mpi <
input.prod into the command-line interface, where XX is the number of
CPU cores to use, and lmp mpi is the name of the LAMMPS executable.
Doing this will run a constant NV T simulation on the H2O molecules. The
key output file from this simulation is the dump.myadsorbate.lammpstrj
file.
NOTE: The duration of the NV T simulation should be long enough to
comprise an equilibration run, where the energy of the system comes to
steady state, and a production run, from which the ensemble averages
(here, the spatial positions of the water molecules) are sampled. Dur-
ing the equilibration run, the energy of the system when plotted against
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time should level off to a steady state value. Once this occurs, the NV T
simulation can be said to be in its production run.
5. Determine the hydrogen bond lifetime for proper time sampling
5.1. Edit the hb lifetime dist.py script to specify: the timestep of the first
frame of the dump.myadsorbate.lammpstrj file by changing the actualStart
variable on line 22, how often frames are written to the LAMMPS trajec-
tory file by changing the timestep variable on line 23, the first and last
timesteps the script should consider (i.e., the production portion of the
trajectory) by changing the N first and N last variables on lines 24 and
25, whether consecutive frames are considered or frames are skipped by
changing the nevery variable on line 26, and the number of lines per frame
section of the trajectory file by changing the frameLine variable on line 27.
Additionally, edit lines 31 through 35 to specify which atom types within
the data.myadsorbate file belong to the adsorbate and which atom types
belong to the H2O molecules.
NOTE: The hb lifetime dist.py script analyzes the H2O configurations
in the production run and determines if any H2O molecules are hydrogen
bonded to the adsorbate. It then counts the simulation time that each hy-
drogen bond remains intact and reports this information as a distribution
of hydrogen bond lifetimes in units of ps. The specific version of the script
that is provided with this protocol assumes that LAMMPS writes the con-
figuration of H2O molecules to the dump.myadsorbate.lammpstrj file every
1000 fs, which is the default in the provided input.prod LAMMPS input
file. It detects and discards the first 2 ns worth of configurations in the the
dump.myadsorbate.lammpstrj file, as they comprise the equilibration por-
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tion of the simulation, and uses the remaining 3 ns to calculate hydrogen
bond lifetimes.
5.2. Execute the script hb lifetime dist.py on the dump.myadsorbate.lammpstrj
file by typing hb lifetime dist.py at the command-line interface. Doing
this will produce a file called distribution HB lifetime.dat.
5.3. Plot the data in the distribution HB lifetime.dat file to view the distribu-
tion of hydrogen bond lifetimes that occurred during the NV T simulation.
5.4. Determine the time increment to use for the time sampling interval based
on the calculated hydrogen bond lifetimes. The best choice is the maximum
hydrogen bond lifetime; alternatively, a value that would capture the 95%
confidence interval can be used.
6. Sample configurations of liquid H2O molecules
6.1. Determine the number of configurations from the production run of the
NV T FFMD trajectory for further calculations. The number of configura-
tions should be selected so that the minimum time between configurations
is equal to or greater than the time sampling interval identified in section
5.
6.1.1. Edit the default value for the num frames variable on line 21 of the
lammps frames.py script to specify the number of configurations to
extract.
6.1.2. Execute the script lammps frames.py on the
file dump.myadsorbate.lammpstrj by typing lammps frames.py at the
command-line interface. Doing this will output a list of simulation
times corresponding to the configurations that should be extracted
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from the dump.myadsorbate.lammpstrj file. These configurations can
be used as starting structures in AIMD or QM simulations.
NOTE: 1) The lammps frames.py script automatically detects the
LAMMPS log and dump files as well as the production portion of the
trajectory within the dump file and divides the number of configu-
rations within the dump file into 10 groups. Alternatively, the user
can specify the log file, the dump file, and the number of configura-
tions from the command-line interface using the -l, -d, and -n options,
respectively. To do so, the user should type lammps frames.py -n
XX -l $logfilename -d $dumpfilename at the command-line inter-
face, where XX is the desired number of configurations, $logfilename
is the name of the LAMMPS logfile, and $dumpfilename is the name
of the LAMMPS trajectory (dump) file. The simulation times that
are output refer to the median times in each group. 2) If the config-
urations will be calculated in VASP with the LDIPOLE flag turned
on, a small layer of vacuum space should be added to the top of the
supercell above the water layer. This will facilitate convergence of the
electronic structure in the VASP calculation. Adding an additional
3 Å of vacuum space above the H2O molecules has been successful in
the simulations discussed below.
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E.4 Representative Results
One use of this protocol is to calculate the energies of interaction between the
liquid water and catalytic species, i.e., ∆Eint [35]:
∆Eint = ECatalytic species+H2O+EClean catalyst surface−ECatalytic species−EClean catalyst surface+H2O
(E.1)
where ECatalytic species+H2O is the energy of a configuration of H2O molecules around
a catalytic species on a metal surface, EClean catalyst surface is the energy of the clean
catalyst surface in vacuum, ECatalytic species is the energy of the catalytic species on a
metal surface in vacuum, and EClean catalyst surface+H2O is the energy of the configuration
of H2O over the catalyst surface with the catalytic species removed. The positions of
the H2O molecules used to calculate ECatalytic species+H2O and EClean catalyst surface+H2O
should be identical. All values of E are calculated using the VASP code. The quan-
tity ∆Eint includes all of the physical and chemical interactions between all of the
molecules in the liquid water structure and the catalytic species and gives a reason-
able estimate of the enthalpy of solvation of the catalytic species, which is needed to
calculate its free energy of solvation and total free energy. Table E.1 provides values
for ∆Eint calculated for species on a Pt(111) catalyst surface with chemical formulas
equal to CxHyOz in units of eV (1 eV = 96.485 kJ/mol). The values were calcu-
lated at coverages ≤ 1/9 ML [35, 46]. The values reported are the averages taken
over 10 configurations of liquid H2O, and the uncertainties are reported as standard
deviations. All the values are negative, indicating favorable interactions with water.
Another application of this protocol is to generate starting structures for
AIMD. Figure E.2 is a movie of an AIMD trajectory that was started from a config-
uration generated by this protocol. At the start of this movie, a COH adsorbate is
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shown on a Pt(111) surface under a structure of liquid H2O. One H2O molecule is
emphasized, which formed a hydrogen bond with COH. Over the course of the movie,
this H2O molecule abstracts the proton from the COH adsorbate and deposits a sec-
ond hydrogen atom on the Pt(111) surface. The H2O molecule thus helps to catalyze
the reaction COH*+* −−→ CO*+H*, where the *s indicate catalytic sites. This sim-
ulation highlights the main strength and the main purpose of the multiscale sampling
method described herein. Numerous configurations of H2O molecules are generated
with FFMD, due to its strength in computational tractability. However, a limitation
of FFMD is that it cannot capture bond breaking and forming unless a reactive force
field is implemented. AIMD uses quantum mechanics to calculate energies and thus
can capture bond breaking and forming. However, AIMD is too computationally de-
manding to generate all of the configurations of H2O molecules necessary to ensure
sufficient sampling has been achieved. Thus, this protocol combines the two methods.
The structures of liquid H2O molecules generated by this procedure are de-
pendent on input settings. Setting these improperly can have unintended influences
on the water structures. For example, when the intermolecular distances become
too small or when other parameters in the molecular dynamics input files are set
improperly or take on unphysical values, the water structure can become unreason-
able. Under these circumstances, the structure of water will “blow up” unintendedly
during the FFMD trajectory. Figure E.1 shows an example of this. The snapshot on
the left-hand side is the starting structure for a FFMD run, and the snapshot on the
right-hand side is a snapshot taken within 1 ps of starting the simulation. As can
be seen, the H2O molecules have moved far away from the surface. This is caused
by improper settings made in the simulation input files and is not a structure that is
likely to occur in reality.
175
Figure E.1. Example of a negative result. The force field molecular dynamics
simulation “blows up” due to an unphysical setting or value. Left hand image:
The starting geometry of the Pt(111) surface, adsorbate, and liquid water struc-
ture. Right hand image: The geometry of the Pt(111) surface, adsorbate, and
liquid water structure less than 1 ps later. In the right-hand image, the H2O
molecules have separated from the surface due to unphysically large forces. Go to
https://www.jove.com/files/ftp_upload/59284/59284fig1large.jpg to view a
larger version of this figure.
Figure E.2. Ab initio molecular dynamics (AIMD) simulation initiated from a config-
uration generated in multiscale sampling. A H2O molecule that is originally hydrogen
bonded to a COH adsorbate on a Pt(111) surface abstracts the proton from COH and
deposits a second hydrogen on the Pt(111) surface. This bond breaking and forming
event can be captured by AIMD but not with force field molecular dynamics (FFMD)
unless a reactive force field is used. The initial configuration of H2O molecules used
in this AIMD simulation was generated using FFMD as described in this manuscript.
Go to https://www.jove.com/files/ftp_upload/59284/movie1.mp4 to view this
video.
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Table E.1. Water-catalytic species interaction energy results. Interaction energies
in eV calculated for eight CxHyOz adsorbates on Pt(111). Values reported are the
averages taken over multiple configurations of liquid H2O. The uncertainties are the
standard deviations of the averages. 1 eV = 96.485 kJ/mol.










The method as presented was selected for its ease of implementation, but
multiple customizations could be made. For one, the force fields used in the FFMD
simulations can be modified. Changing the force field parameters and/or potentials
can be done by editing the LAMMPS input and data files. Similarly, solvents other
than H2O could be employed. To make this modification, the desired solvent molecule
would need to be inserted starting from step 2.1.1, and the LAMMPS input files would
need to be edited to incorporate the appropriate potentials and parameters. Inserting
the new solvent molecule would also require supplying the internal coordinates of the
solvent molecule in a .txt file analogous to the water.txt file.
Another modification that could be made is to modify the area of the surface
slab. The results discussed in this manuscript employed 3 Pt × 3 Pt or 4 Pt × 4
Pt surface slabs, which have surface areas less than 120 Å2. As the slab surface area
increases, the computational expense also increases. Computational expense has the
largest impact on section 5 of this protocol. If the data processing steps in section 5
become computationally prohibitive, big data post processing strategies such as those
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discussed in Li et al. 2018 [45] can be employed.
Possible sources of uncertainty for this procedure include the force field em-
ployed, the sampling method, and the sampling frequency. The water structure is
determined by the force field that is used, meaning that the choice of force field could
influence the specific configurations of H2O molecules. Our group has assessed how
the choices of force field for H2O molecules and Pt atoms influence the interaction
energies calculated in FFMD and found that the choice of force field contributes less
than 0.1 eV to this interaction energy. Another source of uncertainty is the sam-
pling method, which influences the specific configurations that are used to calculate
a quantity of interest. Our group has compared the performance of the “time sam-
pling” method presented in this protocol with an “energy sampling” method, which
is biased to lower energy configurations of H2O molecules, on the interaction energies
calculated in DFT and found both of these sampling methods give statistically equal
values [35,46]. The sampling frequency can also influence the results. We have as-
sessed how increasing the number of configurations from 10 to 30,000 influences the
average interaction energies calculated in FFMD for 40 different C3HxO3 adsorbates
and found that the sampling frequency contributes less than 0.1 eV to the average
interaction energy [44].
The main limitation to this method is that the adsorbates are approximated by
the structures under vacuum during the FFMD simulations. In reality, the adsorbates
would exhibit conformational changes (bond stretches, angle bends, torsional motions,
etc.) due to normal thermal movements, including interactions with solvent molecules.
Attempts to include conformational changes of adsorbates into the FFMD simulations
would require detailed development of force fields for catalytic surface adsorbates, i.e.,
which comprise terms that describe bond stretches, angle bends, and torsional terms,
amongst others. As a future direction of this protocol, we are developing such force
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fields for adsorbates at solid surfaces, which we will use to determine the extent to
which using rigid adsorbates influences the results.
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Appendix F A Comparison of FFMD Mixing Rules
Combinations
F.1 Non-bonded interaction mixing rules
The OPLS-AA force field was defined using geometric mixing rules for cal-
culating pairwise σij and εij coefficients from their single component coefficients [1].
However, TIP3P-CHARMM was defined using Lorentz-Berthelot mixing rules, i.e.
geometric mixing for σij and arithmetic mixing for εij [2]. Therefore, there is am-
biguity in how to mix parameters for water-adsorbate interactions, since the mixing
rules for each set of parameters are different. Since εij is calculated using geometric
mixing in both force fields, the potential energy well depth will be the same between
the two; however, σij is calculated using geometric mixing in OPLS-AA and arith-
metic mixing in TIP3P-CHARMM, so the interatomic distance of zero potential will
be different. An example of this is interactions between the hydroxyl hydrogen of the
adsorbate molecule and a water oxygen: for the hydroxyl H of both CH3OH* and
COH*, σi = 0.0 Å, and for water O, σi = 3.1507 Å, using the geometric mixing rules,
σij = 0.0, and using arithmetic mixing rules, σij = 1.5754 Å.
We tested the use of different mixing rules on the creation of liquid water
structures for our simulations. We ran MD simulations using various mixing rules
for calculating the pairwise σij terms for each set atoms: one simulation used arith-
metic mixing for all σij values, one used geometric mixing for all σij values, one used
arithmetic mixing to calculate σij for water-water and water-adsorbate interactions
and geometric mixing for adsorbate-adsorbate interactions, and finally one used arith-
metic mixing to calculate σij for water-water interactions and geometric mixing for
water-adsorbate and adsorbate-adsorbate interactions. We then calculated the aver-
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Figure F.1. The average number of hydrogen bonds for CH3OH*, CH2OH*, COH*,
CO*, H*, and H2O calculated using arithmetic mixing for calculating all pairwise
σij values (“All Arithmetic”), geometric mixing for calculating all pairwise σij values
(“All Geometric”), arithmetic mixing for calculating σij for water—water and water—
adsorbate interactions and geometric mixing for adsorbate—adsorbate interactions
(“W A Arithmetic”), and arithmetic mixing rules for calculating σij for water—water
interactions and geometric mixing for water—adsorbate and adsorbate—adsorbate
interactions (“W A Geometric”).
age number of hydrogen bonds formed, the average O—O distance, and the average
O—O—H angle. The results for these test calculations are shown in Figures F.1–F.3,
and show that there is no statistically significant difference in these values based on
the mixing rules used, and therefore there is not a significant difference in the water
structure generated from our MD simulations based on the mixing rules used.
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Figure F.2. The average hydrogen bond O—O distance for CH3OH*, CH2OH*,
COH*, CO*, H*, and H2O calculated using arithmetic mixing for calculating all
pairwise σij values (“All Arithmetic”), geometric mixing for calculating all pair-
wise σij values (“All Geometric”), arithmetic mixing for calculating σij for water—
water and water—adsorbate interactions and geometric mixing for adsorbate—
adsorbate interactions (“W A Arithmetic”), and arithmetic mixing rules for calcu-
lating σij for water—water interactions and geometric mixing for water—adsorbate
and adsorbate—adsorbate interactions (“W A Geometric”).
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Figure F.3. The average hydrogen bond O—O—H angle for CH3OH*, CH2OH*,
COH*, CO*, H*, and H2O calculated using arithmetic mixing for calculating all
pairwise σij values (“All Arithmetic”), geometric mixing for calculating all pair-
wise σij values (“All Geometric”), arithmetic mixing for calculating σij for water—
water and water—adsorbate interactions and geometric mixing for adsorbate—
adsorbate interactions (“W A Arithmetic”), and arithmetic mixing rules for calcu-
lating σij for water—water interactions and geometric mixing for water—adsorbate
and adsorbate—adsorbate interactions (“W A Geometric”).
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Appendix G A Comparison of Explicit Solvation
Relaxation Models
Different strategies for relaxing various components of the simulation box un-
der both explicit and implicit solvent were attempted to determine if they had a
difference on the reaction energies calculated in this work. A comparison of these
relaxation methods is presented in this Appendix. Structures of liquid water sur-
rounding the reaction intermediate were obtained from the FFMD-DFT method, and
then the hydrogen-bonded H2O molecules were identified. These solvent relaxation
strategies were then applied during the calculation of the interaction energy.
In total, seven different solvent relaxation strategies were used:
(a) Full explicit solvation, where the reaction intermediate and H2O molecules
hydrogen-bonded to the reaction intermediate were relaxed.
(b) Full explicit solvation, where a single-point energy calculation is performed and
the entire simulation box is held fixed.
(c) Implicit solvation, where the reaction intermediate and the explicitly-included
hydrogen-bonded H2O molecules were relaxed. All of the non-hydrogen-bonded
H2O molecules were removed.
(d) Implicit solvation, where a single-point energy calculation is performed and the
reaction intermediate and explicitly-included hydrogen-bonded H2O molecules
are held fixed.
(e) Implicit solvation, where no H2O molecules are included explicitly and the re-
action intermediate is relaxed.
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Figure G.1. A top-view of CH3OH* and two hydrogen-bonded H2O molecules. In
relaxation method (a), the CH3OH adsorbate and the two hydrogen-bonded H2O
molecules were relaxed. In relaxation method (b), the CH3OH adsorbate and the
two hydrogen-bonded H2O molecules were held fixed. In relaxation method (g), the
CH3OH adsorbate was held fixed and the two hydrogen-bonded H2O molecules were
relaxed. Atoms in non-hydrogen-bonded H2O molecules are scaled down in size for
visual clarity.
(f) Vacuum, where no H2O molecules are included explicitly and the reaction in-
termediate is relaxed.
(g) Full explicit solvation, where the reaction intermediate was held fixed and the
H2O molecules hydrogen-bonded to the reaction intermediate were relaxed.
Examples of the atoms included included in the simulation cells for these
solvent relaxation methods are shown in Figures G.1–G.4. Method (a) is anticipated
to be the most accurate because the local structure of the reaction intermediate and
hydrogen-bonded H2O molecules are relaxed to the DFT potential energy surface.
Method (c) proved difficult to converge and was therefore neglected from this analysis.
These methods were also tested based on the starting geometries of the reaction
intermediate. For each reaction intermediate, initial structures input to the FFMD-
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Figure G.2. A top-view of CH3OH* and two hydrogen-bonded H2O molecules under
an implicit solvation background. In relaxation method (c), the CH3OH adsorbate
and the two hydrogen-bonded H2O molecules were relaxed, while in relaxation method
(d), the CH3OH adsorbate and the two hydrogen-bonded H2O molecules were held
fixed.
Figure G.3. A top-view of CH3OH* under an implicit solvation background. In
relaxation method (e), the CH3OH adsorbate was relaxed.
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Figure G.4. A top-view of CH3OH* under vacuum. In relaxation method (f), the
CH3OH adsorbate was relaxed.
DFT method were obtained by optimizing the average structure under 10 liquid
water configurations, optimizing under the vacuum phase, or optimizing under an ice
structure. However, we find the variations in the starting structure of the reaction
intermediate optimized under these different conditions to have little effect on the
reaction energy. Therefore, structures optimized under vacuum were used as initial
reaction intermediate conformations for this work.
Using these solvent relaxtion methods, the reaction energies for the reactions
CH3OH*+* −−→ CH2OH*+H* and COH*+* −−→ CO*+H* were calculated. The
results for these calculations are shown in Figure G.5 for the CH3OH* reaction and
Figure G.6 for the COH* reaction.
For both reactions, methods (a), (b), and (g) both give similar reaction ener-
gies. For the CH3OH* reaction, where the hydrogen-bonding structure changes little
over the course of the reaction, we also see that methods (d)–(f) also give similar
reaction energies to methods (a) and (b). However, for the COH* reaction, meth-
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Figure G.5. Reaction energies for the reaction CH3OH*+* −−→ CH2OH*+H* under
the seven different solvent relaxation methods.
Figure G.6. Reaction energies for the reaction COH* + * −−→ CO* + H* under the
seven different solvent relaxation methods.
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ods (d)–(f) yield quite different reaction energies from methods (a), (b), and (g). In
fact, methods (e) and (f) yield exothermic reaction energies for this reaction, while
methods (a)–(c) and (g) are endothermic.
Initially, we chose to continue with method (g), as it was expected to give
the most accurate local structure of the reaction intermediate and hydrogen-bonded
H2O molecules, which would facilitate transition state searches from these structures.
However, we also found that during the transition state searches for these reactions,
COH* in particular readily dissociated to CO* and H* by transferring the H to the
H2O accepting the hydrogen-bond from the COH*. Therefore, for all reaction energy
and activation barrier calculations in Chapter 4, we used method (g), which allows
the local structure of the water environment to relax to the DFT PES while retaining
the structure of the reaction intermediate.
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Appendix H Structures of H5O2 and H2O
Structures for H5O2 and H2O reaction intermediates were obtained from an
AIMD trajectory as follows. During the AIMD trajectory, it was observed that the
excess hydrogen interacted with either two water molecules that were both interacting
with the Pt(111) surface, or with one water that was interacting with the Pt(111)
surface and another that was not. We refer to these two configurations of H5O2 as
the “parallel” configuration and the “perpendicular” configuration, respectively. The
“parallel” configuration of H5O2 binds such that the two oxygen atoms are nearly
in a plane parallel to the Pt surface, and the terminal hydrogen atoms bound to
the oxygen atoms either both point toward the surface, both point away from the
surface, or one points toward the surface and the other points away. The fifth hydro-
gen atom in H5O2 is bound between both oxygen atoms. This adsorption geometry
for H5O2 is similar to that found previously in the literature [1]. The perpendicular
configuration of H5O2 binds with the two oxygen atoms in a line nearly normal to
the Pt surface, and the terminal hydrogen atoms bound to the oxygen atom closer
to the surface generally point toward the surface while the terminal hydrogen atoms
bound to the oxygen further from the surface generally point away from the surface.
Similar to the parallel configuration, the fifth hydrogen atom is bound between the
two oxygen atoms. We find for H5O2 that in the gas phase the parallel configuration
(Ebind = −0.60 eV) is more thermodynamically favorable than the “perpendicular”
configuration (Ebind = 0.02 eV). In the liquid phase, the perpendicular configuration
has a stronger interaction energy (Eint = −2.12 ± 0.50 eV) than the parallel con-
figuration (Eint = −1.75 ± 0.44 eV) and therefore both configurations have similar
liquid-phase binding energies within the error bars (Ebind = −2.35± 0.44 eV for the
parallel configuration compared to Ebind = −2.10 ± 0.50 eV for the “perpendicular”
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configuration). Representative structures of H5O2 can be seen in Figure H.1a and
H.1b.
Similarly, two primary configurations for H2O molecules away from the ex-
cess hydrogen were identified from the AIMD trajectory. The parallel configura-
tion where the H2O molecule is nearly parallel with the Pt surface (the oxygen
atom may be slightly closer to or further from the surface than the two hydrogen
atoms), and the perpendicular configuration where the H2O molecule has one hy-
drogen atom point toward a surface Pt atom and the other hydrogen atom pointed
away from the surface. We find that in the gas phase the parallel configuration
(Ebind = −0.47 eV) is more thermodynamically favorable than the perpendicular
configuration (Ebind = −0.24 eV). In the liquid phase, the perpendicular configura-
tion has a stronger interaction energy (Eint = −0.67 ± 0.11 eV) than the parallel
configuration (Eint = −0.33±0.09 eV) and therefore both configurations have similar
liquid-phase binding energies within the error bars (Ebind = −0.80± 0.09 eV for the
parallel configuration compared to Ebind = −0.91 ± 0.11 eV for the perpendicular
configuration). Representative structures of H2O can be seen in Figure H.1c and
H.1d. Results reported in this work are averages of four structures representing each
the parallel and perpendicular configurations for both H5O2 and H2O. These results
are summarized in Table H.1.
Geometry files for H5O2 and H2O in the POSCAR format for the VASP are





Figure H.1. Side views of representative structures for the parallel and perpendicular
configurations of H5O2 ((a) and (b), respectively) and H2O ((c) and (d), respectively).
Table H.1. Gas-phase binding energies, interaction energies, and liquid-phase binding
energies for H2O and H5O2 in the parallel and perpendicular configurations. All
energies are reported in eV.
Adsorbate Configuration Ebind(gas) Eint Ebind(liq)
H2O
Parallel −0.47 −0.33± 0.09 −0.80± 0.09
Perpendicular −0.24 −0.67± 0.11 −0.91± 0.11
H5O2
Parallel −0.60 −1.75± 0.44 −2.35± 0.44
Perpendicular 0.02 −2.12± 0.50 −2.10± 0.50
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Appendix I Pt–H2O Interaction Distances
The interactions between the Pt(111) surface and the liquid water are depen-
dent on the potential energy surface (PES) that describes the interactions, i.e., AIMD
simulations using DFT will describe the PES differently than FFMD force fields will.
To validate similarities or differences between the interactions between Pt and water
in FFMD and DFT, the distribution of H2O molecules as a function of distance from
the plane of the Pt(111) surface was calculated from both AIMD and FFMD trajec-
tories. In these simulations, 24 H2O molecules were used for the AIMD simulation,
while 48 H2O molecules were used for the FFMD simulation. In both simulations, the
same 3-layer, p(3× 3) Pt(111) slab was used. The distribution function for AIMD is
shown in Figure I.1, while the distribution function for FFMD is shown in Figure I.2.
These results indicate that water has a more attractive interaction with the Pt surface
in AIMD than in FFMD, indicated by the peak describing the closest Pt–O distance
occurring at 2.2 Å in Figure I.1 and at 3.0 Å in Figure I.2. The differences in these
interactions between Pt and water could lead to differing structures of water at the
Pt(111) interface and therefore differences in the interactions between water and any
adsorbed catalytic species. Since the interaction energy, ∆Eint, is dependent on the
structure of liquid water, differences in the structure will lead to different calculated
∆Eint values. Therefore, it is imperative to appropriately and accurately describe the
Pt–H2O interactions. As noted in Chapter 5, the GAL17 force field [1] was developed
to describe this interaction, and could therefore could be used to generate liquid water
configurations for calculating the ∆Eint.
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Figure I.1. Probability distribution of the distance between the plane of the Pt(111)
surface and the O (red) or H (blue) atom in a H2O molecule. The vertical dashed
line shows the closest peak for the Pt–O distance at ∼ 2.2 Å.
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Figure I.2. Probability distribution of the distance between the plane of the Pt(111)
surface and the O (red) or H (blue) atom in a H2O molecule. The vertical dashed
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