Abstract. The lower dimensional Busemann-Petty problem asks whether origin-symmetric convex bodies in R n with smaller volume of all k-dimensional sections necessarily have smaller volume. The answer is negative for k > 3. The problem is still open for k = 2, 3. We study this problem in the complex hyperbolic n-space H n C and prove that the answer is affirmative only for sections of complex dimension one and negative for sections of higher dimensions.
Introduction
The Busemann-Petty problem asks the following question. Given two originsymmetric convex bodies K and L in R n such that
for every hyperplane H in R n containing the origin, does it follow that
The answer is affirmative for n ≤ 4 and negative for n ≥ 5. The problem, posed in 1956 in [4] , was solved in the late 90's as a result of a sequence of papers [1, 2, 6, 7, 8, 10, 14, 15, 21, 22, 26, 32, 34] , see [18] , p. 3, for the history of the solution.
Since then the Busemann-Petty problem was studied in other spaces as were its numerous generalizations. We will mention just a few examples. V. Yaskin studied the Busemann-Petty problem in real hyperbolic and spherical spaces, [31] . He showed that in the spherical space the answer is the same as in R n , but not so in the real hyperbolic space, in which case the answer is affirmative for n ≤ 2 and negative for n ≥ 3. A. Koldobsky, H. König and M. Zymonopoulou proved in [19] that the answer to the complex version of the Busemann-Petty problem is affirmative for the complex dimension n ≤ 3 and negative for n ≥ 4. In [5] the author showed that the answer to the Busemann-Petty problem in the complex hyperbolic space is affirmative for n ≤ 2 and negative for n ≥ 3.
It is natural to ask what happens if hyperplane sections are replaced by sections of lower dimensions. Fix an integer k, 1 ≤ k ≤ n − 2. Suppose that for every k-dimensional subspace
where K, L are origin-symmetric convex bodies. Does it follow that
This question is known as the lower dimensional Busemann-Petty problem (LDBP). For the case k = 1 condition (1) means that the radius of K does not exceed that of L in all directions and the implication follows for all originsymmetric star bodies. Hence for n = 3 there is nothing to prove as k can only be one. For n = 4 the affirmative answer follows from the original BusemannPetty problem. G. Zhang [33] proved that the answer to the LDBP with k = n − j is affirmative if and only if all origin-symmetric convex bodies in R n are generalized j-intersection bodies. Using this connection, J. Bourgain and G. Zhang [3] established a negative answer for 3 < k < n, see also [28] for a corrected proof and [17] for a different proof of this result. The cases of twoand three-dimensional sections remain open for n ≥ 5. The LDBP in the real hyperbolic space was studied by V. Yaskin in [30] . Other results on the LDBP can be found in [12, 23, 24, 25, 27] . In this article we consider the lower dimensional Busemann-Petty problem in the complex hyperbolic n-space. In order to define volume, we identify C n with R 2n via the mapping (ξ 11 + iξ 12 , . . . , ξ n1 + iξ n2 ) → (ξ 11 , ξ 12 , . . . , ξ n1 , ξ n2 ) .
A convex body
where R θ stands for the counterclockwise rotation by an angle θ around the origin in R 2 . Recall that an origin-symmetric body K in H n C is called convex if under the mapping (2) it corresponds to an R θ -invariant body in R 2n contained in the open unit ball such that for any pair of points in K ⊂ R 2n the geodesic segment with respect to the Bergman metric on H n C joining them also belongs to K, see [5] for more details. Bodies in R 2n contained in the open unit ball and satisfying the latter condition will be called h-convex. We denote the volume element on H n C by dµ n and the volume of a body K in R 2n with respect to this volume element by HVol 2n (K) to distinguish from the Euclidean volume of K.
Now the lower dimensional Busemann-Petty problem in H n C can be posed as follows. Let 1 ≤ k ≤ n − 2 and let K and L be two
for every complex linear subspace H of complex dimension k, does it follow that HVol 2n (K) ≤ HVol 2n (L)? In this paper we prove that the answer to this problem is affirmative only for k = 1 and negative for 2 ≤ k ≤ n − 2.
1. Preliminaries 1.1. Complex Hyperbolic Space. We will work with the ball model of the complex hyperbolic space. The material of sections 1.1.1 and 1.1.2 is taken from the book by Goldman [11] . We refer the interested reader to this book for more information.
1.1.1. The Ball Model. Let V be a complex vector space. The projective space associated to V is the space P(V ) of all lines in V , i.e. one dimensional complex linear subspaces through the origin.
Let C n,1 be the (n+1)-dimensional complex vector space consisting of (n+1)-tuples
and equipped with the indefinite 1 Hermitian form
where Z ′ is a vector in C n and Z n+1 ∈ C. Consider the subset of negative vectors in C n,1
The complex hyperbolic n-space H n C is defined to be P(N), i.e. the subset of P(C n,1 ) consisting of negative lines in C n,1 . We identify H n C with the open unit ball B n := {z ∈ C n : (z, z) < 1} as follows. Define a mapping A by
Since for negative vectors in C n,1 the (n + 1)-coordinate is necessarily different from zero, H We normalize the Bergman metric, a Hermitian metric on H n C , to have constant holomorphic sectional curvature −1. It can be described as follows. Let x, y be a pair of distinct points in B n and let ← → xy denote the unique complex line they span. The Bergman metric restricts on ← → xy ∩ B n to the Poincaré metric of constant curvature −1 given by:
where R is the radius of the disc ← → xy ∩B n and r = r(z) is the Euclidean distance to the center of the disc ← → xy ∩ B n . As ← → xy is totally geodesic, the distance between x and y in H n C equals the distance between x and y in ← → xy ∩ B n with respect to the above Poincaré metric. Moreover, the geodesic from x to y in H n C is the Poincaré geodesic in ← → xy ∩ B n joining x and y. The Poincaré geodesics are circular arcs orthogonal to the boundary and straight lines through the center.
The volume element on H n C is
where dσ is the volume element on the unit sphere S 2n−1 . Thus for a subset
contained in the open unit ball that are geodesically convex with respect to the Bergman metric. While it is not true in general that a convex body contained in the open unit ball is h-convex, see [5] for a counterexample, one can dilate a convex body of strictly positive curvature to make it h-convex. Recall that any real ellipsoid in R n has a section by a two-dimensional plane that is a circle. Moreover, two-dimensional planes parallel to the circular section also intersect the ellipsoid in a circle. These facts seem to belong to the folklore of the theory of the second-order surfaces, see, for instance, p. 17-18 in [13] (we give proofs of these facts in the appendix for the convenience of the reader). We call a complex ellipsoid a real R θ -invariant ellipsoid in R 2n . R θ -invariance implies that all sections of a complex ellipsoid by one-dimensional complex subspaces are circles. Hence, all sections by affine one-dimensional complex planes are circles as well; such circles are geodesically convex. This proves the following. 1.2. Convex Geometry.
Basic Definitions.
The main tool used in this paper is the Fourier transform of distributions, see [9] as the classical reference for this topic. As usual, denote by S(R n ) the Schwartz space of rapidly decreasing infinitely differentiable functions on R n , also referred to as test functions, and by S ′ (R n ) the space of distributions on R n , the continuous dual of S(R n ). The Fourier trans-
for every test function ϕ and every α ∈ R, α = 0. The Fourier transform of an even homogeneous distribution of degree p is an even homogeneous distribution of degree −n − p. We call a distribution f positive definite, if for every test
This is equivalent tof being a positive distribution, i.e. f , ϕ ≥ 0 for every non-negative test function ϕ.
A compact subset K of R n containing the origin as an interior point is called a star body if every line through the origin crosses the boundary in exactly two points different from the origin, and its Minkowski functional is defined by
The boundary of K is continuous if · K is a continuous function on R n . If in addition K is origin-symmetric and convex, then the Minkowski functional is a norm on R n . A star body K is said to be k-smooth, k ∈ N ∪ {0}, if the restriction of · K to the unit sphere S n−1 belongs to the class C k (S n−1 ) of k-times continuously differentiable functions on the unit sphere. If · K ∈ C k (S n−1 ) for any k ∈ N, then a star body K is said to be infinitely smooth. For
K , is the Euclidean distance from the origin to the boundary of K in the direction x. All bodies considered in the sequel contain the origin as an interior point.
Fourier Approach to Sections. It was shown in [18], Lemma 3.16, that
for an infinitely smooth origin-symmetric star body K in R n and 0 < p < n, the Fourier transform of the distribution x −p K is an infinitely smooth function on R n \ {0}, homogeneous of degree −n + p. We shall use a version of the Parseval's formula on the sphere: Lemma 2. ([18], Lemma 3.22) Let K and L be infinitely smooth originsymmetric star bodies in R n , and let 0 < p < n. Then
The classes of k-intersection bodies were introduced by A. Koldobsky in [16, 17] as follows. Let 1 ≤ k < n and let D and L be origin-symmetric star bodies in
An origin-symmetric star body K in R n is a k-intersection body if and only if · −k K is a positive definite distribution on R n . Let 0 < k < n and let H be an (n − k)-dimensional subspace of R n . Fix an orthonormal basis e 1 , . . . , e k in the orthogonal subspace H ⊥ . For a star body
where χ is the indicator function of the interval [0, 1]. If K is infinitely smooth, the function A K,H is infinitely differentiable at the origin. We shall make use of the following fact:
, Theorem 2) Let K be an infinitely smooth origin-symmetric star body in R n and 0 < k < n. Then for every (n − k)-dimensional subspace H of R n and for every m ∈ N ∪ {0}, m < (n − k)/2,
where ∆ denotes the Laplacian on R k .
Approximation Results.
One can approximate any convex body K in R n from inside or from outside in the radial metric
by a sequence of infinitely smooth convex bodies with the same symmetries as K, see Theorem 3.3.1 in [29] . In particular, any R θ -invariant convex body in R 2n can be approximated by infinitely smooth R θ -invariant convex bodies. Any k-smooth star body K can be approximated by a sequence of infinitely smooth star bodies K m so that the radial functions ρ Km converge to ρ K in the metric of the space C k (S n−1 ), see [18] , p. 27, preserving the symmetries of K as well.
A convex body can also be approximated in the radial metric by convex bodies of strictly positive curvature. We shall use the following lemma from Moreover, if D is R θ -invariant, one can choose D m with the same property. The proof of the above lemma is based on the following fact, which allows for more general approximation results.
Lemma 5. ([18] , Lemma 3.11, (i)) Suppose that p > −n and let f k , k ∈ N, and f be even continuous functions on the sphere S n−1 so that f k → f in C(S n−1 ). Then for every even test function φ
Next lemma translates the R θ -invariance of a body K into a certain invariance of the Fourier transform of its Minkowski functional.
Lemma 6. ( [19] , Lemma 3) Suppose that K is an infinitely smooth R θ -invariant star body in R 2n . Then for every 0 < p < 2n and ξ ∈ S
where K is an R θ -invariant convex body? It was answered in [19] .
There are examples of origin-symmetric R θ -invariant convex bodies in R 2n , n ≥ 3, that are not k-intersection bodies for any 1 ≤ k < 2n − 4. Denote by B n q the unit ball of the complex space l n q considered as a subset of R 2n :
In particular, the body B n q is not a k-intersection body for any 1 ≤ k < 2n − 4.
The following proposition is an analog of Lemma 3.4 in [30] for R θ -invariant functions. Proposition 1. Let l be an integer, 2 ≤ 2l ≤ 2n − 2. Let f be an infinitely differentiable R θ -invariant function on S 2n−1 so that its homogeneous extension of degree −2l to R 2n is not a positive definite distribution. Then there exists an infinitely differentiable R θ -invariant function g on S 2n−1 such that
and for any
Proof : Since the function f is infinitely differentiable on S 2n−1 , the Fourier transform of its homogeneous extension f for some infinitely differentiable R θ -invariant function g on S 2n−1 . g is the function we seek. To see this, we compute, applying Parseval's formula on the sphere:
since h is non-positive with support in the set where f
is negative. By [20] Proposition 4, we compute further
Solution of the Problem
In H 1 C all R θ -invariant bodies are discs and in H 2 C one can only consider one-dimensional sections, which corresponds to the Busemann-Petty problem. Hence the LDBP in H n C makes sense for n ≥ 3. From now on we assume that n ≥ 3.
Theorem 5. Let l be an integer with
Proof of the case 1 ≤ l ≤ n − 3 : Let M be an R θ -invariant convex body in R 2n for which the distribution · We can dilate M j to make it h-convex, see Lemma 1. This fact exploits the idea that locally Riemannian manifolds are close to being Euclidean. Indeed, pick a small neighborhood of the origin in B n , say a ball of radius r. It is not hard to show, see Lemma 1 in [5] for details, that the Euclidean curvature of all geodesics with respect to the Bergman metric in this neighborhood is less than Define another body L by
Observe that the body L so defined is contained in the body M. L is infinitely smooth. The R θ -invariance of the body M is preserved under this transformation and implies the R θ -invariance of L. The body L is the image of M under the smooth transformation given in polar coordinates by
This transformation preserves Euclidean convexity as it maps straight line segments to elliptic arcs. Indeed, consider a line in general position given by y = mx + c. Its equation in polar coordinates is r = c sin θ−m cos θ and its image under the map (4) 1+r 2 arbitrary close to r. Hence we can assume that the body L is h-convex. Moreover, solving equation (3) for · −2 M , raising to power l and extending by homogeneity to R 2n , we obtain that the
is not positive definite. By Proposition 1 there exists an infinitely differentiable R θ -invariant function g on S 2n−1 satisfying
and
for any (n−l)-dimensional complex subspace H of C n . Define another infinitely smooth R θ -invariant body K by
where θ ∈ S 2n−1 and ǫ > 0 small. Since the body L has strictly positive curvature big enough to ensure its h-convexity, for small enough ǫ the body K is also h-convex. This follows from essentially the same argument as for the strict convexity of small perturbations of the above form of strictly convex bodies, see for example [35] Proposition 2.
Let H be an (n − l)-dimensional complex subspace and integrate (7) over S 2n−1 ∩ H,
By (6) the second addend is non-positive, hence
which means that for any (n − l)-dimensional complex subspace H
Now we multiply (7) by the distribution
By (5) the second addend in the above equality is strictly positive, hence
Observe that the function
(1−r 2 ) l is an increasing function on the interval (0, 1). For a, b ∈ (0, 1)
Note that this inequality is true for both a ≤ b and b ≤ a. Integrating the above inequality over S 2n−1 with a = x −1
As the left hand side in the above inequality is strictly positive by (8), the right hand side is strictly positive as well, and hence
which is equivalent to
This completes the proof of the case 1 ≤ l ≤ n − 3.
✷ Proof of the case l = n − 2 : For an element ξ = (ξ 11 , ξ 12 , · · · , ξ n1 , ξ n2 ) of R 2n denote by ξ n = (ξ n1 , ξ n2 ) and byξ = (ξ 11 , ξ 12 , · · · , ξ (n−1)1 , ξ (n−1)2 ), then ξ = (ξ, ξ n ). We will work with the following map, written in polar coordinates as
This is the inverse of the map (4). Note that this map, restricted to the two-dimensional plane xy, takes the ellipse Let 0 < s < 1, it can be chosen arbitrary small. We will construct a body L using two ellipses. Denote by e h the ellipse with the axes a = 1, b = s and by e v the ellipse with the axes a = s, b > 1. We can choose b arbitrary close to one. As discussed above e h is mapped to the horizontal line y =
and e v is mapped to the hyperbola, denote it by h, with equation h(y) =
The body L as the intersection of two complex ellipsoids and hence h-convex by Theorem 2. L is not smooth along the curve where the two ellipsoids intersect, but we can make it infinitely smooth by changing it in an arbitrary small neighborhood of the boundary along this curve. Moreover, we will change L in this neighborhood to a surface with a strictly positive big enough curvature to preserve its h-convexity. This is possible since all ellipsoids have strictly positive curvature and the fact that by construction our ellipsoids intersect almost orthogonally; the angle of intersection approaches ninety degrees as s approaches zero. Define a star body M by
Since the body L is contained in the unit ball, the body M is well-defined and infinitely smooth. By construction both bodies are R θ -invariant. The body M is an image of the body L under the map (10) and hence it can be described as
except for a small neighborhood along the curve where the two complex surfaces meet.
In dimension 2n, Lemma 3 with H = H ξ , ξ ∈ S 2n−1 , in which case k = 2, reads as follows: Let K be an infinitely smooth origin-symmetric star body in
Since the above integral is taken over the region S 2n−1 ∩ H ⊥ ξ , by Lemma 6, it follows that for an infinitely smooth R θ -invariant star body K
Evaluating equation (11) for m = 1, we obtain
Let x = (x, x n ) ∈ R 2n with x n = (0, 0). Choose ξ ∈ S 2n−1 in the direction of x n . Fix an orthonormal basis {e 1 , e 2 } for H ⊥ ξ . For u ∈ R 2 , with |u| <
where |S n−1 | stands for the surface area of the unit sphere S n−1 in R n :
). Thus we have
and consequently
Since M is infinitely smooth we can use equation (12) to compute
As b > 1 and s < 1, this shows that
is negative in some direction ξ. Thus we have constructed an infinitely smooth R θ -invariant h-convex body L of strictly positive curvature so that the distribution
n−2 is not positive definite. Now we can proceed as in the proof of the case 1 ≤ l ≤ n − 3 to construct another infinitely smooth R θ -invariant h-convex body K of strictly positive curvature so that for every 2-dimensional complex subspace H
✷ Finally, observe that the case l = n − 1 corresponds to sections by onedimensional complex subspaces. Since sections by one-dimensional complex subspaces are discs, this case is equivalent to the case of one-dimensional sections in the real setting and so has an affirmative answer.
Altogether we have shown that the lower dimensional Busemann-Petty problem in H n C has a negative answer for sections of dimension k ≥ 2. Case of one-dimensional sections is trivially true.
Appendix
Here we prove the auxiliary facts used in Section 1.1.3 and some other related facts of independent interest. For illustration we consider the case of R 3 first. Let E be an ellipsoid in R 3 . Without the loss of generality, we can assume that E is centered; then its equation is
where a > b > c.
Theorem 6.
There is a section of an ellipsoid in R 3 that is a circle.
Proof : Assume that the ellipsoid has the form (13). Every section of E by a plane containing the y-axis is an ellipse having one of the axes equal to b. The section by the yz-plane is an ellipse with axes b, c, whereas the section by the xy-plane is an ellipse with axes a, b. Thus, by continuity, there is a plane (containing the y-axis) that intersects E in a circle of radius b. Because of the symmetry of an ellipsoid there is a second plane that intersects E in a circle with radius b. 
To verify that parallel planes αx + βy + γz = d also intersects the ellipsoid in a circle, we evaluate ( Comparing this with (14) , we see that d contributes to the shift of the curve of intersection, but not to its form; it also changes the radius. Hence parallel planes that have a non-empty intersection with the ellipsoid also intersect it in a circle.
✷ Theorem 8.
There is a two-dimensional section of an ellipsoid in R n that is a circle.
Proof : We may assume that the ellipsoid has the form: 
with a 1 > a 2 > · · · > a n . The section with the subspace spanned by the vectors {x 1 , x 2 , x 3 } is an ellipsoid in R 3 and the result follows by Theorem 6. ✷ Theorem 9. Let E be an ellipsoid in R n and H any subspace of R n . Sections of E by affine subspaces parallel to H are similar to the section by H itself.
