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The production of Z bosons with one or two isolated high-energy photons is studied using pp collisions
at
ﬃﬃ
s
p ¼ 8 TeV. The analyses use a data sample with an integrated luminosity of 20.3 fb−1 collected by the
ATLAS detector during the 2012 LHC data taking. The Zγ and Zγγ production cross sections are measured
with leptonic (eþe−, μþμ−, νν¯) decays of the Z boson, in extended fiducial regions defined in terms of the
lepton and photon acceptance. They are then compared to cross-section predictions from the Standard
Model, where the sources of the photons are radiation off initial-state quarks and radiative Z-boson decay to
charged leptons, and from fragmentation of final-state quarks and gluons into photons. The yields of events
with photon transverse energy ET > 250 GeV from lþl−γ events and with ET > 400 GeV from νν¯γ
events are used to search for anomalous triple gauge-boson couplings ZZγ and Zγγ. The yields of events
with diphoton invariant mass mγγ > 200 GeV from lþl−γγ events and with mγγ > 300 GeV from νν¯γγ
events are used to search for anomalous quartic gauge-boson couplings ZZγγ and Zγγγ. No deviations from
Standard Model predictions are observed and limits are placed on parameters used to describe anomalous
triple and quartic gauge-boson couplings.
DOI: 10.1103/PhysRevD.93.112002
I. INTRODUCTION
The production of Z bosons has been used in many
experiments to test the electroweak sector of the Standard
Model (SM). Precision measurements made at LEP and at
the SLAC Linear Collider established Z boson properties
that are consistent with the SM assumption of a gauge
boson without internal structure. Studies of the Z boson in
hadroproduction experiments at the Tevatron and Large
Hadron Collider (LHC) are in agreement with the produc-
tion dynamics predicted by the SUð2ÞL ×Uð1ÞY gauge
group of the SM’s electroweak sector. The couplings
of the Z boson to W bosons have been observed and
agree with SM predictions. No experimental evidence has
been reported for couplings of Z bosons to photons.
Anomalous properties of the Z boson are often constrained
in terms of limits on the triple (ZZγ and Zγγ) and quartic
(ZZγγ and Zγγγ) gauge-boson couplings. Such limits have
been reported by many experiments at LEP [1–4], the
Tevatron [5–7], and the LHC [8–11]. In addition, searches
for new gauge bosons decaying to Zγ have been used to
further constrain physics beyond the SM [8,12].
Some of the elementary processes resulting in the
production of a Z boson in association with one or two
photons are illustrated by the leading-order Feynman
diagrams shown in Figs. 1(a)–1(e). Examples of triple
and quartic gauge-boson couplings involving Z bosons and
photons are shown in Figs. 1(f) and 1(g). These couplings
are forbidden at tree level in the SM, but can arise in
theories predicting anomalous couplings.
This paper presents measurements of the hadroproduc-
tion of Z bosons associated with one or two isolated
photons. The measurements use 20.3 fb−1 of proton-proton
(pp) collisions collected with the ATLAS detector at the
CERN LHC operating at a center-of-mass energy of 8 TeV.
The analyses use the decays Z=γ → lþl− (where l ¼ e
or μ), with the invariant mass of the dilepton pair above
40 GeV, and Z → νν¯. The Z=γ decays to charged leptons
are selected using triggers on high transverse momentum1
(pT) electrons or muons. The production channels studied
are pp→ lþl−γ þ X and pp→ lþl−γγ þ X where the
photons are required to have transverse energy
ET > 15 GeV. The events with Z-boson decays to neu-
trinos are selected using high ET photon triggers.
Measurements are made of the processes pp → νν¯γ þ X
with photon ET > 130 GeV and pp → νν¯γγ þ X where
*Full author list given at the end of the article.
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1ATLAS uses a right-handed coordinate system with its origin
at the nominal interaction point (IP) in the center of the detector
and the z-axis along the beam pipe. The x-axis points from the IP
to the center of the LHC ring, and the y-axis points upward.
Cylindrical coordinates (r;ϕ) are used in the transverse (x,y)
plane, with ϕ being the azimuthal angle around the beam pipe.
The pseudorapidity is defined in terms of the polar angle θ as
η ¼ − ln tanðθ=2Þ. The distance ΔR in the η–ϕ space is defined as
ΔR ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðΔηÞ2 þ ðΔϕÞ2
p
. The transverse energy ET is defined as
ET ¼ E × sin θ.
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both the photons have ET > 22 GeV. In all the production
channels, the measurements are made with no restriction on
the recoil system X (inclusive events) and by requiring that
the system X have no central jet (jηj < 4.5) with pT >
30 GeV (exclusive events). The SM sources of the direct
photons are radiation off initial-state quarks and radiative
Z-boson decay to charged leptons, and from fragmentation
of final-state quarks and gluons into photons.
The measurements are compared to SM predictions
obtained with a parton-shower Monte Carlo (MC) simu-
lation and with two higher-order perturbative parton-level
calculations at next-to-leading order (NLO) and next-to-
next-to-leading order (NNLO) in the strong coupling
constant αs. The measured Zγ production cross section
at high values of the photon ET is used to search for
anomalous triple gauge-boson (ZZγ and Zγγ) couplings
(aTGC). The measured Zγγ production cross section at
high values of the diphoton mass mγγ is used to search for
anomalous quartic gauge-boson (ZZγγ and Zγγγ) cou-
plings (aQGC). Deviations from the SM Lagrangian are
parametrized by adding higher-order operators that intro-
duce couplings of photons to the Z bosons.
This paper is organized as follows. The ATLAS detector
is briefly described in Sec. II. The signal and background
simulation is presented in Sec. III. The object and event
selections and the background estimation are described in
Secs. IV and V, respectively. The results of cross-section
measurements and their comparison with the Standard
(a) (b)
(c) (d)
(e)
(f) (g)
FIG. 1. Feynman diagrams of ZγðγÞ production: (a), (c) initial-state photon radiation (ISR); (b), (d) final-state photon radiation (FSR);
(e) mixed channel (FSRþ ISR); (f) triple gauge-boson coupling (TGC) vertex; and (g) quartic gauge-boson coupling (QGC) vertex.
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Model predictions are presented in Secs. VI and VII,
respectively. The limits on the anomalous triple and quartic
gauge-boson couplings are presented in Sec. VIII.
Section IX provides the conclusions.
II. THE ATLAS DETECTOR AND LHC
DATA SAMPLE
The ATLAS detector has been described in detail else-
where [13]. A short overview is presented here with an
emphasis on the electromagnetic calorimeter needed for
precision measurement of the high-energy photons. The
major components of the ATLAS detector are an inner
tracking detector (ID) surrounded by a thin superconduct-
ing solenoid providing a 2 T axial magnetic field, electro-
magnetic (EM) and hadronic calorimeters, and a muon
spectrometer (MS). The ID is composed of three subsys-
tems. The pixel and silicon microstrip detectors cover the
pseudorapidity range jηj < 2.5, while the transition radia-
tion tracker (TRT) has an acceptance range of jηj < 2.0.
The TRT provides identification information for electrons
by the detection of transition radiation. The MS is com-
posed of three large superconducting air-core toroid mag-
nets, a system of three stations of chambers for tracking
measurements with high precision in the range jηj < 2.7,
and a muon trigger system effective over the range
jηj < 2.4.
The electromagnetic calorimeter is a lead/liquid-argon
detector composed of a barrel (jηj < 1.475) and two end
caps (1.375 < jηj < 3.2). For jηj < 2.5 the calorimeter has
three layers, longitudinal in shower depth, with the first
layer having the highest granularity in the η direction, and
the second layer collecting most of the electromagnetic
shower energy for high-pT objects. A thin presampler layer
covering the range jηj < 1.8 is used to correct for the
energy lost by EM particles upstream of the calorimeter.
The hadronic calorimeter system, which surrounds the
electromagnetic calorimeter, is based on two different
detector technologies, with scintillator tiles or liquid argon
as the active medium, and with steel, copper, or tungsten as
the absorber material. Photons are identified as narrow,
isolated showers in the EM calorimeter with no penetration
into the hadronic calorimeter. The fine segmentation of the
ATLAS calorimeter allows efficient rejection of jets frag-
menting to high-energy π0 or η mesons that could be
misidentified as isolated direct photons.
Collision events are selected using a three-level trigger
system. The first-level trigger is based on custom-built
electronics that use a subset of the total detector informa-
tion to reduce the data rate to below the design value of
75 kHz. The subsequent two trigger levels run on a
processor farm and analyze detector information with
greater precision. The resulting recorded event rate from
LHC pp collisions at
ﬃﬃ
s
p ¼ 8 TeV during the data-taking
period in 2012 was approximately 400 Hz. After applying
criteria to ensure nominal ATLAS detector operation, the
total integrated luminosity useful for data analysis is
20.3 fb−1. The uncertainty in the integrated luminosity
is determined to be 1.9%. It is derived, following the
same methodology as that detailed in Ref. [14], from a
calibration of the luminosity scale obtained from beam-
separation scans.
Online triggers based on high-energy electrons, muons,
and photons are used to select events with final states
consistent with one of the four following processes:
(i) pp → eþe−γðγÞ þ X,
(ii) pp → μþμ−γðγÞ þ X,
(iii) pp → νν¯γ þ X,
(iv) pp → νν¯γγ þ X.
The lþl−γ and lþl−γγ events are selected using
single-lepton or dilepton triggers. The pT thresholds are
24 GeV for single-lepton triggers, and 12 GeV (13 GeV)
for dielectron (dimuon) triggers. A dimuon trigger with
asymmetric muon pT thresholds of 8 GeV and 18 GeV is
also used. The νν¯γ and νν¯γγ events are selected using a
single-photon trigger with a threshold of ET > 120 GeV
and a diphoton trigger with a threshold of ET > 20 GeV,
respectively. For the events falling within the acceptance
of the measurement, the trigger efficiency is close to
100% for eþe−γðγÞ and νν¯γ final states, about 99% for
νν¯γγ final states, and about 95% for μþμ−γðγÞ final
states.
III. SIMULATION OF SIGNALS
AND BACKGROUNDS
Simulated signal and background events are produced
with various Monte Carlo event generators, processed
through a full ATLAS detector simulation [15] using
GEANT4 [16], and then reconstructed with the same pro-
cedure as for data. Additional pp interactions (pileup), in
the same and neighboring bunch crossings, are overlaid on
the hard scattering process in MC simulation. The MC
events are then reweighted to reproduce the distribution of
the number of interactions per bunch crossing in data. The
mean number of interactions per bunch crossing in the data
set considered is 20.7.
A. Monte Carlo generation of SM pp→ ZγðγÞ þ X
and anomalous gauge-boson couplings processes
The efficiency of the event selection is studied using a
MC simulation of the Zγ and Zγγ signals using the SHERPA
1.4 generator [17] with the CT10 parton distribution
function (PDF) set [18], and leading-order (LO) matrix
elements with up to three additional final-state partons for
Zγ and up to one additional final-state parton for Zγγ.
SHERPA uses the CKKW scheme [19,20] to merge matrix
elements and parton showers. This “multileg” approach
ensures that the first few hardest emissions are modeled by
the real-emission matrix elements. SHERPA was found to
adequately characterize the distributions of selected Zγ
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candidates in a previous publication [8]. Theoretical
uncertainties in the SHERPA predictions in Figures 2–6
are taken to be the same as those estimated with MCFM in
Sec. VII A.
Signal samples with anomalous triple and quartic gauge-
boson couplings are generated using SHERPA for aTGC and
VBFNLO 2.7.0 [21–23] interfaced to PYTHIA 8.175 [24] for
parton showering, hadronization, and the underlying event
for aQGC. More details are given in Sec. VIII.
B. Monte Carlo generation of background processes
In the measurements of the eþe−γðγÞ, μþμ−γðγÞ, and
νν¯γðγÞ production cross sections, backgrounds are esti-
mated either from simulation or from data. The main
backgrounds arise from object misidentification and are
obtained using data-driven techniques, as described in
Sec. V. MC simulated backgrounds are used for validation
in this case. Smaller backgrounds are estimated directly
from simulation.
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FIG. 2. The photon transverse energy (EγT) distributions from inclusive (Njet ≥ 0) l
þl−γ events for the electron (left) and muon (right)
channels. The numbers of candidates observed in data (points with error bars) are compared to the sum of the SM signal predicted from
SHERPA and the various backgrounds discussed in Sec. VA. The uncertainty band on the sum of expected signal and backgrounds
includes both the statistical and systematic uncertainties in the MC simulations and the data-driven background estimate added in
quadrature. The signal is normalized using the cross sections predicted by SHERPA. The theoretical uncertainties in the signal cross
sections are evaluated bin by bin using MCFM, as described in Sec. VII A. The ratio of the numbers of candidates observed in data to the
sum of expected signal and backgrounds is also shown.
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FIG. 3. The four-body invariant mass (mlþl−γγ) distributions from inclusive (Njet ≥ 0) lþl−γγ events for the electron (left) and muon
(right) channels. The numbers of candidates observed in data (points with error bars) are compared to the sum of the SM signal predicted
from SHERPA and the various backgrounds discussed in Sec. VA. The uncertainty band on the sum of expected signal and backgrounds
includes both the statistical and systematic uncertainties in the MC simulations and the data-driven background estimate added in
quadrature. The signal is normalized using the cross sections predicted by SHERPA. The theoretical uncertainties in the signal cross
sections are evaluated using MCFM, as described in Sec. VII A.
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The WZ and ZZ backgrounds are generated with
POWHEG-BOX [25,26] and the CT10 PDF set, with parton
showering, hadronization, and the underlying event mod-
eled by PYTHIA 8.165 with the AU2 set of tuned parameters
[27]. The background arising from tt¯γ is generated with
MADGRAPH5_AMC@NLO 5.2.1.0 [28] and the CTEQ6L1 [29]
PDF set, with parton showering, hadronization, and the
underlying event modeled by PYTHIA 8.183. SHERPA 1.4 with
the CT10 PDF set is used to simulate τþτ−γðγÞ, γ þ jets,
and WγðγÞ events. An alternative MC sample of simulated
γ þ jet events is generated using PYTHIA8.165 with the
CTEQ6L1 PDF set. An alternative MC sample of simulated
Wγ events is generated using ALPGEN 2.14 [30] with the
CTEQ6L1 PDF set, interfaced to HERWIG 6.520 [31] with
JIMMY 4.30 [32] and the AUET2 set of tuned parameters
[33] for parton showering, hadronization, and the under-
lying event. The tt¯γ, WZ, and ZZ backgrounds are
normalized using the NLO cross sections [26,34]; the
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FIG. 4. The diphoton invariant mass (mγγ) distributions from inclusive (Njet ≥ 0) lþl−γγ events for the electron (left) and muon
(right) channels. The numbers of candidates observed in data (points with error bars) are compared to the sum of the SM signal predicted
from SHERPA and the various backgrounds discussed in Sec. VA. The uncertainty band on the sum of expected signal and backgrounds
includes both the statistical and systematic uncertainties in the MC simulations and the data-driven background estimate added in
quadrature. The signal is normalized using the cross sections predicted by SHERPA. The theoretical uncertainties in the signal cross
sections are evaluated using MCFM, as described in Sec. VII A.
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FIG. 5. The photon transverse energy ET (left) and missing transverse momentum EmissT (right) distributions from inclusive (Njet ≥ 0)
νν¯γ events. The numbers of candidates observed in data (points with error bars) are compared to the sum of the SM signal predicted from
SHERPA and the various backgrounds discussed in Sec. V B. The uncertainty band on the sum of expected signal and backgrounds
includes both the statistical and systematic uncertainties in the MC simulations and the data-driven background estimate added in
quadrature. The signal is normalized using the cross sections predicted by SHERPA. The theoretical uncertainties in the signal cross
sections are evaluated bin by bin using MCFM, as described in Sec. VII A. The ratio of the numbers of candidates observed in data to the
sum of expected signal and backgrounds is also shown.
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τþτ−γ and τþτ−γγ backgrounds are normalized using the
cross sections predicted by SHERPA.
IV. SELECTION OF Zγ AND Zγγ SIGNAL EVENTS
The event selection criteria are chosen to provide precise
cross-section measurements of Zγ and Zγγ production, and
to provide good sensitivities to anomalous gauge-boson
couplings between photons and the Z bosons. The selec-
tions are optimized for each of these measurements to
obtain high signal efficiency together with good back-
ground rejection.
A. Physics object reconstruction and identification
Collision events are selected by requiring at least one
reconstructed primary vertex candidate with at least three
charged-particle tracks with pT > 0.4 GeV. The vertex
candidate with the highest sum of the p2T of the associated
tracks is chosen as the event’s primary vertex. This criterion
may choose the wrong primary vertex in νν¯γðγÞ events. The
effect of such a wrong choice was studied in simulation and
found to have negligible impact on the photon transverse
energy resolution for this analysis.
Electron candidates are reconstructed within the fiducial
acceptance region jηj < 2.47 from an energy cluster in the
EM calorimeter associated with a reconstructed track in the
ID [35]. Photon candidates are reconstructed from energy
clusters with jηj < 2.37 [36]. The EM cluster of the
electron/photon candidate must lie outside the transition
region between the barrel and end cap EM calorimeters;
thus electrons and photons with 1.37 < jηj < 1.52 are
rejected. The cluster energies are corrected using an in situ
calibration based on the known Z boson mass [37]. Clusters
without matching tracks are classified as unconverted
photon candidates, whereas clusters that are matched to
one or two tracks that originate from a conversion vertex are
considered as converted photon candidates. Both the
unconverted and converted candidates are used in the
analysis. Electron tracks are required to be matched to
the event primary vertex. The electron d0 significance,
defined as the ratio of the absolute value of the transverse
impact parameter, d0, with respect to the primary vertex, to
its measured uncertainty, must be less than 6.0, and the
weighted electron longitudinal impact parameter with
respect to the primary vertex jz0 × sin θj must be less than
0.5 mm. Reconstructed electrons are required to have
pT > 25 GeV. The photon ET threshold depends on the
analysis channel.
Muon candidates are identified, within pseudorapidity
jηj < 2.5, by matching complete tracks or track segments in
the MS to tracks in the ID [38]. Similarly to electrons, the
muon candidates are required to be matched to the primary
vertex with a transverse impact parameter significance of
less than 3.0, and a weighted longitudinal impact parameter
jz0 × sin θj of less than 0.5 mm. Reconstructed muons are
required to have pT > 25 GeV.
Photons and electrons are required to meet identification
criteria based on shower shapes in the EM calorimeter,
leakage into the hadronic calorimeter, and ID tracking
information. The resulting selected photons are classified as
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FIG. 6. The diphoton invariant mass mγγ (left) and missing transverse momentum EmissT (right) distributions from inclusive (Njet ≥ 0)
νν¯γγ events. The numbers of candidates observed in data (points with error bars) are compared to the sum of the SM signal predicted
from SHERPA and the various backgrounds discussed in Sec. V B. The uncertainty band on the sum of expected signal and backgrounds
includes both the statistical and systematic uncertainties in the MC simulations and the data-driven background estimate added in
quadrature. The signal is normalized using the cross sections predicted by SHERPA. The theoretical uncertainties in the signal cross
sections are evaluated using MCFM, as described in Sec. VII A. The ratio of the numbers of candidates observed in data to the sum of
expected signal and backgrounds is also shown.
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“loose” or “tight” and the electrons as “medium” as defined
in Refs. [35,36,39]. The tight identification criterion for
photons is used to suppress the background from multiple
showers produced in meson (e.g., π0; η) decays [36]. The
electron identification criteria are used to suppress back-
ground electrons (primarily from photon conversions and
Dalitz decays) and jets faking electrons [37].
Photons, electrons, and muons are required to be isolated
from nearby hadronic activity. Photons are considered
isolated if the sum of transverse energy calculated from
clusters of calorimeter energy deposits [40] in an
“isolation” cone of size ΔR ¼ 0.4 around the candidate,
EisoT , is smaller than 4 GeVafter subtracting the contribution
from the photon itself, and corrected for the leakage of the
photon energy and the effects of underlying event and
pileup [41,42]. For electrons to be isolated, the calorimeter
transverse energy deposits and the sum of the transverse
momenta of tracks associated to the primary vertex in a
cone of size ΔR ¼ 0.2 around the candidate after sub-
tracting the contribution from the electron itself must be
below 0.14 × peT and 0.13 × p
e
T, respectively, where p
e
T is
the electron transverse momentum. Muons are considered
isolated if the sum of the transverse momenta of ID tracks
associated to the primary vertex excluding the track
associated with the muon in a cone of size ΔR ¼ 0.2
is below 0.1 × pμT, where p
μ
T is the muon transverse
momentum.
All lepton and photon efficiencies of the trigger,
reconstruction, and identification are corrected in the
simulation with data-derived correction factors, whose
values are normally within a few percent of 1.
Jets are reconstructed from clustered energy deposits in
the calorimeter using the anti-kt algorithm [43] with radius
parameter R ¼ 0.4 and are required to have pT > 30 GeV
and jηj < 4.5. Reconstructed calorimeter jets are corrected
for effects of noncompensating response, energy losses in
the dead material, shower leakage, and inefficiencies in
energy clustering and jet reconstruction by applying a
simulation-based correction derived in bins of η and E. An
in situ calibration corrects for differences between data and
simulation in the jet response. This jet energy scale
calibration is thoroughly discussed in Ref. [44]. In order
to reduce pileup effects, for jets with pT < 50 GeV and
jηj < 2.4 the jet vertex fraction (JVF), defined as the ratio
of the summed scalar pT of tracks associated with both the
R ¼ 0.4 jet and the primary vertex to that of all tracks
associated with the jet, must be greater than 0.5.
To reject electrons reconstructed from a bremsstrahlung
photon emitted by a muon traversing the calorimeter, any
electron candidate within a ΔR ¼ 0.1 cone around a
selected muon is removed. Jets are removed if they are
found within a ΔR ¼ 0.3 cone around a selected lepton or
photon.
The missing transverse momentum vector ~pmissT is the
vector of momentum imbalance in the transverse plane. The
reconstruction of the direction and magnitude of the
missing transverse momentum vector is described in
Ref. [45]. The ~pmissT is calculated from the vector sum of
the calibrated transverse momenta of all jets with pT >
20 GeV and jηj < 4.5, the transverse momenta of electron
and muon candidates, and all calorimeter energy clusters
not belonging to a reconstructed object (soft term).
Selection criteria based on ~pmissT or its magnitude E
miss
T
are used only in the neutrino channels, as described in
Sec. IV C.
B. Selection of lþl−γ and lþl−γγ event candidates
Selected lþl−γ or lþl−γγ event candidates must con-
tain exactly one pair of same-flavor, opposite-charge
isolated leptons (electrons or muons) and at least one or
two isolated photons with EγT > 15 GeV, respectively. In
the case of additional photon candidates, those with the
highest EγT are selected. The dilepton invariant mass mlþl−
is required to be greater than 40 GeV. The reconstructed
photons are removed if they are found within a ΔR ¼ 0.7
(0.4) cone around a selected lepton for lþl−γ (lþl−γγ)
events. A further requirement on the photon-photon sep-
aration of ΔRðγ; γÞ > 0.4 is applied in lþl−γγ events. The
selected events are categorized as inclusive events, referring
to those with no requirement on the jets, and exclusive
events, which are defined to be those with no selected jet
with pT > 30 GeV and jηj < 4.5.
C. Selection of νν¯γ and νν¯γγ event candidates
The νν¯γ event candidates are selected by considering
events with EmissT > 100 GeV and at least one isolated
photon with EγT > 130 GeV. The separation between the
reconstructed photon direction and ~pmissT in the transverse
plane is required to be Δϕð~pmissT ; γÞ > π=2, since in signal
events the Z boson should recoil against the photon. The
νν¯γγ event candidates are selected by considering events
with EmissT > 110 GeV and at least two isolated photons
with ET > 22 GeV and ΔRðγ; γÞ > 0.4. The directions of
the diphoton system and the ~pmissT are required to be
separated in the transverse plane by Δϕð~pmissT ; γγÞ >
5π=6. In the case of additional photon candidates in
νν¯γ=νν¯γγ events, one/two photons with the highest EγT
are selected. To suppress WðγÞ þ jets and WγðγÞ back-
grounds, events containing an identified muon or electron
(as defined in Sec. IVA without isolation requirement) are
rejected. The selected events are categorized as inclusive
events and exclusive events, as described in Sec. IV B.
V. ESTIMATION OF BACKGROUNDS
This section describes the background estimation in each
of the final states. The backgrounds in the lþl−γ and
l
þ
l
−γγ final states are discussed in Sec. VA. The
dominant backgrounds in these final states are Z þ jets
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and Zγ þ jets with jets misidentified as photons. The
backgrounds in the νν¯γ and νν¯γγ final states are discussed
in Sec. V B. The dominant backgrounds in these final states
are those with jets misidentified as photons and those with
electrons misidentified as photons, as well as WðlνÞγ and
WðlνÞγγ where the lepton from the W decay is not
detected.
A. Backgrounds to lþl−γ and lþl−γγ
Backgrounds in the selected lþl−γ and lþl−γγ samples
are dominated by events in which hadronic jets, which
contain photons from π0 or η decays, are misidentified as
prompt photons. In the lþl−γ measurement, the back-
ground from jets misidentified as photons originates from
the production of Z bosons in association with jets
(Z þ jets), while in the lþl−γγ measurement this back-
ground originates from both Zγ in association with jets
(Zγ þ jets) and Z þ jets events with one or two jets
misidentified as photons, respectively. The backgrounds
from jets misidentified as photons are estimated using data-
driven methods as described in Secs. VA 1 and VA 2.
Smaller backgrounds originate from tt¯γ,WZ, and τþτ−γ for
l
þ
l
−γ, and from WZ, ZZ, and τþτ−γγ for lþl−γγ. The
backgrounds from tt¯γ and τþτ−γðγÞ yield the same final
states as the signals, while the backgrounds from WZ and
ZZ meet the selection criteria when the electrons from the
W or Z decay are misidentified as photons or when final-
state photons are radiated. These are expected to contribute
in total less than 1.5% of the selected event yield in both the
l
þ
l
−γ and lþl−γγ final states, and are derived from
simulation as described in Sec. VA 3.
1. Estimation of the background from jets misidentified
as photons in lþl−γ measurements
For the lþl−γ measurement, a two-dimensional side-
band method is used to measure the background from jets
misidentified as photons, as described in Refs. [8,41]. In
this method, a looser photon selection is considered, in
which the isolation and some identification requirements on
the photon are discarded. After this selection, the lþl−γ
events are separated into one signal and three control
regions, defined by varying the photon identification and
isolation requirements. Photon candidates failing a subset
of requirements on the photon shower-shape variables but
satisfying all other requirements in the tight photon
identification are considered as “nontight.” Events in the
signal region (A) have the photon satisfying the nominal
photon isolation and tight identification requirements as
described in Sec. IVA. The three control regions are
defined as
(i) Control region B: the photon candidate meets the
tight identification criteria and is not isolated
(EisoT > 4 GeV);
(ii) Control region C: the photon candidate meets the
nontight identification criteria and is isolated
(EisoT < 4 GeV);
(iii) Control region D: the photon candidate meets the
nontight identification criteria and is not isolated
(EisoT > 4 GeV).
The shower-shape requirements that the nontight pho-
tons are required to fail are chosen to enhance the Z þ jets
background events in the control regions while minimizing
the correlation with the photon isolation. The number of
Z þ jets events in the signal region, Nj→γA , can be derived
from the number of observed events in the control regions
Ni (i ¼ B;C;D):
Nj→γA ¼

ðNB − NOther BKGB − cBNZγA Þ
×
NC − N
Other BKG
C − cCN
Zγ
A
ND − N
Other BKG
D − cDN
Zγ
A

R; ð1Þ
NZγA ¼ NA − NOther BKGA − Nj→γA : ð2Þ
The coefficients ci (i ¼ B;C;D) are equal to the ratio of the
l
þ
l
−γ yields in the control regions to the signal region, and
are estimated from simulation. For both inclusive and
exclusive channels, the values of cB and cC are smaller
than 0.1, and the values of cD are smaller than 0.01. The R
factor accounts for a potential correlation between the
photon identification and isolation variables for the Z þ jets
background. The central value of R is taken to be 1, as
would be the case for no correlation. Its uncertainty of 20%
is determined by the deviation of the R value from one as
determined from simulation studies of the Z þ jets back-
ground. The yields NOther BKGi (i ¼ A; B;C;D) are the
contributions from other electroweak backgrounds in each
region taken from simulation. Equations (1) and (2) yield a
quadratic expression in the unknown variable Nj→γA . The
solution with physical meaning is retained.
The uncertainty in the value of R represents the dominant
systematic uncertainty of 24% in the estimate of the Z þ jets
background. The second largest systematic uncertainty of
10% arises from the inaccuracy in modeling of the coef-
ficients ci, mainly due to the uncertainties in photon iden-
tification and isolation efficiencies. An additional Z þ jets
background uncertainty of 5%arises from uncertainties in the
estimates of the NOther BKGi in each of the control regions.
2. Estimation of the background from jets misidentified
as photons in lþl−γγ measurements
A matrix method as described in Ref. [46] is used to
estimate thebackground from jetsmisidentified as photons in
l
þ
l
−γγ events from Zðlþl−Þγ þ jets and Zðlþl−Þ þ jets
events with one or two jets misidentified as photons. The
method uses as inputs the jet-to-photonmisidentification rate
(fake rate),f,which is theprobability for a jet satisfying loose
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photon identification criteria [36] to be identified as a tight
and isolated photon, and the real photon identification
efficiency, ϵ, which is the probability for loose prompt
photons to be identified as tight and isolated photons. The
fake rate and the real photon identification efficiency are
estimated from data and from MC simulation, respectively.
A 4 × 4 matrix is constructed from the fake rate and the real
photon identification efficiency, relating the observed num-
ber of events, NTT, NTL, NLT, NLL, to the unknown number
of each type of event,Nγγ ,Nγjet,Njetγ,Njetjet, by a set of linear
equations:
0
BBB@
NTT
NTL
NLT
NLL
1
CCCA ¼
0
BBB@
ϵ1ϵ2 ϵ1f2 f1ϵ2 f1f2
ϵ1ð1 − ϵ2Þ ϵ1ð1 − f2Þ f1ð1 − ϵ2Þ f1ð1 − f2Þ
ð1 − ϵ1Þϵ2 ð1 − ϵ1Þf2 ð1 − f1Þϵ2 ð1 − f1Þf2
ð1 − ϵ1Þð1 − ϵ2Þ ð1 − ϵ1Þð1 − f2Þ ð1 − f1Þð1 − ϵ2Þ ð1 − f1Þð1 − f2Þ
1
CCCA
0
BBB@
Nγγ
Nγjet
Njetγ
Njetjet
1
CCCA: ð3Þ
In the subscripts TT, TL, LT, LL, the first (second) subscript
refers to the leading (subleading) reconstructed photon
candidate; T means that it is tight and isolated while L
corresponds to a loose, not tight or not isolated candidate.
Similarly, the subscripts γγ, γjet, jetγ, and jetjet correspond
to the cases of two photons, leading photon and subleading
jet, leading jet and subleading photon, and two jets,
respectively. The subscripts 1 and 2 refer to the leading
and subleading photon candidates, respectively. The num-
ber of each type of event,Nγγ ,Nγjet,Njetγ ,Njetjet, is obtained
by solving Eq. (3), from which the number of background
events with jets misidentified as photons in the signal
region, Nj→γTT , is then obtained: N
j→γ
TT ¼ ϵ1f2 × Nγjetþ
f1ϵ2 × Njetγ þ f1f2 × Njetjet.
The fake rate is estimated from data using a sample
enriched in Zðlþl−Þ þ jets with one jet misidentified as
a photon. To suppress the contribution from Z → lþl−γ,
the invariant mass of opposite-charge dilepton pairs in the
events is required to be within 8 GeV of the Z boson
mass. A two-dimensional sideband method similar to that
described in Sec. VA 1 is used to estimate the number of
l
þ
l
− þ jets events in which the loose jets satisfy the
tight identification and isolation requirements. As the
fake rate depends on the photon ET, a fake rate as a
function of the photon ET is used in the matrix method.
The real photon identification efficiency, which is also a
function of the photon ET, is estimated from MC
simulation.
The systematic uncertainty related to the background
from jets misidentified as photons is dominated by the
potential bias of the two-dimensional sideband method to
estimate the fake rate. It is evaluated from Z þ jets MC
simulation to be about 23%, by comparing the fake rate
calculated by the two-dimensional sideband method to the
fake rate calculated using the generator-level information in
the MC simulation. Other systematic uncertainties, arising
from possible inaccuracy in modeling of the real photon
identification efficiency, other electroweak backgrounds, as
well as the dependence of ϵ and f on photon η, sum to
about 10%.
3. Results of the background estimation
for lþl−γ and lþl−γγ
The backgrounds other than those from jets misidentified
as photons are estimated using MC simulation. The
systematic uncertainties in these backgrounds consist of
the experimental uncertainties described in Sec. VI B and
the cross-section uncertainties, which are 22% (tt¯γ [34]),
10% (WZ [47,48]) and 15% (ZZ [47,49]). The cross-
section uncertainties in the τþτ−γ and τþτ−γγ backgrounds
are evaluated to be 7% using MCFM, as described in
Sec. VII A. An additional uncertainty of 30% (60%) is
assigned to the WZ (ZZ) background to account for the
mismodeling of the electron-to-photon fake rate. This
uncertainty is estimated by comparing the fake rate
predicted by simulation to that estimated in data, using
the method described in Sec. V B 3.
The number of events observed in data,NobsZγ , aswell as the
estimated background yields in the lþl−γ and lþl−γγ
measurements, are summarized in Tables I and II,
respectively.
TheET distributions of photons selected in the eþe−γ and
μþμ−γ inclusive measurements are shown in Fig. 2. The
highest-ET photon is measured as E
γ
T ¼ 585ð570Þ GeV in
the eþe−γ (μþμ−γ) final state. The background from jets
misidentified as photons (Z þ jets) in each ET bin results
from the data-driven estimation for that bin. The distribu-
tions of other backgrounds are taken from MC simulation
normalized to the integrated luminosity with the cross
sections of the background processes. Similarly, Figs. 3
and 4 present the distributions of the invariant mass of the
l
þ
l
−γγ four-body system and the diphoton invariant mass
distributions, respectively, in the eþe−γγ and μþμ−γγ
inclusive measurements.
B. Backgrounds to νν¯γ and νν¯γγ
Backgrounds to the νν¯γ and νν¯γγ signals originate from
several sources (listed in decreasing order of significance):
events with prompt photons and mismeasured jet momenta
causing missing transverse momentum (dominant for the
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inclusive measurement); nonsignal electroweak processes,
such as WðlνÞγ, with partial event detection; events with
real EmissT from neutrinos [such as Zðνν¯Þ or WðeνÞ]; and
misidentified photons from electrons or jets. The largest
contributions are determined using data-driven techniques.
The procedures used to estimate these backgrounds follow
closely those in a previous ATLAS measurement [8].
Smaller backgrounds originate from τþτ−γ for νν¯γ and
τþτ−γγ for νν¯γγ. These are expected to contribute less than
1.5% of the selected event yield and are derived from MC
simulation. The backgrounds from multijet and lþl−γ
processes are negligible. Each source of background is
discussed in detail together with the method used for its
estimation in the following subsections.
1. γ þ jets background to νν¯γ
An imprecise measurement of jet activity in the calo-
rimeter can cause the appearance of fake EmissT in the event.
Photonþ jets events are one of the dominant background
contributions to the νν¯γ channel. Although the high-EmissT
requirement reduces the γ þ jets background, a residual
contamination from this background remains for the
inclusive measurement and is estimated with the following
data-driven method.
In order to measure this background from data, a control
sample enriched in γ þ jets events is selected by applying all
the signal region (SR) selection criteria, but inverting the
angular separation requirement such thatΔϕð~pmissT ;γÞ<π=2.
The data yield in this control region (CR), after subtraction of
signal and other backgrounds obtained using the MC
simulation, is then extrapolated to the signal region with a
transfer factor determined from a γ þ jets simulation. The
transfer factor equals the ratio of the numbers of γ þ jets
events in the SR to the CR. The nominal transfer factor is
determined to be 1.1 from SHERPA and a 30% uncertainty is
estimated using an alternative prediction from PYTHIA.
TABLE I. Total number of events satisfying the lþl−γ selection requirements in data ðNobsZγ Þ, predicted number of
signal events from SHERPA (NsigZγ ), and the estimated number of background events (N
j→γ
Zγ and N
Other BKG
Zγ ) in the
eþe−γ and μþμ−γ channels with the inclusive (Njets ≥ 0) and exclusive (Njets ¼ 0) selections. The first uncertainty is
statistical and the second is the sum of all contributions to the systematic uncertainty. The statistical uncertainties
arise from the numbers of events in the control regions and the simulation. The systematic uncertainties in the signal
include both the experimental uncertainties described in Sec. VI B and the theoretical uncertainties in the cross
sections evaluated using MCFM, as described in Sec. VII A.
eþe−γ μþμ−γ eþe−γ μþμ−γ
Njets ≥ 0 Njets ¼ 0
NobsZγ 13807 17054 10268 12738
Nj→γZγ 1840 90 480 2120 90 560 1260 80 330 1510 80 400
NOther BKGZγ 143 3 28 146 2 29 30.8 1.6 6.7 26.9 1.5 5.8
NsigZγ (SHERPA) 12040 40 820 15070 40 960 9160 30 750 11570 40 910
TABLE II. Total number of events satisfying the lþl−γγ selection requirements in data ðNobsZγγÞ, predicted number
of signal events from SHERPA (NsigZγγ), and the estimated number of background events (N
j→γ
Zγγ and N
Other BKG
Zγγ ) in the
eþe−γγ and μþμ−γγ channels with the inclusive (Njets ≥ 0) and exclusive (Njets ¼ 0) selections. The first uncertainty
is statistical and the second is the sum of all contributions to the systematic uncertainty. The statistical uncertainties
arise from the numbers of events in the control regions and the simulation. The systematic uncertainties in the signal
include both the experimental uncertainties described in Sec. VI B and the theoretical uncertainties in the cross
sections evaluated using MCFM, as described in Sec. VII A.
eþe−γγ μþμ−γγ eþe−γγ μþμ−γγ
Njets ≥ 0 Njets ¼ 0
NobsZγγ 43 37 29 22
Nj→γZγγ 5.8 1.0 1.4 10.9 1.1 2.8 3.08 0.73 0.75 6.4 0.9 1.8
NOther BKGZγγ 0.42 0.08 0.18 0.194 0.047 0.097 0.24 0.05 0.11 0.105 0.028 0.055
NsigZγγ (SHERPA) 25.7 0.5 1.6 29.5 0.6 1.7 18.9 0.5 1.5 21.8 0.5 1.7
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2. WðlνÞγ background to νν¯γ
Misidentified events fromWðlνÞγ production are one of
the dominant background contributions to the νν¯γ signal. A
large fraction (about 60%) of this contamination originates
fromWðτνÞγ events. A scale factor is defined to correct the
yield of Wγ events estimated by MC simulation to match
the Wγ event yield measured in a control data region
constructed by requiring exactly one identified electron or
muon instead of the charged-lepton veto. Since the control
region contains some amount of signal leakage and other
background contaminations, these contributions are esti-
mated using the methods described in Secs. V B 1, V B 3,
as well as with MC simulation, and then subtracted. With
equal branching fractions of the W boson leptonic decays,
the MC scale factor for the dominant WðτνÞγ events in the
signal region and its uncertainty are taken from the
measurement of WðlνÞγ events in the control region.
The main uncertainty of 34% in this background prediction
is due to the extrapolation transfer factor from the control
region to the signal region. This is estimated by comparing
transfer factors between two MC samples generated with
SHERPA and ALPGEN, respectively. The transfer factor
between the control and the signal regions is taken from
SHERPA as the baseline and equals 2.2 0.7 for the
inclusive selection and 1.8 0.7 for the exclusive
selection.
3. WðeνÞ background to νν¯γ
Misidentification of electrons as photons also contributes
to the background yield in the signal region. The estimation
of this background is made in two steps. The first is the
determination of the probability for an electron to be
misidentified as a photon using Zðeþe−Þ decays recon-
structed as eþ γ, as described in Ref. [50]. The probability
of observing an eþ γ pair with invariant mass near the Z
boson mass is used to determine an electron-to-photon fake
factor fe→γ. This increases from 2% to 6% as jηj increases
from 0 to 2.37. The second step is the construction of a
control region with nominal νν¯γ selection criteria, except
that an electron is required instead of the photon in the final
state. This control region contains WðeνÞ þ jets as the
dominant process and some fractions of other processes
containing genuine electrons and jets. The estimatedWðeνÞ
background is then the product of the electron-to-photon
fake factor by the number of events in the chosen control
sample. The total uncertainty in this background varies
from 10% to 30% as a function of photon ET and η and is
dominated by the number of events in the eþ γ control
sample used to measure the electron misidentification
probability.
4. Zðνν¯Þ þ jets backgrounds to νν¯γ
Misidentification of jets as photons gives a non-
negligible background contribution to the νν¯γ signal. A
data-driven method similar to the one described for
Zðlþl−Þ þ jets in Sec. VA 1 is used to determine the
background contribution from Zðνν¯Þ þ jets events. A
systematic uncertainty of 25% in this background is
assigned, dominated by the uncertainty in the correlation
factor between identification and isolation of jets recon-
structed as photons.
5. γ þ jets and γγ þ jets backgrounds to νν¯γγ
The estimation of γ þ jets and γγ þ jets backgrounds to
the Zðνν¯Þγγ signal uses a two-dimensional sideband
method. Four regions are constructed using two orthogonal
selections: different EmissT requirements (E
miss
T < 20 GeV or
EmissT > 110 GeV) and different identification requirements
for photons (two tight photons or one tight photon and one
photon meeting the looser criteria but not the tight ones).
Since the correlations between these regions are small, the
number of background events in the signal region can be
estimated by scaling the number of events in the high-EmissT
control region by the ratio of the events from control
samples in the low EmissT region. Corrections are applied for
the Zðνν¯Þγγ signal and other backgrounds leaking into the
control samples. The largest uncertainty in this procedure is
due to the number of events in the control regions.
Systematic uncertainties for this background are evaluated
with alternative low EmissT control regions (5 < E
miss
T <
25 GeV) and from the uncertainty in the correlation
between control regions (15%).
6. WðlνÞγγ background to νν¯γγ
The background from WðlνÞγγ events is dominated by
the τνγγ contribution and is estimated using techniques
similar to those described above in Sec. V B 2. A control
region is defined by requiring exactly one identified
electron or muon instead of the charged-lepton veto.
After accounting for signal leakage and other background
contributions, the control region yield is compared to the
Wγγ simulation. Good agreement is found, as in the
recent measurement of the Wγγ cross section [51],
although in the high-EmissT region considered here the
size of the control sample leads to a 100% uncertainty in
the transfer factor.
7. WðeνÞγ background to νν¯γγ
One of the dominant backgrounds in the νν¯γγ channel
originates from the misidentification of electrons as pho-
tons. This background is estimated by selecting a control
sample in which an electron is required instead of one of the
photons in the νν¯γγ final state. The electron fake rate is
estimated as described in Sec. V B 3. The estimated back-
ground in the signal region is then obtained by rescaling the
yield in the control sample by the electron-to-photon fake
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rate. The largest uncertainty in this background is 20% and
is derived from MC events in a closure test of the method.
8. Zðνν¯Þγ þ jets background to νν¯γγ
The Zðνν¯Þγ þ jets background falls into the signal region
when one jet is misidentified as a photon. This background
contributes less than 5% of the total event yield and is
estimated from the MC simulation. The systematic uncer-
tainty arises from the mismodeling of the jet-to-photon
misidentification rate in the MC simulation. It is evaluated
to be 127% (106%) in the inclusive (exclusive) channel,
based on Zðlþl−Þγ þ jets events with one jet misidentified
as a photon, by comparing its estimate from data (as
described in Sec. VA 2) with the prediction from MC
simulation.
9. Results of the background estimation for νν¯γ and νν¯γγ
A summary of the number of events observed in data and
the background contributions in the νν¯γðγÞ channels is
given in Tables III and IV. The photon transverse energy
and the missing transverse momentum distributions from
the selected events in the νν¯γ channel are shown in Fig. 5.
The highest-ET photon is measured as E
γ
T ¼ 783 GeV. The
diphoton invariant mass and the missing transverse
momentum distributions from the selected events in the
νν¯γγ channel are shown in Fig. 6.
VI. Zγ AND Zγγ CROSS SECTIONS
A. Description of the cross-section measurements
The number of signal events in each of the four
production channels, lþl−γ, νν¯γ, lþl−γγ, and νν¯γγ, is
determined by subtracting the estimated backgrounds from
the number of observed events. The signal yields are then
corrected for detection efficiencies in the fiducial regions
used for the measurements. The cross sections are calcu-
lated for slightly extended fiducial regions using SM
predictions for the extrapolation. These cross sections
allow a combination of data obtained from the Z boson
to electron and muon decay channels and are more easily
compared to predictions from theory. The extended fiducial
regions (see Table V) are defined at the particle level, as
described below. The methods used for the determination
of the cross sections and their uncertainties are described in
Sec. VI B. The integrated and differential cross-section
measurement results are presented in Secs. VI C and VI D,
respectively.
“Particle level” refers to stable particles with a proper
decay length cτ > 10 mm which are produced from the
hard scattering, including those that are the products of
hadronization. The fiducial regions are defined with the
same object and event kinematic selection criteria as the
reconstruction-level selections described in Sec. IV.
Compared with the fiducial regions, the extended fiducial
regions use a unified charged lepton pseudorapidity
TABLE III. Total number of events satisfying the νν¯γ selection
requirements in data (NobsZγ ), predicted number of signal events
from SHERPA (NsigZγ ), and the expected number of background
events for each of the sources and together (NbkgZγ ) with the
inclusive (Njets ≥ 0) and exclusive (Njets ¼ 0) selections. The first
uncertainty is statistical and the second is the sum of all
contributions to the systematic uncertainty. The statistical un-
certainties arise from the numbers of events in the control regions
and the simulation. The systematic uncertainties in the signal
include both the experimental uncertainties described in
Sec. VI B and the theoretical uncertainties in the cross sections
evaluated using MCFM, as described in Sec. VII A.
Njets ≥ 0 Njets ¼ 0
NobsZγ 3085 1039
NγþjetsZγ 950 30 300 9.2 3.5 0.7
N
WðlνÞγ
Zγ 900 50 300 272 14 92
N
WðeνÞ
Zγ 258 38 18 147 21 10
N
Zðνν¯Þþjets
Zγ 22.9 0.5 6.1 11.1 0.4 3.4
N
Zðτþτ−Þγ
Zγ 46.2 0.9 3.2 10.23 0.43 0.72
NbkgZγ 2180 70 420 450 25 93
NsigZγ (SHERPA) 1221 2 65 742 2 44
TABLE IV. Total number of events satisfying the νν¯γγ selection
requirements in data (NobsZγγ), predicted number of signal events
from SHERPA (NsigZγγ), and the expected number of background
events for each of the sources and together (NbkgZγγ) with the
inclusive (Njets ≥ 0) and exclusive (Njets ¼ 0) selections. The first
uncertainty is statistical and the second is the sum of all
contributions to the systematic uncertainty. The statistical un-
certainties arise from the numbers of events in the control regions
and the simulation. The systematic uncertainties in the signal
include both the experimental uncertainties described in
Sec. VI B and the theoretical uncertainties in the cross sections
evaluated using MCFM, as described in Sec. VII A.
Njets ≥ 0 Njets ¼ 0
NobsZγγ 46 19
N
jetsþγðγÞ
Zγγ 12.2 6.7 1.8 2.9 4.0 0.4
N
WðlνÞγγ
Zγγ 3.6 0.1 3.6 1.0 0.1 1.0
N
WðeνÞγ
Zγγ 10.4 0.5 2.1 3.47 0.28 0.69
N
Zðνν¯Þγþjets
Zγγ 0.71 0.71 0.90 0.71 0.71 0.75
N
Zðτþτ−Þγγ
Zγγ 0.381 0.055 0.027 0.141 0.036 0.010
NbkgZγγ 27.2 6.8 4.6 8.3 4.1 1.5
NsigZγγ (SHERPA) 7.54 0.07 0.34 4.80 0.06 0.29
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selection criterion jηlj < 2.47 for lþl−γ and lþl−γγ
channels. As for νν¯γ and νν¯γγ channels, the extended
fiducial regions remove the Δϕð~pmissT ; γÞ > π=2 and
Δϕð~pmissT ; γγÞ > 5π=6 requirements, respectively. Final-
state radiation is incorporated into the particle-level defi-
nition of the leptons by including the contributions from the
photons within a cone of ΔR ¼ 0.1 around the lepton
direction. The particle-level jets are reconstructed using the
anti-kt algorithm with a radius parameter of R ¼ 0.4,
including all stable particles except for muons and neu-
trinos. The photons at particle level are required to satisfy
the isolation criterion of ϵph < 0.5, where ϵ
p
h is the trans-
verse energy carried by the closest particle-level jet in a
cone of ΔR ¼ 0.4 around the photon direction, subtracting
the photon ET and then divided by the photon ET.
B. Determination of extended fiducial cross sections
The integrated cross sections for Zγ and Zγγ pro-
duction in the extended fiducial regions are calculated
using
σext-fid ¼
N − B
A · C ·
R
Ldt
; ð4Þ
where N is the number of candidate events observed, B is
the expected number of background events and
R
Ldt is the
integrated luminosity corresponding to the data set ana-
lyzed. The factors C and A correct for detection efficiency
and acceptance, respectively:
(i) C is defined as the number of reconstructed signal
events satisfying all selection criteria divided by the
number of events that, at particle level, meet the
acceptance criteria of the fiducial region.
(ii) A is defined as the number of signal events within
the fiducial region divided by the number of signal
events within the extended fiducial region, which are
both defined at particle level.
The corrections A and C are determined using the Zγ and
Zγγ signal events generated with SHERPA. The numerical
values are summarized in Table VI.
Systematic uncertainties in the acceptances A are evalu-
ated by varying the PDFs and the renormalization and
factorization scales. The uncertainty in the acceptances
due to the PDF is taken as the envelope of the internal
uncertainties from three different PDF sets, namely, theCT10
PDF set, the MSTW2008NLO PDF set [52], and the
NNPDF2.3 PDF set [53]. The internal uncertainty from
eachPDF set is estimated by comparing the acceptance using
TABLE V. Definition of the extended fiducial regions where the cross sections are measured. The variable pνν¯T is
the transverse momentum of the Z boson decaying to a neutrino pair. The variable ϵph is the transverse energy carried
by the closest particle-level jet in a cone of ΔR ¼ 0.4 around the photon direction, excluding the photon and divided
by the photon transverse energy.
Cuts lþl−γ lþl−γγ νν¯γ νν¯γγ
Lepton plT > 25 GeV p
l
T > 25 GeV      
jηlj < 2.47 jηlj < 2.47      
Boson mlþl− > 40 GeV mlþl− > 40 GeV pνν¯T > 100 GeV p
νν¯
T > 110 GeV
Photon EγT > 15 GeV E
γ
T > 15 GeV E
γ
T > 130 GeV E
γ
T > 22 GeV
jηγj < 2.37
ΔRðl; γÞ > 0.7 ΔRðl; γÞ > 0.4      
   ΔRðγ; γÞ > 0.4    ΔRðγ; γÞ > 0.4
ϵ
p
h < 0.5
Jet pjetT > 30 GeV, jηjetj < 4.5
ΔRðjet;l=γÞ > 0.3 ΔRðjet;l=γÞ > 0.3 ΔRðjet; γÞ > 0.3 ΔRðjet; γÞ > 0.3
Inclusive: Njet ≥ 0, Exclusive: Njet ¼ 0
TABLE VI. Summary of correction factors C and acceptances A for the Zγ and Zγγ cross-section measurements.
The uncertainties include both the statistical and systematic uncertainties.
eþe−γ μþμ−γ νν¯γ eþe−γγ μþμ−γγ νν¯γγ
Njets ≥ 0
C 0.412 0.016 0.512 0.017 0.720 0.038 0.329 0.016 0.377 0.017 0.516 0.022
A 0.9381 0.0012 0.9470 0.0010 0.9132 0.0055 0.8841 0.0037 0.8844 0.0041 0.711 0.010
Njets ¼ 0
C 0.392 0.019 0.492 0.020 0.718 0.042 0.312 0.018 0.365 0.019 0.515 0.031
A 0.9380 0.0013 0.9469 0.0012 0.9380 0.0010 0.8852 0.0044 0.8807 0.0050 0.873 0.010
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the PDF central set with the acceptance estimated using the
PDF eigenvector sets. The renormalization and factorization
scale uncertainties are assessed by varying these two scales
independently by a factor of two from their nominal values,
and taking the envelope of the resulting variations. The
impact of PDF uncertainties varies from 0.04% to 0.3%,
while the renormalization and factorization scale uncertain-
ties cause variations from 0.08% to 1.5%. The total uncer-
tainties in the acceptance factors are summarized in TableVI.
Systematic uncertainties affecting the correction factors
C can be grouped into two categories. The first includes the
uncertainties arising from the efficiencies of the trigger,
reconstruction, identification, and other selection require-
ments. The second category stems from the uncertainties of
energy and momentum scales and resolutions of the final-
state objects and the simulation of pileup events. Table VII
presents all the contributions to the uncertainties in C
determined using the methods described below. The total
uncertainties in the correction factors are summarized in
Table VI.
The photon identification efficiencies are measured in
data using a combination of three methods as described in
Ref. [36]. The uncertainties induced by the photon iden-
tification efficiency are estimated to be 1.5% and 0.5% for
the lþl−γ and νν¯γ channels, respectively. For the lþl−γγ
and νν¯γγ channels, after taking into account the correlations
between the two photons, the resulting uncertainties are
2.1% and 1.9%, respectively. The photon isolation effi-
ciencies are determined from data by studying the electron
isolation efficiencies using Z → eþe− events. The esti-
mated uncertainty increases from 0.5% for photons with ET
around 20 GeV to 8% for photons with ET greater than
350 GeV, dominated by the limited size of the Z → eþe−
sample in data.
The reconstruction and identification efficiencies of
electrons and muons are derived using a tag-and-probe
method with Z and J=ψ events decaying into eþe− or μþμ−
pairs [38,39]. The uncertainties are evaluated to be 1.6% for
the electron channels, and 0.9% for the muon channels. The
uncertainties arising from the selection efficiencies of
lepton isolation and impact parameter requirements are
also measured with a tag-and-probe method using Z events.
They are found to be 2.2%. The uncertainties due to the
modeling of trigger efficiencies are evaluated to be 1.9% for
the νν¯γ channel and no more than 0.5% for the other
channels [54,55]. The uncertainty in the jet vertex fraction
efficiency is estimated by varying the selection requirement
to account for the difference between data and simulation.
For exclusive Njets ¼ 0 measurements, they are calculated
to be no more than 0.6% for all the channels.
The energy scale and resolution and their uncertainties
for electrons and photons are obtained using Z → eþe−
events [37]. The systematic uncertainty due to the energy
scale varies from 1.2% to 2.7% and that associated with the
energy resolution is no more than 0.5% for all the final
states. The muon momentum scale and resolution are
studied using samples of J=ψ , ϒ, and Z decays to muon
pairs [38]. The corresponding uncertainties are no more
than 0.5% in all the channels.
The exclusive Njets ¼ 0 measurements are affected by
the uncertainties in the jet energy scale and resolution,
because these uncertainties change the distributions of the
TABLE VII. Relative systematic uncertainties, in percentages, in the signal correction factor C for each channel in the inclusive
Njets ≥ 0 (exclusive Njets ¼ 0) measurement.
eþe−γ μþμ−γ νν¯γ eþe−γγ μþμ−γγ νν¯γγ
MC statistical uncertainty 0.3 (0.3) 0.2 (0.3) 0.1 (0.1) 1.9 (2.3) 1.8 (2.1) 0.6 (0.8)
Efficiencies:
Trigger 0.2 (0.2) 0.5 (0.5) 1.9 (1.9) 0.1 (0.1) 0.5 (0.5) 0.2 (0.2)
Photon identification 1.5 (1.5) 1.5 (1.5) 0.5 (0.5) 2.1 (2.1) 2.1 (2.1) 1.9 (1.9)
Photon isolation 0.5 (0.5) 0.5 (0.5) 4.5 (4.3) 1.2 (1.2) 1.2 (1.2) 2.8 (2.8)
Lepton reconstruction and identification 1.6 (1.6) 0.9 (0.9) − (−) 1.6 (1.6) 0.9 (0.9) − (−)
Lepton isolation and impact parameter 2.2 (2.2) 2.2 (2.2) − (−) 2.2 (2.2) 2.2 (2.2) − (−)
Jet vertex fraction − ð0.5Þ − ð0.6Þ − ð0.1Þ − ð0.5Þ − ð0.6Þ − ð0.2Þ
Energy/momentum scale and resolution:
Electromagnetic energy scale 2.3 (2.5) 1.2 (1.3) 2.1 (2.4) 2.5 (2.7) 1.8 (1.9) 2.0 (2.8)
Electromagnetic energy resolution <0.05 (<0.05) <0.05 (<0.05) <0.05 (0.1) 0.2 (0.3) 0.3 (0.3) 0.4 (0.5)
Muon momentum scale − (−) 0.1 (0.2) − (−) − (−) 0.3 (0.2) − (−)
Muon momentum resolution − (−) <0.05 (<0.05) − (−) − (−) 0.5 (0.5) − (−)
Jet energy scale − ð1.9Þ − ð1.9Þ <0.05 (2.2) − ð2.2Þ − ð1.8Þ 0.7 (2.9)
Jet energy resolution − ð1.2Þ − ð1.4Þ <0.05 (1.0) − ð1.2Þ − ð0.8Þ 0.1 (1.9)
EmissT soft-term energy scale − (−) − (−) 0.3 (0.5) − (−) − (−) 1.3 (1.7)
EmissT soft-term energy resolution − (−) − (−) <0.05 (<0.05) − (−) − (−) 0.4 (0.7)
Pileup simulation 0.8 (0.8) 0.6 (0.7) 0.2 (0.4) 0.8 (1.0) 1.1 (1.1) 0.6 (0.9)
Total, without MC statistical uncertainty 4.0 (4.7) 3.2 (4.1) 5.3 (5.9) 4.5 (5.3) 4.1 (4.6) 4.3 (6.0)
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number of jets with pT > 30 GeV and jηj < 4.5. They are
studied using MC simulation, as well as γ þ jet, Z þ jet,
dijet, and multijet data events [44]. Their systematic effect
varies from 0.8% to 2.9% for all channels. The uncertainties
in the energy and momentum scales and resolutions of
reconstructed physics objects are propagated to the EmissT
calculation. The uncertainties arising from the scale and
resolution of the energy deposits that are not associated with
any reconstructed physics object, named the EmissT soft term
[45], are no more than 0.5% for the νν¯γ final state, and vary
from 0.4% to 1.7% for the νν¯γγ final state. As mentioned in
Sec. III A, the MC events are reweighted so that the pileup
conditions in the simulation match the data. The pileup
events are modeled by MC simulation. The uncertainties
associated with the modeling of the pileup events are
estimated to be no more than 1.1% for all the final states.
C. Integrated extended fiducial cross sections
for Zγ and Zγγ production
The measurements of the cross sections of each final
state and the combined charged-lepton final states, along
with their uncertainties, are based on the maximization of
the profile-likelihood ratio:
ΛðσÞ ¼ Lðσ;
ˆˆ
θðσÞÞ
Lðσˆ; θˆÞ ; ð5Þ
where L represents the likelihood function, σ is the cross
section and θ are the nuisance parameters corresponding to
sources of the systematic uncertainties. The σˆ and θˆ terms
denote the unconditional maximum-likelihood estimate of
the parameters, i.e., where the likelihood is maximized for
both σ and θ. The ˆˆθðσÞ corresponds to the value of θ that
maximizes L for given parameter values of σ. The like-
lihood function is defined as
Lðσ; θÞ ¼
Yfinal states
i
PoissonðNijSiðσ; θÞ þ BiðθÞÞ
· Gaussianðθ0jθÞ: ð6Þ
It corresponds to the product of the Poisson probability of
observing Ni events in each final state, given the
TABLE VIII. Measured cross sections for the Zγ and Zγγ processes at
ﬃﬃ
s
p ¼ 8 TeV in the extended fiducial
regions defined in Table V. The SM predictions from the generator MCFM calculated at NLO, as well as the
predictions at NNLO [56] (for Zγ only), are also shown in the table with combined statistical and systematic
uncertainties. All MCFM [57] and NNLO predictions are corrected to particle level using parton-to-particle scale
factors as described in Sec. VII A.
Channel Measurement (fb) MCFM Prediction (fb) NNLO Prediction (fb)
Njets ≥ 0
eþe−γ 1510 15ðstatÞþ91
−84
ðsystÞþ30
−28
ðlumiÞ
1345
þ66
−82
1483
þ19
−37
μþμ−γ 1507 13ðstatÞþ78
−73
ðsystÞþ29
−28
ðlumiÞ
lþl−γ 1507 10ðstatÞþ78
−73
ðsystÞþ29
−28
ðlumiÞ
νν¯γ 68 4ðstatÞþ33
−32
ðsystÞ  1ðlumiÞ 68.2 2.2 81:4þ2.4
−2.2
Njets ¼ 0
eþe−γ 1205 14ðstatÞþ84
−75
ðsystÞ  23ðlumiÞ
1191
þ71
−89
1230
þ10
−18
μþμ−γ 1188 12ðstatÞþ68
−63
ðsystÞþ23
−22
ðlumiÞ
lþl−γ 1189 9ðstatÞþ69
−63
ðsystÞþ23
−22
ðlumiÞ
νν¯γ 43 2ðstatÞ  10ðsystÞ  1ðlumiÞ 51.0þ2.1
−2.3 49.21
þ0.61
−0.52
Njets ≥ 0
eþe−γγ 6.2þ1.2
−1.1 ðstatÞ  0.4ðsystÞ  0.1ðlumiÞ
3.70þ0.21
−0.11μ
þμ−γγ 3.83þ0.95
−0.85 ðstatÞþ0.48−0.47 ðsystÞ  0.07ðlumiÞ
lþl−γγ 5.07þ0.73
−0.68 ðstatÞþ0.41−0.38 ðsystÞ  0.10ðlumiÞ
νν¯γγ 2.5þ1.0
−0.9 ðstatÞ  1.1ðsystÞ  0.1ðlumiÞ 0.737þ0.039−0.032
Njets ¼ 0
eþe−γγ 4.6þ1.0
−0.9ðstatÞþ0.4−0.3 ðsystÞ  0.1ðlumiÞ
2.91þ0.23
−0.12μ
þμ−γγ 2.38þ0.77
−0.67 ðstatÞþ0.33−0.32 ðsystÞþ0.05−0.04 ðlumiÞ
lþl−γγ 3.48þ0.61
−0.56 ðstatÞþ0.29−0.25 ðsystÞ  0.07ðlumiÞ
νν¯γγ 1.18þ0.52
−0.44 ðstatÞþ0.48−0.49 ðsystÞ  0.02ðlumiÞ 0.395þ0.049−0.037
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expectation for the signal Si and background Bi, and is
multiplied by the Gaussian constraints on the systematic
uncertainties θ with central values θ0 from auxiliary
measurements as described in Sec. VI B.
The measured cross sections for the Zγ and Zγγ
processes in the extended fiducial regions defined in
Table V are summarized in Table VIII. The theoretical
predictions in the table are described in Sec. VII. The
significance for the combination of eþe−γγ and μþμ−γγ
processes is 6.3 (6.0) standard deviations for the inclusive
(exclusive) selection.
The Zγ inclusive (exclusive) cross sections in the
extended fiducial regions are measured with a precision
of 6% (6%) in the lþl−γ final state and 50% (24%) in the
νν¯γ final state. The smaller uncertainty in the exclusive νν¯γ
measurement results from the reduced background fraction
as shown in Table III. The Zγγ inclusive (exclusive)
cross sections in the extended fiducial regions are measured
with a precision of 16% (19%) in the lþl−γγ final state and
70% (60%) in the νν¯γγ final state. The precision of the Zγ
cross-section measurements is driven by their systematic
uncertainties. For the Zγγ cross sections, the precision of
the measurements is dominated by the statistical uncer-
tainty in the lþl−γγ final state, and is equally affected by
statistical and systematic uncertainties in the νν¯γγ final
state.
The systematic uncertainties in the measured cross
sections in Table VIII arise from the uncertainties in the
acceptances A and correction factors C, as well as from the
uncertainties in the estimates of backgrounds. In the lþl−γ
and lþl−γγ final states the two sources have effects of
comparable size on the measured cross sections, while in
the νν¯γ and νν¯γγ final states the uncertainties in the
estimates of backgrounds dominate.
Compared with the Zγ measurements at
ﬃﬃ
s
p ¼ 7 TeV
[8], the systematic uncertainty is reduced in the lþl−γ final
state while it becomes larger in the νν¯γ final state. The
reduced systematic uncertainty in the lþl−γ final state
mainly results from the reduced systematic uncertainty
from photon identification efficiency, as well as the smaller
statistical uncertainty in the data-driven estimate of the Z þ
jets background. The larger systematic uncertainty in the
νν¯γ final state is largely a result of the increased photon ET
threshold requirement due to the increased single-photon
trigger ET threshold, which results in generally increased
systematic uncertainties in the estimates of backgrounds.
The measurements of the cross sections in the eþe−γ and
μþμ−γ final states agree within 1 standard deviation. In
order to assess the compatibility of the cross-section
measurements in the eþe−γγ and μþμ−γγ final states, a
profile-likelihood ratio is constructed, parametrized as a
function of the difference in measured cross sections. With
this approach, the measurements are found to be compat-
ible within 1.7 (1.8) standard deviations in the inclusive
(exclusive) case.
D. Differential extended fiducial cross section
for Zγ production
The measurements of differential cross sections allow the
comparison of data results to theory predictions in terms of
not only their overall normalizations, but also their shapes.
The measurements are performed for Zγ production in
several observables that are sensitive to higher-order
perturbative QCD corrections. These include the photon
transverse energy EγT, the invariant mass of the l
þ
l
−γ
three-body system, and the jet multiplicity Njets. The
differential cross sections are defined in the extended
fiducial region, and are extracted with an unfolding
procedure to remove measurement inefficiencies and res-
olution effects from the observed distributions. The
procedure described in Ref. [8] is followed, using an
iterative Bayesian method [58]. Events from simulated
signal MC samples are used to generate a response matrix
for each distribution. Each element of the response matrix
is the conditional probability that an event is found in bin i
in the measurement given that it is in bin j at the particle
level. In the first iteration, the prior distribution of the
particle-level prediction is given by the signal MC sample.
The response matrix and the measured distribution
then modify the prior distribution, giving the posterior
distribution at the particle level. For each further itera-
tion, the posterior distribution of the previous iteration is
used as the new prior distribution. Three iterations are
found to be optimal, as too many iterations give rise to large
statistical fluctuations, while too few can produce a result
that is biased by the dependence on the initial prior
distribution.
The statistical uncertainties of the unfolded distribution
are estimated using pseudoexperiments, generated by
fluctuating each bin of the observed spectrum according
to a Poisson distribution with the expected value equal to
the observed yield. The shape uncertainties from the
number of signal MC events are also obtained by perform-
ing pseudoexperiments. The sources of systematic uncer-
tainty are discussed in Sec. VI B, with their impact on the
unfolded distribution assessed by varying the response
matrix for each of the systematic uncertainty sources by 1
standard deviation and adding up the resulting changes in
quadrature. The results from the electron and muon
channels are combined with equal weight, taking into
account the correlations between the systematic uncertain-
ties in the two channels.
In addition to the systematic uncertainties described in
Sec. VI B, the differences between the unfolded results with
three iterations and the results with two or four iterations
are taken as systematic uncertainties associated with the
unfolding method.
The differential cross sections are presented as a function
of EγT in Fig. 7 for the inclusive and exclusive measure-
ments of the lþl−γ channel and in Fig. 8 for the inclusive
and exclusive measurements of the νν¯γ channel. The
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differential cross sections are shown in Fig. 9 as a function
of mlþl−γ . Figure 10 shows the cross sections in the lþl−γ
channel measured in bins of jet multiplicity. The predic-
tions in the figures are described in Sec. VII. As with the
integrated cross sections shown in Table VIII, the differ-
ential cross sections of the exclusive measurements in the
νν¯γ channel have smaller uncertainties than the inclusive
measurements.
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FIG. 7. The measured (points with error bars) and predicted differential cross sections as a function of EγT for the pp → l
þ
l
−γ process
in the inclusive Njets ≥ 0 (left) and exclusive Njets ¼ 0 (right) extended fiducial regions. The error bars on the data points show the
statistical and systematic uncertainties added in quadrature. The MCFM and NNLO predictions are shown with shaded bands that
indicate the theoretical uncertainties described in Sec. VII A. The SHERPA predictions are shown with shaded bands indicating the
statistical uncertainties from the size of the MC samples. The lower plots show the ratios of the predictions to data (shaded bands). The
error bars on the points show the relative uncertainties of the data measurements themselves. The bin size varies from 5 GeV to 800 GeV.
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VII. COMPARISON OF MEASUREMENTS TO
STANDARD MODEL PREDICTIONS
A. Estimation of Standard Model expectations
The measurements of Zγ and Zγγ production are com-
pared to SM predictions using the parton shower
Monte Carlo SHERPA 1.4 and the NLO parton-level gen-
erator MCFM.2 In addition, parton-level NNLO SM pre-
dictions for Zγ are compared to data using the calculations
described in Ref. [56]. The theory predictions include off-
shell Z bosons and direct photons arising from initial-state
radiation (from the quarks) and radiative Z-boson decay in
the case of charged-lepton final states, and from fragmenta-
tion of final-state quarks and gluons into photons, leading
to the production channels pp→ lþl−γðγÞ þ X and
pp→ νν¯γðγÞ þ X. In the SHERPA and MCFM generators,
contributions from quark/gluon fragmentation into isolated
photons are also included. TheCT10PDF set [18] is used for
the SHERPA and MCFM generation, and the MMHT2014
PDF set [59] is used for the NNLO predictions. The
renormalization and factorization scales are set equal to
mZγ (mZγγ) for the MCFM NLO generation of Zγ (Zγγ)
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FIG. 10. The measured (points with error bars) and predicted
cross sections as a function of Njets for the pp → lþl−γ process
in the extended fiducial region. The error bars on the data points
show the statistical and systematic uncertainties added in quad-
rature. The MCFM prediction is shown with shaded bands that
indicate the theoretical uncertainties described in Sec. VII A. The
SHERPA prediction is shown with shaded bands indicating
the statistical uncertainties from the size of the MC samples.
The lower plot shows the ratios of the predictions to data (shaded
bands). The error bars on the points show the relative uncertain-
ties of the data measurements themselves.
2The MCFM predictions of Zγ production include all the NLO
QCD contributions of order αs and in addition the process
gg → Zγ, which is of order αs2. The contribution from gluon
fusion is about 1% (2%) of the cross section in the inclusive
extended fiducial region for the lþl−γ (νν¯γ) final state [56].
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events and to
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m2Z þ ðEγTÞ2
p
for the NNLO Zγ predictions.
The other electroweak parameters used are the default values
[60] from the authors of the generators.
The events generated with SHERPA as described in
Sec. III A are also compared to the measurements at the
particle level. For the NLO and NNLO parton-level pre-
dictions, parton-to-particle correction factors C (parton→
particle) must be applied in order to obtain the particle-level
cross sections. These correction factors are computed as the
ratios of the pp→ ZγðγÞ cross sections predicted by
SHERPA with hadronization and the underlying event dis-
abled to the cross sections with them enabled. The system-
atic uncertainties in the correction factors are evaluated by
using an alternative parton-showering method [61] within
SHERPA, and are found to be negligible compared to the
statistical uncertainties. The particle-level cross sections are
obtained by dividing the NLO and NNLO parton-level
predictions by the Cðparton→ particleÞ correction factors
summarized in Table IX. The corrections are a few percent
for the inclusive cross sections and reach about 10% for
some exclusive channels. The correction factors in Table IX
apply to the predictions made for the Zγ and Zγγ cross
sections in the extended fiducial region described in TableV.
The systematic uncertainties in the SM NLO cross
sections are estimated by varying the QCD scales by factors
of 0.5 to 2.0 (independently for the renormalization and
factorization scales) and varying the CT10 PDFs by their
uncertainties at 68% confidence level. The uncertainties due
to the contribution of photons from fragmentation of quarks
or gluons are estimated by varying the fraction of hadronic
energy ϵph in the isolation cone from 0.25 to 0.75. For the
NLO exclusive zero-jet cross sections the method suggested
in Ref. [62] is used to estimate the additional uncertainty due
to the Njet ¼ 0 requirement. The systematic uncertainties in
the SMNNLO cross sections are determined as described in
Ref. [56]. In all cases the uncertainties in the parton-to-
particle correction factors are included.
B. Extended fiducial cross sections compared
to SM predictions
The measured extended fiducial cross sections for pp →
l
þ
l
−γ þ X and pp→ νν¯γ þ X production are compared
to SM predictions in Table VIII. The estimates of the cross
section at NLO and NNLO and their systematic uncertain-
ties are obtained as described above. Predictions are made
for both inclusive production (no restriction on the system
recoil X) and exclusive production of events having no
central (jηj < 4.5) jet with pT > 30 GeV. There is gen-
erally good agreement between the cross-section measure-
ments for these Zγ channels and the SM predictions; the
NNLO calculation of the inclusive cross section for the
Zðlþl−Þγ channel gives better agreement with the meas-
urement than the NLO calculation.
Requiring two photons with ET > 15 GeV results in a
l
þ
l
−γγ cross section a factor of approximately 400 times
smaller than lþl−γ production. The measurements for both
the lþl−γγ and νν¯γγ channels are compared to the NLO
MCFM predictions in Table VIII. The measurements in
these channels are statistically limited, but the data are
consistent with the predicted SM cross sections. The
measured cross sections and the MCFM predictions are
compatible within 1.7 (0.9) standard deviations in the
inclusive (exclusive) lþl−γγ channel, and within 1.2
standard deviations in the νν¯γγ channel.
C. Differential cross sections compared
to SM predictions
The background-subtracted, unfolded differential cross
sections for the EγT spectra from pp → l
þ
l
−γ þ X and
pp→ νν¯γ þ X production are compared to SM expect-
ations in Figs. 7 and 8. For inclusive pp → lþl−γ þ X the
NLO calculation underestimates the production of photons
at high ET, whereas the NNLO calculation and the SHERPA
shower MC both agree with the data. For exclusive pp →
l
þ
l
−γ þ X production all three SM calculations are in
good agreement with the data, as are the SM predictions for
the photon ET spectra from pp→ νν¯γ þ X production.
The differential spectra of the lþl−γ invariant mass from
pp→ lþl−γ þ X are compared to data in Fig. 9. For the
exclusive channel all three SM predictions agree well with
the data. For the inclusive channel the NLO prediction
underestimates the cross section at high mlþl−γ , while the
NNLO calculation is in good agreement with the data.
In Fig. 10 the measured jet multiplicity spectrum from
l
þ
l
−γ events is compared to NLO MCFM predictions for
zero and one jet, and to SHERPA for zero to three jets. These
SM predictions are in agreement with the data.
VIII. LIMITS ON TRIPLE AND QUARTIC
GAUGE-BOSON COUPLINGS
A. Anomalous triple gauge-boson couplings
ZZγ and Zγγ
Within the StandardModel, vector-boson self-interactions
are completely fixed by the model’s SUð2ÞL ×Uð1ÞY
gauge structure [63]. Their observation is thus a crucial
test of the model. Any deviation from the SM prediction is
TABLE IX. Parton-to-particle correction factors Cðparton →
particleÞ obtained from the SHERPA MC samples. For lþl−γ and
lþl−γγ channels the parton-to-particle-level correction factors
are the weighted average over both lepton flavors (e, μ).
The uncertainties include both the statistical and systematic
contributions.
Njets ≥ 0 Njets ¼ 0
l
þ
l
−γ 1.01708 0.00065 0.96809 0.00078
νν¯γ 0.9987 0.0025 0.9150 0.0030
l
þ
l
−γγ 1.0273 0.0039 0.9755 0.0047
νν¯γγ 1.0012 0.0076 0.873 0.010
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called an anomalous coupling. Anomalous triple gauge-
boson couplings for Zγ production can be parametrized
by four CP-violating (hV
1
, hV
2
) and four CP-conserving
(hV
3
, hV
4
) complex parameters (where V ¼ Z, γ). All of these
parameters are zero at tree level in the SM. Since the CP-
conserving couplings hV
3;4 and the CP-violating couplings
hV
1;2 do not interfere and their sensitivities to aTGCs are
nearly identical [63], the limits from this study are
expressed in terms of the CP-conserving parameters hV
3;4.
The yields of Zγ events with high EγT with the exclusive
zero-jet selection are used to set the limits. The exclusive
selection is used since it significantly reduces the SM
contribution at high EγT and therefore optimizes the
sensitivity to anomalous couplings. The contributions from
aTGCs increase with the ET of the photon, and the search is
optimized to have the highest sensitivity by using the
extended fiducial cross sections for Zγ production with EγT
greater than 250 GeV for lþl−γ and greater than 400 GeV
for νν¯γ. The neutrino channel has the highest sensitivity to
aTGCs. The measured cross sections and the SM predic-
tions in these high-EγT phase-space regions (aTGC regions)
are shown in Table X.
Form factors (FF) are introduced to avoid unitarity
violation at very high parton center-of-mass energy
ﬃﬃˆ
s
p
:
hV
3
ðsˆÞ ¼ hV
3
=ð1þ sˆ=Λ2FFÞn and hV4 ðsˆÞ ¼ hV4 =ð1þ sˆ=Λ2FFÞn,
with the form factor exponent n set to three for hV
3
and
four for hV
4
to preserve unitarity [64], where ΛFF is the
approximate energy scale at which contributions from
physics beyond the SM would become directly observable.
The dependencies of the unitarity bounds on the aTGC
parameters from the scale ΛFF calculated as in Ref. [65] are
shown in Figs. 11 and 12, where the observed and expected
limits are derived as discussed below. A form factor with
ΛFF ¼ 4 TeV is chosen as the lowest scale to preserve
unitarity for all the studied parameters. The limits on
aTGCs are also given without a form factor (ΛFF ¼ ∞)
as a benchmark, although unitarity is not preserved in
this case.
The cross-section predictions with aTGCs (σaTGCZγ ) are
obtained from the MCFM generator. The number of
expected Zγ events in the exclusive aTGC region
[NaTGCZγ ðhV3 ; hV4 Þ, where V ¼ Z or γ] is obtained using
NaTGCZγ ðhV3 ; hV4 Þ ¼ σaTGCZγ ðhV3 ; hV4 Þ × CZγ × AZγ
×
1
Cðparton→ particleÞ ×
Z
Ldt: ð7Þ
The anomalous couplings influence the kinematic prop-
erties of the Zγ events and thus the corrections for event
reconstruction (CZγ). The maximum variations of CZγ due
to nonzero aTGC parameters within the measured aTGC
limits are quoted as additional systematic uncertainties.
Since the influence of the anomalous couplings on the
acceptance corrections (AZγ) and parton-to-particle
TABLE X. Theoretical MCFM SM and observed cross sections in chosen aTGC regions (with the exclusive
selection) for the channels studied. The EγT threshold is 250 GeV for the electron and muon channels and is 400 GeV
for the neutrino channel. The first uncertainty is statistical; the second is systematic.
Channel Measurement (fb) Prediction (fb)
lþl−γ (EγT > 250 GeV) 0.42
þ0.16
−0.13 ðstatÞþ0.07−0.04 ðsystÞ 0.660 0.015ðstatÞ  0.018ðsystÞ
νν¯γ (EγT > 400 GeV) 0.06
þ0.15
−0.10 ðstatÞþ0.04−0.04 ðsystÞ 0.466 0.021ðstatÞ  0.020ðsystÞ
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FIG. 11. Dependencies of the observed limits, expected limits and unitarity bounds on the form factor energy scale ΛFF for hZ3 (left)
and hγ
3
(right). ΛFF ≤ 8 TeV can be chosen to obtain the unitarized limits. The green and yellow bands show areas of variation for the
expected limits by 1σ and 2σ, respectively.
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[Cðparton→ particleÞ] corrections is an order of magni-
tude smaller than on CZγ, it is neglected.
The limits on a given aTGC parameter are extracted
from a frequentist profile-likelihood test, as explained in
Sec. VI C. The profile likelihood combines the observed
number of exclusive Zγ candidate events for the EγT
threshold mentioned above, the expected signal as a
function of aTGC as described in Eq. (7), and the
estimated number of background events separately for
each channel. A point in the aTGC space is accepted
(rejected) at the 95% confidence level (C.L.) if fewer
(more) than 95% of the randomly generated pseudoexperi-
ments exhibit larger profile-likelihood-ratio values than
that observed in data. A pseudoexperiment in this context
is a set of randomly generated numbers of events, which
follow the Poisson distribution with the mean equal to the
sum of the number of expected signal events and the
estimated number of background events. The systematic
uncertainties are included in the likelihood function as
nuisance parameters with correlated Gaussian constraints,
and all nuisance parameters are fluctuated in each
pseudoexperiment.
The allowed ranges for the anomalous couplings are
shown in Table XI for ZZγ (hZ
3
and hZ
4
) and Zγγ (hγ
3
and hγ
4
)
vertices. These results are compared in Fig. 13 with the
previous ATLAS results [8] and results from the CMS
experiment [9–11,66].
The 95% C.L. limits on each aTGC parameter is
obtained with the other aTGC parameters set to their
SM values using a one-dimensional profile-likelihood fit.
The dependence of these observed and expected limits
versus ΛFF is shown in Figs. 12 and 11. The obtained
observed limits are almost a factor of two better than the
expected limits, which is due to a downward fluctuation in
the region of high EγT for the νν¯γ channel. All anomalous
couplings considered are found to be compatible with the
SM value zero. The observed limits on hγ
3
; hZ
3
are at the
level of 0.8 − 1.7 × 10−3 and those on hγ
4
; hZ
4
are at the level
of 0.3–1.2 × 10−5 as shown in Table XI. These limits are
the most stringent to date.
The limits on all possible combinations of each pair of
aTGC are also evaluated by the same method. The
95% C.L. regions in two-parameter aTGC space are shown
as contours on the ðhγ
3
; hγ
4
Þ and ðhZ
3
; hZ
4
Þ planes in Figs. 14
and 15, since only these pairs are expected to interfere [63].
Since all sensitivity of the measurement of aTGCs
is contained in a single measurement of the Zγ cross
section in the high-EγT regions, the likelihood ratio used to
obtain the two-parameter limits has one effective degree of
freedom. Therefore the results obtained for the aTGC
frequentist limits found in the one-parameter fit are
identical to the corresponding limits obtained from the
two-parameter fits at the points where the other aTGC
is zero.
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FIG. 12. Dependencies of the observed limits, expected limits and unitarity bounds on the form factor energy scale ΛFF for hZ4 (left)
and hγ
4
(right). ΛFF ≤ 4 TeV can be chosen to obtain the unitarized limits. The green and yellow bands show areas of variation for the
expected limits by 1σ and 2σ, respectively.
TABLE XI. Observed and expected one-dimensional limits on
hV
3
and hV
4
, assuming that any excess in data over background
predictions is due solely to hV
3
or hV
4
and that only one of them is
nonzero.
Process pp → lþl−γ and pp → νν¯γ
ΛFF ∞
Observed 95% C.L. Expected 95% C.L.
hγ
3
½−9.5; 9.9 × 10−4 ½−1.8; 1.8 × 10−3
hZ
3
½−7.8; 8.6 × 10−4 ½−1.5; 1.5 × 10−3
hγ
4
½−3.2; 3.2 × 10−6 ½−6.0; 5.9 × 10−6
hZ
4
½−3.0; 2.9 × 10−6 ½−5.5; 5.4 × 10−6
ΛFF 4 TeV
Observed 95% C.L. Expected 95% C.L.
hγ
3
½−1.6; 1.7 × 10−3 ½−3.0; 3.1 × 10−3
hZ
3
½−1.3; 1.4 × 10−3 ½−2.5; 2.6 × 10−3
hγ
4
½−1.2; 1.1 × 10−5 ½−2.2; 2.1 × 10−5
hZ
4
½−1.0; 1.0 × 10−5 ½−1.9; 1.9 × 10−5
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FIG. 13. The 95% C.L. nonunitarized intervals (ΛFF ¼ ∞) for anomalous couplings from current and previous ATLAS results and
CMS results for the neutral aTGC hγ
3
, hZ
3
(left) and hγ
4
, hZ
4
(right) as obtained from Zγ events.
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FIG. 14. Observed (solid ellipse) and expected (dashed ellipse) 95% C.L. contours shown in the two-parameter planes for pairs of
anomalous couplings hγ
3
and hγ
4
(left), hZ
3
and hZ
4
(right), corresponding to an infinite cutoff scale. The horizontal and vertical lines inside
each contour correspond to the limits found in the one-parameter fit procedure, and the ellipses indicate the correlations between the one-
parameter fits. The cross inside each contour corresponds to the observed best-fit value.
γ
3h
0.005−
γ 4h
0.06−
0.04−
0.02−
0
0.02
0.04
0.06
3−10×
=8 TeV, 20.3 fbs
γνν→ and pp γl l→pp 
 = 4 TeVΛ
ATLAS
Observed 95% C.L. contour
Expected 95% C.L. contour
Observed best-fit value
Z
3h
0.005−0 0.005 0 0.005
Z 4h
0.06−
0.04−
0.02−
0
0.02
0.04
0.06
3−10×
=8 TeV, 20.3 fbs
γνν→ and pp γl l→pp 
 = 4 TeVΛ
ATLAS
Observed 95% C.L. contour
Expected 95% C.L. contour
Observed best-fit value
FIG. 15. Observed (solid ellipse) and expected (dashed ellipse) 95% C.L. contours shown in the two-parameter planes for pairs of
anomalous couplings hγ
3
and hγ
4
(left), hZ
3
and hZ
4
(right), corresponding to a ΛFF ¼ 4 TeV cutoff scale. The horizontal and vertical lines
inside each contour correspond to the limits found in the one-parameter fit procedure, and the ellipses indicate the correlations between
the one-parameter fits. The cross inside each contour corresponds to the observed best-fit value.
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TABLE XII. Theoretical VBFNLO SM and observed cross sections in chosen aQGC regions (with the exclusive
selection) for the channels studied. The mγγ threshold is 200 GeV for the electron and muon channels and is
300 GeV for the neutrino channel. The first uncertainty is statistical; the second is systematic.
Channel Measurement (fb) Prediction (fb)
l
þ
l
−γγ (mγγ > 200 GeV) 0.12
þ0.11
−0.07 ðstatÞþ0.03−0.01 ðsystÞ 0.0674 0.0013ðstatÞ  0.0053ðsystÞ
νν¯γγ (mγγ > 300 GeV) 0.16
þ0.17
−0.11 ðstatÞþ0.04−0.01 ðsystÞ 0.0499 0.0008ðstatÞ  0.0062ðsystÞ
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FIG. 16. Dependencies of the observed limits, expected limits and unitarity bounds on the form factor energy scale ΛFF for fM2 (top
left), fM3 (top right), fT0 (center left), fT5 (center right), fT9 (bottom). The green and yellow bands show areas of variation for the
expected limits by 1σ and 2σ, respectively.
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B. Anomalous quartic gauge-boson couplings
ZZγγ and Zγγγ
Triboson Zγγ production in the SM has no contributions
from the quartic gauge-boson couplings ZZγγ and Zγγγ.
However, physics beyond the SM could induce these
anomalous neutral QGCs, enhancing the cross section
for Zγγ production and modifying the kinematic distribu-
tion of the final-state Z boson and photons. The effect of
such new couplings can be modeled using an effective
field theory (EFT) [67] that includes higher-dimensional
operators [68].
The event generator VBFNLO is used to produce the Zγγ
events with the aQGCs introduced using EFT dimension-8
operators with coefficients fT0=Λ4, fT5=Λ4, fT9=Λ4,
fM2=Λ
4, and fM3=Λ4 in the linear Higgs-doublet represen-
tation [68] for the aQGC parametrization [69]. In this
formalism, the parity-conserving effective Lagrangian,
which induces pure quartic couplings of the weak gauge
bosons, is introduced by employing the linear representation
for the higher-order operators and assuming that the recently
observed Higgs boson belongs to a SUð2ÞL doublet [68].
Dimension-8 operators are the lowest-dimension operators
that lead to quartic gauge-boson couplings without exhibit-
ing triple gauge-boson vertices. The fT;x operators contain
only the field strength tensor while the fM;x operators
contain both the Higgs double derivatives and the field
strength. A weak boson field is either from the covariant
derivative of the Higgs doublet field or from the field
strength tensor. In the SM, all these aQGC operator
coefficients are equal to zero. The parameters fT0=Λ4 and
fT5=Λ
4 are most sensitive to production of aQGC effects,
fT9 can only be probed via neutral QGCs such as Zγγ while
fM2=Λ
4 and fM3=Λ4 are chosen since they can be related to
dimension-6 operators constrained by LEP experiments and
CMS [69], which allows further comparisons and future
aQGC combinations across different experiments. The
corresponding coefficients a0 and ac in the LEP formalism
can be translated in the context of EFT dimension-8
operators (for ZZγγ=Zγγγ vertices) according to the for-
malism transformation equation as follows [69]:
fM2
Λ4
¼ − a0
Λ2
s2w
2v2c2w
; ð8Þ
fM3
Λ4
¼ ac
Λ2
s2w
2v2c2w
: ð9Þ
Form factors are introduced to restore unitarity at a very
high parton center-of-mass energy
ﬃﬃˆ
s
p
: fiðsˆÞ ¼ fi=ð1þ
sˆ=Λ2FFÞn. The parameter ΛFF is chosen to preserve unitarity
up to
ﬃﬃˆ
s
p ¼ 8 TeV with the FF exponent n set to 2.
In order to have better sensitivities to aQGCs, the
measured Zγγ exclusive (zero-jet) fiducial cross section
is used with the additional requirement mγγ >
300ð200Þ GeV for νν¯γγ (lþl−γγ) channel. The SM back-
grounds in these aQGC-optimized regions are estimated
using the same methods as described in Sec. V for the Zγγ
cross-section measurements. Theory predictions for the SM
signal and data observations in these aQGC extended
fiducial regions are shown in Table XII.
The reconstruction efficiency CZγγ is calculated from
simulation samples with nonzero aQGCs using the events
generated at LO by VBFNLO and parton-showered by
PYTHIA8. The deviation of the reconstruction efficiency
from that for SM production using SHERPA is taken as an
additional uncertainty of 20% (60%) for the νν¯ channel
(lþl− channels). The differences in AZγγ and C
(parton → particle) between aQGC and SM simulation
samples are at the percent level and were neglected. The
expected and observed 95% C.L. limits of each dimension-
8 operator coefficient are derived from one-dimensional
profile-likelihood fits as described in the aTGC study. The
ΛFF-dependent observed/expected limits are obtained using
the signal cross-section parametrization produced at LO by
VBFNLO and shown in Fig. 16. The unitarity bounds versus
ΛFF are also plotted in the figure with the FF exponent n
equal to 2. Table XIII shows the expected and observed
95% C.L. limits with no unitarization restriction along with
those respecting unitarity bounds at the maximum allowed
value of ΛFF according to the VBFNLO estimation. The
limits without unitarization are compared to the limits from
TABLE XIII. Observed and expected one-dimensional limits on aQGC parameters. The form factor exponent
n ¼ 0 corresponds to infinite scale limits without any form factor.
n ΛFF (TeV) Limits 95% C.L. Observed (TeV−4) Expected (TeV−4)
0 ∞ fM2=Λ4 ½−1.6; 1.6 × 104 ½−1.2; 1.2 × 104
fM3=Λ
4 ½−2.9; 2.7 × 104 ½−2.2; 2.2 × 104
fT0=Λ
4 ½−0.86; 1.03 × 102 ½−0.65; 0.82 × 102
fT5=Λ
4 ½−0.69; 0.68 × 103 ½−0.52; 0.52 × 103
fT9=Λ
4 ½−0.74; 0.74 × 104 ½−0.58; 0.59 × 104
2 5.5 fM2=Λ4 ½−1.8; 1.9 × 104 ½−1.4; 1.5 × 104
5.0 fM3=Λ4 ½−3.4; 3.3 × 104 ½−2.6; 2.6 × 104
0.7 fT0=Λ4 ½−2.3; 2.1 × 103 ½−1.9; 1.6 × 103
0.6 fT5=Λ4 ½−2.3; 2.2 × 104 ½−1.8; 1.8 × 104
0.4 fT9=Λ4 ½−0.89; 0.86 × 106 ½−0.71; 0.68 × 106
G. AAD et al. PHYSICAL REVIEW D 93, 112002 (2016)
112002-24
the most recent CMS results [70–72] and ATLAS results
[51] in Fig. 17. The limits are presented in the formalism as
implemented in VBFNLO [73], except for the ones in Fig. 17,
which are presented in the formalism as implemented in
MADGRAPH5_AMC@NLO [73] (left plot) and in the LEP
formalism [69] (right plot) in order to be compared to other
results.
IX. SUMMARY
The production cross section of Z bosons in association
with isolated high-energy photons was measured using
20.3 fb−1 of pp collisions at
ﬃﬃ
s
p ¼ 8 TeV collected with
the ATLAS detector at the LHC. The analyses used the
decays Z → νν¯ and Z=γ → eþe− or μþμ− with
mlþl− > 40 GeV. The Z=γ decays to charged leptons
were triggered using electrons or muons with large trans-
verse momentum. The production channels studied were
pp→ lþl−γ þ X and pp→ lþl−γγ þ X where the pho-
tons were required to have ET > 15 GeV. The events with
Z decays to neutrinos were selected using high-ET photon
triggers. The production channels studied were pp →
νν¯γ þ X with photon ET > 130 GeV and pp→ νν¯γγ þ
X where the photons had ET > 22 GeV. In all production
channels the photons were required to be isolated and to
satisfy tight identification criteria. The dominant back-
grounds arise from jets faking photons and these were
evaluated using data-driven techniques.
The cross sections and kinematic distributions for
channels with Z=γ decays to electrons and muons were
combined assuming lepton universality and presented
for a single charged-lepton flavor in fiducial regions
defined by the lepton and photon acceptance. For the
channels with Z decays to neutrinos, the cross sections and
kinematics were quoted for the sum of the three neutrino
flavors. This led to studies of the following four production
channels:
(i) pp → lþl−γ þ X,
(ii) pp → lþl−γγ þ X,
(iii) pp → νν¯γ þ X,
(iv) pp → νν¯γγ þ X.
The cross sections were measured in a fiducial region,
for both the inclusive case, with no requirements on the
recoil system X, and the exclusive case in which there are
no jets with pT > 30 GeV within jηj < 4.5.
The data were compared to SM predictions using a
parton shower Monte Carlo (SHERPA) and parton-level
perturbative calculations carried out at NLO (MCFM)
and NNLO, corrected by parton-to-particle scale factors.
There is good agreement between the measurements and
the SM predictions. SHERPA reproduces the kinematic
spectra, including the jet multiplicity spectrum, in the
single-photon production channels lþl−γ þ X and
νν¯γ þ X. The NLO and NNLO matrix element generators
were used to predict the photon ET and mlþl−γ differential
spectra in these single-photon channels, and the magnitude
of the cross sections. There is good agreement between data
and the SM predictions, with the NNLO calculations
needed to account for the production of the high-ET
photons where the NLO calculation significantly under-
estimates the data. In the two-photon production channels
l
þ
l
−γγ þ X and νν¯γγ þ X the cross sections were com-
pared to the NLO predictions. The measurements in these
channels are statistically limited, but the data and SM
predictions agree within the uncertainties.
Having found no significant deviations from SM pre-
dictions, we used the data to set limits on anomalous
couplings of photons and Z bosons. These could result
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FIG. 17. Comparison of the observed limits for fT0=Λ4, fT5=Λ4, fT9=Λ4 (on the left) and LEP parameters [74] a0=Λ2 and ac=Λ2 (on
the right) without FF unitarization. The limits are presented in the formalism as implemented in MADGRAPH5_AMC@NLO [73] (left)
and in the LEP formalism [69] (right).
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from Z=γ s-channel production coupled to a final-state Z
boson and one photon (anomalous triple gauge-boson
couplings, or aTGCs), or a final-state Z boson and two
photons (anomalous quartic gauge-boson couplings, or
aQGCs). The limits on the aTGCs were determined using
a modified SM Lagrangian with operators proportional to
parameters conventionally denoted as hV
3
and hV
4
(V ¼ Z or
γ). The contributions from aQGCs were introduced using
an effective field theory concentrating on those operators
most sensitive to the Zγγ final state. Limits were derived for
these aTGC and aQGC parameters.
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