Credit scoring methods aim to assess credit worthiness of potential borrowers to keep the risk of credit loss low and to minimize the costs of failure over risk groups. Standard parametric approaches as logistic discrimination analysis assume that the probability of belonging to the group of "bad" clients is given by P (Y = 1|X) = F (β T X), with Y = 1 indicating a "bad" client and X denoting the vector of explanatory variables.
Introduction
One of the most important tasks of a bank is to assess credit worthiness of potential borrowers. The aim of this assessment is to keep the risk of a credit loss low and to minimize costs of failure over risk groups.
Typical methods which are used for the statistical classification of credit applicants are linear or quadratic discriminant analysis and logistic discriminant analysis. These methods can be seen to be based on scores which depend on the explanatory variables in a predefined form (usually linear). Recent methods that allow a more flexible modeling are neural networks and classification trees (see e.g. Arminger, Enache & Bonne, 1997) as well as nonparametric approaches (see e.g. Henley & Hand, 1996) .
In the following sections we discuss for real credit scoring data, how the given explanatory variables influence credit worthiness. The following Section 2 gives a short data description. Section 3 presents the results of a logistic discrimination analysis. Section 4 describes the semiparametric extension to the logistic discrimination analysis. We estimated and compared different variations of the semiparametric model in order to see how the several explanatory variables influence credit worthiness. Section 5 compares the semiparametric fits the classic logistic analysis. Finally, Section 6 discusses the estimated models with respect to misclassification and performance curves.
Data Description
The analyzed data in this paper have been provided by a French bank. The given full estimation sample (denoted as data set A in the following) consists of 6672 cases (clients) and 24 variables:
• Response variable Y (credit worthiness, 0="good", 1="bad"). The number of "bad" clients is relatively small (400 "bad" versus 6272 "good" clients in the estimation sample).
• Metric explanatory variables X2 to X9. All of them have (right) skewed distributions. Variables X6 to X9 in particular have one realization which covers a majority of observations.
• Categorical explanatory variables X10 to X24. Six of them are dichotomous. The others have three to eleven categories which are not ordered. Hence, these variables need to be categorized into dummies for the estimation and validation. Figure 1 shows kernel density estimates (using rule-of-thumb bandwidths) of the metric explanatory variables X2 to X9. All density estimates show the existence of outliers, in particular in the upper tails. For this reason we restricted our analysis to only those observations with X2, . . . , X9 ∈ [−3, 3]. We denote the resulting data set of 6180 cases as data set B. The kernel density estimates for this smaller sample are shown in Figure 2 . Figure 3 shows some bivariate scatterplots of the metric variables X2 to X9. It can be clearly seen that the variables X6 to X9 are of quasi-discrete structure. We will therefore concentrate on variables X2 to X5 for the nonparametric part of semiparametric model.
In addition to the estimation sample, the bank provided us with a validation data set of 2158 cases. We denote this validation data set as data set C in the following. 
Logistic Credit Scoring
The logit model (logistic discriminant analysis) assumes that the probability of belonging to the group of "bad" clients is given by
where
is the logistic (cumulative) distribution function. X j denotes the j-th variable if Xj is metric (j ∈ {2, . . . , 9}) and the vector of dummies if Xj is categorical (j ∈ {10, . . . , 24}). For all categorical variables we used the first category as reference.
The logit model is estimated by maximum-likelihood. Table 2 shows the estimation results for this model. It turns out, that in fact all variables contribute more or less to the explanation of the response. The modeling for the categorical variables cannot be further improved, since by using dummies one considers all possible effects. Concerning the continuous variables, we observe nonsignificant coefficients for some regressors. The continuous variables get more attention by using semiparametric models.
Semiparametric Credit Scoring
The logit model (1) is a special case of the generalized linear model (GLM, see McCullagh & Nelder, 1989) which is given by 
X8
Figure 3. Scatterplots, variables X2 to X5 (upper plot) and X6 to X9 (lower plot), estimation data set B. Observations corresponding to Y=1 are emphasized in black.
In the special case of a binary response we have The semiparametric logit model that we consider here generalizes the linear argument β T X to a partial linear argument:
This generalized partial linear model (GPLM) allows us to describe the influence of a part T of the explanatory variables in a nonparametric way. Here, G(•) is a known function, β is an unknown parameter vector, and m(•) is an unknown function. The parametric component β and the nonparametric function m(•) can be estimated by the quasilikelihood method proposed in Severini & Staniswalis (1994) .
We will use the GPLM estimator mainly as an exploratory tool in our practical credit scoring situation. Therefore we consider the GPLM for several of the metric variables separately as well as for combinations of them. As said before, we only consider variables X2 to X5 to be used within a nonparametric function because of the quasi-discrete structure of X6 to X9. For instance, when we include variable X5 in a nonlinear way, the parametric logit model is modified to
where a possible intercept is contained in the function m 5 (•). Table 3 . Parametric coefficients in parametric and semiparametric logit, variables X2 to X9. Estimation data set B. Bold values are significant at 5%.
It turns out, that all coefficients vary little over the different estimates. This holds as well for their significance (determined by a t-test). Variables X4 and X5 are constantly insignificant over all estimates. Hence, they are interesting candidates for a nonparametric modeling: variables which are significant may already capture a lot of information on Y by the parametric inclusion into the model. The semiparametric logit model is estimated by semiparametric maximum-likelihood, a combination of ordinary and smoothed maximum-likelihood. The fitted curves for the nonparametric components according to Table 3 can be found in Figures 4 for the marginal fits (variables X2 to X5 separately as the nonparametrical component) and Figure 6 for the bivariate surface (variables X4 and X5 jointly nonparametrically included). Additionally, The plots of the marginal dependencies for variables X6 to X9 show that the realizations essentially concentrate in one value. Hence we did not fit a nonparametric function here. 
Testing the Semiparametric Model
To assess, whether the semiparametric fit outperforms the parametric logit or not, we have a number of statistical characteristics. For the above estimated models, they are summarized in Table 4 .
The deviance is minus twice the estimated log-likelihood of the fitted model in our case. For the parametric case, the degrees of freedom just denote
where n is the sample size and k the number of estimated parameters. In the semiparametric case, a corresponding number of degrees of freedom can be approximated. Deviance and (approximate) degrees of freedom of the parametric and the semiparametric model can be used to construct a likelihood ratio test to compare both models (see Buja, Hastie & Tibshirani, 1990; Müller, 1997) . The obtained significance levels from these tests are denoted by α. Finally, we listed the pseudo R 2 values, an analog to the linear regression coefficient of determination.
It is obvious to see that models containing variable X5 in the nonparametric part considerably decrease the deviance and increase the coefficient of determination R 2 . Accordingly, the significance level for the test of parametric versus nonparametric modeling decreases. In particular, it is below 5% for the both models including X5 alone and including X4, X5 jointly in a nonparametric way. Logit  X2  X3  X4  X5  X4, 
Nonparametric in

Misclassification and Performance Curves
The different fits can be compared by looking at misclassification rates. For the validation, the provided data comprise a subsample (data set C) which was not included in the estimation. We use this validation sample to evaluate all estimators. Figure 7 . Performance curves, parametric logit (black dashed) and semiparametric logit models (thick grey), with variables X2 to X5 (separately) included nonparametrically. Validation data set C.
The misclassification rates can be pictured by performance curves (Lorenz curves). The performance curve is defined by plotting the probability of observations classified as "good" P (S < s)
versus the conditional relative frequency of observations classified as "good" conditioned on "bad" P (S < s|Y = 1).
Here, S denotes the score which equals in the parametric logit model β j X j when fitting X5 nonparametrically, for instance.
The probability value P (S < s|Y = 1) is a measure for misclassification and thus to be minimized. Hence, one performance curve is to be preferred to another, when it is more downwards shaped.
In practice, the probability P (S < s) is replaced by the relative frequency of classifications Y = 0 ("good") given a threshold s. The analog is done for P (S < s|Y = 1). We have computed performance curves for both the estimation data set B and the validation data set C. Figure 8 . Performance curves, parametric logit (black dashed) and semiparametric logit model (thick grey), with variables X4, X5 (jointly) included nonparametrically. Validation data set C. Figure 7 compares the performance of the parametric logit fit and the semiparametric logit fit obtained by separately including X2 to X5 nonparametrically. Indeed, the semiparametric model for the influence of X5 improves the performance with respect to the parametric model. The semiparametric models for the influence of X2 to X4 do not improve the performance with respect to the parametric model, though. Figure 8 compares the performance of the parametric logit fit and the semiparametric logit fit obtained by jointly including X4, X5 nonparametrically. This performance curve improves versus nonparametrically fitting only X4, but shows less power versus fitting
