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LEADER-FOLLOWING CONSENSUS OF MULTIPLE LIN-
EAR SYSTEMS UNDER SWITCHING TOPOLOGIES: AN
AVERAGING METHOD
Wei Ni, Xiaoli Wang and Chun Xiong
The leader-following consensus of multiple linear time invariant (LTI) systems under switch-
ing topology is considered. The leader-following consensus problem consists of designing for
each agent a distributed protocol to make all agents track a leader vehicle, which has the same
LTI dynamics as the agents. The interaction topology describing the information exchange of
these agents is time-varying. An averaging method is proposed. Unlike the existing results
in the literatures which assume the LTI agents to be neutrally stable, we relax this condition,
only making assumption that the LTI agents are stablizable and detectable. Observer-based
leader-following consensus is also considered.
Keywords: Consensus, multi-agent systems, averaging method
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1. INTRODUCTION
Multi-agent system is a hot topic in a variety of research communities, such as robotics,
sensor networks, artificial intelligence, automatic control and biology. Of particular in-
terest in this field is the consensus problem, since it lays foundations for many consensus-
related problem, including formation, flocking and swarming. We refer to survey papers
[17, 19] and references therein for details.
Integrator and double integrator models are the simplest abstraction, upon which a
large part of results on consensus of multi-agent systems have been based (see [18, 16,
17, 8, 4, 5]). To deal with more complex models, a number of recent papers are devoted
to consensus of multiple LTI systems [30, 25, 15, 22, 21, 13, 9, 29, 14, 26, 27, 28]. These
results keep most of the concepts provided by earlier developments, and provide new
design and analysis technique, such as LQR approach, low gain approach, H∞ approach,
parametrization and geometric approach, output regulation approach, and homotopy
based approach. However, most of these results [30, 25, 15, 21, 13, 9, 29, 14] mainly
focus on fixed interaction topology, rather than time-varying topology. How the switches
of the interaction topology and agent dynamics jointly affect the collective behavior of
the multi-agent system? Attempts to understand this issue had been hampered by the
lack of suitable analysis tools. The results of Scardovi et al. [22] and Ni et al. [15]
are mentioned here, because of their contributions to dealing with switching topology in
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the setup of high-order agent model. However, when dealing with switching topology,
[22] and [15] assumed that the system of each agent is neutrally stable; thus it has no
positive real parts eigenvalues. This assumption was widely assumed in the literatures
when the interaction topology is fixed or switching. Unfortunately, when the agent
is stabilizable and detectable rather than neutrally stable, and when the interaction
topology is switching, there is no result reported in the literature to investigate the
consensus of these agents.
To deal with switching graph topology and to remove the neutral stability condition ,
we provide a modified averaging approach, which is motivated by [1, 2, 10]. The averag-
ing approach was initially proposed by Krylov and Bogoliubov in celestial mechanics [12],
and was further developed in the work of [3, 11]; for more details refer to the recent book
[20]. Closely related to the averaging theory is the stability of fast time-varying nonau-
tonomous systems [1, 10, 2], and more specifically the fast switching systems [23, 24].
The modified approach in this paper is motivated by the work of Stilwell et al. [23],
and also the work of [1, 10, 2]. Although this work borrows the idea from [23], the main
difference of this work from [23] is as follows. The synchronization in [23] is achieved
under under fast switching condition; that is, synchronization is realized under two time
scales: a time scale t for the agent dynamics and a time scale for the switching signal
parameterized by t/ε with ε small enough. In our paper, we further establish that the
two time scales can be made to be the same and thus the consensus in our paper is not
limited to fast switching case. Furthermore, We present an extended averaging approach
for consensus: a sequence of averaged systems (rather a single averaged systems) are the
indicators of consensus of the the multi-agent systems. This allows to obtain more relax
conditions for consensus. At last, We give further investigation on how to render these
sequence of averaged systems to achieve consensus, and thus ensure the consensus of the
original multi-agent systems. This was not investigated in [22]. The result in our paper
shows that if there exists an infinite sequence of uniformly bounded and contiguous time
intervals such that during each such interval the interaction graph is jointly connected
and if the dwell time for each subgraph is appropriately small, then consensus can be
achieved.
In summary, the contributions of this paper are as follows:
• Averaging method is applied to leader-following consensus of multiple LTI systems.
• Results are obtained for a wider class of agent dynamics which is stabilizable and
detectable than the existing class of neutrally stable agent dynamics.
• The agent dynamics and the switching signal considered in this paper have the
same time scale, rather than having different time scales considered in [23]. Thus
the results in our paper are not limited to fast time switching case.
The rest of this paper is organized as follows. Section 2 contains the problem formula-
tion and some preliminary results. Section 3 provides the main result of leader-following
consensus, and extensions are made in Section 4 which devotes to observer-based proto-
cols design and analysis. Two illustrated examples are presented in Section 5. Section
6 is a brief conclusion.
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2. PROBLEM FORMULATION AND PRELIMINARIES
This section presents the multi-agent system model, with each agent being a stabilizable
LTI system, which includes integrator or double integrator as its special cases. The
leader-following consensus problem is formulated by use of the graph theory. Some
supporting lemmas are also included here.
Consider N agents with the same dynamics
x˙i = Axi +Bui, i = 1, 2, · · · , N, (1)
where xi ∈ Rn is the agent i’s state, and ui ∈ Rm is agent i’s input through which the
interactions or coupling between agent i and other agents are realized. The matrix B
is of full column rank. The state information is transmitted among these agents, and
the agents together with the transmission channels form a network. We use a directed
graph G = (V , E) to describe the topology of this network, where V = {1, 2, · · · , N} is
the set of nodes representing N agents and E ⊂ V × V is the set of ordered edges (i, j),
meaning that agents i can send information to agent j.
The leader, labeled as i = 0, has linear dynamics as
x˙0 = Ax0, (2)
where x0 ∈ Rn is the state. Referring agent i ∈ {1, · · · , N} as follower agent, the leader’s
dynamics is obviously independent of follower agents. More specifically, the leader just
sends information to some follower agents, without receiving information from them.
The interaction structure of the whole agents {0, 1, · · · , N} is described by an extended
directed graph G¯ = (V¯ , E¯), which consists of graph G, node 0 and directed edges from
node 0 to its information-sending follower nodes.
Definition 2.1. (Definitions related to graph) Consider a graph G¯ = (V¯ , E¯) with
V¯ = {0, 1, · · · , N}.
• The set of neighbors of node i relative to subgraph G of G¯ is denoted by Ni = {j ∈
V : (j, i) ∈ E , j 6= i}.
• A directed path is a sequence of edges (i1, i2), (i2, i3), (i3, i4), · · · in that graph.
• Node i is reachable to node j if there is a directed path from i to j.
• The graph G¯ is called connected if node 0 is reachable to any other node.
Definition 2.2. (Structure matrices of graph)
• For a directed graph G on nodes {1, · · · , N}, it structure is described by its adja-
cency matrix A ∈ RN×N , whose ij-th entry is 1 if (j, i) is an edge of G and 0 if it
is not; or by its Laplacian matrix L = −A+ Λ, where Λ ∈ RN×N is the in-degree
matrix of G which is diagonal with i-th diagonal element be |Ni|, the cardinal of
Ni, which equals
∑
j 6=i aij .
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• For a directed graph G¯ on the node set {0, 1, · · · , N}, one uses a matrix H = L+D
to describe it structure, where L is the Laplacian matrix of its subgraph G and
D = diag(d1, · · · , dN ) with di = 1 if node (0, i) is an edge of graph G¯, and with
di = 0 otherwise. Obviously, the structure of the graph G¯ can also be described
by its Laplacian L¯.
It is noted that the graph describing the interaction topology of nodes {0, 1, · · · , N}
can vary with time. To account this we need to consider all possible graphs {G¯p : p ∈ P},
where P is an index set for all graphs defined on nodes {0, 1, · · · , N}. Obviously, P is
a finite set. We use {Gp : p ∈ P} to denote subgraphs defined on vertices {1, · · · , N}.
The dependence of the graphs upon time can be characterized by a switching law σ :
[0,∞) → P which is a piece-wise constant and right continuous map; that is, at each
time t, the underlying graph is G¯σ(t).
For each agent i ∈ {1, · · · , N}, if agent j is a neighbor of agent i, the relative in-
formation xj − xi is feedback to agent i with a gain matrix K to be design later. The
leader-following consensus problem consists of designing for each agent i ∈ {1, · · · , N}
a distributed protocol which is a linear feedback, or a dynamical feedback of
zi = Σj∈Ni(t)(xj − xi) + di(t)(x0 − xi) (3)
such that the closed-loop systems (1)-(2) achieve the following collected behaviors:
lim
t→∞
‖xi(t)− x0(t)‖ = 0, i = 1, · · · , N. (4)
To solve the leader-following consensus problem, the following assumption is proposed
throughout this paper.
Assumption 2.3. The pair (A,B) is stabilizable.
The following result presents an averaging method for stability of fast time-varying
linear systems. The general result for nonlinear systems can be found in [1, 10, 2]. For
convenient of our later use, we rewrite the result in the following form.
Lemma 2.4. Consider a linear time-varying systems x˙(t) = A(t)x(t) with A(·) : R →
Rn×n. If there exists an increasing sequence of times tk, k ∈ Z, with tk → +∞ as
k → +∞, tk → −∞ as k → −∞, and tk+1 − tk ≤ T for some T > 0, such that ∀tk, the
following average systems
˙¯x(t) = A¯kx¯(t), A¯k =
∫ tk+1
tk
A(t)dt
tk+1 − tk
, k = 0, 1, · · · (5)
are asymptotically stable, then there exists α∗ > 0 such that the following fast time-
varying system
x˙(t) = A(αt)x(t) (6)
is asymptotically stable for all α > α∗.
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Remark 2.5. It has been shown in [1, Remark 4] that the value α∗ can be estimated
from T by solving the equation
e
KT
α
T
α
=
1
K
(
−1 +
√
1 +
v
KvKT
)
(7)
for α, where T > 0 is defined above and Kv > 0,K > 0, v > 0 are parameters which can
be determined from the system matrix; furthermore, this equation has for every T > 0,
Kv > 0,K > 0, v > 0 exactly one positive solution α. Now fixing Kv > 0,K > 0, v > 0,
we show that as T → 0 the corresponding solution α = α(T )→ 0; indeed, T → 0 rends
the right hand side of (7) go to infinity, thus requiring T
α
on the left hand side of (7) to
go to infinity, being thus resulting in α→ 0. Therefore, appropriately choosing a small
T > 0 gives a solution α = α∗ < 1.
The following rank property of Kronecker product will be used. The proof is straight-
forward, being thus omitted.
Lemma 2.6. For any matrices P,Q1, · · · , Qn of appropriate dimensions, the following
property holds:
rank(P ⊗


Q1
Q2
...
Qn

) = rank(


P ⊗Q1
P ⊗Q1
...
P ⊗Qn

)
The following result will also be used later.
Lemma 2.7. Consider an n-order differential system x˙(t) = A1x(t) + A2y(t) with
A1 ∈ Rn×n, A2 ∈ Rn×m, and y(t) ∈ Rm. If A1 is Hurwitz and limt→∞ y(t) = 0,
then limt→∞ x(t) = 0.
Proof: Let x(t, x0, y(t)) denote the solution of x˙(t) = A1x(t) +A2y(t) with initial state
x0 at t = 0. Since A1 is Hurwitz, there exist positive number α, γ1 and γ2 such that
‖x(t, x0, y(t))‖ ≤ γ1‖x0‖e
−αt + γ2‖y(t)‖∞,
where ‖y(t)‖∞ = ess supt≥0‖y(t)‖. Since limt→∞ y(t) = 0, then for any ε > 0, there
exists a T > 0 such that γ2‖y(t)‖ < ε/2. Similarly, γ1‖x0‖e−αt < ε/2. Therefore,
‖x(t, x0, y(t))‖ < ε. This completes the proof. 
3. LEADER-FOLLOWING CONSENSUS OF MULTIPLE LTI SYSTEMS
This section presents the leader-following consensus of multiple stablizable LTI systems
under switching topology. Unlike most results in the literature, we do not impose as-
sumption that A is neutrally stable. For completeness, we first review a result from [15]
when the graph is fixed and undirected.
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Theorem 3.1. For the multi-agent system (1)-(2) associated with connected graph G¯
under Assumption 2.3, let P > 0 be a solution to the Riccati inequality
PA+ATP − 2δPBBTP + In < 0, (8)
where δ is the smallest eigenvalue of the structure matrix H of graph G¯(which is shown
to be positive therein), then under the control law ui = Kzi with K = B
TP all the
agents follow the leader from any initial conditions.
We now treat the leader-following consensus problem under switching topologies and
directed graph case. Denoting the state error between the agent i and the leader as
εi = xi − x0, then the dynamics of εi is
ε˙i = Aεi +Bui
= Aεi +BK
∑
j∈Ni(t)
(εj − εi)−BKdi(t)εi, i = 1, · · · , N.
By introducing ε = (εT1 , ε
T
2 , · · · , ε
T
N)
T , one has
ε˙ = (IN ⊗A)ε− (IN ⊗B)(Lσ(t) ⊗ Im)(IN ⊗K)ε− (IN ⊗B)(Dσ(t) ⊗ Im)(IN ⊗K)ε
= [IN ⊗A− (Lσ(t) +Dσ(t))⊗ (BK)]ε
= [IN ⊗A−Hσ(t) ⊗ (BK)]ε. (9)
The remaining issue is finding conditions on the switching topologies( i.e., conditions
on the switching law σ) under which one can synthesize a feedback gain matrix K such
that the zero solution of systems (9) is asymptotically stable.
As treated in [5], consider an infinite sequence of nonempty, bounded and contiguous
time intervals [tk, tk+1), k = 0, 1, · · · , with t0 = 0, tk+1 − tk ≤ T for some constant
T > 0. Suppose that in each interval [tk, tk+1) there is a sequence of mk nonoverlapping
subintervals
[t1k, t
2
k), · · · , [t
j
k, t
j+1
k ), · · · , [t
mk
k , t
mk+1
k ), tk = t
1
k, tk+1 = t
mk+1
k ,
satisfying tj+1k − t
j
k ≥ τ, 1 ≤ j ≤ mk for a given constant τ > 0, such that during each of
such subintervals, the interconnection topology does not change. That is, during each
time interval [tjk, t
j+1
k ), the graph G¯σ(t) is fixed and we denote it by G¯kj . The number τ
is usually call the minimal dwell time of the graphs. The τ > 0 can be arbitrarily small
and the existence of such an number ensures that Zero phenomena dose not happen.
During each time interval [tk, tk+1), some or all of G¯kj , j = 1, · · · ,mk are permitted to
be disconnected. We only require the graph to be jointly connected, which is defined as
follows:
Definition 3.2. (Joint Connectivity)
• The union of a collection of graphs is a graph whose vertex and edge sets are the
unions of the vertex and edge sets of the graphs in the collection.
• The graphs are said to be jointly connected across the time interval [t, t+T ], T > 0
if the union of graphs {G¯σ(s) : s ∈ [t, t+ T ]} is connected.
Leader-Following Consensus of Multiple Linear Systems 7
Assumption 3.3. The graphs G¯σ(t) are jointly connected across each interval [tk, tk+1), k =
0, 1, · · · , with their length being uniformly up-bounded by a positive number T and
lower-bounded by a positive number τ .
The following lemma gives a property of jointly connected graphs. When the graph
is undirected, this result has been reported in [5, 6]. We show this result is still valid
when the graph is directed; its proof is put in the appendix.
Lemma 3.4. Let matrices H1, · · · ,Hm be associated with the graphs G¯1, · · · , G¯m re-
spectively. If these graphs are jointly connected, then
(1) all the eigenvalues of
∑m
i=1Hi have positive real parts.
(2) all the eigenvalues of
∑m
i=1 τiHi have positive real parts, where τi > 0 and
∑m
i=1 τi =
1.
With this, an averaging method by using Lemma 2.4 is applied to study the stability
of system (9), whose average system during each time interval [tk, tk+1), k = 0, 1, · · · , is
˙¯x = A¯kx¯ (10)
with
A¯k =
∫ tk+1
tk
[IN ⊗A−Hσ(t) ⊗ (BK)]dt
tk+1 − tk
= IN ⊗A− H¯[tk,tk+1] ⊗ (BK),
where H¯[tk,tk+1] =
∑
t∈[tk,tk+1)
τσ(t)Hσ(t), τj = (t
j+1
k − t
j
k)/(tk+1 − tk), j = k1, · · · , kmk .
Define by Reλmin(·) the least real part of the eigenvalues of a matrix. Define
δ¯ = min
{
inf
(τk1 ,··· ,τkmk
)∈Γk
Reλmin(H¯[tk,tk+1))|k = 0, 1, · · ·
}
, (11)
where where
Γk = {(τk1 , · · · , τkmk )|
mk∑
j=1
τkj , τ ≤ τj < 1, j = 1, · · · ,mk}.
Noting that Reλmin(H¯[tk,tk+1)) depends continuously on τk1 , · · · , τkmk and the set Γk is
compact, also by referring to Lemma 2.4, one has
inf
(τk1 ,··· ,τkmk
)∈Γk
Reλmin(H¯[tk,tk+1)) = Reλmin(τ
∗
k1
Hk1 + · · ·+ τ
∗
kmk
Hkmk ) > 0,
which, together with the fact that the set in (11) is finite due to finiteness of all graphs,
implies that δ¯ in (11) is a positive number. Then the leader-following consensus control
can be achieved through the following theorem.
Theorem 3.5. For the multi-agent system (1)-(2) under Assumption 2.3, associated
with switched graphs G¯σ(t) under Assumption 3.3 with T small enough, let P > 0 be a
solution to the Riccati inequality
PA+ATP − 2δ¯PBBTP + In < 0, (12)
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then under the control law ui = Kzi with K = B
TP all the agents follow the leader
from any initial conditions.
Proof: We first prove that for each k = 0, 1, · · · , the average system (10) is asymptoti-
cally stable. To this end, let Tk ∈ R
N×N be an unitary matrix such that TkH¯[tk,tk+1]T
∗
k =
Λ¯k be an upper triangular matrix with the diagonal elements λ¯
k
1 , · · · , λ¯
k
N be the eigen-
values of matrix H¯[tk,tk+1], where T
∗
k denote the Hermitian adjoint of matrix Tk. Setting
x˜ = (Tk ⊗ In)x¯, (10) becomes
˙˜x = (IN ⊗A− Λ¯k ⊗BK)x˜. (13)
The stability of (13) is equivalent to stability of its diagonal system
˙˜x = [IN ⊗A− diag(λ¯
k
1 , · · · , λ¯
k
N )⊗BK]x˜, (14)
or equivalent to the stability of the following N systems
˙˜xi = (A− λ¯
k
iBB
TP )x˜i, i = 1, · · · , N. (15)
Denoting λ¯ki = µ¯
k
i + ν¯
k
i , where 
2 = −1, then
P (A− λ¯kiBB
P ) + (A− λ¯kiBB
TP )∗P
= P [A− (µ¯ki + ν¯
k
i )BB
TP ] + [A− (µ¯ki + ν¯
k
i )BB
P ]∗P
= PA+ATP − 2µ¯ki PBB
TP
≤ PA+ATP − 2δPBBTP
≤ −I < 0
Therefore system (10) is globally asymptotically stable for each k = 0, 1, · · · .
Using Lemma 2.4, we conclude that there exists a positive α∗ dependent of T , such
that ∀α > α∗, the switching system
ε˙(t) = [IN ⊗A−Hσ(αt) ⊗ (BK)]ε(t) (16)
is asymptotically stable. According to Remark 2.5, α∗ can be made smaller than one if
we choose T small enough. Since α > α∗ is arbitrary, just pick α = 1. That is, system
(9) is asymptotically stable, which implies that leader-following consensus is achieved.

Although the exact value of δ¯ is hard to obtain, this difficulty can be removed as
follows. Noting that for two positive parameters δ¯∗ < δ¯, if P > 0 is a solution of
(12) for parameter δ¯∗, then this P is also a solution of (12) for parameter δ¯. Thus we
can compute a positive definite matrix P with a small enough parameter δ¯∗ which is
obviously independent the global information. This treatment has an extra advantage
that it make consensus control law really distributed since the feedback gain K = BTP
does not include global information.
Remark 3.6. During each interval [tk, tk+1), the total dwell time of the mk graphs is
upper bounded by a positive number T , which is required to be appropriately small to
make α∗ < 1. This means that the dwell time of each graph can not exceed a certain
bound. However, in [15] the dwell time for each graph can be arbitrary since there T is
not constrained and can be chosen arbitrarily large.
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Remark 3.7. Note that in (16) the switching signal σ(αt) and state ε(t) have different
time scales, while our result is obtained for system (9) with σ(t) and ε(t) have the same
time scale, and thus the result in our paper is not limited to fast time switching case.
This distinguishes this work from [23].
Remark 3.8. It can be seen that if P > 0 is a solution to (24), then κP, κ ≥ 1, is
also a solution to (24). Indeed, κPA+ κATP − 2κ2δ¯PBBTP + δ¯In = κ(PA+ ATP −
2κδ¯PBBTP + 1/κIn) ≤ κ(PA+A
TP − 2δ¯PBBTP + In) < 0. Therefore, κK is also a
stabilizing feedback matrix and the κ can be understood as the coupling strength.
4. OBSERVER-BASED LEADER-FOLLOWING CONSENSUS
This section extends the result in last section to observer-based leader-following con-
sensus. Consider a multi-agent system consisting of N agents and a leader. The leader
agent, labeled as i = 0, has linear dynamics as
x˙0 = Ax0,
y0 = Cx0
(17)
where y0 ∈ R
p is the output of the leader. The dynamics of each follower agent, labeled
as i ∈ {1, · · · , N}, is
x˙i = Axi +Bui,
yi = Cxi
(18)
where yi ∈ Rp is the agent i’s observed output information, and ui ∈ Rm is agent i’s
input through which the interaction or coupling between other agents is realized. More
specifically, ui is a dynamical feedback of zi. In this section, we assume
Assumption 4.1. The pair (A,B) is stabilizable, and the pair (A,C) is detectable.
The observer-based feedback controller is represented as
˙ˆεi = Aεˆi +Ko(zˆi − zi) +Bui,
ui = F εˆi,
(19)
where
zˆi =
∑
j∈Ni
(Cεˆj − Cεˆi) + diCεˆi, (20)
and the matrices Ko and K are to be designed later.
Remark 4.2. The term zi in (19) indicates that the observer receives the output vari-
able information from this agent’s neighbors as input, and the term zˆi indicates that
this observer exchanges its state with its neighboring observers. That is, each observer
is implemented according to its local sensing resources. Since zi and zˆi are local, the
observer is essentially distributed, thus then feeding the state of each observer back to
the corresponding agent is again a distributed control scheme.
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By further introducing the following stacked vector εˆ = (εˆT1 , · · · , εˆ
T
N )
T , zˆ = (zˆT1 , · · · , zˆ
T
N)
T ,
and by using the structure matrices of graph G¯σ(t), one has
˙ˆε = (IN ⊗A)εˆ− [Lσ(t) ⊗ (KoC)]εˆ− [Dσ(t) ⊗ (KoC)]εˆ+
[Lσ(t) ⊗ (KoC)]ε+ [Dσ(t) ⊗ (KoC)]ε+ (IN ⊗B)u
= [IN ⊗ (A+BF )−Hσ(t) ⊗ (KoC)]εˆ+ [Hσ(t) ⊗ (KoC)][ε. (21)
Then
ε˙ = (IN ⊗A)ε+ [IN ⊗ (BF )]εˆ
˙ˆε = [Hσ(t) ⊗ (KoC)]ε+ [IN ⊗ A+ IN ⊗ (BF )−Hσ(t) ⊗ (KoC)]εˆ
(22)
Let e = εˆ− ε, that is
(
ε
e
)
=
(
InN 0
−InN InN
)(
ε
εˆ
)
.
Under this coordinate transformation, system (22) becomes
(
ε˙
e˙
)
=
(
IN ⊗ (A+BF ) IN ⊗BF
0 IN ⊗A−Hσ(t) ⊗ (KoC)
)(
ε
e
)
. (23)
Therefore, observer-based leader-following consensus consists in, under jointly con-
nected graph condition, designing matrices Ko and F such that system (23) is asymp-
totically stable. By separate principle and by referring to Lemma 2.7, system (23) can
by made asymptotically stable through carrying out the following two-procedure design:
• Design matrix Ko such the switched system e˙ = [IN ⊗ A − Hσ(t) ⊗ (KoC)]e is
asymptotically stable;
• Design matrix F such the ε˙ = [IN ⊗ (A+BF )]ε is asymptotically stable;
The first step can be realized by referring Theorem 3.5, replacing the pair (A,B) with
(AT , CT ). The second step is a standard state feedback control problem. We summarize
above analysis in the following theorem. The rest of its proof is essentially similar to
that of Theorem 3.5, and is thus omitted for save of space.
Theorem 4.3. Consider the multi-agent systems (17-18) associated with switching
graphs G¯σ(t) under the Assumptions 3.3, 4.1 with T small enough. Let P > 0 be a
solution to the Riccati inequality
PAT +AP − 2δ¯PCTCP + In < 0, (24)
then under the control law (19) with Ko = PC
T and F being such that A + BF is
Hurwitz, all the agents follow the leader from any initial conditions.
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5. SIMULATION RESULTS
In this section, we give two examples to illustrate the validity of the results. Consider a
multi-agent system consisting of a leader and four agents. Assume the system matrices
are
A =

 0.5548 −0.5397 −0.07570.3279 −0.0678 −0.4495
−0.0956 −0.6640 0.0130

 , B =

 3 53 −2
−8 −8

 , C =
(
1 −1 2
−4 2 −3
)
We suppose that possible interaction graphs are {G¯1, G¯2, G¯3, G¯4, G¯5, G¯6} which are
shown in Figure 1, and the interaction graphs are switching as G¯1 → G¯2 → G¯3 →
G¯4 → G¯5 → G¯6 → G¯1 → · · · , and each graph is active for 1/2 second. Since the graphs
G¯1 ∪ G¯2 ∪ G¯3 and G¯4 ∪ G¯5 ∪ G¯6 are connected, we can choose tk = k, tk+1 = k + 3/2
and t0k = k, t
1
k = k+1/2, t
2
k = k+2/2, t
3
k = k+3/2 with k = 0, 1 · · · . We choose a small
parameter δ¯ = 1/3min(0.3820, 0.1732) = 0.0057. The matrices K in Theorem 3.5 and
KO, F Theorem 4.3 are calculated as
K =
(
0.7520 5.9852 −2.7041
12.6966 −3.8441 1.6419
)
and
F =
(
0.6338 −0.5087 0.3731
−0.9077 0.4509 −0.1938
)
,KO =

 −6.7092 −9.1532−9.6111 4.1353
7.7514 −1.1756

 ,
respectively. With the same initial condition, the simulation results of Theorem 2 and
Theorem 4 are shown in Figure 2 and Figure 3, respectively.
6. CONCLUSIONS
This paper presents an averaging approach to leader-following consensus problem of
multi-agent with linear dynamics, without imposing neutrally stable condition on agent
dynamics. The interaction topology is switching. The proposed protocols force the
follower agents to follow the independent leader trajectory. The result is extended to
observer-based protocols design. Such design can be separated as a two-step procedure:
design asymptotically stable distributed observers and asymptotically stable observer-
state-feedback protocols.
APPENDIX
The appendix is devoted to the proof of Lemma 3.4. To this end, we first cite the
following result.
Lemma 6.1. (Gersˇgorin)[7] For any matrix G = [gij ] ∈ RN×N , all the eigenvalues of G
are located in the union of N Gersˇgorin discs
Ger(G) := ∪Ni=1{z ∈ C : |z − gii| ≤
∑
j 6=i
|gij |}.
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The definition of weighted graph will also be used in the proof of what follows. If
we assign each edge (i, j) of graph G¯ a weight wij , we obtain a weighted graph G¯W =
(V¯ , E¯ , W¯), where W¯ = [wij ]. For an graph G¯ and any positive number k > 0, the graph
kG¯ is defined to be a weighted graph obtained from G¯ by assigning a weight k to each
existing edge of G¯. For two graphs G¯1 and G¯2, their union is a weighted graph and the
weight for edge (i, j) is the sum of weights for the two edges (i, j) in the graphs G¯1 and
G¯2 respectively. The weighted Laplacian of graph G¯W is defined as L¯W = −A¯W + Λ¯W ,
where A¯
W
= [wijaij ] and Λ¯W (i, i) =
∑
j 6= wijaij ; the weighted structure matrix of graph
G¯
W
is defined as H
W
= L
W
+D
W
, where L
W
is the weighted Laplacian of the subgraph
G
W
of G¯
W
, and D
W
= diag(w
01
d1, · · · , w0N dN ).
Proof of Lemma 3.4: (1) Denote the Laplacian matrix and the structure matrix
of graph G¯i by L¯i and Hi respectively, and denote the Laplacian matrix of graph Gi by
Li.
We first prove the case when m = 1. By definitions, it can be easily verified the
following relationship
L¯1 =


0 0 · · · 0
−d1
... H1
−dN

 .
Since the graph G¯1 is connected, then rank(L¯1) = N [18]. Thus the sub-matrix M¯1
formed by the last N rows of L¯1 has rank N . Note that

−d1
...
−dN

 = D1


1
...
1

 = L1


1
...
1

+D1


1
...
1

 = H1


1
...
1

 ,
that is, the first column of matrix M¯1 is a linear combination of its last N columns.
Therefore, rank(H1) = N . Furthermore, we claim the eigenvalues of the matrix H1 are
located in closed-right half plan; indeed, from Gersˇgorin theorem, all the eigenvalues of
H are located in
Ger(H) = ∪Ni=1 {z ∈ C : |z − lii − di| ≤ |Ni|} ,
and therefore they are located in the closed-right half plan by noting that lii = |Ni| and
di ≥ 0. We thus conclude that all the eigenvalues of H1 have positive real parts.
We proceed to prove the case when m > 1. Obviously, for a union G¯
U
of a group
of weighted graphs {G¯1, · · · , G¯m}, its weighted Laplacian matrix L¯U is the sum of the
Laplacian matrices {L¯1, · · · , L¯m} of graphs {G¯1, · · · , G¯m}, and
L¯U =


0 0 · · · 0
−dU1
... H1+ · · · +Hm
−dUN


,
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where 

−dU1
...
−dUN

 =


−d11
...
−d1N

+ · · ·+


−dm1
...
−dmN


with (dj1, d
j
2, · · · , d
j
N )
T be the diagonal elements of matrix Dj , j = 1, · · · ,m. When the
graphs are jointly connected, that is, when the G¯
U
is connected, the matrix L¯
U
has a
simple zero eigenvalue. Argue in a manner similar to that of m = 1 case, it can be
shown that the all the eigenvalues of the matrix H1+ · · ·+Hm have positive real parts.
(2) Similar discussion as given in (1) for the weighted graphs τ1G¯1, · · · , τN G¯N yields
the conclusion.
ACKNOWLEDGEMENT
This work is supported by the NNSF of China(61104096, 11101203, 60904024), the Youth Foun-
dation of Jiangxi Provincial Education Department of China(GJJ12132), JXNSF(20114BAB201002)
and SDNSF(ZR2011FQ014).
(Received ????)
REFERENCES
[1] D. Aeyels and J. Peuteman: On xponential stability of nonlinear time-varying differential
equations. Automatica 35 (1999), 1091–1100.
[2] R. Bellman, J. Bentsman, and S. M. Meerkov: Stability of fast periodic systems. IEEE
Trans. Automat. Control 30 (1985), 289–291.
[3] N. N. Bogoliubov and Y. A. Mitropolsky: Asymptotic Methods in the Theory of Nonlinear
Oscillations. Gordon and Breach Inc., New York, 1961.
[4] D. Cheng, J. H. Wang, and X. Hu: An extension of LaSalle’s invariance principle and its
application to multi-agent consensus. IEEE Trans. Automat. Control 53 (2008), 1765–1770.
[5] Y. Hong, L. Gao, D. Cheng, and J. Hu: Lyapunov-based approach to multiagent sys-
tems with switching jointly connected interconnection. IEEE Trans. Automat. Control 52
(2007), 943–948.
[6] Y. Hong, J. Hu, and L. Gao: Tracking control for multiagent consensus with an active
leader and variable topology. Automatica 42 (2006), 1177–1182.
[7] R. Horn and C. Johnson: Matrix Analysis. Cambridge University Press, New York, 1985.
[8] A. Jadbabaie, J. Lin, and A. S. Morse: Coordination of groups of mobile autonomous
agents using nearest neighbor rules. IEEE Trans. Automat. Control 48 (2003), 943–948.
[9] S. Khoo, L. Xie, Z. Man, and S. Zhao: Observer-based robust finite-time cooperative
consensus control for multi-agent networks. in: Proc. 4th IEEE Conference on Industrial
Electronics and Applications 2009, pp. 1883–1888.
[10] R. L. Kosut, B. D. O. Anderson, and I. M. Y. Mareels: Stability theory for adaptive
systems: method of averaging and persistency of excitation. IEEE Trans. Automat. Control
32 (1987), 26–34.
14 W. NI, X. WANG AND C. XIONG
[11] M. A. Krasnosel’skii and S. G. Krein: On The Averaging Principle in Nonlinear Mechan-
ics. Uspekhi Mat. Nauk, 1955.
[12] N. Krylov and N. Bogoliubov: Introduction to Non-Linear Mechnnics. Princeton Uni-
versity Press, Princeton, 1949.
[13] Y. Liu, Y. Jia, J. Du, and S. Yuan: Dynamic output feedback control for consensus of
multi-agent systems: an H∞ approach. in: Proc. American Control Conference 2009, pp.
4470–4475.
[14] T. Namerikawa and C. Yoshioka: Consensus control of observer-based multi-agent system
with communication delay. in: Proc. SICE Annual Conference, Tokyo 2008, pp. 2414–2419.
[15] W. Ni and D. Cheng: Leader-following consensus of multi-agent systems under fixed and
switching topologies. Systems Control Lett. 59 (2010), 209–217.
[16] R. Olfati-Saber and R. M. Murray: Consensus problems in networks of agents with switch-
ing topology and time-delays. IEEE Trans. Automat. Control 49 (2004), 1520–1533.
[17] R. Olfati-Saber, J. A. Fax, and R. M. Murray: Consensus and cooperation in networked
multi-agent systems. Proc. IEEE 95 (2007), 215–233.
[18] W. Ren and R. W. Beard: Consensus seeking in multiagent systems under dynamically
changing interaction topologies. IEEE Trans. Automat. Control 50 (2005), 655–661.
[19] W. Ren, R. W. Beard, and E. Atkins: Information consensus in multivehicle cooperative
control. IEEE Control Syst. Mag. 27 (2007), 71–82.
[20] J. A. Sanders, F. Verhulst, and J. Murdock: Averaging Methods in Nonlinear Dynamical
Systems. (2nd ed.) Springer, New York, 2007.
[21] J. H. Seo, H. Shima, and J. Back: Consensus of high-order linear systems using dynamic
output feedback compensator: low gain approach. Automatica 45 (2009), 2659-2664.
[22] L. Scardovi and R. Sepulchre: Synchronization in networks of identical linear systems.
Automatica 45 (2009), 2557-2562.
[23] D. J. Stilwell, E. M. Bellt, and D. G. Roberson: Sufficient conditions for fast switching
sysnchronization in time-varying network topologies. SIAM J. Appl. Dyn. Syst. 5 (2006),
140–157.
[24] A. R. Teel and D. Nesic: Averaging for a class of hybrid systems. Dyn. Contin. Discrete
Impuls. Syst. Ser. A Math. Anal. 17 (2010), 829–851.
[25] J. Wang, D. Cheng, and X. Hu: Consensus of multi-agent linear dynamical systems. Asian
J. Control 10 (2008), 144–155.
[26] X. Wang and Y. Hong: Parametrization and geometric analysis of coordination controllers
for multi-agent systems. Kybernetika 45 (2009), 785–800.
[27] X. Wang, Y. Hong, J. Huang, and Z. Jiang: A distributed control approach to a robust
output regulation problem for multi-agent linear systems. IEEE Trans. Automat. Control
55 (2010), 2891-2895.
[28] X. Wang and F. Han: Robust coordination control of switching multi-agent systems via
output regulation approach. Kybernetika 47 (2011), 755-772.
[29] C. Yoshioka and T. Namerikawa: Observer-based consensus control strategy for multi-
agent system with communication time Delay. in: Proc. 17th IEEE International Confer-
ence on Control Applications, San Antonio 2008, pp. 1037–1042.
Leader-Following Consensus of Multiple Linear Systems 15
0
1
2
3
4
(a )
0
1
2
3
4
(b)
0
1
2
3
4
(c )
=
0
1
2
3
4
0
1
2
3
4
(d)
0
1
2
3
4
(e)
0
1
2
3
4
(f )
=
0
1
2
3
4
Fig. 1. Six possible interaction topologies between the leader and the
agents.
[30] H. Zhang, F. L. Lewis, and A. Das: Optimal design for synchronization of cooperative
systems: state feedback, observer and output feedback. IEEE Trans. Automat. Control 56
(2011), 1948-1952.
Wei Ni, School of Science, Nanchang University, Nanchang 330031, P. R. China.
e-mail: niw@amss.ac.cn
Xiaoli Wang, School of Information Science and Engineering, Harbin Institute of Technology
at Weihai, Weihai 264209, P. R. China.
e-mail: xiaoliwang@amss.ac.cn
Chun Xiong, School of Science, Nanchang University, Nanchang 330031, P. R. China.
e-mail: grigxc@yahoo.com.cn
16 W. NI, X. WANG AND C. XIONG
0 5 10 15 20 25
−6
−4
−2
0
2
4
6
Time(sec)
Th
re
e 
co
m
po
ne
nt
s 
of
 x
1−
x 0
The first component of the error
The second component of the error
The third component of the error
0 5 10 15 20 25
−15
−10
−5
0
5
10
Time(sec)
Th
re
e 
co
m
po
ne
nt
s 
of
 x
2−
x 0
The first component of the error
The second component of the error
The third component of the error
0 5 10 15 20 25
−15
−10
−5
0
5
10
Time(sec)
Th
re
e 
co
m
po
ne
nt
s 
of
 x
3−
x 0
The first component of the error
The second component of the error
The third component of the error
0 5 10 15 20 25
−10
0
10
20
30
Time(sec)
Th
re
e 
co
m
po
ne
nt
s 
of
 x
4−
x 0
The first component of the error
The second component of the error
The third component of the error
Fig. 2. Simulation for Theorem 3.5: The error trajectories between
the leader and each agent.
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Fig. 3. Simulation for Theorem 4.3: The error trajectories between
the leader and each agent.
