We propose and analyze the spectral collocation approximation for the partial integrodifferential equations with a weakly singular kernel. The space discretization is based on the pseudo-spectral method, which is a collocation method at the Gauss-Lobatto quadrature points. We prove unconditional stability and obtain the optimal error bounds which depend on the time step, the degree of polynomial and the Sobolev regularity of the solution.
Introduction
Let be a rectangular domain in R 2 with boundary @ (typically Á . 1; 1/ 2 ), and let T 2 R satisfy 0 < T < 1. We shall consider spectral methods for the following integro-differential equation with a weakly singular kernel: and K is a weakly singular kernel such that jK .t/j Ä Ct ¼ with 0 Ä ¼ < 1; for t > 0:
Further, throughout this paper, we shall assume that f is sufficiently smooth. Partial integro-differential equations of this nature appear in applications such as heat conduction in materials with memory, population dynamics, viscoelasticity and theory of nuclear reactors (see the introduction in Yanik and Fairweather [13] , where references to studies of existence, uniqueness and regularity are also given).
For a numerical solution of (1.1), both the finite element and finite difference methods have been considered by several authors. Thomée and Zhang [12] , Chen et al. [5] and Pani et al. [9, 10] have derived optimal error estimates both for semidiscrete and fully discrete finite elements and finite difference methods. In this paper, we propose and analyze the spectral collocation approximation for the partial integrodifferential equations with a weakly singular kernel.
Spectral methods are classical and widely used techniques to solve differential equations, both theoretically and numerically. These methods appear to be competitive with both the finite difference methods and the finite element methods. They must be decisively preferred to the latter whenever the solution is highly regular and the geometric dimension of the domain becomes large. Moreover, by these methods, it is possible to control easily the solution of those numerical problems affected by oscillation and instability phenomena. The use of spectral and pseudo-spectral methods in computations for many fields of engineering has been matched by deeper theoretical studies [3, 6] . Recently, spectral methods have been studied by variational techniques, to point out the dependence of the approximation error (for instance in the L 2 -norm, or in the energy norm) on the regularity of the solution and the discretization parameter. Indeed, often the solution is not infinitely differentiable (see Canuto and Quarteroni [4] ). Spectral methods involve expansions in the basis of polynomials (or trigonometric polynomials) that are orthogonal with respect to a weighted measure. The popularly used basis is either the family of Legendre polynomials or the family of Chebyshev polynomials. In practice, spectral methods are implemented via collocation techniques, which are discretizing methods involving Gauss-type quadrature nodes. Particularly in the Chebyshev case, the use of the fast Fourier transforms allows a less expensive computation time for the derivatives and the nonlinear terms. The aim of this paper is the numerical analysis of the collocation methods at the Gauss-Lobatto nodes including Legendre and Chebyshev nodes, for some kinds of partial integro-differential equations in the square . 1; 1/
2 . An outline of this paper is as follows. In Section 2, we first introduce the weighted Sobolev spaces on a square associated with the Jacobi weighted measure. We define several projection operators from weighted spaces onto the space of polynomials with degree less than an integer N . Section 3 is related to the approximation of (1.1) by the Galerkin spectral method and the Ritz-Volterra projection. As has been emphasized in the literature, this method allows one to achieve high accuracy for smooth solutions. In Section 4, we establish stability and convergence of the collocation method for .1:1/. Finally in Section 5, the pseudo-spectral solution is advanced in the time direction by using the backward difference method.
Preliminaries
We introduce some definitions and recall some basic results which will be used throughout the paper. We first introduce the weighted Sobolev spaces on the square associated with the Jacobi weighted measure. For any x D .
which is a Hilbert space for the scalar product
For any integer m ½ 0, the weighted Sobolev space is defined by
which is equipped with the norm
and with the semi-norm
For a real number s ½ 0 which is not an integer, For an integer N > 0, we set P N D Q P N ð Q P N , where Q P N is the space of the polynomials of degree N in single variables. Further, we set P 
The projection error is estimated as follows (see [1, 4] 
We shall need the following two lemmas from [5] .
LEMMA 1 (Chen et al. [5] ). Assume that y is a nonnegative function in L 1 .0; T / which satisfies
Then there is a positive constant C T such that
Stability and convergence
Both spectral and pseudo-spectral methods are essentially the Ritz-Galerkin methods (combined with some integration formula in the pseudo-spectral case). It is well known that, when Galerkin methods are used, the distance between the exact and the discrete solution (approximation error) is bounded by the distance between the exact solution and its orthogonal projection upon the subspace (projection error), or by the distance between the exact solution and its interpolated polynomial at some suitable points (interpolation error).
In this section, problem (1.1) is discretized only in the space variable. We consider the semidiscrete problem of finding the following semidiscrete approximation u N .t/ : 
We shall assume that there is a unique generalized solution of (1.1) satisfying the following regularity conditions.
wÞ;0 /:
¦ wÞ /; for some ¦ ½ 2: Chen et al. [5] have examined the theoretical question of existence and uniqueness where the regularity condition R1 applies with B independent of t. Problem (1.1) has limited regularity due to the weakly singular kernel, and there may be some restriction on ¦ . Under the regularity assumption R2, for each T > 0 and 1 < Þ Ä 0, we shall obtain the following error estimate for the spectral approximation of (1.1):
First we consider the stability of the semidiscrete scheme (3.1). Integrating with respect to t and applying Lemma 2 with suitable ž, we obtain
It follows from Lemma 1 that
Taking the supremum in both sides with respect to t, we have
We now introduce, following [7] , the Ritz-Volterra projection operator V Þ N , defined for an appropriately smooth function u by
We have the following error estimate for the Ritz-Volterra projection. 
Using the definition of the Ritz-Volterra projection and the coerciveness of bilinear form A wÞ .Ð; Ð/, we have that with c > 0 
We next turn to the L 2 estimate. By duality arguments, it is well known that for any 2 L 2 wÞ . /,
For any given function g with kgk wÞ D 1, we denote by ' the solution of the Dirichlet problem
Since gw Þ is in L 
wÞ . / with kgk wÞ D 1, we have for 
which completes the proof.
We also need the following estimate for the time derivative of the error in the Ritz-Volterra projection. Thus we complete the proof from Lemma 3. PROOF. We write
LEMMA 4. Under the assumptions of Lemma 3, we have, for
Lemma 3 immediately gives the desired estimate for ², so it remains to bound Â. This completes the proof of the desired estimate for Â, and thus the theorem follows.
Semidiscrete collocation method
In this section, we discuss the spatial discretization based on the spectral collocation methods with Jacobi weights for 1 < Þ Ä 0. Let ¾ 
Thus our semidiscrete pseudo-spectral approximation of (1.1) is the following collocation problem: We look for a mapping U 2 C 1 .P 0 N . // such that, for any t 2 .0; T /,
We now define a discrete inner product: 
wÞ -norm, namely k k wÞ Ä k k N Ä 2k k wÞ ;
(see [3] ). It has been proved (see [3] ) that the bilinear form a N .Ð; Ð/ is continuous and coercive over P It can be shown (see [1, 3] ) that j.E.v/; /j Ä Cfkv P N 1 vk wÞ C kv I N vk wÞ gk k wÞ ; 
Noting that
and using (4.4) and (4.6), we have
From (4.2), (4.8) and Lemma 3, we obtain
Furthermore (see [1] ), r.vw Þ /=w Þ 2 P N . / for any v 2 P 
t/ for t ½ 0 and comparing (4.5) with (4.11), we have
Rewrite (4.12) as
Using (4.8) and the Cauchy-Schwarz inequalities, we can easily obtain the estimates for I 1 , I 2 and I 3 as Taking D Â.t/ for any t ½ 0 in (4.12) and using the estimate (4.14)-(4.18), it follows that
Integrating over t, we have
Applying Lemma 1, we then have
wÞ and applying Lemma 3 and Lemma 4, we obtain
Now, using the triangle inequality ku.t/ U .t/k wÞ Ä ku.t/ Q u.t/k wÞ C kÂ.t/k wÞ ; for t ½ 0
and by Theorem 2, we complete the proof.
Full discretization schemes
The semidiscrete approximation (4.3) gives a system of ordinary differential equations in the time variable. Let h > 0 be a time step, and let U n 2 P 0 N . / be the approximation of the exact solution of (1.1) at time t n D nh. The time discretization considered will be based on the backward difference quotient
For the integral term we use the product integration: we approximate in
by piecewise constant function taking the value j .Á .t j // in .t j ; t jC1 / and thus we write the quadrature for J n . / as
where
For any 2 C 1 [0; T ], we can easily show that
Our fully discretized scheme is now defined by
where U n i j D U .x Þ i j ; t n / and x Þ i j are defined in Section 4. Furthermore, we can rewrite the above as in the variational form
2)
The following two lemmas are discrete versions of Lemma 1 and Lemma 2. For details, we refer to Chen et al. [5] . LEMMA 6. Let fw n g be a sequence of nonnegative real numbers satisfying
where Þ n ; þ ½ 0. Then for each T > 0 there is a positive constant C T such that
LEMMA 7. Let Ä n be a sequence of real numbers. Then for each ž > 0 there is a constant
We now give the stability result for the fully discretized scheme (5.2).
THEOREM 4 (Unconditional stability). The scheme .5:2/ is stable, namely for any N and any 0 < h < 1, there is a positive constant C T such that
Summing from n D 1 to m and applying Lemma 7 with suitable ž, we have
It follows from Lemma 6 that
Hence, we have
THEOREM 5 (Convergence). Let u and fU n g be the solutions of 
kuk 2;wÞ C ku t k 2;wÞ C ku tt k wÞ Ð ds:
It follows that
We denote I 1 , I 2 and I 3 as follows: 
Summing (5.5) from k D 1 to n and applying Lemma 7, we immediately have Thus we get This completes the proof.
