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We develop a field theory with dissipation based on a finite range of wave propagation and associated gapped
momentum states in the wave spectrum. We analyze the properties of the Lagrangian and the Hamiltonian with
two scalar fields in different representations and show how the new properties of the two-field Lagrangian are
related to Keldysh-Schwinger formalism. The proposed theory is non-Hermitian, and we discuss its properties
related to PT symmetry. The calculated correlation functions show a decaying oscillatory behavior related to
gapped momentum states. We corroborate this result using path integration. The interaction potential becomes
short-ranged due to dissipation. Finally, we observe that the proposed field theory represents a departure from the
harmonic paradigm and discuss the implications of our theory for the Lagrangian formulation of hydrodynamics.
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I. INTRODUCTION
The basic assumptions and results of statistical physics are
related to introducing, and frequently exploiting, the concept
of a closed or quasi-closed system or subsystem. This includes,
for example, most of the central ideas of a statistical or thermal
∗ matteo.baggioli@uam.es
† k.trachenko@qmul.ac.uk
equilibrium ensuing the definitions of entropy and temperature,
the statistical independence of the subsystems and the conse-
quential additivity of the logarithm of the statistical distribution
function [1].
A closed system is an approximation simplifying a theoreti-
cal description. This approximation does not apply in several
important cases, including in small systems that have been of
interest in the area of condensed matter recently or in systems
with short relaxation time. In this case, a theory needs to deal
with an open system.
On general grounds, the theoretical description of open sys-
tems and dissipation is an interesting and challenging prob-
lem related to finding new concepts and ideas. In quantum-
mechanical systems, this problem is viewed as a core problem
in modern physics [2] and is related to the foundations of
quantum theory itself (see, e.g., Refs. [2–6]). Describing dis-
sipation has seen renewed recent interest in areas related to
non-equilibrium and irreversible physics, decoherence effects,
complex systems and hydrodynamics [7].
A related conceptually difficult problem is to describe an
open system using a field theory based on a Lagrangian and
to account for dissipation and irreversibility (see, e.g., Refs.
[3, 8–10] and references therein).
Starting from early work (see, e.g., [11, 12]), a common ap-
proach to treat dissipation is to introduce a central dissipative
system of interest together with its environment modelled as,
for example, a bath of harmonic oscillators and an interaction
between the two sectors enabling energy exchange (see, e.g.,
Refs. [8, 13] for review). In this picture, dissipative effects can
be discussed by solving simplified models exploiting approxi-
mations such as the linearity of the system and its couplings.
Another approach relies on holographic techniques [14],
where dissipation is encoded into the black hole horizon dy-
namics. These methods have been very fruitful in describing
strongly coupled dissipative fluids [15–20]. However, the na-
ture of the dual field theory is not easily accessible and is often
obscure.
Here, we develop a field theory which describes dissipation
based on a conceptually different idea. We do not consider
an explicit coupling between a central system with its envi-
ronment. Instead, the idea is based on the dissipation of an
excitation which is not an eigenstate in the system where it
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2propagates. This approach draws on recent understanding of
phonon propagation in liquids and associated dissipation of
these phonons [21–23].
No dissipation takes place when a plane wave propagates in
an ideal crystal where the wave is an eigenstate. However, a
plane wave dissipates in systems with structural and dynam-
ical disorder such as glasses, liquids or other systems with
strong anharmonicities because its not an eigenstate in those
systems [24] (see, e.g., Refs. [25–28] for recent field theory
applications of related effects in amorphous and disordered
systems).
We note that the overall system (liquid in our case) is con-
servative and does not lose or gain energy. Similarly, collective
excitations in a disordered system such as glass or liquid, gen-
erally defined as eigenstates in that system, do not decay either
[24]. (We note that calculating these excitations presents an
exponentially complex problem because it involves a large
number of strongly-coupled non-linear oscillators [21].) In our
consideration, a decaying object that loses energy is the har-
monic plane wave (phonon) propagating in a disordered system
where its not an eigenstate. Indeed, plane waves constantly
evolve in a disordered system, e.g. decay into other waves
and emerge anew due to thermal fluctuations. Accordingly, an
open system in our consideration is the harmonic collective
excitation, the plane wave, operating in a system where its not
an eigenstate.
An important effect related to wave dissipation is the emer-
gence of the gap in k- or momentum space in the transverse
wave spectrum, with the accompanying decrease of the wave
energy due to dissipation [21–23]. This gap (a) shrinks the
range of k-vectors where phonons can propagate and (b) re-
duces the energy of the remaining propagating phonons.
It has been realized that in addition to liquids, gapped mo-
mentum states (GMS) emerge in a surprising variety of ar-
eas [29], including strongly-coupled plasma, electromagnetic
waves, non-linear Sine-Gordon model, relativistic hydrody-
namics and holographic models.
The field theory developed here describes dissipation on the
basis of GMS. GMS is a well-specified effect and is naturally
suited for describing the dissipation in a field theory because
the field theory is deeply rooted in the harmonic paradigm
involving the propagation of plane waves [30]. Despite
its specificity, this effect and the proposed field theory are
generally applicable to a wide range of physical phenomena in
interacting systems where collective excitations propagate.
In the next section II, we briefly review the emergence of
gapped momentum states in Maxwell-Frenkel theory and their
properties. We subsequently recall the two-field Lagrangian
which gives rise to gapped momentum states and expand on dif-
ferent formulations, solutions and properties of this Lagrangian
in section III. This includes the discussion of the Hamiltonian
and energy and their lower bounds in different regimes. We
also show how two new properties of the two-field Lagrangian
are related to results from Keldysh-Schwinger formalism in
section III C. In the following section IV, we address the non-
Hermiticity of the proposed Lagrangian and Hamiltonian op-
erators as well as their PT symmetry and its breaking. We
calculate the correlation functions in section V and find that
they show a decayed oscillatory behavior, with frequency and
decay related to GMS. We corroborate this result using path
integration. In section VI, we observe that the interaction po-
tential becomes short-ranged due to dissipation. Finally, we
discuss other implications of the proposed field theory, includ-
ing the ways in which it departs from the harmonic paradigm
(section VII A) and its implications for the field-theoretical
description of hydrodynamics (section VII B).
II. DISSIPATION AND GAPPED MOMENTUM STATES IN
THE MAXWELL-FRENKEL THEORY
We start with recalling how liquid transverse modes de-
velop gapped momentum states (GMS) and how this effect
can be represented by a Lagrangian. We note that a first-
principles description of liquids is exponentially complex and
is not tractable because it involves a large number of coupled
non-linear oscillators [21]. At the same time, liquids have
no simplifying small parameters as in gases and solids [1].
However, progress in understanding liquid modes can be made
by using a non-perturbative approach to liquids pioneered by
Maxwell and developed later by Frenkel. This program in-
volves the Maxwell interpolation:
ds
dt
=
P
η
+
1
G
dP
dt
(1)
where s is shear strain, η is viscosity, G is shear modulus and
P is shear stress.
Eq. (1) reflects Maxwell’s proposal [31] that shear response
in a liquid is the sum of viscous and elastic responses given by
the first and second right-hand side . Eq. (1) serves as the basis
of liquid viscoelasticity.
Frenkel proposed [32] to represent the Maxwell interpola-
tion (1) by introducing the operator A = 1 + τ ddt and write
Eq. (1) as dsdt =
1
η
AP. Here, τ is the Maxwell relaxation time
η
G . Frenkel’s theory has identified τ with the average time
between consecutive molecular jumps in the liquid [32]. This
has become an accepted view [33]. Frenkel’s next idea was
to generalize η to account for liquid’s short-time elasticity as
1
η
→ 1
η
(
1 + τ ddt
)
and use this η in the Navier-Stokes equation
∇2v = 1
η
ρ dvdt , where v is velocity, ρ is density and
d
dt =
∂
∂t + v∇.
We have carried this idea forward [21] and, considering small
v, wrote:
c2
∂2v
∂x2
=
∂2v
∂t2
+
1
τ
∂v
∂t
(2)
where v is the velocity component perpendicular to x, η =
Gτ = ρc2τ and c is the shear wave velocity.
In contrast to the Navier-Stokes equations, Eq.(2) contains
the second time derivative and hence gives propagating waves.
We solved Eq. (2) in Ref. [21]: seeking the solution as v =
v0 exp (i(kx − ωt)) gives
ω2 + ω
i
τ
− c2k2 = 0 (3)
3with the complex solutions
ω = − i
2τ
±
√
c2k2 − 1
4τ2
(4)
where we assumed ω to be complex and k real, corresponding
to time decay.
Then, v can be written as
v ∝ e− t2τ eiωRt (5)
where
ωR =
√
c2k2 − 1
4τ2
(6)
The absence of dissipation in (2) corresponds to setting
τ → ∞ in (6) and to an infinite range of propagation of the
plane shear wave, as in the a ideal ordered crystal. A finite
τ implies dissipation of the wave in a sense that it acquires a
finite propagation range. Indeed, the dissipation takes place
over time approximately equal to τ according to (5). τ sets the
physical time scale during which we consider the dissipation
process: if an observation of an injected shear wave starts at
t = 0, time t ≈ τ is the end of the process because over this
time the wave amplitude and energy appreciably reduce.
An important property is the emergence of the gap in k-space
or GMS: in order for ω in (6) to be real, k > kg should hold,
where
kg =
1
2cτ
(7)
increases with temperature because τ decreases.
The value of k-gap (7) is related to the finite propagation
range of transverse waves. Indeed, if τ is the time during
which a shear stress can exist in a liquid, the liquid elasticity
length del = cτ [34] gives the propagation range of the shear
wave. A wave is well-defined only if the wavelength is smaller
than the propagation range. This corresponds to k > 1cτ , or
approximately to k > kg with kg given by (7).
Interesting effects related to GMS correspond to the momen-
tum at which the first and second derivative terms in Eq. (2) are
of the same order and neither can be neglected, as discussed
later in the paper. This corresponds to the breakdown of hydro-
dynamics intended as a perturbative expansion in spatial and
time gradients.
Recently, in Ref.[22], detailed evidence for GMS was pre-
sented on the basis of molecular dynamics simulations.
The GMS is interesting. Indeed, the two commonly dis-
cussed types of dispersion relations are either gapless as for
photons and phonons, E = p (c = 1), or have the energy gap for
massive particles, E =
√
p2 + m2, where the gap is along the
Y-axis. On the other hand, (6) implies that the gap is in momen-
tum space and along the X-axis, similar to the hypothesized
tachyon particles with imaginary mass [35].
Fig.1 illustrates the different dispersion relations including
the dispersion relation with the k-gap. The k-gap case dis-
plays a non-trivial imaginary part and the presence of a non-
hydrodynamic mode with damping Im(ω) = −1/τ [18]. For
Figure 1. Possible dispersion relations ω(k). Top curve shows the
dispersion relation for a particle with mass m. Middle curve shows
gapless dispersion relation for a massless particle (photon) or a phonon
in solids. Bottom curve shows the dispersion relation (6) with the gap
in k-space, kg, illustrating the results of Ref. [22]. The k-gap case
displays a non-trivial imaginary part (dashed lines) and the presence of
a non-hydrodynamic mode with damping Im(ω) = −1/τ [18]. Below
kg, the dispersion relation of the lowest hydrodynamic mode is purely
diffusive.
small frequency and momentum, the dispersion relation of the
lowest mode is purely diffusive and hydrodynamic.
How large can the gap in (7) get? In condensed matter sys-
tems and liquids in particular, kg is limited by the UV scale: the
interatomic separation a and corresponding k point comparable
to 1a . This can be seen in (7) by using the shortest value of τ
comparable to the Debye vibration period τD. Using τ = τD
in (7) gives the maximal value of kg as 12a , where we used
a = cτD. This corresponds to the shortest wavelength in the
system to be 2a, as expected on general grounds.
We note that τ in liquids depends on pressure and tempera-
ture. Hence the condition τ = τD giving the maximal kg gives a
well-defined line on the phase diagram. This line is the Frenkel
line (FL) separating the combined oscillatory and diffusive
molecular motion from purely diffusive motion [21, 36, 37].
The FL corresponds to qualitative changes of system properties
in liquids and supercritical fluids and is ultimately related to
the UV cutoff. Close to the FL, where the k-gap is maximal,
liquids acquire an interesting universality of properties: for ex-
ample, the liquid viscosity becomes minimal and represents a
universal quantum property governed by fundamental physical
constants only [38] which seems at work even in exotic states
of matter such as the quark gluon plasma [39].
Differently from liquids, kg increases without bound in scale-
free field theories discussed below due to the absence of an UV
regulator. In these theories, the UV cutoff and the Frenkel line
do not exist.
4III. TWO-FIELD LAGRANGIAN, ITS SOLUTIONS AND
PROPERTIES
A. Two-field Lagrangian
An important question from the field-theoretical perspective
is what Lagrangian gives the spectrum given by Eq. (6) and
the associated GMS? The challenge is to represent the viscous
term ∝ τ−1 in (2) in the Lagrangian. The viscous energy can
be written as the work W done to move the liquid. If s is
the strain, W ∝ Fs, where F is the viscous force F ∝ η dsdt .
Hence, the dissipative term in the Lagrangian should contain
the term s dsdt . This can be represented by a scalar field φ,
giving the term L ∝ φ ∂φ
∂t . However, the term φ
dφ
dt disappears
from the Euler-Lagrange equation ∂L
∂φ
= ∂
∂t
∂L
∂
∂φ
∂t
+ ∂
∂x
∂L
∂
∂φ
∂x
because
∂L
∂φ
= ∂
∂t
∂L
∂
∂φ
∂t
=
∂φ
∂t . Another way to see this is note that the
viscous term is simply a total derivative, φ dφdt ∝ ddtφ2.
To circumvent this problem, we proposed to operate in terms
of two fields φ1 and φ2 [23, 40]. We note that a two-coordinate
description of a localised damped harmonic oscillator was dis-
cussed earlier [41, 42]. Two fields also emerge in the Keldysh-
Schwinger approach to dissipative effects, describing an open
system of interest and its environment (bath) [29].
We constructed the dissipative term as the antisymmetric
combination of φ dφdt [23], namely as
Ld ∝ φ1 ∂φ2
∂t
− φ2 ∂φ1
∂t
(8)
Taking into consideration this new term, the Lagrangian density
involving two scalar fields φ1 and φ2 and the dissipative term
(8) reads [23]:
Lφ =
∂φ1
∂t
∂φ2
∂t
− c2 ∂φ1
∂x
∂φ2
∂x
+
1
2τ
(
φ1
∂φ2
∂t
− φ2 ∂φ1
∂t
)
(9)
where we consider only one spatial direction for simplicity.
The scalar fields φ1, φ2 are real, and we verify the existence
of real solutions later in this section. In real space, hermitic-
ity or self-adjointness coincide with the invariance under the
transposition operator since complex conjugation acts trivially.
Defining the vector Φ ≡ (φ1, φ2), we can write down the La-
grangian as:
Lφ = ΦT LΦ (10)
where T indicates the transposition operation. Then, the La-
grangian in Eq. 9 is not Hermitian in the sense that LT , L.
However, we will see later than the Lagrangian (9) is PT
symmetric.
Applying the Euler-Lagrange equations to (9) gives two
decoupled equations for φ1 and φ2:
c2
∂2φ1
∂x2
=
∂2φ1
∂t2
+
1
τ
∂φ1
∂t
c2
∂2φ2
∂x2
=
∂2φ2
∂t2
− 1
τ
∂φ2
∂t
(11)
where the equation for φ1 is the same as (2).
Figure 2. The solutions for φ1,2(t,x) for k > kg. In the time direction
there is a wave propagating together with an exponential decay for
the φ1 field and an exponential increase for the φ2 field.
These equations have different solutions depending on
whether k is above or below kg = 12cτ . For k > kg, the physically
relevant real solutions of (11) are:
φ1 = φ¯1 e−
t
2τ cos( kx − ωR t)
φ2 = φ¯2 e
t
2τ cos( kx − ωR t)
(12)
where
ωR =
√
c2k2 − 1
4τ2
(13)
has the form of (6) predicting the GMS.
Without loss of generality, we can take the constants φ¯1 =
φ¯2 = 1 since the equations are decoupled and linear in the
fields. This is tantamount to saying that Eqs. (11) are invariant
under the scale transformation: φ1,2 → λ1,2 φ1,2. Also for
this reason, we do not add phases in the solutions (12).This is
acceptable as long as no external boundary conditions which
break such symmetry are considered. Boundary conditions can
result in two solutions with different amplitudes.
The solutions are shown in Fig. 2.
In the fluid regime1, k < kg, where no transverse modes
propagate, the real solutions are:
1 By ”fluid regime” we mean the range below k = kg where no propagating
5Figure 3. The solutions for φ1,2(t,x) for k < kg. In the time direction
there is no wave propagating but a simple exponential decay for the
φ1 field and an exponential increase for the φ2 field.
φ1 = e−α1t cos(kx) , α1 =
1
2τ
±
√
1
4τ2
− c2k2 (14)
φ2 = e−α2t cos(kx) , α2 = − 12τ ±
√
1
4τ2
− c2k2 (15)
These solutions are not periodic in time as illustrated in
Fig.3 but respectively decay and grow exponentially.
The time dependence of φ1 and φ2 in (12) can be interpreted
as energy exchange between waves φ1 and φ2: φ1 and φ2 ap-
preciably decrease and grow over time τ, respectively. This
process is similar to the phonon scattering in crystals due to
defects or anharmonicity where a plane-wave phonon (φ1) de-
cays into other phonons (represented by φ2) and acquires a
finite lifetime τ as a result. After the next time interval τ, the
newly created phonon φ2 decays itself, transferring the energy
to other phonons, and the process repeats. The time scale over
which we consider and describe the dissipation process in (12)
is τ because the phonon with the k-gap dissipates after time
comparable to τ (5).
This energy exchange can be represented by a generic ap-
proach to dissipation where the Lagrangian is written as [9]:
L[1, 2] = L[1] + L[2] + Lint[1, 2] (16)
The interaction term L[1, 2] in (16) represents dissipation as the
energy transfer from the degrees of freedom ”1” to the degrees
waves appear. Note that the “fluid regime” does not correspond to the
hydrodynamic regime stricto sensu. The second regime needs both the
frequency and momentum to be small and accounts for a single diffusive
mode in the spectrum, as compared to two modes found at k < kg. In this
second definition, hydrodynamics, intended as a perturbative EFT in small
gradients, is different from fluid dynamics or fluid mechanics [43]. Indeed,
it can be applied also to solid systems and crystals [44, 45].
of freedom ”2”. We keep track of the degrees of freedom
”1” related to dissipation but not the degrees of freedom ”2”,
either because they are not of interest or are too complicated
to account for. Lint[1, 2] couples the two sectors and represent
the energy exchange between them.
In the language of theories studying the open systems and
non-Hermitian Hamiltonians (see next section), φ1 and φ2 in
(12) are analogous to the “loss” and “gain” subsystems of a
composite system [3], although in our case these subsystems
are propagating waves suited for field-theoretical description
rather than localised oscillators discussed earlier.
The parameters τ and k in the dispersion relation (13) are
subject to UV cutoffs in condensed matter phases, including in
liquids where GMS emerge as discussed in the previous section.
The high-temperature limit of τ is given by the shortest time
scale in the system on the order of Debye vibration period
τD. When τ → τD, kg = 12cτ → 12cτD ≈ 1a , or kD, where a
is the inter-particle separation and kD is Debye wavevector.
Therefore, the limits of k and τ at the UV cutoff are
τ→ τD , k → kD (17)
The limits (17) apply to the field theory describing con-
densed matter phases with a well-defined UV regulator, e.g.
lattice spacing. More generally, the field theory discussed here
may involve UV cutoffs of different nature depending on the
physical object it describes.
B. An alternative formulation of the two-field Lagrangian
In this section, we further elaborate on the origin of the
dissipative Lagrangian discussed in the previous section. This
will enable us to make a correspondence with the effective
Lagrangian emerging in the Keldysh-Schwinger formalism
discussed in the next section.
The first two cross terms in our initial Lagrangian (9) follow
from the standard scalar field theory
Lζ =
1
2
(∂ζ1∂t
)2
− c2
(
∂ζ1
∂x
)2
+
(
∂ζ2
∂t
)2
− c2
(
∂ζ2
∂x
)2 (18)
using the standard transformation:
φ1 =
1√
2
(ζ1 + i ζ2)
φ2 =
1√
2
(ζ1 − i ζ2)
(19)
In terms of the fields ζ1 and ζ2, the Lagrangian (9) reads
Lζ =
1
2
(∂ζ1∂t
)2
− c2
(
∂ζ1
∂x
)2
+
(
∂ζ2
∂t
)2
− c2
(
∂ζ2
∂x
)2 +
i
2τ
(
ζ2
∂ζ1
∂t
− ζ1 ∂ζ2
∂t
) (20)
We note that in terms of ζ fields, the non-hermiticity of
Lagrangian (20) has a more standard meaning of L†ζ , Lζ .
6Applying the Euler-Lagrange equations to (23) gives two
coupled equations for ζ1 and ζ2 as
c2
∂2ζ1
∂x2
=
∂2ζ1
∂t2
+
i
τ
∂ζ2
∂t
c2
∂2ζ2
∂x2
=
∂2ζ2
∂t2
− i
τ
∂ζ1
∂t
(21)
These equations can be de-coupled by using the same trans-
formation (19): using (19) in (21) gives the system of two
equations for φ1 and φ2. Adding and subtracting these equa-
tions gives (11).
The solutions of (20) and (21) are generally complex. Rep-
resenting these fields in the Lagrangian can be done using
complex field conjugates [46, 47]. However, this introduces
an ambiguity in the equations of motion derived by applying
the Euler-Lagrange equations to the Lagrangian. The ambigu-
ity can be removed by selecting the solutions related by PT
symmetry [46, 47] (see next section).
We note that taking real solutions φ1 and φ2 in (12), together
with (19), implies that ζ1 is real and ζ2 is purely imaginary.
In order to have a clearer formulation of our field theory, we
continue our Lagrangian formulation in terms of real fields,
similarly to (12) and define new real fields ψ1 and ψ2 as ζ1 = ψ1
and ζ2 = −iψ2. Then, (19) becomes
φ1 =
1√
2
(ψ1 + ψ2)
φ2 =
1√
2
(ψ1 − ψ2)
(22)
where all the fields involved in this transformation are real
valued.
In the next section, we will see that this transformation is the
same as the “Keldysh rotation” used in the Keldysh-Schwinger
formalism.
In terms of the fields ψ, the Lagrangian (9) reads
Lψ =
1
2
(∂ψ1∂t
)2
− c2
(
∂ψ1
∂x
)2
−
(
∂ψ2
∂t
)2
+ c2
(
∂ψ2
∂x
)2 +
+
1
2τ
(
ψ2
∂ψ1
∂t
− ψ1 ∂ψ2
∂t
) (23)
The Hamiltonian based on (9) or (23) is non-Hermitian
due to the presence of the anti-symmetric last term ∼ 1/τ,
but it is PT invariant (see Ref. [48] for a similar case). As
compared to the free-field part of (20), the free term for ψ2 in
(23), −
(
∂ψ2
∂t
)2
+ c2
(
∂ψ2
∂x
)2
, has the opposite sign. In the next
section, we show that this is related to the result following
from Keldysh-Schwinger formalism. The opposite sign is not
an issue from the point of view of system’s energy because
the kinetic matrix is not diagonal due to the coupling ∼ 1
τ
. As
explicitly shown in the next section, the system is stable and
the Hamiltonian has a well-defined lower bound.
Using (12) and (22), the solutions in terms of ψ1 and ψ2 for
k > kg are
ψ1(t, x) =
1√
2
e−
t
2τ
(
et/τ + 1
)
cos(kx − ωRt)
ψ2(t, x) =
1√
2
e−
t
2τ
(
et/τ − 1
)
cos(kx − ωRt)
(24)
For k < kg, the solutions are
ψ1(t, x) =
1√
2
cos(kx) e−t (α1+α2)
(
eα1 t + eα2 t
)
ψ2(t, x) =
1√
2
cos(kx) e−t (α1+α2)
(
eα1 t − eα2 t
) (25)
In the limit τ → ∞, ψ2 = 0 according to (24). Hence, in the
absence of dissipation, we have
ψ1(t, x) = cos[k(x − ct)]
ψ2(t, x) = 0
(26)
In this case, the Lagrangian (23) becomes the free-field La-
grangian for the single field ψ1. Using ψ2 = 0 in (22) also
implies that φ1 = φ2, and the Lagrangian (9) similarly becomes
the free-field Lagrangian for the single field Φ ≡ φ1 = φ2.
This is an important point for two reasons. First, it shows
that the number of degrees of freedom is halved in the absence
of dissipation at τ = ∞. The meaning of the additional degree
of freedom will become clear in the Keldysh-Scwhinger for-
malism in section III C. Second, the remaining single degree
of freedom is a plane wave with the dispersion relation ω = ck.
This ensures that the system reduces to the canonical situation
in the limit τ→ ∞.
C. The Lagrangian from Keldysh-Schwinger formalism
In the previous sections, we discussed how describing dis-
sipation necessitates a two-field Lagrangian. We have earlier
noted that the Keldysh-Schwinger (KS) formalism similarly
involves two fields, and that the Green function operator con-
tains the first time derivative which can be related to GMS
[29]. Here, we make a stronger and more specific assertion.
We show that two new important features of our dissipative La-
grangian (23) and emerging GMS appear in the KS formalism:
(a) the new dissipative term of the form (8),
(
ψ2
∂ψ1
∂t − ψ1 ∂ψ2∂t
)
and (b) the opposite sign of the free-field term of ψ2 in Lψ
(third and fourth terms in (23)).
The description of non-equilibrium effective field theories
involves the doubling of the degrees of freedom [7]. Let us
consider the simple case of one scalar field, ψ1. The action of
a dissipative system depends on the initial state of the system
and, accordingly, on the choice of initial time. The averaging
operation is not defined in this case and, as a consequence, the
statistical theory can not be formulated. To get around this
problem, the KS formalism uses the following approach: con-
sider a copy of our system with the same transition amplitude
and the field in the replica system ψ2. Recall that both fields
are identical, hence 〈ψ1(0)|ψ2(0)〉 = 1. Using these two fields,
we reverse (invert) time in the second system and close the
integration contour at t = ∞. Then we can write the system’s
path integral as
eW(ζ1,ζ2) =
∫
Dψ1Dψ2 e
i
t∫
∞
dt(L(ψ1;ξ1)−L(ψ2;ξ2)) + iL1,2(∞)
(27)
where ξ1,2 are source terms associated with fields ψ1,2.
7Importantly, the term related to the copy ψ2 has the opposite
sign, meaning that it propagates backward along the Keldysh-
Schwinger contour [7, 8]. Therefore, we can interpret the field
ψ2 as the additional degree of freedom required to describe an
open system and whose dynamics is reversed with respect to
the arrow of time (see Fig. 4).
Figure 4. The opposite sign in front of field ψ2 follows from closing
the integration contour in the KS formalism.
The KS formalism involves introducing r,a variables (re-
tarded/advanced), defined as:
ψr =
1√
2
(ψ1 + ψ2) , ψa =
1√
2
(ψ1 − ψ2) (28)
where variable a is related to the real field dynamics, and
variable r related to dissipation and quantum fluctuations. This
is the same transformation as (22) which we used earlier to
find the relation between fields ψ and φ.
By comparing the KS tranformation with (22), we see that
φ2 plays the role of ψa which corresponds to dissipation. As
we will later find, 〈φ2φ2〉 = 0. This implies unitarity of our
field theory, ensured by the PT invariance of the action [49].
We now make this more precise and elaborate on the details.
Let us consider an out-of-equilibrium system represented by
a continuous field whose energy dissipates with time. We
assume that at t = 0, the system is out of equilibrium and is
in the state |Φ0〉. It evolves to its final state, 〈Φ∞| with energy
is E∞ = 0. In order to describe the system’s non-equilibrium
dynamics, we use the KS technique [50]. We first write the
transition probability from the initial state to the final one as
follows:
〈Φ∞,∞|Φ0, 0〉 = 〈Φ∞|Uˆ∞|Φ0〉 = (29)∫
DΦ∞DΦ exp
i
∞∫
0
dt
L(Φ) + i
∫
V
dV
Vτ
Φ¯∂tΦ


where Φ¯ is the field conjugated to Φ, τ is the characteristic
time and the Lagrangian is given by
L(Φ) = 1
V
∫
V
dV
(
Φ˙2 − c2(∇Φ)2
)
For details of this derivation we refer the reader to Ref. [29].
As discussed earlier, this probability depends on the initial
state of the system and, accordingly, on the choice of the initial
time. The averaging operation is not defined in this case and,
as a consequence, the statistical theory can not be formulated.
In order to get around this problem, the KS approach [50] intro-
duces a copy of the system with the same transition probability.
We denote the field in the initial system as Φ+ and in the copy
as Φ−. This is the same field, hence 〈Φ−0 , 0|Φ+0 , 0〉 = 1. Using
the two fields, we close the integration contour in point t = ∞
(see Fig. 4) and write
1 ≡ 〈Φ−0 , 0|Φ+0 , 0〉 =
∫
DΦ∞〈Φ−0 , 0|Φ∞,∞〉〈Φ∞,∞|Φ+0 , 0〉
After the Wick rotation t → it, we obtain
〈Φ−0 , 0|Φ+0 , 0〉 = N ′
∫
DΦ+DΦ− exp
[
−
∞∫
0
dt
(
L(Φ+)−
−
∫
V
dV
Vτ
Φ¯+∂tΦ
+ − L(Φ−) +
∫
V
dV
Vτ
Φ¯−∂tΦ−
)]
(30)
Therefore, the effective Lagrangian of the theory is given by
L′ =
(
∂Φ+
∂t
)2
− c2
(
∂Φ+
∂x
)2
−
(
∂Φ−
∂t
)2
+ c2
(
∂Φ−
∂x
)2
−
− 1
τ
(
Φ¯+
∂Φ+
∂t
− Φ¯− ∂Φ
−
∂t
) (31)
We now perform Keldysh rotation:
φ1 =
1√
2
(Φ+ + Φ−) , φ2 =
1√
2
(Φ+ − Φ−) , (32)
which is the same transformation we used earlier (22), and find
L′ = ∂φ¯1
∂t
∂φ2
∂t
− c2 ∂φ¯1
∂x
∂φ2
∂x
+
1
τ
(
φ¯1
∂φ2
∂t
− ∂φ¯1
∂t
φ2
)
(33)
where we use the commutation relation for bosonic operators[
Φa,Φb
]
= 0 and note that ∂φ1
∂t φ¯2 = −
(
∂φ1
∂t
)
φ2 = −∂φ¯1∂t φ2.
Setting φ¯1 = φ1, we observe that (33) coincides with the
dissipative Lagrangian we started with in (9) (up to a factor of
2 in front of τ).
It is remarkable that the dissipative Lagrangian (9) and, there-
fore, the gapped momentum states effect appear to be related to
a mature technique such as Keldysh-Schwinger formalism. We
note an important caveat of this relation. The KS formalism
does not contain the relaxation time τ. Instead, the timescale
in the KS approach is set by the Planck constant. We have
introduced τ as the relaxation time of the system on top of the
standard KS formulation [29], similarly to how τ is introduced
in the Maxwell-Frenkel interpolation in (1)-(2), where it is
assigned the meaning of the time between molecular rearrange-
ment in the liquids [32]. In this sense, Lagrangian (31) is not a
derivation of our dissipative Lagrangian (23) from the KS for-
malism. However, it backs up two new and important features
of our dissipative Lagrangian (23). First, it contains the term of
the form ∝ φ1 ∂φ2∂t − φ2 ∂φ1∂t . This is the same term (8) featuring
in our Lagrangians (9) and (23) which is required to obtain
GMS and which enters with the time scale set by τ. Second,
8the third and fourth terms describing the free-field contribution
of the second field enter (31) with the sign opposite to that of
the first field: −
(
∂Φ−
∂t
)2
+ c2
(
∂Φ−
∂x
)2
. This is the same as in
our dissipative Lagrangian (23).
D. The Hamiltonian
The Hamiltonian of our composite system consisting of
fields φ1 and φ2 is
Hφ = pi1
∂φ1
∂t
+ pi2
∂φ2
∂t
− Lφ (34)
where Lφ is given in (9) and where the conjugate momenta are
pi1 =
∂φ2
∂t
− φ2
2τ
, pi2 =
∂φ1
∂t
+
φ1
2τ
. (35)
This gives
Hφ =
∂φ1
∂t
∂φ2
∂t
+ c2
∂φ1
∂x
∂φ2
∂x
(36)
The terms with τ re-appear in the Hamiltonian once the Hamil-
tonian is written in terms fields and momenta, as discussed in
the next section.
We now compute the energy of our system directly using
the solutions derived in the previous sections. The results are
obviously independent of the choice of variables such as φ or
ψ.
Using the solutions for φ in (12), the Hamiltonian for k > kg
above the k-gap is
H = ω2R − c2k2 cos (2 (ωrt − kx)) (37)
Below the k-gap, we have:
H = −c2k2 cos(2kx) e−2ωR t (38)
At k = kg, ωR = 0, and the two results coincide:
Hkg = −c2 k2 cos(2 k x) (39)
The Hamiltonian is displayed in Fig. 5 in both regimes. The
Hamiltonian oscillates both in time and space for k > kg and
decays with time for k < kg.
The lower bound of (37) is Hl = ω2R − c2k2, or − 14τ2 , accord-
ing to (13). The lower limit of (38) is Hl = −c2k2. Given that
k < kg in this regime, Hl of (38) is −c2k2g. Combined with
kg = 12cτ from (13), the lower bound of (38) is Hl = − 14τ2 , the
same as the lower bound of (37). Therefore, Hl has a finite
value in both regimes for a finite τ. We recall that the UV
cutoff for τ in condensed matter systems is given by τD in
(17). The limit τ → 0 corresponds to the infinite gap kg ∝ 1τ
and, therefore, non-propagating waves which our Lagrangian
formulation is not designed to describe.
We now perform time and space average of the Hamiltonians
(37) and (38) and find
〈H〉 = ω2R > 0 for k > kg (40)
Figure 5. The Hamiltonian H(t, x) for k > kg (top) and k < kg
(bottom).
in agreement with the earlier calculation [23], and
〈H〉 = 0 for k ≤ kg (41)
(41) is consistent with the fact that there are no propagating
waves below the k-gap.
To summarise, we find that the Hamiltonian of the composite
gain-loss system is stationary in the propagating wave regime
k > kg. In this regime, the energy has a lower bound and a
positive average value. In the non-propagating regime k < kg,
the system energy similarly has a lower bound and zero average
energy as expected.
IV. NON-HERMITICITY AND PT SYMMETRY
As mentioned earlier, the Lagrangian of our theory, (9) or
(23), is not Hermitian. However, we will see that both the
Lagrangian and Hamiltonian in our theory are PT symmet-
ric. We first recall how non-Hermiticity arises in theoretical
approaches to dissipation.
The effect of dissipation can be generally represented by
a complex energy spectrum, with imaginary term setting the
lifetime of the state (see, e.g., [2, 6, 51, 52]). This is similarly
discussed in the context of resonances (see Ref. [53] for a
recent discussion and a review) in which the complex energy
plane is considered. Resonances are derived from complex
poles of the form:
εn = n − i Γn (42)
which necessitates a non-Hermitian model. The width of the
resonances or, equivalently, their lifetime, is due to dissipation.
To illustrate how non-Hermiticity is related to dissipation
and a finite relaxation time, it is instructive to consider a simple
9quantum mechanical system in the Heisenberg picture [54].
Given a generic operator O, its time dependence is given by:
O(t) = ei H† t O e− i H t (43)
The dynamics of such operator is:
dO(t)
dt
= i ei H
† t
(
H† O − OH
)
e− i H t (44)
We observe that a Hermitian Hamiltonian H† = H implies
the conservation of this operator. On the contrary, the non-
Hermiticity introduces a finite relaxation time:
dO(t)
dt
, 0 (45)
The energy spectrum of a Hermitian Hamiltonian are real,
however one of the central points of the discussion of symmetry
under parity and time transformations (PT symmetry) is that
a Hermiticity can be replaced by a weaker condition: a non-
Hermitian but PT -symmetric Hamiltonian may still result in
real spectra. This follows from an assertion that PT -symmetric
Hamiltonians have secular equations with real coefficients so
that some of the eigenvalues can be real depending on parame-
ters [3, 5] 2.
The discussion of the PT symmetry [3] starts with noting
that a realistic physical system is an open non-isolated system
with accompanying flux of probability flowing in or out. Theo-
retical description of this system is a long-standing problem,
both classically and quantum-mechanically [2, 58]. The pro-
posal to address this problem is to treat an open system as a
subsystem and add another, time-reversed, subsystem with the
opposite net flux of probability, so that the composite system
had no net gain or loss of probability flux and is closed. The
composite system exhibits the PT symmetry, where T is the
time-reversal operator and P is the generic parity operator that
interchanges the two subsystems [3].
Although the two subsystems are not stationary and are not
in equilibrium separately, the stationary state of the composite
system can be achieved by coupling the subsystems. The eigen-
values of the composite system are real, provided the coupling
parameter is large enough, corresponding to the stationary state
of the system and unbroken PT symmetry [3]. This process
can be illustrated by a system two coupled localised oscillators
with gain and loss discussed earlier (see Fig. 6). The equations
of motions for two coupled oscillators are x¨ + ω2x + γx˙ = gy
and y¨ + ω2y − γy˙ = gx, where x and y are coordinates, γ is
the friction coefficient and g is the coupling parameter. The
coupling term enters the Hamiltonian as Hc = −gxy, and the
total Hamiltonian is PT -symmetric. There are three regimes:
2 It was observed that ”The reality of the spectrum of H implies the presence
of an antilinear symmetry (which is not necessarily PT ). Moreover, the
spectrum of H is real if and only if there is a positive-definite inner-product
on the Hilbert space with respect to which H is Hermitian or alternatively
there is a pseudo-canonical transformation of the Hilbert space that maps
H into a Hermitian operator” [55–57].
Figure 6. The gain-loss mechanism typical of non-Hermitian systems.
One system is dissipating at a rate γ, while the other is absorbing
at the same rate. If the coupling between the two systems g is large
enough, PT symmetry is unbroken and the eigenvalues are real.
weak, intermediate and strong coupling corresponding to no
real solutions (frequencies), four real solutions and two real
solutions, respectively. The state where all solutions are real
corresponds to unbroken PT symmetry, whereas complex so-
lutions correspond to broken symmetry [3].
There are several interesting similarities and differences
between the above system discussed in the context of PT sym-
metry and the system in our theory. First, φ1 and φ2 describe
fields, rather than localised oscillators and correspond to prop-
agating waves in the solutions. This is required in order to
describe the k-dependence and gapped momentum states in
particular. Second, the φ1 and φ2 in (12) can be viewed as
two subsystems with opposite fluxes of probability, similarly
to the discussion of PT symmetry above. Third, the coupling
term between φ1 and φ2 (ψ1 and ψ2) is different and involves
the coupling between one field and the derivative of the other
field (see Eqs. (8),(9) and (23)) rather than between the fields
themselves as in the model used in the above discussion of
PT -symmetry.
Let us look at the properties of our system in more detail.
The easiest way is to define the doublet:
Φ ≡
(
φ1(~x, t)
φ2(~x, t)
)
(46)
Parity P and time reversal T transformations act on the
coordinates as:
P : ~x → − ~x , T : t → − t (47)
Their action on the field doublet can be written in matrix
form as:
T =
(
1 0
0 1
)
, P =
(
0 1
1 0
)
−→ PT =
(
0 1
1 0
)
(48)
The latter coincides with the statement that a PT transforma-
tion swaps the source and the sink [3], i.e. φ1 ↔ φ2.
Given these definitions, we observe that the Lagrangians
(9) and (23) are invariant under the transformations involving
fields swapping and change of time sign and, therefore, are
PT -invariant. However, a Lagrangian is not a physical ob-
servable (unlike a Hamiltonian), and its unclear whether the
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Figure 7. In the PT unbroken phase all the eigenvalues are real,
and the excitation lifetimes are infinite. In the PT -broken phase,
finite relaxation times appear. From a mathematical point of view
the separation is given by criterion (51). In our case, the exceptional
point is at τ = ∞, and we are always in the PT -broken phase where
the relaxation time is finite.
PT -symmetry of the Lagrangian is related to real energy spec-
trum. To study the energy spectra, we write the Hamiltonian
(36) in terms of fields and momenta as
H = c2
∂φ1
∂x
∂φ2
∂x
+ pi1pi2 +
1
2τ
(pi2φ2 − pi1φ1) − 14τ2 φ1φ2 (49)
ThePT transformation involves changing the sign of momenta
and swapping two fields. We observe that this givesPTH = H,
implying that H in (49) is PT -symmetric and [PT ,H] = 0.
However, this is not a sufficient condition to ensure real eigen-
values. The caveat is that the time reversal T is an antilinear
operator. Given the eigenvectors of the Hamiltonian and PT
operators:
H |nH〉 = n |nH〉 , PT |nPT 〉 = εn |nPT 〉 (50)
the two eigenvectors do not necessarily coincide:
|nH〉 , |nPT 〉 (51)
This last criterion defines two different phases of the system
(see Fig.7): the PT unbroken phase and the PT broken phase.
The first is distinguished from the second by the fact that the
two sets of eigenvectors are equivalent. This implies:
PT unbroken phase : real eigenvalues, Im(ωn) = 0
PT broken phase : pairs of complex eigenvalues
The second phase can be viewed as the phase where cou-
pling between the source and the sink cannot be balanced [3],
corresponding to a proper open system [2, 58]. The separation
between the two phases is called the “exceptional point” and
is characterized by interesting properties such as a the halv-
ing of the degrees of freedom and unparticle physics [59, 60].
In the context of non-Hermitian theories and dissipation, the
exceptional point was discussed in Ref. [61].
The phase diagram of our system can be discussed using the
eigenfrequencies of the system (4). They have the same form
as (42):
ω = ωRe − iωIm (52)
The solutions of the form (52) are called “quasinormal modes”
and are discussed in several fields, including dissipative open
systems, holography [62], hydrodynamics [63] and gravita-
tional waves dynamics [64, 65]. In these areas, it is well recog-
nised that the finite imaginary part of these modes determines
the relaxation times of the excitations and governs the late-time
dynamics of the physical system.
For a finite τ, our system is in the PT -broken phase because,
according to Eq. (4), the spectrum always contains an imag-
inary term. The eigenvalues in our theory, given by Eq. (4),
become real in the absence of dissipation and τ → ∞. This
implies that τ→ ∞ corresponds to the exceptional point. Fig.
(7) illustrates this point.
As discussed in section III, the number of degrees of freedom
is halved in the absence of dissipation when τ → ∞. This is
reminiscent of the exceptional point which separates the PT
broken and unbroken phases. In our case, the exceptional point
is at infinity and the system is always in the PT broken phase,
in which the eigenvalues are complex.
It would be interesting to deform our Lagrangian (9) or (23)
by adding a new scale that allows the system to cross over
between two regimes in the phase diagram shown in Fig. 7 as
in simpler field theories of [66–68].
V. CORRELATION FUNCTIONS
Using Lagrangian (9), the equations of motion can be written
in matrix form as:
Kab φa = 0 (53)
where Kab is the kinetic (matrix) operator, which in Fourier
space is:
Kab(ω, k) =
(
0 ω2 − c2k2 + iτ−1ω
ω2 − c2k2 − iτ−1ω 0
)
(54)
We define the matrix of Green’s functions as
Gab(ω, k) =
[
Kab
]−1
(ω, k) (55)
with the inverse:
Gab(ω, k) =
 0
1
ω2 − c2k2 − iτ−1ω
1
ω2 − c2k2 + iτ−1ω 0

(56)
Then, the correlation functions read
〈φ1φ2〉 = 1
ω2 − c2k2 − iτ−1ω
〈φ2φ1〉 = 1
ω2 − c2k2 + iτ−1ω
〈φ1φ1〉 = 〈φ2φ2〉 = 0
(57)
Taking the Fourier transform gives time dependence of these
functions as
〈φ2φ1〉t = θ(t) sin (ωRt)
ωR
e−
t
2τ
〈φ1φ2〉t = θ(−t) sin (−ωRt)
ωR
e
t
2τ
(58)
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where
ωR =
√
c2k2 − 1
4τ2
(59)
is the frequency related to GMS as in (13).
To find the correlation functions for fields ψ fields, we use
the inverse transformation of (22):
ψ1 =
1√
2
(φ1 + φ2)
ψ2 =
1√
2
(φ1 − φ2)
resulting in
〈ψ1ψ1〉 = 12 (〈φ1φ2〉 + 〈φ2φ1〉)
〈ψ2ψ2〉 = −12 (〈φ1φ2〉 + 〈φ2φ1〉) = − 〈ψ1ψ1〉
〈ψ1ψ2〉 = 12 (〈φ2φ1〉 − 〈φ1φ2〉)
〈ψ2ψ1〉 = 12 (〈φ1φ2〉 − 〈φ2φ1〉) = − 〈ψ1ψ2〉
(60)
Interestingly, the trace of the Green’s function matrix van-
ishes as follows from 〈ψ1ψ1〉 = −〈ψ2ψ2〉 above and from (56):
Tr Gab(ω, k) = 0.
Combining (57) and (60) gives
〈ψ1ψ1〉 = − ω
2 − c2k2
(ω2 − c2k2)2 + τ−2ω2
〈ψ1ψ2〉 = iωτ
−1
(ω2 − c2k2)2 + τ−2ω2
(61)
Taking the Fourier transform gives time dependence of these
functions as
〈ψ1ψ1〉t = sin (ωR|t|)2ωR e
− |t|2τ
〈ψ1ψ2〉t = sin (ωRt)2ωR e
− |t|2τ
(62)
which also follows from combining (58) and (60).
For k > kg when ωR is real and positive, the correlators
of both fields φ and ψ show a damped oscillatory behavior
with two important features. First, the oscillation frequency
of the correlation functions is set by ωR in (59), the frequency
that sets gapped momentum states as discussed throughout
this paper. This frequency features in the poles of calculated
correlation functions (see, e.g., Eqs. 58 and 62). Second, the
decay time of the correlation functions is set by the relaxation
time τ.
For k < kg in the fluid-mechanics regime, the oscillatory
behaviour disappears, and the late time dynamics is exponen-
tially decaying. This is illustrated in Fig. 8 where we plot the
correlation function 〈ψ1ψ1〉 (62) in three different regimes.
The behavior of correlation functions in (58) and (62) is
expected and is physically reasonable. It shows that the non-
Hermitian field theory with dissipation proposed here yields
physically sensible results in terms of correlation functions and
k < kg
k = kg
k > kg
10 20 30 40 50
t
0.5
1.0
<ψ1ψ1>
Figure 8. Plots of correlation function 〈ψ1ψ1〉 (62) in three different
regimes: the solid-like regime where k > kg and where transverse
modes propagate (lower curve), the hydrodynamic regime k < kk with
no propagating waves (upper curve) and the exceptional point k = kg
(middle curve).
their frequency and time behavior. This is important in view
of previous problems of formulating a Lagrangian-based field
theory with dissipation.
The same results for correlation functions can be obtained
using path integration. The path integral has the following
form:
Z =
"
Dφ1Dφ2 e−L, L =
"
dk dωLk (63)
where
∫ Dφ = ∏
k
!
dφ(k)dφ(−k) is the functional measure,
k ≡ {k, ω} the four-momentum, τ is the coherence time and
Vk = V−1 is the system’s volume in k-space. If the Lagrangian
has the form of (9) then
Lk = 12φ1(k)
(
ω2 − c2k2 − iτ−1ω
)
φ2(−k)+
1
2
φ2(k)
(
ω2 − c2k2 + iτ−1ω
)
φ1(−k) (64)
As a specific example, let us consider the calculation of the
〈φ1φ2〉 correlation function:
〈φ1φ2〉k = Z−1
"
Dφ1D φ2 φ1(k)φ2(−k) e−L (65)
Using functional derivation, the correlation function can be
written as
〈φ1φ2〉k = lim
α→0
δ2
δα1(−k)δα1(k) ×"
dφ1(k) dφ2(−k) e−Lk+α1(k)φ1(−k)+α2(−k)φ2(k)"
dφ1(k) dφ2(−k) e−Lk
(66)
where α1 and α2 are the sources. After integrating over φ1 and
12
φ2, we obtain
〈φ1φ2〉k = lim
α→0
δ2
δα1(−k) δα1(k) exp
(
α1(−k)α2(k)
ω2 − c2k2 − iτ−1ω
)
=
=
1
ω2 − c2k2 − iτ−1ω (67)
This is the same result as 〈φ1φ2〉 in (57). The other correla-
tors can be obtained using the same method. This shows that
the path integral formulation of our theory is sensible and gives
consistent results.
VI. INTERACTION POTENTIAL
We now address the behavior of the correlation functions in
space. The Fourier transform of the propagator taken in space
is related to the interaction potential between particles distance
r apart [30]. The correlators in the presence of dissipation
(57) depend on the modulus of k and are rotationally invariant.
Hence, the interaction potential depends on the radial coordi-
nate only. In order to preserve the causality of the interactions,
we choose the retarded correlator in (57), whose spatial Fourier
transform is
D =
1
(2pi)3
∞∫
0
ei k·r
ω2 − c2k2 + iω
τ
dk (68)
Evaluating the integral in spherical coordinates gives
D = − 1
4pic2r
e
i r
c
√
ω2+ iωτ (69)
In the absence of dissipation τ→ ∞, we recover the standard
result [69]
D(τ→ ∞) = − 1
4pic2r
e
iω r
c (70)
Eq. (69) can be written as
D = − 1
4pi c2 r
e
i r
c ω1 e−
r
c ω2 (71)
where
ω1 =
ω√
2
√√
1 + (ωτ)−2 + 1
ω2 =
ω√
2
√√
1 + (ωτ)−2 − 1
(72)
In the solid-like elastic propagating regime ωτ  1, ω1 = ω,
ω2 = 0, and D in Eq. (71) becomes
D = − 1
4pi c2 r
e
iω r
c (73)
which is the same as Eq. (70) in the absence of dissipation.
In the non-propagating hydrodynamic regime ωτ  1, ω1 =
ω2 =
√
ω
2τ , and D reads
D = − 1
4pi c2 r
e
i r
c
√
ω
2 τ e−
r
c
√
ω
2τ (74)
D in Eq. (74) differs fromD in (73) in two respects. First, the
oscillating part in (74) can be viewed as the wave propagating
with an effective frequency dependent speed c1
c1(ω) = c
√
2ωτ (75)
where c1  c in the regime ωτ  1.
Second, D in (74), and therefore the corresponding inter-
action, become short-ranged and acquire an exponentially de-
creasing term ∝ exp
(
− rd
)
, where the decay distance d is
d = c
√
2 τ
ω
(76)
We observe that the wavelength in the oscillatory term in (74)
is equal to the decay distance (76). Therefore, D displays an
overdamped dependence in r-space in this regime, in contrast
to Eq. (73).
The regime ωτ  1 approximately coincides with k < kg
(see Eq. (59)) and implies no propagating waves that mediate
the interaction. It is therefore interesting that an interaction
still operates and extends to a finite distance d (76). This can
be interpreted as follows. In the hydrodynamic regime ωτ  1,
the hydrodynamic diffusive mode is
ω = − i D k2 with D = c2 τ . (77)
where D is diffusion constant.
Eq. (76) gives
d2 =
2 c2 τ
ω
=
2 D
ω
(78)
where we used (77).
Using ω ∝ 1T , where T is period, we find
d2 ∝ D T (79)
which has the form of the Einstein diffusion equation.
Physically, this implies that despite the absence of propagat-
ing waves in the regime ωτ  1, the interaction is mediated
by the diffusive mode up to a distance corresponding to the
mean displacement in the Einstein relation. To the best of our
knowledge, an interaction mediated by diffusive modes was
not previously considered using formal field theory.
Eq. (76) implies that the decay distance becomes infinite
in the limit of zero frequency. This corresponds to the mean
displacement of the diffusive mode becoming infinite and in-
teraction transmitted without exponential decay and screening.
We note that d in (76) can remain finite in the limit of small
ω provided τ tends to 0 (corresponding to large dissipation) in
a way that the limit of the ratio τ
ω
in (76) is finite.
13
VII. FURTHER DISCUSSION
A. Departure from the “harmonic paradigm”
Introducing the quantum field theory and its Lagrangian L,
Zee writes [30]:
L =
1
2
∑
a
m q˙2a −
∑
a,b
ka,b qa qb −
∑
a,b,c
gabc qa qb qc − . . .

(80)
The first two terms in (80) describe a harmonic theory and
propagating plane waves, giving the starting point of the the-
ory. The nonlinear terms describe scattering of plane waves
originating from the harmonic part of the Lagrangian and pro-
duction of new particles. The nonlinear terms need to be small
compared to the harmonic term in order for the perturbation
theory to converge and produce sensible results.
Zee observes [30] that the subject of the field theory remains
rooted in this “harmonic paradigm”. Characterising this state of
affairs as limited, he wonders about ways beyond the paradigm.
Notably, our approach and in particular the Lagrangian (23)
(or (9)) represents a departure from the harmonic paradigm in
two important respects.
First, the elastic or harmonic (Klein-Gordon) term in (23)
is not necessarily a starting point of the system description,
with the viscous dissipative term added on top as is the case
in the harmonic paradigm of the field theory based on (80).
Indeed, both elastic and viscous ∝ 1
τ
term are treated in (23) on
equal footing. The same applies to elastic and viscous terms
in the Maxwell-Frenkel interpolation (1) where they are sim-
ilarly treated on equal footing, and on which our Lagrangian
formulation is based.
The combined effect of elastic and viscous terms is interest-
ingly related to the widely-used term “viscoelasticity” and the
area known as generalized hydrodynamics [21, 70]. The cen-
tral effort in this area is to start with hydrodynamic equations
such as Navier-Stokes equation and subsequently modify it to
include the elastic response. The term and approach are related
to the everyday observation that liquids flow and therefore ne-
cessitate a hydrodynamic approach as a starting point, with the
elastic properties accounted for as a next step. However, we
recently showed [23] that the same Eq. (2) that follows from
this Lagrangian can also be obtained by starting with a solid-
like equation for a non-decaying wave and by subsequently
generalizing the shear modulus to include the viscous response
using Maxwell interpolation (1). Therefore, “elastoviscosity”
is an equally legitimate term to describe Eq. (1) and (2) as well
as Lagrangians (9) or (23). This is apparent in our Lagrangian
(23) which gives no preference as to the starting point and
treats elastic and viscous terms on equal footing.
Second and differently from (80) where nonlinear terms need
to be small in order for the perturbation theory to converge,
the dissipative ∝ 1
τ
term in (23) is not small in general. As
discussed in the next section, large dissipative term (small τ)
results in purely hydrodynamic viscous regime where no shear
waves propagate, completely negating the effect of the har-
monic elastic term. In this sense, our approach and Lagrangian
(23) is essentially non-perturbative.
We observe that all the nonlinear terms in (80) can be
thought to be incorporated in the dissipative ∝ 1
τ
term in La-
grangian (23). At a deeper level, this is tantamount to stating
that the introduction of liquid relaxation time τ by Frenkel [32]
accounted for the (exponentially) complex problem of treating
strongly-coupled nonlinear oscillators [21, 71].
B. Implications for a Lagrangian formulation of
hydrodynamics
As discussed earlier, the treatment of dissipative systems
using a formal field theory has been a long-standing problem.
A related open problem is formulating hydrodynamics, the
area with a long history, using the field-theoretical description
based on a Lagrangian. We note here that hydrodynamics in a
broad sense is an effective field theory description valid at large
wavelengths and long times. In this sense it is applicable to all
systems, including crystals [44]. In a different context, “hydro-
dynamics” is used as an equivalent to “fluid-mechanics”and
applies to liquids only [43]. To avoid confusion, we will refer
to hydrodynamics in a broad sense and to fluid dynamics in the
second, more restrictive, sense.
One general approach to this problem was to use Keldysh-
Schwinger-based techniques discussed earlier in this paper and
out-of-time-order contours [7, 10, 72–74] and more recently
holography [75, 76]. Despite the action being typically non-
Hermitian (i.e. containing a finite but positive imaginary part,
Im(S e f f ) > 0), a unitary evolution is ensured by the KMS
constraint [7]. In the regime where dissipation is slow, τ/T 
1, an interesting phenomenological formalism (not derived
from an action formalism) known as quasi-hydrodynamics [77]
has been proposed and verified explicitly in several holographic
constructions [17–20].
Our description of dissipation and gapped momentum states
involves two fields in the Lagrangian (9) or (23) and in this
sense is similar to the Keldysh-Schwinger approach where the
two fields are introduced to close the integration contour (see
section III C). For convenience, we re-write (9) and (11):
Lφ =
∂φ1
∂t
∂φ2
∂t
− c2 ∂φ1
∂x
∂φ2
∂x
+
1
2τ
(
φ1
∂φ2
∂t
− φ2 ∂φ1
∂t
)
(81)
c2
∂2φ1
∂x2
=
∂2φ1
∂t2
+
1
τ
∂φ1
∂t
c2
∂2φ2
∂x2
=
∂2φ2
∂t2
− 1
τ
∂φ2
∂t
(82)
The Lagrangian and equations of motions have two param-
eters, c and τ. This suggests that the Lagrangian can give
rise to different regimes depending on c and τ. Below we
show that the constructed Lagrangian indeed has three well-
defined regimes: (a) purely elastic non-dissipative and non-
fluid regime, (b) mixed regime where transverse modes prop-
agate above the k-gap and (c) purely fluid-dynamics regime
where no transverse modes propagate.
As discussed earlier, the most general solution describes
propagating transverse modes above the k-gap according to Eqs.
14
Figure 9. Illustration of different regimes described by our field theory.
The field theory correctly describes a fluid system with diffusive
modes only at length scales d > 2cτ. At smaller distances d < 2cτ,
the field theory predicts a solid-like non-hydrodynamic behaviour
with propagating shear modes.
(12) and (13). This is the mixed regime (b) above. The purely
elastic Lagrangian, and regime (a) above, readily follows from
setting τ → ∞, in which case φ1 = φ2, according to (12),
and we are left with a standard propagating Klein-Gordon
field. A non-propagating regime follows from considering the
condition at which fluid mechanics applies: ωτ  1 [32, 43].
Considering time dependence of fields φ1,2 ∝ exp(iωt), we
see that the terms with second and first time derivative in (82)
are ∝ ω2τ2 and ∝ ωτ, respectively. Therefore, the second
time derivative term can be neglected in the regime ωτ  1,
and we find the “loss” subsystem describing the Navier-Stokes
equation predicting non-propagating waves, c2 ∂
2φ1
∂x2 =
1
τ
∂φ1
∂t ,
and its gain counter-part, c2 ∂
2φ2
∂x2 = − 1τ ∂φ2∂t .
The different regimes also follow without bringing the fre-
quency of external probe, ω, into consideration. The product
of two parameters c and τ in the Lagrangian (81) gives the
length scale cτ. We now recall that in the fluid mechanics
regime, now transverse modes operate [43]. It is easy to see
our Lagrangian describes this regime at distance
d > 2cτ (83)
Indeed, (81) results in no propagating modes when the frequen-
cies (4) do not have a real part. This corresponds to k < kg, or
λ > 2cτ for wavelengths (see Eq. (13)). We also recall that
cτ is the wave propagation range, and that a wave, in order to
be well-defined, must not have a wavelength longer than the
propagation range. Hence, (83) follows, as illustrated in Fig.
9.
We note that hydrodynamics and fluid mechanics are often
stated to describe the medium at small k. The novelty here
is that the field theory proposed gives a specific range of k
based on the parameters of the theory (c and τ) where the
fluid-mechanical description operates.
We note that conditions (83) and k < kg are consistent with
the condition of applicability of fluid mechanics discussed
earlier, ωτ < 1. Indeed, combining the dispersion relation
with the k-gap (13) with ωτ < 1 gives k <
√
5
2
1
cτ ≈ 1cτ , or
approximately k < kg.
Increasing τ decreases the range of length scales where the
hydrodynamic regime operates. At τ→ ∞, this range shrinks
to zero, consistent with removing the dissipative term in our
lagrangian. On the other hand, small τ increases the hydrody-
namic range. In this process, there is an interesting difference
between the scale-free field theories and the field theory de-
scribing condensed matter phases with the UV cutoff. Unlike
in scale-free field theories, τ can not decrease without bound
in condensed matter phases and is bound by the shortest, De-
bye, vibration period, τD. When τ approaches τD, cτ becomes
cτD and is approximately equal to the shortest distance in con-
densed matter phases set by the interatomic separation a (see
(17)).
It is interesting to recall that τ = τD at the UV cutoff corre-
sponds to the Frenkel line separating the combined oscillatory
and diffusive components of liquid dynamics from purely diffu-
sive motion [21, 36, 37]. τ = τD corresponds to kg approaching
the zone boundary, at which point all transverse waves disap-
pear from the system spectrum. This, in turn, corresponds
to purely hydrodynamic Navier-Stokes solutions as discussed
above.
We note that below the k-gap, Eq. (4) gives two solutions.
One of them is the diffusive mode representing the diffusive
hydrodynamic shear flow:
ω = − i c2 τ k2 (84)
The second mode is
ω = − i τ−1 + i c2 τ k2 (85)
and is not present in the standard formulation of fluid-
mechanics description [43].
The second gapped mode is related to GMS, which emerges
due to the collision between the diffusive and gapped modes. In
a more general framework, this gapped mode can be captured
by improved setups such as generalized hydrodynamics [77].
The diffusive mode operates in the limit ωτ  1 as in standard
fluid mechanics, as is illustrated in Fig. 10.
C. Implications for liquid theory
In addition to the general importance of formulating a field
theory with dissipation, our results have more specific and
practical interest in areas where decaying excitations are ei-
ther experimentally measured or are obtained for modelling
and need to fitted and analyzed. One example is the area of
liquids where the measured inelastic structure factor needs to
be fitted in order to extract phonon frequencies. Traditionally,
the results of generalized hydrodynamics [21, 70] are used to
fit experimental spectra. Generalized hydrodynamics starts
with the hydrodynamic equations and subsequently modifies
them to account for solid-like non-hydrodynamic effects such
as propagating transverse waves. Traditionally, this was sup-
ported by our experience that liquids flow and hence require
a hydrodynamic theory as a starting point. However, more
recent experiments show that even simple low-viscous liquids
such as Na, Ga, Cu, Fe and so on are not hydrodynamic but,
similarly to solids, support transverse waves with frequencies
approaching the highest (Debye) frequency and wavelengths
approaching the interatomic separation [21]. A hydrodynamic
15
k > kgk < kg
HYDRO
NON-HYDRO
FLUID SOLID
*
breakdown
of hydro
0.1 0.2 0.3 0.4 0.5 0.6
k
-0.6
-0.4
-0.2
0.2
0.4
0.6
Figure 10. Different regimes of our system in relation to hydrody-
namic description. The red region corresponds to solid-like propagat-
ing modes. The region below kg does not have propagating modes and
we label it as the “fluid region”. The blue area is the hydrodynamic
regime ωτ  1 , kcτ  1 which is smaller than the fluid region. The
red star indicates the breakdown of the hydrodynamic perturbative
framework.
Navier-Stokes equation does not predict these waves [32, 43].
Therefore, describing real liquids necessitates the presence
of an elastic component in the equations of motion such as
Eq. (2) which, in turn, follows from the viscoelastic Maxwell-
Frenkel theory. As discussed earlier, this elastic component is
manifestly present in the Lagrangian (23) in the form of the
Klein-Gordon fields and enters the Lagrangian on equal footing
with the hydrodynamic dissipative term. This discussion there-
fore revisits the point discussed in the earlier section related to
the correct starting point of liquid description involving both
hydrodynamic and elastic terms.
Returning to the generalized hydrodynamics approach, there
are issues related to its phenomenological nature and, con-
sequently, approximations used to fit liquid spectra [78, 79].
These can affect the reliability and interpretation of experi-
mental data. On the other hand, a Lagrangian formulation of
combined effects of elasticity and dissipation is free from these
complications. Moreover, the full range of field-theoretical
methods can be applied to the Lagrangian to calculate different
correlation functions of relevance in the liquid theory as well
as other theories where dissipation plays a central role. In this
respect, it is interesting to note that the functional form of the
denominator of (61) is similar to that obtained in generalized
hydrodynamics for correlation functions [70].
VIII. CONCLUSIONS
In summary, we developed a field theory of dissipation based
on gapped momentum states and using the non-Hermitian
two-field theory with broken PT symmetry. The calculated
correlation functions show decaying oscillatory behavior with
the frequency and dissipation related to gapped momentum
states. The interaction potential becomes short-ranged due
to dissipation. We observed that the proposed field theory
represents a departure from the harmonic paradigm theory and
discussed the implications of this theory for the Lagrangian
formulation of hydrodynamics.
Our theory is relatively simple as compared to more com-
plicated setups [7] and is therefore suitable for practical and
tractable calculations, providing an optimal formulation to
study dissipation using field theory more generally and beyond
the well-known phenomenological approaches. It would be
interesting to extend our theory by adding new relevant fields
and types of interaction and apply the theory to a wider range
of systems of interest including, for example, electromagnetic
and electron waves.
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