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ABSTRAKT
Separace nezávislých zdrojů signálů ze směsí zaznamenaných signálů je základní problém
v mnoha praktických situacích. Typický příklad je záznam řeči v prostředí za přítomnosti
šumu či jiného mluvčího na pozadí. Touto problematikou se zabývá skupina metod na-
zvaných separace zdrojů naslepo. Slepá separace je založena na odhadu N neznámých
zdrojů z P měření, které jsou směsmi těchto neznámých zdrojů a neznámého prostředí.
Představeny a v Matlabu implementovány jsou některá známá řešení okamžitých směsí,
tj. analýza nezávislých komponent a časově-kmitočtová analýza. V reálném prostředí
však akustické signály nejsou okamžité směsi, ale směsi konvoluční. Pro tento případ
je představen a v Matlabu implementován algoritmus pro separaci konvolučních směsí
v kmitočtové oblasti. Tato diplomová práce zkoumá porovnání a použitelnost těchto
separačních algoritmů.
KLÍČOVÁ SLOVA
Analýza nezávislých komponent, Separace signálů naslepo, Časově-kmitočtová analýza,
Krátkodobá Fourierova transformace, Dekonvoluce signálů naslepo
ABSTRACT
The separation of independent sources from mixed observed data is a fundamental pro-
blem in many practical situations. A typical example is speech recordings made in an
acoustic environment in the presence of background noise or other speakers. Problems
of signal separation are explored by a group of methods called Blind Source Separation.
Blind Source Separation (BSS) consists of estimating a set of N unknown sources from P
observations resulting from the mixture of these sources and unknown background. Some
existing solutions for instantaneous mixtures are reviewed and in Matlab implemented
, i.e Independent Componnent Analysis (ICA) and Time-Frequency Analysis (TF). The
acoustic signals recorded in real environment are not instantaneous, but convolutive mix-
tures. In this case, an ICA algorithm for separation of convolutive mixtures in frequency
domain is introduced and in Matlab implemented. This diploma thesis examines the
useability and comparisn of proposed separation algorithms.
KEYWORDS
Independent Component Analysis, Blind Source Separation, Time-Frequency Analysis,
Short Time Fourier Transform, Blind Source Deconvolution
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ÚVOD
Tato práce se zabývá metodami separace užitečných signálů, které byly pořízeny
v prostředí, kde současně působí různé hluky, šumy a parazitní signály. Užitečné
signály mohou být signály řečové, hudební nebo např. biomedicínské. V této práci
jsou především z hlediska separace zkoumány signály řečové. V současné době se
stále více rozvíjí komunikační systémy a proto je nutné potlačit nežádoucí signály a
šumy, které zkreslují původní užitečný signál při vzniku i při průchodu signálu ne-
známým prostředím nebo systémem. Cílem je tedy obnovit pozorovaný signál tak,
aby se co nejvíce podobal signálu původnímu. Ve většině případů mají nežádoucí sig-
nály chrakter širokopásmového šumu a nelze je tedy separovat klasickými metodami
číslicové filtrace.
Na začátku práce bude rozebrán úvod do problematiky BSS (separace signálů
naslepo - Blind Source Separation), která se zabývá separací směsí signálů, přičemž
nemáme žádné informace ani o separovaných signálech ani o zkreslujícím prostředí.
Budou rozebrány základní metody pro separaci okamžitých směsí signálů jako je
metoda ICA (analýza nezávislých komponent - Independent Component Analysis)
pro statisticky nezávislé signály a metoda TIFROM (časově-frekvenčí poměr směsí
- Time-Frequency Ratio Of Mixtures), která dokáže separovat i signály vzájemně
závislé. Pro obě metody budou vytvořeny skripty v programu Matlab, které budou
demonstrovat úspěšnost těchto separačních technik. Tyto separační techniky pro
okamžité směsi zdrojových signálů jsou však pro praxi málo použitelné. V reálném
prostředí jsou senzorové signály směsi zpožděných a zeslabených zdrojových signálů,
které jsou způsobeny mnohonásobnými odrazy od stěn místnosti a vícecestným ší-
řením. Takto degradované signály nelze separovat metodami pro okamžité směsi,
jednotlivé prvky separačních matic musí být proto nahrazeny celými číslicovými
filtry. Metodami pro separaci konvolučních směsí ze zabývá BSD (vícekanálová de-
konvoluce naslepo - Blind Source Deconvolution). V této práci bude rozebráno řešení
v kmitočtové oblasti, konkrétně algoritmus FDICA (analýza nezávislých komponent
v kmitočtové oblasti - Frequency Domain Independent Component Analysis). V
Matlabu bude implementován skript, který realizuje tuto metodu včetně řešení per-
mutačního problému, který při zpracování v kmitočtové oblasti vzniká. Dále bude
rozebrána metoda beamforming a její použití s algoritmem FDICA.
V závěru práce budou posouzeny jednotlivé techniky z hlediska použitelnosti,
budou porovnány kvality signálů separovaných jednotlivými metodami.
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1 PROBLEMATIKA SLEPÉ SEPARACE
1.1 Úvod do BSS
BSS se zabývá skupinou metod, jejichž cílem je obnovit zdrojové signály z jejich
směsí se šumy či jinými užitečnými signály za předpokladu, že nejsou poskytnuty
žádné informace o zdrojových signálech ani o směšujícím systému. Ve většině případů
jde o metody vícekanálové tj. snímání směsí signálů je prováděno více mikrofony,
většinou jde o mikrofonová pole. V této kapitole bude uveden základní směšující
model BSS a možnosti jeho řešení. Mezi základní metody řešení BSS patří:
• ICA pro separaci vzájemně statisticky nezávislých signálů
• TIFROM pro separaci vzájemně statisticky nezávislých i závislých signálů
1.1.1 Základní model BSS
Celý systém lze popsat následovně. Máme M signálů směsí daných jako
x(k) = [x1(k), x2(k), ..., xM(k)]T , které jsou linearní kombinací N zdrojových signálů
znehodnocených šumem s(k) = [s1(k), s2(k), ..., sN(k)]T , k označuje index časové
posloupnosti. Platí, že k = 1,2, . . .K, kde K je délka zpracovávané části signálu.




aijsj(k) + vi(k) (1.1)
nebo maticově
x(k) = As(k) + v(k) (1.2)
kde x(k) a s(k) jsou sloupcové vektory zdrojových a senzorových signálů a index
k je index časové posloupnosti. Matice A je tzv. směšující matice (mixing mat-
rix) rozměru M ∗ N . Vektor šumu v(k) nebudeme dále v práci uvažovat. Vektory
zdrojových, senzorových a separovaných signálů budeme nadále značit následovně
x = [x(1),x(2), . . . ,x(K)] (1.3)
kde x(k) označuje vzorky všech senzorových signálů v čase k nebo také
x =

x1(1) x1(2) . . . x1(K)





xM(1) xM(2) . . . xM(K)
 (1.4)
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kde jednotlivé řádky matice znamenají jednotlivé vektory senzorových signálů délky
K. Většinou platí, že počet zdrojových signálů M je větší nebo roven počtu senzo-
rových signálů N. Cílem je nalézt separační matici H rozměru N ∗M takovou, pro
kterou platí
y(k) = Hx(k) (1.5)
kde y(k) značí výstupní separované signály. Pro y(k) platí
y(k) = [y1(k), y2(k), ..., yN(k)]T (1.6)
Obr. 1.1: Základní model BSS.
Nalezení korektní separační matice je základním problémem BSS viz obr.1.1.
1.2 Analýza nezávislých komponent
1.2.1 Základní model
ICA je technika DSP (digitální zpracování signálů - Digital Signal Processing), jejímž
cílem je vyjádřit soustavu náhodných proměnných jako lineární kombinaci statisticky
nezávislých proměnných. Tato metoda bývá často ztotožňována s BSS, ale ICA je
pouze metodou řešení BSS. V zásadě ale obecný model BSS odpovídá i modelu ICA.
Máme opět transformaci
x(k) = As(k) + v(k) (1.7)
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kde A představuje směšující matici. Cílem je najít matici separační, tj. matici H
o rozměru N ∗M , pro kterou platí H = H−1A . Mezi dvě základní omezení této
metody patří
• Nelze obnovit energie zdrojových signálů
• Nelze dodržet pořadí zdrojových signálů
Tato omezení se v podstatě kompenzují tak, že se výsledná separační matice
H vynásobí dvěma maticemi. Matice P je permutační matice, která upraví pořadí
separovaných komponent a matice D je diagonální matice, která upraví energie
separovaných signálů. Souhrnně tedy platí
H = A−1DP (1.8)
1.2.2 Předpoklady pro zpracování metodou ICA
Algoritmus ICA se dá rozdělit do dvou kategorií, viz [2]. První kategorie je založena
na sadě výpočtů, které minimalizují, nebo maximalizují kriteriální funkci. Druhá
kategorie obsahuje adaptační algoritmus, často založený na stochastické gradientní
metodě, která souvisí s implementacemi adaptačního algoritmu v neuronových sí-
tích. Statistické vlastnosti závisí na výběru účelové funkce, konvergenční vlastnosti
jsou především spjaty s adaptačním algoritmem. Právě z důvodu konvergence a
zjednodušení algoritmu by měly být splněny dvě základní podmínky
1. Centrování vstupních dat
2. Bělení vstupních dat
ad 1.) Centrování má za úkol odstranit stejnosměrnou složku z upravovaného signálů.
Platí tedy





Po zpracování můžeme provést inverzní proces za pomocí separační matice H a
odhadů y(k)






ad 2.) Bělení je takový proces předzpracování, po jehož aplikaci jsou vstupní data
nekorelovaná a mají jednotkový rozptyl. Jsou-li tedy senzorové signály x(k) vy-
běleny, pak je jejich korelační matice rovna matici jednotkové: E{xxT} = I. Tato
transformace je vždy možná a může být provedena klasickou PCA (analýza hlavních
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komponent - Principal Component Analysis), která navíc dokáže redukovat nadby-
tečnou dimenzi na dimenzi odpovídající nezávislým komponentám. To je také efekt
potlačení šumu. Transformace se dá napsat jako
xB(k) = Bx(k) (1.11)
kde xB(k) označuje vybělený vektor a B představuje tzv. bělící matici rozměru
N ∗M , pro kterou platí BBT = I. Pro výpočet bělící matice lze použít metodu
SVD (Singular Value Decomposition) a pomocí vlastních vektorů a vlastních čísel
korelační matice vektorů směsí navrhnout bělící matici.
1.2.3 Adaptační algoritmus ICA
Nejčastější řešení používá statistiky 4. řádu. Špičatost definovaná pro náhodnou
centrovanou proměnnou v je
kurt(v) = E{v4} − 3(E{v2})2 (1.12)
Pro gaussovsé náhodné proměnné je špičatost rovna nule. Pro dvě nezávislé náhodné
proměnné v1, v2 a pro skalární hodnotu c platí kurt(v1 + v2) = kurt(v1) + kurt(v2)
a kurt(cv1) = c4kurt(v1). Pokud zkusíme najít lineární kombinaci bělených dat x,
tedy wTx a její maximální nebo minimální špičatost a pokud položíme ‖ w ‖= 1,
tak při použití ortogonální směšující matice A a definici z = ATw dostáváme




pod podmínkou že ‖ w ‖=‖ z ‖= 1 , funkce (1.13) má řadu lokálních minim a ma-
xim. Pro zjednodušení předpokládejme, že směs obsahuje nanejvýš jednu kompnentu
s pozitivní špičatostí a jednu s negativní špičatostí. Potom extrémy v rovnici(1.13)
tvoří vektory, jejichž componenty jsou nulové kromě jedné komponenty rovné ±1.
Odpovídající váhové vektory jsou w = Az = Aej = aj, tj. sloupce ortogonální smě-
šující matice A. Tedy minimalizací nebo maximalizací špičatosti v rovnici (1.13) pod
daným omezením jsou sloupce směšující matice jako řešení pro w a samotná lineární
kombinace bude řešení k nalezení jedné z nezávislých komponent:wTx = aTi x = si.
Ke skutečné minimalizaci nebo maximalizaci funkce (1.13) může být použit gradi-
entní algoritmus založený na neuronové síti. Potom w je interpretován jako váhový
vektor neuronu se vstupním vektorem x. Objektivní funkce může být zjednodušená,
protože platí, že vstupní data jsou běleny. Platí tedy
kurt(wTx) = E{(wTx)4} − 3[E{(wTx)2}]2 = E{(wTx)4} − 3 ‖ w ‖4 (1.14)
úpravou vztahu je finální objektivní funkce
J(w) = E{(wTx)4} − 3 ‖ w ‖4 +F (3 ‖ w ‖2) (1.15)
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Označíme-li x(k) jako pozorovací data, µ(k) jako učební rychlostní sekvenci a f
derivaci F/2, potom online učební algoritmus má formu
w(k+1) = w(k)±[x(k)(wT (k)x(k))3−3 ‖ w(k) ‖2 w(k)+f(‖ w(k) ‖2)w(k)](1.16)
Konvergence algoritmu závisí na dobré volbě učební rychlostní sekvence µ(k). Při
špatné volbě nemusí algoritmus vůbec konvergovat. Proto byly hledány algoritmy,
které by učení radikálně zrychlily. Jako vhodná alternativa se ukázal být algoritmus
fastICA (Fast Fixed-Point Algorithm), pro který platí
E{(wTx)3} − 3 ‖ w ‖2 w + f(‖ w ‖2)w = 0 (1.17)
Pokud napíšeme vztah (1.17) ve formě
w = scalar ∗ (E{(wTx)3} − 3 ‖ w ‖2 w) (1.18)
získáme velmi rychlý iterační algoritmus. Pokud máme tedy bělený vektor w, který
je podle schématu BSS směsí nezávislých zdrojových signálů, pak derivací vztahu
(1.18) získáme následující fastICA Fixed-Point Algoritmus pro odhad jedné nezávislé
komponenty
1. Zvolíme náhodný inicializační vektor w(0) normy 1.
2. Položíme w(k) = E{x(wT (k− 1)x)3}− 3w(k− 1). Délka vektorů wi musí být
dostatečná (alespoň 1000 bodů).
3. Podělíme w(k) jeho normou.
4. Pokud se výraz | wT (k)−w(k− 1) | neblíží k jedné, tak k = k+ 1, v opačném
případě je výstupem w(k)
Získaný vektor w(k) separuje jeden negaussovský zdrojový signál y(k) = wT (k)x(k).
Pro odhad n nezávislých komponent opakujeme tento algoritmus n krát. Abychom
zajistili, že odhadujeme pokaždé jinou nezávislou komponentu, zavedeme do smyčky
jednoduchou ortogonální projekci
w(k) = w(k)−ApATp w(k) (1.19)
což bude výchozí hodnota w(k) pro výpočet jednotlivých komponent. Matice Ap je




Tato metoda představuje úplně jiný přístup k problematice BSS než Analýza ne-
závislých komponent, protože dokáže narozdíl od klasické ICA separovat i závislé
signály. Podmínkou této metody je, že musí existovat nějaká místa v kmitočtovém
spektru, kde působí pouze jeden zdroj, což je často splněno u řečových či hudebních
signálů. Daný algoritmus TIFROM (časově-frekvenčí poměr směsí - Time-Frequency
Ratio Of Mixtures) byl představen v [5] a přímo odhaduje separační matici z časově-
kmitočtových reprezentací směsí. Algoritmus dosahuje velmi dobrých výsledků a
může být použit např. tam, kde klasické metody ICA selhávají.
Základní model odpovídá opět modelu BSS. Máme M signálů směsí
x(k) = [x1(k), x2(k), ..., xM(k)]T , které jsou lineární kombinací N zdrojových signálů
s(k) = [s1(k), s2(k), ..., sN(k)]T . Matice A představuje směšující matici. Prozatím
uvažujeme pouze lineární okamžité směsi, takže matice A je skalární matice. Platí
tedy
x(k) = As(k) (1.20)
1.3.2 Princip algoritmu TIFROM





pak pro dvě lineární přímé směsi x1(k),x2(k) a dvou zdrojových signálů s1(k), s2(k)
platí
x1(k) = a11s1(k) + a12s2(k) x2(k) = a21s1(k) + a22s2(k) (1.22)
Hledáme tedy inverzní matici k směšující matici A. Pro jednoduchost neuvažujeme
















pro separované signály y1(k),y2(k) pak platí
y1(k) = x1(k)− c1x2(k) y2(k) = x1(k)− c2x2(k) (1.25)
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Algoritmus TIFROM je založen na jednoduchém a účinném způsobu odhadu c1 a c2
z časově-frekvenční oblasti získaných směsí signálu. Nejprve určíme STFT (krátko-
dobá Fourierova transformace - Short Time Fourier Transform) pro směsi získaných
signálů a označíme je jako X i(n, ω). Musí být splněny následující podmínky
1. Prvky směšující matice musí být různé do nuly.
2. Pro každý zdroj si existuje takové TF (časově-kmitočtové) okno (nj, ωk), kde
působí pouze jeden zdroj a proto Sl(nj, ωk) ¿ Si(nj, ωk) pro každé l 6= j





který se počítá pro každé časově-frekvenční okno. Linearita STFT vede k následují-
címu vztahu
α(nj, ωk) =
a11S1(nj, ωk) + a12S2(nj, ωk)
a21S1(nj, ωk) + a22S2(nj, ωk)
(1.27)
Proto pokud se v určitém časově-kmitočtovém okně (nj, ωk) vyskytuje pouze jeden
zdroj, tak je ze vztahu (1.27) jasné, že komplexní poměr α(nj, ωk) představuje reálné
číslo odpovídající koeficientu c1 nebo c2. Ve skutečnosti existuje vždy malé množství
šumu místo chybějícího zdroje, proto X2(nj, ωk) je různé od nuly a komplexní poměr
α(nj, ωk) je vždy definován, pro každé j a k.
V opačné případě, pokud několik různých zdrojů okupuje určitou sadu časově-
kmitočtových oken, tak rozptyl komplexního poměru α(nj, ωk) nejsou stejné hod-
noty v těchto oknech. Proto je žádoucí sledovat pro každou frekvenci ωk vzorek
rozptylu komplexního poměru pro sadu Tq vzorků a pro příslušný počet krátkých






| α(nj, ωk)−α(Tq, ωk)|2 (1.28)







Pokud tedy například S2(nj, ωk) = 0 pro těchto W oken, potom α(nj, ωk) je kon-
stanta a rozptyl var[α](Tq, ωk) je roven nule. A naopak pokud je S2(nj, ωk) a
S2(nj, ωk) různo od nuly, pak také rozptyl var[α](Tq, ωk) není roven nule. V praktic-
kých situacích rozptyl nulový nikdy nebude, snažíme se proto najít co nejmenší hod-
notu rozptylu ze všech sérií oken (Tq, ωk). Pak můžeme přesně určit časově-frekvenční
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oblast, kde působí pouze jeden zdroj. Odpovídající hodnota koeficientu ci je dána
střední hodnotou α(Tq, ωk). Pro hledání dalších hodnot koeficientů ci hledáme další
nejmenší hodnotu rozptylu α(Tq, ωk) a z ní analogicky určíme druhý koeficient. Po-
kud se separační koeficienty liší o určitou minimální hodnotu, je možno určit obě
komponenty zároveň. Určíme, pro jakou minimální hodnotu rozptylu α(Tq, ωk) má
být zaznamenáván komplexní poměr a po projítí celého algoritmu máme v proměnné
komplexního poměru uložené hodnoty. Ty například pro dva separované signály by
měly oscilovat okolo koeficientů c1 a c2. Právě tímto způsobem byly hledány ko-
eficienty v této práci. V následujícím obrázku je ukázán princip celého algoritmu.
Obr. 1.2: Schéma agoritmu TIFROM.
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2 PROBLEMATIKA SLEPÉ DEKONVOLUCE
2.1 Úvod do BSD
BSD (vícekanálová dekonvoluce naslepo - Blind Source Deconvolution) je defino-
vána obdobně jako BSS, rozdílný je však směšující model. Opět máme neznámé
prostředí, jímž se šíří neznámé zdrojové signály, jejichž směsi jsou snímány více
mikrofony. Směšující prostředí je však mnohem nepříznivější, než tomu bylo u oka-
mžitých směsí. Zvukové vlny dopadající na senzory jsou v tomto případě zpožděné
a zeslabené odrazem od stěn či podlahy místnosti. Ve skutečnosti každý mikrofon
přijme filtrované verze různých signálů, proto je tenhle model nazýván konvoluční.
S touto problematikou souvisí pojem cocktail-party problém. Je to názorný příklad
konvolučních směsí, kdy se při oslavě v jedné místnosti baví více lidí a za zvuku mo-
bilních telefonů a hudby jsou polem mikrofonů zaznamenány skutečné konvoluční
směsi. Úkolem BSD je proto provést inverzní filtraci odezvy místnosti na jednot-
kový impuls původního zdrojového signálu, který však není znám. Řešení tohoto
problému je poměrně náročné, ale je nutné pro použití v reálném prostředí, kde
algoritmy okamžité ICA selhávají.
2.1.1 Základní model BSD
V problému slepé dekonvoluce je získaný senzorový signál x(k) generován ze zdro-




aks(k − p) (2.1)
Zdrojový signál s(k) i konvoluční koeficienty ak jsou neznámé. Získáme pouze




hkx(k − p) (2.2)
Blokové schéma BSD naslepo je úplně stejné jako blokové schéma BSS na obr.1.1
s tím rozdílem, že prvky směšující i separační matice rozměru N ∗M nepředstavují
teď reálná čísla, ale filtry délky P .
V praxi se používají filtry konečné délky a to konkrétně filtry typu FIR s koneč-
nou impulsní odezvou. Pokud budeme tedy brát v potaz filtry typu FIR , můžeme






aijksj(k − p) (2.3)
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Každý FIR filtr pro pevné indexy i, j je definován koeficienty aijk. Iverzní pro-







wijkxj(k − p) (2.4)
Výstupní signály yi(k) jsou odhady zdrojových signálů si(k). Délka filtrů P se
volí obvykle stovky až tisíce.
Základní metody řešení BSD lze rozdělit nejjednodušeji na dvě skupiny:
• BSD v časové oblasti
• BSD v kmitočtové oblasti
Do těchto základních oblastí jsou metody rozděleny podle toho, jakým způsobem
se získavájí separační matice. Buď jsou iterační algoritmy pro výpočet separační
matce počítány v časové nebo kmitočtové oblasti. V časové oblasti je ICA přímo
aplikována na konvoluční směšující model. Řešení není však jednoduché jak u oka-
mžitých směsí, je mnohem výpočtově náročnější, protože používá dlouhé FIR filtry
a obsahuje operace konvoluce. V kmitočtové oblasti se operace konvoluce změní na
násobení, jde tak už jen o klasický problém okamžité ICA. Je však nutno použít pro
výpočet modifikovaný algoritmus ICA, kde se počítá komlexními čísly. Algoritmus
je však mnohem jednodušší než v časové oblasti, počítá se komplexní ICA v každém
kmitočtovém pásmu odděleně. Největším problémem této metody jsou permutace a
jejich řešení je často složitější než samotná komplexní ICA. V této diplomové práci
budou především rozebrány možnosti řešení v kmitočtové oblasti, z metod v časové
oblasti budou stručně uvedeny ty nejzákladnější.
2.2 Řešení zkBSD v časové oblasti
2.2.1 Bussgangova metoda
Tato metoda je jedna z nejstarších, je ale stále velmi používaná. Odhaduje separační







Znak * značí komplexní konjugaci. Váhy wk(t) filtru závisí na čase t a jsou
adaptovány použitím LMS algoritmu následujícím iteračním vzorcem
wk(t + 1) = wk(t) + µx(t− k)e∗(t), k = −L, ..., L (2.6)
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kde kde chybový signál je definován jako
e(t) = g(y(t))− y(t) (2.7)
V těchto rovnicích µ představuje učící parametr, g(.) je vhodná nonlinearita,
která je aplikována separátně na reálnou a imaginární část y(t). Podrobnější popis
tohoto algoritmu lze nalázt například v [3].
2.2.2 Metoda přirozeného gradientu
Tato metoda vznikla rozšířením gradientní metody pro separaci okamžitých směsí.
Může být implementována jako on-line použitím dopředných FIR filtrů v časové
oblasti. Separační filtry jsou reprezentovány jako sekvence koeficientů matice Wk(t)





kde s(t− k) je n-rozměrný vektor, obsahující n směsí a y(t) je výstupní vektor
odhadů zdrojových signálů. Tenhle maticový zápis umožnuje derivaci separačního
algoritmu použitím metody přirozeného gradientu. Výsledná iterační rovnice pro
úpravu vah separační matice má pak následující tvar
Wk(t + 1) = Wk(t)− g(y(t− L))vH(t− k), k = 0, ...., L (2.9)
Každá komponenta vektoru g aplikuje nelinearitu gi(.) příslušnému argumentu.
Optimální nelinearita gi(.) je funkce gi = −pi/pi distribuce pi zdroje si. V iterační
rovnici představuje v(t) převrácenně filtrovaný výstup, vypočítaný použitím posled-





Vektor v musí být uložen pro posledních L vzorků, aby bylo možné spočítat
updatované váhy separační matice Wk(t). Algoritmus má velké požadavky na vý-
počrtní náročnost a na obsah paměti. Více informací lze nalézt například v [3].
2.3 Řešení BSD v kmitočtové oblasti
Jak bylo zmíněno výše, v kmitočtové oblasti je problém konvolučních směsí převeden
na problém okamžitých směsí v každém rozdílném subpásmu. Tohle zjednodušení má
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velký význam v reálných aplikacích, kde řešení v časové oblasti není možné použít
pro příliš vysokou výpočetní náročnost a tím i výpočetní čas.





Xij(ω)Si(ω), i = 1, ..., N (2.11)
kde Xi(ω), Si(ω), a Aij(ω) jsou Fourierovy transformace xi(t), si(t) a aij(t).
Pro převod do kmitočtové oblasti se používá STFT (krátkodobá Fourierova
transformace - Short Time Fourier Transform). Znamená to, že signály jsou před
transformací vynásobeny s vhodným oknem stejné délky jako je délka FFT. Jednot-
livé segmenty (rámce) se ještě navíc překrývají. Poté je na každý segment aplikována
FFT. Samotná komplexní ICA je pak prováděna pro různé kmitočty zvlášť.
Hlavním problémem zpracování v kmitočtové oblasti je permutační problém.
Dochází k němu na úrovni separační matice, ve které permutují řádky pro separaci
jednotlivých složek. Jelikož se tak děje pro každé kmitočtové pásmo, tak výsledná
separační matice pro celé spektrum je permutovaná a výsledkem separace je další
směs signálů.
2.3.1 Algoritmus výpočtu komplexní ICA
Při řešení BSD v kmitočtové oblasti se pracuje obecně s komplexními čísly. Nedá
se tedy použít fastICA algoritmus jako u okamžitých směsí. Existuje však jeho mo-
difikace pro komplexní proměnné. Jeho kompletní odvození je možno nalézt v [6].
Algoritmus pracuje obdobně jako jeho verze pro okamžité směsi. Samozřejmé je opět
předzpracování vstupních signálů bělením a centrováním.
Základním principem tohoto algoritmu je hledání extrémů rozdílové funkce, která
je dána jako
JG(w) = E{G|wHx|2} (2.12)
kde w je n-rozměrný komplexní vektor, pro který platí E{|wHx|2} = 1. G je
použitá příslušná nelineární funkce. V následujících rovnicích jsou uvedeny příklady
funkcí pro komplexní signály. G vždy značí funkci a g její příslušnou první derivaci.
Konstanty a1, a2 jsou obvykle voleny jako 0.1 popř. 0.01.
G1(y) =
√














, g3(y) = y (2.15)
Rozdílová funkce může mít M lokálních nebo globálních optimálních řešení
wi(ω), i = 1, 2, ...,M pro každý zdroj. Učení každého w pod podmínkou E{|wHx|2} =
1 se nazývá maximalizace rozdílové funkce. Maxima funkce JG(w) mohou být na-
lezeny řešením Lagrangeovy funkce pro hledání extrémů L(w,wH , λ). Po dosazení
tedy
L(w,wH , λ) = E{G|wHx|2}+ λ{E{wHx} − 1} (2.16)
kde λ je Lagrangeův multiplikátor. K nalezení maxima rozdílové funkce musejí










které získáme z rovnice (2.12) následovně
∂L
∂w
= E{g(|wHx|2)wH}+ λwH = 0 (2.18)
∂L
∂wH
= E{g(|wHx|2)xHw}+ λw = 0 (2.19)
∂L
∂λ
= |w|2 − 1 = 0 (2.20)
Výsledný iterační vztah používající Newtonovu iterační metodu je potom
wnew = w(E{g(|wHx|2)+(|wHx|2)g′(|wHx|2)})−E{g(|wHx|2)(xHw)x}(2.21)
Kritérium pro zastavení iterační smyčky je definováno jako δ = (|wnove −w|)2.
Jde o velmi malé číslo a jeho nastavením vlastně regulujeme počet iteračních kroků.




Tímhle způsobem odhadujeme složku po složce jednotlivé řádky separační ma-
tice. Aby se zabránilo konvergování rozdílných neuronů ke stejnému maximu, je třeba
provést vždy po každé iteraci dekorelaci . Dejme tomu, že máme vypočítáno p sepa-
račních vektorů a právě počítáme separační vektor wp+1. Potom je nutné po každém
iteračním kroku wp+1 provést dekorelaci a normalizaci následujícím způsobem









Algoritmus FDICA (analýza nezávislých komponent v kmitočtové oblasti - Frequency
Domain Independent Component Analysis) je založen na TFSS ( časově-kmitočtové
rámce řeči - Time-Frequency Series of Speech) senzorových signálů, generovaných
pomocí STFT. Princip je následující. Nejprve se celý usek zpracovávaného signálu
x(n) rozdělí na segmenty (rámce) s určitým definovaným překryvem. Na jednot-
livé rámce se pak aplikuje okénková funkce h(n) a následně se podrobí FFT. Poté
jsou složky o stejných kmitočtech v jednotlivých spektrech překrývajících se rámců
poskládány do jednoho časově-kmitočtového rámce neboli TFSS. Na takto vytvo-
řené rámce je pak aplikován komplexní ICA algoritmus. Každý rámec obsahuje tedy
pouze složky o stejných kmitočtech, odhad výstupních signálů je tedy také pouze
pro určité kmitočty. Celý algoritmus naznačuje obr. 2.1.
Obr. 2.1: Proces generování TFSS.
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Takto připravené vstupní signály mohou být podrobeny algoritmu FDICA. Jeho
princip je představen na obrázku .2.2. Časově-kmitočtové segmenty jsou nejprve
běleny pomocí metod PCA, viz 2.3 . Následně je počítána komplexní ICA a jsou od-
straněny permutace a problém s měřítkem. Vstupní signál je filtrován v kmitočtové
oblasti a výsledné separované signály jsou vytvořeny metodou overlap-add. Použití
komplexního ICA algoritmu zajištuje rychlou konvergenci, rychlejší jako je např.
metoda Přirozeného gradientu a to se stejnou separační kvalitou.
Obr. 2.2: Algoritmus FDICA.
2.3.3 Permutační problém v kmitočtové oblasti a jeho řešení
Jak již bylo naznačeno dříve, řešení v kmitočtové oblasti je zatíženo permutačním
problémem. Pokud budeme předpokládat dvoukanálový model separace, kde jsou
počty zdrojů a senzorů rovny M = K = 2, můžeme proces separace vyjádřit násle-








kde S1(f, t) a S2(f, t) představují TFSS separovaných signálů. Jednotlivé řádky
separační matice W(f) tak separují jednotlivé nezávislé komponenty. Permutační
problém představuje prohození těchto řádků separační matice na určitých kmi-
točtech. Takovouto sparací získáme tedy opět pouze směsi signálů. Abychom vy-
řešili tento problém, musíme zajistit, aby na každém kmitočtu bylo pořadí řádků
separační matice stejné a odpovídalo konkrétním nezávislým komponentám. Dal-
ším, ale už méně podstatným problémem spojeným s řešením v kmitočtové oblasti,
je problém měřítka. Je to obdoba problému u okamžitých směsí, kdy nebylo možné
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Obr. 2.3: Paralelogramy procesu bělení, smíšení a separace.
separovat signály s původní energií. Řešením těchto dovu problémů se zabýva řada
metod, z nichž nejznámější je metoda DP ( směrové diagramy - Directivity Pattern).
Hlavní myšlenkou této metody je analýza DP pomocí DOA (směr příchodu signálů
- Direction of Arrival ). Jelikož jde o slepou dekonvoluci, nemáme tedy žádné infor-
mace o prostředí, tedy ani o směru příchodů jednotlivých signálů. Směrové diagramy





WRk(f) exp(j2pidk sin(θ)/c) (2.26)
kde R je pořadí separované komponenty, c je rychlost šíření zvuku a dk jsou
vzdálenosti senzorů. Jsou-li vypočítány tyto směrové diagramy, dále pokračujeme
následovně (pro názornost uvažujeme M = K = 2)
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1. Vypočítáme absolutní hodnoty směrových diagramů na všech frekvencích a
zobrazíme je do grafu. Na obrázkuo 2.4 jsou zobrazeny směrové diagramy pro
frekvence f1 a f2.
2. V zobrazených grafech jsou vidět lokální minima a maxima, odpovídající směru
příchodu jednotlivých zdrojů. Tyto se můžo vyskytovat pouze ve dvou parti-








kde L je délka FFT a θR(fp) předstvuje směr příchodu R-tého zdroje na p-té
frekvenci.
3. V návaznosti na vypočítané směry příchodu zdrojů pro všechny frekvence pře-
hazujeme řádky separační matice.
4. Po vyřešení permutací je ještě potřeba přizpůsobit měřítko pro každou frek-





kde θˆR je odhadovaný směr příchodu R-tého zdroje. Matice ve správném mě-







2.3.4 Beamforming a jeho použití
Pro určení DOA se používá řada metod, z nichž nejpoužívanější jsou beamformery
(z ang. beamforming - tvarování paprsku). Jsou založeny na principu filtrace v pro-
storu, tj. vybírají signály přicházející na senzorové pole z určitých směrů. Jde v pod-
statě o směrovou detekci, která se provádí formováním diskrétního počtu paprsků
obvykle rovnému počtu elementů v poli senzorů. Cílem metod tvarování příjmací
charakterisiky je měnit váhy wi i = 1, 2, ...,M jednotlivých senzorů pro dosažení co
nejlepší směrové charakterisitky v daném směru. Zároveň by měly být potlačeny pa-
prsky z nežádoucích směrů. Mezi základní tvarovače (beamformery) patří tvarovač
delay-and-sum. Jedná se o základní strukturu, ze které jsou odvozeny další složitější
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Obr. 2.4: Příklad směrových diagramů.






kde xi(k) je vstupní signál příslušného kanálu a wi jsou váhy na vstupu beam-
formeru. Tento tvarovač se chová jako filtr s konečnou délkou impulsní odezvy se
vzorkovací frekvencí závislou na úhlu dopadu testovaného signálu. Jeho vlastnosti
plynou z jeho jednoduché struktury. Přednost spočívá v nezávislosti jeho parame-
trů na pracovních podmínkách a především na typu vstupního signálu. Nevýhodou
je malé zvýraznění vstupního signálu závislé na počtu mikrofonů. Vzdálenost mi-
krofonů hraje v tomto případě důležitou roli. Ovlivňuje frekvenční rozsah zpraco-
vávaného signálu, tvar směrové charakteristiky a její frekvenční závislost. Při velké
vzdálenosti hrozí vznik prostorového aliasingu. Pole mikrofonů lze považovat za sys-
tém, který prostorově vzorkuje příchozí signál. Existuje určitý vzorkovací teorém,






kde Dij představuje vzdálenost mezi dvěma mikrofony a λ je vlnová delka zpra-
covávaného signálu. Maximální frekvence, kterou je možno zpracovat systémem,
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je tedy rovna fmax = 1/λmin a je určena vzdáleností mezi mikrofony. Pokud není
dodržen vzorkovací teorém, dochází k aliasingu, při němž systém přestává vybírat
paprsky z daných směrů a chová se všesměrově. Kmitočtová charakteristika pak
obsahuje další laloky na vyšších frekvencích.
Možnosti použití beamformingu v kombinaci s algoritmem FDICA jsou násle-
dující. Lze vypočítat alternativní separační matici pro každý kmitočet algoritmu
FDICA a použít ji v případech, kdy stávající separační matice vypočtená algorit-
mem FDICA nám nějakým způsobem nevyhovuje. Většinou jde o případ, kdy na
daném kmitočtu nejsme schopni vyřešit permutační problém pomocí DP. Dají se ale
použít stávající informace DOA z frekvencí, kde permutace vyřešeny byly. Máme li
tedy odhady směru příchodu θˆ1 a θˆ2, lze vypočíst jeden řádek separační matice kore-









W1k(f) exp(j2pifdk sin(θˆ2)/c) = 0 (2.33)
Řešení splňují následující vztahy pro jeden řádek separační matice W1k(f). V
následujících rovnicích budou označeny pomocné proměnné jako E1 až E6
E1 = − exp(−j2pifd1 sin(θˆ2)/c) (2.34)
E2 = − exp(j2pifd1 sin(θˆ1 − θˆ2)/c) (2.35)
E3 = exp(j2pifd2 sin(θˆ1 − θˆ2)/c) (2.36)
W11(f) = E1(E2 + E3)
−1 (2.37)
E4 = exp(−j2pifd2 sin(θˆ2)/c) (2.38)
E5 = − exp(j2pifd1 sin(θˆ1 − θˆ2)/c) (2.39)
E6 = exp(j2pifd2 sin(θˆ1 − θˆ2)/c) (2.40)
W12(f) = E4(E5 + E6)
−1 (2.41)
Analogicky můžeme vypočítat druhý řádek separační matice korespondující k









W2k(f) exp(j2pifdk sin(θˆ1)/c) = 0 (2.43)
Řešení splňují následující vztahy pro jeden řádek separační matice W2k(f). V
následujících rovnicích budou označeny pomocné proměnné jako E7 až E12
E7 = exp(−j2pifd1 sin(θˆ1)/c) (2.44)
E8 = exp(j2pifd1 sin(θˆ2 − θˆ1)/c) (2.45)
E9 = exp(j2pifd2 sin(θˆ2 − θˆ1)/c) (2.46)
W21(f) = E7(E8 − E9)−1 (2.47)
E10 = − exp(−j2pifd2 sin(θˆ1)/c) (2.48)
E11 = exp(j2pifd1 sin(θˆ2 − θˆ1)/c) (2.49)
E12 = exp(j2pifd2 sin(θˆ2 − θˆ1)/c) (2.50)
W22(f) = E10(E11 − E12)−1 (2.51)






3 PŘEHLED DOSAŽENÝCH VÝSLEDKŮ
3.1 Algoritmy okamžitých směsí
3.1.1 Algoritmus fastICA pro směs dvou řečových signálů
Algoritmus fastICA (Fast Fixed-Point Algorithm) byl naimplementován v Matlabu
a testován pro dva řečové signály stejného mluvčího. Řečové signály byl pořízeny s
vzorkovací frekvencí fvz = 8000 Hz. Délka obou signálů byla okolo 1,3 sekundy, tj.





Počet iteračních kroků byl 6 a lze jej ovlivinit např. volbou počáteční matice. Získané
signály byly pro korektní zobrazení upraveny z hlediska pořadí a měřítka. Ve sku-
tečnosti mají po separaci různou energii a pořadí, což je základní vlastnost fastICA
algoritmu (permutační a diagonální matice). Výsledné signály je vidět na obr.3.1.
Uvedené zdrojové, senzorové i separované signály jsou uvedeny v příloze spolu se
skriptem algoritmu.
3.1.2 Algoritmus fastICA pro směs řečového signálu a šumu
Algoritmus byl testován i pro směs signálu a bílého šumu pro velmi nepříznivý případ
SNR = 5 dB. Počáteční směšující matice byla stejná jako v předchozím případě.
Výsledkem byl separovaný řečový signál, který je na obr. 3.2 s odstupem signálu od
šumu SNR = 32 dB pro 5 iteračních kroků. Výsledný separovaný řečový signál byl
opět závislý na počtu iteračních kroků a na volbě počáteční matice.
3.1.3 Algoritmus TIFROM pro směs dvou řečových signálů
Algoritmus byl testován v Matlabu opět pro dva řečové signály, tentokrát pro mužský
a ženský hlas. Řečové signály byl pořízeny s vzorkovací frekvencí fvz = 8000 Hz.
Počet vzorků obou signálů byl 20 480, což odpovídá délce při daném vzorkovacím





Pro krátkodobou Fourierovu transformaci bylo použito Hannovo okno, překryv
vzorků byl 50 % . Délka FFT byla volena 256 vzorků. V následující tabulce jsou
uvedeny teoretické hodnoty koeficientů c1 a c2 a hodnoty vypočtené algoritmem.
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Obr. 3.1: Ukázka separace řečových signálů algoritmem fastICA. Zobrazeny jsou po
řadě dva zdrojové signály si(k), dva senzorové signály xi(k) a nakonec dva
separované signály yi(k).
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Obr. 3.2: Ukázka separace řečových signálu a bílého šumu algoritmem fastICA. Zob-
razeny jsou po řadě dva zdrojové signály si(k), dva senzorové signály xi(k)





Tab.3.1: Porovnání teoretických a vypočtených koeficientů
Výsledky celé separace jsou zobrazeny na obr. 3.3.
3.1.4 Algoritmus TIFROM pro směs řečového signálů a šumu
I pomocí tohoto algoritmu jsem se pokusil separovat řečový signál ve směsi s bílým
šumem. I když podstata algoritmu neodpovídá tomuto problému, jelikož bílý šum
má rovné výkonové spektrum a neobsahuje taková časově-kmitočtová pásma, kde by
nepůsobil, řečový signál toto splňuje a proto bylo možno tento algoritmus použít.
Řečový signál byl použit z předchozího algoritmu se všemi jeho parametry. Ze směsi
signálu a šumu se SNR = 10 dB se podařilo vyseparovat řečový signál se SNR okolo
60 dB, což je velmi solidní výsledek. Situace je zobrazena na obr.3.4.
Uvedené zdrojové, senzorové i separované signály a skripty algoritmů z programu
Matlab pro všechny metody se šumem i bez šumu jsou uvedeny v příloze tohoto
dokumentu.
3.2 Algoritmy konvolučních směsí
3.2.1 Algoritmus komplexní ICA
Pro ověření funkčnosti tohoto algoritmu byly použity řečové signály promluvy muže
a ženy vzorkované frekvencí fvz = 8000 Hz. Jde tedy opět o případ M = N = 2.
Délka obou signálů byla okolo 1,3 sekundy, tj. 10240 vzorků. Separační matice je v
tomto případě komplexního charakteru. Bylo proto nutné upravit předcházející algo-
ritmus pro okamžité směsi a rozšířit ho i na signály komplexní. Princip komplexního
algoritmu byl vysvětlen v kap. 2.3.1. Jako směšující matice byla vygenerována ná-
sledující náhodná matice (po zaokrouhlení na dvě místa).
A =
 0.5 + 0.51i 0.8 + 0.93i
0.42 + 0.39i 0.89 + 0.28i
 (3.3)
Pro zobrazení byly vybrány signály z několika realizací. Tento algoritmus je ini-
cializován náhodnými vektory, proto se počet iterací i pro stejnou směšující matici
může měnit. Tento počet se pohyboval v rozmezí 10-15 iterací při hodnotě konstanty
a2 = 0.1. Na obrázku 3.5 jsou vidět výsledné separované signály. Pro názornost byly
ponechány přesně tak, jaký byl výstup algoritmu. Je z nich patrné, že stejně jak u
reálných směsí, i tady nelze určit pořadí a zesílení jednotlivých separovaných signálů.
V tomto případě to však ani moc nevadí. Horší situace nastane u algoritmu FDICA,
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Obr. 3.3: Ukázka separace řečových signálů algoritmem TIFROM. Zobrazeny jsou
po řadě dva zdrojové signály si(k), dva senzorové signály xi(k) a nakonec
dva separované signály yi(k).
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Obr. 3.4: Ukázka separace řečových signálu a bílého šumu algoritmem TIFROM.
Zobrazeny jsou po řadě dva zdrojové signály si(k), dva senzorové signály
xi(k) a nakonec separovaný řečový signál y1(k).
kde jsou přehozeny separované signály, ale na různých kmitočtech. Tento problém
bude řešen v následující kapitole. Byly také vypočítány spektrogramy všech signálů
v algoritmu pomocí klouzavého spektra a délky FFT 256 vzorků. Spektrogramy jsou
zobrazeny na obr. 3.6. Z časové i z časově-kmitičtové oblasti je zřejmé, že separace
byla velmi úspěšná.
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Obr. 3.5: Ukázka separace řečových signálu komplexním ICA algoritmem. Zobra-
zeny jsou po řadě dva zdrojové signály si(k), dva senzorové signály xi(k)
a nakonec dva separované signály yi(k).
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Obr. 3.6: Ukázka spektrogramu separace řečových signálu komplexním ICA algorit-
mem. Zobrazeny jsou po řadě dva zdrojové signály Si(f), dva senzorové
signály Xi(f) a nakonec dva separované signály Yi(f).
3.2.2 Algoritmus FDICA
Algoritmus byl testován pro dva typy různých směsí a pro M = N = 2. Směsi dvou
mužských promluv a směsi hudebního signálu a mužské promluvy byly pořízeny
v bezodrazové komoře pří vzdálenosti senzorů 4 cm. Byl tak dodržen vzorkovací
teorém prostorového aliasingu. Nahrávky byly vzorkovány frekvencí fvz = 8000 Hz
a jejich délka byla 4 sekundy. Byl použit poloviční překryv rámců s délkou stejnou,
jako je délka FFT, tedy 512 vzorků. Rámce byly vynásobeny Hammingovým oknem.
Na obrázku 3.7 jsou zobrazeny příklady DP a jejich permutací. Jsou také zobrazeny
pro ilustraci DP vypočtené pomocí beamformingu.
Výsledky v časové oblasti pro dvě mužské promluvy (obr. 3.8) a pro mužskou
promluvu a hudební signál (obr. 3.9) vykazují značné zlepšení od původních směsí,
ve srovnání s předchozími metodami však toto zlepšení není tak velké. Je to způso-
beno predevším řešením permutačního problému, kdy na nižších frekvencích nejsme
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Obr. 3.7: Ukázka permutovaných a upravených DP a DP vypočtených metodou be-
amforming
schopni odhadnout, zda došlo k permutacím či nikoli. Na těchto frekvencích jsou
proto použity uměle vytvořené separační matice metodou beamforming, DOA je
zde odhadnutá statisticky . Při odhadu se používají DP na kmitočtech, kde lze od-
hadnout směr zdrojů. Spektrogram separace hudebního a řečového signálu je uveden
na obr. 3.10.
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Obr. 3.8: Ukázka separace řečových signálů algoritmem FDICA. Zobrazeny jsou po
řadě dva zdrojové signály si(k), dva senzorové signály xi(k) a nakonec dva
separované signály yi(k).
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Obr. 3.9: Ukázka separace řečového a hudebního signálu algoritmem FDICA. Zob-
razeny jsou po řadě dva zdrojové signály si(k), dva senzorové signály xi(k)
a nakonec dva separované signály yi(k).
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Obr. 3.10: Ukázka spektrogramu separace řečového a hudebního signálu algoritmem
FDICA. Zobrazeny jsou po řadě dva zdrojové signály Si(f), dva senzorové
signály Xi(f) a nakonec dva separované signály Yi(f).
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4 ZÁVĚR
V této diplomové práci byla rozebrána problematika separace zdrojů naslepo, tedy
problému, jehož cílem je obnovit neznámé signály směsí z neznámého směšují-
cího prostředí. Ze základních metod okamžitých směsí byly vybrány ICA a metoda
TIFROM. Byly uvedeny obecné teoretické poznatky o těchto metodách a byly uve-
deny podmínky a omezení, za kterých lze tyto algoritmy použít. Pro obě metody
byly vytvořeny skripty v programu Matlab.Tyto metody byly testovány nejprve pro
dva řečové signály a také pro směs řečového signálu se šumem. Jako výhodnější
se jeví metoda TIFROM, která dokázala separovat téměř dokonale oba případy.
Tato metoda také dokázala vyseparovat signál zkreslený šumem se SNR = 10 dB
na výsledných 60 dB, což je velmi dobrý výsledek. Také princip a implementace
této metody byl poměrně srozumitelnější a jednodušší. Výsledné zvukové ukázky i
implementační skripty z programu Matlab jsou uvedeny v příloze této práce.
V případě okamžitých směsí je směšující matice tvořena reálnými čísly a je jed-
noduše vynásobena s čistými signály. Pro takto uměle vytvořené směsi představují
podmínky pro separaci téměř ideální případ, který však v reálném prostředí málo-
kdy nastane. Tato práce se proto také zaměřila na separací konvolučních směsí, který
vznikly zpožděním a odrazy zdrojových signálů. Byl rozšířen algoritmus okamžité
ICA tak, aby byl schopen separovat i komplexní signály. Algoritmus komplexní ICA
byl testován pro uměle vytvořené směsi komplexních signálů a dosahoval velmi uspo-
kojivých výsledků. Tento algoritmus byl pak základem pro řešení BSD v kmitočtové
oblasti, konkrétně algoritmu FDICA. Algoritmus byl testován pro reálné nahrávky
z prostředí bezodrazové komory. Řešen byl případ se dvěma zdroji a se dvěma vý-
stupními separovanými signály. Účinnost algoritmu byla limitována permutačním
problémem, který byl řešen metodami DOA s kombinací beamformingu. Jednot-
livé nahrávky po separaci vykazovaly stále zkreslení druhým nežádoucím signálem,
avšak v mnohem menší míře než před separací. Pro posouzení kvality separace byly
u obou algoritmů zobrazeny časové reprezentace zdrojových, smíšených i separova-
ných signálů a jejich spektrogramy. V příloze diplomové práce jsou uloženy také
veškeré zvukové ukázky daných signálů.
Zlepšení výsledků separace by mohlo být dosaženo použitím dalších metod pro
řešení permutačního problému, například metody interfrekvenčních korelací, která
využívá k řešení permutačního problému podobnost obálek spekter na blízkých kmi-
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SEZNAM SYMBOLŮ, VELIČIN A ZKRATEK
A směšující matice - mixing matrix
B bělící matice - whitening matrix
D diagonální měřítková matice - scaling matrix
H separační matice - demixing matrix
I jednotková matice - unit matrix
P permutační matice - permutation matrix
s(k) vektor zdrojových signálů - source signals vector
x(k) vektor senzorových signálů - recorded signals vector
y(k) vektor separovaných signálů - separated signals vector
v(k) vektor aditivních šumů - aditive noise vector
M počet zdrojových signálů - number of sources signals
N počet senzorových signálů - number of recorded signals
P délka FIR filtru - length of FIR filter
ICA analýza nezávislých komponent - Independent Component Analysis
BSS separace signálů naslepo - Blind Source Separation
TIFROM časově-frekvenčí poměr směsí - Time-Frequency Ratio Of Mixtures
TF časově-frekvenčí analýza - Time-Frequency Analysis
BSD vícekanálová dekonvoluce naslepo - Blind Source Deconvolution
DSP digitální zpracování signálů - Digital Signal Processing
PCA analýza hlavních komponent - Principal Component Analysis
STFT krátkodobá Fourierova transformace - Short Time Fourier Transform
fvz vzorkovací kmitočet
LMS Metoda nejmenších čverců - Least Mean Square
FIR konečná impulsní odezva - Finite Impulse Response
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FFT rychlá Fourierova transformace - Fast Fourier Transform
FDICA analýza nezávislých komponent v kmitočtové oblasti - Frequency Domain
Independent Component Analysis
TFSS časově-kmitočtové rámce řeči - Time-Frequency Series of Speech
DP směrové diagramy - Directivity Pattern
DOA směr příchodu signálů - Direction of Arrival
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A SEZNAM PŘÍLOH








Každá složka obsahuje 2 zdrojové(zdroj1.wav a zdroj2.wav), 2 senzo-
rové (smes1.wav a smes2.wav) a 2 separované signály(separ1.wav a se-
par2.wav).
2. Skripty Matlab
(a) skript ICA.m
(b) skript TIFROM.m
(c) skript FDICA.m
(d) skript KOMPLEXICA.m
(e) skript BEAMFORMING.m
(f) skript PERMUTACE.m
(g) skript SEPARACE.m
(h) skript DOA.m
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