A general method to compute precise approximations to invariant tori of Hamiltonian systems is presented. For illustration, a strongly nonlinear example from accelerator theory is treated, in 24 degrees of freedom. Accuracy, computation time, -and effectiveness near resonances are found to be highly favorable in comparison to previous methods.
TIE Kolmogorov-Arnol'd-Moser
Theorem' ensures the existence of toroidal sur-.-faces in phase space that are invariant under the time evolution of a nearly integrable Hamiltonian system. The computation of approximations to these invariant tori is an important topic in several fields of research, including plasma physics,2 semiclassical quantum theory,3 celestial mechanics,4 and accelerator theory. 5 The problem --has been treated by various forms of perturbation theory for over a hundred years.'
Modern formulations of the perturbative method, realized on computers, allow one -to carry the perturbation series to rather high orders. 7j8 Nonperturbative numerical methods have also received attention, notably direct solution of the Hamilton-Jacobi equation '*r" by a projection-' iteration-method, and methods that depend on fitting of -surfaces to orbits.2y3y4 -This paper describes a method that allows an unprecedented degree of accuracy in'relatively little computation time, in examples studied to date. It proceeds by fitting tori to orbit points, using a new and very simple technique to accomplish the fit.
It is able_ to handle large perturbations of integrable systems and find tori very close to resonances, and is therefore more robust than perturbative and nonperturbative schemes that are sensitive to small divisors. It is applicable in principle to any Hamil--~ tonian system. Being based solely on computation of orbits, the method provides a new view of the canonical formalism that proves to have considerable heuristic value.
It gives a clearer picture of the effects of resonances, and a better quantification of those effects. On the other hand, all quantities of interest in the traditional formalism can be obtained as well in this scheme; for example, solutions of the Hamilton-Jacobi equation and the corresponding invariant acti0ns.r'
A reason for studying nearly invariant tori is that a family of such defines a canonical transformation to new action-angle variables such that the action is nearly constant. By studying the residual time variation of the new action one can set bounds on the motion for finite but very long times, as is done in Nekhoroshev's Theorem.11~12 To obtain stability times of useful magnitude for the study and design of real systems such as particle accelerators, the transformation must be constructed from very precise approximations to invariant tori, often under conditions of strong _--nonlinearity. This is a principal motivation for the present work, but our technique also seems promising for cases in which the inclusion of several degrees of freedom is _ a more urgent matter thanhigh precision.
It is convenient to describe the tori in terms of the action-angle variables (I, a)
of an underlying integrable system. The Hamiltonian will have the form
where Ho describes an integrable system, and the perturbation V is 27r-periodic in @ and 8. The time-like independent variable of Hamilton's equations is 19. In the case _ of a cyclic accelerator, it represents azimuthal position along a closed reference orbit. 
where subscripts denote partial derivatives. If the transformation is ideal, so that J is invariant, the first equation of (2) 
where j = 0, 1, e . . , I( -1 and @j = 2rxj/IC. The (1(@j), @i) are points on a single orbit of M. mice that the matrix Djk of the system (5) tends to 6jk when xcj approaches ~_ jforallj. Thenifxjxj for all j, the matrix will be close to the unit matrix and the system can be solved by iteration, a process that is feasible for large systems if the number of iterations required is much less than the dimension of the matrix. If the orbit truly lies on an invariant torus, one will find at least one xj close to every j if the orbit is followed for a sufficiently long time. We obtain a system amenable to iteration by electing to fit the surface just to a subset of points on the orbit, a subset -having one and only one xj close to each j. Convergence of an iterative solution of
Eq. (5) is controlled by a parameter 1' such that Ixi -jl 5 I'. In examples treated to date, r = 0.5 has always ensured convergence. That is, it is sufficient to have one _ orbit point in each cell of the @ mesh, anywhere within the cell.
-
In the case of a low order resonance the method fails, as it should, since it is .
not possible to find an xj close to every j; the values of @ on a resonant orbit do not approach every value. This is illustrated in Figure 1 for the example treated _ The method succeeds for nonresonant orbits very close to resonant orbits, although it may take more map evaluations than usual to find suitable orbit points.
To illustrate we treat a basic problem of accelerator theory, two-dimensional oscillations transverse to the beam direction ("betatron oscillations") in a cyclic machine. when the normal-form series is carried to lo-th order. The accuracy that we obtain with M 2 20 is difficult to achieve in reasonable time by the perturbation expansion.
A-ZOlth order expansion took about one hour on the Cray 2, and gave poorer accuracy than our IM = 20 runs by factors of 3 to 40, depending on I(0 Table Caption   TABLE  1 .
Relative deviations of orbits from tori after 1000 turns, for an ensemble of 
