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The applicability of Mode Coupling Theory (MCT) to the glass-forming polymer polyisobutylene (PIB) has
been explored by using fully atomistic molecular dynamics simulations. MCT predictions for the so-called
asymptotic regime have been successfully tested on the dynamic structure factor and the self-correlation function
of PIB main-chain carbons calculated from the simulated cell. The factorization theorem and the time-temperature
superposition principle are satisfied. A consistent fitting procedure of the simulation data to the MCT asymptotic
power-laws predicted for the α-relaxation regime has delivered the dynamic exponents of the theory—in
particular, the exponent parameter λ—the critical non-ergodicity parameters, and the critical temperature Tc.
The obtained values of λ and Tc agree, within the uncertainties involved in both studies, with those deduced
from depolarized light scattering experiments [A. Kisliuk et al., J. Polym. Sci. Part B: Polym. Phys. 38, 2785
(2000)]. Both, λ and Tc/Tg values found for PIB are unusually large with respect to those commonly obtained
in low molecular weight systems. Moreover, the high Tc/Tg value is compatible with a certain correlation of
this parameter with the fragility in Angell’s classification. Conversely, the value of λ is close to that reported for
real polymers, simulated “realistic” polymers and simple polymer models with intramolecular barriers. In the
framework of the MCT, such finding should be the signature of two different mechanisms for the glass-transition
in real polymers: intermolecular packing and intramolecular barriers combined with chain connectivity.
DOI: 10.1103/PhysRevE.88.042302 PACS number(s): 64.70.pj, 61.20.Ja, 64.70.Q−, 61.41.+e
I. INTRODUCTION
The aim of the Mode Coupling Theory (MCT) of the glass-
transition is to describe the behavior of density correlators
in deeply supercooled liquids or dense colloids [1–6]. In its
original form, the MCT was formulated for simple liquids and
it was numerically solved for rather simple systems as hard
[7,8] and soft [9] spheres, a binary Lennard-Jones mixture
[10] and simple aspherical molecules with an intramolecular
orientational degree of freedom [11–14]. The application of
MCT to the glass-transition of real systems is not trivial
[3,4]. Experimental checks by neutron scattering—directly
accessing density correlators—have been performed with
model systems, such as, e.g., the molecular systems glycerol
[15] and o-terphenyl [16]. In general, the results support MCT
predictions at temperatures higher than the critical temperature
of the theory Tc ≈ 1.2Tg (Tg: glass-transition temperature),
where most of the neutron scattering experiments have been
carried out. Since they do not easily crystallize, another
family of good candidates to check MCT are chemically
simple polymers. In fact, neutron scattering results on
1,4-polybutadiene (1,4-PB) [17,18] were in qualitative accor-
dance with MCT. However, the applicability of this theory to
the glass-transition of a polymer melt, where connectivity and
internal degrees of freedom play major roles, remained as an
open question.
Later, molecular dynamics (MD) simulations of a bead-
spring-type coarse-grained polymer model [19] could be
consistently analyzed in terms of the predictions of MCT, mo-
tivating an extension of this theory [20] to reproduce the results
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of such model polymer simulations. Regarding more realistic
polymer models, MCT was applied to united-atom simulated
polyethyelene (PE) [21] and 1,4-PB [22]. Furthermore, the
derivation of Chong et al. [23] showed that the MCT equations
for polymer melts become formally identical to the ones
initially derived for simple liquids. Therefore, the asymptotic
scaling laws deduced for such systems should also hold in
the MCT for polymer melts. A phenomenological analysis
of neutron scattering and/or computer simulation results on
polymer melts is thus justified. In this light, fully atomistic
simulated cells of 1,4-PB [24] and poly(vinyl methyl ether)
(PVME) [25], properly validated by direct comparison with
neutron scattering results, were used to check MCT asymptotic
scaling laws. The predictions seem to be fulfilled in all cases,
though high values of the exponent parameters are obtained as
compared to those found for the bead-spring models [19]. The
importance of the intramolecular barriers has been invoked to
explain this effect [24,26,27]. Despite the progress made in
this field, questions like the applicability of the theory to real
polymer systems and the origin of the unusual values found
for the critical exponents are still open.
From an experimental point of view, polyisobutylene (PIB,
chemical formula: –[CH2–C(CH3)2]–n) is a very thoroughly
investigated polymer by diverse techniques including spec-
troscopic techniques [28–31] as well as scattering methods
[32–42]. It has the peculiarity of being one of the strongest
polymers in Angell’s terminology based on the concept of
fragility [43]. In a couple of works some attempt to check
MCT predictions with experimental results on PIB were
made. One of them was the neutron spin echo investigation
on collective and self-motions by Farago et al. [39]. In
that work, special emphasis was made in the exploration of
the so-called intermediate length scales regime. Intermediate
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scales means the region of lengths larger than intermolecular
distances but smaller than the hydrodynamic range. The
MCT prediction regarding the momentum transfer (Q) and
temperature dependence of the collective relaxation times
was checked in the Q-range around the first static structure
peak and covering the intermediate scales. The authors found
discrepancies between experiments and theory, that in fact
are not surprising since the MCT is not expected to apply
in such intermediate Q-range. On the other hand, Kisliuk
et al. [37] successfully described depolarized light scattering
spectra at temperatures above ≈280 K using power laws as
predicted by the theory. From the exponents of these laws the
values of the exponents a and b (see later) were deduced:
a = 0.5–0.6; b = 0.34–0.4. The values for the a-parameter
were inconsistent with the MCT, but this observation was
disregarded as an intrinsic problem of the theory. The argument
was that such a quantitative disagreement had previously
been observed for low molecular weight systems and also
for poly(propylene glycol) (PPG) and was ascribed to a
strong vibrational contribution (the Boson peak) to the fast
process [44,45]. In Ref. [46] it was shown however that such
a disagreement is overcome properly including the vibrational
contribution. We note that the Boson peak in PIB is particularly
prominent with respect to other polymeric materials [32,33].
Regarding the critical temperature of the MCT Tc, the results
of Ref. [37] indicated a rather large value with respect to the
experimental glass-transition, Tc/Tg ≈ 1.35.
In this work we apply a phenomenological MCT analysis
to MD-simulation results on PIB, in an analogous way as
previously performed in the cases of 1,4-PB [24] and PVME
[25]. We first check the factorization theorem and the time-
temperature superposition principle. Thereafter we present a
consistent fitting procedure of the simulation data to the MCT
asymptotic power laws predicted for the α-relaxation regime,
in order to obtain information about the dynamic exponents of
the theory, the critical nonergodicity parameters and the critical
temperature. Finally, we discuss the results in comparison
with those reported for other glass-forming systems including
polymers.
II. MOLECULAR DYNAMICS SIMULATIONS
Fully atomistic molecular dynamics simulations were
carried out using the COMPASS force field. Based on the
PCFF force field, the COMPASS was developed using an
hybrid approach consisting of ab initio parametrization and
empirical optimization method. The former method was used
to derive the force field parameters, while the latter yielded
a good agreement between calculation and experiments. The
force field functional forms are characterized by two different
kind of functions: the valence terms, which include diagonal
and off-diagonal cross-coupling terms, and the nonbond inter-
action terms. The valence terms represent internal coordinates
of bond, angle, torsion angle and out-of-plane angle, the
cross-coupling terms include combinations of two or three
internal coordinates. The nonbond interactions include a
Lennard-Jones 9-6 function for the Van der Waals terms and
a Coulombic function for electrostatic interactions. Details of
the analytical expression of the functional form are given in
Refs. [47–49].
The initial configuration of the simulated system was built
by means of the MATERIALS STUDIO 5.0 Amorphous
Cell builder [50]. A cubic cell containing 20 PIB chains
of 70 monomers (Mw = 3923 g/mol, i.e., smaller than
the entanglement mass Me ≈ 7000 g/mol [51], and a total
number of atoms N = 16840) was constructed at a rather
high temperature of 500K (experimental Tg ∼ 200K), under
periodic boundary conditions. By means of NPT dynamic
runs (i.e., keeping constant the number of atoms, pressure,
and temperature) a value of the density of ρ = 0.8109 g/cm3
was determined. This value is in excellent agreement with
the literature data ρexp = 0.8102 g/cm3 [52]. Such a density
leads to a cell dimension of 54.12 A˚ for the cubic side. In order
to minimize the obtained energy structure, the Polak-Ribiere
conjugated gradients method was used. After the minimiza-
tion, the system was dynamically equilibrated by a successive
NVT run (i.e., keeping constant the number of atoms, volume,
and temperature) of 1 ns. The system obtained in such way
was used as a starting point for collecting data every 0.01 ps
during a run of 1 ns. The production simulations were carried
out in the NVT ensemble and the velocity-Verlet algorithm
with a time step of 1 fs was used as the integration method.
To control the temperature, instead of a real temperature-bath
coupling (Nose-Hoover or Berendsen thermostat) a velocity
scaling procedure with a wide temperature window of 10 K
was followed. Under these conditions, greater temperature
fluctuations are allowed but the trajectory is disturbed less.
It has been checked that, by following this simple procedure
in similar polymeric systems, the results are similar to those
obtained with an NVE ensemble (where the number of
atoms, volume, and energy are kept constant), which has the
proper Newtonian dynamics [53]. After the first 1 ns run,
successive runs of 4 ns collecting data every 0.5 ps were
carried out in order to reach a 100 ns dynamics. This cell
was used to yield simulated systems at the lower temperatures
of 470, 390, 365, 335, and 320 K. The new cells were
obtained scaling the temperature and then were equilibrated
running three dynamics of 1 ns. Once the equilibrium density
was reached for each temperature, the same protocol of the
first simulated sample was followed to carry out a 100 ns
dynamics. The densities of the equilibrated cells were found
to be ρ(470K) = 0.8264 g/cm3, ρ(390K) = 0.8688 g/cm3,
ρ(365K) = 0.8820 g/cm3, ρ(335K) = 0.8977 g/cm3, and
ρ(320K) = 0.9055 g/cm3.
The validation of the simulated cell has been thoroughly
carried out [54,55] by direct comparison of magnitudes
computed from the simulation and measured by neutron
scattering on protonated and deuterated samples in earlier
works [32,39,42]. The agreement found is excellent regarding
both static and dynamic features. The latter comprise self-
atomic (hydrogen) motions and collective motions.
III. MODE COUPLING THEORY ANALYSIS OF PIB
One of the central predictions of the MCT is the existence
of a critical temperature Tc where the system shows structural
arrest driven by the mutual blocking of each particle by its
neighbors. This ergodic-to-nonergodic transition is called the
idealized glass-transition of the MCT. The critical non-ergodic
parameter, f cQ, for wave vector Q, is defined as the long-time
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limit of the normalized density-density correlator S(Q,t) at
Tc. A similar definition is given for the self-non-ergodic
critical parameter, f scQ , corresponding to the normalized
self-correlation function Fself (Q,t). f cQ (f scQ ) has also the
meaning of the plateau hight in the two-step relaxation of
S(Q,t) [Fself(Q,t)] and thereby it provides a measure of the
localization length, i.e., the dimension of the cage in which the
particles are trapped.
The existence of Tc allows to introduce the separation
parameter || = (T − Tc)/Tc, which quantifies the relative
distance of the temperature of the system to the critical
temperature (it can also be defined for density or any other
control parameter). As it is nicely described in Ref. [3],
the essence of this transition scenario can be understood
by asymptotic solutions of the MCT equations for times
longer than that associated to the frequency of the normal-
system excitations and for temperatures (control parameters)
approaching the critical value. These general laws are known
as the “universalities” or asymptotic formulas of the MCT.
There are two different relevant regimes for these asymptotic
solutions. The first deals with the near-plateau-relaxation
phenomena, i.e., with the processes referred to as β-relaxation
in the original MCT literature. The second scaling law regime
deals with the below-plateau decay processes, which are also
called α-processes.
The separation parameter determines two relevant time
scales of the ideal MCT for these two regions: the
β-relaxation time, tσ = to|σ |−1/(2a) and the α-relaxation time
τσ = toB−1/b|σ |−γ , where σ = Cσ || and to denotes a micro-
scopic time scale associated to the frequency of the normal
system excitations. The constants Cσ and B are system depen-
dent and Q- and ||-independent. The exponent γ is defined as
γ = 1
2a
+ 1
2b
(1)
and the b-exponent (0< b <1) is called the “von Schweidler”
exponent. On the other hand, the exponents a and b are not
independent of each other. They are related by the “exponent
parameter λ” (λ  1) as
λ = 

2(1 + b)

(1 + 2b) =

2(1 − a)

(1 − 2a) , (2)
where 
 is Euler’s Gamma function. This exponent parameter
does not depend on temperature. It is determined by the
equilibrium properties of the system at Tc.
The so-called “phenomenological MCT analysis” of ex-
perimental and MD simulations results in general is based
on the asymptotic laws mentioned above. This has been the
procedure previously applied to atomistic MD simulations
of several polymers [24,25] and to simulations of different
coarse-grained models of polymers [19,21,22,27]. This is
also the procedure we are following here. It will be applied
to two correlation functions φQ(t) revealing collective and
self motions: (i) the dynamic structure factor (density-density
correlator) S(Q,t):
S(Q,t) = 〈ρ(Q,t)ρ(−Q,0)〉〈ρ(Q,0)ρ(−Q,0)〉 , (3)
where the density correlator is ρ(Q,t) = ∑i exp[i Qri(t)] andri(t) denotes the position of atom i in the system; and (ii) the
self-correlation function
Fself (Q,t) = 1
N
〈∑
i
ei
Q[ri (t)−ri (0)]
〉
. (4)
As representative subensemble of atoms to apply the theory
for Fself(Q,t) we have chosen the main-chain carbons. In this
way the particularities associated to the additional motions of
methyl groups are avoided. In any case, in the next section
the influence of this kind of dynamics will be discussed. This
means, Fself (Q,t) has been calculated here restricting the sum
in Eq. (4) to the coordinates of main-chain carbons.
In practice, the temperature and time intervals where the
asymptotic laws can be applied are not known a priori.
The predictions are expected to hold close to the critical
temperature Tc for small values of the separation parameter .
We can define a range of temperatures Tc  T  Tmax where
the asymptotic laws can be applied to fit the simulation data.
As mentioned above, a priori the value of Tc is unknown.
A first guess would be Tc ≈ 1.2Tg , as it is usually found
in the literature. For PIB the experimental glass-transition is
205 K, leading to a first estimation of Tc ≈ 250 K. Thus,
all the temperatures of the simulations are expected to be
above the critical one. In the other extreme, Tmax is some
high temperature for which the density correlator still exhibits
a two-step relaxation. This could be around 470 K. The good
choice of time and temperature intervals will be justified at the
end by the internal consistency of the results obtained when
the theory is applied.
A. First universality: Factorization theorem
A MCT prediction that can be tested without invoking
fits or knowledge of the values of the critical parameters
is the so-called factorization theorem or first universality in
the β-regime. Mathematically, the β-regime is defined as the
time window to  t  τσ in which |Q(t) − f cQ|  1 for
the correlator φQ(t). In this window, MCT predicts that for
T → T +c the correlator φQ(t) follows the asymptotic law:
φQ(t) = f cQ + hQG(t). It means that deviations from f cQ in
this time regime factorize in a Q-dependent term (the critical
amplitudehQ) and a t-dependent termG(t) =
√
σg(t/tσ ). The
function g(t/tσ ) is called the “β-correlator” and it should be
identical for all φQ(t). It can be shown that g(t/tσ ) has the
following asymptotic forms: g(t/tσ ) = (t/tσ )−a for t  tσ
and g(t/tσ ) = −B(t/tσ )b for tσ  t  τσ . This last func-
tional form is called “von Schweidler law”. If the factorization
theorem works, the ratio
RQ(t) = φQ(t) − φQ(t
′)
φQ(t ′′) − φQ(t ′) =
G(t) − G(t ′)
G(t ′′) − G(t ′) (5)
would depend on the fixed times t ′ and t ′′ and on the
temperature, but must be independent of Q and the correlator
considered. Figure 1 shows that at 335 K the superposition
of RQ(t) calculated at different Q-values for both, self- and
collective correlators, is almost perfect in the region 1 ps t 
0.2 ns, splitting at both shorter and longer times. Moreover,
Fig. 2 demonstrates that the results for self- and density-density
correlators collapse into a single master-curve in this time
interval. Thus, there is an intermediate time window of more
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FIG. 1. (Color online) Test of the factorization theorem applied
to the self-correlation function of the main-chain carbons Fself (Q,t)
(a) and to the dynamic structure factor S(Q,t) (b) at 335 K and the
Q-values indicated in (a). t ′ and t ′′ (vertical dotted lines) represent
the limits of the β-window.
than two decades in which the factorization theorem holds for
PIB at this temperature—the MCT β-relaxation regime.
In the case of MD-simulation data, the factorization
theorem can also be checked in real space, using the van Hove
correlation functions [19]. It readsG(r,t) = F (r) + H (r)G(t).
In the β-regime, the ratio
R(r,t) = G(r,t) − G(r,t
′)
G(r ′,t) − G(r ′,t ′) =
H (r)
H (r ′) (6)
should be independent of time and inform us about the
length scales involved in this process. In Fig. 3 we can
see the good master curves obtained considering times in
the interval between 1 and 100 ps for the self-part of the
van Hove correlation function. This time regime is within
that determined for the β-window from the analysis in the
reciprocal space. At faster and longer times failure of the
superposition is observed. Figure 3 shows that the motions
of main chain carbons are limited to displacements smaller
than ≈3.5 A˚. This value is clearly smaller than the average
intermolecular distance in this polymer, that can be estimated
in the Bragg approximation from the first peak position
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FIG. 2. (Color online) Time dependence of RQ(t) for both self-
(lines) and collective (points) correlators at 335 K for the Q-values
indicated.
observed in the simulated structure factor (Q1max = 1A˚−1).
We obtain dchain ≈ 2π/Q1max = 6.3A˚. At small distances, the
function R(r,t) shows positive values with a peak at about
0.5 A˚, vanishes at ro = 0.92 A˚ and displays a negative peak
at longer distances. We note that the function H (r) determines
the rate at which the van Hove correlation relaxes [19]:
∂G(r,t)
∂t
∝ −H (r). (7)
This implies that in the β-regime the probability for atomic
displacements of size r decreases most where H (r) is largest
(r ≈ 0.5 A˚), and increases most where H (r) is smallest
(r ≈ 1.3 A˚). This last distance is much smaller than dchain;
therefore, attempts to overcome distances of the order of the
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FIG. 3. (Color online) Factorization theorem in the real space for
the self-part of the Van Hove scattering function evaluated for the
main-chain carbons. The theorem has been applied to simulated data
at 335 K at the different indicated times. The value of r ′ has been
chosen such that the denominator in Eq. (6) is maximized.
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intermolecular separation are partially reflected back and the
atom returns close to its initial position [19,56].
B. Second universality: Time-temperature
superposition principle in the α-regime
As we have mentioned above, the term α-regime refers
to the decay of a given correlator φQ(t) from the plateau
value (f cQ,f scQ ) to zero. This decay occurs for times longer
than the β-relaxation time tσ , thus overlapping with the β-
process for tσ  t  τσ . Ideal MCT predicts that theα-process
satisfies a time-temperature superposition principle (TTSP)
for T → T +c . This means that the correlator φQ(t) at temper-
ature T can be written as φQ(t,T ) = ˜φQ(t/τσ ), where ˜φQ is
a T -independent master function. The shape of ˜φQ is often
well described by the empirical Kohlrausch-Williams-Watts
(KWW) expression
φKWWQ (t) ∝ exp
[
−
(
t
τKWWQ
)β]
. (8)
We note however that the KWW-function does not come
out as an analytical solution of the MCT equations.
In Fig. 4 the TTSP is checked for self- (a) and collective (b)
dynamics of PIB at the first structure factor Q-value Q1max.
The timescale chosen to superimpose the data is that where the
correlation function takes the value 0.2. For both correlators
we observe a very good superposition in the temperature
range 335 K  T  470 K that extends over more than two
decades in the long-time region. At the highest temperature
(500 K) the two-step feature of the dynamic structure factor
is not so clear and, as above anticipated, the MCT predictions
start failing. Also deviations from a perfect superposition
could be envisaged for 320 K in Fig. 4(a). The deviations
observed from the ideal MCT behavior are attributed to the
presence of additional relaxation mechanisms ignored by the
ideal version of the theory, the so-called “hopping processes”.
These processes become dominant on approaching the critical
temperature from above and restore ergodicity below Tc.
Thus from the time-temperature superposition principle we
can deduce that the interval in which MCT is expected to hold
in our PIB simulations is 335 K  T  470 K.
C. MCT asymptotic power-laws
Now we obtain the values of the critical parameters for PIB
and test the consistency of other MCT predictions by studying
the behavior of parameters that can easily be obtained from
a phenomenological data analysis. As it has been mentioned
above, the KWW function [Eq. (8)] is not an analytical solution
of the MCT for the α-decay in general. However, there is a
special case, the limit of large Q (Q → ∞). In this limit it was
proved [57] that limQ→∞ ˜φQ(t) ∼ φKWWQ (t) with β = b and
τKWWQ ∝ Q−1/b. Therefore, this provides a simple procedure to
obtain a value for the von Schweidler exponent b. In order to do
that, we have fitted the last stage of the decay of the correlation
functions by a KWW expression. From these fits, the Q- and
T -dependent shape parameter β was obtained. The resulting
values for two temperatures in the interval where MCT is
expected to hold are shown in Fig. 5. For both correlation
functions considered, the KWW exponent tends to an average
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FIG. 4. (Color online) Test of the time-temperature superposition
principle for φQ(t) at the first peak structure factor Q-value (Qmax =
1A˚−1): self-correlation function of main-chain carbons Fself (Q,t) (a)
and dynamic structure factor S(Q,t) (b) at the indicated temperatures.
The S(Q,t) data at 320 K are not included because the function does
not decay down to 0.2 in the investigated time window.
value of about 0.32 for high Q. This value was thus chosen
for the b exponent, though there is of course an uncertainty
involved in this determination (we could not discard b-values
within the range 0.28–0.38).
The simple KWW description used to derive the value of
the b-exponent also provides information to check the other
prediction of MCT for large Q: τKWWQ ∝ Q−1/b. As can be
seen in Fig. 6 for 335 K, this prediction is also verified in a
good approximation for PIB.
Considering b = 0.32, from the MCT relations given by
Eqs. (2) and (1) values of a = 0.22, λ = 0.89 and γ = 3.84
are obtained.
On the other hand, the initial part of the α-process (the von
Schweidler regime) is given by the power-law expansion
φQ(t) = fQ − H1Qtb + H2Qt2b + . . . (9)
which extends the von Schweidler law. Then, a description
of the decay from the plateau by means of Eq. (9) should
be possible with the b-value above obtained and with a
T -independent critical nonergodicity parameter f cQ (f scQ ). We
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FIG. 5. (Color online) Q-dependence of the stretching parameter
β evaluated at 335 K (solid) and 365 K (empty) of the dynamic
structure factor S(Q,t) (diamonds) and the self-correlation function
of main-chain carbons Fself (Q,t) (squares). The arrow marks the
average asymptotic value, and the shadowed area indicates the
uncertainty range.
have first considered the correlation functions at different
temperatures. For each Q-value, all the curves can be well
described with a single value of f cQ (f scQ ). This holds for
self-correlations (see Fig. 7) as well as for the dynamic
structure factor (see Fig. 8). The fact that both the incoherent
scattering function and the density-density correlator can be
reasonably described by Eq. (9) with T -independent values of
the nonergodicity parameter supports again the applicability
of MCT predictions to this polymer data.
The values of the nonergodicity parameters used in the
fits are displayed in Fig. 9. Those corresponding to the self-
correlation function f scQ can be described, within the uncer-
tainties, by the Gaussian approximation f scQ = exp(−Q2r2sc),
101
102
103
104
105
106
107
0.1 1 10
Q
   
   
(p
s)
Q (Å
-1
)
Q-1/b
K
W
W
FIG. 6. (Color online) Q-dependence of the characteristic KWW
time of the self-correlation function of main-chain carbons at 335 K.
The line shows the MCT prediction of the asymptotic dependence of
this time for Q → ∞, namely τKWWQ ∝ Q−1/b.
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FIG. 7. (Color online) Fit of the MCT von Schweidler regime
of Fself (Q,t) at Q = 1.0 A˚−1 (a) and Q = 2.0 A˚−1 (b) at the
temperatures indicated in (a). For each Q-value, all the curves are
described with a single value of the nonergodicity parameter f scQ .
from which a localization length of rsc = 0.30 A˚ is deduced.
Conversely, for S(Q,t) the nonergodicity parameter is
modulated by the static structure factor, according with MCT.
Finally we can determine the value of the critical tempera-
ture Tc. This can be done by applying two independent MCT
asymptotic power-laws. The first one is that involving the H1Q
parameters in Eq. (9), which should fulfill the relation
H1Q ∝ |T − Tc|γ b . (10)
Applying this equation to the results obtained from
the analysis of both Fself (Q,t) and S(Q,t) a value of
Tc ≈ 315 K is deduced. The second MCT law is that giving
the temperature dependence of the characteristic time for the
structural α-relaxation. In the framework of the MCT, the way
this characteristic time approaches the critical temperature Tc
is determined by the γ -parameter as
τ ∝ |T − Tc|−γ . (11)
Here, in order to be sure that we avoid any contribution from
the β-regime, we have considered as characteristic time of the
α-process, the time τ at which the corresponding correlation
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FIG. 9. (Color online) Q-dependence of the nonergodicity
parameter calculated for the dynamic structure factor S(Q,t) and
the self-correlation function of main-chain carbons Fself (Q,t). The
solid line through the latter represents the fit with the expression
f scQ = exp(−Q2r2sc), with rsc = 0.30 A˚. The static structure factor at
an intermediate temperature (365 K) is also shown for comparison.
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FIG. 10. (Color online) (a) Temperature dependence of the
H1Q-parameter of the MCT von Schweidler expansion of the self-
correlation function of the main-chain carbons Fself (Q,t) (filled
symbols) and dynamic structure factor S(Q,t) (empty symbols)
at different Q-values. Lines show the fit with expression (10).
(b) Test of the MCT prediction for the temperature dependence
of the α-relaxation characteristic time [Eq. (11)]. The times have
been defined as those where the normalized correlation functions
take the value 0.2. The data correspond to Fself (Q1max = 1 A˚−1,t)
and S(Q1max = 1 A˚−1,t) scaled into a master curve (the self-
characteristic times have been multiplied by 2 to match the
collective ones).
function at Q1max = 1 A˚−1 reaches the value 0.2. We note
that the superposition principle above discussed implies that
the α-relaxation time defined in this way is proportional to
τσ . By considering the τ -values so obtained and the γ -value
previously determined, a fit of Eq. (11) to the results in the
range 335 K T  470 K reveals Tc ≈ 293 K, i.e., about 20 K
lower than the value determined through Eq. (10). A similar
situation was also reported in the case of a MCT analysis of MD
simulations of 1,4-PB [24]. As in that case, the two values of Tc
independently obtained here differ by only 6%, which would
be compatible within the error bars. In fact, Fig. 10 shows
that choosing an intermediate value of 310 K for Tc an overall
satisfactory description of both sets of parameters H1Q and τ
in terms of MCT predictions Eqs. (10) and (11) is achieved.
The deviations of τ from Eq. (11) at the lowest temperature
considered for the MCT analysis (335 K) could be justified
invoking already at this temperature some slight influence of
the above-mentioned hopping processes. Such contribution
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TABLE I. Values of the MCT critical exponents for different systems
System a b γ λ Ref.
Hard spheres 0.31 0.58 2.5 0.74 [14]
o-terphenyl (MD) 0.30 0.54 2.6 0.76 [60]
o-terphenyl (exp.) 0.295 0.53 2.6 0.77 [16,61]
Silica (MD) 0.32 0.62 2.3 0.71 [62]
Glycerol (exp.) 0.32 0.61 2.3 0.72 [15]
Water (MD) 0.29 0.51 2.7 0.78 [63]
Bead-spring polymer (MD) 0.35 0.75 2.1 0.63 [19]
Bead-spring polymer (MCT) 0.32 0.60 2.4 0.72 [19]
Bead-spring polymer (strong barriers, MD) 0.22 0.33 3.8 0.89 [27]
Polyethylene (united atom) 0.27 0.46 2.9 0.81 [21]
1,4-Polybutadiene (exp.) 0.30–0.37 3.2 0.86–0.90 [18]
1,4-Polybutadiene (united atom) 0.21 0.30 4.1 0.90 [22]
1,4-Polybutadiene (fully atomistic) 0.18 0.24 4.9 0.93 [24]
Poly(vinyl methyl ether) (fully atomistic) 0.23 0.35 3.6 0.87 [25]
Polyisobutylene (fully atomistic) 0.22 0.32 3.8 0.89 [this work]
Polyisobutylene (exp.) 0.5–0.6 0.35–0.6 [37]
Polystyrene (exp.) 0.35–0.4 0.3–0.35 [37]
Poly(propylene glycol) (exp.) 0.23±0.05 0.36±0.02 3.6±0.2 0.87±0.02 [45]
would not be enough to produce significant deviations from
the time-temperature superposition principle but could induce
a slight acceleration of the dynamics with respect to the ideal
behavior in this temperature range, leading to an apparent
lower value of Tc.
IV. DISCUSSION
We have obtained very consistent results in this phenomeno-
logical approach to the application of MCT to PIB simulation
data. We recall that this was also the main conclusion of the
experimental work by Kisliuk et al. [37] when the theory was
applied to light scattering PIB data in the high temperature
range. It is also important to note that the b-exponent resulting
from our analysis is compatible with the range reported in
that work (see Table I), if we consider the uncertainties in
its determination (see the shadowed area in Fig. 5). Moreover,
like from the light scattering study, we also obtain an unusually
high value of Tc as compared with other systems (see below).
Thus, experimental and simulation works point to the same
range of values for the relevant MCT parameters of PIB
(exponent parameters and Tc).
A first question one could ask is what is the influence
of considering other kinds of atoms for the self-correlation
function in the MCT analysis. In the particular case of
PIB, it is clear that the methyl groups undergo additional
dynamic processes with respect to the main-chain atoms above
considered. We have thus checked the factorization theorem
and the TTSP with the methyl-group hydrogens (mH) in
the system. The results are presented in Fig. 11. The MCT
β-regime in this case is apparently reduced—the factorization
theorem fails at about 100 ps instead of 200 ps. To look at the
origin of this effect we consider the results of the analysis of
methyl group rotations in PIB obtained from these simulations
and published elsewhere [55]. In that work, the relative motion
of methyl-group hydrogens with respect to the carbon to
which they are linked has been characterized in the spirit
of the rotational rate distribution model [58,59]. Such model
introduces the ingredient of the disorder inherent to glassy
materials assuming a log-Gaussian distribution of rotational
rates (or equivalently, rotational times τR) for methyl groups.
In Fig. 11(a) we have included as circles the distribution
function obtained for τR of PIB in Ref. [55] for the considered
temperature. As illustrated in this figure, in the temperature
range of applicability of the MCT the characteristic times for
methyl group rotations show distribution functions centered
just in the time interval of the von Schweidler regime [55].
Furthermore, the factorization in real space reveals that the
localization of the mH motions is much less severe than that
of the main-chain carbons [Fig. 11(b) vs Fig. 3]. Regarding
the TTSP [Fig. 11(c)], a good superposition is observed only
in the very last part of the decay (times similar or longer than
that where the self-correlation function has decayed to about
0.2 of the initial value –above defined as τ ). The methyl group
rotation thus strongly influences the dynamics of this kind of
atoms in the time region between the β and α-processes in
this polymer. On the other hand, the KWW analysis of the
self-correlation function of methyl-group hydrogens delivers
β-values that in general are lower than those obtained for
main-chain carbons, as can be seen in Fig. 12. Consequently,
the value deduced for the b-exponent would also be lower,
namely b = 0.25, leading to a = 0.18, λ = 0.93 and γ = 4.70.
A fit of Eq. (11) to the corresponding characteristic times τ as
defined above for mHs and imposing such γ -value results in a
critical temperature of about 260 K, i.e., 30–50 K below that
deduced for main-chain carbons. The reported experimental
value of Tc is in the range 270–280 K, i.e., between the two
values deduced from the simulations. Finally, we note that
considering the main-chain hydrogens the b-value deduced
is the same as that obtained for the main-chain carbons (see
Fig. 12).
Another point worth of discussion concerns the localization
length rsc. From the Gaussian fit of f scQ we have found
rsc = 0.3 A˚ for main-chain carbons. Conversely, from the
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FIG. 11. (Color online) Test of the factorization theorem in
reciprocal (a) and real space (b) and of the TTSP (c) applied to
the self-correlation function of the methyl-group hydrogens at 335 K.
The circles in (a) reproduce the Gaussian distribution of rotational
times obtained for PIB in Ref. [55] at this temperature.
factorization theorem a value of 0.92 A˚ has been obtained
for ro, i.e., the distance at which the function H (r) vanishes.
Assuming the Gaussian approximation,
H (r)
H (r ′) ≈
(
1 − r2/6r2sc
)
exp
(−r2/4r2sc)(
1 − r ′2/6r2sc
)
exp
(−r2/4r ′2sc) , (12)
ro should be given by
√
6rsc = 0.73 A˚. The slightly larger
value obtained for ro indicates actual deviations of the self-
part of the van Hove correlation function from the Gaussian
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FIG. 12. (Color online) Q-dependence of the stretching param-
eter β evaluated at 335 K (solid) and 365 K (empty) of the
self-correlation function of main-chain carbons (squares), main-chain
hydrogens (circles), and methyl-group hydrogens (triangles). Dashed
arrow marks the average asymptotic value for main-chain atoms and
dotted arrow that for methyl-group hydrogens.
approximation in the β-regime. These can be quantified by the
second order non-Gaussian parameter α2(t) defined as
α2(t) = 35
〈r4(t)〉
〈r2(t)〉2 − 1, (13)
where 〈r2n〉 are moments of the self-part of the van Hove
correlation function Gs(r,t). As can be seen in Fig. 13, this
parameter takes non-negligible values in the time region of
the β-process. On the other hand, taking into account that the
interchain distance dchain in PIB is 6.3 A˚, rsc ≈ 0.05 dchain. This
value is half of the value corresponding to the Lindemann
criterion of melting. This criterion states that a (crystalline)
solid melts if the particle displacements about the equilibrium
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FIG. 13. (Color online) Mean squared displacement (filled sym-
bols) and non-Gaussian parameter (empty symbols) of main-chain
carbons (circles) and methyl-group hydrogens (diamonds) calculated
for PIB at 365 K.
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TABLE II. Values of the localization length rsc, the interchain distance dchain, the ratio between Tc and Tg and the fragility m for different
polymers. The references for rsc and Tc/Tg are the respective ones listed in Table I.
Polymer rsc(A˚)(main-chain carbons) rsc(A˚)(hydrogens) dchain(A˚) Tc/Tg m
Polyisobutylene 0.30 0.60(methyl-group) 6.3 1.5 46 [66,67]
1,4-Polybutadiene 0.30 4.5 1.17 97 [68], 107 [69]
Poly(vinyl methyl ether) 0.28 0.47(main-chain) 6.3 1.2 81 [70], 75 [66]
Polystyrene (exp.) 1.15 116 [71], 139 [66], 143 [72]
Poly(propylene glycol) (exp.) 1.18 75 [66,73], 71 [45], 104 [45]
position reach about 10% of the particle diameter [64]. In bead-
spring polymer models [19] it was shown that the localization
length is very close to the Lindemann criterion. In the case
of real polymers, we have to note that the localization length
depends on the kind of atom considered. For example, for the
methyl-group hydrogens in PIB we had already commented
a larger localization length than for main-chain carbons from
simple inspection of Fig. 11(b). This can also be appreciated
in the mean squared displacements represented in Fig. 13.
Considering the Gaussian approximation and the ro position,
a value of 0.6 A˚ is deduced for rsc of methyl-group hydrogens
(twice that of main-chain carbons). This value would be much
closer to satisfy the Lindemann criterion. Regarding other
polymers, the values reported for rsc in the literature are listed
in Table II. Apparently, the criterion is roughly fulfilled only
for the hydrogens.
Specially worth of discussion is the observation of a
clearly higher value of the exponent parameter λ = 0.89 here
found for PIB as compared to other glass-forming systems
[14,60,62,63]. Low-molecular weight systems, as o-terphenyl,
silica or water, show values similar to that of hard spheres
(λ= 0.74). We note that in a similar way as for PIB, rather high
λ-values have recently been reported for fully atomistic 1,4-PB
[24] and PVME [25] (λ= 0.93 and 0.87, respectively). In those
works, such finding was attributed to the local conformational
changes controlled by rotational barriers, that affect the
dynamics of the polymer segments within the cage. It is worth
noting that chain connectivity in fully flexible bead-spring
models does not yield significant changes in λ. In fact, in a
recent work on MD simulations of a simple model for polymer
melts with intramolecular barriers [27] it has been found that
there is a clear correlation between the exponent parameter
and chain stiffness. In their interpretation, the competition
between packing effects and intramolecular barriers combined
with chain connectivity is the mechanism responsible for
the increase of λ above λ ≈ 0.76 (corresponding to fully
flexible chains), when torsional and bending potentials are
included in the simulated bead-spring model. In that work, the
effect of these intramolecular barriers was characterized by
the local stiffness of the chain, measured by the well-known
“characteristic ratioCn” introduced by Flory [65]. Here n is the
number of main-chain bonds. Values of λ ≈ 0.9 were obtained
for very stiff chains (chains of 10 beads with C10 ≈ 4.5).
Chemically realistic polymer models seem to exhibit λ-values
approaching the limit λ = 1. For example, a united atom model
of polyethylene [21] reveals λ = 0.81; for 1,4-PB, values of
0.90 and 0.93 have been reported from a united atom model
as well [22] and a fully atomistic model [24], respectively.
The characteristic ratios in these cases are above 4. We note
that from MCT analysis of experimental data (1,4-PB, PIB,
PS and PPG) also rather small values of the b-parameter (and
consequently large values for the exponent parameter λ) have
been reported, as can be seen in Table I. Again, such real
polymers show relatively large characteristic ratios. For our
simulated PIB the characteristic ratio Cn has been calculated
from the average of the squared end-to-end vector distance
〈R2e 〉 as Cn = 〈R2e 〉/(n2) (n: number of C-C bonds along the
main chain,  = 1.54 A˚: C-C bond length), leading to a value
of 5.5 ± 0.5. Thus, these PIB simulations perfectly fit in this
tendency. We can then conclude that the previously mentioned
studies and the present one strongly support the scenario
proposed in [27], where real polymers would be classified
in the family of complex systems—as short-ranged attractive
colloids [74–76] or binary mixtures with strong dynamic
asymmetry [77–80]—which seem to show two competing
mechanisms of freezing. In the case of polymers these two
mechanisms would be the intermolecular packing and the
intramolecular barriers for conformational changes combined
with chain connectivity. The unusually large λ-values exhib-
ited by polymers could reveal an underlying high-order MCT
transition. We note, however, that the typical precursor effects
characterizing nearby MCT high-order transitions—as, for
instance, the convex-to-concave crossover exhibited by the
density-density correlators—are not observed in the case of
PIB simulations and in polymers in general. This might suggest
that the distance in the explored control parameter space to the
high-order transition is still rather large.
It is worthy of remark that the idea of two different
mechanisms contributing to the glass-transition in polymers
is not new in the field of polymer science. For instance,
from a phenomenological point of view it has usually been
considered that the experimental values of Tg depend crucially
upon two important factors: chain stiffness or flexibility and
intermolecular interactions. By considering the values of the
characteristic ratio (chain stiffness or flexibility) and the
density of cohesive energy (intermolecular interactions) of
many polymers, some empirical rules have also been proposed
more than 20 years ago (see, e.g., [81]). This question has
also been recently revisited in terms of the entropy theory
of glass-formation in polymers [82]. The results reported
here and in the previous works above mentioned [24,25,27]
suggest that MCT might be a suitable theoretical framework
to address this question. However, whether or not the increase
of chain stiffness at constant density and temperature would
produce all the signatures characteristic of a glass-transition–
like phenomenon is a question that demands for further work.
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FIG. 14. (Color online) Ratio between the critical temperature
and the glass-transition temperature as function of the fragility index
for PIB and the different polymers available in the literature. Solid
points indicate that the result arises from MD-simulations studies,
while empty symbols are deduced from experimental investigations.
Line corresponds to the law Tc/Tg = m/(m − b) with b = 14 as
proposed in Ref. [84].
Finally, we comment on the salient result of the MCT
analysis of PIB regarding the value of Tc. The obtained value
is very high with respect to that usually found (Tc ≈1.2Tg) not
only in low-molecular weight glass-forming systems but also
for polymers (see the compilation in Table II). This observation
was attributed in Ref. [37] to the also particularly strong
character (in Angell’s classification based on the concept of
fragility [43]) of PIB. As shown in Ref. [83], the Tc/Tg ratio
tends to decrease with the fragility of the system for low-
molecular glass-forming systems. To check whether this could
also be the case for polymers, we have represented in Fig. 14
the available values of the Tc/Tg ratio for polymers as function
of the corresponding reported fragility parameters, defined as
m = ∂ log τα
∂(Tg/T )
∣∣∣∣∣
T=Tg
. (14)
Taking into account the large uncertainties usually involved
in determining the value of the fragility index, the proposed
trend also seems to work in glass-forming polymers. In fact,
it seems that the data available nicely follow an analytical law
relating the Tc/Tg ratio and m (see the solid line in Fig. 14)
which was recently proposed by Saltzman and Schweizer [84].
Then, the temperature difference between Tc and Tg would
reflect the fragility of polymeric liquids.
V. CONCLUSIONS
The applicability of Mode Coupling Theory to PIB has
been explored. We have obtained consistent results in the
application of MCT phenomenological predictions to the
dynamic structure factor and the self-correlation function of
PIB main-chain carbons calculated from our simulation data.
Considering the self-correlation function of methyl-group
hydrogens the analysis is hampered by the occurrence of
the specific methyl group rotations with characteristic times
in the von Schweidler regime. On the other hand, a larger
localization length rsc is deduced for methyl-group hydrogens
with respect to that of main-chain carbons. Results reported for
other polymers also indicate larger values of rsc for hydrogens
than for main-chain carbons; the Lindemann criterion would
be satisfied only by the former subspecies.
The values of the exponent parameter and critical temper-
ature obtained from our MCT analysis of PIB agree, within
the uncertainties involved in both studies, with those deduced
from depolarized light scattering experiments [37]. Both,λ and
Tc/Tg values found for PIB are unusually large with respect
to those usually obtained in low molecular weight systems.
The high Tc/Tg value is compatible with a certain correlation
of this parameter with the fragility in Angell’s classification,
as proposed by Sokolov [83] and more recently by Saltzman
and Schweizer [84]. Conversely, the value of λ is close to that
reported for real polymers like 1,4-PB [18], PPG [45], or PS
[37], simulated polymers like 1,4-PB [24] and PVME [25], and
simple polymer models with intramolecular barriers [27]. Such
finding could be interpreted in the framework of a higher-order
MCT transition for real polymers arising from the simul-
taneous occurrence of two mechanisms leading to dynamic
arrest: (i) packing, of intermolecular character and present
in all glass-forming systems; (ii) barriers for conformational
changes, of intramolecular origin, which combined with chain
connectivity are specific of macromolecular systems [24,27].
Our findings in PIB seem to confirm the generality of this
framework.
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