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1. INTRODUCTION 
In the development of the theory of inequalities, an enormous amount of 
effort has been devoted to the sharpening of its classical approaches and to the 
discovery of its new ones. Often in the course of discovering a new approach 
to inequalities, one has been naturally inspired by a classical one. In return, the 
classical approach may be used to establish more inequalities. It is almost 
generally acknowledged that many classical approaches to inequalities can be 
found in Beckenbach-Bellman [2], Hardy-Littlewood-P6lya [4], and MitrinoviC 
l-1 11. 
Recently Iwamoto introduced a main dynamic programming and its inverse 
dynamic programming in a sequence of papers [5-IO], to which his Main 
Problem and Inverse Problem [lo, p. 6911 are to be reduced. In order to asso- 
ciate his Main and Inverse Problems with the Principles of Optimality [lo, 
Theorem 11, Iwamoto, in turn, established a necessary and sufficient condition 
for his Main (resp. Inverse) Problem to have a maximum (resp. Minimum) 
value function [lo, Theorem 21 and presented their more feasible forms as 
Theorems 3 and 4 on page 693 of [lo]. He then freely applied one part of his, 
Theorem 3 and 4 or the other, corresponding to the Main or Inverse Problem 
to establish the AM-GM inequality, the Minkowski inequality, the Holder 
inequality (and a fortiori the Cauchy-Schwarz inequality), and others. 
As pointed out in [lo] by Iwamoto, his approach to inequalities is based on the 
functional equation approach introduced by Bellman in [2, p. 6; 3, p. 411. 
Needless to say, Bellman and Iwamoto approaches to inequahties are basically 
the same. However, the functional equation approach to inequalities by Bellman 
[2, 31 appears to be simpler in use in some cases (see below). 
It should be noted that Iwamoto [lo], in fact, proved a more generalized 
AM-GM inequality as follows: 
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where p n I (In t II t .-. 0 are constants, x,, _.. 0, I ’ a :.; 3’. ‘I’hc sign 01’ cclualit!~ 
holds if and only if 
Here and in what follows C and n are used to indicate Cr._, and nf.. , res- 
pectively, whenever confusion is unlikely to occur. 
Although the inequality (1) possesses a quite involved form on the right hand 
side, it is indeed equivalent to the usual ARI-GRI inequality (3) (see below). To 
see this, setting s, -- yn , p,, 7 qrl = an/(x cd,), t,, -.= ( 1 :c n :.< i\‘), (1) becomes 
On the other hand, after putting ylz = q&,xfin/p, , “I,, = p,/t, (1 :< n ~1 N) in 
(3), (1) is recaptured by a simple transposition of (3). 
For the reasons stated above, as a comparison, we shall alternatively establish 
again the AM-GM inequality (I), the Minkowski inequality, and the Holder 
inequality through the functional equation approach of dynamic programming 
[2, 31. Also, a generalized Holder inequality considered by Beckenbach [I, 
Theorem 1, p. 241 is so established here as a further interesting example. 
12. AM-GM INEQUALITY 
To establish the inequality (I), we begin with the problem of maximizing 
TX~ subject to 
C q,x: = a, a > 0, xn > 0. (4) 
Denote this maximum value by fN(a), for N = 1,2,.... In order to obtain 
a recurrence relation connecting the functions jX(u) and f+i(a), we note that 
once xN is chosen, the remaining problem is that of chosen xi ,..., xX-i subject to 
N-l 
c qnx;n = a - qNX$ 
n-1 
.‘c, 3 0 (5) 
so as to maximize IJfIt x2. 
It follows that 
(6) 
for X = 2, 3,..., with fi(a) = (a/ql)"J'~. 
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By putting x, = alItnZn , 1 < n 6 hi, in (4), w obtain 
f&4 = JVdl>, (7) 
where 0, = ~b=,p,/t,, , 1 <i < M. Using (7), (6) becomes 
Since Z,, = [pN/qN(pN + 8h--ltA,)]11t~ maximizes x,qV(l - qNZN)eN-l, a direct 
substitution yields the recurrence relation 
fN(l) = !g (~)yfN.~l(l). 
NN 
Since fr( 1) = (l/QG~~, (8) implies inductively that 
(9) 
It is now clear that the inequality (1) follows from (4), (7), and (10). Also the 
sign of equality holds if and only if (2) holds. 
3. MINK~WSKI INEQUALITY 
We state and prove Minkowski inequality as follows: For p > 1 
c (b, + x,)P < [(c bny -t (c xn.)‘ip]7: (11) 
where b, > 0, 1 < 91 < N, are constants. The inequality sign is reversed for 
0 <p < 1. In either case, the sign of equality holds if and only if 
x r = . . . bl =.z. 
For p > 1, we consider the problem 
(12) 
subject to 
K 
fKta) = mxp c (4 -k %)“, l<K<N (13) 
n=1 
5 x,” = a, a > 0, x, 2 0. (14) 
n-1 
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Using the principle of optimality, we obtain the recurrence relation 
fK(u) = max [(bK + x~)~ i f~-r(a - XK*)] 
O<r&x”~ 
(1% 
for K = 2, 3,..., N, withf,(a) = (b, f ullr)P. By induction it is easy to establish 
fK(a) = max [(b, + xK)p + lrfl 6,p)lip + (a - xK y’/“] . (16) 
0g+$1' rt=l 
The maximum is attained for 
Substituting (17) into (16), a simplification yields 
fK(u) =: [(il 6,fp + d/p] , 1 < K -i N (18) 
It is now clear that the inequality (11) follows from (13), (14), and (18). Also the 
sign of equality holds if and only if (12) holds. 
For 0 < p < 1, the analysis is similar, mutatis mutandis, with the roles of the 
forms 
f (b, + x,)r and f X,P 
n=l n-1 
interchanged. 
4. HOLDER INEQUALITY 
We state and prove Holder inequality as follows: For p > I 
(19) 
where 6, > 0, 1 < n < N, are constants and 4 = p/(p - 1). Then inequality 
sign is reversed for 0 < p < 1. In either case the sign of equality holds if and 
only if 
xl 
P XNT’ 
- . . . 
6,” = F,,j - (20) 
FUNCTIONAL EQUATION APPROACH 
For p > 1 we consider the problem 
f&4 = ma C bnxn X” 
subject to 
CX,,~=~, a>O, x,>O. 
Then, arguing as in Section 2, we obtain the recurrence relation 
fd4 = max , FNXN -t- fh4a - XN*)] 
OS&&P- 
for N = 2, 3,..., withf,(u) = b&l”. 
Putting x, = all*Zn , 1 < n < N, in (21) and (22), we have 
f,y(a) = ?fdl> 
and then 
fiv(l) = Ogy<lP~~~ -t- (1 - ~,v”)““f~-~(1)1. 
Since YN = b$“/[fi-r(l) + bNq]llP maximizes 
b,YN + (1 - YN*).fN-lu)~ 
a direct substitution yields the recurrence relation 
fdl) = [%1(l) + bvall’u. 
Since fr( 1) = b, , an easy induction on (26) gives 
fN(l) == (c Ir,y 
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(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
It is now clear that the inequality (19) follows from (21), (24), and (27). Also the 
sign of equality holds if and only if (20) holds. 
For 0 < p < 1, the analysis is similar, mutatis mutandis, with the roles of the 
forms C b,x, and 1 x,,* interchanged. 
5. A GENERALIZED HOLDER INEQUALITY 
In [I], Beckenbach established, among other things, a generalized Holder 
inequality by a method of multidimensional analysis. We shall prove it below 
by the functional equation approach of dynamic programming as above. Con- 
sequently, it will also serve as an interesting and useful example of solving a 
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single multidimensional problem viewed as a multi-stage allocation process b! 
“a formulation of the problem which preserves this dimcnsionality and saves us 
from becoming bogged down in the complexities of multidimensional analysis” 
(as insisted and stated by Bellman in [3, p. 71). 1F 7c non; cite Theorem 1 given on 
page 24 of IIeckenbach [I] with a slight change of symbols to suit our notation 
as follows: 
BI:CKE~-I-UCH THEOREM. Let c’, , K, > 0, 1 I..; n ::T M, 0 .:: ill < :Y, be 
given and let p, q satisfy q ::.:- p/(p - I). Then for p :., I, th (generalized Hiikler) 
inequality 
(28) 
holds for all .r M+1 ,..., xx ;: 0. The inequulity sign is rezersed for 0 < p <.I I. 
In either case, the sign of equality holds $ and on& if 
Remark. The assumption of the strict positivity of xyw,, ,..., .x:~ is not 
necessarily required here as did in Beckenbach [l]. 
To establish the inequality (28), for p > 1, we begin with the problem of 
minimizing 
subject to 
u .‘, 0, s~p,,f+l ,..., xx > 0 
w=M+l 
(30) 
(31) 
Since A and B are constants, the problem (30)-(31) is obviously equivalent to 
the problem of maximizing 
i K&z (32) 
W-M+1 
subject to (31). 
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Denote now the minimum value of the function (30) and the maximum value 
of the function (32) by F,( a and f,(a) respectively for X == 1, 2,.... Clearly, ) 
(33) 
For the problem (32)--(31), g g ar uin in the same way as that in Section 4, we 
obtain 
where 
kr= ... C,” 
%l 
=KNp* (34) 
It remains to show that (:‘, = c,, , M + I CY n < K. In doing so, we consider 
The minimum is attained for 
The conclusion of the Reckenbach Theorem for p > I is now clear. 
For 0 c:: p <. ’ 1, the analysis is similar, mutatis mutandis, with the roles of the 
forms 
and 
interchanged. 
N 
2 K,.% 
n---M+1 
f x” 
n=hf+1 
6. CONCLUDING REMARKS 
It should be noted that the technique of changing variables is used for esta- 
blishing the AM-GM inequality in Section 2 and the Holder inequality in 
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Section 4, but it somehow cannot bc used (due to the term (6, i. .tK)p) to 
establish the Minkowski inequality in Section 3. Instead, a straight induction 
is used for solving the problem. 
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