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DOUBLE SCHUBERT POLYNOMIALS FOR THE CLASSICAL GROUPS
TAKESHI IKEDA, LEONARDO C. MIHALCEA, AND HIROSHI NARUSE
ABSTRACT. For each infinite series of the classical Lie groups of type B, C or D, we introduce a
family of polynomials parametrized by the elements of the corresponding Weyl group of infinite
rank. These polynomials represent the Schubert classes in the equivariant cohomology of the
appropriate flag variety. They satisfy a stability property, and are a natural extension of the
(single) Schubert polynomials of Billey and Haiman, which represent non-equivariant Schubert
classes. They are also positive in a certain sense, and when indexed by maximal Grassmannian
elements, or by the longest element in a finite Weyl group, these polynomials can be expressed
in terms of the factorial analogues of Schur’s Q- or P -functions defined earlier by Ivanov.
1. INTRODUCTION
A classical result of Borel states that the (rational) cohomology ring of the flag variety of
any simple complex Lie group G is isomorphic, as a graded ring, to the coinvariant algebra of
the corresponding Weyl group W , i.e. to the quotient of a polynomial ring modulo the ideal
generated by the W -invariant polynomials of positive degree. The Schubert classes form a dis-
tinguished additive basis of the cohomology ring indexed by the elements in the Weyl group.
Bernstein-Gelfand-Gelfand [2] (see also Demazure [7]) showed that if one starts with a poly-
nomial that represents the cohomology class of highest codimension (the Schubert class of a
point), one obtains all the other Schubert classes by applying a succession of divided difference
operators corresponding to simple roots. This construction depends on the choice of a polyno-
mial representative for the “top” cohomology class. For SL(n,C), Lascoux and Schu¨tzenberger
[30] considered one particular choice, which yielded polynomials - the Schubert polynomials -
with particularly good combinatorial and geometric properties.
It is a natural problem to extend the construction in [30] to the other classical Lie groups.
To this end, Fomin and Kirillov [10] listed up five properties that characterize the Schubert
polynomials in type A, but they showed that it is impossible to construct a theory of “Schubert
polynomials” in type B satisfying the same properties. For type Bn, they constructed several
families of polynomials which satisfy all but one of these properties.
There is another approach to this problem due to Billey and Haiman [5]. Consider one of the
series of Lie types Bn,Cn, and Dn and denote by Gn, Tn, and Bn the corresponding classical
Lie group, a maximal torus, and a Borel subgroup containing the maximal torus. The associated
flag variety is Fn = Gn/Bn, and the cohomology Schubert classes σ(n)w are labeled by elements
w in the Weyl group Wn of Gn. There is a natural embedding of groups Gn →֒ Gn+1, and
this induces an embedding of the flag varieties Fn →֒ Fn+1 and reverse maps in cohomology
H∗(Fn+1,Q) → H
∗(Fn,Q), compatible with the Schubert classes. For each element w in the
infinite Weyl group W∞ =
⋃
n≥1Wn, there is a stable Schubert class σ
(∞)
w = lim←−σ
(n)
w in the
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inverse system lim←−H
∗(Fn,Q) of the cohomology rings. A priori, the class σ(∞)w is represented
by a homogeneous element in the ring of power series Q[[z1, z2, . . . ]], but Billey and Haiman
showed in [5] that it is represented by a unique element Sw in the subring1
(1.1) Q[z1, z2, . . . ; p1(z), p3(z), p5(z), . . .],
where pk(z) =
∑∞
i=1 z
k
i denotes the power-sum symmetric function. Note that the images of
the even power-sums p2i(z) in the limit of the coinvariant rings vanish for each of the types
B,C and D. The elements {Sw} are obtained as the unique solutions of a system of equations
involving infinitely many divided difference operators. These polynomials will satisfy the main
combinatorial properties of the type A Schubert polynomials, if interpreted appropriately. In
particular, the polynomial Sw is stable, i.e. it represents the Schubert classes σ(n)w in H∗(Fn,Q)
simultaneously for all positive integers n.
The flag varieties admit an action of the maximal torus Tn, and the inclusion Fn →֒ Fn+1
is equivariant with respect to Tn →֒ Tn+1. Therefore one can define an equivariant version
of the stable Schubert classes, and one can ask whether we can ‘lift’ the polynomials of Bil-
ley and Haiman to the equivariant setting. These will be the “double Schubert polynomials”,
which we will define and study next. The terminology comes from type A, where Lascoux and
Schu¨tzenberger defined a double version of their Schubert polynomials in [30] (see also [32]).
As shown by Fulton in [11], the type A double Schubert polynomials can also be constructed
as polynomials which represent the cohomology classes of some degeneracy loci. More re-
cently, two related constructions connecting double Schubert polynomials to equivariant co-
homology of flag manifolds, using either Thom polynomials or Gro¨bner degenerations were
obtained independently by Fehe´r and Rima´nyi [9] and by Knutson and Miller [24]. The de-
generacy locus construction was extended to other types by Fulton [12], Pragacz-Ratajski [36]
and Kresch-Tamvakis [29]. The resulting polynomials are expressed in terms of Chern classes
canonically associated to the geometric situation at hand. Their construction depends again on
the choice of a polynomial to represent the “top class” - the diagonal class in the cohomology
of a flag bundle. Unfortunately different choices lead to polynomials having some desirable
combinatorial properties - but not all. In particular, the polynomials in [29, 12] do not satisfy
the stability property.
In this paper we will work in the equivariant cohomology of flag varieties. As in [5], there
is a unique family of stable polynomials, which is the unique solution of a system of divided
difference operators. In our study we will make full use of localization techniques in equivariant
cohomology. In the process, we will reprove, and put on a more solid geometric foundation, the
results from [5].
1.1. Infinite hyperoctahedral groups. To fix notations, let W∞ be the infinite hyperoctahedral
group, i.e. the Weyl group of type C∞ (or B∞). It is generated by elements s0, s1, . . . subject to
the braid relations described in (3.1) below. For each nonnegative integer n, the subgroup Wn
of W∞ generated by s0, . . . , sn−1 is the Weyl group of type Cn. W∞ contains a distinguished
subgroup W ′∞ of index 2 - the Weyl group of D∞ - which is generated by s1ˆ, s1, s2, . . ., where
s1ˆ = s0s1s0. The corresponding finite subgroup W ′n = W ′∞ ∩Wn is the type Dn Weyl group.
To be able to make statements which are uniform across all classical types, we use W∞ to
denote W∞ when we consider types C or B and W ′∞ for type D; similar notation is used for
1 The elements {z1, z2, . . . ; p1(z), p3(z), p5(z), . . .} are algebraically independent, so the ring (1.1) can also be
regarded simply as the polynomial ring in zi and pk (k = 1, 3, 5, . . .).
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W n ⊂W∞. Finally, set I∞ to be the indexing set {0, 1, 2, . . .} for types B,C and {1ˆ, 1, 2, . . .}
for type D.
1.2. Stable Schubert classes. To each element w ∈W n there corresponds a torus-fixed point
ew in the flag variety Fn = Gn/Bn (see §2.1 below). The Schubert variety Xw is defined to be
the closure of the Schubert cell B−n ew in Fn, where B−n is the Borel subgroup opposite to Bn.
The fundamental class of Xw determines a Schubert class σ(n)w in the equivariant cohomology
ring2 H2ℓ(w)Tn (Fn), where ℓ(w) is the length of w. The classes {σ
(n)
w }w∈W n form an H∗Tn(pt)-
basis of the equivariant cohomology ring H∗Tn(Fn). Note that H
∗
Tn
(pt) is canonically identified
with the polynomial ring Z[t](n) := Z[t1, . . . , tn] generated by a standard basis {t1, . . . , tn} of
the character group of Tn.
Since the torus Tn acts trivially on ev , the inclusion map ιv : ev → Fn is equivariant, and
induces the localization map ι∗v : H∗Tn(Fn) → H∗Tn(ev). It is well-known (cf. e.g. [1]) that the
product map
ι∗ = (ι∗v)v : H
∗
Tn
(Fn) −→
∏
v∈W n
H∗Tn(ev) =
∏
v∈W n
Z[t](n)
is injective, so we will often identify σ(n)w with an element in∏v∈W n Z[t](n) via ι∗. It turns out
that the localizations of Schubert classes stabilize, in the sense that for v, w ∈W n ⊂Wm, the
polynomial ι∗v(σ
(m)
w ) in H∗Tm(ev) = Z[t]
(m) remains constant as m varies. Therefore, we can
pass to the limit to define the stable (equivariant) Schubert class σ(∞)w in
∏
v∈W∞
Z[t], where
Z[t] is the polynomial ring in the variables ti (i ≥ 1). Denote by H∞ the Z[t]-submodule
of
∏
v∈W∞
Z[t] spanned by the stable Schubert classes. We will show that H∞ is actually a
subalgebra of
∏
v∈W∞
Z[t] which has a Z[t]-basis consisting of stable Schubert classes {σ(∞)w }.
A crucial part in the theory of Schubert polynomials of classical types is played by the P
and Q Schur functions [37]. These are symmetric functions Pλ(x) and Qλ(x) in a new set of
variables x = (x1, x2, . . .), and are indexed by strict partitions λ (see §4 below for details).
The P or Q Schur function corresponding to λ with one part of length i is denoted respectively
by Pi(x) and Qi(x). Define Γ = Z[Q1(x), Q2(x), . . .] and Γ′ = Z[P1(x), P2(x), . . .]. Note
that Γ and Γ′ are not polynomial rings, since Qi(x) respectively Pi(x) are not algebraically
independent (see §4 for the relations among them), but they have canonical Z-bases consisting
of the Q-Schur functions Qλ(x) (respectively P -Schur functions Pλ(x)). We define next the
Z[t]-algebras of Schubert polynomials
R∞ = Z[t]⊗Z Γ⊗Z Z[z], R
′
∞ = Z[t]⊗Z Γ
′ ⊗Z Z[z],
where Z[z] = Z[z1, z2, . . .] is the polynomial ring in z = (z1, z2, . . .). We will justify the
terminology in the next paragraph. Again, in order to state results uniformly in all types, we use
the bold letterR∞ to denote R∞ for type C and R′∞ for types B and D.
There exists a homomorphism
Φ = (Φv)v∈W∞ : R∞ −→
∏
v∈W∞
Z[t]
of graded Z[t]-algebras, which we call universal localization map. Its precise (algebraic) def-
inition is given in §6 and it has a natural geometrical interpretation explained in §10. One of
the main results in this paper is that Φ is an isomorphism from R∞ onto H∞ (cf. Theorem
2 Unless otherwise stated, from now on we work over cohomology with coefficients over Z.
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6.3 below). While injectivity is easily proved algebraically, surjectivity is more subtle. It uses
the transition equations, which are recursive formulas which allow writing any stable Schubert
class σ(∞)w in terms of the (Lagrangian or Orthogonal) Grassmannian Schubert classes. Once
reduced to the Grassmannian case, earlier results of the first and third author [16, 18], which
show that the classes in question are represented by Ivanov’s factorial Q (or P ) Schur functions
[20], finish the proof of surjectivity.
By pulling back - via Φ - the stable Schubert classes, we introduce polynomials Sw =
Sw(z, t; x) inR∞, which are uniquely determined by the ”localization equations”
(1.2) Φv (Sw(z, t; x)) = ι∗v(σ(∞)w ),
where ι∗v(σ
(∞)
w ) ∈ Z[t] is the stable limit of ι∗v(σ
(n)
w ).
1.3. Divided difference operators. Alternatively, {Sw(z, t; x)} can be characterized in a purely
algebraic manner by using the divided difference operators. There are two families of operators
∂i, δi (i ∈ I∞) on R∞, such that operators from one family commute with those from the other
(see §2.5 for the definition). Then:
Theorem 1.1. There exists a unique family of elements Sw = Sw(z, t; x) in R∞, where w ∈
W∞, satisfying the equations
(1.3) ∂iSw =
{
Swsi if ℓ(wsi) < ℓ(w)
0 otherwise
, δiSw =
{
Ssiw if ℓ(siw) < ℓ(w)
0 otherwise
,
for all i ∈ I∞, and such that Sw has no constant term except for Se = 1.
The operators ∂i, δi are the limits of the same operators on the equivariant cohomology
H∗Tn(Fn), since the latter are compatible with the projections H∗Tn+1(Fn+1) → H∗Tn(Fn). In
this context, the operator ∂i is an equivariant generalization the operator defined in [2, 7], and
it can shown that it is induced by the right action of the Weyl group on the equivariant coho-
mology (cf. [27, 28]). The operator δi exists only in equivariant cohomology, and it was used
in [28, 38] to study equivariant Schubert classes. It turns out that it corresponds to a left Weyl
group action on H∗Tn(Fn).
1.4. Billey and Haiman’s polynomials and a change of variables. The polynomials from
Theorem 1.1 are lifts of Billey-Haiman polynomials from the non-equivariant to equivariant
cohomology. Concretely, if we forget the torus action, then
Sw(z, 0; x) = S
BH
w (z; x)
where SBHw (z; x) denotes the Billey-Haiman’s polynomial. This follows immediately from the
Theorem 1.1, since {SBHw (z; x)} are the unique elements in Γ⊗ZZ[z] (for type C) or Γ′⊗ZZ[z]
(for type B,D) which satisfy the equation involving the right divided difference operators ∂i.
The variables zi in Sw(z, t; x) correspond geometrically to the limits of Chern classes of the
tautological line bundles, while the variables ti to the equivariant parameters. To understand
why the variables xi are needed - both algebraically and geometrically - we comment next on
the “change of variables” which relates the Billey-Haiman polynomials to those defined by
Fomin and Kirrilov in [10, Thm. 7.3]. The general formula in our situation - along with its
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geometrical explanation - will be given in section 10 below. The relation between x and z is
given by
∞∏
i=1
1 + xiu
1− xiu
=
∞∏
i=1
(1− ziu),
or equivalently p2i(z) = 0 and −2p2i+1(x) = p2i+1(z). In type C, it is known that p2i(z)
generates the (limit of the) ideal of relations in cohomology, therefore such a variable change
eliminates the ambiguity of representatives coming from p2i(z) = 0. Note that the change of
variables can be also expressed as (−1)iei(z) = Qi(x) = 2Pi(x) (i ≥ 1). It follows that after
extending the scalars from Z to Q, the ring Γ⊗Z Z[z] (or Γ′ ⊗Z Z[z]) is identified with the ring
(1.1). Since both Γ and Γ′ have distinguished Z-bases, the polynomials SBHw (z; x) will expand
uniquely as a combination of Q-Schur (or P -Schur) functions with coefficients in Q[z].
In type C, the change of variables corresponds to making Qi(x) = ci(S∗) - where ci(S∗)
is the limit of the Chern classes of the duals of the tautological subbundles of the Lagrangian
Grassmannians, regarded as elements in lim←−H
∗(Fn). This is the identification which was used
by Pragacz (see e.g. [13, pag. 32]) to study the cohomology of the Lagrangian Grassmannian.
1.5. Combinatorial properties of the double Schubert polynomials. We state next the com-
binatorial properties of the double Schubert polynomials Sw(z, t; x):
• (Basis) Sw(z, t; x) form a Z[t]-basis ofR∞;
• (Symmetry) Sw(z, t; x) = Sw−1(−t,−z; x);
• (Positivity) The double Schubert polynomial Sw(z, t; x) can be uniquely written as
Sw(z, t; x) =
∑
λ
fλ(z, t)Fλ(x),
where the sum is over strict partitions λ = (λ1, . . . , λr) such that λ1 + · · ·+ λr ≤ ℓ(w),
fλ(z, t) is a homogeneous polynomial in N[z,−t], and Fλ(x) is the Q-Schur function
Qλ(x) in type C, respectively the P -Schur function Pλ(x) in types B,D. For a precise
combinatorial formula for the coefficients fλ(z, t) see Cor. 8.10 and Lem. 8.11 below.
The basis property implies that we can define the structure constants cwuv(t) ∈ Z[t] by the
expansion
Su(z, t; x)Sv(z, t; x) =
∑
w∈W∞
cwuv(t)Sw(z, t; x).
These coincide with the structure constants in equivariant cohomology ofFn, written in a stable
form. The same phenomenon happens in [30, 5].
1.6. Grassmannian Schubert classes. To each strict partition λ one can associate a Grass-
mannian element wλ ∈ W∞. Geometrically these arise as the elements in W∞ which index
the pull-backs of the Schubert classes from the appropriate Lagrangian or Orthogonal Grass-
mannian, via the natural projection from the flag variety. For the Lagrangian Grassmannian,
the first author [16] identified the equivariant Schubert classes with the factorial analogues of
Schur Q-function defined by Ivanov [20]. This result was extended to the maximal isotropic
Grassmannians of orthogonal types B and D by Ikeda and Naruse [18]. See §4 for the definition
of Ivanov’s functions Qλ(x|t), Pλ(x|t). We only mention here that if all ti = 0 they coincide
with the ordinary Q or P functions; in that case, these results recover Pragacz’s results from
[35] (see also [21]). We will show in Theorem 6.6 that the polynomial Swλ(z, t; x) coincides
with Qλ(x|t) or Pλ(x|t), depending on the type at hand. In particular, the double Schubert
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polynomials for the Grassmannian elements are Pfaffians - this is a Giambelli formula in this
case.
1.7. Longest element formulas. Next we present the combinatorial formula for the double
Schubert polynomial indexed by w(n)0 , the longest element in W n (regarded as a subgroup of
W∞). This formula has a particular significance since this is the top class mentioned in the first
section. We denote by Bw,Cw,Dw the double Schubert polynomial Sw for types B,C, and D
respectively. Note that Bw = 2−s(w)Cw, where s(w) is the number of signs changed by w (cf.
§3.3 below).
Theorem 1.2 (Top classes). The double Schubert polynomial associated with the longest ele-
ment w(n)0 inW n is equal to:
(1) C
w
(n)
0
(z, t; x) = Qρn+ρn−1(x|t1,−z1, t2,−z2, . . . , tn−1,−zn−1),
(2) D
w
(n)
0
(z, t; x) = P2ρn−1(x|t1,−z1, t2,−z2, . . . , tn−1,−zn−1),
where ρk = (k, k − 1, . . . , 1).
1.8. Comparison with degeneracy loci formulas. One motivation for the present paper was
to give a geometric interpretation to the factorial Schur Q-function by means of degeneracy
loci formulas. In type A, this problem was treated by the second author in [33], where the
Kempf-Laksov formula for degeneracy loci is identified with the Jacobi-Trudi type formula for
the factorial (ordinary) Schur function. To this end, we will reprove a multi-Pfaffian expression
for σwλ (see §11 below) obtained by Kazarian [22] while studying Lagrangian degeneracy loci.
1.9. Organization. Section 2 is devoted to some general facts about the equivariant cohomol-
ogy of the flag variety. In section 3 we fix notation concerning root systems and Weyl groups,
while in section 4 we give the definitions and some properties of Q- and P -Schur functions,
and of their factorial analogues. The stable (equivariant) Schubert classes {σ(∞)w } and the ring
H∞ spanned by these classes are introduced in section 5. In section 6 we define the ring of
Schubert polynomialsR∞ and establish the isomorphism Φ : R∞ → H∞. In the course of the
proof, we recall the previous results on isotropic Grassmannians (Theorem 6.6). In section 7
we define the left and right action of the infinite Weyl group on ring R∞, and then use them to
define the divided difference operators. We also discuss the compatibility of the actions on both
R∞ and H∞ under the isomorphism Φ. We will prove the existence and uniqueness theorem for
the double Schubert polynomials in section 8, along with some basic combinatorial properties
of them. The formula for the Schubert polynomials indexed by the longest Weyl group element
is proved in section 9. Finally, in section 10 we give an alternative geometric construction of
our universal localization map Φ, and in section 11, we prove the formula for Qλ(x|t) in terms
of a multi-Pfaffian.
1.10. Note. After the present work was completed we were informed that A. Kirillov [23]
had introduced double Schubert polynomials of type B (and C) in 1994 by using Yang-Baxter
operators (cf. [10]), independently to us, although no connection with (equivariant) cohomology
had been established. His approach is quite different from ours, nevertheless the polynomials
are the same, after a suitable identification of variables. Details will be given elsewhere.
This is the full paper version of ‘extended abstract’ [17] for the FPSAC 2008 conference held
in Vin˜a del Mar, Chile, June 2008. Some results in this paper were announced without proof in
[19].
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2. EQUIVARIANT SCHUBERT CLASSES OF THE FLAG VARIETY
In this section we will recall some basic facts about the equivariant cohomology of the flag
variety F = G/B. The main references are [1] and [27] (see also [26]).
2.1. Schubert varieties and equivariant cohomology. LetG be a complex connected semisim-
ple Lie group, T a maximal torus, W = NG(T )/T its Weyl group, and B a Borel subgroup such
that T ⊂ B. The flag variety is the variety F = G/B of translates of the Borel subgroup G,
and it admits a T -action, induced by the left G-action. Each Weyl group element determines
a T -fixed point ew in the flag variety (by taking a representative of w), and these are all the
torus-fixed points. Let B− denote the opposite Borel subgroup. The Schubert variety Xw is the
closure of B−ew in the flag variety; it has codimension ℓ(w) - the length of w in the Weyl group
W .
In general, if X is a topological space with a left T -action, the equivariant cohomology of
X is the ordinary cohomology of a “mixed space” (X)T , whose definition (see e.g. [14] and
references therein) we recall. Let ET −→ BT be the universal T−bundle. The T−action on
X induces an action on the product ET × X by t · (e, x) = (et−1, tx). The quotient space
(X)T = (ET ×X)/T is the “homotopic quotient” of X and the (T−)equivariant cohomology
of X is by definition
H iT (X) = H
i(XT ).
In particular, the equivariant cohomology of a point, denoted by S, is equal to the ordinary
cohomology of the classifying space BT . If χ is a character in Tˆ = Hom(T,C∗) it determines
a line bundle Lχ : ET ×T Cχ −→ BT where Cχ is the 1−dimensional T−module determined
by χ. It turns out that the morphism Tˆ −→ H2T (pt) taking the character χ to the first Chern
class c1(Lχ) extends to an isomorphism from the symmetric algebra of Tˆ to H∗T (pt). Therefore,
if one chooses a basis t1, . . . , tn for Tˆ , then S is the polynomial ring Z[t1, . . . , tn].
Returning to the situation when X = F , note that Xw is a T -stable, therefore its fundamental
class determines the (equivariant) Schubert class σw = [Xw]T in H2ℓ(w)T (F). It is well-known
that the Schubert classes form an H∗T (pt)-basis of H∗T (F).
2.2. Localization map. Denote byFT = {ev|v ∈ W} the set of T -fixed points inF ; the inclu-
sion ι : FT →֒ F is T -equivariant and induces a homomorphism ι∗ : H∗T (F) −→ H∗T (FT ) =∏
v∈W H
∗
T (ev). We identify each H∗T (ev) with S and for η ∈ H∗T (F) we denote its localiza-
tion in H∗T (ev) by η|v. Let R+ denote the set of positive roots corresponding to B and set
R− = −R+, R = R+ ∪ R−. Each root α in R can be regarded as a linear form in S. Let sα
denote the reflection corresponding to the root α. Remarkably, the localization map ι∗ in injec-
tive, and the elements η = (η|v)v in
∏
v∈W S in the image of ι∗ are characterized by the GKM
conditions (see e.g. [1]):
η|v − η|sαv is a multiple of α
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for all v in W and α ∈ R+, where sα ∈ W is the reflection associated to α.
2.3. Schubert classes. We recall a characterization of the Schubert class σw. Let ≤ denote the
Bruhat-Chevalley ordering on W ; then ev ∈ Xw if and only if w ≤ v.
Proposition 2.1. [1],[27] The Schubert class σw is characterized by the following conditions:
(1) σw|v vanishes unless w ≤ v,
(2) If w ≤ v then σw|v is homogeneous of degree ℓ(w),
(3) σw|w =
∏
α∈R+∩wR− α.
Proposition 2.2. Any cohomology class η in H∗T (F) can be written uniquely as an an H∗T (pt)-
linear combination of σw using only those w such that w ≥ u for some u with η|u 6= 0.
Proof. The corresponding fact for the Grassmann variety is proved in [25]. The same proof
works for the general flag variety also. 
2.4. Actions of Weyl group. There are two actions of the Weyl group on the equivariant co-
homology ring H∗T (F), which are used to define corresponding divided-difference operators.
In this section we will follow the approach presented in [28]. Identify η ∈ H∗T (F) with the
sequence of polynomials (η|v)v∈W arising from the localization map. For w ∈ W define
(wRη)|v = η|vw (w
Lη)|v = w · (η|w−1v).
It is proved in [28] that these are well defined actions onH∗Tn(Fn), and that wR is H∗T (pt)-linear,
while wL it is not (precisely because it acts on the polynomials’ coefficients).
2.5. Divided difference operators. For each simple root αi, we define the divided difference
operators ∂i and δi on H∗T (F) by
(∂iη)|v =
η|v − (s
R
i η)|v
−v(αi)
, (δiη)v =
η|v − (s
L
i η)|v
αi
(v ∈ W ).
These rational functions are proved to be actually polynomials. They satisfy the GKM condi-
tions, and thus give elements in H∗T (F) (see [28]). We call ∂i’s (resp. δi’s) right (resp. left)
divided difference operators. The operator ∂i was introduced in [27]. On the ordinary coho-
mology, analogous operators to ∂i’s are introduced independently by Bernstein et al. [2] and
Demazure [7]. The left divided difference operators δi was studied by Knutson in [28] (see also
[38]). Note that ∂i is H∗T (pt)-linear whereas δi is not. The next proposition was stated [28,
Prop.2] (see also [27, 38]).
Proposition 2.3. (1) Operators ∂i and δi are well-defined on the ring H∗T (F);
(2) The left and right divided difference operators commute with each other;
(3) We have
(2.1) ∂iσw =
{
σwsi if ℓ(wsi) = ℓ(w)− 1
0 if ℓ(wsi) = ℓ(w) + 1 , δiσw =
{
σsiw if ℓ(siw) = ℓ(w)− 1
0 if ℓ(siw) = ℓ(w) + 1 .
Proof. We only prove (2.1) for δi here, as the rest is proved in [28]. By Prop. 2.1 (δiσw)|v is
nonzero only for {v| v ≥ w or siv ≥ w}. This implies that the element δiσw is a H∗T (pt)-linear
combination of {σv | v ≥ w or siv ≥ w} by Prop. 2.2. Moreover σv appearing in the linear
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combination have degree at most ℓ(w)− 1. Thus if ℓ(siw) = ℓ(w) + 1 then δiσw must vanish.
If ℓ(siw) = ℓ(w)− 1 the only possible term is a multiple of σsiw. In this case we calculate
(δiσw) |siw =
σw|siw − si(σw|w)
αi
= −
si(σw|w)
αi
,
where we used σw|siw = 0 since siw < w. Here we recall the following well-known fact that
w > siw =⇒ si(R
+ ∩ wR−) = (R+ ∩ siwR
−) ⊔ {−αi}.
So we have
si(σw|w) =
∏
β∈si(R+∩wR−)
β = (−αi)
∏
β∈(R+∩siwR−)
β = (−αi) · σsiw|siw.
By the characterization (Prop. 2.1), we have δiσw = σsiw. 
3. CLASSICAL GROUPS
In this section, we fix the notations for the root systems, Weyl groups, for the classical groups
used throughout the paper.
3.1. Root systems. Let Gn be the classical Lie group of one of the types Bn,Cn or Dn, i.e. the
symplectic group Sp(2n,C) in type Cn, the odd orthogonal group SO(2n + 1,C) in types Bn
and SO(2n,C) in type Dn. Correspondingly we have the set Rn of roots, and the set of simple
roots. These are subsets of the character group Tˆn =
⊕n
i=1 Zti of Tn, the maximal torus of Gn.
The positive roots R+n (set R−n := −R+n the negative roots) are given by
Type Bn : R+n = {ti | 1 ≤ i ≤ n} ∪ {tj ± ti | 1 ≤ i < j ≤ n},
Type Cn : R+n = {2ti | 1 ≤ i ≤ n} ∪ {tj ± ti | 1 ≤ i < j ≤ n},
Type Dn : R+n = {tj ± ti | 1 ≤ i < j ≤ n}.
The following are the simple roots:
Type Bn : α0 = t1, αi = ti+1 − ti (1 ≤ i ≤ n− 1),
Type Cn : α0 = 2t1, αi = ti+1 − ti (1 ≤ i ≤ n− 1),
Type Dn : α1ˆ = t1 + t2, αi = ti+1 − ti (1 ≤ i ≤ n− 1).
We introduce a symmetric bilinear form (·, ·) on Tˆn ⊗Z Q by (ti, tj) = δi,j. The simple
coroots α∨i are defined to be α∨i = 2αi/(αi, αi). Let ωi denote the fundamental weights, i.e.
those elements in Tˆn ⊗Z Q such that (ωi, α∨i ) = δi,j . They are explicitly given as follows:
Type Bn : ω0 = 12 (t1 + t2 + · · ·+ tn) , ωi = ti+1 + · · ·+ tn (1 ≤ i ≤ n− 1),
Type Cn : ωi = ti+1 + · · ·+ tn (0 ≤ i ≤ n− 1),
Type Dn : ω1ˆ = 12 (t1 + t2 + · · ·+ tn) , ω1 =
1
2
(−t1 + t2 + · · ·+ tn) ,
ωi = ti+1 + · · ·+ tn (2 ≤ i ≤ n− 1).
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3.2. Weyl groups. Set I∞ = {0, 1, 2, . . .} and I ′∞ = {1ˆ, 1, 2, . . .}.We define the Coxeter group
(W∞, I∞) (resp. (W ′∞, I∞)) of infinite rank, and its finite parabolic subgroup Wn (resp. W ′n)
by the following Coxeter graphs:
Cn ⊂ C∞ (Bn ⊂ B∞)
◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦ ◦
s0 s1 s2 sn−1 s0 s1 s2 sn−1 sn· · ·· · ·
→֒ · · ·
Dn ⊂ D∞ ◦
◦
◗◗
✑✑
◦ ◦ ◦ ◦ ◦
◦
◦
◗◗
✑✑
◦ ◦ ◦ ◦ ◦s1ˆ
s1
s2 s3 sn−1
s1ˆ
s1
s2 s3 sn−1 sn· · ·· · ·
→֒ ◦ · · ·
More explicitly, the group W∞ (resp. W ′∞ ) is generated by the simple reflections si (i ∈ I∞)
(resp. si (i ∈ I ′∞)) subject to the relations:
(3.1)

s2i = e (i ∈ I∞)
s0s1s0s1 = s1s0s1s0
sisi+1si = si+1sisi+1 (i ∈ I∞ \ {0})
sisj = sjsi (|i− j| ≥ 2)
,


s2i = e (i ∈ I
′
∞)
s1ˆs2s1ˆ = s2s1ˆs2
sisi+1si = si+1sisi+1 (i ∈ I
′
∞ \ {1ˆ})
s1ˆsi = sis1ˆ (i ∈ I
′
∞, i 6= 2)
sisj = sjsi ( i, j ∈ I
′
∞ \ {1ˆ}, |i− j| ≥ 2)
.
For general facts on Coxeter groups, we refer to [3]. Let ≤ denote the Bruhat-Chevalley
order on W∞ or W ′∞. The length ℓ(w) of w ∈ W∞ (resp. w ∈ W ′∞) is defined to be the least
number k of simple reflections in any reduced expression of w ∈ W∞.
The subgroups Wn ⊂W∞, W ′n ⊂W ′∞ are the Weyl groups of the following types:
Type Bn, Cn : Wn = 〈s0, s1, s2, . . . , sn−1〉, Type Dn : W ′n = 〈s1ˆ, s1, s2, . . . , sn−1〉.
It is known that the inclusion Wn ⊂ W∞ (resp. W ′n ⊂ W ′∞) preserves the length and the
Bruhat-Chevalley order, while W ′∞ ⊂ W∞, (resp. W ′n ⊂ Wn) is not (using terminology from
[3] this says that Wn is a parabolic subgroup of W∞, whileW ′∞ is not). From now on, whenever
possible, we will employ the notation explained in §1.1, and use bold fonts W∞ respectively
W n to make uniform statements.
3.3. Signed permutations. The group W∞ is identified with the set of all permutations w of
the set {1, 2, . . .} ∪ {1¯, 2¯, . . .} such that w(i) 6= i for only finitely many i, and w(i) = w(¯i) for
all i. These can also be considered as signed (or barred) permutation of {1, 2, . . .}; we often use
one-line notation w = (w(1), w(2), . . .) to denote an element w ∈ W∞. The simple reflections
are identified with the transpositions s0 = (1, 1¯) and si = (i + 1, i)(i, i+ 1) for i ≥ 1. The
subgroup Wn ⊂ W∞ is described as
Wn = {w ∈ W∞ | w(i) = i for i > n}.
In one-line notation, we often denote an element w ∈ Wn ⊂ W∞ by the finite sequence
(w(1), . . . , w(n)).
The group W ′∞, as a (signed) permutation group, can be realized as the subgroup of W∞
consisting of elements in W∞ with even number of sign changes. The simple reflection s1ˆ is
identified with s0s1s0 ∈ W∞, so as a permutation s1ˆ = (1, 2¯)(2, 1¯).
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3.4. Grassmannian elements. An element w ∈ W∞ is a Grassmannian element if
w(1) < w(2) < · · · < w(i) < · · ·
in the ordering · · · < 3¯ < 2¯ < 1¯ < 1 < 2 < 3 < · · · . Let W 0∞ denote the set of all
Grassmannian elements in W∞. For w ∈ W 0∞, let r be the number such that
(3.2) w(1) < · · · < w(r) < 1 and 1¯ < w(r + 1) < w(r + 2) < · · · .
Then we define the r-tuple of positive integers λ = (λ1, . . . , λr) by λi = w(i) for 1 ≤ i ≤ r.
This is a strict partition i.e. a partition with distinct parts: λ1 > · · · > λr > 0. Let SP denote
the set of all strict partitions. The correspondence gives a bijection W 0∞ −→ SP . We denote
by wλ ∈ W 0∞ the Grassmannian element corresponding to λ ∈ SP ; then ℓ(wλ) = |λ| =
∑
i λi.
Note that this bijection preserves the partial order when SP is considered to be a partially
ordered set given by the inclusion λ ⊂ µ of strict partitions.
We denote by W 1ˆ∞ the set of all Grassmannian elements contained in W ′∞. For w ∈ W 1ˆ∞, the
number r in (3.2) is always even. Define the strict partition λ′ = (λ′1 > · · · > λ′r ≥ 0) by setting
λ′i = w(i)− 1 for 1 ≤ i ≤ r. Note that λ′r can be zero this time. This correspondence gives also
a bijection W 1ˆ∞ −→ SP . We denote by w′λ ∈ W 1ˆ∞ the element corresponding to λ ∈ SP . As
before, ℓ(w′λ) = |λ| where ℓ(w) denotes the length of w in W ′∞.
Example. Let λ = (4, 2, 1). Then the corresponding Grassmannian elements are given by
wλ = 4¯2¯1¯3 = s0s1s0s3s2s1s0 and w′λ = 5¯3¯2¯1¯4 = s1ˆs2s1s4s3s2s1ˆ.
The group W∞ (resp. W ′∞) has a parabolic subgroup generated by si (i ∈ I∞ \ {0}) (resp.
si (i ∈ I
′
∞ \ {1ˆ}). We denote these subgroups by S∞ = 〈s1, s2, . . .〉 since it is isomorphic to the
infinite Weyl group of type A. The product map
W 0∞ × S∞ −→W∞ (resp. W 1ˆ∞ × S∞ −→W ′∞),
given by (u, w) 7→ uw is a bijection satisfying ℓ(uw) = ℓ(u) + ℓ(w) (cf. [3, Prop. 2.4.4]). As
a consequence, wλ (resp. w′λ) is the unique element of minimal length in the left coset wλS∞
(resp. w′λS∞).
4. SCHUR’S Q-FUNCTIONS AND ITS FACTORIAL ANALOGUES
4.1. Schur’s Q-functions. Our main reference for symmetric functions is [31]. Let x =
(x1, x2, . . .) be infinitely many indeterminates. Define Qi(x) as the coefficient of ui in the
generating function
f(u) =
∞∏
i=1
1 + xiu
1− xiu
=
∑
k≥0
Qk(x)u
k.
Note that Q0 = 1. Define Γ to be Z[Q1(x), Q2(x), . . .]. The identity f(u)f(−u) = 1 yields
(4.1) Qi(x)2 + 2
i∑
j=1
(−1)jQi+j(x)Qi−j(x) = 0 for i ≥ 1.
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It is known that the ideal of relations among the functions Qk(x) is generated by the previous
relations. For i ≥ j ≥ 0, define elements
Qi,j(x) := Qi(x)Qj(x) + 2
j∑
k=1
(−1)kQi+k(x)Qj−k(x).
Note that Qi,0(x) = Qi(x) and Qi,i(x) (i ≥ 1) is identically zero. For λ a strict partition we
write λ = (λ1 > λ2 > · · · > λr ≥ 0) with r even. Then the corresponding Schur’s Q-function
Qλ = Qλ(x) is defined by
Qλ(x) = Pf(Qλi,λj (x))1≤i<j≤r,
where Pf denotes the Pfaffian. It is known then that the functions Qλ(x) for λ ∈ SP form a Z-
basis of Γ. TheP -Schur function is defined to bePλ(x) = 2−ℓ(λ)Qλ(x) where ℓ(λ) is the number
of non-zero parts in λ. The next lemma shows that the Q-Schur function is supersymmetric.
Lemma 4.1. Each element ϕ(x) in Γ satisfies
ϕ(t,−t, x1, x2, . . .) = ϕ(x1, x2, . . .)
where t is an indeterminate.
Proof. It suffices to show this for the ring generators Qi(x). This follows immediately from the
generating function. 
4.2. Factorial Q and P -Schur functions. In this section we recall the definition and some
properties of the factorial Q-Schur and P -Schur functions defined by V.N. Ivanov in [20]. Fix
n ≥ 1 an integer, λ a strict partition of length r ≤ n and a = (ai)i≥1 an infinite sequence. By
(x|a)k we denote the product (x − a1) · · · (x − ak). According to [20, Def. 2.10] the factorial
P -Schur function P (n)λ (x1, . . . xn|a) is defined by:
P
(n)
λ (x1, . . . xn|a) =
1
(n− r)!
∑
w∈Sn
w ·
( r∏
i=1
(xi|a)
λi
∏
i≤r,i<j≤n
xi + xj
xi − xj
)
,
where w acts on variables xi. If a1 = 0 this function is stable, i.e. P (n+1)λ (x1, . . . xn, 0|a) =
P
(n)
λ (x1, . . . xn|a), therefore there is a well defined limit denoted Pλ(x|a). It was proved in [18,
Prop. 8] that if a1 6= 0, P (n)λ (x1, . . . xn|a) is stable modulo 2, i.e. P (n+2)λ (x1, . . . xn, 0, 0|a) =
P
(n)
λ (x1, . . . xn|a); so in this case there is a well-defined even and odd limit. From now on
we will denote by Pλ(x|a) the even limit of these functions. Define also the factorial Q-Schur
function Qλ(x|a) to be
Qλ(x|a) = 2
ℓ(λ)Pλ(x|0, a),
where ℓ(λ) is the number of non-zero parts of λ. As explained in [18], the situation a1 6= 0
is needed to study type D; in types B,C, the case a1 = 0 will suffice. For simplicity, we will
also denote P (n)λ (x1, . . . xn|a) by Pλ(x1, . . . xn|a). Let now t = (t1, t2, . . .) be indeterminates.
Define:
tλ = (tλ1 , . . . , tλr , 0, 0, . . .), t
′
λ =
{
(tλ1+1, . . . , tλr+1, 0, 0, . . .) if r is even
(tλ1+1, . . . , tλr+1, t1, 0, . . .) if r is odd
.
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Let also wλ ∈ W 0∞ (resp. w′λ ∈ W 1ˆ∞ ) be the Grassmann element corresponding to λ ∈ SP . We
associate to λ its shifted Young diagram Yλ as the set of boxes with coordinates (i, j) such that
1 ≤ i ≤ r and i ≤ j ≤ i+ λi − 1. We set λj = 0 for j > r by convention. Define
Hλ(t) =
∏
(i,j)∈Yλ
(twλ(i) + twλ(j)), H
′
λ(t) =
∏
(i,j)∈Yλ
(t
w′
λ
(i) + tw′
λ
(j+1)).
Example. Let λ = (3, 1). Then wλ = 3¯1¯2, w′λ = 4¯2¯13, and
Hλ(t) = 4t1t3(t3 + t1)(t3 − t2), H
′
λ(t) = (t4 + t2)(t4 − t1)(t4 − t3)(t2 − t1).
Type C 2t3
2t1
t3+t1 t3−t2 Type D t4+t2
t2−t1
t4−t1 t4−t33
1
3 1 2¯
4
2
2 1¯ 3¯
wλ = s0s2s1s0 = 3¯1¯2 w
′
λ = s1s3s2s1ˆ = 4¯2¯13
Proposition 4.2. ([20]) For any strict partition λ, the factorial Q-Schur function Qλ(x|t) (resp.
Pλ(x|t)) satisfies the following properties:
(1) Qλ(x|t) (resp. Pλ(x|t)) is homogeneous of degree |λ| =
∑r
i=1 λi,
(2) Qλ(x|t) = Qλ(x) + lower order terms in x
(resp. Pλ(x|t) = Pλ(x) + lower order terms in x),
(3) Qλ(tµ|t) = 0 (resp. Pλ(t′µ|t) = 0) unless λ ⊂ µ,
(4) Qλ(tλ|t) = Hλ(t) (resp. Pλ(t′λ|t) = H ′λ(t)).
Moreover Qλ(x|t) (resp. Pλ(x|t)) (λ ∈ SP) form a Z[t]-basis of Z[t]⊗Z Γ (resp. Z[t]⊗Z Γ′).
Proof. In the case t1 = 0 this was proved in [20, Thm. 5.6]. If t1 6= 0, the identity (3) follows
from definition (cf. [18, Prop. 9]), while (4) follows from a standard computation. 
Remark 4.3. The statement in the previous proposition can be strengthened by showing that
the properties (1)-(4) characterize the factorial Q−Schur (respectively P -Schur) functions. For
t1 = 0 this was shown in [20, Thm. 5.6]. A similar proof can be given for t1 6= 0, but it also
follows from Thm. 6.3 below. The characterization statement will not be used in this paper.
Remark 4.4. The function Qλ(x|t) belongs actually to Γ⊗Z Z[t1, t2, . . . , tλ1−1] and Pλ(x|t) to
Γ′ ⊗Z Z[t1, t2, . . . , tλ1 ]. For example we have
Qi(x|t) =
i−1∑
j=0
(−1)jej(t1, . . . , ti−1)Qi−j(x), Pi(x|t) =
i−1∑
j=0
(−1)jej(t1, . . . , ti)Pi−j(x).
Remark 4.5. An alternative formula for Qλ(x|t), in terms of a multi-Pfaffian, will be given
below in §11.
The following proposition will only be used within the proof of the formula for the Schubert
polynomial for the longest element in each type, presented in §9 below.
Proposition 4.6 ([20]). Let λ = (λ1 > · · · > λr ≥ 0) a strict partition with r even. Then
Qλ(x|t) = Pf
(
Qλi,λj(x|t)
)
1≤i<j≤r
, Pλ(x|t) = Pf
(
Pλi,λj(x|t)
)
1≤i<j≤r
.
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Proof. Again, for t1 = 0, this was proved in [20, Thm.3.2], using the approach described in
[31, III.8 Ex.13]. The same approach works in general, but for completeness we briefly sketch
an argument. Lemma 6.5 below shows that there is an injective universal localization map
Φ : Z[z] ⊗ Z[t] ⊗ Γ′ →
∏
w∈W ′
∞
Z[t]. The image of Pλ(x|t) is completely determined by
the images at Grassmannian Weyl group elements w′µ and it is given by Pλ(t′µ|t). But by the
results from [18, §10] we have that Pλ(t′µ|t) = Pf(Pλi,λj (t′µ|t))1≤i<j≤r. The result follows by
injectivity of Φ. 
We record here the following formula used later. The proof is by a standard computation (see
e.g. the proof of [20, Thm. 8.4]).
Lemma 4.7. We have
(4.2) Pk,1(x|t) = Pk(x|t)P1(x|t)− Pk+1(x|t)− (tk+1 + t1)Pk(x|t) for k ≥ 1.
4.3. Factorization formulae. In this section we present several factorization formulas for the
factorial P and Q-Schur functions, which will be used later in §9. To this end, we first consider
the case of ordinary factorial Schur functions.
4.3.1. Factorial Schur polynomials. Let λ = (λ1, . . . , λn) be a partition. Define the factorial
Schur polynomial by
sλ(x1, . . . , xn|t) =
det((xj |t)
λi+n−i)1≤i,j≤n∏
1≤i<j≤n(xi − xj)
,
where (x|t)k denotes
∏k
i=1(x− ti). It turns out that sλ(x|t) is an element in Z[x1, . . . , xn]Sn ⊗
Z[t1, . . . , tλ1+n−1]. For some basic properties of these polynomials, the reader can consult [34].
The following formula will be used to prove Lem. 9.5 in §9.
Lemma 4.8. We have sρn−1(t1, . . . , tn|t1,−z1, t2,−z2, . . . , tn−1,−zn−1) =
∏
1≤i<j≤n(tj + zi).
Proof. When variables zi, ti are specialized as in this Lemma, the numerator is an anti-diagonal
lower triangular matrix. The entry on the i-th row on the anti-diagonal is given by
∏i−1
j=1(ti −
tj)(ti + zj). The Lemma follows immediately from this. 
Next formula is a version of Lem. 4.8 which will be used in the proof of Lem. 9.7.
Lemma 4.9. If n is odd then we have
sρn−1+1n−1(t2, . . . , tn|t1,−z1, . . . , tn−1,−zn−1) =
n∏
j=2
(tj − t1)
∏
1≤i<j≤n
(tj + zi).
Proof. Similar to the proof of Lem. 4.8. 
4.3.2. P and Q-Schur functions. We need the following factorization formula.
Lemma 4.10. Let λ = (λ1, . . . , λn) be a partition. Then we have
Qρn+λ(x1, . . . , xn|t) =
n∏
i=1
2xi
∏
1≤i<j≤n
(xi + xj)× sλ(x1, . . . , xn|t),
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Proof. By their very definition
Qρn+λ(x1, . . . , xn|t) = 2
n
∑
w∈Sn
w
[
n∏
i=1
xi(xi|t)
λi+n−i
∏
1≤i<j≤n
xi + xj
xi − xj
]
,
wherew acts as permutation of the variables x1, . . . , xn. Since the polynomial
∏n
i=1 xi
∏
1≤i<j≤n(xi+
xj) in the parenthesis is symmetric in x, the last expression factorizes into
2n
n∏
i=1
xi
∏
1≤i<j≤n
(xi + xj)×
∑
w∈Sn
w
[
n∏
i=1
(xi|t)
λi+n−i
∏
1≤i<j≤n
(xi − xj)
−1
]
Then by the definition of sλ(x1, . . . , xn|t) we have the lemma. 
The following two lemmas are proved in the same way:
Lemma 4.11. Assume n is even. Let λ = (λ1, . . . , λn) be a partition. Then we have
Pρn−1+λ(x1, . . . , xn|t) =
∏
1≤i<j≤n
(xi + xj) · sλ(x1, . . . , xn|t).
Lemma 4.12. Assume n is odd. Let λ = (λ1, . . . , λn−1) be a partition. Then we have
Pρn−1+λ(x1, . . . , xn−1|t) =
∏
1≤i<j≤n−1
(xi + xj)× sλ+1n−1(x1, . . . , xn−1|t).
5. STABLE SCHUBERT CLASSES
The aim of this section is to introduce stable Schubert classes indexed by the Weyl group
of infinite rank W∞. Recall that the embeddings of Dynkin diagrams shown in §3.2 induce
embeddings i :W n →W n+1; thenW∞ =
⋃
n≥1W n.
5.1. Stable Schubert classes. Let us denote by σ(n)w the equivariant Schubert class on Fn la-
beled by w ∈W n.
Proposition 5.1. The localization of Schubert classes is stable, i.e
σ
(n+1)
i(w) |i(v) = σ
(n)
w |v for all w, v ∈W n.
Proof. First we claim that σ(n+1)
i(w) |i(v) ∈ Z[t]
(n) for any w, v ∈ W n. Let w(n)0 be the longest
element inW n. By Prop. 2.1, we have for v ∈W n
σ
(n+1)
i(w
(n)
0 )
|i(v) =
{∏
β∈R+n
β if v = w(n)0
0 if v 6= w(n)0
.
In particular these polynomials belong to Z[t](n). For arbitraryw ∈W n, any reduced expression
of i(w) contains only simple reflections s0, . . . , sn−1 (in typeD, s0 is replaced by s1ˆ). Hence we
obtain the Schubert class σ(n+1)
i(w) by applying the divided difference operators ∂0, . . . , ∂n−1 (in
type D, ∂0 is replaced by ∂1ˆ) successively to the class σ(n+1)i(w(n)0 ). In this process only the variables
t1, . . . , tn are involved to compute σ(n+1)i(w) |i(v) (v ∈W n). Hence the claim is proved.
For w ∈W n, we consider the element ηw in
∏
v∈W n
Z[t](n) given by ηw|v = σ(n+1)i(w) |i(v) (v ∈
W n). We will show the element ηw satisfies the conditions in Prop. 2.1 that characterize σ(n)w .
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In fact, the vanishing condition holds since i(w) ≤ i(v) if and only if w ≤ v. Homogeneity and
the degree condition is satisfied because ℓ(i(w)) = ℓ(w). The normalization follows from the
fact R+n ∩wR−n = R+n+1∩i(w)R−n+1. Thus we have ηw = σ
(n)
w and the proposition is proved. 
Fix w be inW∞. Then, by the previous proposition, for any v ∈W∞, and for any sufficiently
large n such that w, v ∈ W n, the polynomial σ(n)w |v does not depend on the choice of n. Thus
we can introduce a unique element σ(∞)w = (σ(∞)w |v)v in
∏
v∈W∞
Z[t] such that
σ(∞)w |v = σ
(n)
w |v
for all sufficiently large n. We call this element the stable Schubert class.
Definition 5.2. Let H∞ be the Z[t]-submodule of
∏
v∈W∞
Z[t] spanned by the stable Schubert
classes σ(∞)w , w ∈W∞, where the Z[t]-module structure is given by the diagonal multiplication.
We will show later in Cor. 6.4 that H∞ is actually a Z[t]-subalgebra in the product ring∏
v∈W∞
Z[t]. The properties of the (finite-dimensional) Schubert classes extend immediately
to the stable case. For example, the classes σ(∞)w (w ∈ W∞) are linearly independent over
Z[t] (Prop. 2.2), and they satisfy the properties from Prop. 2.1. To state the latter, define
R+ =
⋃
n≥1R
+
n , regarded as a subset of Z[t]. Then:
Proposition 5.3. The stable Schubert class satisfies the following:
(1) (Homogeneity) σ(∞)w |v is homogeneous of degree ℓ(w) for each v ≥ w,
(2) (Normalization) σ(∞)w |w =
∏
β∈R+∩w(R−) β,
(3) (Vanishing) σ(∞)w |v vanishes unless v ≥ w.
It is natural to consider the following stable version of the GKM conditions in the ring∏
v∈W∞
Z[t]:
η|v − η|sαv is a multiple of α for all α ∈ R+, v ∈W∞.
Then the stable Schubert class σ(∞)w is the unique element in
∏
v∈W∞
Z[t] that satisfies the GKM
conditions and the three conditions Prop. 5.3. It follows that all the elements from H∞ satisfy
the GKM conditions. In particular, the proofs from [28] can be retraced, and one can define
the left and right actions of W∞ on H∞ by the same formulas as in §2.4 but for i ∈ I∞. Using
these actions, we define also the divided difference operators ∂i, δi on H∞ (see §2.5). The next
result follows again from the finite dimensional case (Prop. 2.3).
Proposition 5.4. We have
∂iσ
(∞)
w =
{
σ
(∞)
wsi ℓ(wsi) = ℓ(w)− 1
0 ℓ(wsi) = ℓ(w) + 1
, δiσ
(∞)
w =
{
σ
(∞)
siw ℓ(siw) = ℓ(w)− 1
0 ℓ(siw) = ℓ(w) + 1
.
5.2. Inverse limit of cohomology groups. Let Hn denote the image of the localization map
ι∗n : H
∗
Tn
(Fn) −→ H
∗
Tn
(FTnn ) =
∏
v∈W n
Z[t](n).
By the stability property for the localization of Schubert classes, the natural projections H∞ →
Hn ≃ H
∗
Tn
(Fn) are compatible with the homomorphisms H∗Tn+1(Fn+1) → H
∗
Tn
(Fn) induced
by the equivariant embeddings Fn → Fn+1. Therefore there is a Z[t]-module homomorphism
j : H∞ →֒ lim←−H
∗
Tn
(Fn).
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The injectivity of localization maps in the finite-dimensional setting implies that j is injective
as well.
6. UNIVERSAL LOCALIZATION MAP
In this section, we introduce a Z[t]-algebra R∞ and establish an explicit isomorphism from
R∞ onto H∞, the Z[t]-module spanned by the stable Schubert classes. This isomorphism will
be used in the proof of the existence of the double Schubert polynomials from §8.
6.1. The ringR∞ and the universal localization map. Set Z[z] = Z[z1, z2, z3, . . .] and define
the following rings:
R∞ := Z[t]⊗Z Z[z]⊗Z Γ, and R′∞ := Z[t]⊗Z Z[z] ⊗Z Γ′.
As usual, we will useR∞ to denote R∞ for type C and R′∞ for types B and D.
We introduce next the most important algebraic tool of the paper. Let v be in W∞. Set
tv = (tv,1, tv,2, . . .) to be
tv,i =
{
t
v(i) if v(i) is negative
0 otherwise
,
where we set ti to be −ti. Define a homomorphism of Z[t]-algebras
Φv : R
′
∞ −→ Z[t]
(
x 7→ tv, zi 7→ tv(i)
)
.
Note that since v(i) = i for all sufficiently large i, the substitution x 7→ tv to Pλ(x) gives a
polynomial Pλ(tv) in Z[t] (rather than a formal power series). Since R∞ is a subalgebra of R′∞,
the restriction map Φv : R∞ −→ Z[t] sends Qλ(x) to Qλ(tv).
Definition 6.1. Define the ”universal localization map” to be the homomorphism of Z[t]-
algebras given by
Φ : R∞ −→
∏
v∈W∞
Z[t], f 7→ (Φv(f))v∈W∞ .
Remark 6.2. A geometric interpretation of the map Φ, in terms of the usual localization map,
will be given later in §10.
The main result of this section is:
Theorem 6.3. The map Φ is an isomorphism of graded Z[t] algebras from R∞ onto its image.
Moreover, the image of Φ is equal to H∞.
Corollary 6.4. H∞ is a Z[t]-subalgebra in
∏
v∈W∞
Z[t].
The proof of the theorem will be given in several lemmata and propositions, and it occupies
the remaining part of section 6. The more involved part is to show surjectivity, which relies
on the analysis of the ”transition equations” implied by the equivariant Chevalley rule, and on
study of factorial P and Q- Schur functions. The proof of injectivity is rather short, and we
present it next.
Lemma 6.5. The map Φ is injective.
18 TAKESHI IKEDA, LEONARDO C. MIHALCEA, AND HIROSHI NARUSE
Proof. We first consider type B case. Write f ∈ R′∞ as f =
∑
λ cλ(t, z)Pλ(x). Suppose
Φ(f) = 0. There are m,n such that
cλ ∈ Z[t1, . . . , tm, z1, . . . , zn]
for all λ such that cλ 6= 0. Define v ∈ W∞ by v(i) = m+ i (1 ≤ i ≤ n), v(n+ i) = i (1 ≤ i ≤
m), v(m+n+i) = m+ n+ i (1 ≤ i ≤ N), and v(i) = i (i > N), where N ≥ m+n+1. Then
we have Φv(f) =
∑
λ cλ(t1, . . . , tm; tm+1, . . . , tm+n)Pλ(tm+n+1, tm+n+2, . . . , tm+n+N) = 0.
Since this holds for all sufficiently large N, we have∑
λ
cλ(t1, . . . , tm; tm+1, . . . , tm+n)Pλ(tm+n+1, tm+n+2, . . .) = 0.
Since Pλ(tm+n+1, tm+n+2, . . .) are linearly independent over Z (see [31], III, (8.9)), we have
cλ(t1, . . . , tm; tm+1, . . . , tm+n) = 0
for all λ. This implies cλ(t1, . . . , tm; z1, . . . , zn) = 0 for all λ. Since R∞ ⊂ R′∞, type C case
follows immediately. Type D case is proved by a minor modification. Take N to be always
even, and consider the sufficiently large even N. 
6.2. Factorial Q-(and P -)functions and Grassmannian Schubert classes. Recall that there
is a natural bijection between W 0∞,W 1ˆ∞ and the set of strict partitions SP . The next result was
proved by Ikeda in [16] for type C, and Ikeda-Naruse in [18] for types B,D.
Theorem 6.6 ([16],[18]). Let λ ∈ SP and wλ ∈ W 0∞ and w′λ ∈ W 1ˆ∞ be the corresponding
Grassmannian elements. Then we have
(1) Φ (Qλ(x|t)) = σ(∞)wλ for type C,
(2) Φ (Pλ(x|0, t)) = σ(∞)wλ for type B,
(3) Φ (Pλ(x|t)) = σ(∞)w′
λ
for type D.
Proof. We consider first the type C case. The map on W∞ given by v 7→ σ(∞)wλ |v is constant on
each left coset of W∞,0 ∼= S∞ and it is determined by the values at the Grassmannian elements.
Let v ∈ W∞ and wµ be the minimal length representative of the coset vS∞ corresponding to a
strict partition µ. Then tv defined in §6.1 is a permutation of tµ. Since Qλ(x|t) is symmetric with
respect to x we have Φv(Qλ(x|t)) = Qλ(tv|t) = Qλ(tµ|t). In [16], it was shown that Qλ(tµ|t) =
σ
(∞)
wµ |wµ,which is equal to σ
(∞)
wµ |v. This completes the proof in this case. Proofs of the other cases
are the same with appropriate identification of the functions and strict partitions. 
6.3. Equivariant Chevalley formula. The Chevalley formula is a rule to multiply a Schubert
class with a divisor class. To state it we need some notation. For a positive root α ∈ R+ and a
simple reflection si, set
cα,si = (ωi, α
∨), α∨ = 2α/(α, α),
where ωi is the i-th fundamental weight of one of the classical types An − Dn for sufficiently
large n. The number cα,si - called Chevalley multiplicity - does not depend on the choice of n.
Proposition 6.7 (cf. [27]). For any w ∈ W∞, the Chevalley multiplicity σ(∞)si |w is given by
ωi − w(ωi), where ωi is the fundamental weight for a classical type An −Dn such that n ≥ i.
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Lemma 6.8 (Equivariant Chevalley formula).
σ(∞)si σ
(∞)
w =
∑
α∈R+, ℓ(wsα)=ℓ(w)+1
cα,si σ
(∞)
wsα
+ σ(∞)si |w · σ
(∞)
w .
Proof. The non-equivariant case is due to Chevalley [6], but the stable version of this formula
was given in [4]. An easy argument using localization shows that the only difference in the
equivariant case is the appearance of the equivariant term σ(∞)si |w · σ
(∞)
w . 
Remark 6.9. There are only finitely many nonzero terms in the sum in the right hand side.
Lemma 6.10. The elements Φ(zi) ∈ H∞ are expressed in terms of Schubert classes as follows:
Type B: Φ(z1) = σ
(∞)
s1 − 2σ
(∞)
s0 + t1, Φ(zi) = σ
(∞)
si − σ
(∞)
si−1 + ti (i ≥ 2),
Type C: Φ(zi) = σ
(∞)
si − σ
(∞)
si−1 + ti (i ≥ 1),
Type D: Φ(z1) = σ
(∞)
s1 − σ
(∞)
s1ˆ
+ t1, Φ(z2) = σ
(∞)
s2 − σ
(∞)
s1 − σ
(∞)
s1ˆ
+ t2, and
Φ(zi) = σ
(∞)
si − σ
(∞)
si−1 + ti (i ≥ 3).
Proof. This follows by localizing both sides of the formulas, and then using Prop. 6.7. 
Lemma 6.11. We have Im(Φ) ⊂ H∞.
Proof. The ring R∞ has a Z[t]-basis zαQλ(x|t) where zα are monomials in Z[z] and λ are strict
partitions. Since Φ is Z[t]-linear, it is enough to show that Φ (zαQλ(x|t)) belongs to H∞. We
use induction on degree d of the monomial zα. The case d = 0 holds by Thm. 6.6. Let d ≥ 1
and assume that Φ(zαQλ(x|t)) lies in H∞ for any monomial zα of degree less than d. Note
that, by Lem. 6.10, we have Φ(zi) ∈ H∞. Choose any index i such that zα = zi · zβ . By
induction hypothesis Φ
(
zβQλ(x|t)
)
is an element in H∞, i.e., a linear combination of σ(∞)w ’s
with coefficients in Z[t]. Lem. 6.10 together with equivariant Chevalley formula imply that
Φ(zi)σ
(∞)
w belongs to H∞. It follows that zαQλ(x|t) belongs to H∞. 
6.4. Transition equations. To finish the proof of surjectivity of Φ, we need certain recur-
sive relations for the Schubert classes - the transition equations - implied by the (equivariant)
Chevalley formula. The arguments in this subsection are very similar to those given by S. Billey
in [4]. Let tij denote the reflection with respect to the root tj − ti, sij the reflection with respect
to ti + tj and sii the reflection with respect to ti or 2ti (depending on type). From now on we
regard Z[z] as subalgebra of H∞ via Φ and we identify zi with its image Φ(zi) in H∞ (cf. Lem
6.11).
Proposition 6.12 (Transition equations). The Schubert classes σw of types B,C and D satisfy
the following recursion formula:
(6.1) σ(∞)w = (zr − v(tr)) σ(∞)v +
∑
1≤i<r
σ∗vtir +
∑
i 6=r
σ∗vsir + χσ
∗
vsrr
,
where r is the last descent of w, s is the largest index such that w(s) < w(r), v = wtrs,
χ = 2, 1, 0 according to the types B,C,D, and for each σ∗vt = 0 unless ℓ(vt) = ℓ(v)+1 = ℓ(w)
for v, t ∈W∞ in which case σ∗vt = σ(∞)vt .
Proof. The same as in [4, Thm.4] using the equivariant Chevalley formula (Lemma 6.8). 
Remark 6.13. The precise recursive nature of the equation (6.1) will be explained in the proof
of the next Proposition below.
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Proposition 6.14. If w ∈ W n then the Schubert class σ(∞)w is expressed as a Z[z, t]-linear
combination of the Schubert classes of maximal Grassmannian type. More precisely we have
(6.2) σ(∞)w =
∑
λ
gw,λ(z, t)σ
(∞)
λ ,
for some polynomials gw,λ(z, t) in variables ti and zi, and the sum is over strict partitions λ
such that |λ| ≤ n.
Proof. We will show that the recursion (6.1) terminates in a finite number of steps to get the
desired expression. Following [4], we define a partial ordering on the elements ofW∞. Givenw
inW∞, let LD(w) be the position of the last descent. Define a partial ordering on the elements
of W∞ by w <LD u if LD(u) < LD(w) or if LD(u) = LD(w) and u(LD(u)) < w(LD(w)).
In [4] it was shown that each element appearing on the right hand side of (6.1) is less than w
under this ordering. Moreover it was proved in [4, Thm.4] that recursive applications of (6.1)
give only terms which correspond to the elements in W n+r where r is the last descent of w.
Therefore we obtain the expansion (6.2). 
6.5. Proof of Theorem 6.3.
Proof. By Lem. 6.11 we know Im(Φ) ⊂ H∞. Clearly Φ preserves the degree. So it remains to
show H∞ ⊂ Im(Φ). In order to show this, it suffices to σ(∞)w ∈ Im(Φ). In fact we have
(6.3) Φ
(∑
λ
gw,λ(z, t)Qλ(x|t)
)
= σ(∞)w .
since Φ is Z[z, t]-linear. 
7. WEYL GROUP ACTIONS AND DIVIDED DIFFERENCE OPERATORS ON R∞
We define two commuting actions of W∞ on the ring R∞. It is shown that the Weyl group
actions are compatible with the action on H∞ via Φ.
7.1. Weyl group actions on R∞. We start from type C. We make W∞ act as ring automor-
phisms on R∞ by letting szi interchange zi and zi+1, for i > 0, and letting sz0 replace z1 and
−z1, and also
sz0Qi(x) = Qi(x) + 2
i∑
j=1
zj1Qi−j(x).
The operator sz0 was introduced in [5]. Let ω : R∞ → R∞ be an involutive ring automorphism
defined by
ω(zi) = −ti, ω(ti) = −zi, ω(Qk(x)) = Qk(x).
Define the operators sti on R∞ by sti = ωsziω for i ∈ I∞. More explicitly, sti interchange ti and
ti+1, for i > 0, and st0 replace t1 and −t1 and also
st0Qi(x) = Qi(x) + 2
i∑
j=1
(−t1)
jQi−j(x).
Lemma 7.1. The action of operators sz0, st0 on any ϕ(x) ∈ Γ are written as
sz0ϕ(x1, x2, . . .) = ϕ(z1, x1, x2, . . .), s
t
0ϕ(x1, x2, . . .) = ϕ(−t1, x1, x2, . . .).
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Note that the right hand side of both the formulas above belong to R∞.
Proof. We show this for the generators ϕ(x) = Qk(x) of Γ. By the definition of sz0 we have
∞∑
k=0
sz0Qk(x) · u
k =
(
∞∏
i=1
1 + xiu
1− xiu
)
1 + z1u
1− z1u
=
∞∑
k=0
Qk(z1, x1, x2, . . .)u
k.
Thus we have the result for sz0Qk(x) for k ≥ 1. The proof for st0 is similar. 
Proposition 7.2. (1) The operators szi (i ≥ 0) give an action of W∞ on R∞,
(2) The operators sti (i ≥ 0) give an action of W∞ on R∞,
(3) The two actions of W∞ commute with each other.
Proof. We show that szi satisfy the Coxeter relations for W∞. The calculation for sti is the same.
We first show that (sz0)2 = 1. For f(z) ∈ Z[z], (sz0)2f(z) = f(z) is obvious. We have for
ϕ(x) ∈ Γ,
(sz0)
2(ϕ(x)) = sz0ϕ(z1, x1, x2, . . .) = ϕ(z1,−z1, x1, x2, . . .) = ϕ(x1, x2, . . .),
where we used the super-symmetry (Lemma 4.1) at the last equality. The verification of the
remaining relations and the commutativity are left for the reader. 
In type B, the action of W∞ on R′∞ is obtained by extending in the canonical way the action
from R∞. Finally, we consider the type D case. In this case, the action is given by restriction
the action of W∞ on R′∞ to the subgroup W ′∞. Namely, if we set sz1ˆ = s
z
0s
z
1s
z
0 and st1ˆ = s
t
0s
t
1s
t
0,
then we have the corresponding formulas for st
1ˆ
and st
1ˆ
(in type D):
sz
1ˆ
ϕ(x1, x2, . . .) = ϕ(z1, z2, x1, x2, . . .), s
t
1ˆ
ϕ(x1, x2, . . .) = ϕ(−t1,−t2, x1, x2, . . .).
7.2. Divided difference operators. The divided difference operators onR∞ are defined by
∂if =
f − szi f
ω(αi)
, δif =
f − stif
αi
,
where si and αi (i ∈ I∞) are the simple reflections and the corresponding simple roots. Clearly
we have δi = ω∂iω (i ∈ I∞).
7.3. Weyl group action and commutativity with divided difference operators.
Proposition 7.3. We have (1) sLi Φ = Φsti, (2) sRi Φ = Φszi .
Proof. We will only prove this for type C; the other types can be treated similarly. We first
show (1). This is equivalent to si (Φsiv(f)) = Φv(stif) for all f ∈ R∞. If f ∈ Z[z, t] the
computation is straightforward and we omit the proof. Suppose f = ϕ(x) ∈ Γ. We will only
show s0 (Φs0v(f)) = Φv(st0f) since the case i ≥ 1 is straightforward.
By Lem. 7.1, the right hand side of this equation is written as
(7.4) ϕ(−t1, x1, x2, . . .)|xj=tv,j .
Let k be the (unique) index such that v(k) = 1 or 1. Then the string ts0v differs from tv only
in k-th position. If v(k) = 1, then tv,k = t1, ts0v,k = 0 and tv,j = ts0v,j for j 6= k. In this case
(7.4) is
ϕ(−t1, tv,1, . . . , tv,k−1, t1, tv,k+1, . . .).
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This polynomial is equal to ϕ(tv,1, . . . , tv,k−1, tv,k+1, . . .) because ϕ(x) is supersymmetric. It is
straightforward to see that s0Φs0v(ϕ(x)) is equal to ϕ(tv,1, . . . , tv,k−1, tv,k+1, . . .). The case for
v(k) = 1 is easier, so we left it to the reader.
Next we show (2), i.e. Φvsi(f) = Φv(szi f) for all f ∈ R∞. Again, the case f ∈ Z[z, t]
is straightforward, so we we omit the proof of it. We show Φvs0 (ϕ(x)) = Φv(sz0ϕ(x)) for
ϕ(x) ∈ Γ. The right hand side is
(7.5) ϕ(z1, x1, x2, . . .)|z1=v(t1), xj=tv,j ,
where tv,j = tv(j) if v(j) is negative and otherwise tv,j is zero. If v(1) = −k is negative, the
above function (7.5) is
ϕ(−tk, tk, tv,2, tv,3, . . .).
This is equal to ϕ(0, 0, tv,2, tv,3, . . .) because ϕ is supersymmetric. Then also this is equal to
ϕ(0, 0, tv,2, tv,3, . . .) = ϕ(0, tv,2, tv,3, . . .) by stability property. Now since v(1) is positive we
have tvs0 = (0, tv,2, tv,3, . . .). Therefore the polynomial (7.5) coincides with Φvs0(ϕ(x)). If
v(1) is positive, then tv = (0, tv,2, tv,3, . . .) and tvs0 = (tv(1), tv,2, tv,3, . . .). Hence the substitu-
tion x 7→ tvs0 to the function ϕ(x1, x2, . . .) gives rise to the polynomial (7.5). Next we show
Φvsi(ϕ(x)) = Φv(s
z
iϕ(x)) for i ≥ 1. First recall that sziϕ(x) = ϕ(x). In this case tvsi is obtained
from tv by exchanging tv,i and tv,i+1. So ϕ(tvsi) = ϕ(tv). This completes the proof. 
Using the above proposition, the next result follows:
Proposition 7.4. The localization map Φ : R∞ → H∞ commutes with the divided difference
operators both onR∞ and H∞, i.e.,
Φ ∂i = ∂iΦ, Φ δi = δiΦ
Proof. Let f ∈ R∞. Applying Φ on the both hand sides of equation ω(αi) · ∂if = f − szi f we
have Φ(−ω(αi)) ·Φ(∂if) = Φ(f)− sRi Φ(f), where we used Prop. 7.3 and linearity. Localizing
at v we obtain v(αi) · Φv(∂if) = Φv(f) − Φvsi(f). Note that we used the definition of sRi and
Φv(ω(αi)) = −v(αi). The proof for the statement regarding δi is similar, using Φ(αi) = αi. 
7.4. Proof of the existence and uniqueness Theorem 1.1.
Proof. (Uniqueness) Let {Sw} and {S′w} be two families both satisfying the defining condi-
tions of the double Schubert polynomials. By induction on the length of w, we see ∂i(Sw −
S
′
w) = δi(Sw −S
′
w) = 0 for all i ∈ I∞. This implies that the difference Sw −S′w is invariant
for both left and right actions of W∞. It is easy to see that the only such invariants in R∞ are
the constants. So Sw −S′w = 0 by the constant term condition.
(Existence) Define Sw(z, t; x) = Φ−1(σ(∞)w ). By Prop. 7.4 and Prop. 5.4, Sw(z, t; x) satisfies
the defining equations for the double Schubert polynomials. The conditions on the constant term
are satisfied since σ(∞)w is homogeneous of degree ℓ(w) (Prop. 5.3) and we have Se = 1. 
Remark 7.5. By construction, Sw(z, t; x) satisfies the transition equation (6.1) with σ(∞)w re-
placed by Sw(z, t; x). This equation provides an effective way to calculate the double Schubert
polynomials.
Remark 7.6. The ring Z[z]⊗ZZ[t] is stable under the actions of the divided difference operators
∂i, δi (i ≥ 1) of type A, and the type A double Schubert polynomials SAw(z, t), w ∈ S∞ form
the unique family of solutions of the system of equations involving only ∂i, δi for i ≥ 1, and
which satisfy the constant term conditions.
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7.5. Projection to the cohomology of flag manifolds. We close this section with a brief dis-
cussion of the projection fromR∞ onto H∗Tn(Fn). For f ∈ Z[t], we denote by f (n) ∈ Z[t](n) the
polynomial given by setting ti = 0 for i > n in f. Let prn : H∞ → Hn be the projection given
by (fv)v∈W∞ 7→ (f
(n)
v )v∈W n . Consider the following composition of maps
πn : R∞
Φ
−→ H∞
prn−→ Hn ∼= H
∗
Tn
(Fn).
Explicitly, we have πn(f)|v = Φv(f)(n) (f ∈ R∞, v ∈ W n). We will give an alternative
geometric description for πn in Section 10.
Proposition 7.7. We have πn(Sw) = σ(n)w forw ∈W n and πn(Sw) = 0 forw /∈W n.Moreover
πn commutes with divided difference operators
∂
(n)
i ◦ πn = πn ◦ ∂i, δ
(n)
i ◦ πn = πn ◦ δi (i ∈ I∞),
where ∂(n)i , δ
(n)
i are divided difference operators on H∗Tn(Fn).
Proof. The first statement follows from the construction of σ(∞)w and the vanishing property
(Prop. 5.3). The second statement follows from Prop. 7.4 and the commutativity ∂(n)i ◦ prn =
prn ◦ ∂i, δ
(n)
i ◦ prn = prn ◦ δi which is obvious from the construction of ∂i, δi. 
Corollary 7.8. There exists an injective homomorphism ofZ[t]-algebras π∞ : R∞ → lim←−H∗Tn(Fn).
Proof. The proof follows from the above construction and §5.2. 
8. DOUBLE SCHUBERT POLYNOMIALS
8.1. Basic properties. Recall that the double Schubert polynomial Sw(z, t; x) is equal to the
inverse image of the stable Schubert class σ(∞)w under the algebra isomorphism Φ : R∞ → H∞.
In the next two sections we will study the algebraic properties of these polynomials.
Theorem 8.1. The double Schubert polynomials satisfy the following:
(1) (Basis) The double Schubert polynomials {Sw}w∈W∞ form a Z[t]-basis of R∞.
(2) (Relation to Billey-Haiman’s polynomials) For all w ∈W∞ we have
(8.6) Sw(z, 0; x) = Sw(z; x),
where Sw(z; x) denotes Billey-Haiman’s polynomial.
(3) (Symmetry) We have Sw(−t,−z; x) = Sw−1(z, t; x).
Proof. Property (1) holds because the stable Schubert classes σ(∞)w form a Z[t]-basis for H∞ (cf.
§1.2). Property (2) holds because Sw(z, 0; x) ∈ Z[z] ⊗ Γ′ satisfies the defining conditions for
Billey-Haiman’s polynomials involving the right divided difference operators ∂i. Then by the
uniqueness of Billey-Haiman’s polynomials, we have the results. For (3), set Xw = ω(Sw−1).
Then by the relation δi = ω∂iω we can show that {Xw} satisfies the defining conditions of the
double Schubert polynomials. So the uniqueness of the double Schubert polynomials implies
Xw = Sw. Then we have ω(Sw) = ω(Xw) = ω(ωSw−1) = Sw−1. 
Remark 8.2. For typeD we have sz0st0Dw = Dwˆ where wˆ is the image ofw under the involution
of W ′∞ given by interchanging s1 and s1ˆ. This is shown by the uniqueness of solution as in the
proof of the symmetry property. See [5, Cor. 4.10] for the corresponding fact for the Billey-
Haiman polynomials.
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8.2. Relation to type A double Schubert polynomials. Let SAw(z, t) denote the type A double
Schubert polynomials. Recall thatW∞ has a parabolic subgroup generated by si (i ≥ 1) which
is isomorphic to S∞.
Lemma 8.3. Let w ∈ W∞. If w ∈ S∞ then Sw(z, t; 0) = SAw(z, t) otherwise we have
Sw(z, t; 0) = 0.
Proof. The polynomials {Sw(z, t; 0)}, w ∈ S∞, in Z[t] ⊗Z Z[z] ⊂ R∞ satisfy the defining
divided difference equations for the double Schubert polynomials of type A (see Remark 7.6).
This proves the first statement. Suppose w 6∈ S∞. In order to show Sw(z, t; 0) = 0, we use
the universal localization map ΦA : Z[z] ⊗ Z[t] →
∏
v∈S∞
Z[t] of type A, which is defined in
the obvious manner. A similar proof to Lem. 6.5 shows that the map ΦA is injective. For any
v ∈ S∞ we have Φv(Sw(z, t; 0)) = Φv(Sw(z, t; x)), which is equal to σ(∞)w |v by construction
of Sw(z, t; x). Since v 6≥ w, we have σ(∞)w |v = 0. This implies that the image of Sw under the
universal localization map ΦA is zero, thus Sw(z, t; 0) = 0. 
8.3. Divided difference operators and the double Schubert polynomials. We collect here
some properties concerning actions of the divided difference operators on the double Schubert
polynomials. These will be used in the next section.
Proposition 8.4. Let w = si1 · · · sir be a reduced expression of w ∈W∞. Then the operators
∂w = ∂i1 · · ·∂ir , δw = δi1 · · · δir
do not depend on the reduced expressions and are well-defined forw ∈W∞. Moreover we have
∂wSu =
{
Suw−1 if ℓ(uw−1) = ℓ(u)− ℓ(w)
0 otherwise
,(8.7)
δwSu =
{
Swu if ℓ(wu) = ℓ(u)− ℓ(w)
0 otherwise
.(8.8)
Proof. Since {Su} is a Z[t]-basis of R∞, the equation (8.7) uniquely determine a Z[t]-linear
operator, which we denote by ϕw. One can prove ∂i1 · · ·∂ir = ϕw by induction on the length of
w. The proof for δi is similar. 
Remark 8.5. The argument here is based on the existence of {Sw}, but one can also prove it
in the classical way - using braid relations (cf. e.g. [2]) - by a direct calculation.
The next result will be used in the next section (Prop. 8.7).
Lemma 8.6. We have Φe(∂uSw) = δu,w.
Proof. First note that Φe(Sw) = σ(∞)w |e = δw,e. If ℓ(wu−1) = ℓ(w) − ℓ(u) is satisfied then by
Prop. 8.4, we have Φe(∂uSw) = Φe(Swu−1) = δw,u. Otherwise we have ∂uSw = 0 again by
Prop. 8.4. 
8.4. Interpolation formulae and their applications. In this section we obtain an explicit
combinatorial formula for the double Schubert polynomials, based on the explicit formulas
for the single Schubert polynomials from [5]. The main tool for doing this is the interpolation
formula, presented next.
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Proposition 8.7 (Interpolation formula). For any f ∈ R∞, we have
f =
∑
w∈W∞
Φe(∂w(f))Sw(z, t; x).
Proof. Since the double Schubert polynomials {Sw} form a Z[t]-basis of the ringR∞, we write
f =
∑
w∈W∞
cwSw, cw(t) ∈ Z[t]. As ∂w is Z[t]-linear we obtain by using Lemma 8.6
Φe(∂wf) =
∑
u∈W∞
cu(t)Φe(∂wSu) =
∑
u∈W∞
cu(t)δw,u = cw(t).

Remark 8.8. Let y = (y1, y2, . . .) be formal parameters. On the extended ring Z[y]⊗R∞, we
can introduce the Weyl group actions, divided difference operators, and the localization map in
the trivial way such that they are Z[y]-linear. Since the elements Sw (w ∈W∞) clearly form a
Z[y]⊗ Z[t]-basis of Z[y]⊗R∞, the interpolation formula holds also for any f ∈ Z[y]⊗R∞.
Proposition 8.9. Let y = (y1, y2, . . .) be formal parameters. Then
Sw(z, t; x) =
∑
u,v
S
A
u (y, t)Sv(z, y; x)
summed over all u ∈ S∞, v ∈W∞ such that w = uv, ℓ(u) + ℓ(v) = ℓ(w).
Proof. By the interpolation formula (see Remark 8.8), we have
Sw(z, y; x) =
∑
v
Φe(∂vSw(z, y; x))Sv(z, t; x).
By Prop. 8.4, we see ∂vSw(z, y; x) is equal to Swv−1(z, y; x) if ℓ(wv−1) = ℓ(w) − ℓ(v), and
zero otherwise. Suppose ℓ(wv−1) = ℓ(w)− ℓ(v), then Φe (Swv−1(z, y; x)) = Swv−1(t, y; 0) by
the definition of Φe. By Lemma 8.3 this is SAwv−1(t, y) if wv−1 = u ∈ S∞ and zero otherwise.
Then interchanging t and y we have the Proposition. 
Making y = 0 in the previous proposition, and using that SAu (y, t) = SAu−1(−t,−y) (cf.
Theorem 8.1 (3) above, for type A double Schubert polynomials) we obtain:
Corollary 8.10. Let SAw(z) denote the (single) Schubert polynomial of type A. We have
Sw(z, t; x) =
∑
u,v
S
A
u−1(−t)Sv(z; x)
summed over all u ∈ S∞, v ∈W∞ such that w = uv and ℓ(w) = ℓ(u) + ℓ(v).
There is an explicit combinatorial expression for the Billey-Haiman polynomials Sw(z; x)
in terms of Schur Q-functions and type A (single) Schubert polynomials (cf. Thms. 3 and 4
in [5]). This, together with the above corollary implies also an explicit formula in our case.
Moreover, the formula for Sw(z; x) is positive, and therefore this yields a positivity property
for the double Schubert polynomials (see Thm. 8.13 below). We will give an alternative proof
for this positivity result, independent of the results from loc.cit.
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8.5. Positivity property. To prove the positivity of the double Schubert polynomials, we begin
with the following lemma (compare with Thms. 3 and 4 in [5]):
Lemma 8.11. We have Sw(z; x) =
∑
u,vS
A
u (z)Sv(0, 0; x) summed over all u ∈W∞, v ∈ S∞
such that w = uv and ℓ(w) = ℓ(u) + ℓ(v).
Remark 8.12. The function Sv(0, 0; x) is the Stanley’s symmetric function involved in the
combinatorial expression for Sw(z; x) from [5]. This follows from comparing the present
lemma and the Billey-Haiman’s formulas 4.6 and 4.8.
Proof. By (8.6) and symmetry property we have Sw(z; x) = Sw(z, 0; x) = Sw−1(0,−z; x).
Applying Prop. 8.9 with y = 0 we can rewrite this as follows:∑
w−1=u−1v−1
S
A
u−1(0,−z)Sv−1(0, 0; x) =
∑
w=vu
S
A
u (z)Sv(0, 0; x),
where the sum is over v ∈ W∞, u ∈ S∞ such that w−1 = u−1v−1, and ℓ(w−1) = ℓ(u−1) +
ℓ(v−1). The last equality follows from symmetry property. 
We are finally ready to prove the positivity property of Sw(z, t; x). Expand Sw(z, t; x) as
Sw(z, t; x) =
∑
λ∈SP
fw,λ(z, t)Fλ(x),
where Fλ(x) = Qλ(x) for type C and Pλ(x) for type D.
Theorem 8.13 (Positivity of double Schubert polynomials). For any w ∈ Wn, the coefficient
fw,λ(z, t) is a polynomial in N[−t1, . . . ,−tn−1, z1, . . . , zn−1].
Proof. The proof follows from the expression on Corollary 8.10, Lemma 8.14 below, combined
with Lemma 8.11 and the fact that SAu (z) ∈ N[z]. 
Lemma 8.14. Sv(0, 0; x) is a linear combination of Schur’s Q- (respectively P -) Schur func-
tions with nonnegative integral coefficients.
Proof. This follows from the transition equations in §6.4 (see also Remark 7.5). In fact, the
functions Sw(0, 0; x) satisfy the transition equations specialized at z = t = 0 with the Grass-
mannian Schubert classes identified with the Schur’s Q or P - functions. In fact, the recursive
formula for Fw(x) = Sw(0, 0; x) is positive, in the sense that the right hand side of the equation
is a certain non-negative integral linear combination of the functions {Fw(x)}. This implies that
Fw(x) = Sw(0, 0; x) can be expressed as a linear combination of Schur’s Q (or P ) functions
with coefficients in non-negative integers. 
9. FORMULA FOR THE LONGEST ELEMENT
In this section, we give explicit formula for the double Schubert polynomials associated with
the longest element w(n)0 in Wn (and W ′n). We note that our proof of Theorem 1.1 is independent
of this section.
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9.1. Removable boxes. We start this section with some combinatorial properties of factorial Q
and P -Schur functions. The goal is to prove Prop. 9.3, which shows how the divided difference
operators act on the aforementioned functions. See §4.2 to recall the convention for the shifted
Young diagram Yλ.
Definition 9.1. A box x ∈ Yλ is removable if Yλ − {x} is again a shifted Young diagram of a
strict partition. Explicitly, x = (i, j) is removable if j = λi + i− 1 and λi+1 ≤ λi − 2.
To each box x = (i, j) in Yλ we define its content c(x) ∈ I∞, c′(x) ∈ I ′∞ by c(x) = j − i,
and c′(x) = j − i + 1 if i 6= j, c′(i, i) = 1ˆ if i is odd, and c′(i, i) = 1 if i is even. Let i ∈ I∞
(resp. i ∈ I ′∞). We call λ i-removable if there is a removable box x in Yλ such that c(x) = i
(resp c′(x) = i). Note that there is at most one such x for each i ∈ I∞ (resp. i ∈ I ′∞). We say λ
is i-unremovable if it is not i-removable.
Type C
0
0
0
1
1
1
0
2
2 3 4
3
0 or 3 -removable
Type D
1ˆ
1
1ˆ
2
2
2
1
3
3 4 5
4
1 or 4 -removable
The following facts are well-known (see e.g. §7 in [18]).
Lemma 9.2. Let wλ ∈ W 0∞ (resp. w′λ ∈ W 1ˆ∞) denote the Grassmannian element corresponding
to λ ∈ SP . For i ∈ I∞ (resp. i ∈ I ′∞), a strict partition λ is i-removable if and only if
ℓ(siwλ) = ℓ(wλ)− 1 (resp. ℓ(siw′λ) = ℓ(w′λ)− 1). If λ is i-removable then siwλ (resp. siw′λ) is
also a Grassmannian element and the corresponding strict partition is the one obtained from λ
by removing a (unique) box of content i.
Proposition 9.3. Let λ be a strict partiton and i ∈ I∞ (resp. i ∈ I ′∞).
(1) If λ is i-removable, then δiQλ(x|t) = Qλ′(x|t), (resp. δiPλ(x|t) = Pλ′(x|t)) where λ′ is
the strict partition obtained by removing the (unique) box of content i from λ,
(2) If λ is i-unremovable, then δiQλ(x|t) = 0 (resp. δiPλ(x|t) = 0), that is to say
stiQλ(x|t) = Qλ(x|t) (resp. stiPλ(x|t) = Pλ(x|t)).
Proof. This follows from Lemma 9.2 and from the fact that Cwλ = Qλ(x|t) and Dw′λ = Pλ(x|t),
hence we can apply the divided difference equations from Theorem 1.1. 
9.2. Type Cn case. For λ ∈ SP we define
Kλ = Kλ(z, t; x) = Qλ(x|t1,−z1, t2,−z2, . . . , tn,−zn, . . .).
We need the following two lemmata to prove Thm. 1.2.
Lemma 9.4. Set Λn = ρn + ρn−1. We have δn−1 · · · δ1δ0δ1 · · · δn−1KΛn = KΛn−1 .
Lemma 9.5. We have πn(KΛn) = σ
(n)
w
(n)
0
, where πn : R∞ → H∗Tn(Fn) is the projection defined
in §7.5.
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9.2.1. Proof of Theorem 1.2 for type C.
Proof. Let w(n)0 in Wn be the longest element in Wn. We need to show that
(9.1) C
w
(n)
0
(z, t; x) = KΛn(z, t; x).
Let w ∈ W∞. Choose any n such that w ∈ Wn and set
Fw := δww(n)0
KΛn .
Since ℓ(ww(n)0 ) + 2n − 1 = ℓ(ww
(n+1)
0 ) and ww
(n)
0 sn · · · s1s0s1 · · · sn = ww
(n+1)
0 , it follows
that δ
ww
(n)
0
· δn · · · δ1δ0δ1 · · · δn = δww(n+1)0
. Then Lem. 9.4 yields δ
ww
(n+1)
0
KΛn+1 = δww(n)0
KΛn
for any w ∈ Wn, so Fw is independent of the choice of n. In order to prove the theorem it is
enough to prove Fw = Cw for all w ∈ W∞.
By definition of Fw and basic properties of divided differences we can show that
(9.2) δiFw =
{
Fsiw ℓ(siw) = ℓ(w)− 1
0 otherwise
.
Now we claim that πn(Fw) = σ(n)w (for any n such that w ∈ Wn). In fact, by commutativity of
πn and divided difference operators (Prop. 7.7), we have
πn(Fw) = δww(n)0
πn(KΛn) = δww(n)0
σ
(n)
w
(n)
0
= σ(n)w .
In the second equality we used Lem. 9.5, and the last equality is a consequence of (9.2). Thus
the claim is proved. Since the claim holds for any sufficiently large n, we have Φ(Fw) = σ(∞)w
(cf. Prop. 5.1). 
9.2.2. Proof of Lemma 9.4.
Proof. The Lemma follows from the successive use of the following equations (see the example
below):
(1) δiKΛn−1n−i−1 = KΛn−1n−i (0 ≤ i ≤ n− 1),
(2) δiKΛn−1n−0n−i1i−1 = KΛn−1n−0n−i−11i (1 ≤ i ≤ n− 1).
We first prove (1). For the case i = 0, we can apply Prop. 9.3 (1) directly to get the equation.
Suppose 1 ≤ i ≤ n−1. Before applying δi toKΛn−1n−i−1 we switch the parameters at (2i−1)-th
and 2i-th positions to get
KΛn−1n−i−1 = QΛn−1n−i−1(x|t1,−z1, . . . ,−zi, ti, ti+1,−zi+1, . . . , tn,−zn).
This is valid in view of Prop. 9.3 (2) and the fact that Λn − 1n−i−1 is (2i− 1)-unremovable. In
the right hand side, the parameters ti and ti+1 are on 2i-th and (2i + 1)-th positions. Thus the
operator δi on this function is equal to the 2i-th divided difference operator “δ2i” with respect to
the sequence of the rearranged parameters (t1,−z1, . . . ,−zi, ti, ti+1,−zi+1, . . . , tn,−zn) (see
example below). Thus we have by Prop. 9.3 (1)
δiKΛn−1n−i−1 = QΛn−1n−i(x|t1,−z1, . . . ,−zi, ti, ti+1,−zi+1, . . . , tn,−zn),
namely we remove the box of content 2i from Λn − 1n−i−1. Then again by Prop. 9.3 (2), the
last function is equal to KΛn−1n−i ; here we notice Λn − 1n−i is (2i− 1)-unremovable.
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Next we prove (2). In this case, by Prop. 9.3 (2), we can switch 2i-th and (2i + 1)-th
parameters to get
KΛn−1n−0n−i1i−1 = QΛn−1n−0n−i1i−1(x|t1,−z1, . . . ,−zi−1, ti, ti+1,−zi, . . . , tn,−zn).
Here we used the fact that Λn− 1n− 0n−i1i−1 is 2i-unremovable. Now we apply δi to the func-
tion. The operator δi is now “δ2i−1” with respect to the sequence of the rearranged parameters
(t1,−z1, . . . ,−zi−1, ti, ti+1,−zi, . . . , tn,−zn). By applying Prop. 9.3 (1), we have
δiKΛn−1n−0n−i1i−1 = QΛn−1n−0n−i−11i(x|t1,−z1, . . . ,−zi−1, ti, ti+1,−zi, . . . , tn,−zn).
The last expression is equal to KΛn−1n−0n−i−11i since Λn−1n−0n−i−11i is 2i-unremovable. 
Examples. Here we illustrate the process to show δ2δ1δ0δ1δ2KΛ3 = KΛ2 (case n = 3 in
Lem. 9.4).
0
0
0
1
1 2
2 3 4 0
0
0
1
1 2
2 3 0
0
0
1
1
2 3 0
0
1
1
2 3 0
0
1 2 3 0
0
1 2−→ −→ −→ −→ −→
δ2 δ1 δ0 δ1 δ2
K5,3,1 K4,3,1 K4,2,1 K4,2 K4,1 K3,1
We pick up the first arrow: δ2K5,3,1 = K4,3,1 (equation (1) in Lem. 9.4 for n = 3, i = 2). As is
indicated in the proof, we divide this equality into the following four steps:
K5,3,1 = Q5,3,1(x|t1,−z1, t2,−z2, t3,−z3) =
(a)
Q5,3,1(x|t1,−z1,−z2, t2, t3,−z3)
δ2−→ Q4,3,1(x|t1,−z1,−z2, t2, t3,−z3) =
(b)
Q4,3,1(x|t1,−z1, t2,−z2, t3,−z3) = K4,3,1.
In the equality (a) we used the fact that Λ3 = (5, 3, 1) is 3-unremovable, so the underlined pair
of variables can be exchanged (by Prop. 9.3, (2)). Then we apply δ2 to this function. Note that
the variables t2, t3 are in the 4-th and 5-th positions in the parameters of the function. So if we re-
name the parameters as f = Q5,3,1(x|t1,−z1,−z2, t2, t3,−z3) = Q5,3,1(x|u1, u2, u3, u4, u5, u6),
then δ2 is “δ4” with respect to the parameter sequence (ui)i. Namely we have
δ2f =
f − st2f
t3 − t2
=
f − su4f
u5 − u4
,
where su4 exchanges u4 and u5. Since Λ3 = (5, 3, 1) is 4-removable, we see from Prop. 9.3,
(1) that δ2 =“δ4” removes the box of content 4 from (5, 3, 1) to obtain the shape (4, 3, 1). Then
finally, in the equality (b), we exchange the variables −z2, t2 again using Prop. 9.3, (2). This is
valid since (4, 3, 1) is 3-unremovable. Thus we obtained K4,3,1.
9.2.3. Proof of Lemma 9.5.
Proof. We calculate Φv(KΛn) for v ∈ Wn. Recall that the map Φv : R∞ → Z[t] is the Z[t]-
algebra homomorphism given by xi 7→ tv,i and zi 7→ tv(i). So we have
Φv(KΛn) = QΛn(tv,1, . . . , tv,n|t1,−tv(1), . . . , tn,−tv(n)).
Note that tv,i = 0 for i > n since v is an element in Wn. From the factorization formula 4.10,
this is equal to∏
1≤i≤n
2tv,i
∏
1≤i<j≤n
(tv,i + tv,j)× sρn−1(tv,1, . . . , tv,n|t1,−tv(1), . . . , tn,−tv(n)).
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The presence of the factor
∏
i 2tv,i implies that Φv(KΛn) vanishes unless v(1), . . . , v(n) are all
negative. So from now on we assume v = (σ(1), . . . , σ(n)) for some permutation σ ∈ Sn. Then
we have tv,i = tσ(i) and tv(i) = −tσ(i) so the last factor of factorial Schur polynomial becomes
sρn−1(tσ(1), . . . , tσ(n)|t1, tσ(1), . . . , tn, tσ(n)).
This is equal to sρn−1(t1, . . . , tn|t1, tσ(1), . . . , tn, tσ(n)) because sρn−1 is symmetric in ther first
set of variables. From Lem. 4.8 we know that this polynomial factors into
∏
1≤i<j≤n(tj− tσ(i)).
This is zero except for the case σ = id, namely v = w(n)0 . If σ = id then Φv(KΛn) becomes∏
1≤i≤n 2ti
∏
1≤i<j≤n(ti + tj)
∏
1≤i<j≤n(tj − ti) = σ
(n)
w
(n)
0
|
w
(n)
0
. 
9.3. Type Dn case. Set K ′λ(z,−t; x) = Pλ(x|t1,−z1, . . . , tn−1,−zn−1, . . .). Our goal in this
section is
D
w
(n)
0
= K ′2ρn−1(z, t; x).
We use the same strategy as in §9.2 to prove this. Actually the proof in §9.2.1 works also in this
case using the following two lemmata, which will be proved below.
Lemma 9.6. We have δn−1 · · · δ2δ1ˆδ1δ2 · · · δn−1K ′2ρn−1 = K ′2ρn−2 .
Lemma 9.7. We have πn(K ′2ρn−1) = σ
(n)
w
(n)
0
.
9.3.1. A technical lemma. We need the following technical lemma which is used in the proof
of Lem. 9.6. Throughout the section, (u1, u2, u3, . . .) denote any sequence of variables inde-
pendent of t1, t2.
Lemma 9.8. Let λ = (λ1, . . . , λr) be a strict partition such that r is odd and λr ≥ 3. Set
t˜ = (u1, t1, t2, u2, u3, . . .). Then δ1ˆPλ1,...,λr ,1(x|t˜) = Pλ1,...,λr(x|t˜).
Sublemma 9.9. Suppose λ is 1, 2 and 1ˆ-unremovable. Then we have δ1ˆPλ(x|t˜) = 0.
Proof. Since λ is 1, 2-unremovable, we can rearrange the first three parameters by using Prop.
9.3, so we have Pλ(x|t˜) = Pλ(x|t1, t2, u1, u2, u3, . . .). Because λ is also 1ˆ-unremovable, it
follows that δ1ˆPλ(t1, t2, u1, u4, . . .) = 0 from Prop. 9.3. 
Sublemma 9.10 (Special case of Lem. 9.8 for r = 1). We have δ1ˆPk,1(x|t˜) = Pk(x|t˜) for
k ≥ 3.
Proof. Substituting t˜ for t into (4.2) we have
Pk,1(x|t˜) = Pk(x|t˜)P1(x|t˜)− Pk+1(x|t˜)− (uk−1 + u1)Pk(x|t˜).
By the explicit formula P1(x|t˜) = P1(x), we have δ1ˆP1(x|t˜) = 1. We also have δ1ˆPk(x|t˜) =
δ1ˆPk+1(x|t˜) = 0 by Sublemma 9.9. Then we use the Leibnitz rule δ1ˆ(fg) = δ1ˆ(f)g+(s1ˆf)δ1ˆ(g)
to get δ1ˆPk,1(x|t˜) = Pk(x|t˜). 
Proof of Lem. 9.8. From the definition of the Pfaffian it follows that
Pλ1,...,λr,1(x|t˜) =
r∑
j=1
(−1)r−jPλj ,1(x|t˜)Pλ1,...,cλj ,...,λr(x|t˜).
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Then the Leibnitz rule combined with Sublemma 9.9 and Sublemma 9.10 implies
δ1ˆPλ1,...,λr,1(x|t˜) =
r∑
j=1
(−1)r−jPλj (x|t˜)Pλ1,...,cλj ,...,λr(x|t˜) = Pλ1,...,λr(x|t˜),
where in the last equality we used the expansion formula of Pfaffian again. 
9.3.2. Proof of Lem. 9.6.
Proof. Consider the case when n is even. By applying the same method of calculation as in
type C case, we have
δ1δ2 · · · δn−1K
′
2ρn−1
= Pρn−1+ρn−2(x| − z1, t1, t2,−z2, t3,−z3, . . .).
The problem here is that ρn−1 + ρn−2 is not 1-unremovable when n is even. So we can not
rewrite the function as K ′ρn−1+ρn−2 . Nevertheless, by using Lem. 9.8, we can show
δ1ˆPρn−1+ρn−2(x| − z1, t1, t2,−z2, t3,−z3, . . .) = K
′
ρn−1+ρn−2−0n−21
.
The rest of calculation is similar to type C case. If n is odd, we can show this equation using
only Prop. 9.3 as in type C case. 
9.3.3. Proof of Lem. 9.7.
Proof. Similar to the proof of Lem. 9.5 using Lem. 4.8, 4.9, 4.11, and 4.12.
We calculate Φv(K ′2ρn−1) for v ∈ W
′
n. We have
Φv(K
′
2ρn−1) = P2ρn−1(tv,1, . . . , tv,n|t1,−tv(1), . . . , tn,−tv(n)).
Note that tv,i = 0 for i > n since v is an element in W ′n.
Assume now that n is even. From the factorization formula (Lem. 4.11), this is equal to∏
1≤i<j≤n
(tv,i + tv,j)× sρn−1(tv,1, . . . , tv,n|t1,−tv(1), . . . , tn,−tv(n)).
The factorial Schur polynomial factorizes further into linear terms by Lem. 4.8, and we finally
obtain
Φv(K
′
2ρn−1
) =
∏
1≤i<j≤n
(tv,i + tv,j)
∏
1≤i<j≤n
(tj + tv(i)).
We set v = (σ(1), . . . , σ(n)) for some σ ∈ Sn since otherwise tv,i = tv,j = 0 for some i, j
with i 6= j and then
∏
1≤i<j≤n(tv,i + tv,j) vanishes. Then the factor
∏
1≤i<j≤n(tj + tv(i)) is∏
1≤i<j≤n(tj − tσ(i)). This is zero except for the case σ = id, namely v = w
(n)
0 . If w = w
(n)
0 ,
we have Φv(K ′ρn−1) =
∏
1≤i<j≤n(ti + tj)
∏
1≤i<j≤n(tj − ti) = σ
(n)
w
(n)
0
|
w
(n)
0
.
Next we consider the case when n is odd. Note that the longest element w(n)0 in this case is
12¯3¯ · · · n¯. Let s(v) denote the number of nonzero entries in tv,1, . . . , tv,n. Then we have s(v) ≤
n− 1 since v ∈ W ′n and n is odd. We use the following identity:
P2ρn−1(x1, . . . , xn−1|t1,−z1, . . . , tn−1,−zn−1)
=
∏
1≤i<j≤n−1
(xi + xj)× sρn−1+1n−1(x1, . . . , xn−1|t1,−z1, . . . , tn−1,−zn−1).(9.3)
If s(v) < n−1, then s(v) ≤ n−3 because v ∈ W ′n. This means that there are at least 3 zeros in
tv,1, . . . , tv,n. Because there is the factor
∏
1≤i<j≤n−1(xi+xj) in (9.3) we have Φv(K ′2ρn−1) = 0.
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So we suppose s(v) = n − 1. By a calculation using the definition of the factorial Schur poly-
nomial, we see that sρn−1+1n−1(x1, . . . , xn−1|t1,−z1, . . . , tn−1,−zn−1) is divisible by the factor∏n−1
i=1 (t1 − xi). By this fact we may assume tv,1, . . . , tv,n is a permutation of 0, t2, t3, . . . , tn
since otherwise Φv(K ′2ρn−1) is zero. Thus under the assumption, we have
Φv(K
′
2ρn−1
) =
∏
2≤i<j≤n
(ti + tj)sρn−1+1n−1(t2, . . . , tn|t1,−tv(1), t2,−tv(2), . . . , tn−1,−tv(n−1)).
By Lem. 4.9 this factorizes into
∏
2≤i<j≤n(ti+ tj)
∏n
j=2(tj − t1)
∏
1≤i<j≤n(tj + tv(i)). Now our
assumption is that the negative elements in {v(1), . . . , v(n)} are exactly {2, 3, . . . , n}. Among
these elements, only w(n)0 gives a non-zero polynomial, which is shown to be
∏
1≤i<j≤n(ti +
tj)(tj − ti) = σ
(n)
w
(n)
0
|
w
(n)
0
. 
10. GEOMETRIC CONSTRUCTION OF THE UNIVERSAL LOCALIZATION MAP
In this section, we construct the morphism of Z[t]-algebras π˜∞ : R∞ −→ lim←−H
∗
Tn
(Fn)
from a geometric point of view. We start this section by describing the embedding Fn →֒
Fn+1 explicitly, and calculate the localization of the Chern roots of tautological bundles. Then
we introduce some particular cohomology classes βi in H∗Tn(Fn), by using the geometry of
isotropic flag varieties. These classes satisfy the relations of the Q-Schur functions Qi(x), and
mapping Qi(x) to βi ultimately leads to the homomorphism π˜∞. In particular, this provides an
explanation on why the Schur Q-functions enter into our theory (cf. Prop. 10.4). The final goal
is to establish the connection of π˜∞ and the universal localization map Φ (Thm. 10.8).
The arguments in the preceding sections are logically independent from this section. How-
ever, we believe that the results in this section provide the reader with some insight into the
underlying geometric idea of the algebraic construction.
10.1. Flag varieties of isotropic flags. The groups Gn are the group of automorphisms pre-
serving a non-degenerate, bilinear form 〈·, ·〉 on a complex vector space Vn. The pair (Vn, 〈·, ·〉)
is the following:
(1) In type Cn, Vn = C2n; fix e∗n, . . . , e∗1, e1, . . . , en a basis for Vn. Then 〈·, ·〉 is the skew-
symmetric form given by 〈ei, e∗j〉 = δi,j (the ordering of the basis elements will be
important later, when we will embed Gn into Gn+1).
(2) In types Bn and Dn, Vn is an odd, respectively even-dimensional complex vector space.
Let e∗n, . . . , e∗1, e0, e1, . . . , en respectively e∗n, . . . , e∗1, e1, . . . , en be a basis of Vn. Then
〈·, ·〉 is the symmetric form such that 〈ei, e∗j〉 = δi,j .
A subspace V of Vn will be called isotropic if 〈u,v〉 = 0 for any u,v ∈ V . Then Fn is the
variety consisting of complete isotropic flags with respect to the appropriate bilinear form. For
example, in type Cn, Fn consists of nested sequence of vector spaces
F1 ⊂ F2 ⊂ · · · ⊂ Fn ⊂ Vn = C
2n,
such that each Fi is isotropic and dimFi = i. Note that the maximal dimension of an isotropic
subspace of C2n is n; but the flag above can be completed to a full flag of C2n by taking
Vn+i = V
⊥
n−i, using the non-degeneracy of the form 〈·, ·〉. A similar description can be given in
types Bn and Dn, with the added condition that, in type Dn,
dimFn ∩ 〈e
∗
n, . . . , e
∗
1〉 ≡ 0 mod 2;
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in this case we say that all Fn are in the same family (cf. [13, pag.68]).
The flag variety Fn carries a transitive left action of the group Gn, and can be identified
with the homogeneous space Gn/Bn, where Bn is the Borel subgroup consisting of upper
triangular matrices in Gn. Let Tn be the maximal torus in Gn consisting of diagonal ma-
trices in Gn. Let t = diag(ξ−1n , . . . , ξ−11 , ξ1, . . . , ξn) be a torus element in types Cn,Dn, and
t = diag(ξ−1n , . . . , ξ
−1
1 , 1, ξ1, . . . , ξn) in type Bn. We denote by ti the character of Tn defined by
t 7→ ξ−1i (t ∈ Tn). Then the weight of Cei is−ti and that of Ce∗i is ti. We identify ti ∈ H2Tn(pt)
with cT1 (Ce∗i ), where Ce∗i is the (trivial, but not equivariantly trivial) line bundle over pt with
fibre Ce∗i . For v ∈ Wn, the corresponding Tn-fixed point ev is
ev : 〈e
∗
v(n)〉 ⊂ 〈e
∗
v(n), e
∗
v(n−1)〉 ⊂ · · · ⊂ 〈e
∗
v(n), e
∗
v(n−1), . . . , e
∗
v(1)〉 ⊂ Vn.
10.2. Equivariant embeddings of flag varieties. There is a natural embedding Gn →֒ Gn+1,
given explicitly by
g →

 1 g
1

 .
This corresponds to the embedding of Dynkin diagrams in each type. This also induces em-
beddings Bn →֒ Bn+1, Tn →֒ Tn+1, and ultimately ϕn : Fn →֒ Fn+1. The embedding
ϕn sends the complete isotropic flag F1 ⊂ · · · ⊂ Fn of Vn to the complete isotropic flag of
Vn+1 = Ce
∗
n+1 ⊕ Vn ⊕ Cen+1:
Ce∗n+1 ⊂ Ce
∗
n+1 ⊕ F1 ⊂ · · · ⊂ Ce
∗
n+1 ⊕ Fn.
Cleary ϕn is equivariant with respect to the embedding Tn →֒ Tn+1.
10.3. Localization of Chern classes of tautological bundles. Consider the flag of tautological
(isotropic) vector bundles
0 = Vn+1 ⊂ Vn ⊂ · · · ⊂ V1 ⊂ E , rankVi = n− i+ 1,
where E is the trivial bundle with fiber Vn and Vi is defined to be the vector subbundle of E
whose fiber over the point F• = F1 ⊂ · · · ⊂ Fn in Fn is Fn−i+1. Let zi = cT1 (Vi/Vi+1) 3denote
the equivariant Chern class of the line bundle Vi/Vi+1.
Proposition 10.1. Let v ∈ Wn. Then the localization map ι∗v : H∗Tn(Fn) → H∗Tn(ev) satisfies
ι∗v(zi) = tv(i).
Proof. The pull-back of the line bundle Vi/Vi+1 via ι∗v is the line bundle over ev with fibre
Ce∗v(i), which has (equivariant) first Chern class tv(i). 
10.4. The cohomology class βi. In this section we introduce the cohomology classes βi, which
will later be identified to Q-Schur functions Qi(x).
The torus action on Vn induces a Tn-equivariant splitting E = ⊕ni=1Li ⊕ L∗i (E = ⊕ni=1Li ⊕
L∗i ⊕L0 for type Bn) where Li (resp. L∗i ) is the trivial line bundle over Fn with fiber Cei (resp.
Ce∗i ). Recall from §10.1 that Tn acts on L∗i by weight ti and that ti = cT1 (L∗i ).
Let Fn be the flag variety of type Cn or Dn and set V = V1. We have the following exact
sequence of Tn-equivariant vector bundles:
(10.1) 0 −→ V −→ E −→ V∗ −→ 0.
3The bundle Vi/Vi+1 is in fact negative; for example, in type C, if n = 1, F1 = P1 and V1 = O(−1). The
reason for choosing positive sign for zi is to be consistent with the conventions used by Billey-Haiman in [5].
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where V∗ denotes the dual bundle of V in E with respect to the bilinear form. Let L = ⊕ni=1Li
and L∗ = ⊕ni=1L∗i . Since E = L ⊕ L∗, we have cT (E) = cT (L)cT (L∗). Define the class
βi ∈ H
∗
Tn
(Fn) by
βi = c
T
i (V
∗ − L),
where cTi (A − B) is the term of degree i in the formal expansion of cT (A)/cT (B). Using the
relation cT (L)cT (L∗) = cT (V)cT (V∗), we also have the expression:
βi = c
T
i (L
∗ − V).
In terms of the Chern classes zi, ti, the class βi has the following two equivalent expressions:
(10.2)
∞∑
i=0
βiu
i =
n∏
i=1
1− ziu
1− tiu
=
n∏
i=1
1 + tiu
1 + ziu
.
Lemma 10.2. The classes βi satisfy the same relations as the Q-Schur functions of Qi(x), i.e.
β2i + 2
i∑
j=1
(−1)jβi+jβi−j = 0 for i ≥ 1.
Proof. We have the following two expressions:
∞∑
i=0
βiu
i =
n∏
i=1
1− ziu
1− tiu
,
∞∑
j=0
(−1)jβju
j =
n∏
i=1
1− tiu
1− ziu
.
The lemma follows from multiplying both sides, and then extracting the degree 2i parts. 
Minor modifications need to be done if Fn is the flag variety of type Bn. In this case the
tautological sequence of isotropic flag subbundles consists of 0 = Vn+1 ⊂ Vn ⊂ · · · ⊂ V1 ⊂
E = C2n+1×Fn, but the dual bundle V∗1 of V1 is not isomorphic to E/V1, which has rank n+1.
However, the line bundle V⊥1 /V1 is equivariantly isomorphic to
∧2n+1 E - cf. [13, pag.75] - so
cT1 (V
⊥
1 /V1) = 0; here V⊥1 denotes the bundle whose fibre over V1 ⊂ · · · ⊂ Vn is the subspace
of vectors in C2n+1 perpendicular to those in Vn with respect to the non-degenerate form 〈·, ·〉.
It follows that the bundle E/V1 has (equivariant) total Chern class (1 − z1u) · · · (1 − znu),
which is the same as the total Chern class of V∗1 . Similarly, the total Chern class of E/L with
L = ⊕ni=1Li is (1 + t1u) · · · (1 + tnu) and equals cT (L∗). So the definition of βi and the proofs
of its properties remain unchanged.
Recall that in §7.5 we introduced πn : R∞ −→ H∗Tn(Fn) by using the universal localization
map Φ. The following is the key fact used in the proof of the main result of this section.
Lemma 10.3. We have πn(Qi(x)) = βi.
Proof. It is enough to show that ι∗v(βi) = Qi(tv) for v ∈W n. By Prop. 10.1 and the definition
of βi, we have
ι∗v
(
∞∑
i=0
βiu
i
)
= ι∗v
(
n∏
i=1
1− ziu
1− tiu
)
=
n∏
i=1
1− tv(i)u
1− tiu
.
If v(i) is positive, the factors 1− tv(i)u cancel out and the last expression becomes∏
v(i) negative
1− tv(i)u
1 + tv(i)u
=
∞∑
i=0
Qi(tv)u
i
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where the last equality follows from the definition of Qi(x) and that of tv. 
10.5. Homomorphism π˜n. We considerFn of one of the types Bn,Cn, and Dn. We will define
next the projection homomorphism from R∞ to H∗Tn(Fn), which will be used to construct the
geometric analogue π˜n of πn. Note that R∞ is a proper subalgebra ofR∞ in types B and D. We
regard H∗Tn(Fn) as Z[t]-module via the natural projection Z[t]→ Z[t1, . . . , tn].
Proposition 10.4. There exists a homomorphism of graded Z[t]-algebras π˜n : R∞ → H∗Tn(Fn)
such that
π˜n(Qi(x)) = βi (i ≥ 1) , π˜n(zi) = zi (1 ≤ i ≤ n) and π˜n(zi) = 0 (i > n).
Proof. This follows from the fact that R∞ is generated as a Z[t]-algebra by Qi(x), zi (i ≥ 1),
and that the ideal of relations among Qi(x) is generated by those in (4.1) (see [31], III §8).
Since the elements βi satisfy also those relations by Lemma 10.2, the result follows. 
10.6. Types B and D. In this section, we extend π˜n from R′∞ to H∗Tn(Fn). The key to that is
the identity Pi(x) = 12Qi(x).
Proposition 10.5. Let Fn be the flag variety of type Bn or Dn. Then there is an (integral)
cohomology class γi such that 2γi = βi. Moreover, the classes γi satisfy the following quadratic
relations:
γ2i + 2
i−1∑
j=1
(−1)jγi+jγi−j + (−1)
iγ2i = 0 (i > 0).
Proof. Define γi = 12βi. Then, as in the proof of Lemma 10.3, the localization ι∗v(γi) =
1
2
Qi(tv) = Pi(tv) which is a polynomial with integer coefficients. The quadratic relations
follow immediately from Lem. 10.2. 
The proposition implies immediately the following:
Proposition 10.6. Let Fn be the flag variety of type Bn or Dn. There exists a homomorphism of
graded Z[t]-algebras π˜n : R′∞ → H∗Tn(Fn) such that
π˜n(Pi(x)) = γi (i ≥ 1) and π˜n(zi) = zi (1 ≤ i ≤ n) and π˜n(zi) = 0 (i > n).
Remark 10.7. It is easy to see (cf, [13, §6.2]) that the morphism π˜n : R∞ → H∗Tn(Fn) is
surjective in type C, and also in types B,D, but with coefficients over Z[1/2]. But in fact, using
that Φ : R′∞ → H∞ is an isomorphism, one can show that surjectivity holds over Z as well.
10.7. The geometric interpretation of the universal localization map Φ. From Prop. 10.4
and Prop. 10.6, we have Z[t]-algebra homomorphism π˜n : R∞ −→ H∗Tn(Fn) for all types
B,C,D. Since π˜n is compatible with maps ϕ∗n : H∗Tn(Fn+1) → H∗Tn(Fn) induced by embed-
dings Fn → Fn+1 there is an induced homomorphism
π˜∞ : R∞ −→ lim←−H
∗
Tn
(Fn).
Recall from §7.5 that we have the natural embedding π∞ : R∞ →֒ lim←−H
∗
Tn
(Fn), defined via the
localization map Φ. Then:
Theorem 10.8. We have that π˜∞ = π∞.
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Proof. It is enough to show that π˜n = πn. To do that, we compare both maps on the genera-
tors of R∞. We know that π˜n(Qi(x)) = πn(Qi(x)) = βi by Lem. 10.3 and this implies that
π˜n(Pi(x)) = πn(Pi(x)) for types Bn and Dn. It remains to show πn(zi) = π˜n(zi). In this case,
for v ∈W n,
ι∗vπn(zi) = Φv(zi)
(n) = t
(n)
v(i) = ι
∗
vπ˜n(zi).
This completes the proof. 
10.8. Integrality of Fulton’s classes ci. We take to opportunity to briefly discuss, in the
present setting, an integrality property of some cohomology classes considered by Fulton in
[12], in relation to degeneracy loci in classical types. This property was proved before, in a
more general setting, by Edidin and Graham [8], by using the geometry of quadric bundles.
LetFn be the flag variety of type Bn or Dn. Recall that ci is the equivariant cohomology class
in H∗Tn(Fn,Z[
1
2
]) defined by:
ci =
1
2
(ei(−z1, . . . ,−zn) + ei(t1, . . . , tn)) (0 ≤ i ≤ n).
Proposition 10.9. We have ci =
∑i−ǫ
j=1(−1)
jej(t1, . . . , tn)γi−j (0 ≤ i ≤ n), where ǫ = 0 if i is
even and ǫ = 1 if i is odd. In particular, ci are classes defined over Z.
Proof. Using the definition of βi and
∑n
i=0 2ciu
i =
∏n
i=1(1− ziu) +
∏n
i=1(1 + tiu) we have
n∑
i=0
2ciu
i =
n∏
i=1
(1 + tiu) +
∞∑
i=0
βiu
i
n∏
i=1
(1− tiu).
Comparing both hand side of degree i and using 2γi = βi we have the equation. 
11. KAZARIAN’S FORMULA FOR LAGRANGIAN SCHUBERT CLASSES
In this section, we give a brief discussion of a “multi-Schur Pfaffian” expression for the Schu-
bert classes of the Lagrangian Grassmannian. This formula appeared in a preprint of Kazarian,
regarding a degeneracy loci formula for the Lagrangian vector bundles [22].
11.1. Multi-Schur Pfaffian. We recall the definition of the multi-Schur Pfaffian from [22].
Let λ = (λ1 > · · · > λr ≥ 0) be any strict partition with r even. Consider an r-tuple of infinite
sequences c(i) = {c(i)k }∞k=0 (i = 1, . . . , r), where each c
(i)
k is an element in a commutative ring
with unit. For a ≥ b ≥ 0, we set
c
(i),(j)
a,b := c
(i)
a c
(j)
b + 2
b∑
k=1
(−1)kc
(i)
a+kc
(j)
b−k.
Assume that the matrix (c(i),(j)λi,λj )i,j is skew-symmetric, i.e. c
(i),(j)
λi,λj
= −c
(j),(i)
λj ,λi
for 1 ≤ i, j ≤ r.
Then we consider its Pfaffian
Pfλ(c
(1), . . . , c(r)) = Pf
(
c
(i),(j)
λi,λj
)
1≤i<j≤r
,
called multi-Schur Pfaffian.
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11.2. Factorial Schur functions as a multi-Schur Pfaffian. We introduce the following ver-
sions of factorial Q-Schur functions Qk(x|t):
∞∑
k=0
Q
(l)
k (x|t)u
k =
∞∑
i=1
1 + xiu
1− xiu
l−1∏
j=1
(1− tju).
Note that, by definition, Q(k)k (x|t) = Qk(x|t) and Q
(1)
k (x|t) = Qk(x).
Proposition 11.1. Let λ = (λ1 > · · · > λr ≥ 0) be any strict partition with r even. Set
c
(i)
k = Q
(λi)
k (x|t) for i = 1, . . . , r. Then the matrix (c(i),(j)λi,λj )i,j is skew-symmetric and we have
Pfλ(c
(1), . . . , c(r)) = Qλ(x|t).
Proof. In view of the Pfaffian formula for Qλ(x|t) (Prop. 4.6), it suffices to show the following
identity:
(11.1) Qk,l(x|t) = Q(k)k (x|t)Q(l)l (x|t) + 2
l∑
i=1
(−1)iQ
(k)
k+i(x|t)Q
(l)
l−i(x|t).
By induction we can show that for k ≥ 0
Q
(j+k)
j (x|t) =
j∑
i=0
(−1)iei(tj+k−1, tj+k−2, . . . , tj−i+1)Qj−i(x|t),
Q
(j−k)
j (x|t) =
k∑
i=0
hi(tj−k, tj−k+1, . . . , tj−i)Qj−i(x|t).
Substituting these expressions into (11.1), we get a quadratic expression in Qi(x|t)’s. The
obtained expression coincides with a formula for Qk,l(x|t) proved in [16, Prop.7.1]. 
11.3. Schubert classes in the Lagrangian Grassmannian as multi-Pfaffians. We use the
notations from §10. The next formula expresses the equivariant Schubert class σ(n)wλ in a flag va-
riety of type C in terms of a multi-Pfaffian. Recall that this is also the equivariant Schubert class
for the Schubert variety indexed by λ in the Lagrangian Grassmannian, so this is a ”Giambelli
formula” in this case. Another such expression, in terms of ordinary Pfaffians, was proved by
the first author in [16].
Proposition 11.2 (cf. [22], Thm. 1.1). Set Uk = ⊕nj=kLi. Then σ(n)wλ = Pfλ(cT (E − V −
Uλ1), . . . , c
T (E − V − Uλr)).
Proof. By Thm. 6.6, we know πn(Qλ(x|t)) = σ(n)wλ . On the other hand the formula of Prop.
11.1 writes Qλ(x|t) as a multi-Pfaffian. So it is enough to show that:
cTi (E − V − Uk) = πn(Q
(k)
i (x|t)).
We have
cT (E − V − Uk) =
∏n
i=1(1− t
2
iu
2)∏n
j=1(1 + ziu)
∏n
j=k(1− tju)
=
n∏
i=1
1 + tiu
1 + ziu
k−1∏
j=1
(1− tju).
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The first factor of the right hand side is the generating function for βi = πn(Qi(x))(i ≥ 0). So
the last expression is
∞∑
i=0
πn(Qi(x))u
i
k−1∏
j=1
(1− tju) =
∞∑
i=0
πn(Q
(k)
i (x|t))u
i.
Hence the proposition is proved. 
12. TYPE C DOUBLE SCHUBERT POLYNOMIALS FOR w ∈ W3
123 1
1¯23 Q1
213 Q1 + (z1 − t1)
2¯13 Q2 +Q1(−t1)
21¯3 Q2 +Q1z1
2¯1¯3 Q21
12¯3 Q3 +Q2(z1 − t1) +Q1(−z1t1)
1¯2¯3 Q31 +Q21(z1 − t1)
132 Q1 + (z1 + z2 − t1 − t2)
1¯32 2Q2 +Q1(z1 + z2 − t1 − t2)
312 Q2 +Q1(z1 − t1 − t2) + (z1 − t1)(z1 − t2)
3¯12 Q3 +Q2(−t1 − t2) +Q1t1t2
31¯2 Q3 +Q21 +Q2(2z1 − t1 − t2) +Q1(z1)(z1 − t1 − t2)
3¯1¯2 Q31 +Q21(−t1 − t2)
13¯2 Q4 +Q3(z1 − t1 − t2) +Q2(t1t2 − z1(t1 + t2)) +Q1z1t1t2
1¯3¯2 Q41 +Q31(z1 − t1 − t2) +Q21(t1t2 − z1(t1 + t2))
231 Q2 +Q1(z1 + z2 − t1) + (z1 − t1)(z2 − t1)
2¯31 Q3 +Q21 +Q2(z1 + z2 − 2t1) +Q1(−t1)(z1 + z2 − t1)
321 Q3 +Q21 +Q2(2z1 + z2 − 2t1 − t2) +Q1(z1 + z2 − t1)(z1 − t1 − t2) + (z1 − t1)(z1 − t2)(z2 − t1)
3¯21 Q4 +Q31 +Q3(z1 + z2 − 2t1 − t2) +Q21(−t1 − t2)+
Q2(t1t2 − (t1 + t2)(z1 + z2 − t1) +Q1t1t2(z1 + z2 − t1)
32¯1 Q31 +Q3(z1 − t1) +Q21(z1 − t1) +Q2(z1 − t1)2 +Q1z1(−t1)(z1 − t1)
3¯2¯1 Q32 +Q31(−t1) +Q21t21
23¯1 Q41 +Q4(z1 − t1) +Q31(z1 − t1 − t2) +Q3(z1 − t1)(z1 − t1 − t2) +Q21(t1t2 − z1(t1 + t2))+
Q2(z1 − t1)(t1t2 − z1(t1 + t2)) +Q1(z1 − t1)z1t1t2
2¯3¯1 Q42 +Q32(z1 − t1 − t2) +Q41(−t1) +Q31(−t1)(z1 − t1 − t2) +Q21t21(z1 − t2)
231¯ Q3 +Q2(z1 + z2) +Q1z1z2
2¯31¯ Q31 +Q21(z1 + z2)
321¯ Q4 +Q31 +Q3(2z1 + z2 − t1 − t2) +Q21(z1 + z2)+
Q2((z1 + z2)(z1 − t1 − t2) + z1z2) +Q1z1z2(z1 − t1 − t2)
3¯21¯ Q32 +Q41 +Q31(z1 + z2 − t1 − t2) +Q21(z1 + z2)(−t1 − t2)
32¯1¯ Q32 +Q31z1 +Q21z21
3¯2¯1¯ Q321
23¯1¯ Q42 +Q32(z1 − t1 − t2) +Q41z1 +Q31z1(z1 − t1 − t2) +Q21z21(−t1 − t2)
2¯3¯1¯ Q421 +Q321(z1 − t1 − t2)
132¯ Q4 +Q3(z1 + z2 − t1) +Q2(z1z2 − t1(z1 + z2)) +Q1(−t1)z1z2
1¯32¯ Q41 +Q31(z1 + z2 − t1) +Q21(z1z2 − t1(z1 + z2))
312¯ Q41 +Q4(z1 − t1) +Q31(z1 + z2 − t1) +Q3(z1 − t1)(z1 + z2 − t1) +Q21(z1z2 − t1(z1 + z2))+
Q2(z1 − t1)(z1z2 − t1(z1 + z2)) +Q1(z1 − t1)z1z2(−t1)
3¯12¯ Q42 +Q32(z1 + z2 − t1) +Q41(−t1) +Q31(z1 + z2 − t1)(−t1) +Q21t21(z1 + z2)
31¯2¯ Q42 +Q41z1 +Q32(z1 + z2 − t1) +Q31z1(z1 + z2 − t1) +Q21z21(z2 − t1)
3¯1¯2¯ Q421 +Q321(z1 + z2 − t1)
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13¯2¯ Q43 +Q42(z1 − t1) +Q32(z21 + t
2
1 − z1t1) +Q41(−z1t1) +Q31z1(−t1)(z1 − t1) +Q21(z
2
1t
2
1)
1¯3¯2¯ Q431 +Q421(z1 − t1) +Q321(z21 − z1t1 + t
2
1)
123¯ Q5 +Q4(z1 + z2 − t1 − t2) +Q3(z1z2 + t1t2 − (z1 + z2)(t1 + t2))+
Q2(z1z2(−t1 − t2) + t1t2(z1 + z2)) +Q1z1z2t1t2
1¯23¯ Q51 +Q41(z1 + z2 − t1 − t2) +Q31(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) +Q21(z1z2(−t1 − t2) + t1t2(z1 + z2))
213¯ Q51 +Q5(z1 − t1) +Q41(z1 + z2 − t1 − t2) +Q4(z1 − t1)(z1 + z2 − t1 − t2)+
Q31(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) +Q3(z1 − t1)(z1z2 + t1t2 − (z1 + z2)(t1 + t2))+
Q21(z1z2(−t1 − t2) + t1t2(z1 + z2)) +Q2(z1 − t1)(z1z2(−t1 − t2) + t1t2(z1 + z2)) +Q1z1z2t1t2(z1 − t1)
2¯13¯ Q52 +Q42(z1 + z2 − t1 − t2) +Q32(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) +Q51(−t1)+
Q41(−t1)(z1 + z2 − t1 − t2) +Q31(−t1)(z1z2 + t1t2 − (z1 + z2)(t1 + t2))
+Q21(t1)2(z1z2 − (z1 + z2)t2))
21¯3¯ Q52 +Q42(z1 + z2 − t1 − t2) +Q32(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) +Q51z1 +Q41z1(z1 + z2 − t1 − t2)+
Q31z1(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) +Q21z21(t1t2 − z2(t1 + t2))
2¯1¯3¯ Q521 +Q421(z1 + z2 − t1 − t2) +Q321(z1z2 + t1t2 − (z1 + z2)(t1 + t2))
12¯3¯ Q53 +Q52(z1 − t1) +Q51(−z1t1) +Q43(z1 + z2 − t1 − t2) +Q42(z1 − t1)(z1 + z2 − t1 − t2)+
Q41(−z1t1)(z1 + z2 − t1 − t2) +Q32(z1(z1 − t1)(z2 − t1 − t2) + t21(z2 − t2))+
Q31(−z1t1)(z1(z2 − t1 − t2)− t1(z2 − t2)) +Q21z21t
2
1(z2 − t2)
1¯2¯3¯ Q531 +Q431(z1 + z2 − t1 − t2) +Q521(z1 − t1) +Q421(z1 − t1)(z1 + z2 − t1 − t2)+
Q321((z21 − z1t1 + t
2
1)(z2 − t2) + z1t1(t1 − z1))
13. DOUBLE SCHUBERT POLYNOMIALS IN TYPE D FOR w ∈ W ′3
123 1
213 P1 + (z1 − t1)
2¯1¯3 P1
1¯2¯3 P2 + P1(z1 − t1)
132 2P1 + (z1 + z2 − t1 − t2)
312 P2 + P1(2z1 − t1 − t2) + (z1 − t1)(z1 − t2)
3¯1¯2 P2 + P1(−t1 − t2)
1¯3¯2 P3 + P2(z1 − t1 − t2) + P1(t1t2 − z1t1 − z1t2)
231 P2 + P1(z1 + z2 − 2t1) + (z1 − t1)(z2 − t1)
321 P3 + P21 + P2(2z1 + z2 − 2t1 − t2) + P1(z21 + 2z1z2 + t
2
1 + 2t1t2 − 3t1z1 − t1z2 − t2z1 − t2z2)+
(z1 − t1)(z1 − t2)(z2 − t1)
3¯2¯1 P21 + P2(−t1) + P1t21
2¯3¯1 P31 + P21(z1 − t1 − t2) + P3(−t1) + P2(−t1)(z1 − t1 − t2) + P1t21(z1 − t2)
2¯31¯ P2 + P1(z1 + z2)
32¯1¯ P21 + P2z1 + P1z21
3¯21¯ P3 + P21 + P2(z1 + z2 − t1 − t2) + P1(z1 + z2)(−t1 − t2)
23¯1¯ P31 + P3z1 + P21(z1 − t1 − t2) + P2z1(z1 − t1 − t2) + P1z21(−t1 − t2)
1¯32¯ P3 + P2(z1 + z2 − t1) + P1(z1z2 − t1(z1 + z2))
31¯2¯ P31 + P21(z1 + z2 − t1) + P3z1 + P2z1(z1 + z2 − t1) + P1z21(z2 − t1)
3¯12¯ P31 + P21(z1 + z2 − t1) + P3(−t1) + P2(−t1)(z1 + z2 − t1) + P1(z1 + z2)t21
13¯2¯ P32 + P31(z1 − t1) + P3(−z1t1) + P21(z21 − z1t1 + t
2
1) + P2(−z1t1)(z1 − t1) + P1z
2
1t
2
1
1¯23¯ P4 + P3(z1 + z2 − t1 − t2) + P2(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) + P1(z1z2(−t1 − t2) + t1t2(z1 + z2))
21¯3¯ P41 + P4z1 + P31(z1 + z2 − t1 − t2) + P3(z1)(z1 + z2 − t1 − t2) + P21(z1z2 + t1t2 − (z1 + z2)(t1 + t2))
+P2z1(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) + P1z21(t1t2 − z2t1 − z2t2)
2¯13¯ P41 + P4(−t1) + P31(z1 + z2 − t1 − t2) + P3(−t1)(z1 + z2 − t1 − t2) + P21(z1z2 + t1t2 − (z1 + z2)(t1 + t2))
+P2(−t1)(z1z2 + t1t2 − (z1 + z2)(t1 + t2)) + P1t21(z1z2 − z1t2 − z2t2)
12¯3¯ P42 + P32(z1 + z2 − t1 − t2) + P41(z1 − t1) + P31(z1 − t1)(z1 + z2 − t1 − t2)+
P21(z21z2 − t
2
1t2 + z1t1t2 − z1z2t1 + z
2
1(−t1 − t2) + t
2
1(z1 + z2)) + P4(−z1t1)+
P3(−z1t1)(z1 + z2 − t1 − t2) + P2(−z1t1)(−z1t1 − z2t1 − z1t2 + z1z2 + t1t2) + P1(z21t
2
1)(z2 − t2)
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