INTRODUCTION
The recursive spectral bisection (RSB) algorithm was proposed by Pothen et al. 1] as the basis for computing small vertex separators for sparse matrices. Simon 2] applied this algorithm to mesh decomposition and showed that spectral bisection compared favorably with other decomposition techniques. Since then, the RSB algorithm has been widely accepted in the scienti c community because of its robustness and its consistency in the high-quality partitionings it generates. The major drawback of the RSB algorithm is its high computing cost, as noted in 2], caused by the need for solving a series of eigenvalue problems. It is often stated that an unstructured mesh can be decomposed after it is generated, and the decomposition reused for the di erent calculations performed on that mesh. However, a new partitioning is to be obtained if adaptive mesh re nement is required. The mesh also has to be re-decomposed if the number of processing nodes available to the user changes between two calculations. In order to avoid the mesh decomposition from becoming a signi cant computational bottleneck, an e cient data-parallel implementation of the RSB algorithm using the CM Fortran language 3] is developed. In this paper, we present only an abbreviated description of the parallel implementation of the RSB algorithm, followed by two decomposition examples. Details of the implementation can be found in 4].
PARALLEL RECURSIVE SPECTRAL BISECTION
The rst step is to de ne a graph representation of the mesh topology. This is done through the dual mesh connectivity array idual of dimension n faces n el which contains the list of elements sharing a face with a given element. n faces is the number of element faces (e.g., n faces = 4 for a tetrahedron and n faces = 6 for a brick); and n el is the number of elements. An element having a face on the mesh boundary has its corresponding entry in idual set to zero. In this representation, the elements become the graph vertices and the internal faces correspond to the graph edges. The purpose of the RSB algorithm is to generate a reordering of the elements based on idual such that nicely shaped 1 partitions of adjacent elements are obtained. These partitions are then mapped to the vector units of the CM-5 system, with the constraint of having at most one partition per vector unit. The partitioning procedure follows exactly the array block distribution format used by the CM-5 run-time system. In this format, all partitions contain the same number of elements except the last one which has whatever elements remain. It should be noted that our parallel implementation of the RSB algorithm is tightly linked to the data mapping format just described. Major changes to the implementation would be required if another mapping format was used. Since current CM-5 con gurations have power-of-two numbers of vector units, the RSB algorithm is based on an iterative partitioning process which decomposes the whole mesh into 2 partitions, each of which in turn is decomposed into 2 partitions, and so on. The number of iterations in the recursive process is therefore log 2 (n vu ), n vu being the number of vector units in the CM-5 con guration considered. The implementation of the algorithm is done such that all elements of the mesh are treated in parallel. It implies a two-level parallelization; one level on the partitions generated at a given stage of the recursive process and the other on the elements in each partition. One should note that there is no performance loss during the recursive process since the CM-5 system always processes the same number of data, namely the number of elements in the whole mesh.
The array idual is used to evaluate the Laplacian matrix L, de ned as L ij = ?1; if elements i and j share a face; 0; otherwise.
(1)
L is a positive semi-de nite matrix. It can be easily shown that the eigenvector associated with the zero eigenvalue is e = f1; 1; . . . ; 1g T . The zero eigenvalue has a multiplicity equal to the number of connected element blocks in the mesh (or in the considered partition obtained at a given stage of the recursive process). By de nition, a partition is said to be connected if the graph de ned by idual for that partition is connected.
The properties of the smallest non-zero eigenvalue and its associated eigenvector f have been studied by Fiedler in the framework of graph theory 5, 6, 7] . He has shown that reordering the components of f provides a reordering of the elements in the mesh (or in the corresponding partition). The reordered list of elements is then split as desired.
The vector f will be referred to as the Fiedler vector.
In the data-parallel implementation of the RSB algorithm, the smallest non-zero eigenvalue and the Fiedler vector are evaluated using a modi ed version of the Lanczos algorithm: The unnecessary computation of the zero eigenvalue is avoided by orthogonalizing all Lanczos vectors against e, the eigenvector corresponding to the zero eigenvalue. Moreover, the smallest non-zero eigenvalues of the tridiagonal matrices generated by the Lanczos algorithm are computed using a modi ed method of bisection. The complete parallel RSB algorithm can be summarized as follows:
For n = 1; . . . ; log 2 (n vu ) Identify the connected element blocks (see Section 2.1) 2
Calculate the Fiedler vector f (see Section 2.2) Reorder idual based on the ranking of the components of f Set idual entry to 0 for elements having a neighbor in a di erent partition
The following sections describe in greater details the important issues arising in the implementation of the parallel RSB algorithm on the CM-5 system.
Identi cation of connected element blocks
Extending Fiedler's work to mesh partitioning shows that a connected partition is guaranteed to be decomposed into two connected subdomains only if the reordered components of the Fiedler vector are split according to their sign, i.e., negative components are associated with the rst subdomain and positive components with the second subdomain. Unfortunately, the block distribution format imposes a split which may not yield connected partitions. If such a case occurs, the orthogonalization of the Lanczos vectors against e has to be done for each connected block of elements independently of the others. We therefore have to design a coloring algorithm which identi es the connected element blocks. In this algorithm, one element in each partition sends its color (initially set to 1) to its neighbors, which in turn send the color to their neighbors, and so on. The color is incremented and the algorithm restarted if there are no non-colored neighbors left. The algorithm terminates when all elements are assigned a color. The low latency of the data network makes the CM-5 system suitable for such algorithms, especially in the initial phase of the iterative process where only a small number of data are sent through the network.
Lanczos algorithm
The Lanczos algorithm used to compute the Fiedler vector contains several computationally intensive operations executed at each Lanczos iteration:
1. Three dot-product operations for each partition; 2. One matrix-vector product of the form u = L v; and 3. Computation of the smallest non-zero eigenvalues of tridiagonal matrices using a modi ed method of bisection 4]. This part has been implemented in a macroassembly language. A description of the implementation of dot-products and matrix-vector products on the CM-5 system follows.
Concurrent dot-products
In the case all partitions are connected, dot-products for each partition are performed in the following steps: The scatter operation is achieved through the communication primitive sparse util scatter available in the CMssl. A mask is passed to this routine to allow the scatter only for the non-zero entries of idual.
MESH DECOMPOSITION EXAMPLES
We present two numerical examples which demonstrate the performance of the parallel RSB algorithm and the quality of the partitions it generates. The mesh decomposition program was compiled with CMF 2.1 and was run on timeshared CM-5 systems. The CM-5 systems were running the Connection Machine operating system CMost 7.2. The Lanczos tolerance was set to 10 ?3 . All computations were performed in 64-bit arithmetic. All reported timings correspond to elapsed times.
Mesh around an ONERA M6 wing
This rst partitioning example uses a tetrahedral mesh composed of 48;011 nodes and 266;556 elements. The graph representation of the mesh has 527;966 edges. Figure  1 presents a view of the surface mesh on the outer boundaries of the domain. One can see the high concentration of boundary elements on the plane of symmetry near the root of the wing. This mesh was partitioned on a 64-processing node CM-5 system equipped with 256 vector units. A decomposition into 16 subdomains is depicted in Figure 2 . Figure 3 shows the cost of the parallel RSB algorithm as the bisection procedure progresses. The sub-O(log 2 (no. of partitions)) cost is due to the combined e ects of the two-level parallelization of the algorithm (see Section 2) and of the decrease in the number of Lanczos iterations as the bisection procedure progresses.
The total cost of partitioning the mesh into 256 subdomains is 76 seconds. At this level of partitioning, there are 57;063 cuts in the graph, which represents 10:8% of the total number of graph edges. Table 1 shows the computing costs of the di erent parts of the RSB algorithm. The computation of the Fiedler vector using the Lanczos algorithm dominates with almost 80% of the total time. A more detailed cost analysis of the Lanczos algorithm is presented in Table 2 . One can deduct from these two tables that about 80% of the total time is spent in communication between processing nodes (the communication-dominated portions of the code are the identi cation of connected blocks, matrix-vector products, and data ranking and reordering). Nonetheless, the parallel RSB algorithm exhibits good performance on the CM-5 system. 4 
Mesh of a half-bracket
An adaptively re ned mesh of a half-bracket having 21;497 nodes and 98;052 tetrahedra was decomposed on a 32-processing node CM-5 equipped with 128 vector units. The graph representation has 187;958 edges. Views of the surface mesh and a decomposition into 32 subdomains are shown in Figure 4 . The partitioning cost as a function of the recursive bisection process is presented in Figure 5 . The same cost-related behavior as in the previous example can be observed. Partitioning the mesh into 128 subdomains took 58 seconds. 14;627 cuts in the graph were generated, which represents 7:8% of the total number of edges. 
CONCLUSIONS
We have presented a data-parallel implementation of the recursive spectral bisection algorithm without any sequential bottleneck. The computing power of the CM-5 system has made possible the decomposition of large three-dimensional unstructured meshes in a reasonable time. The partitioning code was incorporated into the latest release of the CMssl and made available to the CM-5 user community. The enhancements to the CM-5 architecture announced in November 1993 should make the RSB algorithm even more competitive with other mesh decomposition techniques 11].
