Abstract. Let Diff(S 1 ) be the group of orientation preserving C ∞ diffeomorphisms of S 1 . In [11] P. Malliavin and then in [5] S. Fang constructed a canonical Brownian motion associated with the H 3/2 metric of the Lie algebra diff(S 1 ). The canonical Brownian motion they constructed lives in the group of Hölderian homeomorphisms of S 1 , which is larger than the group Diff(S 1 ). In this paper, we present another way to construct a Brownian motion that lives exactly in the group Diff(S 1 ).
Introduction
Let Diff(S 1 ) be the group of orientation preserving C ∞ diffeomorphisms of S 1 . The group Diff(S 1 ) is a Frechet Lie group with Lie algebra diff(S 1 ) that consists of C ∞ vector fields of S 1 . The Lie algebra diff(S 1 ) can be identified as the space of C ∞ functions on S 1 , and therefore carries a natural Frechet space structure [12] .
The central extension of the group Diff(S 1 ) is the famous Virasoro group. Both the group Diff(S 1 ), the Virasoro group, and the quotient group Diff(S 1 )/S 1 arise naturally in mathematical physics and have been extensively studied for a long time. One of the goals of research has been to construct and study the properties of Brownian motions with values in these spaces.
Let us first review some of the relevant results. In [11] , P. Malliavin first described a canonical Brownian motion associated with the H 3/2 metric of the Lie algebra diff(S 1 ). This Brownian motion lives in the Hölderian homeomorphism group of S 1 , which is larger than the group Diff(S 1 ). In [3] , H. Airault and P. Malliavin considered the projection of the canonical Brownian motion onto the group Diff(S 1 )/SU (1, 1). They used the method of stochastic parallel transport to prove a Cameron-Martin type theorem for the law of the canonical Brownian motion.
In [5] , S. Fang gave a detailed construction of the canonical Brownian motion that was first described by P. Malliavin in [11] . Fang's method was to solve a stochastic differential equation (SDE) on the group Diff(S 1 ) that is driven by a cylindrical Brownian motion W t on the Lie algebra diff(S 1 ) with the H 3/2 metric. With this metric, W t actually lives in a larger space than diff(S 1 ). Therefore, the canonical Brownian motion that S. Fang constructed also lives in a larger space than Diff(S 1 ). It actually lives in the Hölderian homeomorphism group MANG WU * of S 1 . The way S. Fang found a solution to the SDE in [5] was by considering the SDE pointwise for each θ ∈ S 1 , so that he turned an SDE on the infinitedimensional group Diff(S 1 ) into an SDE on S 1 . He then used a Kolmogorov type argument to show that the solution X t (θ) is Hölderian continuous in the variable θ. This Kolmogorov type argument cannot be pushed further to show that X t (θ) is differentiable in θ. Therefore, Fang's method does not seem to be suitable to construct a Brownian motion that lives exactly in the group Diff(S 1 ). Another way to study the problem is to embed the group Diff(S 1 ) into a larger operator group. Then the study of the ambient operator groups may shed light on the structure of Diff(S 1 ). In [2] , H. Airault and P. Malliavin considered an embedding of the group Diff(S 1 ) into Sp(∞), an infinite-dimensional group that arises from certain symplectic representation of Diff(S 1 ). For the origin of the group Sp(∞), see also [13] .
Following this line, M. Gordina and M. Wu in [9] studied in detail the embedding of the group Diff(S 1 ) into the group Sp(∞). We proved that the embedding is injective, but not surjective. In the same paper, a construction of a Brownian motion on the group Sp(∞) has been presented. The method we used follows the method used by M. Gordina in [6] . In preprint [14] , following the method used by Gordina in [7] , M. Wu calculated the Ricci curvature of the group Sp(∞) (see the definition in [7] ), and found that the Ricci curvature is negative infinity.
In the current paper, we present another way to construct a Brownian motion that lives exactly in the group Diff(S 1 ). The idea is as follows: suppose G is a finite dimensional Lie group, and g is its Lie algebra. A smooth curve w t in g can be developed onto G by solving an ordinary differential equationẋ t = (L xt ) * ẇt , where (L xt ) * is the differential of the left translation by x t . Similarly, a Brownian motion W t in g, can be developed onto G by solving an SDE δ X t = (L e Xt ) * δW t , where δ stands for the Stratonovich differential. In this paper, we write (L e Xt ) * as Φ( X t ). So the SDE can be written as
In our case, we would like to replace G by Diff(S 1 ) and g by diff(S 1 ). In this setting, we need to interpret equation (1.1) appropriately. Using a rapidly decreasing coefficients λ(n), we first construct a Hilbert subspace H λ of diff(S 1 ). Then we define a Brownian motion W t in H λ . This will be the Brownian motion that appeared in equation (1.1). In contrast with Fang's construction [5] , our Brownian motion W t actually lives in diff(S 1 ).
We then embed the group Diff(S 1 ) into an affine space diff(S 1 ) that is isomorphic to the Lie algebra diff(S 1 ). It is well known that the space diff(S 1 ) is the intersection of the Sobolev spaces Acknowledgement. The author would like to thank Maria Gordina for her advising through out the preparation of the paper. The author would like to thank Alexander Teplyaev for pointing out the important idea which helped us to prove Theorem 3.2. The author also would like to thank Matt Cecil for many helpful discussions.
The group
Let Diff(S 1 ) be the group of orientation preserving C ∞ diffeomorphisms of S 1 , and diff(S 1 ) be the space of C ∞ vector fields on S 1 . We have the following identifications for the space diff(S 1 ):
Using this identification, we see that the space diff(S 1 ) has a Fréchet space structure. In addition this space has a Lie algebra structure, namely, for f, g ∈ diff(S 1 ) the Lie bracket is given by
2) where f ′ and g ′ are derivatives with respect to the variable θ ∈ S 1 . Therefore, the group Diff(S 1 ) is a Fréchet Lie group as defined in [12] . Using the above identification 2.1, we also have an identification for Diff(S 1 ):
where id is the identity function from R to R. We note that the set on the right hand side of the above identification is a group with the group multiplication being composition of functions. We require that forf ,g ∈ Diff(
is an affine space that is isomorphic with the vector space diff(S 1 ). We denote the isomorphism by ∼, that is,
We will need the following observation.
Definition 2.1. Let S be the set of even functions λ :
Let H λ be the Hilbert space with the set {ê
n } n∈Z as an orthonormal basis. Note that the function λ is rapidly decreasing, therefore the Hilbert space H λ defined above is a proper subspace of diff(S 1 ). We also remark that diff(S 1 ) = λ∈S H λ . Now we turn to the Sobolev spaces over S 1 . Let us first recall some basic properties of the Sobolev spaces over S 1 found e.g. in [1] . Suppose k be a non-negative integer. Let C k be the space of k-times continuously differentiable real-valued functions on S 1 . Denote by H k the kth Sobolev space on S 1 . Recall that H k consists of functions f :
is the kth derivative of f in distributional sense. The Sobolev space H k has a norm given by
The Sobolev space H k is a separable Hilbert space, and C k is a dense subspace of H k .
Theorem 2.2 ([1]
). We will need the following three facts about the Sobolev space H k .
(
An element f ∈ H k can be identified with a 2π-periodic function from R to R.
Then H k is an affine space that is isomorphic to the Sobolev space H k . We denote the isomorphism by ∼, that is, ∼:
The mapping Φ is easily seen to be well defined. Sometimes, it is easier to work with the vector space C k . So we similarly define a mapping
Next we need Faà di Bruno's formula for higher derivatives of a composition function.
Theorem 2.3 (Faà di Bruno's formula [8] ).
where B n,k is the Bell polynomial
, and the summation is taken over all sequences of {j 1 , · · · , j n−k+1 } of nonnegative integers such that j 1 + · · · + j n−k+1 = k and j 1 + 2j 2 + · · · + (n − k + 1)j n−k+1 = n.
We remark that after expanding expression (2.10), f (g(x)) (n) can be viewed as a summation of several terms, each of which has the form
where j ≤ n and m(g
. Also observe that, the only term that involves the highest derivative of g is f
We apply Faà di Bruno's formula (2.10) toê n (id + f ) (k) , and then expand it to a summation of several terms:
where each term without f (k) has the form e (j)
By the definition ofê n (Definition 2.1) and using item (2) in Theorem 2.2, we have
For the last term in expression (2.11), we have
By (2.12) and (2.13), we have
H k , where K is the number of terms in expression (2.11), which depends on k but does not depend on n.
Therefore,
We will need the concept of local Lipschitzness. Let A and B be two normed linear spaces with norm · A and · B respectively. A mapping f : A → B is said to be locally Lipschitz if for N > 0, and x, y ∈ A such that x , y ≤ N , we have
where C N is a constant which in general depends on N .
Proof. Let N > 0, and f, g ∈ C k be such that
whereê n (id+f ) andê n (id+g) areê n composed with id+f and id+g respectively, e n (id+f ) (k) andê n (id+g) (k) are the k-th derivatives of the composition functions. First, by the mean value theorem, we have
). Then d ≤ k for all monomials. By replacing f with g in (2.15), we obtain: 
In expression (2.17), there are two types of terms without f (k) and g (k) . One type has the form
. Let A be such a term. Another type has the form
. Let B be such a term. Now let us consider the L 2 bound of each term in expression (2.17). For term A, by the mean value theorem,
By the definition ofê n (definition 2.1) and using the first and second facts in theorem (2.2), we have
For term B, we have
MANG WU * For the last two terms in expression (2.17), using the first and second facts in theorem (2.2) again, we have
2 bound for all terms in (2.17). So,
where K is the number of terms in expression (2.17), which depends on k but does not depend on n. Finally,
We see that C N is a constant that depends on N and also depends on k.
By Proposition 2.5, the mapping Φ :
is also locally Lipschitz. Therefore, we can extend the domains of Φ and Φ to H k and H k respectively, so that we have two mappings: Φ :
. After extension, Φ and Φ are still locally Lipschitz.
to be the extension of (2.8) from C k to H k , and
to be the extension of (2.9) from C k to H k .
The main result
Let α ∈ S, and λ ∈ S be defined by λ(n) = |n|α(n). Suppose H α and H λ are the corresponding Hilbert subspaces of diff(S 1 ). Then we have H α ⊂ H λ , and the inclusion map ι :
n is a Hilbert-Schmidt operator. The adjoint operator ι * : H λ → H α that sendsê
is also a Hilbert-Schmidt operator. The operator Q λ = ιι * : H λ → H λ is a trace class operator on H λ , and H α = Q 1/2 λ H λ . Definition 3.1. Let W t be a Brownian motion defined by
where {B (n) t } n are mutually independent standard R-valued Brownian motions. We see that W t is a cylindrical Brownian motion on H α and is a Q λ -Brownian motion on H λ as defined in [4] . Now let us consider SDE 1.1 with W t defined above. We first formally change it into the Itô form. Here we follow the treatment of S. Fang in [5] . Using the definition of Φ, W t , andê n , we can write SDE (1.1) as
Using the stochastic contraction of dB
So the stochastic contraction of the right hand side of (3.2) is zero. Therefore Equation (3.2) can be written in the following Itô form:
has a unique solution with continuous sample paths in H k for all k = 0, 1, 2, · · · . Furthermore, the solution X t is non-explosive and lives in the group Diff(S 1 ).
Proof.
Step 1. We can equivalently consider the equation
in the space H k . Let R > 0, and
MANG WU * By Proposition 2.5, Φ is locally Lipschitz. Therefore, Φ R is globally Lipschitz. It is also easy to see that Φ R satisfies the following growth condition:
for some constant C. Therefore, by Theorem 7.4 in [4] , there exists a mild solution X R t , unique up to equivalence, with continuous sample paths to equation
In our case, a mild solution means
Therefore, X R t is also a strong solution to equation (3.9). We will need the follwoing simple observation. If X t and Y t are two processes with continuous sample paths, then X t is equivalent to Y t if and only if the sample paths of X t coincide with the sample paths of Y t almost surely, that is, for almost all ω, X(t, ω) = Y (t, ω) for all t ≥ 0.
Let τ be a stopping time. We say two processes X t and Y t with continuous sample paths are equivalent up to time τ if the stopped processes X t∧τ and Y t∧τ are equivalent. Following Hsu's treatment in [10] , we say a process X t with values in H k is a solution to equation (3.6) up to a stopping time τ if
or if there is an increasing sequence of stopping times {τ n } ∞ n=1 such that τ = lim n→∞ τ n , and
for each n. We see that if X t is a solution up to time τ , then it is also a solution up to time σ for any stopping time σ such that σ ≤ τ a.s. We say a solution X t with continuous sample paths is unique up to time τ , if for any other solution Y t with continuous sample paths, X t and Y t are equivalent up to time τ . Notice that both X t and Y t can be unique solutions up to time τ without being equal to each other after time τ . Let
From (3.10), we have
So X R t is a unique solution with continuous sample paths to equation (3.6) up to τ R . We choose a sequence {R n } ∞ n=1 such that R n = nR for each n. Then each X Rn t is a unique solution with continuous sample paths to equation (3.6) which means, for almost all ω, for t < τ e (ω), define X t (ω) = lim n→∞ X Rn t (ω). We see that X t is a solution with continuous sample paths to equation (3.6) up to time τ e , and unique up to τ Rn for all n. Also, for any stopping time σ such that σ ≤ τ Rn a.s. for some n, X t is a unique solution up to σ.
Let X t = id + X t be the corresponding process with values in the affine space H k . Then X t is a solution with continuous sample paths to equation (3.5) up to time τ e , and unique up to τ Rn for all n. Also, for any stopping time σ such that σ ≤ τ Rn a.s. for some n, X t is a unique solution up to σ.
Step 2. We need the following observation. Let τ be a stopping time, andξ be a bounded random variable in H k . If
that is, X t is a solution to equation 
t , X 0 = id (3.22)
