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Data collection is a fundamental component in the study of 
energy and buildings. Errors and inconsistencies in the data 
collected from test environment can negatively influence the 
energy consumption modelling of a building and other control 
and management applications. This paper addresses the gap in 
the current study of missing data treatment. It presents a 
comparative study of eight methods for imputing missing values 
in building sensor data. The data set used in this study, are real 
data collected from our test bed, which is a living lab in the 
Newcastle University. When the data imputation process is 
completed, we used Mean Absolute Error, and Root Mean 
Squared Error methods to evaluate the difference between the 
imputed values and real values. In order to achieve more 
accurate and robust results, this process has been repeated 1000, 
and the average of 1000 simulation is demonstrated in this 
paper. Finally, it is concluded that it is necessary to identify the 
percentage of missing data before selecting the proper 
imputation method, in order to achieve the best result. 
Keywords-energy and building data, data imputation; missing 
value; KNN; MCMC; MAE; RMSE. 
I.  INTRODUCTION 
Nowadays, data collection is a key process in the study of 
Energy and buildings. For instance, Building Energy controls 
and retrofit analysis are two applications of collecting large 
amount of data from installed sensors. In addition, data 
collected from building has been used for modelling the 
energy consumption in buildings through different software 
such as EnergyPlus [1].  
However, significant discrepancies between simulated 
and measured energy consumption of buildings is the 
motivation to focus more on analysing data collected through 
extensive sensor networks. 
A. Related Work and Gap Analysis 
Different calibration techniques such as Bayesian 
calibration [2], [3] and systematic evidence-based  
approaches [4] has been used to uncover discrepancies 
between simulated and measured energy consumption of 
buildings. However, a considerable amount of data are 
usually missed due to different reasons such as low signal-to-
noise ratio, measurement error, malfunctioning of sensors, 
power outages at the sensors or network failure which can 
lead to data analysis problems.  Hence, the estimating of 
missing values play a significant role in calibration of 
building energy models as a pre-processing step. Moreover, 
evaluation and prediction of building’s energy consumption 
through statistical and data mining methods require time-
series data in which missing values can significantly 
influence the analysis results, further emphasizing the 
importance of missing value estimation. Different 
approaches are used to deal with missing values in most 
scientific research domains such as Biology [5], Medicine [6] 
or Climatic Science [7]. However, there are limited studies to 
deal with missing data for the building energy system. One 
approach is to delete all missing values and analyse the 
behaviour of the building based on available data. The issue 
which may arise with this method is that there may be very 
few observations and a very small dataset to model the 
behaviour of the building based on that [8] [9]. Another 
approach is mean imputation, where missing data will be 
replaced with the mean value of all variables [8] [10]. This 
method distorts the distribution of the variable and also 
relationships between variables and can result in large errors 
between predicted and actual values. The other method used 
to treat the missing data is replacing missing data values with 
some constant (eg. zero). This has been used for the 
applications where they cannot tolerate having gaps between 
data [5]. Although ,a variety of techniques have been 
developed to treat missing values with statistical prediction 
in other fields,  there is a lack of research concerning the 
substituting  of missing values in order to provide guidelines 
to make the more appropriate methodological choice in 
energy and  building related data. In the this study, we 
compare eight different imputation methods, namely, Monto 
Carlo Markov chain (MCMC) [11], Hmisc aregImpute [12], 
K-nearest neighbours (KNN) [13], simple Mean, 
Expectation-Maximization [14] [15], Random value, 
Regression and stochastic regression [15]methods, to find 
which method is the best fit for energy and building data sets. 
Comparison was performed on real lightning dataset 
collected from a 6 months period, under an Missing 
Completely at Random (MCAR) assumption and based on 
Mean Absolute Error (MAE), and Root Mean Squared Error 
(RMSE) evaluation criteria for estimating missing values in 
building data. 
 
II. METHOD 
A. Study Site 
The data used for this study is lighting time-series data as 
the main dataset and corresponding occupancy data as the 
supportive dataset which were collected from the 3rd floor of 
Urban Science Building, Newcastle University, United 
Kingdom (Figure 1). Data collection took place between 
February 2018 and July 2018 at 1 minute intervals. The 
collected data were averaged to obtain half-hourly values 
with 7968 data points.  
 
 
Figure 1: USB Building 
B. Selection of Imputation Method 
 
In order to conduct this study, we have selected eight 
imputation methods, which are the most well-known 
techniques that covers various statistical strategies in terms 
of simplicity to multiple imputation methods. These 
techniques are Mean, Random, Nearest Neighbour algorithm 
(KNN), aregImpute (Hmisc) in R, Markov Chain Monte 
Carlo (MCMC) [15], expectation-maximization (EM) 
algorithm [11], Regression and Stochastic regression 
methods. Here we briefly discuss each techniques. Mean 
method is based on imputation by replacing the missing data 
by the mean of all known values of that variable. 
Random technique is used based on randomly predicting 
the missing values according to the maximum and minimum 
values of the dataset. 
The nearest neighbour algorithm [16] is a nonparametric 
method which is used to replace the missing data for the 
variable by averaging non-missing values of its neighbours. 
In this method, K-nearest Neighbours are selected to predict 
the missing value and the influence is the same for each of 
these neighbours. Depends on the number of selected 
neighbours (K value), the estimated value could be 
significantly tolerated. Hence, choosing the proper number of 
neighbours, has great influence on the prediction. In this 
paper, the effect of different values of the parameter k on 
estimation accuracy is discussed. 
The aregImpute function in the HMisc library 
[12]consists of replacing the missing value with predictive 
mean matching which is computed by optional weighted 
probability sampling from similar cases. In aregImpute 
function, missing values for any parameter are estimated 
based on other parameters. In this paper, occupancy data is 
considered as the supportive value for estimating the missing 
value in lighting dataset.  
Markov Chain Monte Carlo (MCMC) is an iterative 
algorithm based on chained equations that uses an imputation 
model specified separately for each variable and involving 
the other variables as predictors. Monte Carlo Markov chain 
(MCMC) method is used to generate pseudo-random draws 
and provides several imputed data sets. MCMC requires 
either MAR or MCAR data sets and can be implemented on 
both arbitrary and monotone patterns of missing data. A 
Markov Chain is a sequence of possible variables in which 
the probability of each element depends only on the value of 
the previous one. 
In MCMC simulation, by constructing a Markov 
chain that has the stationary distribution which is the 
distribution of interest, one can obtain a sample of the desired 
distribution by repeatedly simulating steps of the chain. Refer 
to Schafer [17] for a detailed discussion of this method. 
In the regression imputation method, the missing values 
will be replaced with predicted score from regression 
equation. Although, the imputed data are computed using 
information from the observed data, only one representative 
value will be considered for each group of missing data which 
may result in weakens variance. Another method which is 
inspired from regression concept is stochastic regression 
method. This method aims to reduce the bias using additional 
step of augmenting each predicted score with a residual term. 
Therefore, each missing value has a different imputed 
number to be replaced with [15]. 
 
III. DISCUSSION 
A. Evaluation Criteria 
To evaluate the forecast, mean absolute error (MAE), and 
root mean square error (RMSE) were computed over the 
given period for imputed lightening data.  
 These techniques are valuable measurement techniques that 
are used to compare eight imputation algorithms.  RMSE 
represents the sample standard deviation of the difference 
between actual and estimated values as:  
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MAE measures the average magnitude of the errors in a 
set of prediction as: 
 
 
MAE = 
1
n
∑ |𝑋𝑖
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Where n denotes the number of test 
samples, 𝑋𝑖
𝑜𝑏𝑠 represents the ith target 
value, 𝑋𝑖
𝑖𝑚𝑝𝑢𝑡𝑒𝑑
stands for the predicted value for the ith test 
sample. 
RMSE and MAE both indicate how close the modelled 
and observed values are. RMSE takes the square root of the 
average square error, it gives a relatively high weight to the 
large errors. Therefore, it is appropriate when penalizing 
large errors are desirable. 
B. Estimation Process 
The process of the analysis is depicted in Figure 2. Due 
to the large size of the original dataset, from the original 
dataset with one minute intervals, the half-hourly dataset is 
generated based on the average of each 30 minute data and 
called calibrated dataset. Considering the assumption of 
“Missing Completely at Random” (MCAR), the percentage 
of 10%, 20% and 30% missing data were generated from the 
calibrated dataset. Afterward, missing data were imputed 
using the 8 methods. In the next step, the difference between 
the substituted values and real values was computed by 
RMSE and MAE methods. To provide more accurate 
comparison, the missing value generation step and the 
corresponding imputation algorithms were performed for 
1000 simulations and the average of the 1000 simulations 
were used for the final evaluations.  
 
  
Figure 2Principle of the analysis 
C. Result Analysis 
As it was mentioned before, in KNN method the number 
of selected neighbours play an important role.  By increasing 
the percentage of missing data, bigger K value is suitable for 
the best KNN results. In other word, when the missing data 
is about 10%, the closest value, to the missed data, is the best 
value for imputation (Figure 3(a)). However, by increasing 
the missing data, i.e. for 20% missing, the most optimized K 
could achieve by considering the K value as 2 or in other 
word, by considering an hourly boundary, the best value 
achieved (Figure 3 (b)). For the 30% missing dataset,  the best 
K was 4 which means the boundary of 2 hours could result in 
better imputation of missing data (Figure 3 (c)). The trend of 
best K value in terms of missing percentage is depicted in 
Figure 4. From this figure, it is also obvious that increasing 
the percentage of missing data results in higher RMSE value 
which can be considered as a logical confirmation of the 
principle of our analysis.  
 
 
 
 
(a) 
1086420
0.30
0.29
0.28
0.27
0.26
0.25
K
R
M
S
E
K vs RMSE (10% missing data)
  
 
(b) 
 
AE
 
 
(c) 
Figure 3: relationship between missing percentage and best K 
value 
 
 
Figure 4: Trend of K values 
 
Figure 5 illustrates the comparison of all methods in terms 
of computed RMSE.  
 It should be mentioned that to simplify the evaluation, for 
KNN method, the average of RMSE for each set of missing 
data (10%, 20% and 30%) is considered for this comparison.  
For 10 percent missing data (Figure 5(a)) , Random and 
Stochastic regression and MCMC techniques achieved the 
highest percentage of error based on root mean square 
analysis. With a remarkable gap, KNN shows less error than 
other methods. AregImpute, Mean, regression and EM 
techniques achieve the same RMSE , approximately. 
 
For 20 percent missing values in the dataset (Figure 5(b)), 
approximately, the same manner in terms of the RMSE 
values achieved. KNN shows the best and MCMC, Random 
and Stochastic regression methods achieve the worst 
methods. RMSE value for AregImpute technique, slightly 
increased compare with Mean, regression and EM methods. 
For 30 percent missing value dataset (Figure 5(c)), KNN, 
Regression and Mean techniques show the most suitable 
methods while higher percentage of missing values are 
available. There is a significant error increase for EM 
algorithm in this dataset. The KNN and random methods 
show the best and approximately the worst methods, 
respectively. 
 The evaluation of Mean Absolut Errors are depicted in figure 
6. Figure 6(a), shows that KNN has a remarkable less error 
than the other methods. The computed MAE for 20 percent 
missing data set (Figure 6(b)) and 30 percent missing data 
(Figure (6(c)) show that the KNN technique archives the 
lowest error.  
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Figure 5 Comparison of methods based on RMSE 
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Figure 6 Comparison of methods based on MAE 
IV. EVALUATION AND OUTCOME 
The objective of this research is to highlight the 
importance of the method that will be used in energy and 
building fields to treat the missing values. This paper shows 
that it is important to identify the percentage of missing data 
before selecting the proper method. In this research eight 
popular imputation techniques are used on the generated 
datasets with 10, 20 and 30 percent missing values. The 
results show that for 10% missing data, KNN achieves a 
better accuracy in prediction of missing values. Moreover, 
the best value for K ( number of neighbours) find out  as one 
or two which means in this research the best value to be used 
for replacing missing data for 10 percent data set is the next 
30 minutes or next hour of the recorded data.  
For the 20% missing data, KNN shows the best results 
again. In this dataset, it is also concluded that the best value 
for K is the next 30 minute or next hour to fill the missing 
data.  
For the data set with 30% missing data, KNN again 
archives the best result. However, the best value for K 
increased to 4 which means the next two hours of data would 
be more suitable to be used for the current missing data.  
Therefore, it is concluded that increasing the percentage 
of missing data, requires more neighbours to estimate the 
missing data.  
Additionally , the results of this study showed that the 
lighting data are more depends on the time instead of the 
other variables like occupancy. One reason that authors find 
out  is due to the topology of the  sensors. The test bed area 
was equipped with seven occupancy sensors but only one 
lighting meter. Therefore, the value of occupancy that was 
used for the imputation, was the average of this data in each 
30 minutes interval.  
The achievement of this research is limited to the lighting 
variable, which is strongly time-dependent. In future, we will 
further investigate other parameters in buildings. Also, the 
type of the tested building is an educational building. Further 
investigations are required for other types of building. 
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