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a b s t r a c t
A Shilla distance-regular graph Γ (say with valency k) is a
distance-regular graphwith diameter 3 such that its second-largest
eigenvalue equals a3. We will show that a3 divides k for a Shilla
distance-regular graph Γ , and for Γ we define b = b(Γ ) := ka3 . In
this paperwewill show that there are finitelymany Shilla distance-
regular graphs Γ with fixed b(Γ ) ≥ 2. Also, we will classify
Shilla distance-regular graphs with b(Γ ) = 2 and b(Γ ) = 3.
Furthermore, we will give a new existence condition for distance-
regular graphs, in general.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper we study distance-regular graphs Γ with diameter 3. (For definitions, see the
next section.) For a distance-regular graph with diameter 3, we will show that the second-largest
eigenvalue θ1 is at least min{ a1+
√
a21+4k
2 , a3}, where k is the valency (see Lemma 6 below), and that
θ1 = a3 if and only if θ1 = a1+
√
a21+4k
2 . A distance-regular graph Γ with diameter 3 is called Shilla if
θ1 = a3. It follows that for a Shilla distance-regular graphΓ , a3 divides k andwewill put b(Γ ) := ka3 . In
this paperwewill show that there exist finitelymany (non-isomorphic) Shilla distance-regular graphs
with fixed b(Γ ) ≥ 2. This result relies on a new existence condition, Theorem 4, for distance-regular
graphs. Furthermore we will classify Shilla distance-regular graphs Γ with b(Γ ) ∈ {2, 3}.
This paper is organized as follows.
In Section 2,wewill give definitions. In Section 3,we give the new existence condition for distance-
regular graphs, and in Section 4 we will discuss Shilla distance-regular graphs.
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2. Definitions and preliminaries
Suppose that Γ is a connected graph with the vertex set V (Γ ) and the edge set E(Γ ), where
E(Γ ) consists of the unordered pairs of two adjacent vertices. The distance dΓ (x, y) between any two
vertices x, y of Γ is the length of a shortest path between x and y in Γ .
Let Γ be a connected graph. For a vertex x ∈ V (Γ ), define Γi(x) to be the set of vertices which are
at distance precisely i from x (0 ≤ i ≤ D) where D := max{dΓ (x, y) | x, y ∈ V (Γ )} is the diameter
of Γ . In addition, define Γ−1(x) := ∅ and ΓD+1(x) := ∅.We will write Γ (x) instead of Γ1(x) and we
write x∼Γ y or simply x ∼ y if two vertices x and y are adjacent inΓ . For x1, x2, . . . , xl ∈ V (Γ ), define
Γ (x1, x2, . . . , xl) :=
l⋂
i=1
Γ (xi).
A connected graph Γ with diameter D is called distance-regular if there are integers bi, ci (0 ≤ i ≤
D) such that for any two vertices x, y ∈ V (Γ )with dΓ (x, y) = i, there are precisely ci neighbors of y in
Γi−1(x) and bi neighbors of y inΓi+1(x). In particular, distance-regular graphΓ is regular with valency
k := b0 and we define ai := k− bi− ci for notational convenience. Note that ai = |Γ (y)∩Γi(x)| holds
for any two vertices x, y with dΓ (x, y) = i (0 ≤ i ≤ D). For a distance-regular graph Γ and a vertex
x ∈ V (Γ ), we define ki := |Γi(x)|. The numbers ai, bi−1 and ci (1 ≤ i ≤ D) are called the intersection
numbers of Γ , and they satisfy the following three conditions:
(i) k = b0 > b1 ≥ · · · ≥ bD−1;
(ii) 1 = c1 ≤ c2 ≤ · · · ≤ cD;
(iii) bi ≥ cj if i+ j ≤ D.
The array {b0, b1, . . . , bD−1; c1, c2, . . . , cD} is called the intersection array of a distance-regular
graphΓ . Suppose thatΓ is a distance-regular graphwith valency k ≥ 2 and diameterD ≥ 2, and let Ai
be the matrix of Γ such that the rows and the columns of Ai are indexed by V (Γ ) and the (x, y)-entry
of Ai equals 1 whenever dΓ (x, y) = i and 0 otherwise. We will denote the adjacency matrix of Γ as A
instead of A1. Then Γ has exactly (D + 1) distinct eigenvalues, say k = θ0 > θ1 > · · · > θD, and we
letmi be the multiplicity of θi (0 ≤ i ≤ D), where an eigenvalue of Γ is that of A.
For an eigenvalue θ of Γ , the sequence u0 = u0(θ) = 1, u1 = u1(θ) = θk , ui = ui(θ) (2 ≤ i ≤ D)
satisfying
ciui−1(θ)+ aiui(θ)+ biui+1(θ) = θui(θ)
is called the standard sequence corresponding to the eigenvalue θ .
N. Biggs (see for example [1, p. 131]) showed that for an eigenvalue θof a distance-regular graph
Γ , its multiplicitym is given by
m = |V (Γ )|
D∑
i=0
kiui(θ)2
. (1)
The Bose–Mesner algebra M for a distance-regular graph Γ is the matrix algebra generated by
the adjacency matrix A of Γ . A basis of M is {Ai | i = 0, . . . ,D}, where A0 = I . The algebra M
also has a basis consisting of primitive idempotents {E0 = 1n J, E1, . . . , ED}, where n = |V (Γ )| and
Ei is the orthogonal projection onto the eigenspace of θi. Under the componentwise multiplication ◦,
Ei ◦ Ej = 1n
∑D
k=0 q
k
ijEk. The numbers q
k
ij (0 ≤ i, j, k ≤ D) are called the Krein parameters of Γ and are
always non-negative according to Delsarte (cf. [1, Thm 2.3.2]). We say that Γ is Q-polynomial if there
is an order of the primitive idempotents E0 = 1n J, E1, . . . , ED such that qk1j = 0 if |j − k| > 1. We say
that Γ is Q -polynomial with respect to θ if E1 is the orthogonal projection on the eigenspace of θ .
In this paper we say that an intersection array is feasible if it satisfies the following four conditions:
(i) all its intersection numbers pijl are integral (where p
i
jl = |{z | dΓ (x, z) = j, dΓ (y, z) = l}| for any
vertices x and y at distance i);
(ii) all the multiplicities are positive integers;
2066 J.H. Koolen, J. Park / European Journal of Combinatorics 31 (2010) 2064–2073
(iii) for any 0 ≤ i ≤ D, kiai is even;
(iv) all Krein parameters are non-negative.
Recall that a clique of a graph is a set of mutually adjacent vertices and that a co-clique of a graph
is a set of vertices with no edges. For a graph Γ , the local graph at a vertex x ∈ V (Γ ) is the subgraph
induced by Γ (x) in Γ and we denote it by ∆(x). Let ∆ be a graph. We say that Γ is locally ∆ if the
local graph ∆(x) is isomorphic to ∆ for all vertices x ∈ V (Γ ). An order (s, t)-graph is a graph such
that each∆(x) is the disjoint union of t+1 copies of (s+1)-cliques. A Terwilliger graph is a connected
non-complete graph Γ such that, for any two vertices u, v at distance 2, the subgraph induced by
Γ (u, v) in Γ is a clique of size µ (for some fixed µ ≥ 1).
Recall the following interlacing result.
Theorem 1 (cf. Haemers [3]). Let A be a real symmetric n × n matrix and let B be a principal submatrix
of A with order m×m. Then, for i = 1, . . . ,m,
θn−m+i(A) ≤ θi(B) ≤ θi(A).
3. A new existence condition
In this section, we will give a new existence condition, Theorem 4, for distance-regular graphs. To
do this we first show Lemma 2 and Proposition 3.
Lemma 2. Let Γ be a distance-regular graph with valency k and diameter D ≥ 2. Let x be a vertex of Γ
and let C¯ be a co-clique of size s ≥ 2 in the local graph∆(x) at x. Then
c2 − 1 ≥ s(a1 + 1)− k( s
2
) .
Proof. Let V (C¯) = {y1, y2, . . . , ys}. Since dΓ (yi, yj) = 2, |Γ (x, yi, yj)| ≤ c2 − 1 holds for any i 6= j.
Then by the principle of inclusion and exclusion,
k = |Γ (x)| ≥
∣∣∣∣∣ s⋃
i=1
(Γ (x, yi) ∪ {yi})
∣∣∣∣∣
≥
s∑
i=1
|Γ (x, yi) ∪ {yi}| −
∑
1≤i<j≤s
|Γ (x, yi, yj)|
≥ s(a1 + 1)−
( s
2
)
(c2 − 1). 
Proposition 3. Let Γ be a distance-regular graph with valency k and diameter D ≥ 2. Let s be maximal
such that for all x and all y, z ∈ Γ (x)with y  z, there exists a co-clique of size at least s in∆(x) containing
y and z. Then
(i) s ≥ ka1+1 ;
(ii) c2 − 1 ≥ max{ s′(a1+1)−k( s′
2
) | 2 ≤ s′ ≤ s} and equality implies that Γ is a Terwilliger graph.
Proof. Let s be maximal satisfying the condition in the Proposition 3. Then k ≤ s(a1 + 1) as∆(x) has
valency a1 and k vertices. This shows (i). By Lemma 2, the inequality in (ii) holds. Next, we assume
that the equality holds in (ii). Let 2 ≤ s′′ ≤ s be an integer satisfying s′′(a1+1)−k( s′′
2
) = max{ s′(a1+1)−k( s′
2
) |
2 ≤ s′ ≤ s}; then by Lemma 2 there exists a co-clique C¯ ′′ on {y1, y2, . . . , ys′′} such that for any two
vertices yi, yj at distance 2, |Γ (x, yi, yj)| = c2 − 1 holds. That is, if we take three vertices z1, z2 and z3
such that dΓ (z2, z3) = 2, z1 ∼ z2 and z1 ∼ z3, then since z1 ∈ Γ (z2, z3) and |Γ (z1, z2, z3)| = c2 − 1,
the valency of z1 in Γ (z2, z3) is c2 − 1. Hence the subgraph induced by Γ (z, w) is a clique of size c2
for any two vertices z andw at distance 2 in Γ . So, Γ is a Terwilliger graph. 
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For all known examples of Terwilliger graphs, we have equality in case (ii) above.
Theorem 4. Let Γ be a distance-regular graph with valency k and diameter D ≥ 2 and define α =
d ka1+1e. Then c2 − 1 ≥
α(a1+1)−k
( α2 )
and equality implies that Γ is a Terwilliger graph.
Proof. This is an immediate consequence of Proposition 3. 
Theorem 4 gives a new existence condition for distance-regular graphs and, for example, the
following two intersection arrays in [1, p. 425–431] are ruled out.
Corollary 5. There are no distance-regular graphs with one of the following intersection arrays:
(i) {44, 30, 5; 1, 3, 40}; (ii) {65, 44, 11; 1, 4, 55}.
Proof. (1) Since a distance-regular graph Γ with intersection array (i) satisfies c2 − 1 = 2 =
α(a1+1)−k
( α2 )
, where α = d ka1+1e = 4, Γ is a Terwilliger graph by Theorem 4. But this is impossible
by [1, Corollary 1.16.6].
(2) As d 6520+1e = 4, there is no distance-regular graph with intersection array (ii), by Theorem 4. 
Remark. Jurišić and Koolen [4] proved that distance-regular graphs with intersection ar-
rays {81, 56, 24, 1; 1, 3, 56, 81}, {117, 80, 30, 1; 1, 6, 80, 117}, {117, 80, 32, 1; 1, 4, 80, 117}, and
{189, 128, 45, 1; 1, 9, 128, 189} do not exist. This also follows from Theorem 4.
4. Shilla distance-regular graphs
In this section we first give a lower bound on the second-largest eigenvalue of a distance-regular
graph with diameter 3. Then we will define Shilla distance-regular graphs and give some results for
them.
Lemma 6. Let Γ be a distance-regular graph with valency k and diameter 3. Then the second-largest
eigenvalue θ1 of Γ satisfies
θ1 ≥ min
a1 +
√
a21 + 4k
2
, a3
 .
Proof. Let x be a vertex of Γ . As the induced subgraph on {x} ∪ Γ (x) (respectively Γ3(x)) has
largest eigenvalue a1+
√
a21+4k
2 (respectively a3), it follows that the induced subgraph on {x} ∪
Γ (x) ∪ Γ3(x) has second-largest eigenvalue at least min{ a1+
√
a21+4k
2 , a3}. Now the lemma follows by
Theorem 1. 
Theorem 7. Let θ be an eigenvalue of a distance-regular graph Γ with valency k and diameter 3. Then
the following are equivalent:
(i) u2(θ) = 0;
(ii) θ = a3;
(iii) θ = a1+
√
a21+4k
2 .
Moreover, if (i)–(iii) hold then θ is the second-largest eigenvalue of Γ .
Proof. (i)⇔ (ii): Let u0 = 1, u1, u2, u3 be the standard sequence for θ . As c3u2+a3u3 = θu3, it follows
that u2 = 0 if and only if θ = a3.
(i)⇔ (iii): As 1 + a1u1 + b1u2 = θu1 and u1 = θk , it follows that θ =
a1+
√
a21+4k
2 if and only if
u2 = 0.
Moreover, if (i)–(iii) hold, then u0 = 1 > 0, u1 = a3k > 0, u2 = 0, and u3 = − c2a3kb2 < 0 and hence
θ is the second-largest eigenvalue of Γ by [1, Corollary 4.1.2]. 
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A distance-regular graph with diameter 3 and valency k is called Shilla if its second-largest
eigenvalue θ1 satisfies θ1 = a3. It follows by Theorem 7 that θ1 = a3 = a1+
√
a21+4k
2 and hence
k = (a3 − a1)a3. For a Shilla distance-regular graph Γ , put b = b(Γ ) := a3 − a1. Then clearly
b ≥ 2 and k = ba3.
A Shilla distance-regular graph Γ with b(Γ ) = b has four distinct eigenvalues θ0 = k = ba3 >
θ1 = a3 > θ2 > θ3, where θ2 and θ3 are two roots of the equation x2−(a1+a2−k)x+(b−1)b2−a2 = 0.
Letmi be the multiplicity of θi.
If both θ2 and θ3 are integers then (a1 + a2 − k)2 − 4((b− 1)b2 − a2) is a perfect square.
If both θ2 and θ3 are non-integers, thenm2 = m3 holds. This implies, by Eq. (1), that the equation
(b2 + c2)(b2 + c2 − a3)(b2 + c2 + (b− 1)a3)− bb22 + (2b− 3)c22
+ b(b− 1)c2 + (b− 1)2a3c2 − b(b− 1)a3b2 + (b− 3)b2c2 = 0 (2)
holds. In Theorem 11 below, we will discuss the situationm2 = m3 in more detail.
Now, we will show that there are finitely many Shilla distance-regular graphs Γ with fixed b(Γ ).
To do this we first show Lemma 8.
Lemma 8. Let Γ be a Shilla distance-regular graph with b(Γ ) = b. Then,
c2 ≥ 2a3 − b
2 + b+ 2
b(b+ 1) .
Proof. Let xbe a vertex ofΓ . Then there exists a co-clique of size b+1 in∆(x) as k = ba3 = b(a1+b) >
b(a1 + 1) and by Lemma 2, the proof is complete. 
Theorem 9. For given β ≥ 2, there are finitely many Shilla distance-regular graphs Γ with b(Γ ) = β .
Proof. For given β ≥ 2, let Γ be a Shilla distance-regular graph with valency k, b(Γ ) = β and n
vertices. Then clearly k = βa3 = β(a1 + β) = β(a1 + 1)+ β2 − β . We will show that k is bounded
by a function of β . We first show the following.
Claim: k < β3 − β or n < k(2β3 − β + 1).
Proof of claim: If a1 + 1 < β2 − β , then k = βa3 = β(a1 + β) < β3 − β . So, let us assume
a1 + 1 ≥ β2 − β; then clearly k ≥ β3 − β . Lemma 8 implies c2 ≥ a3+(a3+1−β2)+β+1β(β+1) > a3+1β(β+1) , where
the second inequality follows from a3 + 1 ≥ β2. As c3 = (β − 1)a3 and b1 = (β − 1)(a3 + 1), it
follows that
n = 1+ k+ kb1
c2
+ kb1b2
c2c3
= 1+ k+ k (β − 1)(a3 + 1)
c2
+ kb2
c2
+ βb2
c2
≤ 1+ k+ 2kβ(β − 1)(β + 1)+ β2(β2 − 1) ≤ 1+ k+ 2kβ(β − 1)(β + 1)+ kβ
< k(2β3 − β + 2).
So, the claim is proved.
Now by letting m1 be the multiplicity of θ1 = a3, it follows from Eq. (1) that m1 < nu1(a3)2k . By [1,
Theorem 5.3.2],
√
k < m1 holds. As m1 < nu1(a3)2k <
k(2β3−β+2)
u1(a3)2k
= 2β5 − β3 + 2β2, it follows that
k < 4β10. This shows the theorem. 
In the next result, we give some divisibility conditions for Shilla distance-regular graphs.
Lemma 10. Let Γ be a Shilla distance-regular graph with b(Γ ) = b. Then the following hold:
(i) c2 divides (b− 1)a3b2;
(ii) c2 divides (b− 1)ba3(a3 + 1);
(iii) c2 divides b(a3 + 1)b2;
(iv) c2 divides (b+ a3)b2 and (b+ a3)b2 ≥ (1+ a3)c2, where equality is attained if and only if p333 = 0;
(v) c2 divides (b− 1)bb2.
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Proof. (i) follows from the fact that p332 is a non-negative integral. (ii) and (iii) hold as k2 = kb1c2
and k3 = kb1b2c2c3 are integral respectively. Since
kb1b2
c2c3
= k3 = p330 + p331 + p332 + p333 = 1 + a3 +
c3(b2−1)+a3(a3−1−a1)
c2
+ p333 is integral, it follows that (b+a3)b2c2 ≥ 1 + a3 and equality is attained if and
only if p333 = 0. Since (b+a3)b2c2 and
(b−1)(b+a3)b2
c2
are integral, (v) holds by (i). 
We will give some necessary conditions for Shilla distance-regular graphs withm2 = m3.
Theorem 11. Let Γ be a Shilla distance-regular graph with b(Γ ) = b ≥ 2 and m2 = m3. Then the
following hold:
(i) a3 − b < b2 + c2 < a3 + b;
(ii) c2 < b2 + b;
(iii) if b2 + c2 = a3 or b2 = c2, then a3 = b(b−1)2 .
Proof. Sincem2 = m3, Eq. (2) holds.
(i): If b2+ c2 ≤ a3− b, then the LHS of Eq. (2) is negative. Hence a3− b < b2+ c2. In similar fashion,
we can show that b2 + c2 < a3 + b. Thus, a3 − b < b2 + c2 < a3 + b.
(ii): If c2 ≥ b2 + b, then Lemma 10(iv) implies (b + a3)b2 ≥ (1 + a3)c2 ≥ (1 + a3)(b2 + b). This
means that b2 ≥ bb−1 (a3 + 1) = a3 + 1 + a3+1b−1 > a3 + 2, where the last inequality holds by
a3 ≥ b. So, b2 + c2 > a3 + b and this is a contradiction to (i). Thus c2 < b2 + b.
(iii): If b2 + c2 = a3, then Eq. (2) becomes b2(b22 − c22 ) + 2c2(b2 + c2) = b(b − 1)c2 and it
follows that b2 ≤ c2. If b2 = c2, then c2 = b(b−1)4 and hence a3 = b(b−1)2 . If b2 < c2, then
b(b − 1)c2 = b2(b22 − c22 ) + 2c2(b2 + c2) ≤ 4c22 − 2c2 − 2b2c2 + b2 and hence c2 ≥ 2b
2−b+2
4 .
Now it follows from Lemma 10 that (b+a3)b2c2 =
(b+b2+c2)b2
c2
is integral and hence (b2+b)b2c2 is
integral. Since b2 = c2 − α for some 1 ≤ α < b, we find that c2 divides α(b − α). Hence
c2 ≤ α(b − α) ≤ b24 , but this contradicts c2 ≥ 2b
2−b+2
4 . If b2 = c2, then Eq. (2) becomes
2c2(2c2 − a3)(2c2 + (b − 1)a3) + b(b − 1)c2 − (b − 1)a3c2 + 2(b − 3)c22 and this is always
positive (respectively negative) if 2c2 > a3 (respectively 2c2 < a3). Thus 2c2 = a3 and hence
a3 = b(b−1)2 . 
Note that in case (iii) above, we have the intersection arrays{
b2(b− 1)
2
,
(b− 1)(b2 − b+ 2)
2
,
b(b− 1)
4
; 1, b(b− 1)
4
,
b(b− 1)2
2
}
and they are only feasible for b ≡ 0, 1( mod 4). Besides this family of intersection arrays, using the
computer, we find that the only other feasible intersection arrays for Shilla distance-regular graphs
withm2 = m3 and a3 ≤ 100 are:
(>) (i) {120, 117, 20; 1, 1, 108}; (ii) {676, 675, 31; 1, 9, 650};
(iii) {486, 440, 50; 1, 10, 432}; (iv) {4264, 4233, 102; 1, 17, 4182}.
In the next theorem, we classify Shilla distance-regular graphs Γ with b(Γ ) = 2.
Theorem 12. Let Γ be a Shilla distance-regular graph with b(Γ ) = 2. Then Γ is one of the following
graphs:
(i) the Odd graph with valency 4;
(ii) a generalized hexagon of order (2, 2);
(iii) the Hamming graph H(3, 3);
(iv) the Doro graph with intersection array {10, 6, 4; 1, 2, 5};
(v) the Johnson graph J(9, 3).
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Proof. If b = 2, then b1 = a3 + 1 and hence θ1 = a3 = b1 − 1. By [1, Theorem 4.4.11] we only need
to consider the cases c2 = 1 or Γ is a Doob, a Hamming, a locally Petersen, a Johnson, a halved cube,
or the Gosset graph. By [1, Theorem 1.16.5] the only locally Petersen graph which is a Shilla distance-
regular graph is the Doro graph. If Γ is a Doob or a Hamming graph, then c3 = 3 = a3 and it follows
that Γ = H(3, 3). If Γ is a Johnson graph, then c3 = 9 = a3 and it follows that Γ = J(9, 3). Neither
the Gosset graph nor the halved 6-cube are possible as they have a3 = 0. Also, the halved 7-cube is
not a Shilla distance-regular graph. To complete the proof of this theorem, we only need to consider
the case c2 = 1. If c2 = 1, then Γ is a locally disjoint union of (a1 + 1)-cliques. This implies that
a1 + 1 divides k, and hence a3 ∈ {2, 3}. If a3 = 2, then k = 4, c1 = 1, a1 = 0, b1 = 3, c3 = 2 and
b2 ∈ {1, 2, 3}. Only for b2 = 3 is the multiplicity m1 an integer, and Γ is then the Odd graph with
valency 4. If a3 = 3, then k = 6, c1 = 1, a1 = 1, b1 = 4, and b2 ∈ {1, 2, 3, 4, 5}. Only for b2 = 4, is
the multiplicitym1 an integer, and Γ is then a generalized hexagon of order (2, 2). 
The following lemma gives a sufficient condition for a distance-regular graph to be Q -polynomial.
Lemma 13. Let Γ be a distance-regular graph with diameter D = 3, n vertices and eigenvalues k > θ1 >
θ2 > θ3. If n ≥ (m1+2)(m1+1)2 , then q211 = 0 or q311 = 0 and hence Γ is Q -polynomial with respect to θ1,
where q211 and q
3
11 are Krein parameters.
Proof. As n ≥ (m1+2)(m1+1)2 and n = 1 + m1 + m2 + m3, it follows that m2 + m3 ≥
(
m1+1
2
)
. As(∑
qi11 6=0
mi≤m1+1
2
)
[1, Proposition 4.1.5] and q011 > 0, it follows that q
2
11 = 0 or q311 = 0. This implies
that Γ is Q -polynomial with respect to θ1. 
Lemma 14. Let Γ be a Shilla distance-regular graph with n vertices, b(Γ ) = β and valency k. If Γ is not
Q -polynomial with respect to θ1 then k < β5(β + 1)2.
Proof. Let k ≥ β3−β . IfΓ is notQ -polynomialwith respect to θ1 then n < (m1+1)(m1+2)2 by Lemma13.
By Eq. (1) we findm1+2 < na3/β +2 <
β+1
β
n
a3/β
, where the last inequality holds by na3 >
k
a3
= β ≥ 2.
Combining the above two inequalitieswe find
√
2n < β+1
β
n
a3/β
and hence 2( a3
β+1 )
2 < n. As k ≥ β3−β ,
by the claim in Theorem 9, we find that n < k(2β3 − β + 1). So 2( a3
β+1 )
2 < k(2β3 − β + 1). Since
k = βa3, we find that k < β5(β + 1)2. 
Proposition 15. Let Γ be a Shilla distance-regular graph with b(Γ ) = b. Then the following hold:
(i) q211 > 0;
(ii) q311 ≥ 0 if and only if θ3 ≥ − b(bb2+c2)b2+c2 .
So, in particular θ3 ≥ − b(bb2+c2)b2+c2 holds.
Proof. Note that qijh ≥ 0 = mjmh|VΓ |
∑D
l=0 klul(θi)ul(θj)ul(θh) ≥ 0 [1, Proposition 4.1.5]. Hence qi11 ≥ 0 if
and only if
∑3
l=0 klul(θ1)2ul(θi) ≥ 0 if and only if
c2θ3i − c2(a1 + a2)θ2i + (c2a1a2 − b1c22 − c2kb22c3)θi + c2a2k+ b2b22c3 ≥ 0.
Since θ2 and θ3 are two roots of the polynomial θ2 − (a1 + a2 − k)θ + (b− 1)b2 − a2, we obtain
that qi11 ≥ 0 if and only if (b2b2 + bc2 + b2θi + c2θi) ≥ 0 for i = 2, 3. As θ2 > θ3 we see immediately
that q211 > 0 and also that q
3
11 ≥ 0 if and only if θ3 ≥ − b(bb2+c2)b2+c2 . This shows the proposition. 
Corollary 16. Let Γ be a Shilla distance-regular graph with b(Γ ) = b. Then
−b2 < θ3 < −b
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Proof. Let x be a vertex in Γ . Then the induced subgraph on {x} ∪ Γ (x) has two eigenvalues,−b and
a3. Then, by Theorem 1, θ3 ≤ −b holds. But if θ3 = −b, then u2(θ3) = 0 and this is not possible by
Theorem 7. The lower bound follows immediately from Proposition 15. 
We will improve the lower bound for θ3 in Theorem 20 below.
Corollary 17. Let Γ be a Shilla distance-regular graph with b(Γ ) = b. Then Γ is Q -polynomial with
respect to θ1 if and only if θ3 = − b(bb2+c2)b2+c2 . If Γ is Q -polynomial with respect to θ1, then all eigenvalues
of Γ are integral, b2 + c2 divides b(b− 1)b2 and−b2 + 1 ≤ θ3 ≤ − b2(b+3)3b+1 .
Proof. Note that Γ is Q -polynomial with respect to θ1 if and only if q211 = 0 or q311 = 0. Hence the
first part of this corollary follows from Proposition 15. Assume Γ is Q -polynomial with respect to θ1.
Then θ3 = −b − b(b−1)b2b2+c2 and hence θ3 is integral. So, all the eigenvalues are integral. As b ≤ a3,
it follows that c2 ≤ (b+a3)b21+a3 ≤
2bb2
1+b by Lemma 10. So, θ3 ≤ −b − b(b−1)(b+1)3b+1 = − b
2(b+3)
3b+1 . Thus
−b2 + 1 ≤ θ3 ≤ − b2(b+3)3b+1 holds by Corollary 16. 
In the next two results, we classify the Shilla distance-regular graphs Γ with b(Γ ) = 3.
Proposition 18. Let Γ be a Shilla distance-regular graphwith b(Γ ) = 3 and let Γ be Q -polynomial with
respect to θ1. Then Γ has one of the following intersection arrays:
(i) {42, 30, 12; 1, 6, 28}, (ii) {105, 72, 24; 1, 12, 70}.
Proof. By Corollary 17, if Γ is a Q -polynomial with respect to θ1, then θ3 ∈ {−6,−7,−8}.
If θ3 = −6, then c2 = b2. Since θ3 is a root of the equation x2− (a1+a2− k)x+(b−1)b2−a2 = 0,
b2 = c2 and b(Γ ) = b = 3, it follows that a3 = 83b2 − 6. But this means thatm1 = 33− 1352b2 which is
impossible, asm1 must be an integer.
If θ3 = −7, similarly, we obtain b2 = 2c2 and a3 = 72 c2 − 7. Then m1 = 60 − 108c2 .
Since a3 and m1 have to be integers, it follows that 2 divides c2 and c2 divides 108, that is,
c2 ∈ {2, 4, 6, 12, 18, 36, 54, 108}. The case c2 = 2 implies a3 = 0, which is impossible. For
c2 ∈ {18, 36, 54, 108}, we find that m3 is non-integral. The case c2 = 4 gives us the intersection
array {21, 16, 8; 1, 4, 14} and it was shown by Coolsaet [2] that a distance-regular graph with this
intersection array does not exist. The cases c2 = 6 and c2 = 12 give the intersection arrays (i) and (ii)
respectively.
If θ3 = −8, similarly, we obtain b2 = 5c2 and a3 = 325 c2 − 8. But this means thatm1 = 141− 3152c2
which is impossible. 
Theorem 19. Let Γ be a Shilla distance-regular graph with b(Γ ) = 3. Then Γ has one of the following
intersection arrays:
(i) {12, 10, 5; 1, 1, 8}, (ii) {12, 10, 2; 1, 2, 8}, (iii) {12, 10, 3; 1, 3, 8},
(iv) {15, 12, 6; 1, 2, 10}, (v) {24, 18, 9; 1, 1, 16}, (vi) {27, 20, 10; 1, 2, 18},
(vii) {30, 22, 9; 1, 3, 20}, (viii) {42, 30, 12; 1, 6, 28}, (ix) {60, 42, 18; 1, 6, 40},
(x) {69, 48, 24; 1, 4, 46}, (xi) {93, 64, 24; 1, 6, 62}, (xii) {105, 72, 24; 1, 12, 70}.
Note that all the above intersection arrays have θ3 ≥ −7
Proof. If Γ is Q -polynomial with respect to θ1 then it follows from Proposition 18 that Γ has
intersection array (viii) or (xii). If Γ is not Q -polynomial with respect to θ1 then by Lemma 14,
a3 < 34×42 = 1296.We checked by computer that the above arrays are the only possible intersection
arrays for Shilla distance-regular graphs with a3 < 1296. 
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Remark. The unitary non-isotropic graph with q = 4 as defined in [1, Section 12.4] has intersection
array (i). It is not knownwhether it is unique or not. There exists a unique distance-regular graphwith
intersection array (iii), namely the Doro graph as defined in [1, Section 12.1]. For the other intersection
arrays, it is not known whether a distance-regular graph with those intersection arrays does exist or
not.
Now,we improve the lower bound of the smallest eigenvalue θ3 for a Shilla distance-regular graph.
Theorem 20. For a Shilla distance-regular graph with b(Γ ) = b and smallest eigenvalue θ3, we have
θ3 < −b2 + 2 if and only if b = 2.
Proof. (⇐) For b = 2, we are done by Theorem 12.
(⇒) Let θ3 < −b2 + 2. Then by Theorems 12 and 19 we have b = 2 or b ≥ 4. So, let us assume
b ≥ 4. By Corollary 16, we have−b2 < θ3 < −b2 + 2. Then either θ3 = −b2 + 1 orm2 = m3 and θ3
is non-integer. If θ3 = −b2 + 1, then by Proposition 15, b2 ≥ (b2 − b− 1)c2. Since θ3 = −b2 + 1 is a
root of the equation x2 − (a1 + a2 − k)x+(b− 1)b2 − a2 = 0 and b2 ≥ (b2 − b− 1)c2, we have
a3 = b2 + b
2 − 2
b2 − b− 1 c2 − (b
2 − 1) ≥ (b− 1)
3(b+ 1)
(b2 − b− 1) c2 − (b
2 − 1)
and hence c2 ∈ {1, 2, 3} by Lemma 10. Since a3 = b2 + b2−2b2−b−1 c2 − (b2 − 1) ∈ Z, b2 − b− 1 divides
(b − 1)c2 and hence b2 − b − 1 ≤ 3(b − 1). This contradicts b ≥ 4. Let us now consider the case
m2 = m3 and θ3 non-integer. As c2 + b2 ≤ a3 + b− 1, by Theorem 11, the LHS of Eq. (2) is at most
(>>) (b2 + c2)((3b− 4)c2 − b2)+ (b− 1)((2b− 2)c2 − b2)a3 + b(b− 1)c2.
Since b2 ≥ (3b − 4)c2 implies that (>>) is negative, we have b2 < (3b − 4)c2. By Proposition 15,
we have θ3 ≥ −b2 + b(b−1)c2b2+c2 ≥ −b2 + b3 , and hence 4 ≤ b ≤ 5. Let us consider first b = 5. As
−23 > θ3 ≥ −25+ 20c2b2+c2 , it follows that 9c2 < b2 < 11c2. As (>>) > 0, it follows that a3 ≤ 13. As
the intersection array {50, 44, 5; 1, 5, 40} has θ3 = −7.623, this case follows now from (>). Secondly,
we assume that b = 4. As−14 > θ3 ≥ −16+ 12c2b2+c2 , it follows that 5c2 < b2 < 8c2. Since b2+c2 ≤ a3
implies that the LHS of Eq. (2) is negative, we have a3 < b2 + c2 ≤ a3 + 3. If b2 + c2 = a3 + 1 then
the LHS of Eq. (2) = 4a23 + 5a3 + 1 + 9a3c2 − 12a3b2 − 4b22 + 5c22 + 12c2 + b2c2. Since 5c2 ≤ b2,
b22 ≥ 5c22+12c2+b2c2 and6b2 ≥ 5a3. Hence the LHSof Eq. (2) is negative. Similarly, for b2+c2 = a3+2,
the LHS of Eq. (2) is negative if a3 ≥ 9. So, a3 ≤ 8 and then we are done by (>). If b2 + c2 = a3 + 3
then the LHS of Eq. (2) = 2(13c2 − 2b2)(c2 + b2) + 3(3b2 − 5c2 − 9). Since b2 ≤ 193 c2 implies that
the LHS of Eq. (2) is positive whenever b2 + c2 ≥ 45 (i.e. a3 ≥ 42), either (b2 ≤ 193 c2 and a3 ≤ 41)
or b2 > 193 c2. By (>) we obtain b2 >
19
3 c2. Since b2 ≥ 274 c2 implies that the LHS of Eq. (2) is negative
whenever c2 ≥ 9, either (b2 ≥ 274 c2 and c2 ≤ 8) or b2 < 274 c2. As c2 ≤ 8 implies that a3 ≤ 85 by
Lemma 8, from (>) we obtain 193 c2 < b2 <
27
4 c2. Then by Lemma 10(v),
12b2
c2
∈ {77, 78, 79, 80}. In
the first two possibilities the LHS of Eq. (2) is negative. In the last two possibilities the number c2 is
non-integral. This shows the theorem. 
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