The Sherrington-Kirkpatrick model of spin glasses, the Hopfield model of neural networks, and the Ising spin glass are all models of binary data belonging to the one-parameter exponential family with quadratic sufficient statistic. Under bare minimal conditions, we establish the consistency of the maximum pseudolikelihood estimate of the natural parameter in this family, even at critical temperatures. Since very little is known about the low and critical temperature regimes of these extremely difficult models, the proof requires several new ideas. The author's version of Stein's method is a particularly useful tool. One goal of this paper is to introduce these techniques into the realm of mathematical statistics through an example.
Introduction and main result
1.1. Statement of the problem. Suppose our data is a vector of dependent ±1-valued random variables, denoted by σ = (σ 1 , . . . , σ N ). A simple and natural way of modeling the dependence is to consider the oneparameter exponential family where the sufficient statistic is a quadratic form. Explicitly, this means that we have a collection of real numbers (J N ij ) 1≤i<j≤N defining a parametric family (P N β ) β≥0 of probability distributions on {−1, 1} N in the following way: For any τ ∈ {−1, 1} N and any β ≥ 0, (1) P N β {σ = τ } = 2 −N exp(βH N (τ ) − N ψ N (β)), where (2) H
Here β is the only unknown parameter. The function ψ N is determined by the normalizing condition τ P N β {σ = τ } = 1. For future use, we let J N ji = J N ij and J N ii = 0 for each i and j and let J N be the matrix (J N ij ) 1≤i,j≤N . Many popular models, e.g. the usual ferromagnetic Ising model [18, 21] , the Sherrington-Kirkpatrick mean field model [24] of spin glasses, and the Hopfield model [17] of neural networks all belong to the above family, with various special structures for J N .
The main problem with the maximum likelihood estimation of β is that the function ψ N is generally not computable, theoretically or otherwise. There are numerical methods for computing approximate MLEs (e.g. Geyer and Thompson [13] ), but very little is known about the number of steps required for convergence. Moreover we do not know of any gradient-based algorithm which provably converges to a global maximum of the likelihood function, and there are serious doubts whether that is indeed possible. The Jerrum-Sinclair [20] algorithm for computing the normalizing constant converges in polynomial time, but requires the presence of a local dependency graph, which makes it inapplicable to spin glasses. Most importantly, even if one assumes that the MLE has somehow been approximated, general conditions for the consistency of the MLE are not available.
The pseudolikelihood estimator.
A natural recourse is to consider Julian Besag's maximum pseudolikelihood estimator (MPLE) [4, 5] . In a nutshell, it gives the following prescription: Suppose we have a random vector X = (X 1 , . . . , X n ), whose distribution is parametrized by a parameter β. Let f i (β, X) be the conditional probability density of X i given (X j ) j =i . Then the MPLE of β is defined aŝ
In our setting, it is easy to compute the pseudolikelihood function and show that its derivative vanishes in an interval (which may be a single point). Choosing the left end of the interval as the MPLE, we get the explicit formula
The infimum of the empty set is defined to be ∞, as usual. It is not difficult to show that the expression involving x is an increasing function of x. Thus, it is not only feasible but extremely easy to computeβ N , either by Newton-Raphson or even a simple grid search.
1.3. The consistency result. Recall the following definition from basic linear algebra: The L 2 operator norm of a square matrix A is defined as A := sup x =1 Ax , where x stands for the usual Euclidean norm of the vector x. If A is a real symmetric matrix, then A is equal to the spectral radius of A. Our main result is the following. Theorem 1.1. Consider the exponential family of models (1) with the quadratic sufficient statistic (2) . Fix β > 0, and letβ N be the estimator (3). Suppose we have a sequence of such models with N → ∞, satisfying (a) sup N J N < ∞, and
Thenβ N → β in probability.
Note that ψ N (β) is always an increasing nonnegative function. Hence, if condition (b) is satisfied for some positive β, then it holds for every β ′ ≥ β. Some rigorous results are known about the consistency of the MPLE in settings with some kind of Markovian structure (e.g. lattice processes [10, 12] and spatial point processes [19] ), but the techniques of these papers cannot be used to prove Theorem 1.1. The reason is that the dependence in spin glasses is neither local nor mean field in the classical sense, and there is no way to extract any conditional independence.
The main technique employed in this paper is a new version of Charles Stein's method of exchangeable pairs, developed by the author in [7, 8, 9] . The key step is the construction of an exchangeable pair (σ, σ ′ ) and an antisymmetric function F such that E(F (σ, σ ′ ) | σ) = the pseudolikelihood score function. The theory then gives a "temperature-free" method of proving results like Theorem 1.1. All steps will be clearly explained; no background on Stein's method is required.
Note that the theorem requires us to know almost nothing about the behavior of the system. This is even more surprising when we verify that the conditions (a) and (b) are satisfied in almost all commonly used models. We consider two examples.
1.4. Application to the S-K model. In the Sherrington-Kirkpatrick model of spin glasses [24] , we have
is a fixed realization of an array of independent standard gaussian random variables (and g ji = g ij ). Some of the most important questions about the S-K model have only recently been answered, mainly due to the monumental efforts of Talagrand (see [25, 26] , to mention a few) and the important contributions of Guerra [15] , Guerra and Toninelli [14] , Panchenko [22] , Comets and Neveu [11] and other authors (e.g. [1, 2, 23] ).
However, despite all the progress, the model is still far from tractable, specially when β ≥ 1. Thus it is quite remarkable that Theorem 1.1 applies with equal ease for all β, as we now show. It follows from a standard result in random matrix theory (see e.g. Bai [3] , Theorem 2.12) that condition (a) holds. For (b), we can use the monotonicity of ψ N , and the result [1] that lim ψ N (β) = β 2 /4 for β < 1 in the S-K model (see Talagrand [25] , Theorem 2.2.1), to conclude that lim inf ψ N (β) > 0 for every positive β.
1.5.
Application to the Hopfield model. In the Hopfield model [17] for a system with N particles affected by M attractors, we have
where {η ik } i≤N,k≤M is a fixed realization of a collection of independent random variables with P{η ik = ±1} = 1/2. This model is even less understood than the S-K model. The groundbreaking contributions in the study of this model are mainly due to Bovier and Gayrard (see [6] ) and Talagrand (compiled in [25] , Chapter 5). Again, it follows from random matrix theory (Bai [3] , Section 2.2.2) that condition (a) is satisfied whenever M/N stays bounded as N → ∞. The validity of (b) follows from spin glass theory (Talagrand [25] , Theorem 5.2.1). The conditions can similarly be verified for the other models mentioned in the abstract.
1.6. Inadequacies. We cannot expect Theorem 1.1 to be useful from a practical point of view, mainly because we assume that the J N matrices are completely known, which can never be true in practice. Surely, complete estimation of J N is impossible. But we believe that this problem can be partially overcome by adapting our technique to allow multiple parameters.
Another shortcoming is that we do not allow boundary conditions (i.e. a linear term in the sufficient statistic). We know how to do this when the boundary is negligible (e.g. for Ising models on amenable graphs) but not otherwise.
A finite sample result and proofs
In this section, N is fixed. Consequently, subscripts and superscripts involving N are unnecessary. Let J be an N × N nonzero symmetric matrix with zeros on the diagonal. As before, consider the one-parameter exponential family of probability distributions (P β ) β≥0 on {−1, 1} N , defined as
where the sufficient statistic H has the form
Here J is an N × N nonzero symmetric matrix with zeros on the diagonal. As usual τ will always denote a typical element of {−1, 1} N and σ will be reserved for random elements. Now for each i, let us define the function
Note that m i (τ ) does not depend on τ i because J ii = 0 by assumption. It is not difficult to verify that if σ ∼ P β , then
The quantity m i (τ ) is called the local field at site i in the configuration τ . Note that H(τ ) = 2 i m i (τ )τ i in the class of models that we are consider-
Interpreting tanh(±∞) as ±1, we can continuously extend S τ to [0, ∞] by defining
Note that S τ (∞) ≤ 0 for all τ . Finally, let
It is easy to check that this is exactly the estimate defined in (3). When σ is and a random element picked from the P β , we will usually just writeβ instead ofβ(σ).
Theorem 2.1. Take any β > 0 and 0 < ε < 1. Let γ = max{β J , 1}. Let β be the estimate defined above in (5) . Then 10 , although it is most likely that these are not the best choices. Let us start the proof of Theorem 2.1. First, observe that the model remains unchanged if we replace β by β J and J by J −1 J. Thus, without loss of generality, we can assume that
The proof is divided into a sequence of lemmas. There are two main steps:
(1) To show that S σ (β) ≈ 0 with high probability under P β , and (2) to show that S σ (β) ≈ 0 ⇒ β ≈β. The second step can be expected, because S σ (β) = 0 by definition, and S σ is presumably a nice function.
Step (1) is essentially the heart of the matter. Lemma 2.2 is the deepest result of this
paper. An inspection of the proof will convince the reader that it can be modified to suit many other settings. Surprisingly, step (2) -showing that S σ (β) ≈ 0 ⇒ β ≈β -is also rather difficult; the difficulty stems from the lack of readymade tools for the systems under consideration. In particular, a special trick is needed to circumvent the problems at critical temperatures.
). This will be useful later on. Now fix β ≥ 0 and suppose σ is drawn from the Gibbs measure at inverse temperature β. Since β is fixed in this proof, we will write E and P instead of E β and P β . Now choose a coordinate I uniformly at random, and replace the I th coordinate of σ by a sample drawn from the conditional distribution of σ I given (σ j ) j =I . Call the resulting vector σ ′ . Then (σ, σ ′ ) is an exchangeable pair of random variables. Observe that
Then
For any 1 ≤ j ≤ N and τ ∈ {−1, 1} N , let τ (j) := (τ 1 , . . . , τ j−1 , −τ j , τ j+1 , . . . , τ N ), and
Now, for ease of notation, we define the functions a i and b ij as
).
, and hence
Let T 1j , T 2j , and T 3j be the three terms on the last line. Using (7) and (8), we see that
The T 2 -term is simple:
Finally, let us bound the T 3 -term. Take any i and let e i be the i th coordinate vector in R N . Then
Thus, if we let J 2 be the matrix (J 2 ij ) 1≤i,j≤N , then by the well-known result that the operator norm of a symmetric matrix is bounded by its L ∞ norm, we get
Now let h(x) := tanh(βx). It is easy to verify that h ′′ ∞ ≤ β 2 . Therefore,
Let c i (σ) := h ′ (m i (σ)), and note that m i (σ) − m i (σ (j) ) = 2J ij σ j . So the above inequality can be rewritten as
Finally, note that |c i (σ)| ≤ β. Using all this information and the bounds on the operator norms of J and J 2 , we see that for any x, y ∈ R n , i,j
Again, it is clear from the definition (10) of b ij that |b ij (σ)| ≤ 2β|J ij |. Thus,
Applying these inequalities to the T 3 -term in (11), we get
Thus, we have computed upper bounds for all terms in (11) . Combining, we have
Since S σ (β) = f (σ), this completes the proof.
This completes step (1) of the proof. Let us now engage in completing step (2) , that is, showing that S σ (β) ≈ 0 ⇒ β ≈β.
It is not difficult to verify that the function S σ is non-increasing; therefore, we only have to show that S σ is sufficiently "non-flat" with high probability. Again, the proof is divided into two sub-steps: 
Also by assumption (6), we have
Now recall the Paley-Zygmund second moment inequality, which says that for any nonnegative square-integrable random variable X we have
Thus,
Again, by Chebyshev's bound, we have
Combining, we get
Thus, for every x ≥ 0,
, therefore S τ (β(τ )) = 0 whetherβ(τ ) < ∞ or not. Using this, and the monotonicity of S τ , we see that for any β ≥ 0,
This completes the proof.
Let us now carry out step (2b) -that is, find a positive constant c such that N −1 H(σ) > c with high probability. The relevant result is Lemma 2.6, but we need two preliminary lemmas to overcome the problems at critical temperatures. Proof. Recall that the covariance of two random variables X and Y is defined as Cov(X, Y ) := E(XY ) − E(X)E(Y ). The classical Harris inequality [16] states that for any random variables X and any two nondecreasing functions f and g, Cov(f (X), g(X)) ≥ 0. A direct computation shows that
Lemma 2.5. For any 0 < β 1 ≤ β and c < ψ ′ (β 1 ), we have
Proof. The assumption that J is not the zero matrix implies that ψ(β) and ψ ′ (β) are positive for all β > 0. First, assume β 1 = β. Standard calculations give ψ ′ (β) = N −1 E β H(σ) and ψ ′′ (β) = N −1 Var β H(σ).
A simple application of Chebyshev's inequality completes the proof in this case. In general, since β 1 ≤ β, therefore Lemma 2.4 gives
We are now ready to state the step (2b) and finish the proof using the two preceding lemmas and an additional argument which eliminates the need to consider the derivatives of ψ.
Lemma 2.6. For any β > 0, we have
Proof. By assumption (6), we have |H(σ)| = 1 2 |σ t Jσ| ≤ 1 2 J σ 2 ≤ 1 2 N . Thus for any β,
Thus, for any 0 < ε < β,
Now, since ψ ′ is an increasing function, therefore
By the mean value theorem, there exists β 1 ∈ (β − ε, β) such that
Combining this with the upper bound on ψ ′ (β) and the lower bound on ψ ′ (β − ε) obtained above, we get
Note that the numerator is always positive, since ψ(β) = β 0 ψ ′ (u)du ≤ 1 2 β. Last of all, observe that ψ ′ (β 1 ) ≥ ψ ′ (β − ε) by the monotonicity of ψ ′ . Thus, if ε and c satisfy (15) 0 < ε < β, ψ(β) > ε 2 , and c ≤ 1 2 ψ ′ (β 1 ), then Lemma 2.5 gives
The proof is completed by putting ε = ψ(β) and c = ψ(β)/4β. We only have to verify that the chosen ε and c satisfy (15) . First, note that ε ≤ β/2 < β, and ψ(β) − 1 2 ε = 1 2 ψ(β) > 0. Also, by (14),
Combining steps (2a) and (2b), we are now ready to finish the whole of step (2) . The following lemma shows that S σ (β) ≈ 0 ⇒ β ≈β.
Lemma 2.7. For any β > 0 and ε > 0, we have
where C 1 = 8β/ψ(β), C 2 = 8β 2 /ψ(β) 3 , and C 3 = 3ψ(β) 5 /(2 13 β 5 ).
Proof. Finally, combining Lemmas 2.7 and 2.2, and getting rid of assumption (6) by substituting β J for β andβ J forβ, we get Theorem 2.1.
