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PARAMETRIC REPRESENTATIONS AND BOUNDARY FIXED
POINTS OF UNIVALENT SELF-MAPS OF THE UNIT DISK
PAVEL GUMENYUK ∗
Abstract. A classical result in the theory of Loewner’s parametric representation states
that the semigroup U∗ of all conformal self-maps φ of the unit disk D normalized by
φ(0) = 0 and φ′(0) > 0 can be obtained as the reachable set of the Loewner –Kufarev
control system
dwt
dt
= Gt ◦ wt, t > 0, w0 = idD,
where the control functions t 7→ Gt ∈ Hol(D,C) form a certain convex cone. Here we
extend this result to the semigroup U[F ] consisting of all conformal φ : D → D whose
set of boundary regular fixed points contains a given finite set F ⊂ ∂D and to its
subsemigroup Uτ[F ] formed by idD and all φ ∈ U[F ]\{idD} with the prescribed boundary
Denjoy –Wolff point τ ∈ ∂D \ F . This completes the study launched in [29], where the
case of interior Denjoy –Wolff point τ ∈ D was considered.
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2 P. GUMENYUK
1. Introduction
One of the cornerstone results of Loewner’s parametric representation can be stated in
the following form, see, e.g. [36, Problem 3 on p. 164] or [2, pp. 69-70].
Theorem A. A function φ defined in the unit disk D := {z : |z| < 1} is a univalent (i.e.
injective and holomorphic) self-map of D normalized by φ(0) = 0, φ′(0) > 0, if and only if
it can be represented in the form φ(z) = wz(T ) for all z ∈ D, where T > 0 and w = wz(t)
is the unique solution to initial value problem
(1.1)
dw(t)
dt
= −w(t) p
(
w(t), t
)
, t > 0; w(0) = z,
with a function p : D × [0,+∞) → C holomorphic in the first argument, measurable in
the second argument and satisfying Re p(·, t) > 0 and p(1, t) = 1 for a.e. t > 0.
A related result, see, e.g. [36, §6.1], stating that the class S of all univalent mappings
f : D → C normalized by f(0) = f ′(1) − 1 = 0 coincides with the set of all functions
representable as
f(z) = lim
t→+∞
etwz(t),
where wz, as above, is the solution to (1.1), is much better known and usually meant when
one talks about Loewner’s parametric representation of univalent functions. However, it
is the former version of Loewner’s parametric method, i.e. Theorem A, which will play
more important role in the frames of the present study.
There is no natural linear structure compatible with the property of injectivity. In fact,
the class S mentioned above even fails to be a convex subset of Hol(D,C). A similar
statement holds for the class U∗ of all univalent self-maps φ : D→ D, φ(0) = 0, φ
′(0) > 0,
involved in Theorem A.
That is why in many problems for univalent functions, standard variation and opti-
mization methods cannot be applied directly. One has to use a suitable parametric repre-
sentation to replace univalent mappings by a “parameter”, such as the driving function p
in (1.1), ranging in a convex cone. In this way, the parametric method has been used a lot
in the study of the class S, see, e.g. [2], [11, Sect. 6], and references therein. We also men-
tion recent studies [30, 38, 40], which make essential use of Theorem A and its analogue
for hydrodynamically normalized univalent self-maps of the upper half-plane. Finally, it is
worth mentioning that the univalence comes to de Branges’ proof of Bieberbach’s famous
conjecture [12] solely via a slight modification of Theorem A.
In contrast to linear operations, the operation of composition preserves univalence. With
this fact being one of the cornerstones of Loewner’s parametric method, univalent self-
maps of D come to the scene. So let S be a set of univalent maps φ : D→ D containing idD
and closed w.r.t. composition, i.e. satisfying ψ ◦ φ ∈ S whenever φ, ψ ∈ S. The following
heuristic scheme of parametric representation of S goes back to Loewner [31 – 34].
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First we consider the set TS of all infinitesimal generators of one-parameter (sub)semi-
groups in S, see Section 3.2 for precise definitions. Suppose that under a certain condition
on a family [0,+∞) ∋ t 7→ G ∈ TS, the time-T map ϕGT of the non-autonomous ODE
dw/dt = Gt(w), w(0) = z ∈ D, belongs to S for any T > 0. Consider the set S
L of all
time-T maps obtained in this way (when neither T > 0 nor the family (Gt) is fixed).
To establish a Loewner-type parametric representation ofSmeans to find an appropriate
condition on families (Gt) that guarantees existence of a unique time-T map ϕ
G
T ∈ S for
all T > 0, and to show that SL = S. This approach to parametric representation of
univalent self-maps has been systematically developed in [22 – 28].
For the study of holomorphic self-maps φ : D→ D, in particular from the view point of
dynamics, an important role is played by the so-called boundary (regular) fixed points, see,
e.g. [4, 7, 13, 16, 17, 18, 20, 21, 39], just to mention some studies on this topic. Combining
Loewner’s scheme of parametric representation with the intrinsic approach in Loewner
Theory proposed in [8, 9], we will establish Loewner-type parametric representation for
semigroups of univalent self-maps φ : D→ D defined by prescribing a finite set of points
on ∂D which are fixed by φ.
To conclude the Introduction, let us mention that Loewner’s scheme makes perfect sense
also for univalent self-maps of the unit ball and polydisk in Cn. Loewner-type parametric
representations for univalent functions in D make essential use of the Riemann Mapping
Theorem, which is not available in several complex variables. By this reason, even for
simplest choices of S, e.g., for the semigroup consisting of all univalent self-maps φ of the
unit ball Bn := {z ∈ Cn : ‖z‖ < 1}, n > 1, satisfying φ(0) = 0, to describe the reachable
set SL is a hard open problem. It seems that the only known necessary condition for φ to
be an element of SL is that the domain φ(Bn) has to be Runge in CN , see [3, Section 4].
2. Main results
Denote by U the semigroup formed by all univalent holomorphic mappings φ : D→ D.
Further, for τ ∈ D, by U τ we denote the subsemigroup of U formed by idD and all
φ ∈ U \ {idD} for which τ is the Denjoy –Wolff point, see Definition 3.3. Main result of
this paper is the analogue of the classical Theorem A for two families of subsemigroups
in U and in U τ defined below.
Given a finite set F ⊂ ∂D, by U[F ] we denote the subsemigroup of U consisting all
φ ∈ U for which every element of F is a boundary regular fixed point, see Definitions 3.1
and 3.2. Let U τ[F ] := U τ ∩ U[F ] for any τ ∈ D \ F .
Note that the semigroups defined above are always non-trivial, i.e. different from {idD},
see, e.g. [29, Example 3.1].
Theorem 1. For any finite set F ⊂ ∂D and any τ ∈ D \ F , the semigroups S = U [F ]
and S = U τ[F ] admit Loewner-type parametric representation, i.e. there exists a convex
cone MS of Herglotz vector fields in D with the following properties:
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(i) for every G ∈ MS and a.e. s > 0, G(·, s) is the infinitesimal generator of a one-
parameter semigroup in S;
(ii) for every φ ∈ S there exists G ∈ MS such that φ(z) = w
G
z,0(1) for all z ∈ D, where
w = wGz,s(t) is the unique solution to the initial value problem
dw(t)
dt
= G
(
w(t), t
)
, w(s) = z, z ∈ D, t > s > 0;
(iii) for every G ∈ MS, the mappings z 7→ w
G
z,s(t), t > s > 0, belong to S.
Definitions and basic theory regarding Herglotz vector fields, infinitesimal generators,
and one-parameter semigroups can be found in Section 3.
Remark 2.1. The convex cone MS in Theorem 1 can be characterized explicitly. For
S = U[F ], it coincides with the set of all Herglotz vector fields G such that:
(a) G satisfies condition (i) in Theorem 1, which, due to [17, Theorem 1], is equivalent to
the existence of a finite angular limit λ(σ, s) := ∠ limz→σG(z, s)/(z − σ) for a.e. s > 0
and every σ ∈ F ;
(b) the functions λ(σ, ·), σ ∈ F , are all locally integrable on [0,+∞).
The case S = U τ[F ] is similar. The only difference is that in (a), in addition to having
a finite angular limit λ(σ, s) for a.e. s > 0 and every σ ∈ F , we should require that for
a.e. s > 0, G(·, s) is the infinitesimal generator of a one-parameter semigroup (φ
G(·,s)
t ) for
which τ is the Denjoy –Wolff point.
For U0[{1}], Theorem 1 was proved by Goryainov [26]. For U τ[F ] with an arbitrary
finite set F ⊂ ∂D and τ ∈ D, it has been proved by the author in [29]. Moreover, the
case of U[F ] with Card(F ) 6 3 and that of U τ[F ] with Card(F ) 6 2 and τ ∈ ∂D are also
covered in [29]. The proof in the remaining cases is presented in this paper. It is based on
the following theorem.
Theorem 2. Let F ∈ ∂D be any finite set with Card(F ) > 3 and let τ ∈ ∂D \ F . Then
for any φ ∈ U τ[F ] there exists an evolution family (ϕs,t) ⊂ U τ[F ] such that φ = ϕ0,1.
The proofs of Theorems 1 and 2 are given in Section 6. Sections 4 and 5 contain some
lemmas and other auxiliary statements, and in the next section we recall some basic
definitions and facts from Holomorphic Dynamics and Loewner Theory in the unit disk
used throughout the paper.
3. Preliminaries
3.1. Contact and fixed points of holomorphic self-maps. Let φ ∈ Hol(D,D). By
the Schwarz Lemma, φ can have at most one fixed point in D. However, in the sense of
angular limits, there can be many (boundary) fixed points on ∂D.
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Definition 3.1. A point σ ∈ ∂D is said to be a boundary fixed point of φ if the angular
limit ∠ limz→σ φ(z) exists and coincides with σ. More generally, σ ∈ ∂D is a contact point
of φ if it is a boundary fixed point of eiθφ for a suitable θ ∈ R.
Following a usual convention, if ∠ limz→ξ φ(z) exists for some ξ, it will be denoted,
in what follows, by φ(ξ) and φ′(ξ) will stand for the angular derivative of φ at ξ, i.e.
φ′(ξ) := ∠ limz→ξ(φ(z)− φ(ξ))/(z − ξ), again provided that the latter limit exists.
It is known that for any contact point σ of a holomorphic self-map φ : D → D, the
angular derivative φ′(σ) exists, finite or infinite, and if it is finite, then σφ′(σ)/φ(σ) > 0;
in particular, φ′(σ) > 0 or φ′(σ) = ∞ at any boundary fixed point σ of φ. See, e.g. [1,
Theorem 1.2.7 on p. 53] or [37, Proposition 4.13 on p. 82].
Definition 3.2. A boundary fixed point (or a contact point) σ of a holomorphic self-map
φ : D→ D is said to be regular if the angular derivative φ′(σ) is finite.
Among all fixed points of a self-map φ ∈ Hol(D,D) \ {idD} there is one point of special
importance for dynamics. Namely, by the classical Denjoy –Wolff Theorem, see, e.g. [1,
Theorem 1.2.14, Corollary 1.2.16, Theorem 1.3.9], φ has a unique (boundary or interior)
fixed point τ ∈ D such that |φ′(τ)| 6 1. Moreover, the sequence of iterates (φ◦n), φ◦1 := φ,
φ◦(n+1) := φ ◦ φ◦n, converges (to the constant function equal) to τ locally uniformly in D,
unless φ is an elliptic automorphism.
Definition 3.3. The point τ above is referred to as the Denjoy –Wolff point of φ.
Remark 3.4. A version of the Chain Rule for angular derivatives states that if σ is a contact
point of φ ∈ Hol(D,D) and ω := φ(σ) is a contact point of ψ ∈ Hol(D,D), then σ is a con-
tact point of ψ◦φ and
(
ψ◦φ
)
′
(σ) = ψ′(ω) ·φ′(σ); in particular, σ is a regular contact point
of ψ ◦φ provided σ and ω are regular for φ and ψ, respectively. See, e.g. [1, Lemma 1.3.25
on p. 92]. It follows that the classes of univalent holomorphic self-maps defined in the
Introduction, U[F ] and U τ[F ], are semigroups w.r.t. the operation (ψ, φ) 7→ ψ ◦ φ.
3.2. One-parameter semigroups in Hol(D,D). An important role in this study is
played by the time-continuous analogue of interation, represented by one-parameter semi-
groups in Hol(D,D). For further details and the proofs of the results stated in this subsec-
tion we refer the reader to [13, 16] and eventually to references cited there; see also [42,
Chapter 3].
Definition 3.5. A family (φt)t>0 ⊂ Hol(D,D) is said to be a one-parameter semigroup
if t 7→ φt is a continuous semigroup homomorphism from the
(
[0,+∞), · + ·
)
with the
usual Euclidian topology to
(
Hol(D,D), ·◦ ·
)
endowed with the topology of locally uniform
convergence in D.
Equivalently, (φt) is a one-parameter semigroup if φ0 = idD, φt+s = φt ◦ φs = φs ◦ φt for
any t, s > 0, and if φt(z)→ z as t→ 0
+ for any z ∈ D.
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All elements of a one-parameter semigroup (φt) different from idD have the same Den-
joy –Wolff point and the same set of boundary fixed points. Moreover, if a boundary fixed
point σ is regular for some of such φt’s, then σ is regular for all φt’s.
Remark 3.6. It is known [5] that for any one-parameter semigroup (φt) the limit
G(z) := lim
t→0+
φt(z)− z
t
exists for all z ∈ D and it is a holomorphic function in D, referred to as the infinitesimal
generator of (φt). Moreover, G admits the following representation
(3.1) G(z) = (τ − z)(1− τz)p(z), z ∈ D,
where τ ∈ D and p ∈ Hol(D,C) with Re p > 0 are determined by (φt) uniquely unless
φt = idD for all t > 0: namely, τ is the Denjoy –Wolff point of each φt different from idD.
Furthermore, for any z ∈ D, the function w = wz(t) := φt(z), t > 0, is the unique solution
to the initial value problem
(3.2)
dw(t)
dt
= G(w(t)), t > 0; w(0) = z.
Conversely, if G ∈ Hol(D,C) for any z ∈ D the unique solution to (3.2) extends to all t > 0
(i.e., in other words, G is a holomorphic semicomplete autonomous vector field in D), then
G is of the form (3.1) and hence corresponds via (3.2) to a uniquely defined one-parameter
semigroup, which we will call generated by G and will denote by (φGt ).
Representation (3.1) is known as the Berkson –Porta formula.
3.3. Basics of modern Loewner Theory. An elementary, but important consequence
of Remark 3.6 is that all elements of any one-parameter semigroup in Hol(D,D) are uni-
valent. However, it is known, see, e.g. [19], that not every univalent φ : D → D is an
element of a one-parameter semigroup. According to Loewner’s idea, in order to embed a
given univalent self-map φ into a semiflow, one should consider a non-autonomous version
of (3.2), i.e.
(3.3)
dw(t)
dt
= G
(
w(t), t
)
, t > s > 0; w(s) = z ∈ D.
But for which class of functions G : D× [0,+∞) are the corresponding (non-autonomous)
semiflows of (3.3) defined globally, i.e. for any z ∈ D and any t > s > 0? Attempts to
answer this question have led to the following definition [8, Section 4].
Definition 3.7. A function G : D× [0,+∞)→ C is called a Herglotz vector field (in the
unit disk) if it satisfies the following conditions:
HVF1. For every z ∈ D, the function [0,+∞) ∋ t 7→ G(z, t) is measurable.
HVF2. For a.e. t ∈ [0,+∞), the function D ∋ z 7→ Gt(z) := G(z, t) is an infinitesimal
generator, i.e. Gt admits the Berkson –Porta representation (3.1).
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HVF3. For any compact set K ⊂ D and any T > 0 there exists a non-negative locally
integrable function kK,T on [0,+∞) such that |G(z, t)| 6 kK,T (t) for all z ∈ K and
a.e. t ∈ [0, T ].
In what follows, we will assume that G in (3.3) is a Herglotz vector field. In such a
case by [8, Theorem4.4], for any z ∈ D and any s > 0, the initial value problem (3.3) has
a unique solution w = wGz,s(t) defined for all t > s; and the differential equation in that
problem is called the (generalized) Loewner –Kufarev ODE. Equation (1.1) in Theorem A
and equation (3.2) related to one-parameter semigroups are its special cases. (The former
equation is often referred as the (classical radial) Loewner –Kufarev ODE or simply as
the radial Loewner ODE.)
Similarly to one-parameter semigroups, the class of all families (ϕs,t)t>s>0 which are
(non-autonomous) semiflows of Herglotz vector fields G, in the sense that ϕs,t(z) = w
G
z,s(t)
for all z ∈ D, all s > 0, and all t > s, can be characterized intrinsically. Namely, accord-
ing to [8, Theorem 1.1], initial value problem (3.3) defines a one-to-one correspondence
between Herglotz vector fields G and evolution families (ϕs,t), with the latter concept
defined as follows.
Definition 3.8 ([8, Definition 3.1]). A family (ϕs,t)t>s>0 ⊂ Hol(D,D) is called an evolution
family (in the unit disk) if it satisfies the following conditions:
EF1. ϕs,s = idD for any s > 0.
EF2. ϕs,t = ϕu,t ◦ ϕs,u whenever 0 6 s 6 u 6 t.
EF3. For all z ∈ D and T > 0 there exists an integrable function kz,T : [0, T ] → [0,+∞)
such that
|ϕs,u(z)− ϕs,t(z)| 6
∫ t
u
kz,T (ξ) dξ
whenever 0 6 s 6 u 6 t 6 T.
Now we give a precise definition of what we mean by a Loewner-type parametric rep-
resentation.
Definition 3.9 ([29, Definition 2.6]). We say that a subsemigroup S ⊂ Hol(D,D) admits
Loewner-type parametric representation if there exists a convex cone MS of Herglotz
vector fields in D with the following properties:
LPR1. For every G ∈ MS, we have that Gt := G(·, t) for a.e. t > 0 is the generator of a
one-parameter semigroup in U.
LPR2. The evolution family (ϕGs,t) of any G ∈MS satisfies (ϕ
G
s,t) ⊂ S.
LPR3. For every φ ∈ S there exists G ∈MS such that φ = ϕ
G
s,t for some s > 0 and t > s,
where (ϕGs,t) stands, as above, for the evolution family of the Herglotz vector field G.
Although the above definition can be stated without using concept of evolution family,
we will take essential advantage of the correspondence between Herglotz vector fields and
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evolution families. Namely, in the proof of Theorem 1, to check condition LR3 we will use
Theorem 2 and results from [29] to construct a suitable evolution family containing φ and
then prove that its Herglotz vector field belongs to MS.
The convex cone MS defined in Remark 2.1 has the property that if G ∈ MS, then
(z, t) 7→ G(z, at+ b) also belongs to MS for any a > 0 and any b > 0. This fact allows us
to replace, in Theorem 1, the condition φ = ϕs,t from LPR3 by condition φ = ϕ0,1.
The interplay between evolution families and Herglotz vector fields is completed by
constructing related one-parameter families of conformal maps ft : D→ C, t > 0, known
as Loewner chains.
Definition 3.10 ([14, Definition 1.2]). A family (ft)t>0 ⊂ Hol(D,C) is said to be a
Loewner chain (in the unit disk) if the following three conditions hold:
LC1. Each function ft : D→ C is univalent.
LC2. fs(D) ⊂ ft(D) whenever 0 6 s < t.
LC3. For any compact set K ⊂ D, there exists a non-negative locally integrable function
kK : [0,+∞)→ R such that
|fs(z)− ft(z)| ≤
∫ t
s
kK(ξ)dξ
for all z ∈ K and all s, t > 0 with t > s.
We will use the fact, see [14, Theorem 1.3], that given a Loewner chain (ft), the func-
tions ϕs,t := f
−1
t ◦ fs, t > s > 0, form an evolution family, which is said to be associated
with the Loewner chain (ft).
4. Regular contact points and Alexandrov –Clark measure
The following theorem is a slight reformulation of the characterization for existence of
finite angular derivative given in [41, p. 52–53].
Theorem B. Let ψ ∈ Hol(D,D) and let µ be the Alexanderov –Clark measure of ψ at 1,
i.e.
1 + ψ(z)
1− ψ(z)
=
∫
∂D
σ + z
σ − z
dµ(σ) + iC, for all z ∈ D, C := Im
1 + ψ(0)
1− ψ(0)
.
Then for any σ0 ∈ ∂D, the following two conditions are equivalent:
(i) σ0 is a regular contact point of ψ and ψ(σ0) 6= 1;
(ii) the function ∂D ∋ σ 7→ |σ − σ0|
−2 is µ-integrable.
Corollary 1. Let Ψ ∈ Hol(H,H) be given by
(4.1) Ψ(ζ) = α + βζ +
∫
R
1 + tζ
t− ζ
dν(t) for all ζ ∈ H,
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where α ∈ R and β > 0 are some constants and ν is a finite Borel measure on R. If x0 ∈ R
is a regular contact point with Ψ(x0) 6=∞, then R ∋ t 7→ |1 + tx0|/|t− x0| is ν-integrable
and
Ψ(x0) = α + βx0 +
∫
R
1 + tx0
t− x0
dν(t).
Proof. Write ψ := H−1◦Ψ◦H , where H(z) := i(1+z)/(1−z) is the Cayley transform of D
onto H. Using the relation between the measure ν and the Alexandrov –Clark measure µ
of ψ at 1, see, e.g. [6, p. 138], we immediately deduce from Theorem B that t 7→ |t−x0|
−2
is ν-integrable. Since ν is finite, it follows that the functions t 7→ |1 + tx0|/|t − x0|,
t 7→ |t|/|t−x0|
2 and t 7→ (1+ t2)/|t−x0|
2 are also ν-integrable. It remains to separate the
real and imaginary parts in (4.1) for ζ := x0 + iε, ε > 0, and use Lebesgue’s Dominated
Convergence Theorem to pass to the limit as ε→ 0+. 
5. Lemmas
Let us fix a finite set F ⊂ ∂D\{1} with n := Card(F ) > 3. Write F as a finite sequence
(σj)
n
j=1 satisfying 0 < arg σ1 < arg σ2 < . . . arg σn < 2π. Denote by Lj, j = 1, . . . , n − 1,
the open arc of ∂D going from σj to σj+1 in the counter-clockwise direction and let L0
stand for the arc between σ1 and σn containing the point 1.
Let φ ∈ U1[F ] \ {idD}. Denote by C(L) the set of all ψ ∈ Hol(D,D) that extends
continuously to an open arc L ⊂ ∂D with ψ(L) ⊂ ∂D. By [29, Lemma 5.6(ii)], there is no
j = 1, . . . , n− 1 such that that φ ∈ C(Lj). It may, however, happen that φ ∈ C(L0).
Remark 5.1. Suppose now that f is any conformal mapping of D with φ(D) ⊂ f(D) ⊂ D.
Then for each j = 1, . . . , n there exists a unique regular contact point ξj of f such that
f(ξj) = σj , see, e.g. [37, Theorem 4.14 on p. 83]. Throughout the paper, we will use this
statement implicitly and write f−1(σj) instead of ξj, most of the times without a reference
to this remark. Similarly, by f−1(1) we denote the unique regular contact point at which
the angular limit of f equals 1.
Remark 5.2. It follows immediately from the above remark and [29, Lema 5.1] that if
φ(D) ⊂ f1(D) ⊂ f2(D) ⊂ D for some univalent maps f1, f2 : D → C, then ψ := f
−1
2 ◦ f1
has a regular contact point at f−11 (σ) for any σ ∈ F ∪ {1} and ψ
(
f−11 (σ)
)
= f−12 (σ).
First, applying [29, Lemma 5.5], we are going to construct a multi-parameter “inclusion
chain” (ga)a∈[0,1]n , which later will be used to obtain an evolution family in U1[F ] contain-
ing φ. In what follows, a and b denote elements of [0, 1]n with components a0, a1, . . . , an−1
and b0, b1, . . . , bn−1, respectively. By |L| we will denote the length of a circular arc or a
line segment L.
Lemma 5.3. In the above notation, there exists a family (ga)a∈[0,1]n of univalent holo-
morphic self-maps of D satisfying the following conditions:
(g1) for every a ∈ [0, 1]n, ga ∈ U[{1, σ1, σn}];
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(g2) g(0,...,0) = φ and g(1,...,1) = idD;
(g3) if a, b ∈ [0, 1]n, aj 6 bj for all j = 0, . . . , n− 1, then ga(D) ⊂ gb(D), with the strict
inclusion if ak < bk for some k ∈ [1, n− 1] ∩ N;
(g4) if k ∈ [0, n−1]∩N and if a, b ∈ [0, 1]n with ak 6 bk and aj = bj for all j = 0, . . . , n−1,
j 6= k, then ψa,b := g
−1
b ◦ga ∈ C
(
∂D\Ck(a)
)
, with ψa,b(∂D\Ck(a)) = ∂D\Ck(b), where
for k > 0 and x ∈ [0, 1]n, Ck(x) denotes the closed arc of ∂D going counter-clockwise
from g−1x (σk) to g
−1
x (σk+1) and C0(x) := L0 for any x ∈ [0, 1]
n;
(g5) ga does not depend on a0 if and only if φ ∈ C(L0); and if these two equivalent
assertions fail, then the inequality a0 < b0 becomes a sufficient condition for the strict
inclusion in (g3).
(g6) for any map t ∈ [0,+∞) 7→ a(t) =
(
a0(t), . . . , an−1(t)
)
∈ [0, 1]n with absolutely
continuous and non-decreasing components t 7→ aj(t), j = 0, . . . , n− 1, the functions
ϕs,t := g
−1
a(t) ◦ ga(s), t > s > 0, form an evolution family;
(g7) the maps [0, 1]n ∋ a 7→ g′a(1) and [0, 1]
n ∋ a 7→ g−1a (σj), j = 2, . . . , n− 1, are
separately continuous in each of the variables a0, a1,. . . , an.
Proof. Let us first suppose that φ fails to extend continuously to L0 with φ(L0) ⊂ ∂D.
Then by [29, Lemma 5.5], applied with z0 := 0 and Ln := L0, there exists a family
(fa)a∈[0,1]n ⊂ U such that:
(A) assertions (g3), (g4), and (g5) hold with (ga) replaced by (fa);
(B) f(0,...,0) = φ and f(1,...,1) ∈ Aut(D);
(C) f ′a(0) = φ(0) and f
′
a(0)φ
′(0) > 0 for all a ∈ [0, 1]n;
(D) the map [0, 1]n ∋ a 7→ R
(
fa(D), φ(0)
)
, where R(D,w0) stands for the conformal
radius of D w.r.t. w0, is Lipschitz continuous.
For each a ∈ [0, 1]n, consider the unique ha ∈ Aut(D) that takes the points σ0 := 1, σ1,
and σn to the points f
−1
a (1), f
−1
a (σ1), and f
−1
a (σn), respectively. Then the family (ga)
defined by ga := fa ◦ ha satisfy conditions (g1) – (g5).
To prove (g6), we notice that from (A), (C), and (D) it follows that (Ft)t>0 defined by
Ft := fa(t) for all t ∈ [0,+∞) is a Loewner chain, see, e.g. [15, proof of Theorem 2.3]. Let
(Φs,t) be the evolution family associated with (Ft). Then ηj := f
−1
a(0)(σj), j = 0, . . . , n, are
regular contact points of (Φs,t) in the sense of [10, Definition 3.1]. By [10, Theorem 3.5], the
maps [0,+∞) ∋ t 7→ Φ0,t(ηj) = f
−1
t (σj), j = 0, . . . , n, are locally absolutely continuous.
Therefore, with the help of [14, Lemma 2.8] we conclude that the functions
ϕs,t := g
−1
a(t) ◦ ga(s) = h
−1
a(t) ◦ Φs,t ◦ ha(s), t > s > 0,
form an evolution family.
It remains to prove (g7). To this end fix some k ∈ [0, n−1]∩N and apply the above argu-
ment to the function t 7→ a(t) =
(
a0(t), . . . , an−1(t)
)
with the components ak = min{t, 1}
and aj = a
0
j for all j = 0, . . . , n−1, j 6= k, where a
0
j ’s are some arbitrary numbers in [0, 1].
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As above, by [10, Theorem 3.5], it follows that t 7→ |f ′a(t)(1)| = |f
′
a(0)(1)|/|Φ
′
0,t(η0)| and
t 7→ f−1
a(t)(σj) = Φ0,t(ηj), j = 0, . . . , n, are continuous. This fact immediately implies (g7).
The proof for the case in which φ extends continuously to L0 with φ(L0) ⊂ ∂D is
similar except that the family (ga) we construct depends only on n − 1 parameters aj ,
each corresponding to one of the arcs L1, . . . , Ln−1. In this case, for each a ∈ [0, 1]
n,
ga ∈ C(L0) with ga(L0) = L0. Adding the parameter a0 formally gives the family (ga)
satisfying all the conditions (g1)–(g7). 
Now we are going to reduce the number of the parameters by choosing a0 to be a suitable
function of a′ := (a1, . . . , an−1). As usual, we will identify (a0, a
′) with (a0, a1, . . . , an−1).
Lemma 5.4. Let, as above, φ ∈ U1[F ] \ {idD} and let (ga)a∈[0,1]n be a family of univalent
holomorphic self-maps of D satisfying conditions (g1) – (g5) and (g7) in Lemma 5.3. Then
there exists a map [0, 1]n−1 ∋ a′ := (a1, . . . , an−1) 7→ a0(a
′) ∈ [0, 1] with the following
properties:
(n1) a0(0, . . . , 0) = 0 and a0(1, . . . , 1) = 1;
(n2) a′ 7→ a0(a
′) is continuous and non-decreasing in each aj, j = 1, . . . , n− 1;
(n3) a′ 7→ λ
(
a0(a
′), a′
)
, where λ(a) := g′a(1), is non-decreasing in each aj, j = 1, . . . , n− 1.
Proof. Fix for a moment a, b ∈ [0, 1]n with aj 6 bj for all j = 0, . . . , n− 1. Then ψa,b :=
g−1b ◦ ga ∈ U[1, σ1, σn] thanks to conditions (g1) – (g3) and Remark 5.2. Moreover, by the
Chain Rule for angular derivatives, see Remark 3.4, λ(a) = λ(b)ψ′a,b(1).
Suppose first that φ ∈ C(L0). Then ga does not depend on a0 and ψa,b ∈ C(L0). By [29,
Lemma 5.6(i)], ψ′a,b(1) 6 1 and hence λ(a) 6 λ(b). This show that λ is non-decreasing in
variables a1,. . . , an−1 and (trivially) does not depend on a0. Therefore, in case φ ∈ C(L0),
we may choose any map a′ 7→ a0(a
′) satisfying (n1) and (n2), e.g.,
a0(a
′) :=
(∑n−1
j=1 aj
)
/(n− 1).
So from now on we may suppose that φ 6∈ C(L0). Let a0 = b0. Then ψa,b ∈ C(L0) by (g4)
and arguing as above, we see that ψ′a,b(1) 6 1. Moreover, if additionally a 6= b, then
by (g3), ψa,b 6= idD and hence [29, Lemma 5.6(i)] yields the strict inequality ψ
′
a,b(1) < 1.
Therefore, λ is increasing in variables a1,. . . , an−1. Now let a
′ = b′ := (b1, . . . , bn−1) and
a0 < b0. Arguing in a similar way, but using the second assertion of [29, Lemma 5.6],
we see that ψ′a,b(1) > 1, and hence λ is strictly decreasing in a0. Moreover, recall that
by (g7), λ is continuous separately in each variable a0, a1,. . . ,an−1. Finally, note that
separate continuity and monotonicity in each variable imply joint continuity of a 7→ λ(a),
see, e.g. [29, Remark 5.7].
Fix some a′ ∈ [0, 1]n−1. Note that λ(0, a′) 6 λ(1, a′) 6 λ(1, 1, . . . , 1) = 1. Therefore,
because of monotonicity and continuity in a0, there exists a unique a0(a
′) ∈ [0, 1] such
that
(5.1) λ(a0(a
′), a′) = min
{
λ(0, a′), 1
}
.
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As the minimum of two continuous non-decreasing functions, the right-hand side of (5.1)
is continuous and non-decreasing in a1,. . . ,an−1, which proves (m3) and continuity of
a′ 7→ a0(a
′). To see that this map is monotonic, note that by construction a0(a
′) = 0 if
λ(0, a′) 6 1 and that a0 = a0(a
′) ∈ [0, 1] solves the equation λ(a0, a
′) = 1 if λ(0, a′) > 1.
Fix a′, b′ ∈ [0, 1]n−1 with aj 6 bj for all j = 1, . . . , n − 1. Taking into account that it is
not possible to have λ(0, a′) > 1 and λ(0, b′) 6 1 at the same time, careful analysis of the
remaining three cases shows that a0(a
′) 6 a0(b
′).
By (g2), λ(0, 0, . . . , 0) = φ′(1) 6 1 and hence a0(0, . . . , 0) = 0. Similarly, again
by (g2), λ(1, 1, . . . , 1) = 1. Therefore, λ(0, 1, . . . , 1) > 1 and we can easily conclude that
a0(1, . . . , 1) = 1. This completes the proof. 
The following lemma can be viewed as one of the possible analogues of Loewner’s
Lemma for mappings with boundary Denjoy –Wolff point. Fix some points ξj ∈ ∂D,
j = 1, . . . , n, ordered counter-clockwise in such a way that the arc of ∂D between ξ1 and ξn
that contains τ = 1 does not contain the points ξ2,. . . ,ξn−1. Denote by L
′
j , j = 1, . . . , n−1,
the open arc of ∂D going counter-clockwise from ξj to ξj+1.
Lemma 5.5. In the above notation, let ψ ∈ U1[{ξ1, ξn}] \ {idD} and suppose that
ξ2, . . . , ξn−1 are regular contact points of ψ. Let Ψ := H ◦ ψ ◦ H
−1 and xj := H(ξj),
j = 1, . . . , n, where H(z) := i(1 + z)/(1− z) is the Cayley transform of D onto the upper
half-plane H. Let k ∈ [1, n− 1] ∩ N. If ψ ∈ C(L′j) for all j = 1, . . . , n− 1, j 6= k, then
Ψ(xk+1)−Ψ(xk) < xk+1 − xk, and(5.2)
Ψ(xj+1)−Ψ(xj) > xj+1 − xj , for all j = 1, . . . , n− 1, j 6= k.(5.3)
Proof. The Nevalinna representation of Ψ is, see, e.g. [6, p. 135–142]:
(5.4) Ψ(z) = α + βz +
∫
R
1 + tζ
t− ζ
dν(t) for all ζ ∈ H,
where α ∈ R, β := 1/φ′(1) > 1 and ν is a finite positive Borel measure on R. In accordance
with Corollary 1, for j = 1, . . . , n− 1 we have
(5.5) Ψ(xj+1)−Ψ(xj) = (xj+1 − xj)
[
β +
∫
R
1 + t2
(t− xj)(t− xj+1)
dν(t)
]
.
If j 6= k, then by hypothesis, ψ ∈ C(L′j), and hence ν([xj , xj+1]) = 0. With this taken into
account, (5.5) implies (5.3) with the sign > replaced by >. To check that actually the
strict inequality holds, we note that the equality is possible only if β = 1 and ν(R) = 0.
In such a case, taking into account that Ψ(x1) = x1, from (5.4) we would get Ψ = idH,
which contradicts the hypothesis. Finally (5.2) follows immediately because
n−1∑
j=1
(
Ψ(xj+1)−Ψ(xj)
)
= Ψ(xn)−Ψ(x1) = xn − x1 =
n−1∑
j=1
(xj+1 − xj).

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Applying the above lemma, we can now pass in the multi-parameter family (ga)a∈[0,1]
to a unique parameter in such a way that the points σj , j = 1, . . . , n, are kept fixed and
the angular derivative at τ = 1 is non-increasing. For a ∈ [0, 1]n and j = 1, . . . , n, denote
ξj(a) := g
−1
a (σj).
Lemma 5.6. Under hypothesis of Lemma 5.4 there exists a continuous map [0, 1] ∋ θ 7→
a(θ) =
(
a0(θ), a1(θ), . . . , an(θ)
)
∈ [0, 1]n such that:
(m1) θ 7→ aj(θ) is strictly increasing for each j = 1, . . . n and non-decreasing for j = 0;
(m2) a(0) = (0, . . . , 0) and a(1) = (1, . . . , 1);
(m3) ξj
(
a(θ)
)
= σj for each j = 1 . . . , n and any θ ∈ [0, 1];
(m4) θ 7→ λ(a(θ)) = g′a(θ)(1) is non-decreasing.
Proof. Consider the family (ha′)a′∈[0,1]n−1, defined by ha′ := g(a0(a′),a′), where a
′ 7→ a0(a
′)
is the map defined in Lemma 5.4.
Given a′, b′ ∈ [0, 1]n−1 with aj 6 bj for j = 1, . . . , n, consider the map ψa′,b′ := h
−1
b′ ◦ ha′ .
The points τ = 1 and ξj(a
′) := h−1a′ (σj), j = 1, . . . , n, are regular contact points of ψa′,b′ ,
with ψa′,b′(1) = 1 and ψa′,b′(ξj(a
′)) = ξj(b
′), see Remark 5.2. In particular,
ξ1(a
′) = ξ1(b
′) = σ1, ξn(a
′) = ξn(b
′) = σn
and hence ψ ∈ U[1, σ1, σ2]. Taking into account that
h′a′(1) = λ(a0(a
′), a′) 6 λ(a0(b
′), b′) = h′b′(1)
by Lemma 5.4, we conclude that ψa′,b′ ∈ U1[σ1, σn]. Moreover, thanks to condition (g3),
ψa′,b′ 6= idD unless a
′ = b′.
Applying Lemma 5.5 to the map ψ := ψa′,b′ with regular contact points ξj := ξj(a
′), we
see that for any k = 1, . . . , n− 1, the function
a′ = (a1, . . . , an−1) 7→ ℓk(a
′) := H(ξk+1(a
′))−H(ξk(a
′))
is strictly decreasing in ak and strictly increasing in each aj with j 6= k. Moreover, by (g7),
this function is separately continuous in each variable, which in view of monotonicity,
implies the joint continuity, see, e.g. [29, Remark 5.7].
To prove the lemma, it is sufficient to construct a continuous map
[0, 1] ∋ θ 7→ a′(θ) =
(
a1(θ), . . . , an−1(θ)
)
∈ [0, 1]n−1
satisfying the following conditions:
(p1) all the components θ 7→ aj(θ), j = 1, . . . , n− 1, are strictly increasing;
(p2) a′(0) = (0, . . . , 0), a′(1) = (1, . . . , 1), and
(p3) the maps θ 7→ ℓj(a
′(θ)), j = 1, . . . , n− 1, are constant.
The construction is based on an recursive procedure. First we will find a continu-
ous function [0, 1]n−2 ∋ a′′ := (a1, . . . , an−2) 7→ an−1(a
′′) ∈ [0, 1], an−1(0, . . . , 0) = 0,
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an−1(1, . . . , 1) = 1, strictly increasing in each variable and such that ℓn−1(a
′′, an−1(a
′′)) is
constant. Namely, for any a′′ ∈ [0, 1]n−2 we set an−1(a
′′) to be a solution to
ℓn−1(a
′′, an−1) = H(σn)−H(σn−1),
which exists and unique thanks to continuity and monotonicity of ℓn−1 in an−1 and to the
fact that by monotonicity in a1,. . . ,an−2 we have
ℓn−1(a
′′, 0) > ℓn−1(0, . . . , 0) = H(σn)−H(σn−1) and(5.6)
ℓn−1(a
′′, 1) 6 ℓn−1(1, . . . , 1) = H(σn)−H(σn−1).(5.7)
The required properties of continuity and monotonicity of a′′ 7→ an−1(a
′′) follow from
continuity and monotonicity of ℓn−1. Finally, using again (5.6) and (5.7) one immediately
obtains equalities an−1(0, . . . , 0) = 0 and an−1(1, . . . , 1) = 1.
For n = 3 the proof can be now completed by taking a(θ) :=
(
a0(θ, a2(θ)), θ, a2(θ)
)
for all θ ∈ [0, 1]. So suppose that n > 3. It is easy to see that for any k = 1, . . . , n − 2,
the function ℓ1k(a
′′) := ℓk(a
′′, an−1(a
′′)), defined for all a′′ = (a1, . . . , an−2) ∈ [0, 1]
n−2, is
continuous and strictly increasing in each aj with j 6= k. Since
n−2∑
j=1
ℓ1j(a
′′) = H(σn)−H(σ1)− ℓn−1
(
a′′, an−1(a
′′)
)
= H(σn−1)−H(σ1),
it follows immediately that ℓ1k is strictly decreasing in ak. Furthermore,
ℓ1n−2(0, . . . , 0) = ℓn−2(0, . . . , 0, 0) = H(σn−1)−H(σn−2) and
ℓ1n−2(1, . . . , 1) = ℓn−2(1, . . . , 1, 1) = H(σn−1)−H(σn−2).
Therefore, the above argument can be applied again with ℓn−1 replaced by ℓ
1
n−2. In other
words, we exclude one more parameter by finding an−2 = an−2(a
′′′) ∈ [0, 1], a′′′ :=
(a1, . . . , an−3), that solves the equation ℓ
1
n−2
(
a′′′, an−2
)
= H(σn−1)−H(σn−2).
Repeating this procedure suitable number of times, we end up with a continuous map
[0, 1] ∋ θ 7→ a′(θ) =
(
θ, a2(θ), . . . , an−1(θ)
)
∈ [0, 1]n−1
that satisfies (p1) – (p3). Using conditions (n1) – (n3) in Lemma 5.4, we see that the
map θ 7→ a(θ) :=
(
a0(a
′(θ)), a′(θ)
)
satisfies (m1) – (m4). The proof is now complete. 
6. Proof of main results
6.1. Proof of Theorem 2. Without loss of generality we may assume that τ = 1.
Furthermore, for φ = idD the statement of the theorem is trivial, so will will suppose
that φ 6= idD.
Now we can apply Lemma 5.3 to construct the multi-parameter family (ga)a∈[0,1]n . Next
using Lemma 5.6, we obtain the continuous map [0, 1] ∋ θ 7→ a =
(
a0(θ), . . . , an−1(θ)
)
.
PARAMETRIC REPRESENTATIONS AND BOUNDARY FIXED POINTS 15
By (m1) and (m2), the function
Λ(θ) :=
1
n
n−1∑
j=0
aj(θ), θ ∈ [0, 1],
is a continuous strictly increasing map of [0, 1] onto itself. Let [0, 1] ∋ t 7→ θ(t) be the
inverse of the function Λ, which we extend to [0,+∞) by setting θ(t) := 1 for all t > 1.
Clearly, the functions t 7→ aj(θ(t)), j = 0, . . . , n− 1, are non-decreasing and
|aj(θ(t2))− aj(θ(t1))| 6
n−1∑
k=0
|ak(θ(t2))− ak(θ(t1))| 6 |t2 − t1|
for any t1, t2 > 0 and any j = 0, . . . , n − 1. Therefore, by assertion (g6) of Lemma 5.3,
the functions
ϕs,t := g
−1
a(θ(t)) ◦ ga(θ(t)), t > s > 0,
form an evolution family. Moreover, since a(θ(0)) = (0, . . . , 0) and a(θ(1)) = (1, . . . , 1),
by assertion (g2) of Lemma 5.3 we have ϕ0,1 = φ.
Bearing in mind Remarks 3.4 and 5.2, it remains to mention that (ϕs,t) ⊂ U [F ] by (m3)
and that (ϕs,t) ⊂ U1 thanks to (m4). 
6.2. Proof of Theorem 1. It is sufficient to prove the theorem for S = U[F ] or for
S = U τ[F ], where F ⊂ ∂D is a finite set with Card(F ) > 3 and τ ∈ ∂D \ F , as all other
cases are already covered by [29, Theorem 1].
Fix any Herglotz vector field G. By the very definition, for a.e. s > 0, G(·, s) is an infin-
itesimal generator. By [17, Theorem 1], the one-parameter semigroup (φ
G(·,s)
t ) generated
by G(·, s) has a boundary regular fixed point at σ ∈ ∂D if and only if there exists a finite
angular limit
(6.1) λ(σ, s) := ∠ lim
z→σ
G(z, s)
z − σ
.
Now letMS be the set of all Herglotz vector fields G satisfying the following conditions:
(a) for a.e. s > 0, we have (φ
G(·,s)
t ) ⊂ S;
(b) for every σ ∈ F , the function λ(σ, ·) is locally integrable on [0,+∞).
First of all, let us show thatMS is a convex cone. Let G1, G2 ∈MS\{0} and let G3 6≡ 0
be a linear combination of G1 and G2 with non-negative coefficients. Then G3 is an
infinitesimal generator, see, e.g. [1, Corollary 1.4.15 on p. 108]. Moreover, if for some
s > 0, τ is the Denjoy –Wolff point of both (φ
G1(·,s)
t ) and (φ
G2(·,s)
t ), then thanks to the
Berkson –Porta formula, see Remark 3.6, τ is also the Denjoy –Wolff point of (φ
G3(·,s)
t ).
Finally, since the angular limit (6.1) exists finitely and satisfies (b) both for G := G1 and
for G := G2, this is the case for G := G3 as well. Therefore, G3 ∈MS.
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It remains to show that MS meets conditions (i) – (iii) in Theorem 1. Firstly, con-
dition (i) simply coincides with (a). Furthermore, in view of [17, Theorem 1] and [10,
Theorem 1.1], conditions (a) and (b) imply that the evolution family (ϕGs,t) generated
by G satisfies (ϕGs,t) ⊂ U[F ]. This proves (iii) in case S = U[F ]. Notice that if S = U τ[F ],
then in view of the Berkson –Porta formula, see Remark 3.6, from (a) it follows that
G(z, t) = (τ − z)(1 − τz)pt(z) for all z ∈ D and a.e. t > 0, where (pt)t>0 is a family
of holomorphic functions with non-negative real part. By [8, Corollary 7.2], the latter
equality implies that (ϕGs,t) ⊂ U τ. Hence (iii) also holds for the case S = U τ[F ].
It remains show that MS satisfies (ii). Let φ ∈ S \ {idD}. We have to find G ∈ MS
whose evolution family (ϕs,t) = (ϕ
G
s,t) satisfies ϕ0,1 = φ. To this end we first construct a
certain evolution family (ϕs,t) and then show that its Herglotz vector field is a suitable
candidate for G. Let ξ be the Denjoy –Wolff point of φ. Of course, ξ = τ if S = U τ[F ].
Claim: there exists an evolution family (ϕs,t) ⊂ U[F ] ∩ U ξ such that ϕ0,1 = φ.
Indeed, if ξ ∈ ∂D \ F , then the Claim follows readily from Theorem 2 applied with τ
replaced with ξ. Similarly, if ξ ∈ F and Card(F ) > 3, then we should apply Theorem 2
with τ and F replaced with ξ and F \ {ξ}, respectively. In the remaining cases, i.e. if
ξ ∈ F and Card(F ) = 3 or if ξ ∈ D, the proof of the Claim is contained in the proof of
[29, Theorem 1], again with ξ and F \ {ξ} substituted for τ and F , respectively.
Now by the above Claim, there exists an evolution family (ϕs,t) ⊂ S with ϕ0,1 = φ.
By [17, Theorem 1] and [10, Theorem 1.1], the Herglotz vector field G of (ϕs,t) belongs
to MU [F ]. This completes the proof for S = U[F ], while in case S = U τ[F ] it remains to
notice that (φ
G(·,s)
t ) ⊂ U τ for a.e. s > 0 by [8, Theorem 6.7]. 
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