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1. INTRODUCTION 
Let S(p, q, a) denote the class of functions analytic in the unit disk 
D = (z: ] z 1 < 1 } and of the form 
f(z)=z9+ f a,z” 
n=q+1 
such that Re Q-‘(z) 1 I f(z) i > pa 
and 
I:nRe I%! dtl= 27rp, z = re’*. 
(1.2) 
are satisfied in p < ] z / < 1 for some p 5 p(f), 0 < p < 1, where p and q are 
integers not less than one, p > q and 0 <a < 1. We denote the class 
S(p, q, 0) by S(p, q). The functions in S(p, q, a) are p-valent; for 
S(p, q, a) c S( p, q), the class of p-valent starlike functions studied by 
Goodman [5]. A function f(z), given by (l.l), is said to be in the class 
C(p, q, a) if and only if zf’(z)/q is in S(p, q, a). The class C(p, q, a) is 
contained in C(p, q, 0) = C(p, q), the class of p-valent convex functions [5 1. 
Let K( p. p, a) be the class of functionsf(z), analytic in D and of the form 
such that there exists a function g(z) in S(p, p, a) and a complex number E, 
1 E ] = I, satisfying 
Re E zf’(z) 
I I 
- >o &T(z) (1.5) 
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for all z in D. 0 ,< a < 1. The class K(p, p, a) is contained in the class 
K(p. py 0) E K( p, p) investigated by Livingston 1101 (also see Umezawa 
1 14 I). The class K( 1. 1, a) is the class of univalent close-to-convex functions 
of order zero and type (r introduced by Libera [ 91. The class K(l. 1. 1,‘2) 
contains a subclass of close-to-convex functions recently investigated by 
Silverman and Telage [ 131. 
We also consider the class R(p, p, a) of functionsf(z), analytic in D and 
of the form (1.4) satisfying 
Re f(i) ' 3 
L-1 
"P >U (1.6) 
for all i in D. 0 < u < 1. It follows by using the well-known results of 
Brickman, MacGregor and Wilken 13, Theorem 5 I, Hallenbeck and 
Livingston 17, Th eorem 2.11 and the Herglotz representation that 
S( p, p) c R(p. p, l/2). The function K(z) = z”/( I f z’)“’ shows that this 
inclusion is proper. Further, T(p, p), the class of p-valent typically real 
functions given by (1.4). is contained in R(p, p. 0) s R( p, p). For, it is well 
known I 12 1 that f(z) is in T(p, p) if and only if there exists an analytic 
function p(z) with positive real part, p(0) = 1 and p - 1 constants 
.Y , . . . . . sp , , 1~~1 = 1. i = 1, 2 ,..., p - 1, such that 
z”p(z) p-’ 1 
‘(‘)= (1 -Z') Jcz (1 -.Xjz)(l --Uji) 
and T(p, p) c R( p, p, 0) follows by using the fact that if OJ, . . . . . ~~~~~ are 2p 
complex numbers with positive real part, then Re(to, ... w?~)’ ‘P > 0. 
For any family F of functions analytic in D. we denote by F, the set of 
functions in F which take real values on (0, 1). 
In 131. Brickman, MacGregor and Wilken have determined the closed 
convex hills and extreme points of the class of starlike functions. convex 
functions. close-to-convex functions and typically real functions and have 
demonstrated the application of their results in certain extremal problems. 
Later in 14 1, these results were extended to determine the closed convex hulls 
and the extreme points of the class of starlike functions of order CI. convex 
functions of order u and close to convex functions of order + and type /?. 
Recently in [7]. Hallenbeck and Livingston have determined the closed 
convex hulls and their extreme points for the families S( p, p. O), C( p, p. 0 1. 
K(p. p. O), S,(p, p, O), KR( p, p, 0) and C,(p, p, 0) and have used these 
results to solve related extremal problems. In the present paper we extend the 
above results by determining the closed convex hulls and their extreme points 
for the families S(P, P, a), C(p, p, a), K(p, p, a) S,(p. p, a). C,(p. p, a) 
and R(p, p, a) = R(p, a). Our techniques use certain fundamental results in 
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(3,4]. As an application of our results, sharp coefficient estimate for a 
function majorised by some functions in S(p, p, a) is found in Theorem 7. 
Throughout in the present paper, for a family F of functions analytic in D, 
we use the notation HF to denote the closed convex hull of F and EHF to 
denote the set of extreme points of HF. 
2. DETERMINATION OF CLOSED CONVEX HULLS AND EXTREME POINTS 
We need the following lemma. 
LEMMA 1. Let f(z) be in S( p, q, a) and let a, ,..., (T~-~, 0 < ( ai/ < 1, be 
its non-zero zeros in D. Then 
f(z) = If (l - “;)A; - OrkZ) . (g(z))P, 
where g(z) is in S(1, 1, a). For p = q, the product in (2.1) is 1. 
Proof. The proof could be constructed on the lines of the proof used to 
prove this result in the case a = 0 [ 11. 
THEOREM 1. Let X = {x: 1x1 = 1 }, P be the set of probability measures 
on X and F be the set of functions f, defined on D bv 
(2.2) 
Then, F = HS( p, p, a). The map p -+ f, is one-to-one and the extreme points 
of HF are precisely the kernel functions in (2.2). 
Proof: If we write K(z, X) = zp/( 1 - XZ)‘~(‘-~‘, then (K(z, x): Ix/ = 1 } c 
S(p, p, a) and using the fundamental theorem of Brickman, MacGregor and 
Wilken [3, Theorem 11, it follows that F c HS(p, p, a). To prove the 
opposite inclusion relation, we note that F is a closed convex family, so that, 
it is sufficient to show that S(p, p, a) c F. Let f be in S(p, p, a). Then, by 
Lemma 1, there exists a function g in S( 1, 1. a) such that f(z) = (g(z))“. 
Thus (4, Theorems 2 and 31, 
f(z)= [j; (1 -x&, dp(q= [J x (1 _ x$N -0) d”(X) 1 
for some ,u and v in P and consequently f E F. This proves HS(p, p, a) = F. 
Next, we prove that ,u -+ f,, is a one-to-one map. Suppose that f,, = f,,. 
For a fixed z, we apply the Lebesgue-dominated convergence theorem and 
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compare the coefficients of z”, giving Jxx” tip,(x) = 1‘~s” d~~(-r) for 
n = 1. 2.... . Hence ,D, = ,uuz. The conclusion about extreme points now follows 
from the fundamental theorem in [ 31. 
THEOREM 2. Let X and P be defined as in Theorem 1 and let F be the 
class of functions f, defined on D bv 
(2.3) 
Then F = HC( p, p, u). The map ,a + f, is ont-to-one and EHC(p, p. a) is 
precisely the set of kernel functions in (2.3) for IsJ = 1. 
Proof. Let A, be the class of analytic functions f in D such that f(0) = 0. 
The map 
(Lf )(z) = p (=flfl dt 
-0 t 
is a linear homeomorphism from A, onto A, and L(S(p, p, a)) = C(p, p, a). 
Since the linear homeomorphism preserves closed convex hull as well as its 
extreme points, Theorem 2 follows readily from Theorem 1. 
THEOREM 3. Let X = (x: 1 x.1 = 1 and Im .Y > 0 1, P be the set oj 
probability measures on X and let F be the class of functionsuf, defined OII D 
61, 
Then F = HS,(p. p. a). The map ,a -+ f, is one-to-one and EHS,(p. p, a) is 
preciselJ1 the set of kernel functions in (2.4) for s irr X. 
Proof. Let K(z.X)= [z”,/(l -F~z)P”-mn’(l -.f~)~“-~‘]. Then (K(z..v): 
.uEXJcS,(p, p,a) and we have Fc HS,(p. p.ui. Next. let 
.f’E S,(p, p, u). Then there exists a univalent starlike function of order zero 
such that f(z) = [z~(S(Z))“-~) Ip. If is clear that S(z) is also real on (- 1, I ). 
Now the results of Brickman, MacGregor and Wilken 13. Theorem 4 1 and 
Hallenbeck 16, Theorem 21 lead to the representation 
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for some probability measures ,U and v on X. Hence f E F and 
S,(p, p, a) c F follows. Since F is a closed convex family, in fact 
HS,(p, p, a) c F and consequently HS,(p, p, a) = F. 
To prove the conclusion about extreme points, let f,, = f,,. This implies 
jx (x” +x-n )dp(x)=j-,(x” +x-” ) dp,(x). Hence ,u, =p2. Now, in view of 
the fundamental Theorem [3, Theorem 1 ] extreme points of HS,(p, p, a) are 
precisely the kernel functions in (2.4). This completes the proof of the 
theorem. 
THEOREM 4. Let X and P be defined as in Theorem 3 and let F be the 
set of all functions f, defined on D 61 
dt d&c). J (2.5) 
,u E P. Then F = HC,(p, p, a). The map ,u --*f, is one-to-one and 
EHC,(p, p, a) is precisely the set of kernel functions in (2.5) for x E X. 
Proof. The proof could be constructed similar to the proof of Theorem 2 
and we omit it. 
THEOREM 5. Let X = (x: 1x1 = 1) and P be the set of probability 
measures on X. Further, let F denote the set of all functions f, defined on D 
by 
fu(z) = jIy zp ( 
1 + (1 -2a)xz 2p 
1 - xz 1 
44x), ,u E P. (2.6) 
Then F = HR(p, a) and EHR( p, a) is precisely the set of kernel functions in 
(2.6) for x E X. 
Proof. It is clear that F c HR( p. a). Now, suppose f E R(p, a). We 
make use of Herglotz representation and a theorem due to Brannan, Clunie 
and Kirwan [2] to write 
f(z) 
(i 
l+(l-2a)xz ?P 
-= 
ZP ,- x 1 - xz 
44~) 
1 
I +(1-2a)xz 2p 
1 -xz I 
Wx) 
for some probability measures ,U and u on X. This gives R(p, a) c F. Since F 
is a closed convex family HR(p, a) = F and the proof HR(p, a) = F is 
complete. The conclusion about the extreme points follows from the same 
theorem due to Brannan, Clunie and Kirwan [2]. 
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THEOREM 6. Let X be the torus {(x, >I): J.Y/ = 1~‘) = 1 }. P be the set oj’ 
probability measures on X and ler 
K(z. 1. .I’) = ( 
.= ptP- ‘( 1 - l’f) 
o (] -wKyt)m-“b+I dt (2.7) 
where z is in D. (s. Al) E X. Further. let F be the set of jitnctions f;, OH D 
dt$ned bj, 
Then F = ffU(p. p, a). The map p + f, is one-to-one and EHK(p. p. a ) = 
{K(z. x. y): (x. y) E X and x # y}. 
Proof We exclude the case x = J’ since K(z.s. X) E C( p,p. a) c 
S( p, p. CI). But K(z. .Y. s) is not in EHS(p. p. u). thus it cannot be an 
extreme point of a still larger class. Since for g(L) = z”,‘( I -sz)““’ L”. 
:K’(z. s, J,)/‘g(=) = p( 1 - JY)/( 1 - XZ). it follows that {K(z;, .K. .I’) } c 
K( p. p. a) and consequently F = H(K(z. s. J,)} c HK( p. p. a). Now. for the 
opposite inclusion. it is sufficient to show that K( p. p. a) c F. Let f be in 
K( p. p. a). Then from the definition of K( p. p. u), Theorem 1 and the 
Herglotz representation it follows that 
for some probability measures on 1.~1 = 1 and / ~‘1 = 1 respectively and some 
real number 1. Using Fubini’s theorem we can write the above as 
.f'(=) = ( 
pz"~-l( 1 +e- ?I.lSi) 
7 dp(.r) dv( ~1). ,, (1 - SZ)( I - J’Z)~~“’ 
(2.9) 
I,.\, I,‘,, (‘I 
Now it is sufficient to show that for fixed (s ,,. ~3,)) the integrand in (2.9) is 
the derivative of some function in F. By a theorem due to Brickman. 
Hallenbeck. MacGregor and Wilken 14. Theorem 11 the above integrand can 
be written as 
pm’(l + em*‘.‘x,z) 
',w,=, ";I -WZ)ZP(l-n~+I d"(o)* I (2.10) 
where ;q is some probability measure on Iw/ = 1. For fixed OJ,, if we take 
J, = e-?‘-~~K 0, X, = w0 and p to be the unit point mass at (s,. ~9,) then it can 
be easily verified that the integrand in (2.10) is the derivative of a funtion in 
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F. Thus so is the integral (2.10). This gives K( p, p, o) c F and the proof of 
HK(p, p, u) = F is complete. 
The proof for the conclusion about the extreme points could be 
constructed in the lines similar to that given in [3, Theorem 61 and we omit 
it. 
3. APPLICATIONS 
Let the functions f and g be analytic in D. The functionfis majorised by g 
in D if If(z)1 < I g(z)1 f or all z in D. Equivalently, f is majorised by g in D if 
there exists a function 4, analytic in D and ]$(z)] < 1 such that 
f(z) = @(z) . g(z)* 0 ur following theorem gives sharp estimates for a 
functions analytic in D and majorised by some function in HS(p, p. a). We 
need the following result [8, pp. 136-1381. 
THEOREM A (Kakeya-Enestrdm): If d, > d, > d, > . . . > d, > 0, rhen 
the polvnomial q(z) = d, + d, z + a.. + d,z” does not have a zero in 1 z I < 1. 
THEOREM 7. Let f(z)= zp + JJF:, ap+nzp)fn, analytic in D, be 
majorised in D by some function in HS(p, p, a). Then, 
forp(l-a)< 1 
p(l-a)+k * 
I k+1 ’ 
(3.1) 
for p(l -a)= 1 
/a,lG(n+ l-p), (3.2) 
mdfor ~(1 -a) > 1 
(3.3) 
All the above inequalities are sharp. 
Proof. Let S*(p, p, a) denote the class of functions f(z) = 
zp + ~~=“=,+, ap+nzP+n, analytic in D and majorised by some function in 
S(p, p, a). It is sufficient to prove the theorem for a function f in 
EHS *( p, p, a). In [ 111, MacGregor has shown that if f is in EHS * (p, p, a), 
then f is majorised by some function in EHS(p, p, a). Thus, by Theorem 1, 
we can write f(z) ,= $(z)[zp/(l - XZ)*~(‘-~)] where Q is analytic in D and 
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1x1 = 1. Again, without loss of generality we may assume that x = 1. Now 
using the Cauchy formula for the coeffkients we write 
1 . 
! 
z”@(z) 
a,=2ni.,;,=,z”+‘(l -z)*p”-@’ dz. 
The term-by-term integration, after expanding the integral in binomial series. 
gives 
k 2p(l -a)+s- 1 b/c= n 
s=I s 
Hence a, can be written as 
1 . 
1 [ 
4(z) P(Z) d, 
an=2ni.,,,=, Z(n+l-P) 
I 
-’ 
where p(z) is any function analytic in D with power series expansion of the 
form p(z) = 1 + C;I~ bkzk + ‘j7F:n-p+, bftk. The function g(z) = 
(I _ z)-*P(l -a) has power series expansion g(z) = 1 + xc=, b,z”. Let h(z) = 
(1 -z) /H-~) z 1 + C;=, dkzh, dk=r15:, [(p(l-u)+s- 1)/s\. Define 
q(z) = 1 + C;:; dkzk. Since h’(z)= g(z), it follows that q’(z) is a 
polynomial of degree 2(n - p) of the form p(z). Therefore. 
The representation (3.4) now implies 
II -p 
= 1 + \‘ Id,l’ rZk. 
AZ, 
Since this holds for all r. 0 < r < 1, we get 
n--F 
This establishes (3.1). 
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To show that this inequality is precise, we observe that the sequence (d,} 
is nonnegative. Since 
4,-d,+, = 11 -PC1 -a>] n @+I), n [P(l-a)+k-ll, (3.5) 
k=l 
it follows that (d,} is strictly decreasing for p( 1 - CX) < 1. Thus, in view of 
Theorem A, the polynomial q(z) does not vanish in (z 1 < 1. Now, define 
Q(z) = znmpq( l/z)/q(z). Then a(z) is analytic in IzI < 1 and ( O(z)\ = 1 on 
/ z( = 1 and it follows that ( Q(e)\ < 1 for 1 zI < 1. With Q(z) in place of d(z) 
in (3.4), we get 
u, = $ i [Q(z) qW/z’” 
. ILI =r 
+1-P) dz 1 
= & [ 
-121=1 
[q( l/z) q(z)/z] dz = & fT lq(eie)Jz d0 
-0 
= 1 + ‘V (dk12. 
k:l 
Since the nth coefficient of the function f(z) = [z”@(z)/( 1 - z)‘~(‘-~‘] is 
1 + C;:f \dk(*, the conclusion about sharpness follows for ~(1 - a) < 1. 
When ~(1 -a) = 1, the function f(z)/zP-’ is majorised by z/(1 -z)*, a 
starlike map. Thus, by a well-known result due to Rogosinski, 
bp+A G (n + 1) or IanI < (n + 1 - p). This proves (3.2). The equality in 
(3.2) for the functionf(z) = zp/( 1 - z)‘. 
We, next, consider the case p( 1 - a) > 1. As usual we assume that 
If(z)1 < I z”/( 1 - z)ZP(’ -a) /. 
Define 
g(z) = {(l - z)-Z’p(l-~)-“/zp-l} f(z) = z + 2 b,,z”. 
n=2 
Then 1 g(z)\ < lz/( 1 - z)‘\ for z in D. Thus (b,, < n. Let the power series for 
(1 -z)- 2[p”-n)-‘1 be written as C,“, c,z”, then it follows easily that all 
c,‘s are positive. Now 
Since c,‘s are all positive, we see, on comparing the coefficients that the 
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maximise /a,I, b, should be equal to k for 1 < k < n + 1 - p. That is. 
la,, < IA,,1 where 
F(z)=zP/(l -z)Q(‘-a) =zp + \“- Ap+kZP+h. 
hZ, 
This establishes (3.3) and the proof is complete. 
Let f(z) = cn”= O a,z” and g(z) = CFEOA ,,z” be two functions analytic in 
D such that all A,,‘s are nonnegative. We say f(z) < g(z) whenever 
la,,/ <A,,. In the following two corollaries we use the notations 
d,= fj P(1 -a;+s- 1. 
r=l 
n-P 
q(z) = 1 + \I‘ d,zk 
k:l 
Now we have 
and G(z) = zn-PC/( l/z)/q(z). 
COROLLARIES 1. Let f’(z) = (xz=, up+,,zP+“)‘, analytic in D, be 
majorised in D bv some function in HC’(p, p, a). Then 
forp(1 -a) < 1. 
p@(z) zp- ’ 
f’(z) 6 (1 _ Z)2Ptl-n) - 
forp(l -a)= 1. 
forp(1 -a) > 1, 
P-1 
f’(z)< (1 -p;)lp,,-n, . 
(3.6) 
(3.7) 
(3.8 
Proof. The corollary follows from Theorem 7 by using the fact that JCz 
is in C( p, p. a) if and only if zf’(z)/p is in S( p, p. cl). 
COROLLARY 2. Let f’(z) = (rzs, a,+,zntp)‘. analytic in D. be 
majorised in D by some function in HK’( p, p, a). Then. 
forp(1 -a) < 1. 
(3.9) 
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for P( 1 - a) = 1, 
pzp-‘(1 + z) 
f’(Z)@ (l_z)z 3 
forp(1 -a)> 1, 
pzp-‘(1 + z) 
f’(z)< (1 _ Z)2(I--a)+l * 
(3.10) 
(3.11) 
Proof. Without loss of generality we assume that 
Q(z) pzP-’ 
f’(Z) = (1 _ z)zp(I -a) * 
(1 + az) 
(1 -z) ’ 
where I#)1 < 1 in D and lal= 1. We know (1 + a~)/( 1 - z) @ 
(1 + z)/( 1 - z). Thus the conclusion follows from Theorem 7. 
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