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Abstract. Feature selection has become the focus of research area for a long 
time due to immense consumption of high-dimensional data. Originally, the 
purpose of feature selection is to select the minimally sized subset of features 
class distribution which is as close as possible to original class distribution. 
However in this chapter, feature selection is used to obtain the unique individu-
al significant features which are proven very important in handwriting analysis 
of Writer Identification domain. Writer Identification is one of the areas in pat-
tern recognition that have created a center of attention by many researchers to 
work in due to the extensive exchange of paper documents. Its principal point is 
in forensics and biometric application as such the writing style can be used as 
bio-metric features for authenticating the identity of a writer. Handwriting style 
is a personal to individual and it is implicitly represented by unique individual 
significant features that are hidden in individual’s handwriting. These unique 
features can be used to identify the handwritten authorship accordingly. The use 
of feature selection as one of the important machine learning task is often disre-
garded in Writer Identification domain, with only a handful of studies imple-
mented feature selection phase. The key concern in Writer Identification is in 
acquiring the features reflecting the author of handwriting. Thus, it is an open 
question whether the extracted features are optimal or near-optimal to identify 
the author. Therefore, feature extraction and selection of the unique individual 
significant features are very important in order to identify the writer, moreover 
to improve the classification accuracy. It relates to invarianceness of authorship 
where invarianceness between features for intra-class (same writer) is lower 
than inter-class (different writer). Many researches have been done to develop 
algorithms for extracting good features that can reflect the authorship with good 
performance. This chapter instead focuses on identifying the unique individual 
significant features of word shape by using feature selection method prior the 
identification task. In this chapter, feature selection is explored in order to find 
the most unique individual significant features which are the unique features of 
individual’s writing. This chapter focuses on the integration of Swarm Opti-
mized and Computationally Inexpensive Floating Selection (SOCIFS) feature 
selection technique into the proposed hybrid of Writer Identification framework 
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and feature selection framework, namely Cheap Computational Cost Class-
Specific Swarm Sequential Selection (C4S4). Experiments conducted to proof 
the validity and feasibility of the proposed framework using dataset from IAM 
Database by comparing the proposed framework to the existing Writer Identifi-
cation framework and various feature selection techniques and frameworks 
yield satisfactory results. The results show the proposed framework produces 
the best result with 99.35% classification accuracy. The promising outcomes 
are opening the gate to future explorations in Writer Identification domain  
specifically and other domains generally. 
Keywords: swarm-based framework, feature selection, handwritten authorship, 
significant features, forensic document analysis. 
1 Introduction 
Everyone in this world possesses their own uniqueness, whether in physical, appear-
ance, and characteristics. These unique features are making each and every person 
discernible from the others. Generally, unique features used to identify an individual 
are biological feature, such as fingerprint, handprint, hand geometry, face, or voice. 
There is one feature which is not commonly used, even not a part of biological fea-
ture, which is handwriting [1]. This feature is a derivate feature of hand geometry, but 
also affected by other factors. The complexities of the process to produce handwrit-
ing, even the simplest alphabet letter, making this process is capable to identify some-
one. Even when two writers produce two handwritings that look similar, there are 
some features that can be used to differentiate their writings. Meaning, even someone 
can fake the handwriting of another person, but there are some features exist only in 
the original writing, this is because the original and the fake writings are having dif-
ferent features. Even though in the reality the handwriting will be changed due to its 
writer’s physical and emotional condition, the unique features of one person always 
exist on his writing, regardless of the condition. Due to its uniqueness and consisten-
cy, the features in the handwriting are used to analyze and authenticate forensics  
documents [2]. 
The use of handwritten paper documents has never been diminished although the 
world has lived in digital age for quite some time. There have always been situations 
in which unsigned or anonymous writings on documents were potentially important. 
Thus, the provision of proof respecting the authorship of such documents has long 
been an issue [2]. The Questioned Document Examination (QDE) is an area of the 
Forensic Science with the main purpose to answer questions related to questioned 
document (authenticity, authorship and others) and has a large field of applications. 
There are basically two different sub-areas in the QDE: the document analysis and the 
handwriting analysis [2]. The first one evaluates the structural analysis of the docu-
ment to find adulteration, falsification, obliteration and others, while the second in-
vestigates the originality or the association between one or more manuscripts to an 
author [3], for instance when validating the purchase using credit cards, where the 
card’s owner signature on the receipt is slightly different than the signature stored by 
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the bank, or in the opposite situation where the forger signature is similar to the card’s 
owner. Handwriting analysis is applied to many types of investigation like fraud, 
homicide, suicide and others, and it has two basic analysis subjects, manuscripts and 
signatures. Even with distinct features, both keep a narrow relation having the same 
root or origin in the writer’s learning process, in other words, they carry the expe-
riences acquired by the writer during and after his learning process through the im-
provement of the handwriting personal style [2]. 
The handwriting analysis research field consists of two categories, which are 
handwriting recognition and handwriting identification. Fig. 1 depicts the handwriting 
analysis domain. Handwriting recognition deals with the contents conveyed by the 
handwritten word, while handwriting identification tries to differentiate handwritings 
to determine the author [4]. Handwriting identification can be categorized into 
handwritten authorship identification, handwritten authorship characterization, and 
similarity detection. Authorship characterization is aimed at inferring an author’s 
background characteristics rather than identity. Similarity detection compares mul-
tiple pieces of writing without identifying the author. Handwritten authorship identifi-
cation, or simply known as authorship identification, evaluates the possibility of one 
author produces a written document by examining other documents produced by that 
author [5]. Although authorship identification is categorized as QDE research area, it 
has evolved into its own matured domain, where the application of authorship identi-
fication is not always related to QDE. Authorship identification contributes great 
importance towards the criminal justice system and has been widely explored in fo-
rensic handwriting analysis [4, 6-12]. Nevertheless, there are also many issues and 
scenarios in authorship identification that pose as challenges which require further 















Fig. 1. Handwriting analysis domain [5] 
The performance of pattern recognition applications is heavily depended on  
the feature extraction and classification method employed [13, 14], which leads to the  
key concern issue in authorship identification: acquiring the features reflecting the 
author of handwriting, namely unique individual significant features [4, 11, 15-20]. 
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The essence of authorship identification is to identify a set of features that remain 
relatively constant among a number of writings by a particular author, and in such a 
process, the classification technique is very important to the performance of author-
ship identification [5]. A survey conducted by [5] found a number of studies that 
show the discriminating power of different types of features, by which researchers 
attempt to identify an optimal set of features for authorship identification. There are 
several broad categories for authorship identification, which are platform, author re-
solvability, text dependency, and individuality of handwriting [4, 21, 22], and shown 



















Fig. 2. Authorship identification category [4, 21, 22] 
The first category of authorship identification is the platform of the system itself. 
The platform of the system can be categorized into two, which are offline system and 
online system [4]. The terms of offline and online system are referring to the input 
method of the system, rather than the location of the system (as the web application or 
stand-alone desktop application). Offline system acquires its input from scanned doc-
uments or images, while online system acquires its input from touch-sensitive, mo-
tion-sensitive, gesture-sensitive, and pressure-sensitive acquiring devices, such as 
tablets, and thus contains temporal information and theoretically should provide more 
accurate results [4, 21]. Therefore, online and offline systems have different set of 
problems and information and thus require different processing methods. 
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The second category is author resolvability, which consists of two domains: Writer 
Identification (WI) and Writer Verification (WV). WI performs a one-to-many search 
in a large database with handwriting samples of known authorship and returns a likely 
list of candidates, while WV involves a one-to-one comparison with a decision 
whether or not the two samples are written by the same person, by determining 
whether the distance between two chosen samples is smaller than a predefined thre-
shold [22]. Furthermore, there are two modes of WV, claim verification and ques-
tioned document verification. In the first mode, the system verifies the claim made by 
a person previously enrolled in the system, while in the second mode, verification 
problem verifies whether two given documents, questioned document, whose identity 
need to be verified and reference document, which is collected from the writer for 
comparison, belong to the same writer or not. The writer of the reference document 
may or may not be known. The difference between the two is that in this case no da-
tabase of writers is available and thus, a threshold cannot be computed. In order to 
solve the problem, some statistical measure such as such as hypothesis testing, stan-
dard deviation, and mean square error is needed to compute the significance of the 
score [21, 22]. 
On the other hand, WI can be included as a particular kind of dynamic biometric in 
pattern recognition for forensic application. WI distinguishes writers based on the 
shape or individual writing style while ignoring the meaning of the word or character 
written, due to the differences between one author to another in terms of character 
association, shape, and the writing style [4, 9, 11, 23-26]. Although there are va-
riances of writing in times, the individual writing style is persistent [4, 9, 11, 23, 27, 
28]. And thus, the significant individual features are generalized as the unique fea-
tures that are persistent regardless of the handwriting shape. The key concern in WI is 
in acquiring the features reflecting the author of handwriting [4, 11, 15-20]. Thus, it is 
an open question whether the extracted features are optimal or near-optimal to identi-
fy the author. [29] discussed several experiments conducted by various researchers in 
order to improve WI. [30] treated WI as a texture analysis problem using multichan-
nel Gabor filtering and grey-scale co-occurrence matrix techniques, [31] and [32] 
addressed the problem of writer verification by casting it as a classification problem 
with two classes: authorship and non-authorship, [33] morphologically processed 
horizontal projection profiles on single words, [34] and [35] proposed edge-based 
directional probability distributions and connected component contours as features, 
[36] introduced graphemes as features for describing the individual properties of 
handwriting, and [37] presented a set of eleven features which can be extracted easily 
and used for the identification and verification of documents containing handwritten 
digits. 
From text dependency point of view, authorship identification can be divided into 
two broad categories, which are text-dependent and text-independent methods. The 
text-dependent methods are very similar to signature verification techniques and use 
the comparison between individual characters or words of known semantic content, 
and therefore require the prior localization and segmentation of the relevant informa-
tion. The text-independent methods use statistical features extracted from the entire 
image of a text block, and thus a minimal amount of handwriting is necessary in order 
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to derive stable features insensitive to the text content of the samples [4, 22]. Text-
dependent methods provide high accuracy and confidence with small amount of data, 
which is practically not possible for text-independent systems. However, they are 
more prone to forgery, as the verification text is known in advance. In case of text-
independent systems, forgery is not a major problem as the text-independent systems 
extract less frequent properties from the handwritten document that are difficult to 
forge [4, 21, 38]. 
The last category, individuality of handwriting is deemed as the most important is-
sue in authorship identification, which is the main key to identify the author and is 
closely related to feature extraction task, and thus it is defined as the variance between 
features for intra-class must be lower than variance between features for inter-class 
[4]. It relies on two principles: (1) habituation, since people are primarily creatures of 
habits and writing is the collection of those habits, which are considered neither in-
stinctive nor hereditary but are complex processes that are developed gradually, and 
(2) individuality or heterogeneity of handwriting, in which each individual had his 
own style of writing and no two individuals can have the same handwriting [21]. It is 
only possible to the extent that the variation in handwriting style between different 
writers exceeds the variations intrinsic to every single writer considered in isolation 
[22]. It can be proven using similarity error [25, 33, 37, 39] and has been explored by 
many researchers [4, 26, 28, 39]. 
In theory, the discriminating power directly relates to the number of features, nev-
ertheless the vast machine learning algorithms practical experiences often proves this 
does not always apply. The learning process becomes more and more difficult during 
the training phase if there are too many irrelevant and redundant information, or 
worse, if the data is noisy and unreliable [40, 41]. Coherent with this traditional con-
cept, the search for the unique feature for every individual in WI domain must consid-
er the condition where the feature for one author may be similar to other authors, and 
thus should be omitted because of its non-uniqueness. This search objective is similar 
to the purpose of the feature selection, where the resulting subset is the discriminator 
between one classes to other classes. Hence, the feature selection phase should be 
incorporated after feature extraction phase in WI framework, and thus reduce the 
number of features used and improve the classification performance and accuracy 
[42]. Since features are regarded as an abstract representation of handwriting, the 
quality of the feature selection directly influences this representation [5]. Therefore, 
the purpose of feature selection in this chapter is to acquire the unique features that 
represent the author of the handwriting in WI domain. 
Many previous works have explored the use of feature selection in WI domain [5, 
29, 37, 43, 44]. And yet, these studies have not fully addressed the issue in WI do-
main itself, because instead of acquiring the unique individual significant features to 
reflect the author of handwriting, these studies focus on the acquiring the features that 
distinguish one author to another. While the general and common approach does pro-
duce good result, it has no significant differences with other pattern recognition prob-
lems, since the concept of Individuality of Handwriting is not apparent. Individuality 
of Handwriting is the most important issue in WI domain, which is the main key to 
identify the handwritten authorship and is closely related to feature extraction task. 
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Motivated by the success of the framework proposed by [4], where the global fea-
tures of handwriting is extracted and thus the Individuality of Handwriting is pre-
served by using Invariant Discretization, this chapter is trying to further improve the 
quality of the global features of handwriting produced by acquiring the features that is 
representing the author of the handwriting using feature selection technique. These 
representative features must always be existed in every handwriting produced by the 
same author and should provide enough discriminating power to differentiate the 
author from other authors. These discriminative features are called unique individual 
significant features. Because the unique individual significant features are different 
from one author to other authors, general pattern recognition framework may not be 
suitable for acquiring these features. The framework employed for this specific task 
must be capable of acquiring different set of significant features for every author. 
There are several existing frameworks that is capable of acquiring class-specific fea-
tures subset, however these frameworks should be modified prominently or they em-
ploys feature selection technique that is not suitable for acquiring unique individual 
significant features. 
Therefore, a robust framework to cater this problem must be developed, and at the 
same time, employs the effectiveness of feature selection to acquire the unique indi-
vidual significant features. Embarking from these motivations, this chapter is  
conducted in order to devise a novel feature selection technique which is capable to 
acquire these unique individual significant features. Furthermore, the proposed tech-
nique itself is not working on its own. The proposed technique is developed as a part 
of vigorous framework, specifically devised for WI domain. The proposed framework 
employs proposed feature selection technique as the mechanism to acquire the unique 
individual significant features which is unique to each author. The acquisition of 
unique significant features also allows the performance of the proposed framework to 
exceed the performance of existing WI framework [4]. 
2 Existing frameworks for Handwritten Authorship 
Identification in Forensic Document Analysis 
Writer Identification (WI) is an active area of research in pattern recognition due to 
extensive exchange of paper documents, although currently the world has already 
moved toward the use of digital documents. WI distinguishes writers based on the 
handwriting, and ignoring the meaning of the words. Previous studies have explored 
various methods to improve WI domain, and these studies produced the satisfying 
performance. However, the use of feature selection as one of important machine 
learning task is often disregarded in WI domain, which has been proven in the litera-
ture where only a handful of studies implemented feature selection task in the WI 
domain [29, 43, 44]. 
The key concern in WI is in acquiring the features reflecting the author of 
handwriting. Although WI is still attracting a vast array of researches since a long 
time, predominantly in forensic and biometric applications, the question of whether  
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the extracted features are optimal or near-optimal to identify the author is still remain 
unanswered. This is because the extracted features may include many garbage fea-
tures. Such features are not only useless in classification, but sometimes degrade the 
performance of a classifier designed on a basis of a finite number of training samples 
[4, 42, 45-49]. The features may not be independent of each other or even redundant. 
Moreover, there may be features that do not provide any useful information for the 
task of WI [29, 41, 42]. Therefore, feature extraction and selection of the unique indi-
vidual significant features are very important in order to identify the writer, moreover 
to improve the classification accuracy. 
Handwritten words are very effective in discriminating handwriting, and thus in the 
study conducted by [4], the holistic approach of global features is used where cursive 
word is defined as one indivisible entity and extracted by using United Moment Inva-
riant (UMI) [50] technique. Individual features can be acquired by using feature selec-
tion technique, by selecting the subset of features. Although in theory, more features 
provide more discerning power, but in the reality it will degrade significantly the 
performance [40]. Thus, it is vital to acquire individual features and to perform fea-
ture selection for these features, because this will provide simpler identification 
process and improve the performance of identification in identifying the author. 
WI is a part of pattern recognition domain, specifically in handwriting analysis. 
Thus, traditional pattern recognition framework is appropriate for solving the problem 
of WI, which is pre-processing, feature extraction and classification. The most recent 
work to enhance the traditional WI framework is the introduction of an enhanced 
framework specifically for WI domain proposed by [4], termed as Enhanced WI 
Framework (EWIF), which consists of feature extraction, feature discretization, and 
classification. The framework design for traditional pattern recognition framework 
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Fig. 3. Traditional pattern recognition framework 















Fig. 4. Enhanced WI Framework [4] 
Feature extraction is a process of converting input object into feature vectors. The 
extracted features are in real value and unique for each word. By using UMI, a digital 
image is converted to a set of moments which represents the global characteristics of 
an image shape. Global Moment Function can be used to generate a set of moments 
that uniquely represent the global characteristic of an image. Moments are scalar 
quantities used to characterize a function and to capture its significant features. Mo-
ment Invariants are very useful tools for pattern recognition [50]. The first introduc-
tion of Moment Invariants to pattern recognition and image processing was the  
employment of algebraic invariants theory by [51], which derived his renowned seven 
invariants to the rotation of 2D objects. And thus ever since, it has been chosen as one 
of the most important and frequently used shape descriptors options. Even though 
they suffer from certain intrinsic limitations (the worst of which is their globalness,  
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which prevents direct utilization for occluded object recognition), they frequently 
serve as “first-choice descriptors” and as a reference method for evaluating the  
performance of other shape descriptors [52]. Geometric Moment Invariants (GMI) 
[51] presents a set of moments based on combinations of algebraic invariants. This is 
complied with the definition of invariants given by [53]: an image or a shape feature 
is invariant if that image or shape undergoes one or a combination of linear transfor-











η  (1) 
where µpq is the first, second, and third order of moment which represent the center of 
the image, measure the variance of the image intensity distribution, and denotes the 
projection of the image respectively, µ00 is the zero-th order moment which represents 
the total intensity of the image, and p + q = 2, 3, 4, …. These moments are invariant 
under the image scale, translation and rotation, and thus there are seven tuples of 
moment invariant proposed, which are shown in (2). 
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However, [54] found that GMI lose its scale invariance in discrete condition. Sev-
eral improvements to maintain scale invariance are made by [55-57]. All these im-
provements are not valuable based on both regions and boundaries simultaneously or 
the formulas are not coincident with Hu’s moments. Therefore, [50] proposed new 
Moment Invariants called United Moment Invariants (UMI), which is capable of 
keeping invariant to region and closed and unclosed boundary, both in discrete and 
continuous condition. The equation of UMI is as shown in (3). 
























































where ϕi are GMI. The features extracted by UMI are the pattern to represent the 
image shape. It is also worth mentioning that [50] also found the scale invariance of 
GMI is untenable in discrete condition and the disunion of invariants formula based 
on region and boundary. The information of different types of geometrical features of 
the image is also provided by UMI [58]. The feature extraction phase in this chapter is 
achieved by using global representation of UMI [50] to acquire the global features of 
handwriting image, due to the requirement of cursive word is needed to extract as one 
single indivisible entity. 
According to [4], the advantages of global approach are including its capabilities to 
show the individuality of handwriting [23], is shown to be very effective in reducing 
the complexity of the word [59], moreover to increase the accuracy of classification, 
and it is invariant with respect to all different writing styles; hence it holds immense 
promise for realizing near-human performance [60] and very robust in detecting simi-
lar object when it is used in similarity search. Table 1 is the example of feature inva-
riant of words using UMI with eight features vector for each image, with f1 represents 
the first feature, f2 for second feature, and henceforth. 
Many real-world classification tasks exist that involve continuous features where 
such algorithms could not be applied unless the continuous features are first discre-
tized. Discretization is a process of dividing a range of continuous features into dis-
joint intervals, which labels can then be used to replace the actual data values [61]. 
Discretization engages searching for cut-off points that determine intervals and thus 
unifying the values over each interval. All values that lie within an interval are  
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On the other hand, monitoring module is the matching process, and the term “bind” is 
adopted in order to describe the matching process, which is due to the complementary 
of the self-cell which is defined as the detector in the censoring module [4]. MIC uses 
several binary matching techniques, which are Hamming distance, r-Chunk, r-
Contiguous, and Multiple r-Contiguous. The binary strings are used to represent the 
detectors and antigens, which forms the binary matching rule. 
The inclusion of feature selection calls for the further improvement to the EWIF. 
This is because the main drawback of EWIF is that the mechanism to acquire the 
unique significant features is not present and is not defined as the part of the frame-
work; instead the whole features are used for the identification phase. The acquisition 
of the unique significant features is apparently one of the important issues on WI 
domain because it provides more effective way to identify the handwritten authorship 
[4], and this issue is not addressed in the EWIF. 
3 Swarm-Based Feature Selection Technique 
Feature selection has become an active research area for decades, and has been prov-
en in both theory and practice [40]. The main objective of feature selection is to select 
the minimally sized subset of features as long as the classification accuracy does not 
significantly decreased and the result of the selected features class distribution is as 
close as possible to original class distribution [42]. 
The feature set produced from feature extraction phase in traditional framework or 
discretization phase in Enhanced Writer Identification Framework (EWIF), may con-
sist of relevant and irrelevant features. There will be more complexities produced in 
terms of accuracy and performance, if these features are used directly in classification 
phase. Although in theory, more features provide more discerning power, but in the 
reality it will degrade significantly the performance [40]. Hence, the feature selection 
phase should be incorporated after discretization phase, and thus reduce the number of 
features used and improve the classification performance and accuracy [42]. Feature 
selection phase should be able to filter those features and select the most unique indi-
vidual significant features in the process. Therefore, selection of the unique individual 
significant features is very important in order to identify the writer. 
Wrapper feature selection method possesses unique advantages and disadvantages. 
A wrapper algorithm explores the space of features subsets to optimize the induction 
algorithm that uses the subset for classification. The rationale for wrapper methods is 
that the induction method that will ultimately use the feature subset should provide a 
better estimate of accuracy than a separate measure that has an entirely different in-
ductive bias [41, 67]. These methods based on penalization face a combinatorial chal-
lenge when the set of variables has no specific order and when the search must be 
done over its subsets since many problems related to feature extraction have been 
shown to be NP-hard [68]. Advantages of wrapper method are the ability to include 
the interaction between feature subset search and model selection, and take into ac-
count feature dependencies. On the other hand, the disadvantages are that it has higher 
risk of over-fitting than filter methods and are very computationally intensive [69]. 
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Therefore, this section describes the method to optimize selected feature selection 
technique, particularly in diminishing computational cost. 
Several techniques have been introduced throughout the last decade to reduce the 
complexity of wrapper method, for instance is by infusing it with recent stochastic 
optimization [44, 70-75], controlling the number of cross-validation [76], and hybri-
dizing with filter methods [77, 78]. However, very few studies conducted in utilizing 
concurrent programming techniques [79-81]. Studies shown that implementing con-
current programming, specifically multithreading, sanctions much lesser processing 
time [79-83]. Therefore, the first optimization applied towards wrapper method is 
multithreading. This decision is motivated by the fact that wrapper technique is com-
putationally expensive; therefore it constrained the possibility of hybridization since it 
will consume more resources and requires higher computational cost, and hence direct 
hybridization with stochastic optimization may not be the wisest option. 
Considering the advantages of switching from sequential programming towards 
concurrent programming, or in this case is multithreading, and the lack of focus for 
multithreading in feature selection techniques, leads to the decision to adapt multith-
reading in Sequential Forward Floating Selection (SFFS) [84]. SFFS is an extension 
of Sequential Forward Selection [85], which suffers from the nesting effect, meaning 
that once a feature is included in some step of the iterative process, it cannot be ex-
cluded in a later step. SFFS performs a simple hill-climbing search. The best feature 
subset S is initialized as the empty set and perform the forward selection, where in 
each step a new subset is generated first by adding a feature x+, but after that features 
x– is searched for to be eliminated from S until the classification accuracy J(S \ x–) 
decreases, which is called as backward selection. The iterations continue until no new 
feature can be added because the classification accuracy J(S ∪ x+) does not increase. 
Multithreaded SFFS is capable to reduce the computational cost of original SFFS, 
not only because of the introduction of multithreading, but also because of the intro-
duction of a novel mechanism called merit pooling. Merit pooling refers to the 
process of pre-calculating and storing the merit of each feature before the selection 
process take hand. This mechanism reduce a great deal of processing time, because 
instead of recalculating the merit of the feature subset every time a feature is added or 
removed, the proposed technique will simply sum up the merit values for each indi-
vidual feature in the subset which has been stored in the merit pool previously. The 
resulting merit value will also be stored in the merit pool, so that future subset that has 
same feature member will simply use this value, without having to re-looking up the 
merit of individual member in the merit pool. In the original implementation of SFFS, 
each time a feature is added or removed from the feature subset, the merit of the sub-
set will be calculated by repeatedly calling the induction algorithm. The process of 
calculating the merit is oftentimes the primary source of high computational cost of 
wrapper methods [41]. 
However, it is found that multithreaded SFFS performs not as well as original 
SFFS, although it opens the possibility of hybridization with swarm intelligence. In 
this chapter, Particle Swarm Optimization (PSO) [86, 87] is selected as the best way 
to optimize multithreaded SFFS. PSO is a population-based optimization method,  
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which can be used to solve a wide array of different optimization problems. PSO is a 
stochastic algorithm that does not need gradient information derived from the error 
function. This allows the PSO to be used on functions where the gradient is either 
unavailable or computationally expensive to obtain. The origin of the PSO was based 
on the sociological behavior of bird flocking [87]. PSO initially identifies some par-
ticle as the best particle in a neighborhood of particles based on its fitness. All the 
particles are then accelerated in the direction of this particle, but also in the direction 
of their own best solutions that they have discovered previously. All particles also 
have the opportunity to discover better particles, in which case the other particles will 
change direction and head towards the new “best” particle. By approaching the cur-
rent best solution, the neighboring solutions will be discovered by some of the par-
ticles. It is important to realize that the velocity term models the rate of change in the 
position of the particle. 
The success of PSO implementation on the Writer Identification (WI) domain has 
also been demonstrated by [88]. Other consideration taken for selecting PSO is also 
due to its simple yet effective implementation. Because of this characteristic, PSO is 
not increasing the computational complexity of multithreaded SFFS more than neces-
sary. The hybridization with PSO is primarily to prevent the multithreaded SFFS se-
lects the local optima, and forces it to reevaluate the candidates with the same merit in 
every iteration to find the global optima. The hybrid between two techniques is 
dubbed Swarm Optimized and Computationally Inexpensive Floating Selection 
(SOCIFS). The main idea of SOCIFS is that fitness function of PSO is modified, by 
implementing the classification accuracy of unique individual significant features 
acquired by using multithreaded SFFS. This is to allow the most optimal interaction 
between PSO and multithreaded SFFS, and thus allow for wider search space explora-
tion. Furthermore, there are multiple instances of multithreaded SFFS executed con-
currently; each of it is executed in PSO particle. Fitness function f(X(t)) in SOCIFS is 


















−×+×= βγα  (5) 
where γX(t) is the merit of particle i current subset X in iteration t, where the value is 
obtained by multithreaded SFFS. |N| is the number of features, while |X(t)| is the size 
of selected feature subset. α and β are the parameters used to determine the impor-
tance of classification accuracy and the subset size, where α ∈ [0, 1] and β = 1 – α. 
Each particle will examine different feature subset and thus produce unique results, 
this is because the examined feature subset and its results are recorded, to prevent 
different particles examine the same subset multiple times. The algorithm of SOCIFS 
is illustrated in Fig. 5. 
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Generate initial population random 
position and velocity vectors
Evaluate fitness of each particle using 
multithreaded SFFS
Store global and local best position
Update global and local best position 
based on fitness value
Update each particle’s velocity and 
position
Update iteration counter







Fig. 5. Swarm Optimized and Computationally Inexpensive Floating Selection (SOCIFS) 
4 Swarm-Based Framework for Handwritten Authorship 
Identification 
The main issue in Writer Identification (WI) is to acquire the individual features from 
various handwritings [4]. Among these features are exists the significant individual 
features which directly unique to those individual. Based on this description, it is 
concluded that each individual possess different unique significant feature. Therefore, 
class-specific feature selection must be incorporated in order to capture these unique 
individual significant features. Even though traditional feature selection techniques 
can be used for acquiring these unique individual significant features [89-92], it may 
not be appropriate and feasible. And thus, the traditional handwriting identification 
framework, which consists of pre-processing, feature extraction and classification 
[93] is not adequate for this issue. Enhanced WI Framework (EWIF) shown in Fig. 4 
[4], consists of feature extraction, feature discretization, and identification has been 
adopted by [90, 92] and produced good result, and therefore it can be concluded that 
this framework is can be further improved. 
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This section describes proposed swarm-based framework to cater with this class-
specific feature selection issue, namely Cheap Computational Cost Class-Specific 
Swarm Sequential Selection (C4S4). Furthermore, the proposed framework is similar 
with General Framework for Class-Specific (GFCS) feature selection framework [94], 
which is shown in Fig. 6. Therefore, it can be assumed the proposed framework is a 
hybrid of GFCS and EWIF. And thus, several modifications should be implemented 
in GFCS, considering that GFCS is proposed to handle wide-range of application and 
domain. The proposed framework differs from GFCS and EWIF in several aspects. 
The differences between these frameworks are summarized in Table 2. 
 
Training data












Fig. 6. General Framework for Class-Specific Feature Selection (GFCS) [94] 
Table 2. Summary of EWIF, GFCS, and C4S4 differences 
Criteria EWIF GFCS C4S4 
Feature extraction Yes - Yes 
Feature discretization Yes - Yes 
Class binarization - Yes Yes 
Class balancing - Yes Yes 
Feature selection - Yes Yes 
Antibody pool Yes - Yes 
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GFSC is selected in this as the basis for the proposed feature selection framework 
because it is designed to select the class-specific feature subset, which is similar to the 
concept of acquiring the unique significant features in WI domain. The first difference 
of C4S4 to GFCS is that the C4S4 includes feature extraction and feature discretization 
stage, originating from EWIF, and thus produced training and testing set. After that, 
the framework works similarly with GFCS, which is to use the one-against-all class 
binarization in order to transform a c-class problem into c binary problems. For each 
class wi, i = 1,…,c; a binary problem iiw Ω  where c ijj ji w≠==Ω ,1 , is created for 
the training data. For each binary problem the instances of the class wi are used as 
positive examples, and the instances of all other classes are used as negative exam-
ples. The generated binary problems could be imbalanced; therefore the next stage is 
necessary to balance the classes by applying an oversampling by repeating training 
instances method. βi = |wi| − |Ωi| is then computed in the next stage, where |wi| is the 
number of instances in class wi, and |Ωi| is the number of instances in the remaining 
classes. If βi > 0, the classes will be balanced by repeating instances in the class wi 
until the number of instances in wi and Ωi are the same. For each binary problem, 
features are selected in the third stage by using Swarm Optimized and Computational-
ly Inexpensive Floating Selection (SOCIFS), and the selected features are assigned to 
the class from which the binary problem was constructed. In this way, c possible dif-
ferent feature subsets are obtained, one for each class of the original c-class super-
vised classification problem, or unique individual significant features in this domain. 
These c-feature subsets are in turn is transformed into c-antibodies and stored in anti-
body pool that consists of all antibodies, which in turn is used in identification stage. 
On the other hand, the first difference between C4S4 and EWIF is that the feature 
discretization is conducted before splitting dataset into training and testing dataset in 
EWIF, whereas the feature discretization is conducted after the dataset has been split 
into training and testing dataset in C4S4. This process is closely representing the real-
life applications, where the testing dataset is not available to the system beforehand 
and thus should not be included in the training process. However, this process aroused 
another problem, since the training dataset is discretized while the testing dataset is 
not. The same discretization method cannot be directly applied to the testing dataset, 
because it will produce different set of data due to different cut-off points and inter-
vals is employed. This problem is solved in C4S4 by storing the discretization rules for 
each class, which are the cut-off points and intervals. These discretization rules are 
employed during the classification phase, where the testing data will be discretized 
using each class discretization rule before the matching process is performed. In 
another word, an instance of the testing data will be casted into c number of instance 
with different values due to different rule before the identification phase will take 
place. The classification results for these c-instances of testing data will be ranked. 
The class that corresponds to the discretization rule with the highest ranking will be 
identified as the final class. These processes are the framework of C4S4, which is illu-
strated in Fig. 7. 
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Fig. 7. Cheap Computational Cost Class-Specific Swarm Sequential Selection (C4S4) 
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5 Results and Discussions 
The quality of proposed framework must be justified via performance measurements. 
Dataset used for the performance measurements comes from IAM Handwriting Data-
base [95], which is developed by Research Group on Computer Vision and Artificial 
Intelligence at Instituts für Informatik und angewandte Mathematik (IAM) in Univer-
sität Bern, Switzerland. This database contains forms of handwritten English text. It 
can be used to train and test handwriting recognition techniques, and to perform writ-
er identification and verification experiments. 
Sixty (60) classes are used for research. From these 60 classes, 4400 instances are 
collected, and are randomly divided into four different datasets to form training and 
testing dataset in the classification task. The ratio between the number of training and 
testing dataset is 4:1, which is actually the simple way of describing 5-fold cross-



























Fig. 8. Data collection procedure 
The three commonly used performance measurements for evaluating the perfor-
mance of feature selection technique are number of selected features, classification 
accuracy, and processing time. However, considering that the Cheap Computational 
Cost Class-Specific Swarm Sequential Selection (C4S4) will produce different size of 
feature subset for different class, number of selected features performance measure-
ment will be omitted in this analysis. This analysis will compare the performance of 
proposed framework to Enhanced Writer Identification Framework (EWIF) and tradi-
tional pattern recognition (TPR) framework. Table 3 presents the classification accu-
racy and processing time results for C4S4, EWIF, and TPR in four datasets. The  
results are also depicted in bar chart format in Fig. 9 and Fig. 10. 
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Table 3. C4S4, EWIF, and TPR results on classification accuracy and processing time 
Criteria Framework Set A Set B Set C Set D 
Classification 
accuracy 
C4S4 99.10% 99.65% 99.09% 99.55% 
EWIF 95.82% 95.65% 95.78% 95.35% 
TPR 45.88% 47.24% 40.14% 39.23% 
Processing 
time 
C4S4 39.97 sec. 39.05 sec. 39.55 sec. 38.72 sec. 
EWIF 26.97 sec. 24.56 sec. 22.75 sec. 22.91 sec. 
TPR 18.41 sec. 16.29 sec. 16.73 sec. 16.18 sec. 
 
 
Fig. 9. C4S4, EWIF, and TPR results for classification accuracy 
 
Fig. 10. C4S4, EWIF, and TPR results for processing time 
The classification accuracy of proposed framework and feature selection tech-
niques are the primary consideration of this chapter. Based on the results shown in 
Table 3 and presented graphically in Fig. 9 and Fig. 10, the proposed framework pro-
duces the best average of classification accuracy, 99.35%; moreover, the result is 
significantly exceeding the result of EWIF (95.65%) and TPR (43.12%). The results 
produced by C4S4 shows that the incorporation of feature selection to EWIF is capable 
to improve its performance. The second measurement of this chapter is processing 
time of proposed framework and feature selection techniques. Based on the result, it is 
shown that there is no trade-off between classification accuracy of C4S4 and its 
processing time. The average processing time of C4S4 is only approximately 15 
seconds longer than EWIF (39.32 to 24.30 seconds) and approximately 23 seconds 

















406 S.F. Pratama et al. 
 
6 Conclusions 
The purpose of this section is to discuss the summary of this chapter. This chapter is 
inspired by the fact that every person has unique and significant features that can 
distinguish oneself to other person, which is always consistent in every handwriting, 
regardless of words written. These unique individual significant features however, are 
hidden in the shape and of writing, and thus, key concern in Writer Identification 
(WI) is in acquiring the features reflecting the author of handwriting using various 
writing styles. 
In this chapter, the word shape is first obtained via feature extraction phase using 
holistic approach of global representation technique in Moment Function. These ex-
tracted features are then selected in the feature selection phase using proposed tech-
nique. These selected features are the unique individual significant features which are 
unique to each person, and used in the classification phase in order to identify the 
handwritten authorship. 
The focus of this chapter is to develop a swarm-based framework which is suited in 
WI domain, specifically in obtaining the significantly unique features of an individu-
al. The development of the proposed technique and framework has been thoroughly 
discussed. The proposed framework is unique due to the fact that rather than trying to 
acquire the features which can differentiate one person to another, the proposed 
framework instead determine which features are unique to one author. The prior me-
thod is commonly used in other domains, where it is important to discriminate one 
class to another class. However, this is not the case in WI domain. If the prior method 
is used, the features capable to differentiate one author to another author may not 
exist, because it is possible for one author possess similar features to another author, 
although this possibility is rather insignificant. Therefore, the latter method is more 
suitable, because as mentioned earlier, every individual possess unique and individua-
listic significant features. 
As a conclusion, this chapter has successfully proposed a novel swarm-based 
framework namely Cheap Computational Cost Class-Specific Swarm Sequential Se-
lection (C4S4) which serves as the major contribution of this chapter. While the pro-
posed technique is still not perfect, it still performs better than existing handwritten 
authorship identification frameworks. The results validate the quality of the proposed 
technique and framework and open the opportunity for further exploration in WI do-
main specifically, and other domains generally. 
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