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Abstract
The -method for the heat equation with nonlocal boundary conditions is discussed in this paper. The unconditional
stability is proved for > 12 , subject to a condition that is much weaker than the one assumed in a paper by Ekolin. Due to
the nonlocal boundary conditions, the systems of linear equations generated by the -method have a coecient matrix that
is tridiagonal except its rst and last rows. Three ecient algorithms for solving this kind of linear systems are presented.
A simple numerical example is given to compare their eciency. c© 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction
This paper is concerned with the numerical solution of the heat equation
ut − uxx = f(x; t); x2 (0; 1); 0<t6T (1.1)
subject to the nonlocal boundary conditions
u(0; t) =
Z 1
0
K0(x)u(x; t) dx + g0(t);
u(1; t) =
Z 1
0
K1(x)u(x; t) dx + g1(t);
0<t6T (1.2)
and the initial condition
u(x; 0) = u0(x); x2 [0; 1]: (1.3)
The above initial{boundary-value problem arises in the quasi-static theory of thermoelasticity [4,5].
Similar problems can be found in [1,2,11,15]. For simplicity, we assume that the functions f, K0,
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K1, g0, g1 and u0 are suciently smooth. The existence, uniqueness and some analytic properties of
the solution of (1.1){(1.3) have been studied by Day [4,5] under the assumption thatZ 1
0
jK0(x)j dx< 1;
Z 1
0
jK1(x)j dx< 1: (1.4)
Day’s result has been extended to general parabolic equations in several space variables by Friedman
[8], Kawohl [10] and others.
The numerical solution of (1.1){(1.3) and its variations has been considered in several papers.
Ekolin [6] proved the convergence of the Crank{Nicolson Mmethod subject to the condition Z 1
0
jK0(x)j2 dx
!1=2
+
 Z 1
0
jK1(x)j2 dx
!1=2
6
p
3
2
(1.5)
by using an energy argument. In Ekolin’s scheme, the integrals in the nonlocal boundary conditions
(1.2) are discretized by the trapezoidal rule. Fairweather and Lopez-Marcos [7] considered the Crank{
Nicolson Galerkin method and the extrapolated Crank{Nicolson Galerkin method for the semilinear
parabolic equation
ut − (a(x)ux)x = F(u; x; t)
subject to the nonlocal boundary conditions (1.2) and the initial condition (1.3). Using an energy
argument that is dierent from Ekolin’s, they proved the convergences of both methods under the
condition thatZ 1
0
jK0(x)j2 dx< 1;
Z 1
0
jK1(x)j2 dx< 1: (1.6)
Lin et al. [12] studied the backward Euler and a semi-implicit methods for a two dimensional
analogue of (1.1){(1.3). Besides the convergence of the numerical solutions, they also discussed
the preservation of some asymptotic features of the exact solution.
One purpose of this paper is to show that (1.5) can be replaced by the conditionZ 1
0
jK0(x)j2 dx +
Z 1
0
jK1(x)j2 dx< 2 (1.7)
which is much weaker than (1.5). Noting that the -method (see, e.g., Morton and Mayers [14])
includes the Crank{Nicolson method ( = 12), we shall prove the convergence of the -method for
>1=2 under the assumptions that (1.4) and (1.7) hold. The energy method we used for analysing
the -method is similar to the one used in Fairweather and Lopez-Marcos [7].
Another purpose of this paper is to formulate ecient algorithms for solving linear systems of
equations whose coecient matrices are tridiagonal except that their rst and last rows are full.
This kind of linear systems arises when (1.1){(1.3) is solved by an implicit numerical method
such as the -method with > 0 or the Crank{Nicolson Galerkin method with piecewise linear
polynomial interpolation. It also appears in the numerical solution of the heat equation subject to
the specication of mass [2,3]. The numerical experiment in Ekolin [6] shows that if these linear
systems of equations are solved by general purpose NAG-library routines, to achieve the same
level of accuracy, the backward Euler and the Crank{Nicolson methods for (1.1){(1.3) consume
more CPU time than the forward Euler method does. We shall present in Section 4 of this paper
three ecient algorithms. One of them is a straightforward modication of the well-known Thomas
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algorithm for solving tridiagonal systems of equations. The other two are based on the Sherman{
Morrison{Woodbury formula. A numerical example is given at the end of this paper to compare the
eciency of these algorithms.
2. The -method
Let tn = nt and xm =mx for n= 0; 1; : : : ; N and m= 0; 1; : : : ; M , respectively, where x = 1=M
and t = 1=N , M;N 2Z+, are step sizes in space and time, respectively. The inner product h; i for
(M + 1)-dimensional vectors is dened by
hu; vi= x
MX
k=0
0ukvk ;
where the notation
P0 is such that
MX
k=0
0wk =
1
2
w0 +
M−1X
k=1
wk +
1
2
wM :
The ‘2 norm k  k and the maximum norm k  k1 are dened, respectively, by
kwk = hw; wi1=2
and
kwk1 = max
06k6M
jwk j:
Let unm be our approximation to the exact solution of the initial{boundary-value problem
(1.1){(1.3) at the mesh point (xm; tn). Before introducing the -method, we dene the following
dierence operators:
Lunm = tu
n
m − −xx[(1− )unm + un+1m ]; m= 1; 2; : : : ; n= 0; 1; : : : ; N − 1;
L0un = un0 − hK0 ; uni; n= 0; 1; : : : ; N;
L1un = unM − hK1 ; uni; n= 0; 1; : : : ; N;
with 2 [0; 1] being a parameter, un = (un0; un1; : : : ; unM )T and
Ki = (Ki(x0); Ki(x1); : : : ; Ki(xM ))
T; i = 0; 1:
In the denition of L, the following divided dierence operators are used:
tunm =
un+1m − unm
t
; xunm =
unm+1 − unm
x
; −xunm =
unm − unm−1
x
:
The -method for (1.1){(1.3) can be written as
Lunm = f(xm; (1− )tn + tn+1); m= 1; 2; : : : ; n= 0; 1; : : : ; N − 1;(
L0un = g0(tn);
L1un = g1(tn);
n= 1; : : : ; N;
u0m = u0(xm); m= 0; 1; : : : ; M:
The integrals in the nonlocal boundary conditions (1.2) are discretized by the trapezoidal rule.
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The forward Euler method, the Crank{Nicolson method and the backward Euler method corre-
spond, respectively, to the case =0; 12 and 1 of the -method. Being an explicit method, the forward
Euler method is always uniquely solvable. Let us now consider the case > 0. Let
A=
2
666666666664
a0 a1 a2    aM−1 aM
1  1
1  1
. . . . . . . . .
1  1
b0 b1 b2    bM−1 bM
3
777777777775
; (2.8)
where
=−1 + 2

with
 =
t
(x)2
;
being the Courant number, and
a0 = 1− xK0(x0)=2; b0 =−xK1(x0)=2;
am =−xK0(xm); bm =−xK1(xm); m= 1; 2; : : : ; M − 1;
aM =−xK0(xM )=2; bM = 1− xK1(xM )=2:
Then the numerical solution un = (un0; u
n
1; : : : ; u
n
M )
T satises the system of equations
Aun = wn (2.9)
for n= 1; 2; : : : ; N , where wn = (wn0 ; w
n
1 ; : : : ; w
n
N )
T with
wn0 = g0(t
n);
wnm=
− 1

un−1m−1 +
2(1− ) − 1

un−1m +
− 1

un−1m+1 −
t

f(xm; tn−1 + t);
m= 1; 2; : : : ; M − 1;
wnM = g1(t
n):
If
x
MX
m=0
0jK0(xm)j< 1; x
MX
m=0
0jK1(xm)j< 1;
then the matrix A is nonsingular since it is diagonally dominant. Noting that the above inequalities
are simply the discretized version of (1.4), we obtain the following trivial result.
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Theorem 1. If (1:4) holds then there exists h0> 0 such that the numerical solution of the initial{
boundary-value problem (1:1){(1:3) by the -method exists and is unique for any x<h0.
3. Convergence
Analogous to Theorem 2:4 (for the forward Euler method) and Theorem 2:4 (for the backward
Euler method) of Ekolin [6], the following result holds:
Theorem 2. If (1:4) holds and
2(1− )61 (3.10)
then there exists positive constants h0 and C such that the numerical solution unm of (1:1){(1:3)
satises the error estimate
junm − u(xm; tn)j6C(x)2
for any x<h0.
This theorem can be proved without any diculty by using the maximum principle.
Except the case =1, the preceding result shows the convergence of the -method subject to the
rather restrictive condition (3.10). However, it is well known that if K0 and K1 are zero then the
-method is convergent for > 12 regardless of the Courant number . To show that a similar result
holds in the case of nonlocal boundary conditions, we rst prove the following stability results by
using the energy method.
Lemma 3. Suppose that both (1:4) and (1:7) hold. If > 12 then there exist positive constants h0
and C (both independent of ) such that
kunk16C
(
kxu0k + ju00j+ ju0M j+ jL0unj+ jL1unj
+
"
t
n−1X
k=0
(kLuk k2 + jL0tuk j2 + jL1tuk j2)
#1=29=
; (3.11)
for n= 1; 2; : : : ; N and any x<h0.
Proof. Let
vnm = u
n
m − (1− xm)un0 − xmunM ; m= 0; 1; : : : ; N; n= 0; 1; : : : ; M:
Noting that
−xxun = −xxvn
and
vn0 = v
n
M = 0; n= 0; 1; : : : ; N;
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we obtain
−thtvn; −xx[(1− )un + un+1]i=−hvn+1 − vn; −xx[(1− )vn + vn+1]i
= hx(vn+1 − vn); x[(1− )vn + vn+1]i
= 12(kxvn+1k2 − kxvnk2) +

− 1
2

kxtvk2:
Let Lun = (Lun0;Lu
n
1; : : : ;Lu
n
M )
T. Then,
thtvn;Luni>thtvn; tuni+ 12(kxvn+1k2 − kxvnk2): (3.12)
Since
htvn;Luni6 12 ktvnk2 + 12 kLunk2
and
htvn; tuni − 12 ktvnk2 = 12 [ktunk2 − ktun − tvnk2]
it follows from (3.12) that
kxvn+1k26kxvnk2 + t(kLunk2 + ktun − tvnk2 − ktunk2): (3.13)
To estimate ktun − tvnk we write
tunm − tvnm = (1− xm)L0tun + xmL1tun + x
MX
i=0
0[(1− xm)K0(xi) + xmK1(xi)]tuni :
Since
x
MX
m=0
0 (1− xm)2 = x
MX
m=0
0x2m =
2 + (x)2
6
; x
MX
m=0
0xm(1− xm) = 1− (x)
2
6
;
we have
x
MX
m=0
0[(1− xm)L0tun + xmL1tun]26 12 (jL0tunj2 + jL1tunj2)
and
(x)3
MX
m=0
0
(
MX
i=0
0[(1− xm)K0(xi) + xmK1(xi)]tuni
)2
6(x)2ktunk2
MX
i=0
0
MX
m=0
0[(1− xm)K0(xi) + xmK1(xi)]2
6 12 (kK0k2 + kK1k2)ktunk2:
Let
=
1− 0
1 + 0
> 0;
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where
0:=max
(Z 1
0
jK0(x)j dx;
Z 1
0
jK1(x)j dx; 12
 Z 1
0
jK0(x)j2 dx +
Z 1
0
jK1(x)j2 dx
!)
:
Using the inequality
(a+ b)26

1 +
1


a2 + (1 + )b2;
we obtain
ktun − tvnk26

1
2
+
1
2

(jL0tunj2 + jL1tunj2) + 1 + 2 (kK0k
2 + kK1k2)ktunk2:
Let h0> 0 be such that the inequality
max
(
x
MX
m=0
0jK0(xm)j; x
MX
m=0
0jK1(xm)j; 12(kK0k
2 + kK1k2)
)
<
1 + 0
2
;
holds for any x<h0. If follows from (3.13) that
kxvn+1k26kxvnk2 + t

kLunk2 +

1
2
+
1
2

(jL0tunj2 + jL1tunj2)

for any x<h0. Hence,
kxvnk26 kxv0k2 + t
n−1X
k=0

kLuk k2 +

1
2
+
1
2

(jL0tuk j2 + jL1tuk j2)

;
n= 1; 2; : : : ; N; (3.14)
for x<h0. Since vn0 = 0, we have
kvnk216x kxvnk2: (3.15)
Noting that
unm = v
n
m + (1− xm)hK0 ; uni+ xmhK1 ; uni+ (1− xm)L0un + xmL1un; m= 1; 2; : : : ;
we obtain
junmj6jvnmj+
1 + 0
2
kunk1 + jL0unj+ jL1unj; m= 1; 2; : : :
which implies that
kunk16 21− 0 (kv
nk1 + jL0unj+ jL1unj): (3.16)
Since
kxv0k6kxu0k + ku00k + ku0M k ;
it follows from (3.14){(3.16) that there exists a positive constant C such that (3.11) holds.
Replacing unm in the a priori estimate (3.11) by u
n
m− u(xm; tn), we obtain after conducting standard
truncation error analysis the following convergence result.
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Theorem 4. Suppose that both (1:4) and (1:7) hold. If > 12 then there exist positive constants
h0 and C (both independent of ) such that the numerical solution unm of (1:1){(1:3) satises the
error estimate
junm − u(xm; tn)j6
(
C[(x)2 + t]; > 12 ;
C[(x)2 + (t)2]; = 12 ;
for any x<h0; nt6T .
Condition (1.7) is much weaker than (1.5). However, numerical experiments indicate that (1.4)
is sucient for the convergence of the numerical solution generated by the -method when > 12
without any restriction on the Courant number. The numerical experiments we conducted involve
cases where K0(x) = K1(x) = x for 2 [
p
3; 2) and K0(x) = K1(x) = x(1− x) for 2 [
p
30; 6).
4. Ecient algorithms
When > 0 we need to solve repeatedly linear system of equations of the form
Au= w;
where A is given in (2.8). In explicit form, the preceding system is
MX
k=0
akuk = w0;
um−1 + um + um+1 = wm; m= 1; 2; : : : ; M − 1;
MX
k=0
bkuk = wM :
(4.17)
In this section, we present three ecient algorithms for solving (4.17).
Our rst method is a straightforward modication of the Thomas algorithm. Let
d0 = 0; e0 = 1; f0 = 0
and dene the following recurrence relations:
dm =− 1+ dm−1 ; em =−
em−1
+ dm−1
; fm =
wm − fm−1
+ dm−1
; m= 1; 2; : : : ; M − 1:
Then it can be shown by induction from (4.17) that
um − dmum+1 = emu0 + fm; m= 0; 1; : : : ; M − 1: (4.18)
Let
gM = 0; pM = 1; qM = 0
and dene the following recurrence relations:
gm = dmgm+1 + em; pm = dmpm+1; qm = dmqm+1 + fm; m=M − 1; M − 2; : : : ; 0:
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It can be proved by induction from (4.18) that
um = gmu0 + pmuM + qm; m= 0; 1; : : : ; M: (4.19)
Substituting (4.19) into the rst and the last equations of (4.17) we nd that u0 and uM can be
obtained by solving the following system:
u0
MX
k=0
akgk + uM
MX
k=0
akpk = w0 −
MX
k=0
akqk ;
u0
MX
k=0
bkgk + uM
MX
k=0
bkpk = wM −
MX
k=0
bkqk :
Therefore, the solution of (4.17) can be obtained from (4.19).
Next, we use the Sherman{Morrison{Woodbury formula to design another algorithm for solving
(4.17). Let B be a (M + 1) (M + 1) matrix, U and V be (M + 1) k and k  (M + 1) matrices.
Suppose that both B and I + VB−1U are nonsingular. Sometimes referred as the inverse matrix
modication formula, the Sherman{Morrison{Woodbury formula reads
(B+ UV )−1 = B−1 − B−U (I + VB−1U )−1VB−1: (4.20)
An excellent survey of history and applications of (4.20) can be found in [9]. To make use of (4.20)
we choose
B=
2
666666664
1 0
1  1
1  1
. . . . . . . . .
1  1
0 1
3
777777775
;
then
A= B+ UV
with
U =
2
666664
1 0
0 0
...
...
0 0
0 1
3
777775 and V =

a0 − 1 a1    aM−1 aM
b0 b1    bM−1 bM − 1

:
Let y be the solution of
By = w
and the (M + 1) 2 matrix W be the solution of
BW = U:
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It follows from (4.20) that the solution of (4.17) is
u= [I −W (I + VW )−1]y:
Both y and u can be obtained by using the Thomas algorithm since B is a tridiagonal matrix.
A special feature of the matrix A is that, except the rst and last rows, its diagonal and its two
immediate o-diagonal parts are constant ( for the diagonal part and 1 for the two immediate
o-diagonal parts). To make use of this special feature, we introduce the follow algorithm of Liu
and Wu [13] for solving (4.17). Let
A0 =
2
666666664
 1
1  1
1  1
. . . . . . . . .
1  1
1 
3
777777775
;
where
=
−p2 − 4
2
and  =
+
p
2 − 4
2
:
are solutions of the quadratic equation
x2 − x + 1 = 0:
Therefore, A0 = LU with
L=
2
666666664

1 
1 
. . . . . .
1 
1 
3
777777775
; U =
2
666666664
1 
1 
1 
. . . . . .
1 
1
3
777777775
:
Let y be the solution of
A0y = w:
Because of the LU factorisation of A0, the above system of equations can be solved via the following
recurrence relation:
yM = vM ;
ym = vm − ym+1; m= 0; 1; : : : ; M − 1;
where v is that solution of
Lv= w
which is given by the recurrence relation
v0 = w0;
vm = (wm − vm−1); m= 1; 2; : : : ; M:
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The above procedures are stable, since jj< 1. Let z = u− y, then
Az =
2
6666666666664
w0 −
MX
k=0
akyk
0
...
0
wM −
MX
k=0
bkyk
3
7777777777775
:
Noting that
zm−1 + zm + zm+1 = 0; m= 1; 2; : : : ; M − 1
we obtain
zm = c0M−m + c1m; m= 0; 1; : : : ; M;
where
=
−−p2 − 4
2
is a solution of the quadratic equation
x2 + x + 1 = 0;
and c0; c1 are constants that are determined by the following systems of two equations:
c0
MX
k=0
akM−k + c1
MX
k=0
akk = w0 −
MX
k=0
akyk ;
c0
MX
k=0
bkM−k + c1
MX
k=0
bkk = wM −
MX
k=0
bkyk :
Finally, we obtain the solution of (4.17) by letting u = y + z. This algorithm can be derived from
the inverse matrix modication formula by choosing B the same as the matrix A0. However, the
procedure formulated above is more intuitive.
To test the above algorithms we use the following example from Day [4]:
ut − uxx =−e−t

x(x − 1) + 
6(1 + )
+ 2

; x2 (0; 1); 0<t6T;
u(0; t) =−
Z 1
0
u(x; t) dx; t > 0;
u(1; t) =−
Z 1
0
u(x; t) dx; t > 0;
u(x; 0) = x(x − 1) + 
6(1 + )
; x2 [0; 1];
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Table 1
M N Error Time
Forward Euler method (t  0:4  (x)2)
32 2561 2:3e− 06 50:5
65 10 563 5:7e− 07 401
M N Error Time (A0) Time (A1) Time (A2) Time (A3)
Backward Euler method (t  (x)3=2)
32 182 5.6e−05 3.98 8.65 8.50 4.22
65 525 1.9e−05 33.3 46.2 49.2 21.7
130 1483 6.8e−06 384 216 285 120
Crank{Nicolson method (t  x)
32 32 2.1e−05 0.91 1.31 1.60 0.73
65 66 5.0e−06 4.60 4.92 6.36 2.88
130 131 1.2e−06 37 19 25 11
260 260 3.2e−07 440 76 113 45
where  = 0:0144. The above example was used by Ekolin [6] to demonstrate that if the structure
of the coecient matrix A is not exploited then the backward Euler and the Crank{Nicolson meth-
ods consume more CPU time than the forward Euler method does. Our numerical experiment are
performed on a Sun Sparc 10, using MATLAB 4:2. In Table 1 ‘Error’ indicates the maximal error:
max
06m6M;16n6N
junm − u(xm; tn)j;
‘Time’ represents the CPU time, and A0,A1,A2 and A3 are, respectively, the standard MATLAB
solver and the three algorithm (in order of appearance) described in this section.
Comparing the above tables, we nd that the Crank{Nicolson method is, unsurprisingly, more
ecient than the other two. Nevertheless, the forward Euler method still outperforms the backward
Euler method. A simple op count shows that the cost (in terms of numbers of multiplication and
division) of solving (4.17) with Gaussian elimination is proportional to M 2, while the cost of solving
(4.17) with A1, A2 and A3 are about 14M , 21M and 8M , respectively. Though A3 is the fastest,
the other two algorithms can be modied easily to solve more general linear system of equations.
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