In biology and functional genomics in particular, understanding the dependence and interplay between different genome and ecological characteristics of organisms is a very challenging problem. There are some public databases which combine this kind of information, but there is still much more information about microbes and other organisms that reside in unstructured and semi-structured documents, such as encyclopaedias. In this paper we present a method for extracting information from semi-structured resources, such as encyclopaedias, based on finite state transducers, consisting of two clearly distinguished phases. The first phase strongly relies on the analysis of the document structure and it is used for locating records of data in the text. The second phase is based on the finite state transducers created for extracting the data, which can be modified so as to achieve the preferred efficiency and it is used for extracting the particular characteristic from the text. We show how the two phase method is applied to the text of the encyclopaedia "Systematic Bacteriology". A fully structured database with genotype and phenotype characteristics of organisms has been created from the encyclopaedia unstructured descriptions.
Introduction
Some of the main activities in different scientific researches are analyzing, processing, comparing or sorting scientific data. Mathematical methods, often used in research, can be applied only to strongly structured data which are usually stored in databases. Those data can be obtained from scientific experiments, but there is often a need to look for some information or scientific facts in literature, scientific articles or encyclopaedia. In these documents, human knowledge resides in an unstructured form, most of it as a free form text, and it is not always easy to find, access, analyze or use. Developing intelligent tools and methods, which give access to document content and extract relevant information, is a key issue for knowledge and information management.
Information Extraction (IE) is one of the main research fields that attempt to fulfil these tasks. It is a part of artificial intelligence which studies and develops techniques used to detect and extract relevant information from larger documents and present it in a structured form. The final output of the extraction process varies; in every case, however, it can be transformed so as to populate some type of database.
The IE field has been initiated by the DARPA's (Defense Advanced Research Projects Agency of USA) Message Understanding Conference in 1987 ( [1] ). Originally, IE was defined as the task of extracting specific, well-defined types of information from the text of homogeneous sets of documents in restricted domains and filling pre-defined form slots or templates with the extracted information. Since then, the most of IE research has been mainly dealing with extracting named entities (proper names, toponyms, etc.) ( [2] , [3] and [4] ).
Today, IE is not restricted to tasks defined by MUC conference only and may have application in any field of human knowledge and any type of data ( [5] , [6] ).
In biology and functional genomics in particular, the problem of associating phenotypic characteristics of an organism to molecules encoded by its genome is a very challenging one. Anticipating an organism's phenotype based on its genotype (i.e. molecular composition) is important for biodefense. There are several studies that address this challenge (e.g., [7] , [8] , [9] , [10] and [11] ), including literature mining for such associations. There are some public databases which combine this kind of information. For example, a database of Complete Microbial Genome, created and maintained by National Center for Biotechnology Information [12] is a comprehensive one, with more than 1250 complete microbial genomes at present. It contains genome data for micro organisms, but also ecological characteristics like habitat, motility, shape and others. Nevertheless, there is still much more information about microbes and other organisms that reside in unstructured and semi-structured documents, such as encyclopaedias, so having methods which could extract information from this kind of text would be a great advantage.
Our contribution to solving this problem is to systematically enrich the database of genotype / phenotype characteristics, by mining semi-structured resources so as to extract information and to provide for as thorough as possible resource, formatted and easily accessible by any other method for revealing such associations.
In our research, we developed a two-phase method for collecting the data from the encyclopaedia text, which is based on the finite state transducers (FST). Finite state transducers are commonly used in Natural Language Processing for different tasks, and idea of using FST for information extraction is not new ( [5] and [13] ). It has been suppressed lately by methods that rely on probability theory and statistics, which are based on Hidden Markov Models ( [14] , [15] , [16] , and [17] ) and Conditional Random Fields ( [5] , [6] , [18] and [19] ). Systems that rely on probability theory need large sets of annotated text used for training, i.e. for setting the parameters of the system. This kind of training text is not always available to the researcher, so these methods can not always be used. The other disadvantage of systems based on probability is their precision. Even the systems with high precision extract some amount of irrelevant data, which can be a big problem if the extracted data is to be used for further research. The method we present uses FST for pre-processing the text, and also for describing the context of information and extracting the information itself. The great advantage of the method is its reusability and precision.
We applied two phase method on text of "Systematic Bacteriology" encyclopaedia [20] , which is organized in such a way that can be treated as a semi-structured resource. As a result, we created a relational database containing records of data about microbes, obtained from the encyclopaedia text.
Horizontal and vertical problem of information extraction
The aim of our research was to extract ecological and genome characteristics about micro organisms from the encyclopaedia "Systematic Bacteriology" [20] and to create a relational database containing those data, which is to be used for future biological research. An example of a part of the encyclopaedia text containing organisms' descriptions with data we wanted to extract is given in Figure 1 . During the extraction process, we had to resolve two problems. The first one was to determine the data records the information refers to, that is to locate the pieces of text containing the information about a specific microbe. This problem is usually called the Vertical Problem or VP ( [6] ).
The second problem was to extract particular information from the data record. For example, in encyclopaedia we used in our research, the individual attributes of records are located in the free form description. Those descriptions contain different kind of data about an organism, such as their shape, habitat, Gram stain, type strain, G + C content of the DNA, GenBank accession number etc. Those data (attributes) are the target for our research. Not every attribute were located in every description. For instance, only 76 out of 643 species had information about Gram stain property. The main task of our research was to extract as many of these information as possible and convert them into the fully structured form, i.e. put them into the relational database. We refer to the problem of extracting these attributes as Horizontal Problem or HP ( [6] ).
The structure of encyclopaedic text, i.e. how it is organized into chapters, is such that it allows drawing some conclusions about the data based on chapter titles, paragraphs and other parts of the text. Based on that fact, but also having in mind that we will process some other documents in the future looking for the same type of information, we decided to develop a method that solves the vertical and horizontal problems separately.
Resolving the vertical problem depends on the structure of the encyclopaedia. We therefore analyzed the way the text is organized and developed an algorithm that breaks the encyclopaedia text into smaller pieces, where each one of them contains information about only one organism. As an output, we would than have a database with names of organisms and their descriptions in a free form text. In that way we would solve the vertical problem.
On the other hand, as a start point for solving horizontal problem we would have a database with the organism descriptions. Bearing in mind that it is very important that all extracted data are relevant, so they can be used for future biological research, we decided to describe separately context of each attribute, i.e. each characteristic of an organism, we wanted to extract. For that purpose we used finite state transducers, which are going to be explained in Section 3.
The method we propose is intended for information extraction from text resources whose structure can be used for resolving the vertical problem. This approach, in which the problem of information extraction is divided into two sub-problems being solved separately and independently of each other, is justified by the possibility of reusing the transducers.
Finite state transducers
Finite state transducers (FST) are finite state machines ( [21] , [22] ) which define relations between two sets of strings by means of a transformation of one string into another. Finite state transducers are being used in many fields of computational linguistics. Their use is justified from the standpoint of linguistics as well as from the standpoint of computer science.
From the linguistics point of view, FST are adequate for describing relevant local phenomena in language research and for modelling some part of a natural language, such as its phonology, morphology or syntax. Some examples of adequate representation of different linguistics phenomena by finite state machines are given in [23] . From computer science point of view, use of finite state transducers is motivated by time and space efficiency. Time efficiency is achieved by using deterministic finite state machines. The size of the output of deterministic machines depends mostly on the size of an input, so they can be considered to be optimal ( [21] and [22] ). Space efficiency is achieved by minimizing deterministic machines [24] .
The basic property of FST is that they produce some output and this property determines the way transducers are being used in natural language processing (NLP). This property makes them very suitable for information extraction process, too. Also, they can be visually presented by graphs, which makes them convenient for human use. FST is being used in computational linguistics for morphological parsing, describing orthographic rules, describing inflectional rules etc. Detailed review of theoretical and practical use of finite state transducers in natural language processing is given in [2] , [13] , [22] , [25] , [26] , [27] , [28] and [29] .
Finite state transducers can be very complex and difficult to maintain, which, in practice, leads to some problems. For example, if someone tries to describe the language syntax by a finite state machine, the corresponding graph would be very immense, and finding some particular information, such as noun phrases, would be time consuming and impractical. So, instead of one big graph, we use a collection of sub-graphs. This method has a strong theoretical background in the theory of Recursive Transition Networks (RTN). RTN are extension of context free grammars ( [22] , [30] and [31] ). The arcs in RTN are labelled with corresponding grammars, while the states are labelled arbitrarily.
There are several computer tools for linguistic research based on FST and RTN ( [32] , [33] and [34] ), which can be used for different tasks in text processing.
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The structure of the resources used
Software system for linguistic tasks
In our research, we used Unitex [33] as a tool for creating and applying FST graphs, and also for pre-processing the text. Unitex is a collection of programs developed for analyzing natural language text using linguistic resources and tools. The reason we choose Unitex is because of its well designed and functional GUI for creating graphs, but one of the main reasons was possibility to use linguistic resources, such as electronic dictionaries and grammars.
Electronic dictionaries contain simple and compound words, together with their lemmas and a set of grammatical codes. They are constructed by teams of linguists for different languages as well as computer scientists (for English language [35] , [36] , [37] and [38] , for French language [39] , [40] and [41] , for Serbian language [42] and [43] The first word (apples) is an inflected form of the entry and it is mandatory. In the former example it is followed by the canonical form (lemma) of the entry. This information may be left out if the canonical form is the same as the inflected form. The following sequence of codes (N+conc) gives the grammatical and semantic information about the entry. In the former example, code N stands for noun and conc indicates that this noun designates a concrete object. Code p stands for plural.
After applying these resources to a text, Unitex creates separate files with simple words, compound words and unrecognized words. Those files are than used in a search process, so one can refer to the dictionary entry from the Unitex by using lexical masks. For example, if some text is pre-processed by applying dictionaries, then the user can use a query <be.V> which matches all entries having be as the canonical form and the grammatical code V. Thus, all occurrences of the verb to be (am, is, being etc.) will be recognized by this query.
Using this kind of linguistic resources is the main advantage of the Unitex system, because the researcher can define classes of words and phrases with quite simple patterns, just by using information from the dictionary.
Examples of transducers

Example 1:
The RTN for extracting information about genome size. The algorithm that uses this transducer reads word by word from the original description. Every read word is used for passing through the transducer. For example, when the algorithm reads the word "genome", it can start passing the transducer. The next word or phrase should match the noun "size" in any inflectional form in order to proceed with passing. The information about different forms of the word "size" is obtained from electronic dictionaries. The main transducer (Figure 2.(a) ) also uses lexical masks such as <be.V> and <estimate.V>, which recognize any inflected form of the verbs to be or to estimate, in order to describe the context in which the information about genome size could occur. Only if the sequence of read words matches the path of the transducer, it is recognized by the transducer, and the output is produced. The output is defined by parentheses in the transducer.
The main transducer graph calls two sub-graphs, named SizeRange and SizeUnit, shown in The following phrases are recognized by the transducer from the Figure 2 . Data extracted and put into the database are in bold. So, the transducer recognizes the whole phrase, but it extracts only marked piece of information. These phrases will be recognized by one of several possible paths of the graph. Depending on the information stored in the text, these paths will produce output "pos" for the Gram positive bacteria, or "neg" for Gram negative bacteria. The output of the transducer represents the actual information we wanted to extract and it will be stored in the database. 
Semi-structured resource: Encyclopaedia
The aim of our research was to extract information about genome and ecological characteristics of microbes from a free form text and put them into relational database. As a resource, we used electronic format of encyclopaedia "Systematic Bacteriology" [20] . The structure of the encyclopaedia is such that it is possible to be used for information extraction process, so we treated it as a semi-structured document.
The text was given to us in the .pdf format. The first step was to convert it to .txt format. During this conversion some information about the structure of the document was misinterpreted. This applies to information about table data and some paragraphs. For example, header and footer of the pages were converted to paragraphs. Nevertheless, the main content of the document preserved its structure.
As already mentioned, we treated the given document as a semi-structured one. This means that the algorithm for locating pieces of text containing data strongly relies on the structure of the encyclopaedia. Therefore, the analysis of this structure was one of the key points of our research.
The content of the document is as follows. The chapters of the encyclopaedia correspond to systematic categories of the Bacteria super kingdom. For instance, the first chapter of the book is a description of the class Alphaproteobacteria, the next one is a description of the first order (Rhodospiralles) of the current class, followed by the chapters about families of that order. Each chapter with the family description is followed by the chapters of the genera in that family. The excerpt from the content is given in the Figure 4 .
Descriptions of the species, containing information we want to extract, are given inside the chapters about genera, located at the end of the chapters. The part of the text containing species description is preceded by the line beginning with "List of species of the genus ..." There is a different number of species descriptions for different genera, but each one of them begins with the number, followed by the name of the species and description in a free form. The described structure of the document was used to discover data records, as will be explained in the Section 5, where each record corresponds to one systematic category. 
The two phase FST method
The method we used for extracting the information from the free form encyclopaedia text distinguishes two phases of IE process. Both phases were implemented through a specially designed software system using programming language Java.
The first phase strongly relies on the structure of the document from which the extraction is to be done, i.e. on the structure of the encyclopaedia. During the first phase, the main goal is to locate pieces of the text in which the information about one record is situated. Those pieces of text are being put in a relational database, for further analysis. In this way the vertical problem of information extraction is resolved.
In our research, having the "Systematic Bacteriology" as a resource, we used the fact that each chapter of the text corresponds to one systematic category (Class, Order, Family and Genus).
We developed an algorithm which reads content of the encyclopaedia line by line. Each line in the content has the same structure: the first word is the systematic category, followed by a number and a dot, and ending with the name of the category (e.g. "Family I. Rhodospirillaceae"). The algorithm reads the first word and uses this value as a name for the table where the record should be inserted e.g., "Family". The name of the category was used as a value for the field FamilyName of the record, e.g. " Rhodospirillaceae". Order in which different categories appear in content was used to establish the connections between the different tables. At the end of this process, we had a database with data in several tables: Class, Order, Family, Genus and GenusIncSed (for "Genus Incertae Sedis", taxonomic group where its broader relationships are unknown or undefined). For example, the structure of the Family A table with species descriptions was created in the next step. At first, we had to pull out the following information from the text and put it into the database: -the name of the species -does it belong to Genus or Genus Incertae Sedis -the name of the genus it belongs to -the description of the species Having in mind that our final goal was to extract particular attributes about bacteria species, the table Species was created with fields as shown in the Table 2 . In the first phase we were focused to fill only first four fields (i.e. ID, GenusID, SpeciesName and SpeciesDesc), while the remaining fields were filled in the second phase.
In order to populate the table Species, the algorithm tries to find the text "List of species". This text was followed by a list of species description, which was the target for our search.
The main goal was to locate and extract these parts of the document. Each description starts with the number followed by the dot and the name of the species, e.g.
Rhodovulum sulfidophilum (Hansen and Veldkamp 1973) ......
This fact is used by the algorithm in order to determine records for the table Species, i.e. to identify beginning and ending of one species description. Unfortunately, during the conversion from .pdf to .txt format, some paragraphs was misinterpreted, so there were some lines which begin with a number and a dot, but which do not represent the beginning of the species description. In order to resolve this problem, the algorithm was modified in a way that it uses the fact that the first word in the name of the species is the name of the genus it belongs to. Therefore, the algorithm expects to find the name of the current genus after the dot. Only lines which fulfill this expectation are treated as the beginning of a new species description.
This kind of modification has led to excellent efficiency of the algorithm. Every species' description existing in the document was found and put into the database. This kind of fine improvements of the algorithm is possible by analyzing the structure of the resource. It is up to the researcher to modify the algorithm to reach the preferred level of the efficiency.
Here we present the first phase algorithm we used for resolving the vertical problem of information extraction from the encyclopedia "Systematic bacteriology", but we want to stress that this algorithm strongly depends on the structure of the text resource, and therefore it will be different for other documents.
set file to the encyclopedia content file while not end of file read the line from the file if line starts with the name of some taxonomic category read the first word and set as category read the second word and set as name insert the record in the insert the speciesDesc and the speciesName to the database set speciesDesc to empty string set speciesName to empty string end if set newSpecies to true set speciesName to the first two words after the dot set speciesDesc to the rest of the line else appent speciesDesc with the line end if end while After the first phase had been finished, we had the database containing the data about species (their names -field SpeciesName, belonging genus -field Genus and free form descriptionsfield SpeciesDesc). The part of the data in the table Species is shown in the Figure 5 . In the second phase, the system takes an unstructured text with information about a record from the database and analyzes it with FST graphs. For every attribute (kind of information) we wanted to extract, we created separate transducer using the Unitex. Each transducer recognizes the context of some information and produces the output which represents the information itself. This output is inserted into the database. The approach of fulfilling the second phase is represented in the Figure 6 .
The use of transducers for the tasks of describing context and extracting information was motivated by the fact that in biological text there is a limited number of possible phrases for describing some properties of an organism. For example, there are no many different ways to tell that some bacteria are a Gram negative one. Therefore, by designing a transducer which recognizes a part of the text about Gram stain and produces the output "positive" or "negative", depending on the information in the text, we can process not only descriptions from the encyclopaedia, but also we can process any other textual resource about bacteria.
As mentioned in Section 3.1., we used the Unitex software system for creating this kind of graphs, and also for pre-processing the text. Beside the pre-processing tasks which are required by the Unitex's programs for locating patterns in the text, such as normalization and tokenization of the text, we used the possibility of applying linguistic resources to the text and applied English electronic dictionary to the descriptions. This way we could use lexical masks in transducers.
Fig. 6. Using transducers T 1 , T 2 , ..T n for information extraction -illustration of approach
The algorithm of the second phase was as follows:
for each record in the table "Species" read the description from the record for each transducer t i apply transducer t i on description insert the output of the transducer t i into attribut a i column end for end for
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Results and evaluation of the method
The encyclopaedia "Systematic Bacteriology" contains descriptions of 643 species of bacteria, grouped by the genus they belong to. As mentioned in the Section 5, the algorithm we used for the first phase of the proposed method was very efficient and it extracted all of the 643 descriptions. The reason for achieving such a good efficiency is thorough analysis of the document structure. The initial algorithm was tuned and modified by the researchers until it has reached such an excellent level of efficiency. In order to evaluate efficiency of transducers, we manually analyzed species description in order to calculate precision and recall of the method. Precision and recall are common and frequently used measures of efficiency of an information extraction system. In information extraction context, precision and recall are defined in terms of a set of extracted information (S ext ) and a set of relevant information (S rel ) that is located in the text. Precision and recall are then calculated based on the following formulas:
Precision is, therefore, measured with the amount of relevant data. That means that we don't want to have GenBank ID number read, but incorrectly identified as, for example, genome size. Precision, in our case, was the highest possible, i.e. all of the extracted information was relevant. This is a consequence of the fact that transducers were designed by human experts to extract particular attributes, and therefore they recognize only sequences of text in which specific information is stored.
Recall differs for different transducers, depending on the complexity of the information context. For example, the transducer for Gram stain property was very efficient; it properly extracted attributes from all descriptions which had that kind of information. Some other transducers, especially those for extracting information that occur in a complex context, weren't that efficient. For example, the initial transducer for genome size extracted 14 out of 18 information about genome size. Some expressions weren't recognized by this transducer, such as: Nevertheless, with slight modification of the transducer and by extending it in order to recognize the former expressions as well, the recall can be increased. This is a key point and a major advantage of methods based on FST over methods based on probability. Efficiency of methods based on FST can be increased to the preferred level by modifying transducers. This fact, together with the fact that transducers can be reused for other resources in the same domain makes this method justified and suitable to use for IE tasks.
Conclusion
In this paper we successfully applied the proposed two phase method for information extraction on encyclopaedia containing different kind of biological data. We treated the encyclopaedia as a semi structured resource and used the structure of the document to conclude the facts about relationships between the data. The second phase of the method involves creating and applying transducers to the text from which the information is to be extracted. We showed that using this method is very efficient, especially when applied to a text from some specific science or domain, in which case the transducer has to describe relatively simple context of information. The use of transducers is also justified by their reusability in some other text of the same domain.
The advantages of the proposed two-phase FST-based method is its conceptual simplicity, efficiency, possibility to adjust precision of the transducers, reusability of the transducers and no need for large sets of training data.
