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1 はじめに
計算機システムの高度化と計測技術の急速な進展により, 日々大規模かつ多様なデータが電子的に収集  蓄積
され, データベース化されつつある. この様な状況の中で, 自然や社会で起きている物事のメカニズムが反映され
ている多種多様なデータから有用な情報やパターンを抽出し, 現象解明に結びつける新たなデータ解析手法の開
発について研究が進められている. 統計的手法が用いられる場面は, マーケティングや医療, 教育, 経済など様々
な分野が挙げられる. 特に, 人間の認知機能を再現するためのアルゴリズムの研究として始まった機械学習や人
工知能の分野においては, 文字画像や音声の認識技術の発展には統計的方法論が必要不可欠である.
統計解析手法の中でも代表的な手法の 1 つとして, 情報抽出や高次元データの次元圧縮  データの構造を視覚
的に捉えることを目的とする主成分分析 (Principal Component Analysis; PCA) がある. 本論文では, 特に遺
伝子情報を扱うゲノム解析や文字画像認識の分野で観測される多数の変数からなる高次元データの解析に対し
て, 主成分分析が持ついくつかの問題点とそれらを解決する分析手法について取り上げる. 主成分分析は, 互いに
相関のある変数について観測された多次元データのもつ情報をできるだけ失うことなく, もとの変数の線形結合
で表される互いに無相関なより少数の新たな変数へ要約する手法である. この新たな変数を主成分といい, 主成
分を通してデータの中から有益な情報を取り出すことができる. しかし, 各主成分はもとの変数すべての線形結
合で表されるため, データの次元が高いと主成分が何を意味するのかを解釈することは簡単ではない. そこで本
論文では, 各主成分から本質的でない変数を取り除くことを目的として, 主成分分析を線形回帰の枠組みで捉え,
回帰係数のいくつかの成分を 0 にする (この性質を「Sparse性」という) L1 正則化を用いた Sparse Principal
Component Analysis (Sparse PCA) と呼ばれる方法について研究した. その結果，グループ間変数とグループ
内変数の Sparse 性を同時に実現する Sparse Group PCA という新たな解析手法を提案した.
2 主成分分析
主成分分析は, 多くの変数を持つ高次元データをより少数の変数に縮約することで, 次元圧縮や新たな情報を
得ることができる手法として広く用いられている. 多次元データに内在する情報の損失を抑えつつ新たに互いに
直交する変数である主成分を構成する主成分分析は, 主成分軸上に射影されたデータの分散が最大となるような
軸を求める. この変数軸を主成分といい, 主成分の単位ベクトルを主成分ベクトルという. 次に主成分の導出を
示す.
各個体の特徴を捉える p 個の変数を x = (x1; x2; :::; xp)T とする. 主成分分析は, この p 個の変数に関して
観測された n 個の p 次元データ x1;x2; : : : ;xn を最も良く近似する ~x1; ~x2; : : : ; ~xn の推定であり, 次で与えら
れる.
V^k = argmin
Vk
nX
i=1
kxi   ~xik2 s:t: ~xi = VkV Tk xi: (2.1)
ただし, Vk = (1;2; : : : ;k) は p  k 正規直交行列であり, 各データは既に中心化されているものとする.
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(2:1) 式は, 射影行列 H = VkV Tk が i 番目の観測データ xi を行列 Vk の各列によって張られる部分空間上へ直
交に射影していることを表している. このとき, V^k = (^1; ^2; : : : ; ^k) に対して, ^j (j = 1; 2; : : : ; k) は主成分
ベクトルである.
3 Sparse PCA
いくつかの成分が 0 であるような主成分ベクトルをもつ主成分分析を構成するために, 回帰モデリングの分野
で近年注目を集めている L1 正則化法の適用を考える. 次の定理 1は, Sparse な主成分分析を与えるものである.
定理 1 (Zou et al :; 2006)
それぞれ p  k の行列 A = (1;2; : : : ;k) と B = (1;2; : : : ;k), ATA = Ik に対し, i 番目 (i =
1; 2; : : : ; n) に観測された p 次元データ xi とその近似を ~xi = ABTxi とする. このとき, 主成分ベクトル
^j (j = 1; 2; : : : ; k) の推定は, 次で与えられる.
(A^; B^) = argmin
A;B
8<:
nX
i=1
kxi  ABTxik2 + 2
kX
j=1
kjk2 +
kX
j=1
1;jkjk1
9=; : (3.1)
ただし, 1;j ; 2 (> 0) は正則化パラメータ (チューニングパラメータ)と呼ばれ, 正則化の強さを調整する.
定理 1 のように L1 正則化項 kk1 =
Pp
g=1 jgj と L2 正則化項 kk2 =
Pp
g=1 
2
g の制約を課した推定は,
回帰モデリングの分野では Elastic Net (Zou et al., 2005) として知られている. L1 正則化項は, 回帰係数ベク
トル  のいくつかの成分を 0 と推定することができ, この様な Sparse な性質を持つ推定を Sparse 推定という.
したがって, 定理 1 によって Sparse な主成分ベクトル ^j を推定する Sparse PCA が実現できる. しかし, ^j
の推定には数値的な手法が必要であり, これに対して Coordinate Descent Algorithm (Friedman et al., 2010)
と呼ばれるアルゴリズムが提案されている.
4 Sparse Group PCA
既にグループ分けされた変数に対して, グループ毎とグループ内の両方に対して Sparse な主成分ベクトルを
推定する Sparse Group PCA について示す.
まず, p 個の説明変数が M 個のグループに分けられ, m = 1; 2; : : : ;M に対して, 各グループ内の説明変数の
個数を p(m) 個とする. このとき, m 番目のグループの p(m) 個の説明変数に関する n p(m) 計画行列を X(m)
とし , これに対応する回帰係数ベクトル (m) に対し, 回帰モデルを次のように与える.
y =
MX
m=1
X(m)(m) + :
ここで,   N(0; 2In) であり, n 次元ベクトル y と X(m) は既に中心化されているものとする.
線形回帰モデリングの分野では, グループ分けされた変数に基づいて変数選択を行うことを目的とする Group
Lasso (Yuan and Lin, 2006) と呼ばれるものがある. これは各 (m) を 0 と推定し, グループ単位での変数選
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択を可能にする. Group Lasso による回帰係数ベクトル  の推定は
^
GL
= argmin

(
1
2n
ky  
MX
m=1
X(m)(m)k2 + 
MX
m=1
p
p(m)k(m)k2
)
(4.1)
で与えられる. ここで,  はチューニングパラメータであり, k(m)k2 は
qPp(m)
g=1 
2
m;g である.
これに対して, 変数グループの選択とさらに変数自体の選択を可能にする Sparse Group Lasso (Simon et al.,
2013) が提案されている. これは Group Lasso に L1 正則化項を課したものであり, 回帰係数ベクトル  の推
定を
^
SGL
= argmin

(
1
2n
ky  
MX
m=1
X(m)(m)k2 + (1  )
MX
m=1
p
p(m)k(m)k2 + kk1
)
(4.2)
で与える. ただし,  2 [0; 1] である.
次の定理 2 は, Sparse Group Lasso を主成分分析に適用した Sparse Group PCA である.
定理 2 提案手法 : SparseGroupPCA
それぞれ p  k の行列 A = (1;2; : : : ;k) と B = (1;2; : : : ;k), ATA = Ik に対し, i 番目
(i = 1; 2; : : : ; n) に観測された p 次元データ xi とその近似を ~xi = ABTxi とする. ただし,  =
(T(1);
T
(2); : : : ;
T
(M))
T である. このとき, 主成分ベクトル ^j (j = 1; 2; : : : ; k) の推定は次で与えられる.
(A^; B^) = argmin
A;B
(
nX
i=1
kxi  ABTxik2 + (1  )
MX
m=1
p
p(m)k(m)k2 + kk1
)
: (4.3)
定理 2 は, グループ毎とグループ内の両方に対して変数選択を可能にするものである. しかし, Sparse Group
Lasso の正則化項は一般的に微分できず解析的に陽に解けない. この問題を解決するために, Blockwise Descent
Algorithm (Simon et al., 2013) が提案されており, 次に示す.
Algorithm: Blockwise Descent
1. 初期値 0! (0), 0! ^(k) とする.
2. k = 1; 2; : : : ;M に対して,
if kS(X(k)Tr( k); )k2  (1  )
then 0! ^(k):
else 次の step へ.
3. ^(k) ! (0) と更新する.
U((0); t)! ^(k) と更新する.
4. 収束するまで step 3 を繰り返す.
5. 収束するまで step 2 と step 3, step 4 を繰り返す.
ここで, グループ k の回帰係数ベクトル (k) の推定は
U((0); t) =
 
1  t(1  )kS((0)   tr`(r( k);(0)); t)k2
!
+
S((0)   tr`(r( k);(0)); t)
3
によって得られる. ただし,
S(t; ) = (jtj   )+Sign(t)
= maxfjtj   ; 0gSign(t)
=
8<: t   t> 0;  < jtjのときt+  t< 0;  < jtjのとき
0  = jtjのとき
; Sign(t) =
8<: 1; t > 00; t = 0 1; t< 0
であり, r( k) = y  
PM
m=1
m 6=k
X(m)(m) である.
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