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a b s t r a c t
In this paper, we develop a framework to obtain approximate solutions to systems of
algebraic–differential equations of fractional order by employing the homotopy analysis
method (HAM). The study highlights the efficiency of the method and its dependence on
the auxiliary parameter h¯. Numerical examples are examined to highlight the significant
features of the HAM method. The method shows improvements over existing analytical
techniques
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1. Introduction
Differential equations of fractional order have been found to be effective to describe some physical phenomena such as
rheology, damping laws, fluid flow and so on [1–3]. A review of some applications of fractional calculus in continuum and
statistical mechanics is given by Mainardi [1]. Recently, many important mathematical models can be expressed in terms
of systems of algebraic–differential equations of fractional order. The solution of fractional differential equations is much
involved. In general, there exists nomethod that yields exact solutions for fractional differential equations. Only approximate
solutions can be derived using linearization or perturbation method. In recent years, much research has been focused on
the numerical solution of systems of ordinary differential equations and algebraic–differential equations. Some numerical
methods have been developed, such as implicit Runge–Kutta method [4], Pade approximation method [5–8], homotopy
perturbation method [9–11], Adomain decomposition method [12–18] and variation iteration method [19–22]. Liao [23]
employed the basic ideas of the homotopy in topology to propose a general analytic method for nonlinear problems, namely
homotopy analysis method. This method has been successfully applied to solve many types of nonlinear problems [24–
37]. In this paper, we further apply the homotopy analysis method to solve systems of algebraic–differential equations of
fractional order. Bymeans of introducing an auxiliary parameter h¯, we can enlarge the convergence region of series solution.
Furthermore, we give some examples to demonstrate the efficiency and effectiveness of the proposed method.
2. Basic definitions
For the concept of fractional derivative, we will adopt Caputo’s definition which is a modification of the Riemann–
Liouville definition.
Definition 2.1. A real function f (x), x > 0, is said to be in the space Cµ, µ ∈ R if there exists a real number p > µ such that
f (x) = xpf1(x), where f1(x) is continuous in [0,∞). Clearly Cµ ⊂ Cβ if β < µ.
Definition 2.2. A function f (x), x > 0, is said to be in the space Cmµ ,m ∈ N ∪ {0}, if f (m) ∈ Cµ.
∗ Corresponding author.
E-mail addresses:moh_zur@hotmail.com (M. Zurigat), shahermm@yahoo.com (S. Momani).
0898-1221/$ – see front matter© 2009 Published by Elsevier Ltd
doi:10.1016/j.camwa.2009.07.002
1228 M. Zurigat et al. / Computers and Mathematics with Applications 59 (2010) 1227–1235
Definition 2.3. The left sided Riemann–Liouville fractional integral operator of order α ≥ 0 of a function f ∈ Cµ, µ ≥ −1,
is defined as
Jα f (x) = 1
Γ (α)
∫ t
0
f (t)
(x− t)1−α dt, α > 0, x > 0,
J0f (x) = f (x).
(2.1)
Definition 2.4. Let f ∈ Cm−1,m ∈ N ∪ {0} then the Caputo fractional derivative of f (x) is defined as
Dα∗ f (x) =

[
Jm−α f (m)(x)
]
, m− 1 < α < m,m ∈ N,
dmf (x)
dxm
, α = m. (2.2)
Hence, we have the following properties [1–3]
1. Jα Jν f = Jα+ν f , α, ν ≥ 0, f ∈ Cµ, µ ≥ −1.
2. Jαxγ = Γ (γ + 1)
Γ (α + γ + 1)x
γ+α, α > 0, γ > −1, x > 0.
3. JαDα∗ f (x) = f (x)−
m−1∑
k=0
f (k)(0+)
xk
k! , x > 0, m− 1 < α ≤ m.
(2.3)
3. Homotopy analysis method
In this section, we employ the homotopy analysis method [23] to the discussed problem. To show the basic idea, let us
consider the following system of fractional algebraic–differential equations
Dαi∗ xi(t) = fi(t, x1, . . . , xn, x′1, x′2, . . . , x′n), i = 1, 2, 3, . . . , n− 1, t ≥ 0, 0 < αi ≤ 1,
0 = g(t, x1, . . . , xn), (1)
subject to the initial conditions
xi(0) = ai, i = 1, 2, 3, . . . , n. (2)
By means of generalizing the traditional homotopy method, we can construct the so-called zero-order deformation
equations
(1− q)Li [φi(t, q)− xi0(t)] = q h¯i Hi(t)[Dαi∗ φi(t, q)− fi(t, φ1(t, q), φ2(t, q), . . . , φn(t, q)),
d
dt
φ1(t, q),
d
dt
φ2(t, q), . . . ,
d
dt
φn(t, q)], i = 1, 2, . . . , n− 1,
(1− q) [φn(t, q)− xn0(t)] = −q h¯n Hn(t)[g(t, φ1(t, q), φ2(t, q), . . . , φn(t, q))],
(3)
subject to the initial conditions
φi(0, q) = ai, i = 1, 2, 3, . . . , n, (4)
where q ∈ [0, 1] is an embedding parameter,Li are auxiliary linear operators satisfyingLi(0) = 0, xi0(t) are initial guesses
satisfy the initial conditions (2), h¯i 6= 0 are auxiliary parameters, Hi(t) are auxiliary functions and φi(t, q) are unknown
functions. It is important that one has great freedom to choose auxiliary things in HAM. Obviously, when q = 0, and q = 1,
we get
φi (t, 0) = xi0(t), φi (t, 1) = xi(t), i = 1, 2, 3, . . . , n, (5)
respectively. Thus, as q increasing from 0 to 1, the solutions φi (t, q) varies from the initial guesses xi0(t) to the solutions
xi(t). Expanding φi (t, q) in Taylor series with respect to q, one has
φi(t, q) = xi0(t)+
∞∑
m=1
xim(t)qm, i = 1, 2, 3, . . . , n, (6)
where
xim(t) = 1m!
∂mφi(t, q)
∂qm
∣∣∣∣
q=0
, i = 1, 2, 3, . . . , n. (7)
If the auxiliary linear operators Li, the auxiliary parameters h¯i, the auxiliary functions Hi(t) and the initial guesses xi0(t),
are so properly chosen, then the series (6) converges at q = 1, one has
xi(t) = xi0(t)+
∞∑
m=1
xim(t), i = 1, 2, 3, . . . , n. (8)
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Define the vectors
Exim = {xi0(t), xi1(t), xi2(t), . . . , xim(t)} , i = 1, 2, 3, . . . , n. (9)
Differentiating Eq. (3)m times with respect to the embedding parameter q and then setting q = 0 and finally dividing them
bym!we have the so-calledmth-order deformation equations
Li[xim(t)− χmxi(m−1)(t)] = h¯i Hi(t)Rim(Exi(m−1)(t)), i = 1, 2, 3, . . . , n− 1,
xnm(t) = χmxn(m−1)(t)+ h¯n Hn(t)Rnm(Exn(m−1)(t)), (10)
subject to the initial conditions
xim(0) = 0, i = 1, 2, 3, . . . , n, m = 1, 2, 3, . . . , (11)
where
Rim(Exi(m−1)) = 1
(m− 1)!
∂m−1
∂qm−1
[Dαi∗ φi(t, q)− fi(t, φ1(t, q), φ2(t, q), . . . , φn(t, q)),
d
dt
φ1(t, q),
d
dt
φ2(t, q), . . . ,
d
dt
φn(t, q)]
∣∣∣∣
q=0
, i = 1, 2, 3, . . . , n− 1,
Rnm(Exn(m−1)) = − 1
(m− 1)!
∂m−1
∂qm−1
[g(t, φ1(t, q), φ2(t, q), . . . , φn(t, q))]
∣∣∣∣
q=0
,
(12)
and
χm =
{
0, m ≤ 1,
1, m > 1. (13)
DefineL∗i to be an operators such that
L∗i Li[xi(t)] = xi(t)+ Ki(t), LiL∗i = I, i = 1, 2, 3, . . . , n− 1, (14)
where I is the identity operator. For the special case, we put Hi(t) = 1, i = 1, 2, . . . , n, and so we have the following
mth-order deformation equations
xim(t) = χmxi(m−1)(t)+ h¯iL∗i [Rim(Exi(m−1)(t))] + Ki(t), i = 1, 2, 3, . . . , n− 1,
xnm(t) = χmxn(m−1)(t)+ h¯n Rnm(Exn(m−1)(t)). (15)
4. Numerical results
To demonstrate the effectiveness of the method, we consider the following systems of fractional algebraic–differential
equations
Example 4.1. Consider the following system of fractional algebraic–differential equations
Dα∗x(t)− ty′(t)+ x(t)− (1+ t)y(t) = 0, 0 < α ≤ 1,
y(t)− sin t = 0, (16)
subject to the initial conditions
x(0) = 1, y(0) = 0. (17)
For the special case when α = 1 the exact solution is [12]
x(t) = e−t + t sin t, y(t) = sin t. (18)
We start with initial approximations
x0(t) = 1, y0(t) = 0, (19)
and linear operator
L = Dα∗ , L∗ = Jα. (20)
According to the formula (12), we can construct the homotopy as follows
R1m(Exm−1(t)) = Dα∗xm−1(t)− ty′m−1(t)+ xm−1(t)− (1+ t)ym−1(t),
R2m(Eym−1(t)) = ym−1(t)− (1− χm) sin t, (21)
and themth-order deformation equations form ≥ 1 become
xm(t) = χmxm−1(t)+ h¯1 Jα[R1m(Exm−1(t))],
ym(t) = χmym−1(t)+ h¯2 R2m(Eym−1(t)). (22)
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Fig. 1. Plots of solution of system (16) when α = 1: Solid line: exact solution, dash–dotted line: h¯1 = h¯2 = −1, dotted line: h¯1 = −0.6, h¯2 = −1.
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Fig. 2. Plots of solution of system (16) when h¯1 = −0.6, h¯2 = −1 Solid line: α = 1, dotted line: α = 0.75, dash–dotted line: α = 0.5.
Using formula (22), we can obtain the following series solution
x(t) = 1+ h¯
4
1+4 h¯31+6 h¯21+4 h¯1
Γ (1+ α) t
α + 2 h¯1 h¯2(h¯
2
1+ h¯22+ h¯1 h¯2+4 h¯1+4 h¯2+6)
Γ (2+ α) t
α+1
+
[
h¯21(3 h¯
2
1+8 h¯1+3)
Γ (1+ 2α) +
3 h¯21 4
−α√pi
Γ (1+ α)Γ ( 12 + α)
]
t2α
+ 2 h¯1 h¯2(h¯
2
1+ h¯22+ h¯1 h¯2+4 h¯1+4 h¯2+6)
Γ (3+ α) t
α+2 + 2 h¯
2
1 h¯2(2 h¯1+ h¯2+4)
Γ (2+ 2α) t
2α+1
+ h¯
3
1(3 h¯1+4)
Γ (1+ 3α) t
3α − 4 h¯1 h¯2(h¯1+ h¯2+3)
Γ (4+ α) t
α+3 + 2 h¯
2
1 h¯2(2 h¯1+ h¯2+4)
Γ (3+ 2α) t
2α+2
+ 2 h¯
3
1 h¯2
Γ (2+ 3α) t
3α+1 + h¯
4
1
Γ (1+ 4α) t
4α + · · · ,
y(t) = − h¯2(h¯42+5 h¯32+10 h¯22+10 h¯2+5) sin t.
(23)
If we set h¯1 = h¯2 = −1, and α = 1 in (23), then we obtain the same solutions given by Celik, Bayram and Yeloglu [12]
using Adomian decomposition method. However, the results given by the Adomian decomposition method converge to the
corresponding numerical solutions in a rather small region, as shown in Fig. 1. But different from thismethod, the homotopy
analysis method gives a greater region of convergence with the exact solution, by choosing proper values for the auxiliary
parameters h¯1 and h¯2 and by using a suitable auxiliary liner operatorL = Dα∗ . Fig. 2 shows the HAM approximate solutions
for various values of α which have the same trajectories.
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Fig. 3. Plots of solution of system (24) when h¯1 = h¯2 = −1 Solid line: α = 1, dotted line: α = 0.75, dash–dotted line: α = 0.5, dashed line: α = 0.25.
Example 4.2. Consider the following system of fractional algebraic–differential equations
Dα∗x(t) = −2tx2(t)+ x(t)y(t)− 1, 0 < α ≤ 1,
y(t) = x(t)y(t)+ t2, (24)
subject to the initial conditions
x(0) = y(0) = 1. (25)
For the special case when α = 1 the exact solution is
x(t) = 1
1+ t2 , y(t) = t
2 + 1. (26)
To solve the above problem using HAM, we choose the following initial approximations
x0(t) = 1, y0(t) = 1, (27)
and the linear operator (20). With reference to the formula (12) we can construct the homotopy as follows
R1m(Exm−1(t)) = Dα∗xm−1(t)+ 2t
m−1∑
i=0
xi(t)xm−1−i(t)−
m−1∑
i=0
xi(t)ym−1−i(t)+ (1− χm),
R2m(Eym−1(t)) = ym−1(t)−
m−1∑
i=0
xi(t)ym−1−i(t)− (1− χm)t2,
(28)
and by using themth-order deformation Eq. (22), we obtain the following series solution
x(t) = 1+ 2 h¯1(h¯1+2)
Γ (2+ α) t
α+1 − 2 h¯
2
1
Γ (2+ 2α) t
2α+1 + 2 h¯1 h¯2
Γ (3+ α) t
α+2 + 8 h¯
2
1 Γ (3+ α)
Γ (2+ α)Γ (3+ 2α) t
2α+2 + · · · ,
y(t) = 1− 2 h¯2 t2 − 2 h¯1 h¯2
Γ (2+ α) t
α+1 + · · · ,
(29)
Setting h¯1 = h¯2 = −1, and α = 1 in (29), then we obtain the following series solution
x(t) = 1− t2 + t4 − · · · =
∞∑
k=0
(−1)kt2k,
y(t) = 1+ t2,
(30)
which is the exact solution for system (24), thismeans that the best values for auxiliary parameters h¯1, h¯1 are h¯1 = h¯2 = −1.
Fig. 3 shows the HAM approximate solutions for various values of α.
Example 4.3. Consider the following system of fractional algebraic–differential equations
Dα1∗ x(t)− ty′(t)+ t2z ′(t)+ x(t)− (1+ t)y(t)+ (t2 + 2t)z(t) = 0,
Dα2∗ y(t)− tz ′(t)− y(t)+ (t − 1)z(t) = 0, 0 < α1, α2 ≤ 1,
z(t)− sin t = 0,
(31)
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Fig. 4. Plots of solution of system (31) when α1 = α2 = 1 Solid line: exact solution, dash–dotted line: h¯1 = h¯2 = h¯3 = −1, dotted line:
h¯1 = −1, h¯2 = −1.35, h¯3 = −1.
subject to the initial conditions
x(0) = 1, y(0) = 1, z(0) = 0. (32)
When α1 = α2 = 1, the exact solution is [12]
x(t) = e−t + tet , y(t) = et + t sin t, z(t) = sin t. (33)
To solve system (31) by means of homotopy analysis method, we start with initial approximations
x0(t) = 1, y0(t) = 1, z0(t) = 0, (34)
and linear operators
L = Dαi∗ , L∗i = Jαii , i = 1, 2. (35)
In view of the formula (12) we can construct the homotopy as follows
R1m(Exm−1(t)) = Dα1∗ xm−1(t)− ty′m−1(t)+ t2z ′m−1(t)+ xm−1(t)− (t + 1)ym−1(t)+ (t2 + 2t)zm−1(t),
R2m(Eym−1(t)) = Dα2∗ ym−1(t)− tz ′m−1(t)− ym−1(t)+ (t − 1)zm−1(t),
R3m(Ezm−1(t)) = zm−1(t)− (1− χm) sin t,
(36)
and themth-order deformation equations form ≥ 1 become
xm(t) = χmxm−1(t)+ h¯1 Jα1 [R1m(Exm−1(t))],
ym(t) = χmym−1(t)+ h¯2 Jα2 [R2m(Eym−1(t))],
zm(t) = χmzm−1(t)+ h¯3 R3m(Ezm−1(t)).
(37)
Using the formula (37), we can obtain the following series solution
x(t) = 1− h¯1(h¯
2
1+3 h¯1+3)
Γ (2+ α1) t
α1+1 + h¯1 h¯2(h¯1+ h¯2+3)(1+ α2)
Γ (1+ α1 + α2) t
α1+α2 − 6 h¯1 h¯2(h¯1+ h¯3+1)
Γ (3+ α1) t
α1+2
− h¯
2
1(2 h¯1+3)
Γ (2+ 2α1) t
2α1+1 + h¯1 h¯2
Γ (2+ α1 + α2) [(h¯1+ h¯2+3)(1+ α2)− 2(2+ α2)]t
α1+α2+1
+ h¯
2
1 h¯2(1+ α2)
Γ (1+ 2α1 + α2) t
2α1+α2 − h¯1 h¯
2
2(1+ 2α2)
Γ (1+ α1 + 2α2) t
α1+2α2 + · · · ,
y(t) = 1− h¯2(h¯
2
2+3 h¯2+3)
Γ (1+ α2) t
α2 + 2 h¯2 h¯3(h¯2+ h¯3+3)
Γ (2+ α2) t
α2+1 + h¯22
[
(1+ 2 h¯2)
Γ (1+ 2α2)
+ 2
√
pi4−α2
Γ (1+ α2)Γ ( 12 + α2)
]
t2α2 − 2 h¯2 h¯3(h¯2+ h¯3+3)
Γ (3+ α2) t
α2+2 − 2 h¯
2
2 h¯3
Γ (2+ 2α2) t
2α2+1 − h¯
3
2
Γ (1+ 3α2) t
3α2 + · · · ,
z(t) = − h¯3(h¯43+5 h¯33+10 h¯23+10 h¯3+5) sin t.
(38)
Setting h¯1 = h¯2 = h¯3 = −1, and α1 = α2 = 1 in (38), then we obtain the same solutions given by Celik, Bayram
and Yeloglu [12] using Adomian decomposition method. Similarly as in Example (1), Fig. 4 shows that choosing auxiliary
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Fig. 5. Plots of solution of system (31) when h¯1 = −1, h¯2 = −1.35, h¯3 = −1 Solid line: α1 = α2 = 1, dotted line: α1 = α2 = 0.75, dash–dotted line:
α1 = α2 = 0.5.
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Fig. 6. Plots of solution of system (31) when α1 = α2 = 1. Solid line: exact solution, dash–dotted line: h¯1 = h¯2 = h¯3 = −1, dotted line:
h¯1 = −0.6, h¯2 = −0.9, , h¯3 = −2.
linear operator (35) and using the values of auxiliary parameters h¯1 = −1, h¯2 = −1.35, h¯3 = −1, the HAM gives greater
convergence with the exact solutions. Fig. 5 shows the HAM approximate solutions for various values of α1, α2.
Example 4.4. Consider the following system of fractional algebraic–differential equations
Dα1∗ x(t)− x2(t)+ y(t)− 2t = 0,
Dα2∗ y(t)− 2z(t)+ 2(t + 1) = 0, 0 < α1, α2 ≤ 1,
tz(t)+ y(t)− x(t)− 3x2(t)− t = 0,
(39)
subject to the initial conditions
x(0) = y(0) = 0, z(0) = 1. (40)
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Fig. 7. Plots of solution of system (31) when h¯1 = −0.6, h¯2 = −0.9, h¯3 = −2. Solid line: α1 = α2 = 1, dotted line: α1 = α2 = 0.75, dash–dotted line:
α1 = α2 = 0.5.
For the special case when α1 = α2 = 1 the exact solution is
x(t) = t2, y(t) = t4, z(t) = 2t3 + t + 1. (41)
If we use the linear operator (35) and the following initial approximations
x0(t) = 0, y0(t) = 0, z0(t) = 1, (42)
and according to the formula (12) we can construct the homotopy as follows
R1m(Exm−1(t)) = Dα1∗ xm−1(t)−
m−1∑
i=0
xi(t)xm−1−i(t)+ ym−1(t)− 2t(1− χm),
R2m(Eym−1(t)) = Dα2∗ ym−1(t)− 2zm−1(t)+ 2(t + 1)(1− χm),
R3m(Ezm−1(t)) = tzm−1(t)+ ym−1(t)− xm−1(t)− 3
m−1∑
i=0
xi(t)xm−1−i(t)− t(1− χm),
(43)
In view of themth-order deformation Eq. (37), we can obtain the following series solution
x(t) = −2 h¯1(h¯
2
1+3 h¯1+3)
Γ (2+ α1) t
α1+1 + 2 h¯1 h¯2(h¯1+ h¯2+3)
Γ (2+ α1 + α2) t
α1+α2+1 − 4 h¯
3
1 Γ (3+ 2α1)
Γ (2+ α1)2Γ (3+ 3α1) t
3α1+2 + · · · ,
y(t) = 2 h¯2(h¯
2
2+3 h¯2+3)
Γ (2+ α2) t
α2+1 − 4 h¯1 h¯2 h¯3
Γ (2+ α1 + α2) t
α1+α2+1 − 4 h¯
2
2 h¯3
Γ (3+ 2α2) t
2α2+1 + · · · ,
z(t) = 1+ 2 h¯1 h¯3(h¯1+3)
Γ (2+ α1) t
α1+1 + 2 h¯2 h¯
2
3
Γ (2+ α2) t
α2+2 − 12 h¯
2
1 h¯3
Γ (2+ α1)2 t
2α1+2 − 2 h¯1 h¯2 h¯3
Γ (2+ α1 + α2) t
α1+α2+1 + · · · .
(44)
It is clear that the numerical results obtained using HAM is in good agreement with the exact solutions. This is illustrated
by Fig. 6. Fig. 7 shows the HAM approximate solutions for various values of α1 and α2.
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5. Conclusions
The purpose of this paper is to construct the homotopy analysis method to systems of algebraic–differential equations of
fractional order. A comparisonwith the results of other numericalmethod such as Adomian decompositionmethod indicates
that the HAM is accurate, fast and reliable for such problems. There are some important points to make here. First, we have
great freedom to choose the auxiliary parameters h¯i and the auxiliary linear operators Li. Second, the homotopy analysis
method was shown to be a simple, yet powerful analytic numeric scheme for handling systems of fractional order. Finally,
generally speaking; the proposed approach can be further implemented to solve other nonlinear problems in the fractional
calculus field.
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