Abstract. The role of aerosols, clouds and their interactions with radiation remain among the largest unknowns in the climate system. Even though the processes involved are complex, aerosol-cloud interactions are often analyzed by means of bivariate relationships. In this study, 15 years (2001)(2002)(2003)(2004)(2005)(2006)(2007)(2008)(2009)(2010)(2011)(2012)(2013)(2014)(2015) of monthly satellite-retrieved nearly-global aerosol products are combined with reanalysis data of various meteorological parameters to predict satellite-derived marine liquid-water cloud occurrence and properties by means of regionally-specific artificial neural networks. The statistical models used are shown to be capable of 5 predicting clouds, especially in regions of high cloud variability. At this monthly scale, lower tropospheric stability is shown to be the main determinant of cloud fraction and droplet size, especially in stratocumulus regions, while boundary layer height controls the liquid-water amount and thus the optical thickness of clouds. While aerosols show the expected impact on clouds, at this scale they are less relevant than some meteorological factors. Global patterns of the derived sensitivities point to regional characteristics of aerosol and cloud processes. 
only liquid-water cloud products are used. Information on aerosol loading as a proxy for cloud condensation nuclei is provided by aerosol optical depth at 0.55 µm (AOD; data set: Aerosol_Optical_Depth_Land_Ocean_Mean_Mean). Some constraints of AOD are that it can be affected by aerosol swelling due to hydration in humid environments, that it is proportional to aerosol mass and not CCN concentration, and that the retrieval describes vertically integrated information and not specifically aerosol at cloud base height where cloud condensation nuclei are typically activated (Shinozuka et al., 2015) . Stier (2016) discusses 5 that in 71 % of the ocean area, AOD only explains 25 % of the cloud condensation nuclei (CCN) variance at cloud base. Still, it is commonly used as a proxy for the columnar aerosol concentration or CCN in ACI studies (Andreae, 2009; Quaas et al., 2009 Quaas et al., , 2010 Peters et al., 2012; Koren et al., 2012) .
Satellite retrievals are combined with reanalysis data sets from the European Centre for Medium-Range Weather Forecasts (ECMWF) for information on meteorological predictors. The ERA-Interim reanalysis provides data for the time since 1979 10 and is still continued (Dee et al., 2011) . Monthly means of mean daily reanalysis data are used for information on various meteorological predictors at selected atmospheric pressure levels. Meteorological determinants may be grouped into information on relative humidity (RH -at pressure levels 950 hPa (Andersen and Cermak, 2015) , 850 hPa (Chen et al., 2014) and 700 hPa (Engström and Ekman, 2010) ), vertical velocity (W -at pressure levels 950 hPa, 850 hPa (Kaufman et al., 2005; Engström and Ekman, 2010) and 700 hPa (Engström and Ekman, 2010) ), boundary layer height (BLH (Painemal et al., 2014) ) and lower 15 tropospheric stability (LTS -computed as the difference in potential temperature between 700 hPa and the surface (Klein and Hartmann, 1993; Chen et al., 2014; Andersen and Cermak, 2015; Andersen et al., 2016) ). The reanalysis data used features an original spatial resolution of 0.5
• x0.5
• and is subsequently resampled to fit the MODIS 1
Typically, clouds form when air cools off, increasing RH. Once supersaturation is reached, water vapor can condense on the CCN. Predictors are selected that are thought to capture this very basic concept well: Vertical velocity and relative humidity are 20 selected as indicators of cloud dynamics and stratification at various pressure levels. CCN are represented by AOD, and BLH and LTS describe the large-scale setting. All predictors have been shown to be relevant determinants of liquid-water clouds or their interactions with aerosols in the studies named above. When available, vertically resolved information is preferred to column integrated (e.g. RH at three different pressure levels is preferred to total columnar water vapor), in order to trace processes at various atmospheric levels. While a higher number of reasonable predictors is likely to marginally increase the 25 skill of the ANN, it would increase model complexity and make interpretation more difficult.
By design the data sets applied in this study average over time and space. While on these scales, the causal sequence of cloud processes may not be intact and the processes themselves cannot be observed, their overall ramifications are thought to be represented adequately, in that temporal averaging is intended as a proxy for process relationships.
Artificial neural networks and study design
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Basics of artificial neural networks
Machine learning systems consist of a set of numerical operators designed to compute a designated output on given input data. The basic principles, such as the number of numerical links between parameters, are fixed. Artificial neural networks can be described as a branch of machine learning systems. Multilayer perceptrons are a specific type of neural network that are commonly used in the atmospheric sciences and environmental sciences in general, as they are able to model highly nonlinear functions. This type of ANN consists of several layers of interconnected neurons. In general, the architecture of multilayer perceptron ANNs is variable but a typical ANN may consist of an input layer, at least one hidden layer and an output layer. The information from an input pattern is strictly passed from the input layer via the hidden layer(s) to the output layer that yields the desired output pattern (feed-forward ANN). Multilayer perceptron ANNs are fully connected, i.e. each neuron is connected 5 to every neuron in the neighboring layer(s). All connections between neurons in the ANN are specifically weighted so that the information passed to a neuron is the sum of the weighted outputs from the previous layer (net input). The neuron modifies the information by multiplication with a nonlinear transfer function and passes this information through specific weights to all neurons of the following layer (Gardner and Dorling, 1998) .
In general, these types of ANNs learn through training. During the training period a subset of the input and output data 10 sets are fed into the ANN. Using this training data, a learning algorithm adjusts the individual weights of each neuron in the network to minimize the error of the output (e.g. the difference between the modeled and observed outputs). The speed of the learning process is adjusted by a learning rate that determines the step size taken during the iterative learning process. While a high learning rate leads to faster convergence, it may miss a global optimum. An additional momentum term adds a fraction of the previous weight change to the current weight change to assist the optimization algorithm out of local minima (Gardner and 15 Dorling, 1998). After the learning algorithm has reached convergence, the predicted output of the network can be compared to the original output for an estimate of model skill. To ensure that the ANN does not only represent the particular data used in the training (overfitting) and is able to generalize the functional relationships underlying the training data, the model is validated using a second independent subset of the input data. If the ANN is able to generalize the relationships between the data sets, the difference between training and validation errors and the overall error are small. The ANN is tested on a third set 20 of independent data to ensure that the model is not overfit to the validation data.
Design of the study and application of the neural network
The ability of the ANN to predict cloud occurrence, properties and radiative effects is dependent not only on an informed choice of predictors, ANN also require sufficient data that fully represent all cases that the ANN is required to generalize, as ANNs 25 perform well for interpolation but poorly for extrapolation (Gardner and Dorling, 1998) . In order to circumvent sampling issues and to enable a direct comparability of results in different regions, the near-global data sets are summarized in 40x20 equal area grid cells by aggregating grid cells at the original spatial resolution of 1
• . This leads to an increase from the original 180 data points (15 years, 12 months) for each input/output to between 8,000 and 14,000, depending on the number of 1
• pixels that fall into a specific region. The ANN is only applied in grid cells where a minimum of 2000 valid observations exist.
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In each equal area, an independent ANN is trained over 500 epochs (i.e. number of times the network iterates over the training data) with 60 % of the data, validated and tested on 20 % of the data each. A simple network topology with one hidden layer consisting of five hidden neurons is applied a) for a more comprehensible model and b) to reduce potential overfitting (Gardner and Dorling, 1998) continuous function (Cybenko, 1989; Funahashi, 1989; Hornik et al., 1989; Kecman and Vojislav, 2001; Olden and Jackson, 2002; Di Noia et al., 2013) . A hyperbolic tangent is used as the activation function, the weights are initialized randomly from a uniform distribution between -0.1 and 0.1. Gradient descent (Werbos, 1990; Le et al., 2017 ) is used as the optimization algorithm, with a learning rate of 0.003 and a momentum of 0.01. In-depth testing was undertaken to adjust the details of the model's settings by comparing model skill for a wide number of model setups as in Hartmann et al. (2016) . Once the 5 ANN is trained and able to generalize the relationships between the data sets adequately, sensitivity analyses are conducted.
Sensitivities are systematically tested by varying each input variable while holding all other input variables constant, e.g., at their average. In this way the individual contributions of each variable can be analyzed (Olden and Jackson, 2002) . A schematic view on the general architecture of the ANN and the training, validation and sensitivity steps is given in The ANN skill in modeling the desired outputs is evaluated with the correlation (R 2 ) between ANN testing output and the 10 corresponding observation data. Sensitivities are only computed for grid cells, where the ANN R 2 > 0.5 and the root mean square error relative to the mean (rel. RMSE) < its global average in order to exclude unreasonable models. In order to derive a representative and meaningful sensitivity, the mean of ANN-predicted outputs are compared for two groups of input data:
all retrievals of a specific predictor smaller than its 25th percentile and those greater than its 75th percentile; in all cases, the other predictors are held constant at their grid-cell specific mean values. In comparison to a stepwise increase of one specific 15 predictor, a more relevant measure of a typical sensitivity can be derived, as the predictor distribution is considered. Thus, in the context of this study, the sensitivity is defined as the mean difference between the predicted cloud property in the groups of low and high predictor values. Typically, the aerosol effect on e.g. CDR is described by the δlog(CDR)/δlog(aerosol)
relationship, where aerosol can be either AOD or aerosol index (e.g. Costantino and Bréon, 2013) . While this gives a regionally comparable estimate of the aerosol-cloud sensitivity, it does not explicitly consider the meteorological framework. For all predictands there is a large spread in model skill, leading to distinct regional patterns as illustrated in Fig. 3 . The skill of the ANNs is generally higher in the atmospherically stable regions off the western continental coastlines that are dominated by stratocumulus clouds. Less skilled ANNs can generally be found in the (sub-)tropic Pacific and the Indian Ocean.
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The global spatial patterns of ANN skill are likely linked to the spatial patterns of the variability of the specific predictands (Fig. 4) . A strong dependence on the variability can be noted for CLF and CDR ( Fig. 4a and 4b) , i.e. a higher variability enables the ANN to more skillfully represent the inherent relationships. This is sensible, as a higher predictand variability offers the ANN a stronger signal from which it can learn.
Determinants of cloud occurrence and properties
Sensitivities are analyzed in all ANNs with a skill of R 2 > 0.5 and with a rel. RMSE that is smaller than its global average. Figure 5 shows globally summarized mean and standard deviation of all predictor sensitivities for CLF (Fig. 5a ), CDR (Fig. 5b) , 5 LWP ( Fig. 5c ) and COT (Fig. 5d) . Positive sensitivities point towards a positive response to an increase in the specific predictor while holding the other predictors constant at their regional average values. CLF shows the greatest sensitivity to LTS, where an increase in LTS leads to a strong increase in CLF, underlining the importance of LTS found in earlier studies (e.g. Klein and Hartmann, 1993; Matsui et al., 2004; Andersen and Cermak, 2015) . CLF is also positively related to relative humidity at all assessed pressure levels, with the strongest sensitivity at 950 hPa, where stratocumulus clouds and transitional clouds between 10 stratocumulus and shallow cumulus are located (Gryspeerdt and Stier, 2012; Andersen and Cermak, 2015) . While boundary layer height and aerosol are also positively connected to CLF, W sensitivity varies in sign. Sensitivities associated with W can generally be interpreted as the change in the predictand when W changes from updrafts to downdrafts. The most relevant 7 Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2017 Discuss., doi:10.5194/acp- -282, 2017 Manuscript under review for journal Atmos. Chem. Phys. pressure level in terms of W seems to be 700 hPa, with strong positive sensitivities, illustrating that the downdrafts at 700 hPa associated with stable conditions in the lower troposphere correspond to an increase in CLF. In terms of CDR sensitivities, LTS also displays the strongest effect, with an increase in LTS connected to a distinct reduction in droplet size. RH at 850 hPa exerts the strongest positive CDR sensitivity, with many of the cloud tops located at this pressure level. AOD has a notable sensitivity, showing a distinct negative association to CDR as previously assumed. Generally, updrafts favor larger CDR, with a stronger property. RH facilitates thicker clouds containing more liquid water, especially free tropospheric relative humidity at 700 hPa seems to have a positive impact on LWP and COT, as higher humidity levels at 700 hPa are likely to weaken drying effects of entraining air masses (Ackerman et al., 2004; Chen et al., 2012 Chen et al., , 2014 . While increases in aerosol lead to a negative LWP response, this does not lead to a similarly strong COT reduction. W is negatively related to both cloud properties, as situations 5 with updrafts generally produce thicker clouds, the most relevant pressure level is at 850 hPa. The application of an individual ANN in every grid cell enables the analysis of regional patterns of the derived sensitivities.
Panels of the left-hand column of Fig. 6 show regional patterns of CLF sensitivities, the panels of the right-hand column show 9 Atmos. Chem. Phys. Discuss., doi:10.5194/acp-2017 Discuss., doi:10.5194/acp- -282, 2017 Manuscript under review for journal Atmos. Chem. Phys. Discussion started: 31 March 2017 c Author(s) 2017. CC-BY 3.0 License.
regional patterns of CDR sensitivities. The range of the colorbars is identical within each column, so that both the overall magnitude as well as the spatial patterns of the sensitivities can be compared. LTS is the strongest determinant for CLF and is positively related to CLF everywhere on Earth, with especially strong sensitivities in atmospherically stable regions off the western coasts of the continents, where stratocumulus clouds are predominant (Klein and Hartmann, 1993; Russell et al., 2013) .
In these regions RH shows a strong positive CLF sensitivity at 950 hPa, pointing to the relevance of low-level humidity in these Sea are exceptions. In these regions dust particles make up a significant portion of the aerosol species composition (Prospero, 1999; Kaufman et al., 2005) , which may lead to larger droplet sizes when dust aerosols act as giant CCN (Levin et al., 2005; Barahona et al., 2010) . LTS is negatively associated with CDR, especially south of 30
• and in the subtropical Atlantic as found by Matsui et al. (2006) , as high LTS environments are connected with weaker updrafts and a shallower boundary layer, limiting cloud droplet growth. This excludes the Southeast Atlantic, where stable conditions may trap the humidity in the 15 boundary layer (Johnson et al., 2004; Painemal et al., 2014; Andersen and Cermak, 2015) . Similar effects may occur in the Southeast Pacific as well. RH features the strongest positive CDR sensitivity at 850 hPa with distinctly strong sensitivities in the subtropic regions, where cloud tops are frequently located at this pressure level (Gryspeerdt and Stier, 2012) . Compared to these factors, W at 700 hPa seems to be a relevant determinant in very selected, mostly tropical regions only.
Summary and conclusions
20
The central aim of this study was to identify and analyze the main determinants of marine liquid-water clouds and their sensitivities. Artificial neural networks were shown capable of predicting cloud patterns on a global scale well, although ANN skill is dependent on the cloud property and its variability. Regions with a strong monthly variability such as the stratocumulus regions that feature a strong seasonal cycle are most skillfully represented.
Sensitivities were derived for all predictor-predictand combinations, revealing LTS to be the main determinant of monthly 25 liquid-water cloud occurrence and properties. LTS is positively related to CLF on a global scale, with especially strong regional sensitivities in the subsidence regions and the mid-latitudes. In most of these regions, LTS features a strong negative sensitivity towards CDR. One exception to this negative CDR-LTS relationship is the Southeast Atlantic, where high LTS conditions may trap humidity in the boundary layer, causing larger CDR and hence a positve CDR-LTS relationship (Johnson et al., 2004; Painemal et al., 2014; Andersen and Cermak, 2015) . The sensitivity of cloud properties to changes in relative humidity is 30 dependent on both region and pressure level. CLF in regions that feature predominantly stratocumulus clouds or other lowlevel clouds is most sensitive to RH at 950 hPa, whereas tropical regions with thicker boundary layers are more sensitive to RH at higher altitudes. CDR sensitivity to RH is stronger at higher pressure levels, where the cloud-tops are likely located. CDR sensitivity to W 700 In addition to this, BLH is found to be a main determinant of LWP and COT. One should note though, that not all of the observed predictor-predictand sensitivities are necessarily a result of a direct physical relationship between the predictor and the predictand, but may in part be due to spurious covariations. For example, CLF and AOD are both positively related to RH, potentially contributing to the observed positive AOD-CLF sensitivity. Issues of this kind are addressed here by including information on all relevant parameters in the ANN. The results lead to the conclusion that on the system scale the aerosol may be viewed as a relevant determinant of marine 10 liquid-water cloud fraction and microphysical properties, but only a secondary determinant for cloud optical thickness. On the scales considered here, lower tropospheric stability is the key controlling factor of cloud occurrence and droplet size, while boundary layer height controls the liquid water path and thus optical thickness of the cloud. To address climate effects in a straight-forward manner, future research may apply this study's approach to investigate the global determinants of cloud radiative effects.
