Accurate estimation and reliable universal performance of reference evapotranspiration (ET 0 ) obtained from a few meteorological parameters are important for the rational planning of agricultural water resources and the effective management of water in irrigated regions. Meteorological data in southern China were used to calculate ET 0 using the standard Penman-Monteith formula and determined the core decision variable (hours of sunshine, N ) and the limited decision variable (relative humidity, RH) using path analysis. Estimation models using an artificial neural network and wavelet neural network were established for the Wuhan and Guangzhou meteorological stations. The statistical indices were positively correlated with the decision contribution rates to ET 0 . The ET 0 values for other stations in southern China were all estimated by these models, which were trained for the Guangzhou station, and then made a total comparison with Hargreaves-Samani (HS) and
INTRODUCTION
Reference evapotranspiration (ET 0 ) is a critical parameter for calculating evapotranspiration and estimating actual crop water requirements and is widely used for choosing an irrigation system, optimizing crop planting structure, and enriching field water balance theory. Determining the characteristics of water consumption for a crop simultaneously could provide a reliable basis for the deployment of farmland water management and the allocation of agricultural water resources versal application, however, cannot be fully implemented using these many parameters, so fewer (one or two) decisive meteorological parameters should be used to estimate ET 0 for providing a reliable theoretical basis for real-time estimation and application, especially in developing countries and regions which suffer from lack of instruments and sensors (Shiri et al. , b) .
Hence, the development of more efficient ET 0 estimating models is now of great importance when only few climatic data are available (Shiri et al.  On the other hand, the wavelet analysis provides a useful method to decompose the observed available data, in terms of both time and frequency (Daubechies ).
Partal () utilized wavelet transform to decompose and reconstruct the climate data for ET 0 estimation. Wavelet analysis, however, focuses on determining the required components of each selected climate factor instead of choosing the core parameters from all meteorological factors, which is different from path theory. Furthermore, the established models based on wavelet analysis are difficult to popularize, largely attributed to heavy workload and difficult consistentcomponent decision.
In fact, many studies have analysed the selection of meteorological parameters and the estimation accuracy during the establishment of neural network models for ET 0 estimation, but most were suitable only for a limited area and were unable to obtain effective estimates when the study area expanded. The universal analysis of ET 0 estimation based on an ANN model is extremely necessary. When the daily meteorological data from various capital cities in southern China for 1969-2010 had been prepared as the origin data, the study first calculated the reference ET 0 values using the PM equations, applied path analysis for the ET 0 values and various meteorological parameters, analysed the strength of the interactions between the meteorological parameters, and finally selected a few core decision parameters. Meteorological stations which had the same selected parameters were merged into a group, and a base station which had the most influential corresponding decision parameters was chosen from each group. Then, the ANN and WNN models could be established by investigating the estimation accuracy and reliability with the selected meteorological parameters, the data from each base station were used to train these neural network models, and the data from the other stations were used for the estimation and universal analysis. The estimation accuracy and reliability of these models were analysed and compared with those of some empirical equations in order to provide solid technical support for applying the model.
MATERIALS AND METHODS

Study area and data sources
China is divided into northern and southern regions by the 
Reference evapotranspiration
The PM equations are based on the energy balance and water vapour diffusion theories and so provide a better theoretical basis and much higher accuracy than other methods for calculating ET 0 and take into account both the physiological characteristics of crops and the changes in aerodynamic parameters (Allan et al. ) . The PM FAO-56 formula, recommended after years of research and improvement, is:
where ET 0 is the reference evapotranspiration calculated by the PM method (mm·d À1 ), R n is the net radiation at the crop surface (MJ·m À2 ·d À1 ), G is the soil heat-flux density (MJ·m À2 ·d À1 ), T is the mean daily air temperature at a height of 2 m ( W C), U 2 is the wind speed at 2 m (m·s À1 ), e s is the saturation vapour pressure (kPa), e a is the actual vapour pressure (kPa), Δ is the slope of the vapour-pressure curve (kPa· W C À1 ), and γ is the psychometric constant (kPa· W C À1 ). could compute ET 0 only by the temperature data. These two equations are listed as follows:
where ET 0PT is the reference evapotranspiration estimated by the Priestley-Taylor method (mm·d À1 ), ET 0HS is the reference evapotranspiration estimated by the Hargreaves-Samani method (mm·d À1 ), R a is the daily extraterrestrial radiation (MJ·m À2 ·d À1 ), and λ is the latent heat of evaporation (MJ·kg À1 ).
Path analysis theory
Path analysis was first proposed in 1921 as a mathematical and statistical method by the geneticist Sewell Wright. where P i is the direct path coefficient, and represents the direct effects between x i and y; r ij P j is the indirect path coefficient, and shows the indirect effects of x i on y through x j .
Another important indicator is the decision contribution 
where i(1Àn) is the ith input layer neuron and n is the number of input layer neurons; x i is the different meteorological factors of the input layer; k(1Àm) is the kth hidden layer neuron and m is the number of hidden layer neurons; y k is the input vector of the hidden layer. In addition, P is the calculation output as ET 0 , and the number of output layer neurons is only 1. f is the transfer functions between the adjacent layers, including the sigmoid function f 1 (x) and
the purelin function f 2 (x). The upper layer nodes and the lower layer nodes are connected by the weights W ik and V k , and the thresholds θ k and λ.
Overall, the two steps of forward propagation of a signal and the BP of the error are executed alternately in the BP neural network model using the iterative gradient-descent technique to gradually minimize the quadratic error function defined in Equation (7). Once the target error and training parameters are established, the network model can approximate a nonlinear continuous function with any arbitrary precision by continuously correcting the network weights and thresholds.
in which P n is the computed output by this ANN model, and O n is the observed value of ET 0 calculated by the PM method, N is the number of training data sets.
Wavelet neural network
WNN is an ANN model constructed based on wavelet analysis. The typical architecture of WNN is shown in Figure 3 . Compared with the classical ANNs, the neurons in the hidden layer are named wavelons and the activation function is a wavelet family instead of the conventional sigmoid function (Alexandridis & Zapranis ) . A family of wavelets can be constructed from a cluster of 'mother wavelets' φ(x), which consists of the different 'daughter wavelets' φ a,b (x) (described in Equation (8)) formed by dilation (a) and translation (b) (Chauhan et al. ) . In this study, the Gaussian wavelet function defined by Equation (9) was chosen as the activation function, then the mathematical representation of the WNN model is given by Equation (10).
The training parameters of WNN models consist of the dilation factors a k , the translation factors b k , and the weight coefficients between the wavelet neurons and the input/ output layer w ik , v k . These parameters were computed and adjusted during the training process, and the optimized values could be obtained by the same quadratic error function represented in Equation (7).
Statistical indices
Five statistical indices, root mean square error (RMSE), mean absolute error (MAE), mean absolute per cent error (MAPE), Nash-Sutcliffe efficiency (NSE) and the coefficient of determination (R 2 ), were selected to evaluate the efficiency of the alternative ANN models and these empirical ET 0 equations:
and
where M is the number of observed data points, E i is ET 0 obtained by the estimated models, C i is ET 0 calculated with the PM method, Ê is the average of the data arrays of E i , and Ĉis the average of the data arrays of C i .
In addition, the linear regression equation y ¼ ax þ b
was also introduced to calibrate the performance of these estimation models. Where y is the ET 0 values calculated by the PM method, x is the ET 0 values estimated by any other empirical method or ANN model; a is the slope and b is the intercept.
RESULTS AND ANALYSES
Selection of decisive meteorological parameters Table 3 .
The ANN models with single (N) or double (N and RH) parameters produced reasonable and effective estimates for the Wuhan and Guangzhou stations ( Figure 4 and Table 3 ).
For the single-parameter model for the Wuhan and Guangzhou stations, the RMSE was 0.41 and 0.29 mm, the MAE was 0.32 and 0.24 mm, the MAPE was 6.9 and 5.4%, and the NSE was 0.8362 and 0.8834, respectively. The introduc- Simultaneously, the estimation situations obtained by the WNN models were very similar to the above ANN models, and the statistical indices from the WNN models were mostly superior compared with the ANN models. It could be concluded that using the Gaussian wavelet function as the activation function improved the neural In summary, the above results indicated that all models met the requirements of good estimates and acceptable accuracy in actual application, and the double-parameter The calculated statistical data estimated by ANN model in Table 6 indicated that the cumulative R dc decreased smoothly from 0.90 to 0.80 at each station, RMSE climbed gradually from 0.14 to 0.31 mm, MAE grew modestly from 0.11 to 0.24 mm, MAPE increased slightly from 2.5 to 5.4%. R 2 remained within the excellent range of 0.928-0.973, NSE could be maintained at a level of above 0.80.
In addition, the fitted equations and higher R 2 values for all stations indicated high estimation accuracy and consistent universal performance. These results suggested that the ANN model established for the Guangzhou station based on two meteorological parameters (N and RH) had a strong regional universality in southern China.
Despite the fact that the WNN model has a higher performance of elasticity and plasticity, the universal estimation results listed in Table 7 are not as satisfactory as the traditional ANN model. Among all the stations, two-thirds of RMSE exceeded 0.30 mm, half of MAE and MAPE were values for all stations still performed well and other statistical indices ranged into an acceptable scope that could adapt the actual requirement in universal application.
Comparison of the estimation models with the empirical equations
All the validation data results from the selected 12 meteorological stations, which were calculated by the above neural network models, were mixed together and compared with some empirical models in order to further evaluate the gen- 2. The single-parameter (N ) and the double-parameter (N and RH) neural network models based on the path theory estimated ET 0 accurately for the Wuhan and Guangzhou stations. The cumulative decision contribution rates to ET 0 were positively correlated with the error statistical indicators, demonstrating the robustness and reliability of these estimation models.
DISCUSSION AND CONCLUSION
3. The double-parameter (N and RH) ANN and WNN models had the highest P and R dc and the best estimation accuracy at the Guangzhou station. This local model also had higher accuracy and more consistent reliability than some empirical models when applied to other stations in southern China, confirming that this model had significant potential in agricultural applications.
In summary, the neural network estimation models with few parameters based on the principle of path analysis theory performed well, with high accuracy, consistent reliability, and robust universality. Path analysis theory thus provided a scientific basis that could feasibly be applied to choose the decisive parameters. Only two meteorological parameters (N and RH), however, could be directly applied to establish these models for estimating ET 0 for actual production, whether or not the meteorological data were fully available for some regions in southern China. Moreover, when some comparisons are made by path analysis at a large scale, it is helpful and useful to extract some stations which have the same decisive parameters into the same group in order to make further universal estimation. These concise neural network models with fewer variables have higher potential and promotional value for actual production than the empirical models, not only near the large capital cities, but also in smaller neighbouring areas.
