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Abstract—Distributed algorithms for solving additive or con-
sensus optimization problems commonly rely on first-order or
proximal splitting methods. These algorithms generally come
with restrictive assumptions and at best enjoy a linear con-
vergence rate. Hence, they can require many iterations or
communications among agents to converge. In many cases,
however, we do not seek a highly accurate solution for consensus
problems. Based on this we propose a controlled relaxation of
the coupling in the problem which allows us to compute an
approximate solution, where the accuracy of the approximation
can be controlled by the level of relaxation. The relaxed problem
can be efficiently solved in a distributed way using a combination
of primal-dual interior-point methods (PDIPMs) and message-
passing. This algorithm purely relies on second-order methods
and thus requires far fewer iterations and communications to
converge. This is illustrated in numerical experiments, showing
its superior performance compared to existing methods.
Index Terms—Distributed optimization, data analysis, consen-
sus, primal-dual method, data analysis.
I. INTRODUCTION
Many optimization problems in e.g. machine learning, con-
trol and signal processing [3], [9], [5], [19] can be formulated
as
minimize
x
1
N
N∑
i=1
fi(x) + gi(x), (1)
where the convex functions fi : Rp → R and gi : Rp → R are
smooth and non-smooth, respectively, such that Fi = fi + gi
is Lipschitz continuous. Here we assume that x ∈ Rp, where
p is not overly large, whereas N can be potentially large.
It is sometimes impossible to solve these problems using
centralized optimization algorithms. This is commonly due to
computational issues, e.g., when N is very large, or due to
privacy requirements. In these cases, a solution is provided by
distributed algorithms, which solve the optimization problem
using a network of computational agents that can collaborate
and communicate with one another. These algorithms com-
monly rely on consensus formulations of the problem and are
typically based on first-order splitting methods, see e.g., [2],
[17], [5], [20], [3], [6]. Thus, these methods are slow with
sub-linear or at best linear convergence rates, [5], [20], [17].
Moreover, they sometimes require further assumptions, such
as smoothness or strong convexity of the cost function, and
are commonly sensitive to the scaling of the problem. Among
these algorithms the ones based on proximal point methods or
proximal method of multipliers are less sensitive to scaling,
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see e.g., [7], [3], [6], and require less iterations to converge.
However, each iteration is generally far more computationally
demanding than that of gradient-based or subgradient-based
algorithms.
In order to reduce the required number of iterations and
sensitivity to scaling, attempts have been made to combine first
and second order methods, see e.g., [1], [21], [16]. However
due to reliance on first-order methods, these algorithms still
require many iterations to converge. In a distributed setting,
this means that they require many communications among
computational agents, which gives rise to non-negligible com-
munication overhead. In order to address all these issues,
we set out to devise algorithms that solely rely on second-
order methods, which allow for (i) more efficient handling of
the problem data, (ii) convergence in few iterations, and (iii)
efficient use of parallel/distributed computational platforms
and cloud/edge computing for solving the problem. To reach
this goal, we face two main hurdles. Firstly, using second-order
methods for solving (1) in a distributed or parallelized manner
is generally not possible due to the fact that the subproblems
in (1) are all fully coupled. Secondly, second-order methods
cannot be applied directly for solving this problem, due to
the fact that the functions Fi are non-differentiable or not
continuously differentiable.
In this paper, we show how these hurdles can be overcome.
In Section II, we first present a controlled relaxation to the
coupling among the subproblems in (1). By solving the relaxed
formulation we obtain an approximate solution for (1), where
the accuracy of the approximation is controlled by the level
of relaxation. This is motivated by the fact that in many
applications we do not seek an exact solution to (1), for
instance due to the uncertainty present in the problem data.
A similar relaxation was considered in [13], but based on a
different motivation and and for handling streamed data.
Next, we propose to use primal-dual interior-point meth-
ods (PDIPMs) (reviewed in Section III) for solving the re-
laxed problem. The convergence of these methods is well-
established, see e.g., [4], [22]. The proposed relaxation allows
us to impose a coupling structure on the problem that can
be represented as a tree. This opens up for using message-
passing to compute the search directions and other parameters
exactly through conducting recursions over the tree structure
(see also [11]). Hence, distributing the computations does not
jeopardize the convergence of the PDIPM. Message-passing
is briefly discussed in Section IV. The resulting algorithm
provides superior performance in comparison to recently de-
veloped high-performance distributed algorithms, as shown in
Section V using multiple numerical experiments.
II. A CONTROLLED RELAXATION AND REFORMULATION
In order to impose a desirable structure on (1), let us
consider a relaxation of the problem given as
minimize
x,xi
1
N
N∑
i=1
Fi(x
i) (2a)
subject to ‖x− xi‖2 ≤ ε2, i = 1, . . . , N. (2b)
Note that the terms in (2a) are decoupled. The approximate
coupling among these terms are now described using the
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2Algorithm 1 Primal-dual Interior-point Method [22], [4]
1: Given feasible iterates
2: repeat
3: Compute the primal-dual search directions
4: Compute appropriate primal and dual step sizes
5: Update primal and dual iterates
6: Update the perturbation parameter
7: until stopping criteria is satisfied
constraints in (2b). Let us denote an optimal solution of the
problem in (1) with x∗ and that of (2) with x∗rel and x
i,∗. It is
possible to compute satisfactory suboptimal solutions for (1)
by solving (2), as quantified by the following theorem.
Theorem 1: Let us assume that the Lipschitz constant for
each Fi is denoted by Li. Then we have
1
N
N∑
i=1
Fi(x
∗
rel)− Fi(x∗) ≤ ε
N
L, (3)
where L =
∑N
i=1 Li. Furthermore, if the cost function is
strongly convex with modulus m, we have ‖x∗rel−x∗‖2 ≤ 2εLNm .
Proof 1: See Appendix B. 
If the tolerated suboptimality of the solution is εtol, choosing
ε = Nεtol/L guarantees that xrel∗ gives a satisfactory solution.
Moreover, if the problem is strongly convex, given a threshold
εvar concerning the accuracy of the solution, if we choose
ε = Nmεvar2L , we can guarantee that the obtained solution will
satisfy the accuracy requirements. It goes without saying that
the smaller the ε, the more accurate the computed solution.
However, care must be taken as choosing extremely small
values for this parameter can give rise to numerical issues.
In general, e.g., provided that the data is normalized, we can
compute accurate enough solutions using moderately small
values of ε, see Section V.
In this paper, we devise a distributed algorithm for solv-
ing the relaxed problem (2), purely relying on second-order
methods. Due to non-smoothness of the objective function,
however, second-order algorithms cannot be directly applied.
Instead, we introduce additional variables and constraints in
order to equivalently reformulate the problem as (see e.g., [4]),
minimize
x,xi,ti
1
N
N∑
i=1
hi(x
i, ti) (4a)
subject to Gi(xi, ti) ≤ 0, i = 1, . . . , N (4b)
Ai
xi
ti
 = bi, i = 1, . . . , N (4c)
‖x− xi‖2 ≤ ε2, i = 1, . . . , N (4d)
where hi : Rp+di → R is smooth, the variables ti ∈ Rdi
denote the additional variables, and the constraints in (4b)
and (4c) are the additional inequality and equality constraints,
with Ai ∈ Rui×(p+di) and Gi : Rp+di → Rmi . For
instance when the non-smooth terms in the objective function
are indicator functions for convex sets, the problem can
be reformulated by removing these terms and adding the
corresponding constraints to the problem. Another common
approach for reformulating e.g., problems of the form in (2)
as in (4), is through the use of epigraph reformulations [4].
Other approaches are also possible, see e.g. [4], but for the
sake of brevity we do not discuss them here.
III. PRIMAL-DUAL INTERIOR-POINT METHODS
PDIPMs are the state-of-the-art iterative solvers for prob-
lems like (4). A generic description of these methods is
given in Algorithm 1, [22], [4]. Let us denote the dual
variables for the constraints in (4b), (4c) and (4d) with zi,
vi and λi, respectively. At each iteration k, given feasible
primal and dual iterates, i.e., such that Gi(xi,(k), ti,(k)) < 0,
‖x(k) − xi,(k)‖2 < ε2, zi,(k) > 0 and λ(k)i > 0, one way of
computing the search directions requires solving an equality
constrained quadratic program, see [11]. Particularly, for the
problem in (4), the QP that needs to be solved takes the form
minimize
∆x,∆xi,∆ti
N∑
i=1
1
2

∆xi
∆ti
∆x

T  Hi,(k)ll Hi,(k)lg
(H
i,(k)
lg )
T H
i,(k)
gg

︸ ︷︷ ︸
H
i,(k)
pd

∆xi
∆ti
∆x

+

∆xi
∆ti
∆x

T ri,(k)l
r
i,(k)
g
 (5a)
subject to Ai
∆xi
∆ti
 = ri,(k)primal (5b)
Through solving (5) we can compute the primal directions
∆xi,(k+1), ∆ti,(k+1) and ∆x(k+1) together with the dual di-
rections ∆vi,(k+1), see [11]. It is then possible to compute the
remaining dual variables’ directions ∆zi,(l+1) and ∆λ(k+1)i ;
the explicit expressions are provided in Appendix A together
with expressions for the data matrices appearing in (5). For
more details on how these matrices are formed, see e.g., [22]
or [11, Sec. 5 and 6].
At this point, we can compute an appropriate step size,
e.g., using back-tracking line search that assures feasibility of
the iterates and persistent decrease of the norm of primal and
dual residuals, [22], [18], [4]. We can then update the iterates
and the procedure is continued until certain stopping criteria
are satisfied. These are commonly based on primal and dual
residuals norms and the so-called surrogate duality gap, see
[22], [11] for more details.
During the run of a PDIPM, the main computational burden
arises from the computation of the search directions, which
requires solving (5). Indeed, the cost of this can be prohibitive
in many cases. Also, for problems that come with privacy
requirements, the computations cannot be done in a centralized
manner. However, due to the coupling structure of the problem
in (4), which is also inherited by (5), it is possible to
distribute the computations at each iteration of the PDIPM
using message-passing (or dynamic programming) over trees
as discussed in [11]. Next, we show how this can be done for
the problem under study.
IV. DISTRIBUTED COMPUTATIONS
Let us reconsider the problem in (4). This problem is made
up of N subproblems, each of which is defined by a term in the
3Fig. 1. Tree representation of the coupling structure of (2).
cost function and its corresponding constraint set described by
each term in (4b)–(4d). The coupling structure of this problem
can be represented using the tree illustrated in Figure 1.
Recall that the main computational burden of a PDIPM
applied to (4) corresponds to the computations of the search
directions, i.e. solving the QP in (5). Note that this QP inherits
the same tree representation and, hence, we can solve the
problem in (5) by conducting message-passing upward and
downward through the tree, see [11], [12]. For this purpose,
we first assign each subproblem i in (5) to each leaf i of the
tree. Then, considering the star-shape structure of the tree, at
each iteration k, agents at the leaves of the tree compute their
messages to the root of the tree simultaneously. Specifically
each agent first computes the search directions for the local
variables ∆xi and ∆vi as a function of ∆x by solvingHi,(k)ll (Ai)T
Ai 0


∆xi
∆ti
∆vi
 =
−ri,(k)l
r
i,(k)
primal
−
Hi,(k)lg
0
∆x,
the result of which can be written compactly as
∆xi
∆ti
∆vi
 =
ui,(k)1
u
i,(k)
2
+
U i,(k)1
U
i,(k)
2
∆x. (6)
By inserting the solutions from (6) into the cost function of
the local subproblems, we obtain quadratic functions in ∆x,
with Hessian and linear terms given by
Qi,(k) = Hi,(k)gg + (U
i,(k)
1 )
TH
i,(k)
ll U
i,(k)
1 +
(U
i,(k)
1 )
TH
i,(k)
lg + (H
i,(k)
lg )
TU
i,(k)
1 ,
qi,(k) = ri,(k)g + (U
i,(k)
1 )
T r
i,(k)
l + (H
i,(k)
lg )
Tu
i,(k)
1 +
(U
i,(k)
1 )
TH
i,(k)
ll u
i,(k)
1 ,
respectively. These quadratic functions are then sent to the
root. The agent at the root will then form and solve the
optimization problem
minimize
∆x
1
2
N∑
i=1
∆xTQi,(k)∆x+ ∆xT qi,(k)
which gives the search direction ∆x, that it then communicates
downwards to its children. Each agent at the leaves of the
tree, having received ∆x, can then compute its local variables’
search directions using (6).
Notice that computing stepsizes and residuals, updating the
perturbation parameters and checking the termination condi-
tion require conducting summing or computing minimum or
maximum of local quantities over the tree, and hence, we
can use the same computational structure for this purpose,
see [11, Sec. 6.3]. Consequently, combining message-passing
Algorithm 2 Distributed Primal-dual Algorithm (DPDA)
1: Given k = 0, µ > 1, ε > 0, d > 0, feas > 0, x(k), xi,(0), ti,(0)
zi,(0), vi,(0) and λ(0)i , such that G
i(xi,(0), ti,(0)) < 0, ‖x(0) −
xi,(0)‖2 < ε2, zi,(0), λ(0)i > 0 for all i = 1, . . . , N , ηˆ(0) and
δ = µm/ηˆ(0)
2: repeat
3: Perform message-passing upwards and downwards through the
tree in Figure 1 to compute the search directions
4: Compute a proper step size, α(k+1), by performing upward-
downward passes through the tree, see [11, Sec. 6.3] for
details.
5: Update the primal and dual iterates using the computed search
directions and step size
6: Perform upward-downward pass through the tree to decide
whether to terminate the algorithm and/or to update the
perturbation parameter δ = µm/ηˆ(k+1).
7: k = k + 1.
8: until the algorithm is terminated
and PDIPMs results in a scalable and distributed algorithm,
that purely relies on second-order methods, for solving the
problem in (2). A generic summary of the proposed algorithm
is given in Algorithm 2. Note that mixing message-passing and
PDIPMs does not affect their convergence and the proposed
method thus inherits properties such as superlinear conver-
gence and finite termination of PDIPMs. See Appendix C for
further discussion.
Remark 1: The coupling structure presented in Figure 1
is imposed based on the way the constraints in (2b) are
introduced. It is possible to impose other structures, e.g.,
chain-like or balanced trees, by modifying the way these
constraints are introduced. Doing so requires recomputing the
bounds calculated in Section II to match this structure.
Note that all agents have access to their local variables
updates xi,(k) and that of the global one x(k) as depicted
in Figure 1, and all agents consider the solution for x as
the computed parameters. This means that we have exact
consensus among agents.
V. NUMERICAL EXPERIMENTS
In this section we apply the proposed algorithm DPDA
to robust least squares and logistic regression problems, and
compare its performance with that of alternating direction
method of multipliers (ADMM), [3], and algorithms presented
in [20] and [16]. We refer to these algorithms as EXTRA
and ESOM, respectively. These algorithms are chosen based
on their superior performance in comparison to commonly
used algorithms for distributedly solving problems of the
form (1). We compare the performance of the algorithms
based on their iterations count and computational time. We
do not claim that any of the algorithms (including DPDA) has
been implemented in their most efficient manner, which can
potentially affect the reported computational time, whereas the
iteration count to be less susceptible to this. Another reason
for considering the iteration count is that it corresponds to
the number of communications among agents. This is a good
performance measure since for many existing algorithms the
communication overhead is the most significant bottleneck
which can create significant latency, see e.g., [10], [14].
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Fig. 2. (Left) Results based on a robust least squares problem where
the condition number of A is 6.56, depicted using solid lines and
where the condition number of A is 56.92 depicted using the dashed
lines. (Right) Results based on a logistic regression problem.
A. Robust Least Squares Problem
We apply DPDA to a least squares problem given as
minimize
x
N∑
i=1
ni∑
j=1
φM (A
i
jx− Y ij ), (7)
where Ai ∈ Rni×p with Aij denoting the jth row of Ai, and
φ : R→ R is the Huber penalty function defined as
φM (u) =
{
u2 |u| ≤M
M(2|u| −M) |u| > M .
We assume that each agent i has access to its own measure-
ments Y i = Aix+ei with Ai ∈ Rni×p and ei ∼ N (0, σ2I) is
the measurement noise. In this experiment, N = 10, ni = 20
and p = 10, the matrices Ai have been generated randomly
based on a uniform distribution in the interval [0, 1] and the
parameters x used for producing the data have been also
generated randomly in the interval [0, 20].
Notice that although the cost function for this problem is
smooth, it is not twice continuously differentiable. This means
ESOM cannot be applied to this problem and in order to use
DPDA we use the equivalent reformulation (see [4])
minimize
x,ui,vi
N∑
i=1
‖ui‖2 +M1T vi
subject to
−ui − vi ≤ Aix− Y i ≤ ui + vi
0 ≤ ui ≤M1
vi ≥ 0
 , i = 1, . . . , N.
Note that ESOM cannot be used for solving this formulation
either, as it includes constraints. We set M = 1 and the
relaxation level for DPDA to ε = 10−3. The algorithm
parameters are chosen as µ = 10, β = 0.4 and α = 0.1. The
matrices W and W˜ used in EXTRA are chosen in the same
way as in [20, Sec. 4] for the star-shaped graph in Figure 1.
The other parameters in this algorithm, and those in ADMM,
are tuned manually to maximize performance.
The results are shown in Figure 2 (left). The figure reports
results for two experiments. First for a coefficient matrix A
generated as described above (condition number 6.56). Sec-
ond, in order to study the effect of the scaling of the problem,
for a coefficient matrix A obtained by manipulating its singular
values to increase the condition number by almost a factor
ten (to 56.92). The optimal solution for (7), x∗, has been
computed using CVX, [8]. From these figures, we observe that
DPDA requires far fewer iterations than ADMM and EXTRA,
TABLE I
RESULTS FOR A ROBUST LEAST SQUARES PROBLEM, FIRST ROW
FOR COND(A) = 6.56 AND SECOND ROW FOR COND(A) = 56.92.
RESULTS FOR A LOGISTIC REGRESSION PROBLEM IN THIRD ROW.
DPDA ADMM ESOM EXTRA
Time [sec] 6.19 365.17 – 5.65
Time [sec] 5.85 649.96 – 146.85
Time [sec] 6.92 1342.01 1340.26 84.45
and hence communications among agents, to converge to a
solution. Furthermore, it is much less sensitive to the scaling of
the problem. Despite this, one should note that since EXTRA
is a gradient-based method, the computational complexity of
each of its iterations is linear in the number of variables. This
is in contrast to DPDA where the computational cost of each
of iterations is cubic in the number of variables. Moreover,
ADMM has a higher computational complexity EXTRA and
DPDA. This is because at each iteration of the ADMM,
each agent needs to solve a robust least squares problem for
updating its local variables. Due to this, ADMM in fact has
the worst per-iteration computational complexity among these
algorithms. The computational time for this experiment are
reported in Table I (the first two rows). As can be seen from the
table, EXTRA and DPDA provide comparable performance,
and DPDA clearly outperforms EXTRA for worse conditioned
problems. Having said that, DPDA will potentially perform
worse on problems with large number of features. However,
as was mentioned in the introduction these problems are not
the focus of this paper.
B. Logistic Regression Problem
We continue our investigation of the performance of DPDA
by conducting an experiment based on a logistic regression
problem. A logistic regression problem can be written as
maximize
x
N∑
i=1
[
ni∑
j=1
(
Y ij Φ
i
jx− log(1 + eΦ
i
jx)
)
+
ρ
N
‖x‖2
]
(8)
where Φi ∈ Rni×p with Φij as its jth row, and Y ij ∈ {0, 1}.
The regularization term ρN ‖x‖2 is generally added to prevent
over-fitting to the data, where ρ > 0 is the so-called penalty or
regularization parameter. This parameter has been chosen as
ρ = 1. The data for this problem concerns the classification
problem of radar returns from the ionosphere and has been
taken from [15]. For this problem p = 34 and we have
considered 350 data points, that we assume are divided among
N = 10 agents. This means that ni = 35. The results
from these experiments are illustrated in Figure 2 (right). The
computational times are reported in Table I (the third row).
Similar to the previous experiment we see that DPDA clearly
outperforms the other algorithms, and ADMM has the highest
per-iteration computational complexity. This is because each
agent at each iteration needs to solve an optimization problem
similar to (8) in order to update its local variables.
VI. CONCLUSIONS
In this paper we proposed a distributed PDIPM for com-
puting approximate solutions for convex consensus problems.
5This was done by first proposing a relaxed formulation of
the consensus problem. Solving this problem results in an
approximate solution of the consensus problem, where we
showed how the accuracy of the computed solution can be
controlled by the relaxation level. The imposed coupling
structure in the relaxed problem enabled us to distribute the
computations of each iteration of a PDIPM using message-
passing. We showed the performance of the proposed al-
gorithm using numerical experiments based on robust least
squares and logistic regression problems, using both synthetic
and real data. In this paper we did not discuss a standard
approach for choosing ε. We plan to address this as a future
line of research, possibly through introduction of efficient
methodologies for global or local scaling of the problem data.
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APPENDIX A
DESCRIPTION OF THE DATA MATRICES IN (5)
Here we present a detailed description of the data matrices
defining (5). Let us start with the Hessian matrix of the cost
function that is given as
H
i,(k)
pd =
 ∇2h(k)i 0
0 0
+ mi∑
j=1
z
i,(k)
j
 ∇2Gi,(k)j 0
0 0
−
mi∑
j=1
z
i,(k)
j
G
i,(k)
j

∇xiGi,(k)j
∇tiGi,(k)j
0


∇xiGi,(k)j
∇tiGi,(k)j
0

T
+
2λ
(k)
i

I 0 −I
0 0 0
−I 0 I
− 2λ(k)i‖x(k) − xi,(k)‖2 − ε2×

xi,(k) − x(k)
0
x(k) − xi,(k)


xi,(k) − x(k)
0
x(k) − xi,(k)

T
,
with ∇2h(k)i =
∇xixih(k)i ∇xitih(k)i
? ∇titih(k)i
 and the matrices
∇2Gi,(k)j are defined similarly. The coefficient vector defining
the linear term in the cost function can be extracted as below
 ri,(k)l
r
i,(k)
g
 = ri,(k)dual +

(DxiG
i,(k))T
(DtiG
i,(k))T
0
diag(Gi,(k))−1ri,(k)cent +
2r
i,(k)
Q
‖x(k) − xi,(k)‖2 − ε2

xi,(k) − x(k)
0
x(k) − xi,(k)
 ,
with D?Gi,(k) =
[
∇?Gi,(k)1 . . . ∇?Gi,(k)mi
]T
and
r
i,(k)
dual =

∇xih(k)i
∇tih(k)i
0
+ mi∑
j=1
z
i,(k)
j

∇xiGi,(k)j
∇tiGi,(k)j
0
+
2λ
(k)
i

xi,(k) − x(k)
0
x(k) − xi,(k)
+
 (Ai)T
0
 vi,(k),
r
i,(k)
cent = −diag(zi,(k))Gi,(k) − 1δ 1,
r
i,(k)
Q = −
λ
(k)
i
‖x(k) − xi,(k)‖2 − ε2 −
1
δ
,
6where for the sake of notational ease we have denoted a
function G(x) evaluated at x(k) with G(k). Here δ is referred
to as the perturbation parameter. Having computed the pri-
mal variables’ directions ∆xi,(k+1), ∆ti,(k+1) and ∆x(k+1)
together with the dual variables’ directions ∆vi,(k+1) by
solving (5), we can compute the remaining dual variables’
directions as
∆zi,(l+1) = − diag(Gi,(k))−1
(
diag(zi,(k))×
[
DxiG
i,(k) DtiG
i,(k)
]∆xi,(k+1)
∆ti,(k+1)
− ri,(k)cent
 (9a)
∆λ
(k+1)
i =
1
‖x(k) − xi,(k)‖2 − ε2×λ(k)i
xi,(k) − x(k)
x(k) − xi,(k)
T ∆xi,(k+1)
∆x(k+1)
− ri,(k)Q
 (9b)
Given µ > 1 and once we have updated the primal and dual
variables, the perturbation parameter can then be updated as
δ = µm/ηˆ(k+1) with m = N +
∑N
i=1mi and
ηˆ(k+1) =
N∑
i=1
−λ(k+1)i
(
‖xi,(k+1) − x(k+1)‖2 − ε2
)
−
(zi,(k+1))TGi,(k+1)
denoting the surrogate duality gap.
APPENDIX B
PROOF OF THEOREM 1
Firstly, notice that we have
1
N
N∑
i=1
Fi(x
i,∗)︸ ︷︷ ︸
Lb
≤ 1
N
N∑
i=1
Fi(x
∗) ≤ 1
N
N∑
i=1
Fi(x
∗
rel)︸ ︷︷ ︸
Ub
,
where the first inequality follows from the fact that (2) is a
relaxation of (1) and the second inequality follows from the
fact that x∗ is optimal for (1) but x∗rel is not. Then we have
N∑
i=1
Fi(x
∗
rel)−Fi(x∗) ≤ N(Ub−Lb) ≤
N∑
i=1
‖Fi(x∗rel)−Fi(xi,∗)‖
≤
N∑
i=1
Li‖x∗rel − xi,∗‖ ≤ εL.
which proves (3). Under the assumption that the cost function
is strongly convex, we have
‖x∗rel − x∗‖2 ≤ 2
Nm
N∑
i=1
Fi(x
∗
rel)− Fi(x∗) ≤ 2εL
Nm
which completes the proof.
APPENDIX C
CONVERGENCE PROPERTIES OF THE PROPOSED METHOD
PDIPMs have been shown to converge and that they enjoy
favorable convergence properties such as superlinear conver-
gence and finite termination, see [22, Ch. 6 and 7] for a
full discussion and technical presentation. Algorithm 2 is
obtained by distributing the computations of each iteration of
the PDIPM. As was shown in [11, Sec. 6.1 and Thm 6.4], the
computed search directions using message-passing are exact.
Furthermore the exact computation of the parameters can be
trivially distributed within a message-passing framework, see
[11, Sec. 6.3]. This means that the distributed computations
do not jeopardize the convergence of the PDIPM and does not
affect its convergence properties.
