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Biological cells are the basic unit of live. Despite their importance and ubiquity, a
complete understanding of their hierarchical organization and their function at the
molecular level is still lacking due to their exceptional complexity. An important
component of eukaryotic cells is the cytoskeleton, which is a complex and dynamic
network of different biopolymers and plays an important role in, e.g., the deter-
mination of cellular shape, mechanical properties, and consequently specific cellular
functions [1–3]. Cytoskeletal protein networks are mainly composed of three different
classes of proteins: actin filaments, microtubules and intermediate filaments. These
proteins can further form higher-order structures like bundles or paracrystalline ar-
rays of filaments [2,4]. One example for the higher-order organization of cytoskeletal
proteins are bundles and networks of keratin intermediate filaments (KIFs). KIFs
occur mainly in epithelial cells and provide these cells with the necessary mechanical
properties to withstand external stress [1]. Mutations in genes encoding for keratin
proteins can result in skin diseases, which show an intolerance of the skin against
external forces and the formation of blisters as a consequence of light touches [5–7].
Detailed knowledge about the filament arrangement in keratin bundles in cells is
still lacking. The small structure sizes in the order of tens of nanometers require
high resolution imaging techniques, which are compatible with soft matter samples
and non-invasive sample preparations. The determination of a general bundle struc-
ture is further impeded by structural variations of keratin bundles between different
tissues and, at least in terms of the diameter, also within one cell.
X-rays provide an ideal probe for studying structures at the nano-scale and are
routinely employed for investigating the structure and the composition of biological
systems, making use of the variety of different techniques like X-ray fluorescence
analysis [8], coherent diffractive imaging (CDI) as well as ptychography [9–12] or
scanning small-angle X-ray scattering (SAXS) [13–17]. The small wavelength in
principle allows for structure determination with atomic precision and compara-
tively thick samples can be investigated non-invasively due to the high penetration
depth of hard X-rays. By raster scanning the sample with a small beam, structural
information obtained from individual scattering patterns in reciprocal space can be
combined with positional information in real space [13–17]. For micrometer sized
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beams, this method has been applied to a variety of different samples including bi-
ological materials like bone, tooth, muscles or wood [13–20]. A further reduction of
the probed sample volume is achieved by employing focused beams with spot sized
well below 100 nm [21–24], which allows for studying the local structure of highly
heterogeneous or small specimens.
A particularly interesting and challenging object of research are biological cells,
which exhibit a complex and highly heterogeneous architecture on length scales
ranging from nanometers to micrometers. Most structural studies on single biologi-
cal cells employ various visible light microscopy or electron microscopy techniques,
but the possibility of X-ray imaging or X-ray fluorescence analysis of single cells
has been demonstrated as well [8–12,25–27]. In most X-ray studies of cellular sam-
ples, the specimens were investigated in a dried form, which has the advantage of
increasing the electron density contrast between sample and surrounding medium,
thereby leading to a stronger scattering signal, as well as a comparatively easy
sample handling. However, the natural environment for most biological systems is
aqueous and consequently measurements should ideally be performed on fully hy-
drated samples [28], since the structure is very likely to change upon dehydration.
For the structure determination of biological molecules, this approach is followed
by combining results obtained from crystallography, which exhibit a high resolution
down to the atomic level, with SAXS measurements in solution [29–31].
Measurements on hydrated cellular samples require specific sample environments.
Since the electron density contrast is lower for hydrated samples, high photon flux
synchrotron beamlines are needed to obtain a good signal-to-noise ratio. Therefore
the sample environment and window material need to be chosen deliberately to be
resistant to the radiation as well as to avoid a strong background signal, and suited
for cell culture. An excellent growth substrate as well as window material is provided
by silicon nitride membrane windows [32]. Imaging of fixed-hydrated and (initially)
living eukaryotic cells using scanning transmission X-ray microscopy and spectromi-
croscopy have been demonstrated in the soft X-ray regime [33]. Cellular organelles
could be identified and near edge X-ray absorption fine structure (NEXAFS) spectra
were recorded, yielding different calcium concentrations for different cellular regions.
Recently, CDI measurements on hydrated yeast cells were presented [28]. In both
studies, sealed wet chambers built of two silicon nitride membrane windows were
used. Sealed wet chambers, however, do not allow for manipulating the cells during
the measurements. Microfluidic devices, by contrast, provide an adaptable and well-
defined sample environment allowing for sample manipulation by, e.g., changing the
pH or the concentration of chemicals. A variety of microfluidic devices based on
different materials and fabrication techniques has been proposed in the past to meet
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the requirements of X-ray experiments [34–38]. The specific demands of the stud-
ied objects impose further limitations on the device design and the material choice.
Living cells are probably among the most challenging sample types: Well-defined
growth conditions like temperature or pH value must be combined with a continu-
ous nutrient supply and, in the case of adherent cells, a specific substrate must be
provided.
The goal of this thesis was to apply scanning X-ray diffraction using a nano-focused
beam to samples of biological cells in order to probe the structure of cytoskeletal
bundles and networks of keratin intermediate filaments. As a model system the
cell line SK8/18-2 was employed, which expresses fluorescently labeled keratins that
assemble in these cells into complex networks. Cellular samples were prepared us-
ing different methods, starting from well-established freeze-dried samples and going
on to fixed-hydrated and finally living cells. Using this approach, potentially inva-
sive and structure altering steps during the sample preparation could be reduced or
completely avoided, which allows for probing the native sample structure. However,
the requirements of the different sample types on the sample environment and the
sample handling during the experiments are more complex for the hydrated and
particularly living cells as compared to the freeze-dried cells. In this context, the
development of X-ray compatible microfluidic devices allowing for measurements on
living cellular samples was an important aspect.
This thesis is organized as follows: Chapter 2 presents an introduction to the bi-
ological objects under study and points out several examples for the occurrence
of higher-order organization of cytoskeletal proteins in biological cells. The used
method and the employed set-ups for the measurements are described in chapter
3. In chapter 4, the preparation of cellular samples using different methods and
the fabrication of X-ray compatible sample environments for hydrated samples are
described. The results from measurements on freeze-dried, fixed-hydrated and living
cells are presented in chapter 5, chapter 6, and chapter 7, respectively. A compari-
son of the results obtained for samples prepared by the different methods is given in
chapter 8. Finally, chapter 9 closes with a summary of the most important results
and a conclusion.
Parts of this thesis have been published in New Journal of Physics [39] and Lab on
a Chip [40] or have been prepared for publication [41].

2. Higher-Order Organization of
Cytoskeletal Biopolymers
This chapter gives a short introduction to the biological system under study, i.e.
keratin intermediate filaments, which are one component of the cytoskeleton in eu-
karyotic cells. First, a general conception of the cytoskeleton with emphasis on
intermediate filaments is presented and afterwards the description is focused on
keratin intermediate filaments. Finally, examples for the higher-order organization
of cytoskeletal proteins are briefly presented. In all these examples, the specific
mechanical and structural properties of the resulting filament arrangement are im-
portant for the biological system to function correctly.
2.1. The Cytoskeleton
The cytoskeleton of eukaryotic cells is a complex and dynamic network of different
biopolymers, which serves as a cellular scaffolding and thereby determines the cel-
lular shape, the mechanical properties, and the spatial organization inside the cell.
It furthermore enables the generation of forces inside the cell or between the cell
and its environment. [1–3]. In combination, all of these aspects determine the cell
type specific functions. The main constituents of the cytoskeleton are three differ-
ent classes of proteins, which are microfilaments (MFs, also called actin filaments),
microtubules (MTs) and intermediate filaments (IFs), in combination with various
cross-linking proteins. Networks of these filaments penetrate the entire cytoplasm
(compare Fig. 2.1).
MFs and MTs, on the one hand, are built of the globular proteins actin and tubulin,
respectively, which polymerize into polar and highly dynamic filaments with a diam-
eter of about 8 nm (MFs) and 25 nm (MTs) [2]. Due to the filament polarity, these
filaments can serve as tracks for motor proteins, allowing for a directed movement.
On the other hand, IFs assemble from rod-like proteins, which form non-polar fila-
ments with a diameter of about 10 nm [2,42]. Furthermore, while actin and tubulin
are highly conserved and occur in humans only in three major sub-types, IFs com-
prise a large family of different proteins. In humans, for example, IFs are encoded
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Fig. 2.1.: Fluorescence microscopy image of a cell, where the keratin intermediate filament
network is represented in green, the actin filaments in red and the DNA in the nucleus in
blue. [Courtesy of Jannick Langfahl-Klabes.]
by (at least) 70 genes [42]. On basis of the amino-acid-sequence identity, IF proteins
are commonly grouped into six different types [42–44]. Tab. 2.1 gives an overview
of the different IF types along with their tissue distribution. Despite their differ-
ences in the primary amino acid sequence, all IF proteins share a common structural
organization, which is based on an about 45 nm-long α-helical rod domain and the
non-α-helical amino-terminal head and carboxy-terminal tail domains [42, 45].
2.2. Keratin Intermediate Filaments
Keratin intermediate filaments (KIFs) are the most diverse type among IFs and con-
stitute the type I and type II IF proteins. Keratins can further be subdivided into
cytokeratins, which are expressed in various epithelial cells, and so-called “hard”
keratins (see section 2.2.3), which are used to build, e.g. hair, nail or feather [46]. A
major function of cytokeratins is to provide epithelial cells with the necessary me-
chanical properties to withstand external impacts like pressure or shear forces [1,47].
Mutations in genes encoding for keratin proteins can result in skin diseases such as
Epidermolysis bullosa simplex showing an intolerance of the skin against external
forces and the formation of blisters as a consequence of light touches [5–7].
Epithelial cells can be divided into simple (single-layered) and complex (multilay-
ered) types [48]. The expression of different keratins as well as the total keratin
content highly varies with the specific cell type. For instance, simple epithelia usu-
ally express K8 and K18, which makes up less 5% of the total protein content in these
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type IF protein tissue/cell distribution
I acidic keratins epithelial cells (also in hair, nail, etc.)
II neutral-basic keratins epithelial cells (also in hair, nail, etc.)
III desmin muscle
vimentin mesenchymal cells
glial fibrillary acidic protein astrocytes
peripherin peripheral neurons
IV neurofilaments central nervous system neurons
nestin stem cells, neuroepithelia
α-internexin central nervous system neurons
synemin muscle
V lamins all nuclei
VI filensin lens fiber cells
phakinin lens fiber cells
Tab. 2.1.: Overview of the six different IF types and their tissue distribution [42–44].
cells [49,50]. By contrast, in cultured keratinocytes, which are the predominant cell
type in the epidermis, about 30% of the total protein consists of keratin [49, 50].
Keratinocytes further change their appearance in the different layers of the epi-
dermis [2]. Furthermore, in the stratum corneum, i.e. the outermost layer of the
epidermis, even 85% of the total protein are represented by keratin [49, 50]. A de-
tailed summary of the expression pattern and the function of KIFs in different types
of epithelial cells is presented in reference [51].
2.2.1. Assembly into Filaments, Bundles and Networks
IFs can be categorized into three distinct assembly groups based on their assembly
mechanisms: keratins (assembly group I), vimentin-like proteins (assembly group
II) and lamins (assembly group III) [52]. In this context, the characteristic feature
of keratins is the formation of heterodimers that are always built of an acidic and
neutral-basic keratin (a type I and a type II IF protein). In the IF dimers, the
α helical rod domains form a coiled-coil structure. Recently, the crystal structure
of the central coiled-coil domain of a K5/K14 dimer has been solved using X-ray
crystallography [53].
During in vitro filament assembly, heterodimeric tetramers assemble laterally into
so-called unit-length filaments (ULFs) with a length of 50–60 nm and four tetramers
per cross-section, which then anneal longitudinally into filaments with a diameter
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Fig. 2.2.: Schematic model of the KIF assembly. Heterodimeric tetramers assemble lat-
erally into so-called unit-length filaments and almost simultaneously ULFs anneal longi-
tudinally into long filaments. [Figure based on [52].]
of about 10 nm [46, 52, 54]. A schematic of the assembly process is depicted in Fig.
2.2. In contrast to the vimentin-like assembly mechanism, the longitudinal anneal-
ing of keratin ULFs is much faster and occurs almost simultaneously with the ULF
formation [46]. Only for low protein concentrations, ULFs are present [54]. Fur-
thermore, a radial compaction step, as suggested for vimentin, is not observed for
keratins [54]. On a higher structural level, KIFs assemble into bundles of filaments
and into highly cross-linked networks. In vitro, bundling and network formation
of KIFs can be triggered by raising the ionic strength of the buffer solution, for
instance by adding of 10 mM sodium chloride to the assembly buffer [55–57] or by
the addition of the IF associated protein filaggrin [58,59].
Mainly the simple epithelial keratins K8/K18 and the epidermal keratins K5/K14
have been employed in the in vitro studies summarized above. However, the as-
sembly of KIFs in vitro has been also applied for studying the effect of mutations
in the amino acid sequence or unconventional pairing (like K5/K18 dimers) on the
different steps of filament assembly or bundle formation as well as on the mechan-
ical properties of the resulting networks [48, 55, 56, 60]. Interestingly, filament and
bundle formation have been also observed for unconventional pairs like K8/K14
and K5/K18, but these systems displayed different mechanical properties from the
natural pair K8/K18 and K5/K14 as probed by rheology [48]. Furthermore, three
specific region of the K14 molecule, i.e. one region at the tail and two at the rod,
have been identified, which determine the bundling properties of K5/K14 dimer [56].
The prevalent model for KIF assembly in vivo is based on fluorescence microscopy
studies on cultured epithelial cells that were transfected with genes encoding for
fluorescently labeled keratins [61–67]. A detailed review of the proposed assembly
and disassembly cycle of keratins has been recently given by Windoffer et al. [67]. A
schematic of the keratin cycle describing the process filament and bundle formation,
is presented in Fig. 2.3. KIF precursors form in the cell periphery in close vicinity
to the focal adhesion sites from soluble keratin oligomers (nucleation). The KIF
precursors continuously elongate by end-to-end annealing (elongation), which is in-
line with the proposed assembly mechanism from in vitro studies [46,52,54], and are
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Fig. 2.3.: Schematic of the keratin cycle. KIF precursors form in the cell periphery from
soluble keratin oligomers (nucleation). The KIF precursors continuously elongate by end-
to-end annealing (elongation) and move towards the nucleus in a process that depends
on actin (transport). The elongated KIF particles integrate end-on into the existing KIF
network (integration) and translocate further towards the nucleus (transport). Bundling
of filaments increases towards the nucleus by lateral association of filaments and bundles
(bundling). The inward-moving KIF bundles can either dissociate into soluble oligomers
(disassembly) that diffuse through the cytoplasm (diffusion) and are reused again in the
cell periphery for filament assembly, or the KIF bundles are stabilized (maturation) and
form, e.g., a stable cage-like structure around the nucleus. [Figure based on [67].]
transported towards the nucleus along actin stress fibers (transport). Whether the
KIF precursors are identical to the ULFs found in vitro could not be assigned so far,
because the resolution of standard light microscopes is not high enough to allow for
the identification of single ULFs [67]. The elongated KIF particles integrate end-on
into the existing KIF network without disruption of its continuity (integration) and
translocate further towards the nucleus (transport). Bundling of filaments increases
towards the nucleus by lateral association of filaments and bundles (bundling), as
can be also observed from the apparent bundle thicknesses in the fluorescence mi-
croscopy image in Fig. 2.1. Upon bundling the mechanical stability increases and
the turnover reduces. The inward-moving KIF bundles can either dissociate into sol-
uble oligomers (disassembly) that diffuse through the cytoplasm (diffusion) and are
reused again in the cell periphery for filament assembly, or the KIF bundles are sta-
bilized (maturation) and form, e.g., a stable cage-like structure around the nucleus.
Bundling is controlled by different factors, which are IF associated proteins, intrinsic
and isotype-specific properties of the KIFs and phosphorylation (compare [58, 67]
and references therein).
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2.2.2. Specific Higher-Order Organizations
The keratin content, the expression pattern of KIFs, and consequently also the
specific structural organization the KIFs in the cytoplasm, highly depend on the
certain cell type. Furthermore, the detailed structural organization of the individual
KIFs considerably determines the mechanical properties of the cells. Therefore, a few
specific examples for the keratin arrangement in the cytoplasm of different epithelial
cell types are presented in this section for illustration.
A confocal fluorescence microscopy image of the keratin network in a SK8/18-2
cell (compare section 4.1) is displayed in Fig. 2.4. This cell line was generated by
transfection of IF-free SW-13 cells with fluorescently labeled keratins K8/K18, which
organize in a network of filaments and bundles as expected for (simple) epithelial
cells [62, 63, 68]. Furthermore, scanning electron microscopy (SEM) images of the
purified KIF network in a SK8/18-2 cell are presented in Fig. 2.4b-d (compare
reference [69, 70] for details concerning the cell preparation). Towards the nucleus,
the bundling and the thickness of the keratin bundles increases up to diameters of






Fig. 2.4.: (a) Inverted confocal fluorescence microscopy image and (b-d) SEM image of
the keratin network in a SK8/18-2 cell at different magnifications. [(a) Courtesy of Jens
Nolting. (b-d) Courtesy of Prof. Dr. P. Walter and Prof. Dr. M. Beil, University of Ulm.]
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Fig. 2.5.: Cryo transmission electron micrograph of a vitreous section of the stratum
corneum. Individual KIFs appear as groups of dark (electron dense) dots. The inset in
(b) shows an individual filament. The scale bars are 50 nm in (a) and 10 nm in (b). [Figure
adapted from [75].]
context of the keratin cycle. Similar network morphologies have been observed for
various epithelial cell lines [56,62,71–74]. However, the detailed arrangement of the
individual filaments in these KIF bundles is not known and might depend on the
cell type and on the location in the cell.
In the epidermis, the keratin content in the cells increases towards the outer layers
and in the stratum corneum up to 85% of the total protein mass are keratins [49–51].
Therefore, particularly in the stratum corneum, the individual KIFs are densely
packed within the cells. A cryo transmission electron micrograph of a vitreous
section of the stratum corneum is displayed in Fig. 2.5 [75]. The individual KIFs
appear as groups of dark, i.e. electron dense, dots in the electron micrograph with
a diameter of about 7.8 nm and an average filament center-to-center distance of
about 16 nm [75]. To describe the higher-order organization of the KIFs in these
cells, Norlén and co-workers suggested a cubic rod packing of the filaments (compare
[75, 76] for further details on the model). In the viable cell layers of the epidermis
the higher-order organization of the KIFs shows distinct differences [75, 76]. Here,
the average filament center-to-center distance was about 11 nm and a hexagonal
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packing of the individual KIFs has been suggested [75,76]. However, several aspects
of these models, for instance how the transition between the two distinct structural
organizations proceeds, are not fully understood.
2.2.3. Hard Keratins
A special group of keratin intermediate filaments are the so-called “hard” keratins,
which are the building blocks for, e.g. hair, nail, scales or feather [46, 77]. Hard
keratins contain typically more sulfur than the cytokeratins encountered in (soft)
tissue, which allows for stronger cross-linking of individual filaments via disulfide
bridges [77]. Filaments of hard keratins form densely packed arrays with an hexago-
nal arrangement of the individual filaments. These structures of hard keratins have
been extensively studied using X-ray diffraction, dating back to first studies in the
1930s. Four different types of diffraction patterns were found, representing differ-
ent molecular structures: the α-pattern from hard mammalian keratinized tissues,
the feather-pattern from hard avian or reptilian tissue, the β-pattern from stretched
mammalian keratin and the amorphous pattern from, for example, the cuticle of
animal hair [77]. In this context, the coiled-coil structure of the keratin filament-
subunits (heterodimers) was first predicted for mammalian keratins [78].
2.3. Non-Keratin Higher-Order Cytoskeletal
Structures in Biological Cells
The formation of bundles of filamentous proteins is not restricted to keratin inter-
mediate filaments, but occurs also for other cytoskeletal proteins. In this section,
examples for the higher-order arrangement of cytoskeletal proteins other than KIFs
are presented.
A bundle of cross-linked actin filaments forms the core of stereocilia of hair cells [4],
which are located in the inner ear and enable hearing and the sense of balance. An
SEM image of the stereocilia bundle of a hair cell is displayed in Fig. 2.6a. Transmis-
sion electron microscopy images of thin sections through stereocilia either in bundle
direction or perpendicular, revealed highly ordered array of actin filaments as shown
schematically in Fig. 2.6b [4]. Due to the mechanical properties of the actin fila-
ment bundles, the stereocilia behave like rigid rods that, upon mechanical stimuli,
deflect without bending elastically along their shafts. This property of stereocilia is
important for mechanoelectrical transduction, i.e. the conversion of a mechanical
stimulus into an electric signal that can be carried by neurons to the central nervous
system. During this process, ion channels, which are triggered by a tip linker that
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Fig. 2.6.: Actin filament bundle in hair cells. (a) SEM image of the stereocilia bundle of
a hair cell. (b) Schematic of the actin filament organization in stereocilia and the effect
of stereocilia deflection. Upon deflection of stereocilia calcium ions can permeate through
the mechanotransduction channel. [(a) Courtesy of Dr. Valeria Piazza. (b) Simplified
figure based on [79].]
connects different stereocilia, open upon deflection, thereby allowing for an influx
of calcium and potassium ions into the stereocilia [80]. The ion influx then leads to
an electrical signal, which can be further transferred to and processed by neurons.
Similar bundles of actin filaments are present in microvilli [81]. Microvilli are small
extensions of the plasma membrane that occur for instance on the surface of absorp-
tive epithelial cells of the intestine and highly enlarge the absorptive area of these
cells [2]. A different type of actin filament bundles are so-called stress fibers [2, 82].
Stress fibers are mainly constituted of actin filaments and myosin II motor proteins,
which allows them to contract actively. In cells, stress fibers are involved, e.g., in
cell migration or in the response to mechanical stresses [82].
Another example are neurofilaments, which belong to the type IV IF proteins and
are found in high concentrations in the axons of vertebrate neurons [2, 83]. Here,
neurofilaments create, together with microtubules and actin filaments, a cross-linked
network along the length of the axons [84]. Neurofilaments are important for the
growth of the axon and for the precise maintenance of the axon diameter, which
is related to the conducting velocity. Transmission electron micrographs of thin-
section perpendicular to the axon revealed an ordered pattern of neurofilaments,
which is altered upon chemical modification to the neurofilament proteins [84, 85].
Since the mechanical properties are inevitably linked to the detailed structural ar-
rangement in vivo, it is important to precisely understand these structural organi-
zations on a local scale.

3. Scanning X-Ray Nano-Diffraction
This chapter gives a short introduction to the employed method: scanning X-ray
diffraction using a nano-focused beam. The different possibilities as well as chal-
lenges of imaging and diffraction with nanometer-sized beams are presented and
discussed. Basic knowledge of the properties of X-rays as well as of the interaction
of X-rays with matter and the diffraction of X-rays by ordered structures are pre-
supposed and can be found for instance in references [86–88]. Furthermore, lengthy
derivations of formulas that are described in detail in the literature are not repeated
here, but it is referred to the original literature at the respective positions.
3.1. Scanning Diffraction with Nano-Beams
X-rays provide an ideal probe for studying structures at the nano-scale. The small
wavelength in principle allows for structure determination with atomic precision,
which is well achieved for X-ray diffraction from crystalline structures, and the high
penetration depth of hard X-rays allows for the investigation of comparatively thick
samples without sectioning. An important property of X-ray diffraction is the fact
that the recorded diffraction pattern represents an ensemble average of the probed
structure in the sample. For crystalline material, averaging over a large ensemble has
the advantage of enhancing the recorded diffracted intensity and leading to a sharper
line profile of the individual reflections (Laue function). However, for inhomogeneous
systems, information about the local structure is lost upon averaging over a large
ensemble and therefore spatially resolved X-ray diffraction is highly desired.
The advent of micrometer-sized X-ray beams opened the possibility of probing the
local sample structure or composition in small volumes in the order of the beam size
and recording maps of structural parameters by scanning the sample. Scanning with
a micrometer-sized beam in combination with small-angle X-ray scattering (SAXS)
has been applied to a variety of different samples including biological materials such
as bone, tooth, muscle or wood [13–19]. Furthermore, real space images of the
sample with a spatial resolution in the order of the beam size can be generated by
employing different contrast mechanisms as know from scanning transmission X-ray
microscopy [89–93]. A short summary of the principles behind the mechanisms of
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absorption contrast, differential phase contrast and dark-field contrast are presented
in section 3.1.1.
The continuous improvement of X-ray optics further made it possible to achieve
focal spot sizes below 100 nm [21–24]. The step toward the use of a sub-micron
beam further reduced the probed sample volumes to dimensions, which allow to
investigate structural properties of nano-scale objects without averaging over a large
ensemble [20]. In section 3.1.2, important aspects of X-ray diffraction with nano-
meter sized beams are presented.
3.1.1. Contrast Mechanisms for Scanning Imaging
In the limit of geometrical optics, the wave field after passing through an object
with a refractive index n(r) = 1 − δ(r) + iβ(r) can be described by the projection
approximation [88]. Here, δ and β are real numbers, which are for X-rays much
less than unity, e.g. δ = 7.2 × 10−6 and β = 1.2 × 10−8 for carbon at 8 keV. A
schematic of the assumed geometry is presented in Fig. 3.1. Let ψ(x, y, z = 0) be
the wave field at z = 0 before the object. Then the wave field after the object can
be approximated by








with the absolute value of the wave vector k = 2π/λ. In this so-called projection
approximation, all changes to the wave field due to interaction with the object are
accumulated along streamlines of the incoming beam. Therefore, the integrated real
part δ of the index of reflection leads to a phase shift of the outgoing wave, and the
integrated imaginary part iβ is responsible for the absorption in the object. For a
detailed derivation of Eq. 3.1, the reader is referred to reference [88], particularly
section 2.2.
The absorption (contrast) of an object can then be determined by taking the
squared modulus of Eq. 3.1 and identifying |ψ(r)|2 with the intensity I(r):







I(x, y, z = 0). (3.2)
For a homogeneous material with a projected thickness T (x, y), Eq. 3.2 resembles
the Beer-Lambert law of absorption, i.e.
I(x, y, z = z0) = exp [−µ T (x, y)] I(x, y, z = 0), (3.3)
with the linear attenuation coefficient µ = 2kβ.
The accumulated phase shift of the wave as it passes through the object is
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A lateral gradient in the phase shift leads to a (local) lateral deflection of the beam,












with the deflection angles αx and αy in x- and y-direction, respectively [89]. This
effect can be exploited in scanning techniques to generate differential phase con-
trast images of the sample, by determination of the deflection of the beam on the
detector for each position in a scanning measurement.
Eqs. 3.5 can be derived using the sketch in Fig. 3.2. Here, an X-ray beam passes
in vertical direction through an inhomogeneous object with a refractive index
n(r) = 1−δ(r), i.e. without absorption. The accumulated phase shift then depends
on the lateral position and therefore an incoming wave is refracted, as indicated by
the red lines denoting two planes with constant phase. n denotes the unit vector
in propagation direction at the second plane of constant phase. The phase shifts
φ(x = x0, y) and φ(x = x0 +∆x, y) at the positions x0 and x0 +∆x are given by Eq.
3.4. The spatial difference L1 and L2 between the two planes of equal phase can be








(φ(x0 + ∆x, y) +m) , (3.7)
Fig. 3.1.: Schematic of the geometry assumed for the derivation of the projection approx-
imation. The incident wave field ψ passes through an object with a refractive index n(r),
which leads to the absorption of the beam as well as the accumulation of a phase shift,
which causes local variations of the direction of propagation.
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Fig. 3.2.: Relationship between the deflection angle α and the real part of the refractive
index δ. An X-ray beam passes in vertical direction through an inhomogeneous object.
The red lines indicated two planes with constant phase and n denotes the unit vector in
propagation direction at the second plane of constant phase. [Figure based on [86].]
with λ being the wavelength in vacuum and m a real number. The deflection angle
α can then be calculated:















Therefore the deflection angle is proportional to the gradient of the phase shift,
which the object imposes on the wave field.
X-ray dark-field imaging is another mode of image formation. Here, similar to
the case of visible light dark-field microscopy, the undiffracted light is blocked and
only the scattered intensity is recorded on the detector [92, 94]. When using a two-
dimensional pixel detector, it is further possible to generate X-ray dark-field images
by masking the primary beam after recording the diffraction patterns or to select
only specific regions of the reciprocal space, which correspond to scattering from
distinct structures in the sample.
3.1.2. Diffraction at the Nano-Scale
The electron density distribution ρ(r) of an object in real space is related to the
measured scattered intensity in reciprocal space by a Fourier transform [86,87]:
I(q) ∝
∣∣∣∣∫ ρ(r) e−iq·r dr∣∣∣∣2 = |F [ρ(r)]|2 . (3.9)
Here, q = kf − ki is the scattering vector, which is defined by the wave vectors
ki and kf of the incoming and the scattered wave, respectively, and F denotes the
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Fourier transform. Further, a plane wave is assumed for the illumination. In case of
illuminating the sample with a nanometer sized beam, not all scatterers are excited
with the same field strength and therefore, the probe wave field P needs to be taken
into account. The recorded intensity on the detector is then given by [95,96]
I(q) ∝ |F [P (r) · ρ(r)]|2 . (3.10)
Using the convolution theorem, the product of the electron density ρ of the sample
and the complex wave field P in the sample plane is equivalent to a convolution of
the Fourier transforms F [ρ] and F [P ] in the detector plane:
I(q) ∝ |F [P (r) · ρ(r)]|2 = |F [P (r)] ∗ F [ρ(r)]|2 . (3.11)
Therefore, employing a small beam in a diffraction experiment leads to a blurring
of the recorded scattering patterns. The extent of blurring is stronger for smaller
beam sizes and depends on the specific properties of the incoming wave field like
the dimension and the phase.
Several practical aspects need to be considered in a diffraction experiment using
a nanometer sized X-ray beam. On the one hand, diffraction using a small beam
with a diameter in the order of the size of the object under study has the advantage
of reducing the background signal due to scattering from the surrounding material
compared to the signal from the specimen, which has been exploited for micrometer
sized crystals and X-ray micro-beams in the past. On the other hand, the scat-
tered intensity increases with the number of illuminated unit cells of a crystal and
therefore employing smaller beam leads to a decrease of the total scattering signal.
Furthermore, it is only possible to probe periodicities or correlations in the sample
on length scales that are smaller than the probed volume. In particular for crys-
talline structures, the dimensions of the unit cells must be well below the beam size
to probe the lattice arrangement.
3.1.3. Radiation Damage and Dose
Radiation damage to a (biological) sample due to ionizing radiation, like X-rays,
is a severe issue in diffraction experiments. In macromolecular crystallography the
radiation damage process is commonly subdivided in primary and secondary dam-
age [97–99]. Primary damage refers to the ionization of an atom due to photoelectric
absorption or Compton scattering. Secondary damage is attributed to the energy
dissipation process of the photo electron, during which highly reactive species such
as radicals, hydrated protons or hydrated electrons are created. Whereas at cryo-
genic temperatures below 110 K nearly all radicals are immobilized, all products
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can diffuse through the specimen and contribute to the secondary damage at room
temperatures [99]. For the events of primary damage it can be further differentiated
between direct damage, i.e. ionization of the protein, and indirect damage, i.e. ion-
ization of the surrounding solvent [99]. Furthermore it is important to distinguish
between global and specific damage [99]. In macromolecular crystallography, global
damage can be monitored by, e.g., a loss of the measured reflection intensity at high
resolution corresponding to increasing disorder in the sample. Specific structural
damage refers to the breakage of covalent bonds in a reproducible order, i.e. first
disulfide bonds break, then glutamates and aspartates are decarboxylated, followed
by specific structural modifications to other amino acids [99, 100]. These specific
processes occur well before the global damage can be observed and might therefore
lead to artifacts in the reconstructed electron density distribution [101].
From the discussion above it is obvious that the extent of primary radiation damage
depends on the number of absorbed photons. Since further the deposited energy in
the sample is the relevant parameter, it is useful to describe radiation damage in
terms of the dose D with the unit Gy = J/kg [101]. The maximum tolerable dose
Dtol to obtain a given resolution ∆r between 0.1 nm and 10 nm at cryogenic condi-
tions is from experiments on macromolecular crystals empirically found to be [102]
Dtol [Gy] ≈ 108 ×∆r [nm]. (3.12)
Hence, the tolerable dose increases approximately linearly with the requested reso-
lution ∆r.
The applied dose in an experiment can be estimated using the photon flux at the
specific set-up. For an incident photon fluence F0 per unit area integrated over
the measurement time, the transmission through the sample is determined by Beer-
Lambert’s law, i.e. F (d) = F0 exp(−µd) with the absorption coefficient µ and the
penetration depth d. The number of absorbed photons at the sample surface is then
given by [∂F/∂d]d=0 = F0 µ, which results in a deposited energy at the surface of





with the mass density ρ [102]. In the following chapters, the average surface dose





with the number of photons N0 incident on the sample in one exposure and the
lateral step sizes ∆x and ∆y. Note that the dose is averaged over the step sizes and
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not over the beam size for this estimation. Furthermore, for the dose calculation
it is assumed that the cellular material can be described by the empirical average
formula H50C30N9O10S and a mass density ρ = 1.35 g/cm
−3 [102].
The extent of secondary damage depends on different factors such as the solvent, the
temperature and the presence or absence of radical scavengers [99,103]. In hydrated
cellular samples, radicals and in particular the hydroxyl radicals are considered to
be the major damage producers [104–106]. It is assumed that more than 80% of the
deposited energy of ionizing radiation in a cell result in the ejection of electrons from
water (H2O → H2O+ + e−) and that subsequent reactions lead to the formation of
several reactive species like e−aq, HO
•, H•, H2, or H2O2 [104]. Most of the radicals
will react well within 1µs due to their instability, but superoxide (O−2 ) and hydrogen
peroxide (H2O2) are comparatively stable and can diffuse within the cell leading to
sample damage at sites different from the exposed area [104].
In living cells, ionizing radiation induces mutation, cell transformation or causes cell
death. In this context the radiation damage to the DNA in form of single and double
strand breaks is particularly severe [107]. However, the radiation can also affect other
biological molecules in the cell like for instance membrane lipids, which might lead to
a disturbance of the membrane function and a loss of compartmentalization [104].
The lethality of mammalian cells upon irradiation has been addressed in various
studies [108–113]. In most mammalian cell populations, an exposure to a dose of
10 Gy X-rays causes more than 90% cell killing [107]. However, by the addition of
radical scavengers it is possible to increase the surviving fraction of cells [109, 110].
Furthermore, bystander cell killing has been observed in experiments, in which only
one cell in a 5× 5 mm2-sized culture dish had been irradiated [113].
To relate the values for the radiation doses discussed above to doses encountered in
medical applications, it should be noted that for instance the average effective dose
applied for a radiography of the knee is 0.005 mSv and for a computer tomography
of the head is 2 mSv with the unit Sv = J/kg [114]. Note that a conversion factor
of “one” between the absorbed dose in Gray and the effective dose in Sievert is
employed for X-rays.
3.2. Synchrotron Set-ups
Synchrotron measurements were performed at three different beamlines at different
synchrotron facilities: the cSAXS beamline at the Swiss Light Source (SLS) at
the Paul Scherrer Institute (PSI, Villigen, Switzerland), the ID13 beamline at the
European Synchrotron Radiation Facility (ESRF, Grenoble, France), and the P10
beamline at the storage ring PETRA III (HASYLAB, DESY, Hamburg, Germany).
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In this section, the different set-ups, from which data are presented in this thesis,
are described. A summary of the experimental parameters of the set-ups during the
different beamtimes is presented in Tab. 3.1.
set-up E [keV] I0 [cps] fh × fv [nm2] d [m] qmin, qmax [nm−1]
cSAXS, May 2012 8.7 7.3× 108∗ 215× 165† 7.543 0.041, 1.204
cSAXS, Feb. 2013 8.7 2.8× 108∗ 145× 225† 2.163 0.044, 4.167
ID13, June 2011 15.25 3.0× 109 140× 110 0.8841 0.183, 1.755
ID13, Nov. 2011 15.26 3.0× 109 200× 125 0.9303 0.142, 1.673
ID13, Nov. 2012 14.92 8.7× 109 160× 100 0.9511 0.114, 2.347
P10, Oct. 2012 7.9 1.5× 1011 390× 175 5.22 0.081, 0.521
P10, March 2013 7.9 1.1× 1011 700× 260 5.22 0.090, 0.532
Tab. 3.1.: List of set-up parameters during the different beamtimes. E is the X-ray
photon energy, I0 the primary beam intensity, fh and fv are the focus sizes (FWHM)
in horizontal and vertical direction, d the sample-to-detector distance. Further, qmin is
the minimum measurable q-value, which is limited by the extension of the primary beam
or the beamstop, and qmax is the maximum detectable q-value, which is limited by the
detector size and distance. ∗Determined for a slit size sl0wh = 0.04 and †for a slit size
sl0wh = 0.02, see description of the set-up at cSAXS beamline in section 3.2.3.
3.2.1. ID13 Beamline, ESRF
At the ID13 beamline at the ESRF, the measurements were performed in the ex-
perimental hutch III providing a nano-focused beam. The undulator beam was
monochromatized by a channel-cut Si(111) monochromator to a photon energy of
around 15 keV (compare Tab. 3.1 for the exact parameters at each beamtime) and
pre-focused by refractive beryllium lenses. Fig. 3.3 shows a sketch of the set-up
in the experimental hutch III. The beam was focused on the sample by nano-
focusing parabolic refractive X-ray lenses [22, 115–117] and cleaned by an electron
microscopy aperture with a diameter of 20µm and a pin hole, yielding a spot size of
about 150 × 150 nm2 (horizontal×vertical) and a primary beam intensity of about
3× 109 cps (compare Tab. 3.1).
The samples were mounted on a scanning stage comprising a hexapod for coarse
sample positioning and a piezoelectric stage for fine translations during scans. Be-
hind the sample, the primary beam was blocked by a beamstop with a diameter
of about 80µm and the scattered intensity was recorded using a Maxipix detector
(ESRF, Grenoble, France) with a resolution of 516 × 516 pixels and a pixel size of
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Fig. 3.3.: Sketch of the set-up at experimental hutch III at the ID13 beamline. The
monochromatic beam was focused by nano-focusing parabolic refractive X-ray lenses on
the sample. The beam was cleaned by an electron microscopy aperture and a pin hole.
Behind the sample, the primary beam was blocked by a beamstop and the scattered
intensity was recorded with a Maxipix detector. A visible light microscope could be moved
into the beam path to align the sample prior to X-ray measurements. [Figure adapted
from [39].]
55×55 µm2 at a sample-to-detector distance of about 0.9 m (compare Tab. 3.1). For
sample alignment prior to the X-ray measurements, a visible light microscope was
moved into the beam path. The focus of the microscope was calibrated to coincide
with the X-ray focus, which allowed for finding of the focal plane of the X-ray beam
for all samples.
3.2.2. P10 Beamline, PETRA III
The Göttingen Instrument for Nano Imaging with X-rays (GINIX) [118–121] was
employed for measurements at the coherence beamline P10 at the storage ring
PETRA III. A detailed description of the set-up at the P10 beamline is given in the
doctoral thesis by S. Kalbfleisch [121] and a simplified schematic of the set-up in the
experimental hutch is presented in Fig. 3.4. The undulator beam was monochrom-
atized to a photon energy of 7.9 keV using a Si(111) double crystal. The beam was
focused in horizontal and vertical directions by two Kirkpatrick-Baez (KB) mirrors
to a size of about 500× 200 nm2 (FWHM) (compare Tab. 3.1 for the exact param-
eters at each beamtime). The beam sizes were measured by scanning a wave guide
laterally through the beam. The parts of the incoming beam that were not reflected
at both of the two mirrors were blocked by a pin hole. Further, the beam profile was
cleaned by two apertures with inclined edges positioned upstream of the focus (first
aperture: 20µm tantalum, size 70× 70µm2; second aperture: 10µm tantalum, size
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Fig. 3.4.: Schematic of the measurement set-up at the P10 beamline. The monochromatic
X-ray beam was focused on the sample (here cells in a microfluidic device) using two
Kirkpatrick-Baez (KB) mirrors. For blocking beams that were not reflected at both mirrors
and cleaning of the beam profile, a pin hole and two soft-edge apertures were inserted into
the beam path. Behind the sample, the primary beam was blocked by a beamstop and the
scattered intensity was recorded using a Pilatus 300k detector. A visible light microscope
could be moved into the beam path for sample alignment.
100× 100µm2). This set-up yielded a primary beam intensity of about 1× 1011 cps
(compare Tab. 3.1).
The sample was mounted on a sample stage, including a piezoelectric stage allowing
for precise translations, and aligned in the X-ray focus using a calibrated visible
light microscope. Behind the sample, the primary beam was blocked by a beamstop
(100µm tungsten, size 800 × 800µm2) and the scattered radiation passed through
an evacuated flight tube. The scattering signal was recorded on a Pilatus 300K de-
tector (487×619 pixels, pixel size: 172×172µm2; Dectris Ltd., Baden, Switzerland)
at a sample-to-detector distance of 5.22 m. Optionally, the primary beam intensity
could be attenuated by the insertion of aluminum filters with a thickness increasing
in steps of 100µm.
3.2.3. cSAXS Beamline, SLS
The undulator beam was monochromatized by a Si(111) double crystal monochro-
mator to a photon energy of 8.7 keV. A sketch of the set-up in the experimental
hutch is depicted in Fig. 3.5. The beam was focused on the sample by a zone plate
(diameter: 150µm, outermost zone width: 100 nm, thickness: 1µm gold). The
first diffraction order was selected using a central stop (diameter: 40µm, thick-
ness: 15µm gold) and an order sorting aperture (OSA; diameter: 20µm). At the
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Fig. 3.5.: Schematic of the measurement set-up at the cSAXS beamline. The monochro-
matic X-ray beam was focused on the sample using a zone plate. The first diffraction
order was selected using a central stop and an order sorting aperture (OSA). Behind the
sample, the primary beam was blocked by a beamstop and the scattered intensity was
recorded on a Pilatus 2M detector. A visible light microscope could be moved into the
beam path for sample alignment.
beamtime in February 2013, a second central stop was inserted to assure complete
absorption of the zeroth diffraction order. The opening of the horizontal front end
slit (sl0wh) could be adjusted, which allowed for a regulation of the coherence of the
beam and the primary beam intensity. For a slit opening of sl0wh = 0.02, the focal
spot size was determined using ptychography on a Siemens star test pattern yielding
values of about 200 × 200 nm2 (compare Tab. 3.1 for the exact parameters at each
beamtime and appendix E for the results from ptychographic reconstructions). The
slit opening was increased to sl0wh = 0.04 for the diffraction measurements, which
yielded a primary beam intensity of about 5× 108 cps in a slightly larger focal spot
size (not measured), which was still small enough to assure probing the local sample
structure.
The sample was mounted on a piezoelectric stage, which allowed for precise transla-
tions during the scans, and aligned in the X-ray focus using a calibrated visible light
microscope. Behind the sample, the radiation passed through a flight tube (length
of about 7 m and filled with helium in May 2012; length of about 2 m and evacuated
in February 2013) and the primary beam was optionally blocked by a beamstop
in the flight tube. The scattered intensity was recorded on a Pilatus 2M detector
(1475 × 1679 pixels, pixel size: 172 × 172µm2; Dectris Ltd., Baden, Switzerland).
Optionally, the primary beam intensity could be attenuated by the insertion of sili-
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con and germanium filters with different thicknesses.
Note that the coordinate systems for the measurements at the cSAXS beamline was
defined differently to the one at the ID13 beamline and the P10 beamline, i.e. the
beam direction defines the z-coordinate and the sample is scanned in the x-y-plane.
This convention is also used for the displayed scattering patterns and real space
images in the following chapters.
3.2.4. Comparison of the Different Set-Ups
Several specific aspects of the different set-ups affected the measurement strategies
as well as the data quality. The result from the measurements at the different set-
ups are presented in the chapters 5–7. In this section, a short comparison of the
set-ups with regard to the effects on the data recording and analysis will be given.
An important difference between the set-ups was the focusing optic. At the cSAXS
beamline, the beam was focused using a zone plate. At the P10 beamline a pair
of KB mirrors was employed and at the ID13 beamline nano-focusing lenses were
used for focusing. A general description and discussion of different focusing optics
for hard X-rays can be found in [122,123]. The focusing optics (in combination with
other influencing factors) affect the photon flux, the focus size and the cleanliness of
the beam profile. The difference in the photon flux on the sample is one of the most
important aspects. However, the photon flux is not only related to the properties
of the focusing optics, but also to the general properties of the facility. A higher
photon flux allows for a reduction of the exposure time and yields a better signal-
to-noise ratio in the data. In particular for the measurements on hydrated samples,
a high photon flux is required to obtain a high signal-to-noise level in the scattering
patterns due to the low electron density contrast in the sample and the absorption
of the water layer surrounding the sample. The highest photon flux was available
at the P10 beamline (compare Tab. 3.1). Depending on the specific experiment, a
small focus size might be required to assure a small probe volume. Here, the beam
size available at the P10 beamline might be too large for specific applications aiming
at a probe area below 200 × 200 nm2. For the analysis of the scattering patterns,
the cleanliness of the beam profile is an important issue. The cleanest beam profile
was available at the ID13 beamline. Here, comparatively weak scattering streaks
due to the aperture downstream of the nano-focusing lenses were observed. At the
cSAXS beamline, strong scattering from the OSA was observed and could not be
reduced by choosing a different OSA or insertion of a second central stop. At the
P10 beamline, strong streaks from the edges of the KB mirrors were present, which
could be reduced by the insertion of two soft-edge apertures in a similar fashion as
presented by Takahashi et al. [124], but not completely eliminated.
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The overhead scan time due to the motor movements during the scan and the total
scan time are as well important for the measurements (compare chapters 5–7). At
the cSAXS beamline and at the P10 beamline, a continuous scanning mode was
available, in which the motor of the fast scanning axis moved continuously in one
direction. By employing this scanning mode, a reduction of the total scan time by
a factor of eight could be achieved.
Concluding from this comparison, all of the three set-ups have different strengths
and weaknesses. Therefore, the most import demands of an experiment on a set-up
must be defined and the set-up must be chosen appropriately.

4. Biological System and Sample
Preparation
In this chapter the preparation of cellular samples for synchrotron experiments is de-
scribed. First, experiments were performed on samples of plunge-frozen and freeze-
dried cells on silicon nitride membrane windows. In a second step, experiments were
performed on fixed-hydrated as well as living cells. For these experiments sample
environments based on microfluidic devices that are both compatible with X-ray
scattering experiments as well as cell culture were developed and the fabrication
pathway of these devices is shown. Parts of this chapter have been published in Lab
on a Chip [40].
4.1. Cell Line and Culture
As a model system the cell line SK8/18-2, generously provided by Rudolf Leube
(RWTH Aachen, Germany), was used. These cells were derived from human adrenal
cortex carcinoma SW-13 cells (ATCC CCL-105) [125], which were stably trans-
fected with DNA encoding for fluorescent human keratin hybrids (HK8-CFP, HK18-
YPF) [62,63,68] allowing for imaging of the keratin network using fluorescence mi-
croscopy.
The cells were cultured in high glucose (4.5 g/l) Dulbecco’s Modified Eagle Medium
(DMEM; PAA Laboratories GmbH, Pasching, Austria) with 10% fetal calf serum
(FCS, Invitrogen, Darmstadt, Germany), 100 U/ml penicillin and 0.1 mg/ml strep-
tomycin (Pen-Strep; Sigma-Aldrich, Taufkirchen, Germany) at 37◦C in a water sat-
urated atmosphere with 5% CO2. The cells were passaged every 3–4 days. For
passaging, the cells were first washed with phosphate buffered saline1 (PBS) supple-
mented with 0.02% (w/v) ethylenediaminetetraacetic acid (EDTA; Roth, Karlsruhe,
Germany) and then incubated with trypsin/EDTA solution (0.25% (v/v) trypsin
(Sigma-Aldrich), 0.02% (w/v) EDTA in PBS) for about 2 min. The trypsin/EDTA
1PBS was prepared by dissolving 0.137 M NaCl, 2.7 mM KCl, 4.3 mM Na2HPO4, 1.4 mM KH2PO4
in ultra-pure water yielding a pH of 7.2
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solution was removed and the cells were suspended in culture medium and dis-
tributed on petri dishes in the desired dilution.
4.2. Preparation of Cellular Samples for Synchrotron
Experiments
The first experiments were performed on samples of plunge-frozen and freeze-dried
cells on silicon nitride membrane windows. This sample type had the advan-
tage that they are easy to transport and to handle at a beamtime, meaning that
they did not need to be kept under cryo-conditions or at physiological conditions.
Since the samples were dry, the electron density contrast between cellular mate-
rial (mainly proteins, lipids, DNA) and air as a surrounding medium was about
∆ρdry = 0.4 e
−/Å
3
[126], which led to a comparatively strong scattering signal.
However, we observed structural changes like cracks on the scale of micrometers
in some cells after plunge-freezing and freeze-drying, and additional alterations on
small length scales, which were unobservable with visible light microscopy, could not
be excluded.
To study the native cellular structure in hydrated cells, in a second step, experi-
ments were performed on fixed-hydrated as well as living cells. For these samples
the preparation included fewer different steps, but the choice of an appropriate sam-
ple environment was a challenging task (see section 4.3) and the use of microfluidic
devices imposed further restrictions on the set-up and the measurements. The elec-
tron density contrast between cellular material and water or buffer as a surrounding
medium was about ∆ρhyd = 0.1 e
−/Å
3
[126], which is a factor of four lower than
the electron density contrast for dry samples and therefore leading to a weaker scat-
tering signal. Furthermore, for living samples of the genetically modified SK8/18-2
cells, biosafety issues needed to be considered and therefore the samples could not
be measured during some of the beamtimes.
In the following section, the different steps during the preparation of different sample
types are described and a schematic is presented in Fig. 4.1.
4.2.1. Growing Cells on Silicon Nitride Membrane Windows
For all experiments silicon nitride (Si3N4) membrane windows (Silson Ltd, Blisworth,
England) with a frame size of 5×5 mm2, frame thickness of 200µm, membrane size of
1.5×1.5 mm2 and membrane thickness of 200–1000 nm were used as growth substrate
for the cells. The Si3N4 membrane windows were taken out of the transport tube
with fine tweezers and one corner on the non-flat side of the window was marked







cells on Si3N4  membranes
transport of living cells in 




in microfluidic devices or wet chambers
freeze-dried cells
transport of fixed-hydrated cells in 
microtubes filled with PBS/PenStrep
transport of freeze-dried cells  in cryovials
Fig. 4.1.: Schematic of the preparation pathway of different sample types for synchrotron
experiments. For all samples the cells were grown on silicon nitride membrane windows.
Living cells were kept in medium during transport to the synchrotron. For fixed sam-
ples the cells were fixed with formaldehyde solution and stored in buffer (fixed-hydrated
samples) or plunge-frozen and freeze-dried.
with a pen. The windows were placed with the flat side pointing upwards in a
petri dish and they were treated with oxygen plasma (PDC-32G-2, Harrick Plasma,
Ithaca, US) for 30 s at the level “high” to render the surface hydrophilic. At the
clean bench in the cell culture laboratory, PBS was added to the dish with the
window, which allows for an easier removal of the windows from the dish. The
windows were transferred to petri dishes (5 cm diameter) with cell culture medium
with the flat side facing upwards and incubated for 5 min to allow for the adsorption
of FCS proteins to the surface, thereby providing anchoring points for the cells. Air
bubbles below the window should be avoided and, if possible, removed.
The SK8/18-2 cell were suspended in medium at a concentration of about 106cells/ml
and 0.5 ml cell suspension was added to the dish with the windows. The cells were
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incubated for 1–2 days at 37◦C in a water saturated atmosphere with 5% CO2.
4.2.2. Living Cells
For the preparation of living cellular samples, the cells were grown on Si3N4 mem-
brane windows as described in section 4.2.1. The cells were packaged in microtubes
(total volume 650µl; VWR, Darmstadt, Germany) with 600µl warm and freshly
opened culture medium and the tubes were sealed with parafilm to maintain the
physiological pH. The cells were kept in these tubes until the measurement (ID13,
November 2012) or taken out of the tubes and kept in dishes with culture medium
(DMEM with 10% FCS and Pen-Strep) in a cell incubator at 37◦C in a water sat-
urated atmosphere with 5% CO2 (P10, March 2013). The cells could be kept in
the sealed tube at room temperature for about two days without major morpho-
logical changes and even after four days cells with a normal morphology could be
identified. For the measurements, the Si3N4 membrane windows with the cells were
incorporated in microfluidic devices as described in section 4.3.2.3.
4.2.3. Fixed-Hydrated Cells
The cells were grown on Si3N4 membrane windows as described in section 4.2.1 for
1–2 days. Afterwards the cells were briefly washed with PBS and fixed by adding
3.7% formaldehyde solution (diluted from 37% formaldehyde solution supplemented
with 10% methanol as stabilizer; Sigma-Aldrich) for 15–20 min at room temperature.
The samples were washed three times with PBS and stored in PBS supplemented
with 100 U/ml penicillin and 0.1 mg/ml streptomycin (PBS/Pen-Strep). Phase con-
trast and epifluorescence microscopy images of the whole window were taken at
an inverted microscope (IX71, Olympus, Hamburg, Germany), which was equipped
with 10× and 20× objectives. The sample windows were packaged in microtubes
filled with PBS/Pen-Strep and the tubes were sealed with parafilm.
4.2.4. Freeze-Dried Cells
The cells were grown on Si3N4 membrane windows and fixed with formaldehyde
solution as described in section 4.2.1 and 4.2.3. Phase contrast and epifluorescence
microscopy images of the whole window were taken at an inverted microscope (IX71;
Olympus, Hamburg, Germany), which was equipped with 10× and 20× objectives.
If necessary the samples could be stored in PBS/Pen-Strep for several weeks before
further preparation.
For plunge-freezing of the samples, a commercial set-up (Leica EM GP grid plunger,
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Tab. 4.1.: Boiling and melting points of ethane, propane, nitrogen and a mixture of 37%
ethane and 63% propane. The data were taken from [127,128].
Leica, Vienna, Austria) was used (see Fig. 4.2). As cryogen either liquid ethane or
a liquid ethane/propane mixture (37.5% ethane) cooled by liquid nitrogen was em-
ployed. The cryogen needs to facilitate high cooling rates to maintain the native
sample structure by immobilization of water molecules in the sample as amorphous
and non-crystalline structures (vitrification of the sample) [129]. These cooling rates
are provided by liquid ethane or a liquid ethane/propane mixture at temperatures
of −186◦C or −194◦C, respectively [127, 129]. Using the ethane/propane mixture
has the advantage that it stays liquid even at the temperature of liquid nitrogen,
whereas pure ethane freezes and needs to be melted before plunging (compare Tab.
4.1). Liquid nitrogen itself is not an appropriate cryogen, since upon contact with a
sample having an ambient temperature a thin vapor layer forms between the sample
and the nitrogen, which insulates and therefore prevents further rapid cooling of the
sample [129].
The grid plunger was prepared for plunge-freezing by filling the ultrasonic vaporizer
for regulation of the relative humidity in the sample chamber with ultra-pure water,
filling liquid nitrogen in the nitrogen reservoir and filling the cryogen in the cryogen
container. The set-points as shown in table 4.2 were selected in the controlling soft-
ware. Cryovials (see Fig. 4.3c) and storage revolvers were cooled in liquid nitrogen
(see Fig. 4.3d).
Before freezing, the fixed samples were washed three times with ultra-pure water




Tcryogen −186◦C or −194◦C
Tab. 4.2.: Set-points for the temperature Tchamber and the relative humidity RHchamber in
the sample chamber and for the temperature Tcryogen of liquid ethane or ethane/propane,
respectively, during plunge-freezing with the Leica grid plunger.
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 (a)  (b)
 (c)  (d)
Fig. 4.2.: Photographs of the grid plunger in the different positions during plunge-freezing.
(a) Load Forceps position, in which the sample can be attached to the plunging rod and
the chamber is moved upwards. The inset shows the display of the controlling software.
(b) Lower Chamber position, in which chamber is moved downwards and the sample is
blotted. (c) Plunge position, in which the sample is plunged into the ethane bath and
afterwards the chamber is mover upwards. (d) Transfer position, in which the sample is
slightly lifted in the ethane bath allowing for the transfer to a cryovial.
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taken out of the water, grabbed with a pair of tweezers and mounted on the plung-
ing rod of the grid plunger in the position Load Forceps. The different positions
of the sample chamber and the plunging rod could be either selected manually in
the controlling software or it could be switched to the next position by tripping the
foot pedal. The sample chamber was lowered (position Lower Chamber) and the ex-
cess liquid on the sample was blotted manually with a paper wick (Mitegen, USA).
Immediately after blotting, the sample was injected in the cryogen using the foot
pedal (position Plunge). The sample was moved to the Transfer position, in which
the window was located slightly above the cryogen surface, and the window was
transferred to a cryovial filled with liquid nitrogen. The cryovial was transferred to
 (a)  (b)
 (c)  (d)
Fig. 4.3.: Photographs of the sample at different steps during plunge-freezing. (a) The
sample was attached to the plunging rod in Load Forceps position. (b) After blotting the
sample was plunged into liquid ethane (Plunge position) and transferred into a cryovial
(c) in the Transfer position. The cryovial was kept in a storage revolver placed in liquid
nitrogen (d).
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 (a)  (b)  (c)
Fig. 4.4.: Microscopy images of a hydrated sample and the same sample after freeze-
drying. (a) Phase contrast image of a group of cells on a Si3N4 membrane window and
(b) fluorescence microscopy image of the keratin network. (c) Phase contrast image of the
same group of cells after plunge-freezing and freeze-drying.
a storage revolver cooled in liquid nitrogen. All samples were stored for at least 24 h
in liquid nitrogen to allow for ethane ice to evaporate and subsequently lyophilized
in a home-built freeze-drier. During this step the frozen water in the sample was
sublimated at pressures/temperatures below the triple point of water.
Afterwards, the samples were warmed up to room temperature and imaged again
by phase contrast microscopy as shown in Fig. 4.4. The cell shape was very well
conserved during the plunge-freezing and freeze-drying, and the Si3N4 membrane
was free from salt precipitates for all samples that were washed in ultra-pure water
prior to plunge-freezing. The keratin network could not be imaged with fluorescence
microscopy in the dry state, because the fluorophores were destroyed during sample
preparation. Samples were stored over silica gel in a desiccator.
4.2.5. Cellular IF Preparation
The cytoskeleton of the SK8/18-2 cells consists not only of keratin, but also of
microtubules and actin filaments, which might form bundles and thereby lead to
similar scattering signals as keratin bundles. To simplify the data interpretation
we exploited the fact that IFs are very stable and therefore it is possible remove
all soluble proteins from the cytoplasm by detergent treatment of the cells without
destroying the IF network. The detergent treatment also leads to a disassembly
of filamentous actin (F-actin) and microtubules, which allows for washing out the
monomeric subunits. However, during detergent treatment the IF network needs to
be protected against protease activity by different kinds of protease inhibitor. The
used protocol is a modification of the protocol described by Prahlad et al. [130] and
was kindly provided by Melissa Mendez (Northwestern University, IL, USA).










PBS (10×) 1 ml per 10 ml
Tab. 4.3.: Recipe of IF lysis buffer that was used for IF preparation. Due to instability
in water the Protease Inhibitor Cocktail, pepstatin and PMSF were added immediately
before use.
The lysis buffer was prepared according to the protocol presented in Tab. 4.3 and
the components that are unstable in water (Protease Inhibitor Cocktail, pepstatin
and PMSF) were added immediately before use. The cells were grown on Si3N4
membrane window (or on cover slides for microscopy experiments) and incubated
with IF lysis buffer for 15 s. Subsequently the cells were washed three times with
PBS and fixed for about 20 min with formaldehyde solution at room temperature or
with cold methanol on ice. To test whether this protocol really leads to a disrup-
tion the actin filaments and microtubules in SK8/18-2 cells, fluorescence staining
experiments for F-actin or microtubules in combination with staining of the DNA
were performed on the cells that were treated with IF lysis buffer as well as on the
untreated cells as control measurements. The employed fluorescence staining proto-
cols are listed in appendix A. Fig. 4.5 shows examples for the fluorescence staining
of F-actin in the native SK8/18-2 cells and in the SK8/18-2 cells treated with IF
lysis buffer. Whereas the actin cortex and stress fibers are visible in the native
cells, there are no distinct structures visible in the cells that were treated with IF
lysis buffer.
2 ethylenediaminetetraacetic acid (EDTA; Roth)
ethyleneglycoltetraacetic acid (EGTA; Roth)
potassium chloride (KCl; Roth)
Triton X-100 (Roth)
Complete, Mini, EDTA-free Protease Inhibitor Cocktail (Roche, Mannheim, Germany)
pepstatin (Sigma-Aldrich)
phenylmethylsulfonyl fluoride (PMSF; Serva, Heidelberg, Germany)
Nα-p-Tosyl-L-arginine methyl ester hydrochloride (TAME; Sigma-Aldrich)
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 KIF  F-actin









 KIF  F-actin
 DNA  KIF, F-actin, DNA
native cells
cells treated with IF lysis buffer
Fig. 4.5.: Fluorescence staining of F-actin and DNA in native SK8/18-2 cells (top) and
in SK8/18-2 cells treated with IF lysis buffer (bottom).


















 KIF, DNA, microtubules
 microtubules
Fig. 4.6.: Fluorescence staining of microtubules and DNA in native SK8/18-2 cells (top)
and in SK8/18-2 cells treated with IF lysis buffer (bottom).
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Examples for immunofluorescence staining of microtubules in the native SK8/18-2
cells and in the SK8/18-2 cells treated with IF lysis buffer are shown in Fig. 4.6. In
the native cells microtubules are visible as filamentous structures, whereas only a
diffuse or point-like fluorescence signal is visible in the cells that were treated with
IF lysis buffer.
Based on the presented results, treatment of cells with IF lysis buffer leads to a dis-
ruption of F-actin and microtubules while the KIF network is preserved. However,
the disruption and removal of F-actin and microtubules was not always as perfect as
shown in Fig. 4.5 and 4.6. For some cells there were remaining actin filaments and
microtubules visible after treatment with IF lysis buffer (not shown) and therefore
it could not be completely guaranteed that in all cells only the KIF network was
remaining. Furthermore, after treatment with IF lysis buffer, substructures could
be identified in the cytoplasm using bright-field microscopy, as shown in Fig. 4.7 for
a SK8/18-2 cell, which was treated with IF lysis buffer and was also imaged using
fluorescence microscopy (see Fig. 4.5, bottom). Therefore it is not clear, to which
extent cellular organelles are destroyed or removed from the cell. Another drawback
from treatment with the lysis buffer was that the fluorescence signal from the keratin
network was weaker after incubation with IF lysis buffer, which might be attributed
to a cleavage of the fluorescent proteins (CFP, YFP) off from the KIFs by proteases
or to a denaturation of the fluorescent proteins in the lysis buffer.
Fig. 4.7.: Bright-field microscopy image of SK8/18-2 cell treated with IF lysis buffer. The
fluorescence microscopy images of this cell are presented in Fig. 4.5 (bottom).
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4.3. Sample Environments for Hydrated Cells
The design and the fabrication of a sample environment that is both compatible
with culturing of living adherent cells as well as performing X-ray scattering exper-
iments on these cells, is a challenging step. As a first approach we used simple wet
chambers built of two Si3N4 membrane windows enclosing fixed-hydrated cells and
a buffer solution [33], which is described in section 4.3.1. These chambers, however,
are closed containers, which do not allow for exchanging the liquid in the chamber
after it is once assembled and therefore supplying the cells with nutrients or, in a
further experimental step, manipulating the cells is not possible.
Microfluidic techniques provide an ideal tool for in situ manipulation of biologi-
cal cells. However, the well-established microfluidic devices based on soft lithogra-
phy [131,132], which are often used in combination with optical microscopy and are
fabricated of polymers like polydimethylsiloxane (PDMS), bring about the problem
of showing a high X-ray absorption and a strong background signal in the small-angle
region [133]. A variety of X-ray compatible microfluidic devices based on different
materials and fabrication techniques has been proposed in the past as reviewed by
Köster and Pfohl [38]. In one example for a device design the channel geometry is
defined by a thin film of a moldable polymer like PDMS and adhesive Kapton film is
used as a window material [34,35]. For these devices the adhesive layer can lead to
problems in terms of background scattering or bioincompatibility depending on the
specific experimental parameters. An interesting approach using Kapton as window
material is also presented by Barrett et al. [36]. Here, the microfluidic devices are
built of two Kapton films and the channels are written directly into the Kapton film
using laser ablation.
Another example are microfluidic devices that are completely composed from the
UV-curable Norland Optical Adhesive 81 (NOA 81) [37], which allows for molding
sophisticated channel structures directly in NOA 81. Furthermore, briefly cured
layers of NOA 81 can be attached to each other, thereby facilitating the fabrication
of multilayered devices. However, severe radiation damage to this material restricts
the use of this device type at high photon flux synchrotron beamlines. For our pur-
pose of use, additional limitations in device design and material choice arise from
specific requirements of living cells, since they need well-defined growth conditions
like temperature or pH value, a continuous nutrient supply and also, in the case of
adherent cells, a specific substrate. Since Si3N4 membrane windows combine the
properties of being a good substrate for cell growth with excellent X-ray scatter-
ing characteristics, meaning that they have a X-ray low absorption and produce no
background scattering, we chose this material as a central part of the microfluidic
device. To supply the cells with culture medium, we incorporated the Si3N4 mem-
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Fig. 4.8.: Three-dimensional schematic of a microfluidic device (a) and photographs of a
microfluidic device with one Si3N4 membrane window attached to the Kapton foil (b,c).
(b) View on the inside of the chamber, in which the cells are grown and measurements
are performed. (c) View on the outside of the device. (1) PDMS support with a hole in
the center, (2) Si3N4 membrane window, (3) channel, (4) inlet/outlet, which are sealed
from one side with Kapton tape, for the connection of tubings and syringe pumps. [Figure
adapted from [40].]
brane windows in a novel type of NOA 81-Kapton-device, as shown in Fig. 4.8. In
these devices a microfluidic channel structure is laterally defined in a layer of NOA
81. The top and bottom of the channel are open in the NOA 81 layer and the
channel is sealed by two thin Kapton foils without any additional adhesive. The
fabrication of this device type is described in section 4.3.2.
4.3.1. Sandwich Wet Chambers
For first experiments on hydrated cell, sandwich wet chambers built of two Si3N4
membrane windows [33] were used. As shown in Fig. 4.9a the fixed-hydrated cells
and a buffer solution were enclosed by two Si3N4 membrane windows. To build
these wet chambers, the cells were grown on Si3N4 membrane windows and fixed as
(a) (b)
Fig. 4.9.: Si3N4 sandwich wet chambers. (a) Sketch of a sandwich wet chamber built of
two Si3N4 membrane windows with cells and buffer solution between the membranes. (b)
Photograph of one Si3N4 membrane window being attached to an aluminum frame during
incubation with BSA solution.
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described in section 4.2.1 and 4.2.3. A clean Si3N4 membrane window was attached
to an aluminum frame with hole in the center by applying nail polish to the corners
of the silicon frame as shown in Fig. 4.9. The Si3N4 membrane window was placed on
the aluminum frame with the flat side facing downwards. About 20µl of 1% (w/v)
bovine serum albumin (BSA; Roth) solution were added on the upwards facing side
of the Si3N4 membrane window and incubated for 30 min, which led to a coating
of the surface with BSA and decreased dewetting of the surface during blotting.
Afterwards the window was washed three times with the same buffer as used in the
wet chamber.
The Si3N4 membrane window with cells grown on the surface was taken out of the
transport tube and the non-cell-side was blotted with filter paper. The window
was place with the cell-side pointing downwards on the first window. The excess
liquid was blotted from the edges of the frames until the silicon frames touched
each other. The edges were sealed with a two component glue (UHU plus sofortfest,
UHU, Bühl, Germany) and the glue was cured for about 15 min. Possibly remaining
salt precipitates on the membrane were washed off with ultra-pure water.
4.3.2. Fabrication of Microfluidic Devices
The microfluidic devices were fabricated in a multi-step process, which is a further
development of the process described by Brennich et al. [37]. In the following part,
the fabrication of the devices and the final assembly of the devices at a beamtime
are described.
4.3.2.1. Photolithography
A master for the device fabrication was produced by photolithography using SU-8
negative resist (SU-8 3050, MicroChem, Newton, MA, USA) as shown in Fig. 4.10a,
b. The photolithography step was performed in a class 100 cleanroom to prevent
impurities on the surfaces. The resist was spin-coated on a polished silicon wafer
(SilChem, Freiberg, Germany) at a velocity of 800–1000 rpm yielding a layer thick-
ness of about 130–215µm. After spin coating, a soft bake step was performed for
45 min at 95◦C. Subsequently the resist was exposed for 15 s to UV-light (365 nm,
22 mW/cm2) through a photomask3 using a mask aligner (MJB4, Süss MicroTec
AG, Garching, Germany). As channel geometry, a straight channel with a width
of 500µm or 700µm was chosen, but channel height, width and geometry can be
easily adapted to specific requirements by choosing a different spinning speed, resist
3The photomask was designed with AutoCAD 2008, München, Germany, and it was produced by
JD Photo-Tools, Oldham, UK.
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Fig. 4.10.: Schematic overview of the fabrication process of X-ray compatible microfluidic
devices. (a) A thin layer of photoresist was spin-coated on a silicon wafer and exposed
to UV-light through a photomask. (b) After development of the resist, previously non-
exposed regions become channels in the resist. (c) A PDMS stamp was cast from the wafer
yielding a negative of the resist structure. (d), (e) Kapton foil with a thickness of 8µm was
attached to a flat and polished aluminum block and about 100µl NOA 81 were pipetted
on the Kapton foil. The PDMS stamp was placed on the NOA 81 and pushed down until
the channel touched the Kapton foil. NOA 81 was cured by exposure to UV-light and the
PDMS stamp was removed. (f) A second Kapton foil was attached to another aluminum
block. The Kapton foil with the NOA 81 film was removed from the aluminum block and
carefully placed on the second Kapton foil. (g) A hole was punched through the device
in the center of the channel and one side was sealed with a Si3N4 membrane window. (h)
Cells were grown on the window and, after cell fixation or after they are attached, the
device was closed with a second Si3N4 membrane window. [Figure adapted from [40].]
or photomask. After exposure, the wafer was baked for 1 min at 65◦C and 15 min at
95◦C. Finally, the structure was developed for about 20 min in SU-8 developer (Mi-
croChem). The wafer with the cured resist, as shown in Fig. 4.10b, was vapor-coated
with (heptafluoropropyl)-trimethylsilane (Aldrich, Steinheim, Germany), which en-
ables a smooth removal of the PDMS stamp produced in the next step.
4.3.2.2. Kapton-NOA 81 Device with one Si3N4 Membrane Window
PDMS and cross-linker (Sylgard 184, Dow Corning, Midland, MI, USA) were mixed
at a ratio of 10 : 1, degassed and poured on the silicon wafer (see Fig. 4.10c). The
PDMS was degassed again until all gas bubbles were removed and baked for 2 h at
65◦C. After baking, the PDMS stamp was removed from the wafer. For the device
fabrication, stamps with a channel cross section (width × height) of 500× 132µm2,
700× 167µm2 and 700× 214µm2 were used.
For molding of the channel in NOA 81, a circular piece of 8µm thick Kapton foil
(SPEX SamplePrep, Metuchen, NJ, USA) was attached via capillary forces to a
flat and polished aluminum block by applying a small drop of isopropanol between
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the Kapton foil and the aluminum block. Wrinkles in the foil were removed with
a tissue and excess isopropanol was squeezed out, until the Kapton foil was tightly
attached to the aluminum block. 100µl NOA 81 (Norland, Cranberry, NJ, USA)
were pipetted onto the Kapton foil (see Fig. 4.11a) and onto the structure on the
PDMS stamp and air bubbles were removed with a small pipette tip.
The stamp was placed on the Kapton foil and pushed down until the elevated chan-
nel on the PDMS stamp touched the Kapton foil as shown in Fig. 4.10d and Fig.
4.11b. This assures that the channel was only laterally defined by NOA 81, while
the top and bottom were open in the NOA 81 layer. NOA 81 was cured through
the PDMS stamp by exposure to UV-light for 2 min (8 W at 365 nm). The curing
through the PDMS stamp leaves a thin layer of NOA 81 at the NOA 81/PDMS
 (a)  (b)  (c)
 (d)  (e)  (f)
Fig. 4.11.: Photographs of the device fabrication process. (a) The Kapton foil was
attached to a flat aluminum block and NOA 81 was pipetted onto the foil. (b) The PDMS
stamp was put onto the Kapton foil and pushed down until the elevated channel touched
the Kapton foil. (c) After curing of the NOA 81, the PDMS stamp was removed and
(d) the NOA 81 film with the Kapton foil was attached to a second Kapton foil. (e) A
hole was punched through the center of the device and a PDMS support was attached to
it. The Si3N4 membrane window was placed on a small block of PDMS and Loctite was
applied to the outermost edges of the frame. (f) After gluing the Si3N4 membrane window
with Loctite to the device, the edges of the frame are sealed with a two component glue
with a needle.
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interface uncured [37, 134, 135] and therefore allows for sealing the device with a
second layer of Kapton foil with no need for an additional glue or adhesive.
After curing of the NOA 81, the PDMS stamp was carefully removed leaving the
cured NOA 81 film on the Kapton foil (see Fig. 4.10e and Fig. 4.11c) and a sec-
ond Kapton foil was attached to another aluminum block as described above. The
Kapton foil with the NOA 81 film was removed from the aluminum block and at-
tached with the NOA 81 side to the second Kapton foil as shown in Fig. 4.10f and
Fig. 4.11d. At this stage of device fabrication, the channel was defined in lateral
direction by NOA81 and the top and bottom regions are sealed with Kapton. To
incorporate Si3N4 membrane windows in the device, a hole is punched through the
device in the center of the channel using a Harris Uni-CoreTM puncher (Plano,
Wetzlar, Germany) with a diameter of 3.5 mm.
For connection to a syringe system the device is first glued with Loctite polyolefin
(Loctite 770 and 406, Henkel, Düsseldorf, Germany) to a flat, circular PDMS piece
with a hole in the center. Afterwards holes for the inlets and outlets are punched
through the Kapton-NOA81 devices and the PDMS and the holes on the Kapton-
side of the devices are closed with adhesive Kapton tape (Dr. D. Müller GmbH,
Ahlhorn, Germany). Fig. 4.11e shows a photograph of the device at this fabrication
stage.
The 3.5 mm diameter hole in the center device is closed from one side with a Si3N4
membrane window. For this purpose, the Si3N4 membrane window is first placed on
a small PDMS block with the flat side facing upwards as shown in Fig. 4.11e. The
frame was held on the PDMS block via capillary forces. Loctite polyolefin primer
770 was applied locally around the hole in the device at the non-PDMS side and
Loctite 406 (Henkel) was applied with a small pipette tip to the outermost part of
the frame of the Si3N4 membrane window. The hole in the device was positioned on
the Si3N4 membrane window using a stereoscopic microscope and the PDMS block
was subsequently removed (see Fig. 4.10f). Additionally, the edges of the Si3N4
membrane window were sealed with a two-component glue (UHU plus schnellfest)
using an injection needle as shown in Fig. 4.11f. Photographs of the device from
both sides at this stage of the fabrication process are shown in Fig. 4.8b, c.
4.3.2.3. Final Device Assembly
To obtain a sample chamber, as shown in Fig. 4.10f and in the three-dimensional
schematic in Fig. 4.8a, a second Si3N4 membrane window was attached to the de-
vice directly before the measurement during a beamtime. For the experiments on
hydrated cells in microfluidic devices, the cells can be either grown on the first
Si3N4 membrane window while the sample chamber is still open or on the second
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 (a)  (b)  (c)
Fig. 4.12.: Photographs of the devices assembly process. (a) Syringes were attached to
the inlet and outlet and the channels were flushed with liquid until the Si3N4 membrane
window was covered with a small drop. (b) The second Si3N4 membrane window was put
onto the first one and excess liquid was blotted with a filter paper. (c) The edges of the
window were sealed with a two-component glue.
window that is used for closing the sample chamber. Both methods circumvent the
problems of bringing adherent cells into closed channels and supplying the not-yet
adhered cells with nutrients without washing them out of the channels. For first
experiments, the cell were grown on the Si3N4 membrane window that was attached
to the device [40]. Later, the cells were grown on the second Si3N4 membrane win-
dow, because this allowed to combine the best microfluidic devices with the most
promising cells.
For the device assembly, a 2.5 ml Hamilton Gastight glass syringe (Bonaduz, Switzer-
land) and a disposable syringe both filled with degassed buffer or CO2 independent
medium (PAA Laboratories GmbH) supplemented with 10% FCS, 100 U/ml peni-
cillin and 0.1 mg/ml streptomycin were attached to the inlet and outlet, respec-
tively, via polyethylene tubings (inner diameter 0.38 mm, outer diameter 1.09 mm,
Intramedic Clay Adams Brand, Becton Dickinson and Company, Sparks, Maryland,
USA). For attachment of the second window, the channels were flushed with liquid
until the Si3N4 membrane window was covered with a small drop (see Fig. 4.12a).
The Si3N4 membrane window with the cells was taken out of a transport tube and
the liquid on the hole-side of the window and in between the two arms of the tweezers
was blotted. Note that the cells were always grown on the flat side of the membrane.
The window was placed with the flat side pointing downwards on the liquid drop on
the first window. The excess liquid was blotted with a filter paper until the second
window touched the Kapton foil as shown in Fig. 4.12b. The window was fixed and
the edges were sealed with a two-component glue (UHU plus sofortfest), which was
applied with a needle as displayed in Fig. 4.12c. After about 15 min the glue was
cured and the disposable syringe at the outlet was removed. Possibly remaining salt
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precipitates on the membrane were washed off with ultra-pure water.
Degassing of the buffer or medium is a crucial step for X-ray experiments, because
otherwise the exposure to X-rays leads to the formation of gas bubbles in the device.
Best degassing was obtained by using a filtration unit (Sartorius, Göttingen, Ger-
many) that was connected to a membrane pump and placed in an ultrasonic bath.
The buffer was degassed with the filtration unit and sonicated for about 20 min.
5. Scanning Nano-Diffraction on
Freeze-Dried Cells
In this chapter, scanning X-ray nano-diffraction experiments on freeze-dried SK8/18-
2 cells are described. Different steps of the data analysis are presented using the
example of data sets that were recorded at the ID13 beamline. The results obtained
from measurements at three different synchrotron radiation facilities are presented
and discussed, and the capabilities of the different set-ups are compared. Parts of
this chapter have been published in New Journal of Physics [39].
5.1. Experiment
The experiments were carried out at three different end-stations at different syn-
chrotron radiation facilities: the cSAXS beamline (SLS), the ID13 beamline (ESRF),
Fig. 5.1.: Si3N4 mem-
brane window mounted on
a crocodile sample holder
(ID13, Nov. 2011).
and the P10 beamline (PETRA III). The different set-
ups and the specific experimental parameters during
each beamtime are described separately in section 3.2.
In the following, a reference to the set-up or beamtime
at which a certain data set was recorded will be given
as the name of the beamline and the date (month and
year) of the beamtime, e.g., “P10, Oct. 2012”.
The measured freeze-dried samples can be grouped in
three different categories: cells without a keratin net-
work, cells with a keratin network and cells (with a
keratin network) that were treated with the IF lysis
buffer. All freeze-dried cells were grown on Si3N4 mem-
brane windows, plunge-frozen and freeze-dried as de-
scribed in section 4.2.4. The membrane windows were
mounted on sample holders (“crocodile holders”) as
shown in Fig. 5.1 and the sample holders were mounted
on the sample stage at the beamlines. The samples
were aligned in the focus of the X-ray beam using a
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Fig. 5.2.: X-ray diffraction from highly aligned keratin bundles in freeze-dried cells. (a)
Inverted fluorescence microscopy image of the keratin network in SK8/18-2 cells. The
image was taken on formaldehyde-fixed cells, before plunge-freezing and freeze-drying.
(b) X-ray dark-field image from a coarse scan on a large sample area with a step size of
2µm and an exposure time of 0.1 s. (c) X-ray dark-field image from a region of interest
scan recorded on the keratin-rich extension of one cell with a step size of 250 nm and an
exposure time of 10 s. (d) Composite image of the scattering patterns corresponding to
the marked region in (c) showing a strong degree of orientation in the scattering signal.
The scattering pattern marked by a red square is used as an example for the analysis of
a single scattering pattern later on (Sample BW17, position 1; ID13, June 2011) [Figure
adapted from [39].]
calibrated visible light microscope. Two-dimensional mesh scans were performed us-
ing piezoelectric motors and scattering patterns were recorded on a two-dimensional
detector at each scan position. Depending on the total flux at the beamline, the
exposure time and the dynamic range of the detector, the primary beam was blocked
with a beamstop to prevent saturation of the detector.
To check the sample alignment in the X-ray beam, coarse mesh scans as shown in
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Fig. 5.2b with a step size of 1–2µm and a short exposure time were performed upon
changing the sample or moving to a different position. Real space images of the
samples were calculated using X-ray dark-field or differential phase contrast and
compared to the visible light microscopy images that had been taken beforehand.
After verification of sample positioning, finer mesh scans with step sizes in the or-
der of the beam size, i.e. 100–400 nm, and longer exposure times as shown in Fig.
5.2c and d were performed on small sample regions. Here, we particularly selected
cells with a distinct keratin network morphology as identified from the fluorescence
microscopy images as shown in 5.2a. This allowed for a potential correlation of
structural information obtained from X-ray diffraction experiments with the fluo-
rescence microscopy images of the keratin network. Due to the high photon flux at
the P10 beamline, the samples were already visibly destroyed after a first scan with
a short exposure time in the order of 0.05 s. Therefore fine region of interest scans
were not performed at this set-up. Instead, also smaller step sizes of 500 nm were
employed for large area scans.
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5.2. Results from Measurements at ID13 Beamline
At the ID13 beamline, experiments were performed on freeze-dried cells with a ker-
atin network, keratin-free cells and cells (with a keratin network) that were treated
with the IF lysis buffer. An overview of the measurements presented here on freeze-
dried cells taken at the ID13 beamline along with the employed scan parameters
and the estimated average radiation doses per step is shown in Tab. 5.1.
In the following section, different steps of the data analysis are described using the
example of measurements on a cell with a keratin network. Afterwards the same
analysis scheme is applied to a keratin-free cell and a cell that was treated with the
IF lysis buffer, then the results of the different sample types are compared.
sample set-up ∆y,z [µm
2] Ny× Nz T [s] D [Gy]
BW17, pos. 1A June 2011 2 × 2 51× 51 0.1 2.7× 104
BW17, pos. 1B June 2011 0.25× 0.25 37× 37 10 1.7× 108
BW21, pos. 4A Nov. 2011 1 × 1 81× 71 0.1 1.1× 107
BW21, pos. 4B Nov. 2011 0.1 × 0.1 101× 101 1 1.1× 108
BW21, pos. 6A Nov. 2011 2 × 2 41× 31 0.1 2.7× 104
BW21, pos. 6B Nov. 2011 0.1 × 0.1 61× 61 1 1.1× 108
BW21, pos. 6C Nov. 2011 0.25× 0.25 41× 37 10 1.7× 108
BW54, pos. 1A June 2011 2 × 2 56× 56 0.1 2.7× 104
BW54, pos. 1B June 2011 0.1 × 0.1 41× 41 1 1.1× 108
Tab. 5.1.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on freeze-dried SK8/18-2 cells at the ID13 beamline. Here,
∆y,z are the lateral step sizes, Ny and Nz are the number of scan points in y- and z-
direction, T is the exposure time and D the estimated average radiation dose per step.
All measurements were performed without attenuators in the beam path.
5.2.1. Cells with a Keratin Network
5.2.1.1. X-Ray Dark-Field Images and Structure Orientation
One interesting example of a cell exhibiting a pronounced KIF network morphology
is the cell in the center of Fig. 5.2a exhibiting a long extension (red arrow), which
contains several thick keratin bundles. In the corresponding X-ray dark-field image
in Fig. 5.2b, which was reconstructed from a coarse mesh scan with a step size of
2µm and an exposure time of 0.1 s, a high contrast between cellular material and
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substrate is visible, even though biological samples are generally weak scatterers.
In particular, the nuclei of the imaged cells show a high scattered intensity, but
also the periphery and the cellular extension pointed out in Fig. 5.2a can be clearly
identified.
On the keratin-rich extension, a region of interest scan with a smaller step size of
250 nm and a longer exposure time of 10 s was performed. Again, the dark-field
image in Fig. 5.2c shows a high contrast between the cellular extension and the
substrate. Further, the integrated intensity is not homogeneous over the whole ex-
tension, but varies from scan point to scan point indicating a substructure in the
sample. When looking at individual scattering patterns, shown as a composite image
for a small region of this scan in Fig. 5.2d, highly anisotropic scattering signals are
visible, which indicate an oriented substructure in the sample. Therefore it is not
only possible to distinguish between cellular material and empty regions, as shown
by the dark-field images, but the X-ray scattering patterns in reciprocal space can
also be used to obtain information about the local sample structure.
Individual scattering patterns from the sample exhibit highly anisotropic signals, as
can be seen from the raw data scattering pattern in Fig. 5.3a. The anisotropy of the
scattering signal, and accordingly the anisotropy in the sample structure, provides
additional information to the X-ray dark-field contrast images. To capture the signal
anisotropy the overall degree and direction of signal orientation in each scattering
pattern were determined by approximating the thresholded intensity distribution by
an ellipse. For this analysis, the raw data images were processed by first masking
dead or hot pixels and pseudo pixels without sensitivity as shown in Fig. 5.3b. Sub-
sequently the images were filtered with a 3× 3 median filter to reduce the noise and
thresholded with a threshold value of 0.1 cps resulting in images as shown in Fig.
5.3c and d, respectively. Therefore, all pixel with photon counts above the threshold
value are weighted equally in the binary image, meaning that the weight of the weak
scattering at high q-values is increase compared to the stronger scattering at small
q-values. To be able to treat scattering patterns from empty regions, which show
nearly no intensity in the thresholded scattering patterns, with the same method, a
circular intensity distribution was added in the central region of the scattering pat-
tern where the intensity was blocked by the beamstop (see Fig. 5.3e). This assured
that scattering patterns from empty regions yielded an approximation by a circle,
which corresponds to isotropy in the scattering signal. The thresholded intensity
distribution was then approximated by an ellipse, which had the same second mo-
ments as the intensity distribution. Fig. 5.3f shows a thresholded scattering pattern
along with the approximated ellipse and the principle axes. From the fitted ellipse,



































































































































































Fig. 5.3.: Image processing for the determination of the signal anisotropy. (a) Raw data
image as recorded with a Maxipix detector. (b) Scattering pattern after multiplication
with a pixel mask for selection of the valid pixels. (c) Scattering pattern after noise
reduction by filtering with a 3 × 3 median filter. (d) Thresholded scattering pattern.
(e) Thresholded scattering pattern with circle in the center. (f) Thresholded scattering
pattern together with a fitted ellipse (magenta), which has the same second moments as
the intensity distribution. The major and minor axes of the ellipse are shown in cyan.
(Sample BW17, position 1B; ID13, June 2011)
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the direction of the minor axis in reciprocal space and the eccentricity1 were deter-
mined. The direction of the minor axis indicates the average direction of oriented
structures in the sample in real space at the measured position and the eccentricity
presents a measure for the average degree of orientation.
Applying this analysis to each scattering pattern of a scan yielded two-dimensional
maps of the degree and direction of the structure orientation in the sample as shown
in Fig. 5.4a and b. On the cellular extension the eccentricity is high and the scatter-
ing signal points in roughly the same direction. On the empty region the eccentricity
is very small and the orientation of the scattering signal is random. Together, the
degree and direction of orientation in the sample can be visualized as a vector field,
where the arrow length and direction are determined by the eccentricity and the
direction of the minor axis of the ellipse, respectively. An overlay of the vector field,
where the arrowheads of the vectors are omitted due to no physical relevance in this
analysis, along with the corresponding dark-field image for the scan on the cellular
extension is shown in Fig. 5.4c. The vector field indicates structures in the sample
that are oriented parallel to the direction of the cellular extension, which is in-line
with the fluorescence microscopy images of the keratin network in Fig. 5.2a showing
densely packed keratin bundles in the cellular extension.
The same analysis was applied to a mesh scan with a step size of 100 nm covering
an area of 10 × 10µm2 on a different cell of the same type. The large overview
scan on this cell is shown in Fig. 5.5c along with the visible light fluorescence mi-
croscopy image of the keratin network in the hydrated cell before plunge-freezing
and freeze-drying and the phase contrast microscopy image of the freeze-dried cell
in Fig. 5.5a, b. The red box in Fig. 5.5c marks the position of the finer region of
interest scan. An overlay of the corresponding dark-field image and the orientation
map from the region of interest scan is presented in Fig. 5.5d. The dark-field im-
age shows a network-like intensity distribution with an apparent feature thickness
of about 200–400 nm, which is close to the resolution limit due to the used beam
size. The local orientation, determined from the scattering signal anisotropy, agrees
very well with the direction of the elongated structures in the dark-field image. The
feature thickness in the X-ray dark-field image along with the structure orientation
indicate that the observed structures might correspond to the keratin network in
the sample. Differences between the X-ray dark-field image in combination with
the orientation map, and the fluorescence microscopy image might be attributed
to different factors. The fluorescence microscopy images have comparatively low
resolution and therefore thin keratin bundles are invisible. Additionally, only the
keratin network is visualized in the fluorescence microscopy images, but other cy-
1The eccentricity is defined as ε =
√
1− a2/b2 with the minor and major axis a and b.
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toskeletal structure that are not shown in the fluorescence microscopy image, like
microtubules or actin filaments, might cause a similar scattering signal. The fluo-































































Fig. 5.4.: Structure orientation in the cellular extension of a freeze-dried SK8/18-2 con-
taining a keratin network. (a) Direction of structure orientation indicated by the orienta-
tion of the minor axis of the ellipse and (b) degree of structure orientation indicated by
eccentricity of the ellipse at each position of the scan. (c) The orientation of the minor axis
and the eccentricity of the ellipse are plotted as a vector field (arrowheads are omitted,
due to no physical relevance) in overlay with the corresponding dark-field image. (Sample
BW17, position 1B; ID13, June 2011)
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Fig. 5.5.: Structure orientation map and dark-field image of the cell body of a freeze-dried
SK8/18-2 cell. (a) Fluorescence microscopy image of the keratin network in a hydrated
SK8/18-2 cell before plunge-freezing and freeze-drying and (b) visible light phase contrast
microscopy image of the same cell after plunge-freezing and freeze-drying. (c) X-ray dark-
field image reconstructed from a coarse mesh scan with a step size of 1µm and an exposure
time of 0.1 s on the same cell as in (a,b). (d) Structure orientation map as overlay with the
dark-field image of a region on the cell body of a freeze-dried SK8/18-2 cell reconstructed
from a mesh scan with a step size of 100 nm and 1 s exposure time. The scanned region is
marked by a red box in panel (c). (Sample BW21, position 4; ID13, Nov. 2011)
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diffraction experiments are performed on freeze-dried samples and artifacts from
the preparation cannot be excluded. In particular, protein or salt accumulations
might be generated during plunge-freezing in case of the formation of (expanding)
ice crystals instead of vitrified ice, which could lead to network-like structures in the
X-ray dark-field image.
5.2.1.2. Radial Intensities of Averaged and Single Scattering Patterns
As described above, at each scan point a scattering pattern in reciprocal space
was recorded during the measurement. The scattering signal was analyzed by az-
imuthal integration of single and averaged scattering patterns. To account for pos-
sibly present anisotropy in the scattering signal, the reciprocal space was divided
into eight angular segments in such a way that the first and the fifth segment were
centered symmetrically around the major axis of the ellipse approximating the scat-
tering signal. Average scattering patterns recorded on the cellular extension and
on the empty region are shown in Fig. 5.6a, b and the angular segments are in-
dicated by dashed, white lines. Here, the same position of the angular segments
was used for the azimuthal integration of the average scattering pattern from the
empty region and the cell region. The insets indicate from which regions of the
scan the scattering patterns were used to obtain an average scattering pattern from
the cellular extension and the empty region: Only scattering patterns recorded at
the black positions were used for averaging. Azimuthal integration of the average
scattering pattern from cell and background regions yielded the radial intensities
shown in Fig. 5.6c and segment-wise background subtraction resulted in the radial
intensity profiles shown in Fig. 5.6d. As expected intuitively for the case of an ori-
ented averaged scattering pattern, the radial intensity profiles in Fig. 5.6d separate
in three groups: the intensity profiles in direction of the major and minor axis of the
ellipse show highest and lowest scattering intensity, respectively, and the intensity
profiles in-between the principle axes show intermediate scattering intensity.
All radial intensity profiles can be well described by a power law decay of the form
f(qr) = aq
b
r + c, as shown in Fig. 5.7a exemplarily for one segment. The power law
exponents obtained from the fits range from −4.00 to −4.25 as shown in Fig. 5.7b
with a mean value of −4.15. Here, leaving out data points in the lowest qr-region for
fitting, slightly changed the power law exponents, which stayed, however, all below
−4.00. A correlation between the segment number and the value of the power law
exponent is not apparent.
The radial intensities obtained from single scattering patterns do not show a smooth
decay, but a structured signal with weak scattering maxima and minima. Fig. 5.8a
shows a scattering pattern recorded on the edge of the cellular extension (compare
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Fig. 5.2d) along with dashed white lines indicating the segmentation for azimuthal
integration. In Fig. 5.8c the corresponding radial intensities after segment-wise
background subtraction are shown. For background subtraction the radial intensi-
ties of the averaged empty scattering pattern (cf. Fig. 5.6b) were calculated with
Fig. 5.6.: Azimuthal integration of averaged scattering patterns in eight angular segments
for a cell containing a keratin network. (a) Averaged scattering pattern from the keratin-
rich extension of the cell shown in Fig. 5.2a. The angular segments one to eight, indicated
by dashed white lines, were chosen symmetrically around the principle axes (cyan) of
the ellipse (magenta) describing the orientation of the scattering signal. (b) Averaged
scattering pattern from the empty region. The positions of the angular segments were
chosen identically to (a). The insets in (a) and (b) show from which regions of the scan
(black pixels) the scattering patterns were used to obtain the average scattering patterns.
The side length of the insets is 9.25× 9.25µm2. (c) Radial intensity profiles from cell and
background regions and (d) segment-wise background corrected radial intensity profiles
integrated in eight angular segments. (Sample BW17, position 1; ID13, June 2011) [Figure
from [39].]
























































Fig. 5.7.: Fitting of the radial intensity with a power law for a cell with a keratin network.
(a) Data points and fit with a power law function exemplarily for the 7th segment. (b)
Power law exponents obtained from the fits to all eight angular segments. The error bars
indicate the errors obtained from the fits. (Sample BW17, position 1B; ID13, June 2011)
the segmentation of the single scattering pattern and subtracted for each segment
separately. Particularly, the radial intensities in the first and fifth segment, which
are perpendicular to the local structure direction, show scattering maxima as indi-
cated by arrows in Fig. 5.8c. However, it should be pointed out here that not all
scattering patterns exhibit peaks or shoulders in the intensity decay and, if peaks are
present, the positions are highly heterogeneous. This aspect is also discussed further
below in context with Fig. 5.8b and d. Scattering patterns recorded on the cell edge
are more likely to exhibit peaks or shoulders in the scattering signal, indicating an
effect of the edge itself, but also scattering patterns from the inner region of the
cellular extension exhibit peaks or shoulders (compare also the composite image in
Fig. 5.7b).
To estimate a corresponding structural sizes in real space from the scattering max-
ima in Fig. 5.8d, the average radial intensity of the first and fifth angular segment
were fitted with two different model functions. Here it was assumed that the scat-
tering corresponds to the form factor of a cylindrical object and not to the (internal)
structure factor resulting from, e.g., the filament arrangement in a keratin bundle.
Several components of the cell could give rise to a cylinder-like structure, for in-
stance keratin bundles, actin bundles (stress fibers) or mitochondria, but also salt
accumulations, i.e. artifact from plunge-freezing as discussed above. For a start,
the structure factor is excluded, since the electron density contrast inside a protein
bundle, i.e. between individual filaments, is lower than the electron density con-
trast between the full bundle and the surrounding medium. In the first approach
the squared form factor of a cylinder with radius R in direction perpendicular to
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Fig. 5.8.: Azimuthal integration of a single scattering pattern and an average of 2 × 2
scattering patterns in eight angular segments for a cell containing a keratin network. (a)
Single scattering pattern from the edge of the keratin-rich extension and (b) average of 2×2
scattering patterns including the scattering pattern shown in (a). The angular segments
one to eight, indicated by dashed white lines, were chosen symmetrically around the
principle axes (cyan) of the ellipses (magenta) describing the orientation of the scattering
signal in each image. The insets in (a) and (b) show the positions (black pixels) of the
displayed scattering patterns in the scan. The side length of the insets is 9.25× 9.25µm2.
(c) Radial intensity profiles from a single scattering pattern and (d) from an average of
2×2 scattering patterns after background subtraction. (Sample BW17, position 1B; ID13,
June 2011) [Figure from [39].]
the cylinder axis, i.e.







was used, with J1 being the first order Bessel function of the first kind, A a scaling
factor and C an additive background. Fig. 5.9a shows the fit along with the data.







































































Fig. 5.9.: Fitting of the average the first and fifth radial intensity profile of a single
scattering pattern. (a) Data and fit using the form factor of a cylinder in direction per-
pendicular to the cylinder axis as model function. (b) Data and fit using the form factor
of a cylinder with a radial polydispersity as model function. (Sample BW17, position 1B;
ID13, June 2011)
This approximation of the scattered intensity yielded a value of R = 21 nm which is
in the biologically relevant order of magnitude. Since the intensity maxima of the fit
function and the data coincide well, the choice of the form factor of a cylinder seems
to be the correct basic principle to describe the local structure in this scattering
pattern. Fig. 5.9b shows a fit with a model function for a cylinder with a radial
polydispersity. This second fit yielded a value of R = 21 nm as well and a radial
polydispersity parameter about 2.6 nm, which is also in the biologically relevant
range. Deviations of the radial intensity from the cylindrical approximation can be
explained by the fact that the probed sample structure is not described by a perfect
cylinder, but by a much more complex arrangement of proteins on different length
scales. For a better fit, the detailed substructure needed to be taken into account,
i.e. the filament arrangement and the filament form factor if the cylinder really
corresponds to a keratin bundle. Furthermore, as mentioned above and discussed in
more detail in the next paragraph, the structure in the cell is highly heterogeneous.
Therefore several model functions would be needed to describe different positions
in the cell and also the superposition of scattering from different cellular structures.
Additionally, the beam size that is here in the same order of magnitude as the
structure sizes in the sample should be considered in the fit as well, which would
lead to a smoothing of the peaks in the radial intensity profiles (compare section 3.1).
However, to obtain an estimate for the structure size in the cellular sample based
on the recorded scattering signal, the approach presented here is an appropriate
method.
In contrast to the above observation, the same analysis applied to an average of
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2 × 2 adjacent scattering patterns, including the scattering pattern shown in Fig.
5.8a, reveals a smoother decay of the radial intensity profiles without pronounced
maxima or minima in the scattering signal (see Fig. 5.8b, d). This finding indicates
small changes in the peak positions, which result in a smooth intensity decay after
averaging. Therefore, the detailed intensity distribution in the scattering patterns
in reciprocal space and correspondingly also the local sample structure in real space,
sensitively depend on the position on the sample. Taking into account the beam
size and step size during the scan, the average of 2 × 2 scattering patterns covers
an area of about 400 × 400 nm2 on the sample and thus the maximum beam size
for probing the local structure in this type of samples needs to be smaller than (at
least) 400× 400 nm2.
5.2.2. Cells without a Keratin Network
5.2.2.1. X-Ray Dark-Field Images and Structure Orientation
Measurements with the same combinations of step sizes and exposure times as em-
ployed for the region of interest measurement on cells with keratin, were performed
on a cell without a keratin network. Fig. 5.10c shows an X-ray dark-field image on
a group of SK8/18-2 cells reconstructed from a coarse scan with a step size of 2µm
and 0.1 s exposure time. Only the cell on the right hand side of the image contains
a keratin network, as validated by the visible light fluorescence microscopy image of
the keratin network in Fig. 5.10a. The fluorescence microscopy image was taken on
the hydrated cell, after fixation with formaldehyde, but before plunge-freezing and
Fig. 5.10.: Microscopy images and coarse X-ray dark-field image of a group of freeze-dried
SK8/18-2 cells (a) Fluorescence microscopy image of the keratin network in the hydrated
cells and (b) phase contrast microscopy image of the same cells after freeze-drying. The
cell in the central-left part of the image does not contain a keratin network. (c) X-ray
dark-field image on the same sample region reconstructed from a mesh scan with a step
size of 2µm and 0.1 s exposure time. On the marked regions (1, 2), finer scans with longer
exposure times were performed. (Sample BW21, position 6A; ID13, Nov. 2011)












































Fig. 5.11.: Structure orientation and X-ray dark-field image of the cellular extensions of
a keratin-free freeze-dried SK8/18-2 cell. (a) Structure orientation map as overlay with
X-ray dark-field image of the cellular extension, which is marked as region 1 in Fig. 5.10c.
During this scan a step size of 100 nm and an exposure time of 1 s were employed. (b)
Structure orientation map as overlay with X-ray dark-field image of the cellular extension,
which is marked as region 2 in Fig. 5.10c. During this scan a step size of 250 nm and an
exposure time of 10 s were employed. (Sample BW21, position 6B, C; ID13, Nov. 2011)
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freeze-drying. A visible light phase contrast microscopy image of the same sample
region after freeze-drying is shown in Fig. 5.10b.
Region of interest scans with smaller step sizes of 100 nm and 250 nm and longer
exposure times of 1 s and 10 s, respectively, were performed on regions of the cellular
extensions that are marked by red squares in Fig. 5.10c. The corresponding X-ray
dark-field images along with maps of the structure orientation in the sample are
shown in Fig. 5.11. The X-ray dark-field images of the keratin-free cell show sub-
structures in the cellular extension, which are indicated by regions of higher or lower
scattering intensity. Compared to the analysis of the keratin-containing cell, which
is displayed in Fig. 5.5d, the substructures in the keratin-free cell are larger. Further-
more, the intensity distribution in the X-ray dark-field image of the keratin-free cell
does not show network-like pattern, as it was observed for the keratin-containing cell.
Considering the possibility of artifacts due to plunge-freezing and freeze-drying, the
larger structures in the cellular extension could correspond to local accumulations
of cellular material caused by the formation of crystalline ice during plunge-freezing
instead of vitreous ice.
5.2.2.2. Radial Intensities of Averaged Scattering Patterns
For the region of interest measurement with an exposure time of 10 s, which is shown
in Fig. 5.11b, all scattering patterns on the cellular extension and on the background
region, respectively, were averaged yielding the scattering patterns presented in Fig.
5.12a and b. The insets indicate from which regions of the scan (black pixels) the
scattering patterns were used for averaging. The averaged scattering pattern from
the background region shows scattering from the aperture above and below the
beamstop in the center of the image. The averaged scattering from the cell is much
stronger than the background signal.
The averaged scattering patterns were integrated in azimuthal directions in one
angular segment, resulting in the radial intensity profiles shown in Fig. 5.12c. The
radial intensity profile from the cell is well above the background signal. Here,
the azimuthal integration was performed in one angular segment, because on the
one hand the scattering signal is nearly isotropic and on the other hand the eight
different angular segments employed for the keratin-containing cell yielded similar
power law exponents for the intensity decay (compare Fig. 5.7b). The background
corrected radial intensity profile can be well described by a power law over the whole
qr-range. The resulting fit function is displayed in Fig. 5.12d along with the data.
Here, the obtained power law exponent of −4.32 is slightly smaller than the power
law exponents obtained for the keratin-containing cell, but it is still very close to this
value. A further classification of the differences or similarities between the power
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law exponents for all measurements on freeze-dried samples is given in the discussion





















































































































































Fig. 5.12.: Azimuthal integration of averaged scattering patterns for a keratin-free cell.
(a) Averaged scattering pattern from the cellular extension marked as region 2 in Fig.
5.10c. (b) Averaged scattering pattern from the empty region. The insets in (a) and (b)
show from which regions of the scan (black pixels) the scattering patterns were used to
obtain the average scattering patterns. The size of the inset is 10 × 9µm2. (c) Radial
intensity profiles from the cell and the background region. (d) Fitting of the background
corrected radial intensity profiles with a power law. (Sample BW21, position 6C; ID13,
Nov. 2011)
5.2.3. Cells treated with the IF Lysis Buffer
5.2.3.1. X-Ray Dark-Field Images and Structure Orientation
Similar measurements were performed on a sample that was treated with IF lysis
buffer, which leads to a disassembly of all cytoskeletal components except for the
keratin network and a removal of all soluble components from the cytosol (compare
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section 4.2.5). Fig. 5.13a shows the visible light fluorescence microscopy image of the
keratin network in a group of SK8/18-2 cells and the corresponding phase contrast
microscopy image taken on the same sample region after freeze-drying is shown in
panel b. The X-ray dark-field image that was reconstructed from a coarse mesh scan
with a step size of 2µm and an exposure time of 0.1 s is presented in Fig. 5.13c.
Compared to the coarse X-ray dark-field images of the non-treated cells discussed
above, the image of the cell treated with the IF lysis buffer is much noisier and the
Fig. 5.13.: X-ray dark-field image and structure orientation in freeze-dried cells that was
treated with IF lysis buffer. (a) Fluorescence microscopy image of the keratin network
taken before plunge-freezing and freeze-drying and (b) phase contrast microscopy image
of the same sample region taken after freeze-drying. (c) Coarse X-ray dark-field image
reconstructed from a scan with a step size of 2µm and 0.1 s exposure time. (d) Structure
orientation map as overlay with the X-ray dark-field image from a scan with 100 nm step
size and 1 s exposure time on the cellular extension in the region that is marked by a red
square in panel (c). (Sample BW54, position 1; ID13, June 2011)
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cellular extensions, e.g., at the upper part of the cell in the center of the image, can
hardly be identified.
A finer mesh scan with a step size of 100 nm and an exposure time of 1 s was
performed on the cellular extension at the top of the cell. The X-ray dark-field image
along with a map of the structure orientation in the cellular extension is shown in
Fig. 5.13d. Also for this measurement, the intensity is lower and noisier compared
to similar measurements on the non-treated cells. However, the local structure
orientation in the sample could be determined applying the method presented above,
but it is more sensitive to artifacts in the scattering signal (e.g. traces from cosmic
particles on the detector) due to the lower scattering signal. The local structure
orientation as indicated by the black lines in Fig. 5.13d agrees very well with the
orientation of larger structures that are visible in the X-ray dark-field image. The
apparent structure sizes are in a range of 100−400 nm, which is similar to the image
of the untreated cell. Due to the low signal-to-noise ratio, a network-like morphology
cannot be clearly identified.
5.2.3.2. Radial Intensities of Averaged Scattering Patterns
All scattering patterns from the measurement on the cellular extension were aver-
aged yielding the scattering pattern shown in Fig. 5.14a. For the averaged scat-
tering pattern from the background region, shown in Fig. 5.14b, 50 exposures with
the same exposure time as employed for the measurements on the cellular extension
were recorded on a separate empty position and averaged. Both images were in-
tegrated in azimuthal direction, resulting in the two radial intensity profiles shown
in Fig. 5.14c. Here, again, only one angular segment was used for the azimuthal
integration since no difference in the power law exponents was previously observed
for different segments. The radial intensity profile from the background position
shows a high noise level in the signal, indicating that more exposures and maybe at
different empty positions should have been recorded. Furthermore, the radial inten-
sity profile from the background position exceeds the signal from the cells at high
qr-values, which is probably related to changes in the ring current (no top-up mode)
or it is an effect of the low photon statistic in the averaged background scattering
pattern.
The background corrected radial intensity profile from the cell was fitted with a
power law function. The fit function is depicted in Fig. 5.14d along with the back-
ground corrected radial intensity profile. The radial intensity profile is more noisy
than the profiles for the untreated cell, which can be attributed to the shorter expo-
sure time, the treatment with IF lysis buffer and a noisier background signal. From
the fit, a power law exponent of −4.17 is obtained, which is similar to the power



















































































































































Fig. 5.14.: Azimuthal integration of averaged scattering patterns for a cell that was
treated with the IF lysis buffer. (a) Averaged scattering pattern from the region of interest
scan shown in Fig. 5.13c. (b) Averaged scattering pattern from a separate scan on an
empty position. (c) Radial intensity profiles from the cell and the background region. (d)
Fit of the background corrected radial intensity profiles with a power law. (Sample BW54,
position 1B; ID13, June 2011)
law exponent obtained for the non-treated cells with keratin. Therefore, a difference
between the treated and the untreated cells cannot be determined from the decay
of the radial intensity of averaged scattering patterns.
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5.3. Results from Measurements at the P10 Beamline
At the P10 beamline experiments were performed only on cells with a keratin net-
work and keratin-free SK8/18-2 cells, which were both not treated with the IF lysis
buffer. In the following part, measurements and results for one example of a cell
with a keratin network are presented. Additional X-ray dark-field images as well
as average radial intensity profiles and the corresponding fits with power laws, are
documented in the supplementary material in section B.1.
An overview of the analyzed measurements on freeze-dried SK8/18-2 cells taken
at the P10 beamline along with the employed scan parameters and the estimated
average radiation doses per step is shown in Tab.5.2.
sample set-up ∆y,z [µm
2] Ny×Nz T [s] Tatt D [Gy]
BW129, pos. 3 Oct. 2012 2 × 2 81× 121 0.05 0.263 6.4× 105
BW130, pos. 1 Oct. 2012 0.5× 0.5 321× 281 0.04 1 3.1× 107
BW130, pos. 2 Oct. 2012 0.5× 0.5 121× 201 0.05 1 3.9× 107
BW201, pos. 2 March 2013 1 × 1 101× 141 0.05 0.263 1.9× 106
BW201, pos. 3 March 2013 0.5× 1 81× 101 0.05 1 1.4× 107
Tab. 5.2.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on freeze-dried cells at the P10 beamline. Here, ∆y,z are
the lateral step sizes, Ny and Nz are the number of scan points in y- and z-direction, T is
the exposure time, Tatt the attenuator transmission and D the estimated average radiation
dose per step.
5.3.1. X-Ray Dark-Field Images and Structure Orientation
An example for a measurement performed at the P10 beamline is shown in Fig. 5.15.
Fig. 5.15a shows the visible light fluorescence microscopy image of the keratin net-
work in a SK8/18-2 cell, which exhibits long cellular extensions that contain keratin.
A phase contrast microscopy image of the same sample region after freeze-drying
is depicted in Fig. 5.15b, showing that the shape of the cell in the center of the
imaged is very well preserved during plunge-freezing and freeze-drying. However,
in the group of cells in the lower left corner of the image, several cracks, which
occurred during plunge-freezing and freeze-drying, are visible. The corresponding
X-ray dark-field image of the same sample region is shown in Fig. 5.15c. In the X-ray
dark-field image, the cells are clearly visible and the nuclei can be distinguished from
the cell body. Also thin cellular extensions can be identified. To visualize further
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Fig. 5.15.: Microscopy images and X-ray dark-field image of a freeze-dried SK8/18-2 cell
with a keratin network. (a) Fluorescence microscopy image of the keratin network taken
before plunge-freezing and freeze-drying and (b) phase contrast image after freeze-drying.
(c) X-ray dark-field image of a scan with a step size of 2µm and an exposure time of 0.05 s
on the same sample region. (Sample BW129, position 3; P10, Oct. 2012)
cellular substructures, the resolution employed here, i.e. the step size of 2µm, is
not high enough. For the measurements using finer step sizes (compare Tab. 5.2),
substructure were visible in the nucleus as well as in the cell body (see appendix
B.1 for the X-ray dark-field images). Due to the high photon flux and the strong
radiation damage to the samples at the P10 beamline, no reliable region of interest
measurement could be performed on the cells. In particular, the thin cellular exten-
sions were destroyed during the first coarse measurement.
To determine the direction and the degree of the structure orientation in the sample
from the individual scattering patterns, the same approach as presented in section
5.2.1.1 for the data recorded at the ID13 beamline was applied. Two-dimensional
maps of the direction and degree of the local structure orientation in the cell are pre-
sented in Fig. 5.16a and b, respectively. In both images the cells can be identified.
In particular, the degree of structure orientation as indicated by the eccentricity
of the fitted ellipses is much higher on the cell than on the empty regions. The
thin cellular extensions and the nucleus can be clearly identified in this image, even
better than in the X-ray dark-field image.
Fig. 5.17 shows an overlay of the X-ray dark-field image with the vector field combin-
ing the degree and direction of structure orientation in the sample. On the cellular
extension the local structure orientation fits well to the direction of the cellular ex-
tensions. However, on the cell body the obtained local structure orientations have
a strong preference for the vertical direction. This can be probably explained by











































Fig. 5.16.: Maps of (a) the direction and (b) the degree of structure orientation in the sam-
ple as determined by approximating the thresholded intensity in each scattering pattern
with an ellipse that has the same second moments as the intensity distribution. (Sample
BW129, position 3; P10, Oct. 2012)
the asymmetry of the KB beam having a larger size in horizontal than in vertical
direction, which will also lead to an anisotropy in each scattering patterns. Only
for highly anisotropic scattering from the sample, e.g., on the cellular extension,
the anisotropy of the beam does not dominate the total anisotropy of the scatter-
ing pattern. An attempt to correct for the preferred orientation in the scattering
patterns, led to further artifacts in orientation (not shown). The streaks from the
KB beam and the apertures in the scattering patterns (compare Fig. 5.18d) also
led to artifacts during this analysis and needed to be masked. Since quite a large
region of the scattering pattern needed to be masked, this probably also influenced
the analysis.
5.3.2. Radial Intensities of Averaged Scattering Patterns
Averaged scattering patterns were calculated for three different regions of the scan,
i.e. the nucleus, the cell body and an empty region as indicated in Fig. 5.18a. The
corresponding averaged scattering patterns are presented in Fig. 5.18b–d. Both, the
nucleus and the cell body show a strong and isotropic scattering signal. However,
the scattering from the nucleus is more intense than the scattering from the cell
body, as expected from the X-ray dark-field image. In the average scattering pat-
terns from the empty region, the background scattering from the KB optics and the


























Fig. 5.17.: Overlay of the X-ray dark-field image and the vector field combining the
direction and the degree of local structure orientation in the sample. (Sample BW129,
position 3; P10, Oct. 2012)
























































































































































Fig. 5.18.: Averaged scattering patterns from three different scan regions. (a) Selection
of three different scan regions, i.e., the nucleus (blue, ROI 1), the cell body (gray, ROI 2)
and an empty region (red, ROI 3). Averaged scattering pattern from (b) the nucleus, (c)
the cell body and (d) the empty region. (Sample BW129, position 3; P10, Oct. 2012)
soft-edge apertures in form streaks, as well as a weak scattering around the beam-
stop are visible. Apart from the streaks the background scattering is very low and
flat at higher q-values.
The averaged scattering patterns were integrated in azimuthal direction in one an-
gular segment, yielding the three radial intensity profiles depicted in Fig. 5.19a.
Subtraction of the background scattering from the two profiles obtained on the cell,
resulted in the curves shown in Fig. 5.19b. Both curves show a similar shape, which
exhibits a kink in the intensity decay between 0.1 nm−1 and 0.2 nm−1 with a steeper
decay at higher qr-values.
To quantify the intensity decay, the radial intensity profiles were approximated by
power laws. To take into account the kinks in the radial intensity profiles, two power
5.3. Results from Measurements at the P10 Beamline 75


































ROI 2 (cell body)
ROI 3 (empty)
(a)































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
(b)
Fig. 5.19.: Radial intensity profiles of averaged scattering patterns. (a) Radial intensity
from the nuclear region, the cell body and the empty region. (b) Background corrected ra-
dial intensity profiles from the nuclear region and the cell body. (Sample BW129, position
3; P10, Oct. 2012)
law functions were fitted to the regions of high and low qr-values, respectively. Fig.
5.20 shows the resulting fit functions along with the background corrected radial
intensity profiles. The qr-ranges, over which the fits are plotted, correspond to the
regions that were used for fitting. In the low and high qr-region power exponents of
about −3 and −4.5 are obtained, respectively.































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.32e+00*q
−2.99
 + 1.47e−08
fit f(q) = 2.14e−01*q
−3.09
 + 3.27e−07
fit f(q) = 9.47e−02*q
−4.48
 + 3.29e−01
fit f(q) = 1.66e−02*q
−4.53
 + 9.42e−02
Fig. 5.20.: Fitting of two power laws to the low qr-region and high qr-region of the
background corrected average radial intensity profiles, respectively. The qr-ranges over
which the fit functions are plotted correspond to the regions that were used for fitting.
(Sample BW129, position 3; P10, Oct. 2012)
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5.3.2.1. Comparison of Power Law Exponents
The same analysis scheme as presented above was applied to six cells that were
measured at the P10 beamline, four of which with a keratin network and two without
keratin. The X-ray dark-field image as well as the corresponding visible light phase
contrast and fluorescence microscopy images as well as the background corrected
radial intensity profiles along with the power law fits for these measurements are
shown in appendix B.1. An overview of the obtained power law exponents is depicted
in Fig. 5.21. For each group of data points, the first column corresponds to cells
with a keratin network and the second column to cells without a keratin network.
Fig. 5.21.: Comparison of the power law exponents for freeze-dried cells with and without
a keratin network measured at the P10 beamline. For each group of data points, the first
column corresponds to cells with a keratin network and the second column to cells without
a keratin network. The error bars indicate the errors obtained from the fit. The data were
taken at P10, Oct. 2012 and March 2013.
All power law exponents obtained in the low qr region are in a range of about −3.0
to −3.5 and the power law exponents obtained in the high qr region are in a range
of about −4.3 to −4.6. The power law exponents for all measured freeze-dried cells
were averaged taking into account the position on the cell, i.e. the nucleus or the cell
body, and the fit region. The resulting mean power law exponents and the standard
deviation of the mean presented in Tab. 5.3. For averaging, the “normal” average
and not the “weighted” average with regard to the error was used, because the
errors only include the goodness of the fits and no information about the accuracy
of the measurement or the state of the measured cell. No difference in the power law
exponents is observed between the cells with or without a keratin network. Therefore
either cells with a higher portion of keratin filament or bundles in the cytoplasm are
needed to distinguish between keratin-free and keratin-containing cells on the level
of the intensity decay of the averaged scattering signal, or the (averaged) scattering
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mean power law exponent
nucleus, low qr-values −3.34±0.12
nucleus, high qr-values −4.40±0.05
cell body, low qr-values −3.39±0.10
cell body, high qr-values −4.42±0.04
Tab. 5.3.: Mean power law exponents and standard deviation of the mean for all freeze-
dried SK8/18-2 cells that were measured at the P10 beamline. (P10, Oct. 2012 and March
2013)
signals from different structures in the cell are too similar to be distinguished at
all. The power law exponents obtained on the nuclear region and on the cell body
are also identical within the error range, even though the composition and structure
of these two regions, and therefore also the scattering signal, should be different.
Therefore the average structure of the cellular material in freeze-dried SK8/18-2
cells seems to be very similar for different cellular compartments like the nucleus
and the cytoplasm and thereby also similar averaged scattering signals are obtained.
5.3.3. Radial Intensities of Single Scattering Patterns
For the measurements on freeze-dried cells taken at the P10 beamline, single scatter-
ing patterns show a strong scattering signal. Examples for single scattering patterns
from four different positions, i.e., the nucleus, the cell body, the cellular extension at
the lower part of the cell and an empty position, are presented in Fig. 5.22a–d. The
positions of the scattering patterns in the scan are given above the scattering pat-
terns and the positions are also marked in the X-ray dark-field image from this scan
in Fig. 5.22e. In contrast to the scattering patterns recorded at the ID13 beamline,
no scattering maxima or minima are visible in the scattering patterns recorded at
the P10 beamline. The anisotropy of the scattering pattern recorded on the cellular
extension in Fig. 5.22c is not as pronounced as it was for the data recorded at the
ID13 beamline.
Each scattering pattern was integrated in azimuthal direction in one segment yield-
ing the radial intensity profiles in Fig. 5.22f. For comparison also the radial intensity
profile of the averaged scattering pattern from the empty region is plotted in the
same figure. The radial intensity profiles from the cell show a strong signal, which
is well above the radial intensity of the single and averaged scattering patterns from
the empty region. The radial intensity profiles from all positions on the cell show a
smooth decay without peaks or shoulders.



















































































































































































































































 Ny=27,  Nz=56
 Ny=35,  Nz=61
 Ny=59,  Nz=75
 Ny=56,  Nz=25
 ROI 3 (empty)
(f)
Fig. 5.22.: Single scattering pattern from four different scan positions, i.e. (a) the nucleus,
(b) the cell body, (c) the cellular extension and (d) an empty position. (e) Scan positions
from which the four scattering patterns were selected. (f) Radial intensity profiles of the
four scattering patterns along with the averaged background signal, which was determined
above. (Sample BW129, position 3; P10, Oct. 2012)
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single scattering pattern − ROI 3
fit f(q) = 1.01e+00*q
−3.16
 + 3.19e−09
































single scattering pattern − ROI 3
fit f(q) = 5.62e−01*q
−3.28
 + 1.09e−06




Ny=35, Nz=61, cell body



























single scattering pattern − ROI 3
fit f(q) = 4.74e−02*q
−3.57
 + 1.89e+01




Ny=59, Nz=75, cellular extension
Fig. 5.23.: Fitting of two power laws to the low qr-region and high qr-region, respectively,
of the background corrected radial intensity profiles of single scattering patterns from (a)
the nucleus, (b) the cell body and (c) the cellular extension. The qr-ranges over which
the fit functions are plotted correspond to the regions that were used for fitting. (Sample
BW129, position 3; P10, Oct. 2012)
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Subtraction of the averaged background signal (ROI 3 in Fig. 5.22f) from the radial
intensity profiles at the different positions on the cell results in the curves shown in
Fig. 5.23. In analogy to the analysis of radial intensity profiles of averaged scattering
patterns, the radial intensity profiles of the single scattering patterns were fitted in
the low and high qr-region with two power law function, respectively. The fits are
displayed in 5.23 along with the background corrected radial intensity profiles. The
obtained power law exponents are in the same ranges as the ones for the average
radial intensity profiles.
The fact that the radial intensity profiles of single scattering patterns show a smooth
decay and no peaks is probably related to two experimental factors. Firstly, the
beam size at the P10 beamline was larger compared to the measurements at the
ID13 beamline and thereby larger volumes are probed and averaged in a single scat-
tering pattern. Secondly, at the P10 beamline continuous mesh scans, where the
motor of the fast scan axis moves continuously, were employed in order to reduce
the total scan time. Therefore not only a sample region in the order of the beam size
(≈ 300 nm) was probed in a single scattering pattern, but a sample region in the
order of the step size (here 2µm). For continuous mesh scans with a smaller step
size of 500 nm, the scattering patterns do not show peaks in the signal either (com-
pare Fig. B.5 in the appendix), which indicates that either normal (not continuous)
mesh scans need to be used in order to obtain maxima or minima in the scattering
signal or a small beam must be employed. A single scattering pattern taken at the
P10 beamline therefore corresponds to an average of (at least) 2 × 2 neighboring
scattering patterns taken at the ID13 beamline, in which scattering peaks are also
not present.
The scattering pattern recorded on the cellular extension was integrated in eight an-
gular segments to test whether the segments differ and whether peaks or shoulders
can be observed in the signal from single segments. Fig. 5.23a shows the scatter-
ing pattern from the cellular extension along with dashed white lines indicating the
angular segments used for azimuthal integration. The radial intensity profiles af-
ter background subtraction are displayed in Fig. 5.23b. For the background signal,
the averaged scattering pattern from the empty region in Fig. 5.18 was used. The
eight radial intensity profiles show a smooth intensity decay as it was also observed
for integration in one angular segment. Small bumps in the profiles, e.g. in seg-
ment number 2 (green curve) at around 0.2 nm−1, can be explained by locally higher
noise in the radial intensity due to the non-sensitive pixel lines between two detector
modules and therefore the lower number of available pixels for averaging. Hence,
information about the local substructure in the cellular samples cannot be extracted
from the scattering pattern presented in this section.






















































































Fig. 5.24.: Azimuthal integration of a scattering pattern from the cellular extension in
eight angular segments. (a) Scattering pattern from the cellular extension along with
white lines indicating the eight angular segments used for azimuthal integration. (b)
Radial intensity profiles after background subtraction. The radial intensity profiles are
shifted upwards for clarity. (Sample BW129, position 3; P10, Oct. 2012)
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5.4. Results from Measurements at the cSAXS
Beamline
At the cSAXS beamline, experiments were performed on freeze-dried samples that
were treated with the IF lysis buffer as well as on samples without this treatment.
Furthermore, cells with a keratin network and keratin-free cells were measured.
However, since the results from measurements at the P10 beamline and the ID13
beamline as presented above, do not show distinct differences between cells with or
without a keratin network and since the only difference between the cells that were
treated with the IF lysis buffer and untreated cells is a lower or higher scattering
intensity, only one example for a measurement on a untreated cell with a keratin net-
work is presented here. An overview of scan parameters and the estimated average
radiation doses per step for this measurement is shown in Tab.5.4.
sample set-up ∆x,y [µm
2] Nx×Ny T [s] Tatt D [Gy]
BW203, pos. 2A Feb. 2013 1 × 1 81× 81 0.05 0.122 1.8× 103
BW203, pos. 2B Feb. 2013 0.1× 0.1 101× 51 1 1 3.0× 107
Tab. 5.4.: Summary of the scan parameters and the estimated average radiation doses
for the measurements on freeze-dried cells at the cSAXS beamline. Here, ∆x,y are the
lateral step sizes, Nx and Ny are the number of scan points in x- and y-direction, T is the
exposure time, Tatt the attenuator transmission and D the estimated average radiation
dose per step.
5.4.1. X-Ray Dark-Field Images and Structure Orientation
For the reconstruction of the X-ray dark-field images taken at the cSAXS beamline,
the Matlab-based analysis script stxm online.m was used, which was developed
at the cSAXS beamline and kindly provided [91, 136]. Fig. 5.25a and b show the
fluorescence microscopy image of the keratin network in a group of SK8/18-2 cells
taken before plunge-freezing and freeze-drying and the visible light phase contrast
microscopy image after freeze-drying. In the cells at the bottom of the image, a crack
that occurred during plunge-freezing or freeze-drying can be identified. However, the
cell in the upper part of the image is intact at the resolution of the microscopy image.
The X-ray dark-field image from a coarse mesh scan on the same sample region is
presented in Fig. 5.25c. Despite the low signal-to-noise ratio, the cell contours can
be identified in the dark-field image, thereby allowing for the positioning of finer
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Fig. 5.25.: Microscopy images and X-ray dark-field image of freeze-dried SK8/18-2 cells.
(a) Fluorescence microscopy image of the keratin network in the hydrated cells taken
before plunge-freezing and freeze-drying and (b) phase contrast microscopy image after
freeze-drying. (c) X-ray dark-field image from a scan with a step size of 1µm and an
exposure time of 0.05 s on the same sample region. The red box indicates the position of
a region of interest scan. (Sample BW203, position 2A; cSAXS, Feb. 2013)
region of interest scans.
A fine region of interest scan with a step size of 100 nm and an exposure time of 1 s
was performed on the marked region in Fig. 5.25c. The X-ray dark-field image of
this measurement along with the map of the local structure orientation is presented
in Fig. 5.26. The local structure orientation indicated by the black lines agrees
well with the orientation of the elongated structures in the X-ray dark-field image.

























Fig. 5.26.: Structure orientation map as overlay with the X-ray dark-field image from a
scan with 100 nm step size and 1 s exposure time on the cellular extension in the region
that is marked in Fig. 5.25c. (Sample BW203, position 2B; cSAXS, Feb. 2013)
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identified in the dark-field image.
5.4.2. Radial Intensities of Averaged and Single Scattering
Patterns
Scattering patterns from the cellular extension and the empty region in Fig. 5.26
were averaged yielding the scattering patterns in Fig. 5.27a and b, respectively. In





























































































































































Fig. 5.27.: Azimuthal integration of averaged scattering patterns. (a) Averaged scattering
pattern from the cellular extension marked by a red box in Fig. 5.25c. (b) Averaged
scattering pattern from the empty region. The insets in (a) and (b) show from which
regions of the scan (black pixels) the scattering patterns are used to obtain an average
scattering pattern from the cellular extension and the empty region. The size of the inset
is 100× 50µm2 (c) Radial intensity profiles from the cell and the background region. (d)
Background corrected radial intensity profile. (Sample BW203, position 2B; cSAXS, Feb.
2013)
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stop can be identified as well. Furthermore, the intensity is shielded by the flight
tube at the bottom of the scattering pattern. The ring-like scattering around the
primary beam corresponds probably to scattering from the window material (Kap-
ton) of the flight tube. Strong scattering from the order sorting aperture is present
around the primary beam. The averaged scattering patterns were integrated in az-
imuthal direction resulting in the radial intensity profiles shown in Fig. 5.27c. The
scattering signal from the cell is slightly stronger than the signal from the back-
ground region. Subtraction of the background signal from the cell signal results
in the radial intensity profile presented in Fig. 5.27d. Despite the small difference
between the radial intensity profiles from the cell region and the empty region, the
background corrected radial intensity shows a low noise level up to about 1 nm−1.
Furthermore the radial intensity profile displays a kink at around 0.1 nm−1.
The background corrected radial intensity was fitted with two power law functions
in the low qr-region and high qr-region yielding power law exponents of −3.30 and
−4.10, respectively, which agrees well with the results from measurements recorded
at the P10 beamline. The fit functions are shown in Fig. 5.28 along with the data.





































fit f(q) = 1.24e−03*q
−3.30
 + 2.99e−10
fit f(q) = 1.80e−04*q
−4.10
 + 6.97e−05
Fig. 5.28.: Fitting of two power laws to the low qr-region and high qr-region, respectively,
of the background corrected radial intensity profile of an averaged scattering pattern from
the cellular extension. The qr-ranges over which the fit functions are plotted correspond
to the regions that were used for fitting. (Sample BW203, position 2B; cSAXS, Feb. 2013)
For single scattering patterns recorded at the cSAXS beamline, the background
scattering was so strong that the signal from the cell cannot be identified without
background subtraction. However, after subtraction of the averaged background
signal, which was recorded on an empty region, from the scattering signal recorded
on the cell, the locally anisotropic scattering signal from the cell can be identified, as



























































































Fig. 5.29.: Azimuthal integration of a scattering pattern from the cellular extension in
eight angular segments. (a) Scattering pattern from the cellular extension after subtraction
of the averaged background signal along with white lines indicating the eight angular
segments. The inset shows which scattering pattern of the scan (black pixel) was used.
(b) Radial intensity profiles after background subtraction. The radial intensity profiles
are shifted upwards for clarity. (Sample BW203, position 2B; cSAXS, Feb. 2013)
presented in Fig. 5.29a for an example scattering pattern. In the scattering pattern
regions with higher or lower intensity can be identified.
The scattering pattern was divided into eight angular segments such that the first
and fifth segment were centered around the direction of strongest scattering, and it
was integrated in azimuthal direction. The corresponding radial intensity profiles
are presented in Fig. 5.29b. In the radial intensity profiles, local intensity max-
ima can be identified at around 0.18 nm−1 and 0.34 nm−1. At higher qr-values, the
signal-to-noise ratio is too low to identify further intensity maxima or minima.
To increase the signal-to-noise ratio in the scattering pattern, 3× 3 scattering pat-
terns, which were centered around the scattering patterns shown in Fig. 5.29a,
were averaged yielding the scattering pattern shown in Fig. 5.30a. In analogy to
the analysis of the single scattering patterns, the averaged scattering pattern was



























































































Fig. 5.30.: Azimuthal integration of an average of 3×3 scattering patterns from the cellu-
lar extension in eight angular segments. (a) Scattering pattern from the cellular extension
after subtraction of the averaged background signal along with white lines indicating the
eight angular segments. The inset shows which scattering patterns of the scan (black pix-
els) were averaged. (b) Radial intensity profiles after background subtraction. The radial
intensity profiles are shifted upwards for clarity. (Sample BW203, position 2B; cSAXS,
Feb. 2013)
integrated in eight angular segments, yielding the radial intensity profiles in Fig.
5.30b. The radial intensity profiles are less noisy and also exhibit local intensity
maxima or shoulders at around 0.18 nm−1 and 0.34 nm−1. Further intensity maxima
or minima at higher qr-values cannot be identified. However, similar to the analysis
of the single scattering patterns recorded at the ID13 beamline, a smoothing of the
intensity maxima or shoulders in the intensity decay is observed, which indicates a
high structural heterogeneity in the cellular sample.
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5.5. Summary and Closing Discussion
Even though biological samples are generally weak scatterers, X-ray dark-field im-
ages of freeze-dried SK8/18-2 cells could be recorded at each of the three set-ups.
The cells, the nuclei and substructures in the cell body and in the nuclei could be
clearly identified in scans on large sample areas, allowing for a precise positioning
of finer region of interest scan. For cells that were treated with IF lysis buffer, the
scattering signal in the X-ray dark-field images was much weaker. As described in
section 4.2.5, treatment of the cells with IF lysis buffer leads to the depolymeriza-
tion of actin filaments and microtubules, and the removal of all soluble components
from the cytosol. Therefore, the observation that the treated cells scatter less than
the untreated cells agrees with the fact that less protein material is present in these
cells. Since the treated samples were not fluorescently stained for filamentous actin
or microtubules to validate the effect of IF lysis buffer for each cell, remaining actin
filaments or microtubules in individual cells cannot be totally excluded. In this
context it should be also mentioned that it is not possible to stain filamentous actin
and microtubules simultaneously in the same SK8/18-2 cell, due to the available
dyes and the already fluorescently label keratin network. Furthermore, the effect
of IF lysis buffer on other cellular organelles was not tested. Substructures in the
cytoplasm that were visible using bright-field microscopy (compare Fig. 4.7) indi-
cated that not all cellular organelles are removed from the cell during the treatment.
In this context, other protocols for the extraction of the keratin network that have
been employed for electron microscopy studies on the pure network [69, 70], should
be tested in combination with scanning X-ray diffraction experiments.
The resolution of the X-ray dark-field images in real space was limited by the beam
size used for scanning, i.e. at minimum to about 100 nm. The obtained resolution
is therefore well below the resolution achieved by other techniques based on X-rays
as a probe like ptychographic or holographic imaging [10,12,95,137]. However, only
for scanning X-ray diffraction with a nanometer sized beam and the sample placed
in the focus, a small sample volume is probed by recording a full scattering pattern
at each scan position, which can then be precisely correlated to the position on the
cell using the X-ray dark-field image.
When comparing the X-ray dark-field images to fluorescence microscopy images of
the keratin network, similarities between the keratin network morphology and the
intensity distribution could be observed. In particular, the elongated structures
in the X-ray dark-field image in Fig. 5.5d might correspond to the thick keratin
bundles in the fluorescence microscopy image in Fig. 5.5a. By contrast, the X-
ray dark-field images of keratin-free cells (cf. Fig. 5.11) show elongated structures
and clusters, which are larger in size as compared to the keratin-containing cells. A
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network-like intensity distribution is not observed for keratin-free cells. As discussed
previously, the morphological differences between the X-ray dark-field image in com-
bination with the orientation map, and the fluorescence microscopy image might be
attributed to different factors. The resolution of the fluorescence microscopy images
of the keratin network is comparatively low, which does not allow for imaging of
thin keratin bundles. Other cytoskeletal structures like microtubules or actin fila-
ments are not visualized in the fluorescence microscopy image, but they might cause
a similar scattering signal and their location in the cell overlaps with the keratin
network (compare Fig. 2.1 showing the keratin network and filamentous actin in a
SK8/18-2 cell). Furthermore, the diffraction experiments are performed on freeze-
dried samples and artifacts from the preparation cannot be excluded. In particular,
protein or salt accumulations can be generated during plunge-freezing if (expanding)
crystalline ice forms during the freezing process instead of vitreous ice.
In some cells, micrometer-sized ruptures could be identified after freeze-drying.
To exclude or confirm further artifacts at the nanometer-scale due to the sam-
ple preparation, and here particularly the plunge-freezing process, several different
tests should be performed. Firstly, the plunge-frozen sample could be studied at
cryogenic conditions with X-ray diffraction to probe the presence of ice crystals.
Secondly, high-pressure freezing, which is commonly employed for samples thicker
than about 10µm, could be applied instead of plunge-freezing [138]. Here, a growth
substrate different from Si3N4 membrane windows and in particular based on elec-
tron microscopy grids, might be necessary due to the constrictions of the sample
chamber. Thirdly, critical point drying could be employed for the preparation of
dry cellular sample instead of plunge-freezing or high-pressure freezing and consec-
utive freeze-drying [139].
To determine the local structure orientation and the anisotropy in the sample, we
used the approach of approximating the thresholded intensity by an ellipse. The
direction of the minor axis in reciprocal space was employed as estimate for the
average direction of oriented structures in the sample in real space at the measured
position and the eccentricity was employed as a measure for the average degree of
orientation. A typical method to determine the anisotropy in the scattering signal
is by radial integration of the scattered intensity in a ring in reciprocal space and
fitting the obtained azimuthal intensity curve. Here, the amplitude yields a measure
for the degree of sample orientation. Further, specific structures with characteristic
length scales in the sample can be visualized by selecting a certain region of momen-
tum transfer. Recently this method has been also applied to small angle scattering
from biological samples, i.e., a mouse soleus muscle [17] or the dentinal collagen
network in human teeth [16,140,141]. In contrast to these samples with well-defined
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and well-known real space structures, the structure of keratin bundles in our sam-
ples is probably not perfectly homogeneous and would therefore lead to scattering in
different q-regions. Hence, in our case it is important that the analysis allows for the
determination of the anisotropy of the complete scattering pattern and not solely
of a selected region of momentum transfer in reciprocal space corresponding to a
specific range of structure sizes in real space. The method we used worked reliably
for the data sets recorded at the ID13 and the cSAXS beamline. For the data sets
recorded a the P10 beamline, a strong preferred direction of structure orientation
was observed, which is related to the asymmetric beam profile of the KB beam.
Fig. 5.31 presents a comparison of typical examples for radial intensity profiles of
averaged scattering patterns obtained at the three different beamlines. For better
comparability, the same qr-range as well as the same number of magnitudes for the
intensity axis are used for plotting. The most obvious difference between the data
sets recorded at the different beamlines is the much lower difference between the cell
signal and the background signal at the cSAXS beamline as compared to the other
two beamlines. During the planning and realization of the beamtime at the cSAXS
beamline in February 2013, the optimization of the set-up in terms of background
reduction was an important issue, but the problem could not be solved with various
modification to the set-up (compare section 3.2.3). Furthermore, a kink is visible in
the radial intensity profiles recorded at the P10 beamline and at the cSAXS beamline
at about 0.1–0.2 nm−1. Therefore, these radial intensity profiles could not be fitted
with a single power law over the whole qr-range, but two power laws were fitted
to the high and low qr-region, respectively. A kink was not observed in the radial
intensity profiles from averaged scattering patterns recorded at the ID13 beamline,
due to the difference in the accessible qr-range, which corresponds to the high qr-
region measured at the cSAXS beamline and at the P10 beamline. This fact allows
for fitting of the whole qr-range with a single power law.
A summary of all power law exponents obtained from fits to the radial intensity
profiles of averaged scattering patterns recorded on freeze-dried SK8/18-2 cells is
shown in Fig. 5.32. Here, the data points obtained at the P10 beamline are depicted
in blue, at the cSAXS beamline in red and at the ID13 beamline in green. The
measurements at ID13 beamline are assigned to the high qr-region. Note that at the
cSAXS beamline and at the ID13 beamline region of interest scans on the cellular
extensions were employed to obtain the power law exponents, whereas at P10 beam-
line the whole cell was measured. Therefore at the P10 beamline, the data points
are subdivided in the nuclear region and the cell body. The power law exponents
obtained at the three different set-ups agree very well. The small deviation of the
power law exponents obtained at the cSAXS beamline and at the ID13 beamline
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towards higher values in the high qr-region compared to the results obtained at the
P10 beamline, might be attributed to the overall lower scattering signal (compare
photon counts per second in Fig. 5.31) due to the lower photon flux at these beam-
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Fig. 5.31.: Comparison of radial intensity profiles of averaged scattering patterns and the
corresponding difference curves taken at (a, b) the ID13 beamline (Sample BW21, position
6C; ID13, Nov. 2011), (c, d) the P10 beamline (Sample BW129, position 3; P10, Oct.
2012) and (e, f) the cSAXS beamline (Sample BW203, position 2B; cSAXS, Feb. 2013).
For better comparability, the same qr-range as well as the same number of magnitudes for
the intensity axis are used for plotting.
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lines and therefore the slightly worse photon statistics.
Similar values of the power law exponents are observed for the cells with or without
a keratin network as well as for the cells that were treated with IF lysis buffer. In
the high qr-region (qr & 0.1...0.2 nm−1) the power law exponents range from −4.0 to
−4.6 and in the low qr-region (qr . 0.1...0.2 nm−1) the power law exponents range
from −3.0 to −3.7. Furthermore, no difference is observed between the nuclear re-
gion and the cell body. These findings indicate that the averaged structure in the
cells, which is probed by the averaged scattering patterns, is very similar for both
the different cellular compartments like the nucleus or the cytoplasm as well as for
the differently prepared cells, e.g. cells treated with IF lysis buffer, or cells with or
without a keratin network. Similar scanning diffraction experiments on freeze-dried
bacterial cells yielded exponents ranging from −3 to −4 for the decay of the radial
intensity [12]. In this context it would be interesting to perform measurements on
different eukaryotic cell lines, e.g. keratinocytes with a high keratin content in the
cytoplasm, or on other prokaryotic cells, to investigate whether characteristic differ-
ences are obtained.
Corresponding to the well-known Porod law [142, 143], compact two-phase systems
with a sharp interface exhibit a power law decay with −4 and further, power law
exponents smaller than −4 have been attributed to structures with diffuse bound-
aries, in which the electron density varies continuously [144, 145]. In our case, the

























P10, +KIF, nucleus, low q−values
P10, +KIF, nucleus, high  q−values
P10, +KIF, cell body, low q−values
P10, +KIF, cell body, high q−values
P10, −KIF, nucleus, low q−values
P10, −KIF, nucleus, high  q−values
P10, −KIF, cell body, low q−values
P10, −KIF, cell body, high q−values
cSAXS, +KIF, cell body, low q−values
cSAXS, +KIF, cell body, high q−values
ID13, +KIF, cell body
ID13, −KIF, cell body
ID13, +KIF, +lysis buffer, cell body
Fig. 5.32.: Summary of all power law exponents obtained from fits to the radial intensity
profiles of averaged scattering patterns recorded on freeze-dried SK8/18-2 cells. Data
points obtained at the P10 beamline are depicted in blue, at the cSAXS beamline in red
and at the ID13 beamline in green.
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−4, but consistently deviate to smaller numbers in the high qr-region and to higher
numbers in the low qr-region. The deviation might be also caused by the superpo-
sition of the scattering signal from various differently shape objects with different
sizes in the cell, i.e. various protein, peptides, etc.. Furthermore, the Porod law is
commonly used to describe small-angle X-ray scattering (SAXS) experiments, where
the employed beam size is large compared to the probed structure sizes. Contrary,
the beam size, which we employ for the measurements, is in the same order of
magnitude as the structures in the cells. In particular, correlations in the electron
density are only probed over an area that is defined by the illumination beam size.
To study the effect of the beam size on the obtained power law exponents from
freeze-dried cellular samples, measurements with a larger beam in the order of a
few micrometers could be performed. The scattering signal from the probed (large)
area could then be compared to the averaged scattering signal from several smaller
areas, which should be ideally located in the large area on the same sample, probed
with a nanometer-sized beam.
The radial intensity profiles from single scattering patterns recorded at the ID13
beamline and at the cSAXS beamline exhibited local intensity maxima and minima,
indicating a substructure in the cellular sample. Upon averaging of several adja-
cent scattering patterns in order to increase the signal-to-noise ratio, the peaks were
smoothed or smeared out completely, which hints at a high structural heterogeneity
in the sample. However, due to the high heterogeneity of the radial intensity profiles,
the strong signal-to-noise ratio in the single scattering patterns and the presumable
superposition of different sample structures at each position, it was not possible to
automatically fit all profiles in order to determine the underlying structure in the
cell. Here, other approaches like a principle component analysis could be employed
for the further analysis of single scattering patterns in order to identify the main
cellular components that contribute to the scattering signal. The fact that local
intensity maxima and minima were not observed in the radial intensity profiles of
single scattering patterns recorded at the P10 beamline, can be explained in this
context by the larger beam size and the continuous scan mode, which leads to an
(averaged) scattering signal from a larger sample area. In this context, experiments
at a (nano-focused) free-electron laser (FEL), making use of the higher photon flux
and linked to that the potentially higher resolution in reciprocal space, could help
to probe and determine the structure or correlation length of the filaments in ker-
atin bundles. For test experiments, the same sample preparation as presented above
could be employed and single exposures on well-selected positions in individual cells
could be recorded. However, the cells will be (at least locally) destroyed by the
intense X-ray beam and therefore the precise localization of certain cellular struc-
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tures in the FEL beam as well as the high sample throughput are critical issues. An
automated sample delivery system for adherent cells would be needed.
To get a rough idea of the filament arrangement in keratin bundles in SK8/18-2
cells or in similar cells and the corresponding scattering signal, different experimen-
tal approaches would be helpful. Transmission electron microscopy images of the
cross-section of a keratin bundle in those cells could show the filament arrange-
ment. However, sectioning might affect the detailed bundle structure. To reduce
the complexity of the studied system, in vitro assembled keratin filaments could be
investigated using X-ray diffraction. In vitro assembly of keratin filaments as well
as the formation of bundles and networks have been described in several publica-
tions [46,54–57]. Firstly, the in vitro assembly allows for classical SAXS experiments
on the filament bundles in solution kept in capillaries during the data acquisition.
Secondly, the bundles or networks could be prepared on silicon nitride membrane
windows and could then be studied, either in a hydrated or in a dry state, using
scanning diffraction with a nano-focused beam. However, whether the nano-scale
structure of the in vitro assembled keratin filaments and bundles resembled the in
vivo structures is not known so far.
6. Scanning Nano-Diffraction on
Fixed-Hydrated Cells
In this chapter, scanning X-ray nano-diffraction experiments on fixed-hydrated
SK8/18-2 cells are described. Fixed-hydrated cells were measured at three different
synchrotron radiation facilities and the results are presented and discussed. Further-
more, the capabilities of the different set-ups are compared. Specific challenges that
occurred during the measurements fixed-hydrated cells are discussed and solutions
are suggested. Parts of this chapter have been prepared for publication [41].
6.1. Experiment
The experiments were carried out at three different end-stations at different
synchrotron radiation facilities: the cSAXS beamline (SLS), the ID13 beamline
(ESRF), and the P10 beamline (PETRA III). The different set-ups and the spe-
cific experimental parameters during each beamtime are described separately in
Fig. 6.1.: Photograph of a Si3N4
sandwich wet chamber mounted on
a magnetic sample holder at the
cSAXS beamline (May 2012).
section 3.2. For the measurements, cells with
a keratin network as well as cells without a ker-
atin network were selected. However, none of the
samples was treated with IF lysis buffer, because
for the freeze-dried samples the only difference to
the untreated cell was a lower scattering signal.
First test-experiments on hydrated cells were
performed on cells in Si3N4 sandwich wet cham-
bers at the cSAXS beamline. The fabrication of
these wet chambers is described in section 4.3.1.
The wet chambers were attached to an aluminum
frame, which was then attached to a magnetic
sample holder as shown in Fig. 6.1 and mounted
at the sample stage.
For the experiments at the ID13 beamline and the P10 beamline, microfluidic de-
vices were employed as sample environment. The microfluidic devices were assem-
96 6. Scanning Nano-Diffraction on Fixed-Hydrated Cells
bled directly before the measurement as described in section 4.3.2. Tubings were at-
tached to the inlet and the outlet of the microfluidic device and a Hamilton Gastight
Fig. 6.2.: Photograph of a microfluidic de-
vice mounted on a magnetic sample holder at
the P10 beamline (March 2013).
glass syringe filled with degassed PBS
was attached to the inlet tubing allow-
ing for the connection to syringe pumps
(neMESYS, Cetoni GmbH, Korbußen,
Germany). PBS was pumped through
the device at a constant flow rate of
100–200µl/h, corresponding to a mean
flow velocity of about 0.3 mm/s depend-
ing on the device geometry. Subse-
quently, the device was mounted on a
sample stage using a magnetic sample
holder as shown on the photograph in
Fig. 6.2. A small waste container for the
waste liquid that was flushed through
the devices was attached to the sample
stage.
All fixed-hydrated samples were mounted with the membrane, on which the cells
had been grown, on the downstream-side of the wet chamber or microfluidic device.
Therefore, X-ray photons that were scattered from the sample did not pass through
the water layer in between the two Si3N4 membranes before reaching the detector.
The samples were aligned in the focus of the X-ray beam using a calibrated micro-
scope and two dimensional mesh scans were performed on the cells.
For some measurements on hydrated cells, scans with an asymmetric step size, i.e.
with a larger step size in vertical direction (slow scan axis) than in the horizontal
direction (fast scan axis), were employed. On the one hand this led to a shorter total
scan time for covering the same sample area and a lower total average radiation dose
per step. On the other hand regions of the cell, which were chemically influenced by
radicals that were created in the cell or buffer solution during the measurement at
the previous scan line, were skipped since the concentration of radicals, and therefore
also the damage in the cell, decreases with larger distance to the exposed positions.
This aspect is further discussed in section 6.5.1.
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6.2. Results from Measurements at the cSAXS
Beamline
In the following section, measurements and results obtained at the cSAXS beamline
on fixed-hydrated SK8/18-2 cells with and without a keratin network are presented.
An overview of the analyzed measurements along with the employed scan parameters
and the estimated average radiation doses per step is shown in Tab.6.1.
sample set-up ∆x,y [µm
2] Nx×Ny T [s] D [Gy]
BW108, pos. 3A May 2012 1 × 1 81× 81 0.2 1.6× 105
BW108, pos. 3B May 2012 0.2× 0.2 71× 71 1 2.0× 107
BW108, pos. 3C May 2012 0.1× 0.1 81× 81 1 7.9× 107
BW108, pos. 4A May 2012 1 × 1 81× 81 0.2 1.6× 105
BW108, pos. 4B May 2012 0.1× 0.1 81× 81 1 7.9× 107
Tab. 6.1.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on fixed-hydrated cells at the cSAXS beamline. Here, ∆x,y
are the lateral step sizes, Nx and Ny the number of scan points in x- and y-direction, T is
the exposure time and D the estimated average radiation dose per step. All measurements
were performed without attenuators in the beam path.
6.2.1. Images Employing Different X-ray Contrasts
The measurements on fixed-hydrated samples at the cSAXS beamline were per-
formed without attenuators and without a beamstop and therefore the reconstruc-
tion of differential phase contrast (DPC) and transmission images was possible in
contrast to the measurements with a beamstop at the ID13 beamline and at the
P10 beamline. For the reconstruction of these images as well as the X-ray dark-field
image, the Matlab-based analysis script stxm online.m was used, which was devel-
oped at the cSAXS beamline and kindly provided [91,136].
In Fig. 6.3a and b the visible light phase contrast microscopy image and the fluores-
cence microscopy image of the keratin network of two SK8/18-2 cells are shown. Fig.
6.3c-i show an overview of the different contrast mechanisms on the same sample
region, i.e. X-ray dark-field contrast, DPC in x- and y-direction, and transmission
contrast. Additionally, the integrated phase shift from the sample, as determined
from the differential phase contrast in x- and y-direction, and the differential phase
contrast determined from the integrated phase are displayed. The fixed-hydrated
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cells are only visible in the DPC images. The DPC images obtained from the inte-
grated phase are much smoother than the unprocessed DPC images and in particular
in the DPCx image, the cell contour and the nucleus can be clearly identified. Fur-
thermore, substructures are visible in the nucleus as well as in the cell body. In
particular the dark V-shaped structures in the nucleus in the visible light phase
contrast microscopy image, which probably correspond to nucleoli, can be identified
Fig. 6.3.: Microscopy images and different X-ray contrast images of fixed-hydrated
SK8/18-2 cells with a keratin network. (a) Visible light phase contrast microscopy image
and (b) fluorescence microscopy image of the keratin network in two hydrated SK8/18-2
cells that were fixed with formaldehyde. Images of the same sample region generated
by employing different contrast mechanisms: (c) X-ray dark-field contrast, (d) differential
phase contrast in x-direction, (e) differential phase contrast in y-direction, (f) transmission
contrast, (g) differential phase contrast in x-direction and (h) in y-direction obtained by
differentiating the integrated phase, (i) integrated phase shift form the sample. (Sample
BW108, position 3; cSAXS, May 2012)
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Fig. 6.4.: Region of interest measurements on fixed-hydrated SK8/18-2 cells with a keratin
network. (a) Selection of two different regions-of-interest for measurements with smaller
step sizes marked by red squares. (b) Region of interest measurement on the left region
in panel (a) with a step size of 200 nm. (c) Region of interest measurement on the right
region in panel (a) with a step size of 100 nm. All three images show the differential phase
contrast in x-direction obtained by differentiating the integrated phase. (Sample BW108,
position 3; cSAXS, May 2012)
in the DPC images obtained from the integrated phase as well. The X-ray dark-
field and transmission image shown no contrast between the cellular material and
the surrounding buffer solution for all measured fixed-hydrated cells. Horizontal
stripes in the images with very low contrast can be attributed to small changes in
the electron beam current, which are related the operation mode (top-up mode) of
the storage ring.
Finer scans with smaller step sizes and longer exposure times were performed on
two different regions, which are indicated by red squares in Fig. 6.4a. The DPCx
image obtained from the integrated phase for the region of interest scans are pre-
sented in Fig. 6.4b and c. In both scans, rough structures with structural sizes in the
order of 300 nm can be identified. This observation is in line with the visible light
phase contrast image in Fig. 6.3a, which shows roundish bright and dark structures
close to the nucleus that probably correspond to cell organelles like the endoplasmic
reticulum, the Golgi apparatus or lysozymes. The fluorescence microscopy image of
the keratin network in Fig. 6.3b displays several thick keratin bundles in the same
regions. However, the network morphology cannot be directly correlated with struc-
tures in the DPCx images.
Similar measurements were performed on a keratin-free cell to compare the results
to the keratin-containing cell presented above. Fig. 6.5a and b show the visible light
phase contrast and the fluorescence microscopy images, which validate that the cell
does not contain keratin. The DPCx image recorded on the same sample region is
displayed in Fig. 6.5c. Here, the cell contour can be only identified in the top-left
and top-right region of the cell. The other edges of the cell seem to be too flat to
be visible in the DPCx image. Furthermore, the nucleus and substructures in the
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Fig. 6.5.: Microscopy images and DPCx image of a fixed-hydrated SK8/18-2 cell without a
keratin network. (a) Visible light phase contrast and (b) fluorescence microscopy images of
a hydrated keratin-free cell that was fixed with formaldehyde. (c) Image of the same sample
region showing the differential phase contrast in x-direction obtained by differentiating the
integrated phase. (Sample BW108, position 4A; cSAXS, May 2012)
nucleus can be identified. The spot in the center of the bottom half of the DPCx
image probably corresponds to a dirt particle on the Si3N4 membrane.
A finer measurement with a smaller step size and a longer exposure time was per-
formed on the marked region in Fig. 6.6a and the DPCx image from this scan is
shown in Fig. 6.6b. For the keratin-free cell, a substructure is visible in the region
of interest scan, which seems to be similar to the substructures observed for the cell
with a keratin network displayed in Fig 6.4c. This finding indicates that the appar-
ent structures in the DPCx images do not correspond to the keratin network, but to
organelles or other cytoskeletal proteins that are present in the keratin-containing
cells as well as in the keratin-free cells. Therefore, the signal from the keratin net-
work does not exceed the contributions from the other cellular material or dominate
Fig. 6.6.: Region of interest measurement on a fixed-hydrated SK8/18-2 cell without
a keratin network. (a) Selection of a region of interest, marked by a red box, for a
measurement with a smaller step size. (b) Region of interest scan with a step size of
100 nm. Both images show the differential phase contrast in x-direction obtained by
differentiating the integrated phase. (Sample BW108, position 4; cSAXS, May 2012)
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the total signal, which is in line with the observation for the X-ray dark-field im-
ages of freeze-dried samples as presented and discussed in chapter 5. However, the
possibility of label-free X-ray imaging of fixed-hydrated cells with a resolution of
about 100 nm, as determined by the step size and the beam dimension, could be
demonstrated.
6.2.2. Radial Intensity of Averaged Scattering Patterns
For further analysis of the measurements on hydrated cells, the scattering patterns in
three different regions of the scan on the cells with a keratin network were averaged.
Fig. 6.7a shows the regions that were used for averaging, i.e. the nucleus, the















































































































































Fig. 6.7.: Averaged scattering patterns from three different scan regions. (a) Selection
of three different scan regions, i.e. the nucleus (blue, ROI 1), the cell body (gray, ROI 2)
and an empty region (red, ROI 3). (b) Averaged scattering pattern from the nucleus, (b)
the cell body and (c) the empty region. (Sample BW108, position 3A; cSAXS, May 2012)



































ROI 2 (cell body)
ROI 3 (empty)
Fig. 6.8.: Radial intensity profiles from averaged scattering patterns from the nuclear
region, the cell body and the empty region. (Sample BW108, position 3A; cSAXS, May
2012)
are displayed in Fig. 6.7b–d. The scattering patterns show no difference between
scattering from the nucleus, the cell body and the empty region. The hexagonally
arranged scattering maxima centered around the primary beam in a distance of
about 0.06 nm−1, can be attributed to scattering from the other zone plates that
are located on the same chip as the employed zone plate. Further, streaks in the
scattering patterns centered around the primary beam are caused by scattering at
the edges of the order sorting aperture.
The averaged scattering patterns were integrated in azimuthal direction yielding the
radial intensity profiles presented in Fig. 6.8. The three curves coincide, meaning
that no scattering signal form the cells could be detected above the background
scattering using this set-up. This observation agrees with the previous finding that
the cells could not be identified in the X-ray dark-field image (compare Fig. 6.3c).
Therefore, the set-up needs to be further improved in terms of the background
scattering, before being able to record the scattering signal from hydrated cellular
samples.
6.3. Results from Measurements at the ID13 Beamline 103
6.3. Results from Measurements at the ID13
Beamline
In the following section, an example for results from measurements on fixed-hydrated
SK8/18-2 cells at the ID13 beamline is presented. Best results were obtained for two
measurements with an asymmetric step size, i.e. with a larger step size in vertical
than in horizontal direction (compare section 6.5). Due to the severe radiation
damage to the fixed-hydrated samples at the ID13 beamline, it was not possible to
perform finer region of interest scans on these samples as presented above for the
measurements at the cSAXS beamline.
Results from one measurement on a fixed-hydrated SK8/18-2 cell, are presented
in this section and the results from the second measurement on a different cell
are displayed in the supplementary material in section C.1. An overview of the
measurements presented here on fixed-hydrated cells taken at the ID13 beamline
along with the employed scan parameters and the estimated average radiation doses
per step is shown in Tab.6.2.
sample set-up ∆y,z [µm
2] Ny×Nz T [s] D [Gy]
BW171, pos. 1 Nov. 2012 0.3× 1 101× 144 0.5 5.5× 106
BW177, pos. 2 Nov. 2012 0.3× 1 121× 100 0.5 5.5× 106
Tab. 6.2.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on fixed-hydrated cells at the ID13 beamline. Here, ∆y,z
are the lateral step sizes, Ny and Nz the number of scan points in y- and z-direction, T is
the exposure time and D the estimated average radiation dose per step. All measurements
were performed without attenuators in the beam path.
6.3.1. X-Ray Dark-Field Images
To increase the contrast in the X-ray dark-field images of hydrated samples
measured at the ID13 beamline, only the scattered intensity in a ring-like region
around the beam center on the detector was integrated. Best results were obtained
with an inner radius of qr,i = 40 pixel = 0.175 nm
−1 and an outer radius of
qr,o = 60 pixel = 0.262 nm
−1. The detector mask that was used for the calculation
of the X-ray dark-field images is shown in Fig. 6.9 and the valid pixels are depicted
in gray.


















Fig. 6.9.: Detector mask used for the calcu-
lation of the X-ray dark-field images of hy-
drated samples measured at the ID13 beam-
line. The valid pixels are displayed in gray.
Fig. 6.10a and b show the visible light
phase contrast and the fluorescence mi-
croscopy images of a fixed-hydrated
SK8/18-2 cell. The fluorescence mi-
croscopy image shows only a blurred flu-
orescence signal and no keratin network.
The X-ray dark-field image taken on the
same sample area is displayed in Fig.
6.10c. The cell contour can be identified
in the X-ray dark-field image and the nu-
cleus can be distinguished from the cell
body. Both for the cell body and the nu-
cleus, the signal is not homogeneous over
the whole area. Dark spots in the nu-
cleus that are visible in the visible light
phase contrast image can be identified in
the X-ray dark-field image as well. However, the contrast between the cellular ma-
terial and the empty substrate is quite low. Additionally, the scattering signal from
some regions of the cell is not higher than the signal from the empty regions. Sim-
ilar results were obtained for the second measurement, which is displayed in the
appendix in Fig. C.1. For a higher primary beam intensity, a better contrast in the
Fig. 6.10.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast and (b) fluorescence microscopy images of a hydrated
SK8/18-2 cells that was fixed with formaldehyde. (c) X-ray dark-field image recorded on
the same sample region. (Sample BW177, position 2; ID13, Nov. 2012)
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X-ray dark-field image could probably be obtained.
6.3.2. Radial Intensity of Averaged Scattering Patterns
Scattering patterns from three different regions of the scan, i.e. the nucleus, the cell
body and an empty region, as marked in Fig. 6.12a, were averaged. Here, the back-
ground region was chosen roughly in the same scan lines where the cell was located,
which ensured similar measurement conditions for all three regions and accounts for
the decreasing primary beam intensity during the scan due to the decreasing ring
current. This is particularly important for weakly scattering samples, because oth-



































































































































































Fig. 6.11.: Averaged scattering pattern from three different scan regions on a fixed-
hydrated SK8/18-2 cell. (a) Complete averaged scattering pattern from the nuclear region.
(b) Magnification of the q-region around the beam center of the averaged scattering pattern
from the nuclear region, (c) the cell body and (d) the empty region. (Sample BW177,
position 2; ID13, Nov. 2012)
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(a)


























ROI 2 (cell body)
ROI 3 (empty)
(b)
Fig. 6.12.: Radial intensity profiles of averaged scattering patterns. (a) Selection of three
different scan regions, i.e. the nucleus (blue, ROI 1), the cell body (gray, ROI 2) and an
empty region (red, ROI 3). (b) Radial intensity profiles of averaged scattering patterns
from the nuclear region, the cell body and the empty region. (Sample BW177, position 2;
ID13, Nov. 2012)
qr-value, which induces artifacts upon background subtraction. The averaged scat-
tering patterns are displayed in Fig. 6.11. Fig. 6.11a shows the complete averaged
scattering pattern from the nuclear region. For the averaged scattering patterns in
Fig. 6.11b–d, a smaller q-range around the beam center is displayed for all three
regions. Only a small difference between the averaged scattering pattern from the
nucleus and the empty region is visible in the low q-region close to the beamstop.
The streaks in the upper part of the scattering patterns are due to the aperture,
which was used for cleaning of the beam profile.
The averaged scattering patterns were integrated in azimuthal direction yielding the
radial intensity profiles presented in Fig. 6.12b. The noise in the radial intensity
profiles is much stronger as compared to similar measurement on freeze-dried sam-
ples at the ID13 beamline. However, the radial intensity profiles from the nucleus
and the cell body are well above the profile from the background region. Further-
more, the scattering signal from the nucleus is stronger than the signal form the
cell body, as would be expected since the nucleus is thicker than the cell body. The
high packing density of the chromatin in the nucleus might also lead to a stronger
scattering signal as compared to the cell body.
The intensity decays of the background corrected average radial intensity profiles
were fitted with power law functions. Fig. 6.13 shows the resulting fits along with
the background corrected radial intensity profiles from the nucleus and the cell
body. Despite the noise in the radial intensity profiles, the averaged scattering sig-
nal reaches up to about 1 nm−1. The fits describe the data very well, except for the
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first data points in the low qr-region, which were left out for the fits. The power
law exponents are in range from −2.5 to −3 for both region and in particular, the
power law exponents obtained for the fixed-hydrated cell are higher than the ones
obtained for the freeze-dried cells at the same set-up. However, the absolute value
of the power law exponents for the fixed-hydrated cells might be affected by the

































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 9.65e−04*q
−2.73
 + 5.19e−04
fit f(q) = 2.32e−04*q
−2.84
 + 8.91e−04
Fig. 6.13.: Fitting of two power laws to the background corrected average radial intensity
profiles of the nucleus and the cell body, respectively. The qr-ranges over which the fit
functions are plotted correspond to the regions that were used for fitting. (Sample BW177,
position 2; ID13, Nov. 2012)
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6.4. Results from Measurements at the P10 Beamline
In the following section, an example for measurements and results from fixed-
hydrated SK8/18-2 cells obtained at the P10 beamline is presented. X-ray dark-field
images as well as the radial intensity profiles and the corresponding fits with power
laws from the other measurements are documented in the supplementary material
in section C.2. The power law exponents obtained from fits to the radial intensity of
averaged scattering pattern for all fixed-hydrated cells measured at the P10 beam-
line are compared. An overview of the analyzed measurements on fixed-hydrated
SK8/18-2 cells taken at the P10 beamline along with the employed scan parameters
and the estimated average radiation doses per step is shown in Tab. 6.3.
sample set-up ∆y,z [µm
2] Ny×Nz T [s] Tatt D [Gy]
BW139, pos. 3 Oct. 2012 0.5× 0.5 201× 281 0.05 1 3.9× 107
BW143, pos. 3 Oct. 2012 0.5× 0.4 161× 251 0.05 1 4.9× 107
BW145, pos. 2 Oct. 2012 0.5× 0.5 241× 241 0.06 0.263 1.2× 107
BW145, pos. 3 Oct. 2012 0.5× 0.5 241× 201 0.08 0.263 1.6× 107
BW145, pos. 4 Oct. 2012 0.5× 0.5 241× 241 0.08 0.263 1.6× 107
BW145, pos. 5 Oct. 2012 0.5× 0.5 241× 241 0.09 0.263 1.9× 107
BW156, pos. 3 Oct. 2012 0.5× 0.5 201× 201 0.05 1 3.9× 107
BW235, pos. 1 March 2013 0.5× 0.5 161× 161 0.05 1 2.9× 107
BW237, pos. 1 March 2013 1 × 1 101× 101 0.05 1 7.2× 106
BW237, pos. 2 March 2013 1 × 1 101× 101 0.05 1 7.2× 106
BW237, pos. 3 March 2013 1 × 1 101× 101 0.05 1 7.2× 106
Tab. 6.3.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on fixed-hydrated cells at the P10 beamline. Here, ∆y,z are
the lateral step sizes, Ny and Nz the number of scan points in y- and z-direction, T is the
exposure time, Tatt the attenuator transmission and D the estimated average radiation
dose per step.
6.4.1. X-Ray Dark-Field Images
To increase the contrast in X-ray dark-field images of hydrated samples measured
at the P10 beamline, only the scattered intensity in a ring-like region around the
beam center on the detector was integrated. Best results were obtained with an
inner radius of qr,i = 80 pixel = 0.105 nm
−1 and an outer radius of qr,o = 150 pixel =
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0.198 nm−1. The detector mask that was used for the calculation of the X-ray dark-
field images is shown in Fig. 6.14 with the valid pixels depicted in gray. Here,























Fig. 6.14.: Detector mask used for cal-
culation of X-ray dark-field images of
hydrated samples measured at the P10
beamline. The valid pixels are displayed
in gray.
and the strong streaks from the KB beam
and scattering from the apertures are
masked. The detailed masks for the streaks
and the beamstop might vary for different
samples, depending on whether the set-up
or the alignment was changed between the
measurements.
An example for an X-ray dark-field image
of two fixed-hydrated SK8/18-2 cells is dis-
played in Fig. 6.15c and the corresponding
visible light phase contrast microscopy im-
age and the fluorescence microscopy image
of the keratin network are shown in Fig.
6.15a and b. The cells can be clearly identi-
fied in the X-ray dark-field image and the
nuclei can be distinguished from the cell
bodies due to a much stronger scattering sig-
nal. Both in the nuclei and in the cell bod-
ies, substructures are visible. In the X-ray dark-field image, substructures in the
cell body are observed particularly in close vicinity to the nucleus. In the same re-
gions, substructures can be identified in the visible light phase contrast image, which
Fig. 6.15.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in hydrated SK8/18-2 cells that was fixed with formaldehyde.
(c) X-ray dark-field image of the same sample region as in panel (a) and (b). (Sample
BW235, position 1; P10, March 2013)
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probably correspond to cell organelles or large vesicles. The scattering signal is also
stronger in regions where the keratin network is dense, i.e. close to the nucleus, but
pronounced bundles that are visible in the fluorescence microscopy image cannot be
identified in the X-ray dark-field image.
6.4.2. Radial Intensity of Averaged Scattering Patterns
Three different scan regions, i.e. the nucleus, the cell body and an empty region,
were selected as shown in Fig. 6.16a. For the measurements on hydrated cells it
turned out to be important to choose the background region roughly from the same















































































































































Fig. 6.16.: Averaged scattering patterns from three different scan regions. (a) Selection
of three different scan regions, i.e. the nucleus (blue, ROI 1), the cell body (gray, ROI 2)
and an empty region (red, ROI 3). (b) Averaged scattering pattern from the nucleus, (b)
the cell body and (c) the empty region. (Sample BW235, position 1; P10, March 2013)
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signal might be higher or lower than the averaged signal from the cell, which led to
problems during background subtraction. These changes in background scattering
during the scan can be explained by tiny changes in the set-up, e.g. due to drifts of
the soft-edge apertures, which also lead to changes in the primary beam intensity as
well as changes in the background scattering like the intensity of the streaks from
the KB beam or the apertures. This problem becomes apparent for hydrated cells
due to the much weaker scattering signal compared to the measurements on freeze-
dried cells.
All scattering patterns in the selected regions were averaged, yielding the averaged
scattering patterns shown in Fig. 6.16b–d. The scaling of the intensity is the same
for all three images. The primary beam in the center of the images is blocked by
a rectangular beamstop to prevent detector saturation. In the empty image strong
background scattering from the KB optics and the soft-edge apertures in form of
intense streaks is visible. In the averaged scattering patterns from the cell body
and the nucleus, the scattering signal from the cell can be observed. As expected
from the X-ray dark-field image, the scattering signal from the nucleus is stronger
than the signal from the cell body, which can be explained by the higher thickness
of the nucleus and the more densely packed chromatin in the nucleus as compared
the structures in the cell body. In the lower part of the scattering patterns, the
scattered intensity is blocked by the flight tube.
Azimuthal integration of the averaged scattering patterns in one angular segment
yields the three radial intensity profiles presented in Fig. 6.17a and subtraction of
the background profile from the cell profiles results in the curves displayed in Fig.






























ROI 2 (cell body)
ROI 3 (empty)
(a)































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
(b)
Fig. 6.17.: Radial intensity profiles of averaged scattering patterns. (a) Radial intensity
profiles from the nuclear region, the cell body and the empty region. (b) Background
corrected radial intensity profiles from the nuclear region and the cell body. (Sample
BW235, position 1; P10, March 2013)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 5.61e−03*q
−3.19
 + 1.15e−08
fit f(q) = 3.54e−03*q
−3.00
 + 1.06e−09
fit f(q) = 1.52e−03*q
−3.90
 + 3.13e−03
fit f(q) = 7.33e−04*q
−3.89
 + 6.43e−10
Fig. 6.18.: Fitting of two power laws to the low qr-region and high qr-region of the
background corrected average radial intensity profiles from the nucleus and the cells body,
respectively. The qr-ranges over which the fit functions are plotted correspond to the
regions that were used for fitting. (Sample BW235, position 1; P10, March 2013)
6.17b. The background corrected profiles show a smooth intensity decay, which is
cut off at high qr-values by the detector before reaching the noise level. The slight
increase in noise for the data points at highest qr-values is on the one hand related
to the low number of photon counts for these pixels and on the other hand to the
lower number of pixel that are available for azimuthal integration. Both intensity
profiles have a concave shape.
To quantify the intensity decay, two power laws were fitted to the background cor-
rected radial intensity profiles from the nucleus and the cell body in the low qr- and
high qr-region, respectively. Fig. 6.18 shows the fits along with the measured data
and the qr-ranges over which the fit functions are plotted correspond to the regions
that were used for fitting. The data in the respective regions are well described
by the power laws. Comparing the fit results obtained for the nucleus and the cell
body, the exponent in the two different qr-regions are very similar.
6.4.2.1. Comparison of Power Law Exponents
The same analysis scheme as presented above was applied to several fixed-hydrated
cells that were measured at the P10 beamline in October 2012 and March 2013. The
X-ray dark-field images, the visible light microscopy images as well as the radial in-
tensity profiles along with the power law fits and maps of the selected scan regions
for averaging of the scattering patterns are documented in the supplementary in-
formation in section C.2 for all analyzed fixed-hydrated cells at the P10 beamline.
The measurements on fixed-hydrated cells can be grouped into measurements taken
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Fig. 6.19.: Comparison of the power law exponents for fixed-hydrated cells. For each
group of data points the first column corresponds to cells with a keratin network, the
second column corresponds to cells with little keratin content and the third column cor-
responds to cells without keratin. The error bars indicate the errors obtained from the
fits with a power law. All measurements shown in this figure were performed without
attenuators. (P10, Oct. 2012 and March 2013)
without attenuators and measurements taken with one attenuator in the beam path.
As a start, only the measured without attenuators are considered. Furthermore, the
cells can be grouped into keratin-free cells, cells with a keratin network and cells
with little keratin (see Fig. C.19 for an example).
Fig. 6.19 shows an overview of all power law exponents for fixed-hydrated SK8/18-2
cells measured at the P10 beamline without attenuators. The data points are ar-
ranged in four different groups, i.e. power law exponent obtained in the low and high
qr-region for the cell body and the nucleus, respectively. Further, in each group the
data points in the first column corresponds to cells with a keratin network (5 cells
analyzed), the data points in the second column corresponds to cells with little ker-
atin content (3 cells analyzed) and the data points in the third column corresponds
to cells without keratin (2 cells analyzed). Taking into account the spreading of the
data points for cells of the same kind (keratin-free, high or low keratin content) and
the low number of measured cells, no difference between the three cell kinds can
be observed in the power law exponents. Therefore the average structures in the
different cell kinds, as probed by the averaged scattering patterns, are too similar
to allow for a differentiation of the cells.
The power law exponents for all measured fixed-hydrated cells were averaged taking
into account the position on the cell, i.e. the nucleus or the cell body, and the
fit region. The resulting mean power law exponents and the standard deviation
of the mean presented in Tab. 6.4. For averaging the “normal” average and not
the “weighted” average with regard to the error was used, because the errors only
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mean power law exponent
nucleus, low qr-values −3.27±0.05
nucleus, high qr-values −3.88±0.04
cell body, low qr-values −3.14±0.05
cell body, high qr-values −3.75±0.06
Tab. 6.4.: Mean power law exponents and standard deviation of the mean for all fixed-
hydrated SK8/18-2 cells measured at the P10 beamline. (P10, Oct. 2012 and March
2013)
include the goodness of the fits and no information about the accuracy of the mea-
surement or the state of the measured cell. Both, for the low and high qr-region,
the power law exponents for the cell body are slightly higher than for the nucleus.
However, due to the low number of analyzed cells, this small difference between the
nucleus and the cell body could also be an artifact.
6.4.2.2. Influence of Fitting Range
The comparison of the power law exponents for all the fixed-hydrated cells raised
the question to which extend the selected qr-range for fitting influences the power
law exponents. To estimate this effect, fits using four different qr-ranges as displayed
in Fig. 6.20 were performed and also extreme and obviously unsuited conditions as
employed in Fig. 6.20a were tested. The resulting power law exponent are presented
in Fig. 6.21 as red data points along with the exponents for all fixed-hydrated cells
plotted in gray and black. All data points obtained for the fixed-hydrated cells
are plotted in one column, since there was no difference observed for the different
cells (keratin-free cells or cells with a high or low keratin content). The fits to the
high qr-region are very stable to changes of the employed qr-range, showing only
small variations of the exponents. For the fits to the low qr-region, the power
law exponents are more sensitive to the selected range. However, these exponents
obtained for different fitting ranges stay approximately within the region that is
spanned by the power law exponents for different cells. For the “visually good”
Fig. 6.20. (following page): Selection of different qr-range for the determination of
power laws exponents for fixed-hydrated cells. The qr-ranges over which the fit functions
are plotted correspond to the regions that were used for fitting. The qr-range pixel numbers
are given in each subfigure. (Sample BW139, position 3; P10, Oct. 2012)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 9.51e−03*q
−3.18
 + 9.22e−10
fit f(q) = 3.37e−03*q
−3.08
 + 1.18e−12
fit f(q) = 1.88e−03*q
−4.04
 + 2.01e−10
fit f(q) = 7.35e−04*q
−3.91
 + 3.13e−09
(a) fit range 1: pixel 56–120
fit range 2: pixel 150–395



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 6.97e−03*q
−3.33
 + 2.46e−10
fit f(q) = 2.62e−03*q
−3.20
 + 2.75e−10
fit f(q) = 1.87e−03*q
−4.04
 + 2.45e−10
fit f(q) = 7.39e−04*q
−3.91
 + 2.62e−09
(b) fit range 1: pixel 66–120
fit range 2: pixel 140–395



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 4.85e−03*q
−3.51
 + 3.73e−12
fit f(q) = 1.97e−03*q
−3.34
 + 6.64e−09
fit f(q) = 1.93e−03*q
−4.02
 + 3.13e−11
fit f(q) = 7.80e−04*q
−3.87
 + 3.00e−09
(c) fit range 1: pixel 76–120
fit range 2: pixel 130–395



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 4.51e−03*q
−3.54
 + 2.49e−08
fit f(q) = 1.84e−03*q
−3.37
 + 3.63e−09
fit f(q) = 1.87e−03*q
−4.04
 + 6.15e−04
fit f(q) = 7.41e−04*q
−3.90
 + 2.58e−09
(d) fit range 1: pixel 76–130
fit range 2: pixel 150–350
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choices of the fitting range in Fig. 6.20b and d the exponents differ only by less
than 1%. Therefore severe artifacts or modification of the exponents due to slight
























nucleus, low  q−values
nucleus, high  q−values
cell body, low  q−values
cell body, high  q−values
fit ranges, nucleus, low  q−values
fit ranges, nucleus, high  q−values
fit ranges, cell body, low  q−values
fit ranges, cell body, high  q−values
Fig. 6.21.: Influence of the selected qr-range for fitting on the determination of power
laws exponents for fixed-hydrated cells. The red data points are the power law exponents
obtained for the different fit-ranges shown in Fig. 6.20 and the black and gray data points
are all power law exponents for the fixed-hydrated cell. The error bars indicate the errors
obtained from the fits with a power law. (P10, Oct. 2012 and March 2013)
6.4.2.3. Influence of Beam Attenuation
To reduce the radiation damage on hydrated cells, some measurements were per-
formed with one attenuator in the beam path (compare Tab. 6.3). These cells were
analyzed using the same scheme as presented above. Fig. 6.22 shows the power law
exponents from these measurements as green data points along with the exponents
for the fixed-hydrated cells plotted in gray and black.
The power law exponents obtained in the low qr-region are higher for measurements
with an attenuator compared to measurements without attenuators. In the high
qr-region, the power law exponents obtained on the nucleus are slightly higher and
the exponents obtained on the cell body are slightly smaller for measurements with
an attenuator. Deviations might be attributed to the higher signal-to-noise ratio for
measurements with an attenuator due to the lower primary beam intensity. This
interpretation is supported by the finding that for freeze-dried samples, which show
a much stronger scattering signal and therefore also a higher signal-to-noise ratio,
no difference between the power law exponents obtained for measurements with or
without an attenuator was observed (compare to the power law exponents obtained
























att 0, nucleus, low  q−values
att 0, nucleus, high  q−values
att 0, cell body, low  q−values
att 0, cell body, high  q−values
att 1, nucleus, low  q−values
att 1, nucleus, high  q−values
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Fig. 6.22.: Influence of X-ray beam attenuation on the power laws exponents for fixed-
hydrated cells. The green data points correspond to measurements with one attenuator
and the gray and black data points correspond to measurements without attenuators. The
error bars indicate the errors obtained from the fits with a power law. (P10, Oct. 2012
and March 2013)
for freeze-dried cells at the P10 beamline in Fig. 5.21 and the scan parameters in
Tab. 5.2).
6.4.3. Radial Intensity of Single Scattering Patterns
Single scattering patterns were integrated in azimuthal direction, in order to test
whether information about the local sample structure can be extracted from single
scattering patterns from fixed-hydrated cells. One example for a scattering pattern
recorded on the nucleus is displayed in Fig. 6.23b. The location of this position
in the scan is marked in the X-ray dark-field image in Fig. 6.23a. The scattering
pattern shows a weak scattering signal close to the beamstop. Since the nucleus is
supposed to scatter strongest compared to other regions of the cell, further scat-
tering patterns from other regions of the cell that scatter less, are not presented
here. Similar to the measurements on freeze-dried samples at the P10 beamline, no
scattering maxima are observed in the individual scattering pattern.
Azimuthal integration of the scattering pattern from the nucleus in one angular seg-
ment results in the radial intensity profile shown in Fig. 6.24. The red curve in this
figure corresponds to the radial intensity profile of the averaged scattering patterns
from the empty region as employed above (compare Fig. 6.16). Up to about 0.3 nm−1
the signal from the cell is well above the average background signal. Aside from the
noise in the data, the radial intensity decays smoothly without peaks or shoulders.
Since the scattering patterns from freeze-dried samples that were recorded at the
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Fig. 6.23.: Single scattering pattern from the nucleus of a fixed-hydrated SK8/18-2 cell.
(a) Location of the scattering pattern in the scan. (b) Single scattering pattern. (Sample
BW235, position 1; P10, March 2013)
P10 beamline did not show scattering maxima or shoulders either, the same ob-
servation for fixed-hydrated cells can be partially attributed to the large beam size
at P10 beamline. For fixed-hydrated cells, also the lower electron density contrast
between the cellular material and the buffer solution affects the scattering signal.
Subtraction of the background signal from the cell signal results in the profile dis-
played in Fig. 6.25. In analogy to the analysis of the averaged scattering patterns,
the background corrected radial intensity of the single scattering patterns was fitted
with two power laws in the low and high qr-region, respectively. The obtained power
law exponents are similar to the ones obtained for the averaged scattering signals.



























 Ny=94,  Nz=66
 ROI 3 (empty)
Fig. 6.24.: Radial intensity of a single scattering pattern from the nucleus of a fixed-
hydrated SK8/18-2 cell and averaged background signal as determined above. (Sample
BW235, position 1; P10, March 2013)
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single scattering pattern − ROI 3
fit f(q) = 1.11e−02*q
−3.01
 + 3.43e−07
fit f(q) = 1.05e−03*q
−4.31
 + 4.49e−02
Fig. 6.25.: Fitting of two power laws to the low qr-region and high qr-region of the
background corrected radial intensity profile of single scattering pattern. (Sample BW235,
position 1; P10, March 2013)
Therefore, compared to the averaged scattering patterns, no additional information
about the local sample structure can be obtained from the individual scattering
patterns.
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6.5. Specific Challenges
Several specific problems occurred during the measurements of hydrated samples. In
the following part some of these problems and general issues worth being considered
shall be briefly explained and discussed. The values for the material properties
employed for the following estimations were taken from different literature sources
and were partially determined at different temperatures ranging from 20◦C to 27◦C.
However, effect of the different temperature values should be negligible.
6.5.1. Radiation Damage
For all synchrotron experiments damage to the sample due to the intense X-ray
beam is a crucial issue. Particularly for the measurements on the hydrated samples
this became obvious and damage to the cells could be observed with the beamline
microscopes during the measurement or after the scan was completed.
Fig. 6.26a shows the visible light phase contrast microscopy image of two SK8/18-2
cells. The image taken with the on-axis beamline microscope before and after the
measurement are displayed in Fig. 6.26b and c, respectively. Before the measurement
the cells are hardly visible with the beamline microscope. After the measurement
the cells appear whitish in the beamline microscope image and they can be clearly
identified, which indicates structural modifications to the cells upon exposure to X-
rays. The bright spots in Fig. 6.26b and c that are not influenced by the radiation
are dirt particles on the Si3N4 membrane.
In severe cases, detachment of the measured cells from the substrate was observed,
as shown in Fig. 6.27. Fig. 6.27a shows the visible light phase contrast microscopy
image of a fixed-hydrated SK8/18-2 cell. A mesh scan was performed on the cell
Fig. 6.26.: Radiation damage to fixed-hydrated SK8/18-2 cells during a measurement
at the P10 beamline. (a) Visible light phase contrast microscopy image of two SK8/18-
2 cells. (b) Image taken with the on-axis beamline microscope before and (c) after the
measurements. (Sample BW235, position 1; P10, March 2013)
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Fig. 6.27.: Detachment of a fixed-hydrated SK8/18-2 cell from the substrate during a
measurement at the P10 beamline. (a) Visible light phase contrast microscopy image of
a fixed-hydrated cell. (b) X-ray dark-field image of the same sample region as shown in
panel (a). (c) Image taken with the on-axis beamline microscope before and (d) after the
measurements. The arrows indicate the cell positions. (Sample BW143, position 3; P10,
Oct. 2012)
and the corresponding X-ray dark-field image is presented in Fig. 6.27b. Here, the
upper part of the cell can be clearly identified, but in the lower half of the image
intensity streaks appear around the cell. The streaks in the lower half of the image
result from the detached upper part of the cell, which floats in the solution. Note
that the scan was performed from the left to the right side and from the top to
the bottom of the image. Images of the same cell taken with the on-axis beamline
microscope before and after the measurement are shown in Fig. 6.27c and d, respec-
tively. The arrows indicate the positions of the cell. Before the measurement the
cell is hardly visible, but after the measurement the destroyed remaining cell can
be clearly identified. Cell detachment could be prevented by employing larger step
sizes or by attenuation of the beam.
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Another visible consequence of the radiation damage to the sample was a low total
scattered intensity in the X-ray dark-field images for measurements with small step
sizes. This observation can be explained by the destruction of the sample structure
before the actual measurement due to radicals that are created in the cell and in
the buffer solution. This effect was particularly apparent for measurements at the
ID13 beamline, due to the non-continuous and therefore slow scanning mode.
To further understand this effect, the mechanism of radiation damage to the cel-
lular material needs to be understood. In hydrated cells, X-rays create ions, free
radicals, free electrons and excited molecules, which then chemically react with the
cellular material and produce damage [104, 106]. Particularly, the hydroxyl radical
is considered to be the major cause of damage [104, 106]. The diffusion constant
of hydroxyl radicals in water, as obtained from molecular dynamics simulation, is
DHO• = 7.1 × 10−9 m2/s [146], which results in a mean squared displacement of
〈r2〉 = 6Dτ = 2130µm2 or
√
〈r2〉 = 46µm during one exposure of 0.5 s as employed
at the ID13 beamline, with D being the diffusion coefficient and τ the diffusion time.
However, the average life time for hydroxyl radicals involved in a reaction with the
cellular DNA was determined in reference [105] yielding the average diffusion dis-
tance of about 6 nm before reaction. Since also the buffer solution (or the medium
for experiments on living cells) contains molecules other than water, e.g. phosphate
(or amino acids and sugars), free diffusion of the hydroxyl radicals does probably
not occur. By contrast, the created free electrons can, depending on their kinetic
energy, penetrate several micrometers and create more radicals as well as free elec-
trons along their way, which results in a spreading of the radiation induced damage.
Furthermore, chemical reactions involving radicals are often chain reactions. There-
fore the damage sites will spread within a protein due to chemical reactions, which
is determined by the rate constants of the specific chemical reaction and should
not be further estimated here due to the high variability, or within the whole cell
due to diffusion of more stable radical species. The mean squared displacement of
a small protein with a diffusion constant of about 10µm2/s (compare [147]) dur-
ing one exposure of 0.5 s is about 〈r2〉 = 30µm2 or
√
〈r2〉 = 5.5µm, which might
contribute to the damage spreading. However, since the radiation damage will only
reach observable magnitudes in regions with a (critically) high radical concentration,
only regions close to the exposed position will be (visibly) destroyed within short
time intervals after the exposure. Therefore, by taking larger steps in one or both
scan directions, the destroyed sample regions can be skipped resulting in a stronger
scattering signal and a higher signal-to-noise ratio. However, for longer incubation
times regions with a lower radical concentration will be visibly degraded as well and
thus fast scanning is important for measurements on hydrated samples.
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Also for larger step sizes in vertical direction of 4µm, as employed for living cells
at the P10 beamline (compare section 7.3), the diffusion time for covering the line
spacing becomes 0.1 s. This is longer than a single exposure of 0.05 s, but it is still
one order of magnitude faster than the scan time per line, which is about 2.5 s for
50 points per line.
6.5.2. Heat Input
It is also interesting and illustrative to estimate the heat input into the sample or
sample chamber during the measurement. For this calculation we assume that the
total absorbed energy is transformed into heat, which gives the upper limit of the
heat input. For the employed set-up parameters at the P10 beamline, i.e. a photon
energy of 7.9 keV and an primary beam intensity of 1011 cps, and the absorption of
a 200µm water layer of 19% [148] the absorbed power is
∆Pabs = 0.19× 7.9 keV× 1011 s−1 = 2.4× 10−5 J/s. (6.1)
We can further estimate, to which extent the temperature of the liquid changes
during a measurement. In an naive approach we can assume that the total energy
loss per 0.05 s exposure is transferred to the volume that is probed by the beam, i.e.
Vprobe = 200µm × 300 nm × 300 nm = 1.8−11 cm3 for a focal spot size of 300 nm ×





2.4× 10−5 J/s× 0.05 s
4.187 J/(g K)× 1.8× 10−11 g
= 1.6× 104 K, (6.2)
with ∆Q being the transferred heat, cp the specific heat capacity of water at 27
◦C
[128] and m the mass of the heated water. However, there are several reasons for
the absorbed energy to be not confined to the focal volume, but being distributed
over a larger volume already during one exposure.
Firstly, at X-ray energies of around 10 keV the most prominent process leading to X-
ray absorption will be the photoelectric effect, i.e. the absorption of a photon by an
electron, which is then released from the atom. The penetration depth of electrons
with a kinetic energy of around 10 keV in matter is a few micrometers [149], meaning
that also the energy will be dissipated within this range. Secondly, diffusion of water
molecules and the collisions with other molecules will lead to an equilibration in the
whole sample chamber. With a self-diffusion coefficient of DH2O = 2.025×10−9 m2/s
of water at 20◦C [150] the mean squared displacement within one exposure of 0.05 s
is about 〈r2〉 = 6Dτ = 608µm2 and
√
〈r2〉 = 25µm. Thirdly, a continuous flow
with a velocity of about 0.3 mm/s in the channel is applied to the device leading to
an average maximum displacement of 15µm of the fluid in the chamber within one
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exposure of 0.05 s.
Assuming now, as the other extreme case, an equilibration in the whole sample
chamber while neglecting the channel volumes as well as the flow through the device,
a water volume of π× (1.75 mm)2×200µm = 1.9×10−3 cm3 needs to be considered.
Furthermore, not only a single exposure, but the total mesh scan with, e.g. 101×101





2.4× 10−5 J/s× 101× 101× 0.05 s
4.187 J/(g K)× 1.9× 10−3 g
= 1.5 K (6.3)
per mesh scan. Taking into account the total time of the measurement of about
15 min, which allows for a heat exchange with the environment, and the continuous
fluid flow through the devices or the sample chamber, the temperature change during
one measurement should be negligible. However, it is still not obvious how the
temperature in the chamber changes during one scan and how the superposition of
the temperature changes from neighboring exposures affects the local temperature.
To gain more insight into how the heat equilibrates laterally in the chamber (in the y-
z-plane, with x being the beam direction) and how the superposition of neighboring













with T being the time dependent temperature field in the chamber and α the ther-
mal diffusivity of water1. In beam direction, the temperature is assumed to be the
same for each fluid layer.
For solving of Eq. 6.4, appropriate initial conditions are needed. As discussed above,
it is not easy to determine the temperature profile after a certain exposure time or
during the exposure, because during the exposure the heat is continuously trans-
ferred to the water layer and the equilibration process starts directly upon interac-
tion of the X-rays with the buffer. One approach to approximate the temperature
profile is to use a two-dimensional box model with a temperature of ∆Tlocal as initial
temperature distribution at t = 0 s, which is then allowed to equilibrate for 50 ms or
longer yielding the temperature distribution at the end of one exposure or at a later
time point after the exposure, respectively. Since the heat equation is not solvable
analytically for this initial condition, a Gaussian temperature distribution with a
maximum value of T0 = ∆Tlocal and a full width at half maximum corresponding to
1The thermal diffusivity is defined by α = k/(cp ρ), with k = 0.60 W/(m K) being the thermal
conductivity at 25◦C, cp = 4187 J/(kg K) the specific heat capacity at 27
◦C and ρ = 1 g/cm3
the density of water a value of α = 1.43× 10−7 m2/s is obtained [128].
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the beam size, i.e. σ = 300 nm/(2
√
2 log 2), is used







However, it should be kept in mind that the initial condition at t = 0 is not realized
in the physical system. Solving the heat equation with this initial condition yields
a lateral temperature field in the chamber of
T (r, t) =
T0 σ
2




2 + (y − y0)2
2(σ2 + 2α t)
)
. (6.6)
Using Eq. 6.6, the temperature fields resulting from each individual exposure can be
calculated using different time points tn = n∆t, n ∈ N, and center positions x0 and
y0. Furthermore, the superposition of the temperature fields resulting from different
exposures in a scan can be determined. Fig. 6.28a shows the temperature increase
for each individual exposure at the end of a line scan with 101 points, a step size
of 0.5µm and a time interval of ∆t = 0.05 s between two exposures. Here, the fluid
flow through the device is neglected. The highest profile corresponds to the last scan
point. The maximum temperature increase is less than 0.02 K. However, the sum
of all profiles from the same line scan, depicted in Fig. 6.28b, shows a maximum
temperature of about 0.1 K. The scaling of the y-axis in both plots is chosen such
that it covers the whole microfluidic chamber.



























Fig. 6.28.: Temperature in the sample chamber during a line scan in y-direction with 101
points, a step size of 0.5µm, a time interval of 0.05 s between two exposures and without
a fluid flow through the device. (a) Temperature increase for each individual exposure at
the end of the line scan. The lateral shift of 0.5µm between two consecutive exposures is
not visible due to the scaling of the y-axis. (b) Sum of all temperature profiles shown in
panel a.
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Fig. 6.29.: Temperature in the sample chamber directly after a mesh scan with 101×101
points, a step size of 0.5×0.5µm2 and a time interval of 0.05 s between two exposures. (a)
Sum of all temperature fields for the mesh scan without fluid flow. (b) Sum of all temper-
ature fields for the mesh scan with an applied fluid flow in y-direction. The temperature
scaling is chosen identically for both plots.
A similar consideration can be applied for mesh scans. The two-dimensional temper-
ature maps after the last exposure of a mesh scan with 101× 101 points, a step size
of 0.5 × 0.5µm2, a time interval of 0.05 s between two exposures and without fluid
flow through the device is displayed in Fig. 6.29a. Here, the maximum temperature
increase is about 0.18 K, which is well below the estimate ∆Tchamber = 1.5 K calcu-
lated above. The difference can be explained by the fact that for the calculation
of ∆Tchamber only the (closed) volume in the chamber was considered, whereas an
infinite water layer is assumed for solving of the heat equation. Fig. 6.28b shows
that the temperature profile exceeds well beyond the chamber walls, which would
be located at ±1.75 mm, and therefore heat would be transferred to the microfluidic
device in the experiment.
The effect of a fluid flow through the devices in y-direction can be estimated by
shifting the center of the temperature field by ∆y = 15µm for each exposure. Fig.
6.29b shows the temperature map for the same mesh scan as in Fig. 6.29a, but with
a flow through the device. Here, the maximum temperature is shifted in y-direction
and it is about 50% lower than without flow.
As a conclusion from the considerations presented above and taking further the
total time of the measurement of about 15 min into account, which allows for a
heat exchange with the environment, the local and global temperature change dur-
ing a measurement with the scan parameters as chosen above should be below 2 K
and therefore negligible. However, when taking longer exposures per point, small
step sizes or using sealed chamber without a continuous flow, the local temperature
change might be higher and harmful for living cells.
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6.5.3. Buffer Degassing
Gas bubble formation or increase in the sample chamber during the measurement
was another important issue. With the final method for buffer degassing, using
a filtration unit that was places in an ultrasonic bath, very good results were ob-
tained.2 However, gas bubbles in the tubings or the syringes, which occurred during
filling of the syringes and might be transported into the sample chamber, cannot be
completely avoided.
2This protocol was suggested by Marten Bernhardt and Marius Priebe.
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6.6. Summary and Closing Discussion
Microfluidic devices or sandwich wet chambers were employed as sample environ-
ment for the fixed-hydrated cell (compare section 4.3 and [33, 40]). Both types of
sample environment worked well in terms of leakage and positional stability. In
particular, we did not observe nano-scale vibrations of the set-up induced by the
syringe pumps used for the microfluidic devices, even though the pumps were placed
on the same table as the set-up. The formation or increase of gas bubbles in the
sample chamber during the X-ray measurements could be avoided by degassing and
sonicating the buffer, but remaining gas bubbles in the tubings or syringes, which
occur during filling of the syringe, cannot be completely avoided.
When deciding which type of sample environment should be used for a certain exper-
iment, several aspects need to be considered. On the one hand spatial constrictions
of the specific set-up need to be considered. For example the microfluidic devices
including the tubings might be too thick in beam direction. Additionally, it is more
complicated and time-consuming to fabricate and assemble the microfluidic devices
compared to the sandwich wet chambers. On the other hand, only microfluidic de-
vices provide the possibility to apply a flow to the device, which cools the specimen
and, in case of living cells, supplies the cells with nutrients and allows for chemical
manipulation. For longer experiments on living cells in sealed environments with-
out a flow through the device, bystander cell killing of non-irradiated cells might
become an important issue [113]. Furthermore, since microfluidic devices provide a
more versatile sample environment, which can be easily adapted to specific require-
ments, optimizing this technique is worthwhile without being necessary for a certain
experiment.
In the X-ray dark-field images recorded at the P10 beamline, the cell contours, the
nuclei and substructures in the nuclei and the cell bodies could be clearly identi-
fied. Here a minimum step size of 500 nm was employed. At the ID13 beamline,
the scattering signal was lower than at the P10 beamline, which resulted in more
noise in the X-ray dark-field images. The cells could be identified in the X-ray
dark-field images, but for some regions in the cell body the signal was just above
the background regions. The lower scattering signal obtained at the ID13 beamline
can be attributed on the one hand to the lower primary beam intensity and on the
other hand to the higher X-ray photon energy (≈ 15 keV compared to 7.9 keV),
which results in a lower scattering cross-section for the interaction of X-ray photons
with matter. At the cSAXS beamline the background scattering was so strong that
no scattering signal from the hydrated cells could be observed. Improvements of
the set-up in terms of background reduction would be necessary for further nano-
diffraction experiments. Concluding from this observation, a high photon flux and
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low background scattering is needed to be able to record the scattering signal, as
employed here for the generation of X-ray dark-field images, from hydrated cells.
However, imaging of the cells using differential phase contrast was possible at the
cSAXS beamline, since the beamstop could be removed without saturation of the
detector. Here, a real space resolution in the order of the beam size (about 200 nm)
could be obtained and network-like substructure could be identified in the cell pe-
riphery. These substructures do, however, not correspond to the keratin network,
since both, keratin-free and keratin-containing cells, showed similar substructures.
For imaging of hydrated cells using X-rays, other methods like ptychographic, holo-
graphic or coherent diffractive imaging [10,12,28,95,137] could be employed and op-
timized for this sample type as well, and would probably yield better results in terms
of real space resolution. Test experiments with SK8/18-2 cells in microfluidic devices
(results not shown) proofed the feasibility of waveguide-based holographic imaging
of hydrated cells.3 Applying ptychographic imaging on fixed-hydrated SK8/18-2
cells in wet chambers at the cSAXS beamline (May 2012) was not successful, which
is probably related to the fact that no scattering signal could be detected from the
fixed-hydrated cells due to the strong background scattering. However, at the ID13
beamline and at the P10 beamline the scattering signal from the hydrated cells could
be detected and therefore also ptychographic image reconstruction should succeed.
The radial intensity profiles from averaged scattering patterns were determined for
the measurements at all three set-ups. The best signal-to-noise ratio was obtained
for measurements at the P10 beamline. The radial intensity profiles recorded at the
ID13 beamline were more noisy than at the P10 beamline, but a larger qr-range
could be recorded due to the different photon energy and sample-to-detector dis-
tance, and signal up to about 1 nm−1 could be observed. Therefore, at the P10
beamline, measurements on hydrated cells using a higher photon energy would be
worth trying in order to record a larger qr-range at the fixed sample-to-detector
distance.
The power law exponents, obtained from fits to the background corrected radial
intensity profiles recorded at the P10 beamline, have similar values for cells without
keratin and cells with a high or low keratin content in the cytoplasm. Therefore,
similar to the measurements on freeze-dried cells presented in chapter 5, it is not
possible to distinguish between cells with or without keratin from the intensity de-
cay of the averaged scattering patterns. For the hydrated cells, a small difference
between the power law exponents recorded on the cell body and on the nucleus was
observed, which could either represent the different average structure in those two
3Measurements at the P10 beamline and data analysis were performed by Matthias Bartels and
Martin Krenkel.
























P10, nucleus, low  q−values
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Fig. 6.30.: Summary of all power law exponents obtained from fits to the radial intensity
profiles of averaged scattering patterns recorded on fixed-hydrated SK8/18-2 cells. Data
points obtained at the P10 beamline are depicted in gray and black and at the ID13
beamline in green.
compartments or it could be attributed to an artifact due to the low number of
analyzed cells. Here, measurements on more cells are needed to improve the data
statistics. Furthermore, the phase of each cell in the cell division cycle is likely to
influence the scattering signal, since, e.g., the chromatin condenses into the chromo-
somes during prophase or the keratin network disassembles during mitosis [2,61,151].
In this context, a synchronization of the cell cycle would on the one hand allow for
measurements of the cells in the same phase of the cell cycle and on the other hand
to probe structural differences in cells that are in different phases. As also discussed
for freeze-dried cell, measurements on cells from other cell lines could help to find
characteristic power law exponents for certain cellular compartments or cell types.
A summary of all power law exponents obtained for fixed-hydrated SK8/18-2 cells
at the P10 beamline and at the ID13 beamline is presented in Fig. 6.30. The ab-
solute values of the power law exponent obtained at the P10 beamline are in range
of about −3.0 to −3.5 in the low qr-region and in range of about −3.5 to −4.1 in
the high qr-region. The employed qr-range at the ID13 beamline corresponds to the
high qr-range for the P10 data. However, the power law exponents obtained at the
ID13 beamline are much higher than the exponents obtained at the P10 beamline
in the high qr-range. This deviation is probably due to the lower signal and the
stronger noise for the data recorded at the ID13 beamline.
As discussed also for freeze-dried cells, corresponding to the well-known Porod
law [142,143], compact two-phase systems with a sharp interface exhibit a power law
decay with b = −4, which fits very well to the intensity decay in the high qr-region.
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However, as also mentioned earlier, the Porod law is commonly used to describe
SAXS experiments, where the employed beam size is large compared to the probed
structure sizes, while the employed beam size for the measurements presented here
is in the same order of magnitude as the structures in the cells. Therefore, for the
study of fixed-hydrated cells, measurements with a larger beam with a size of a few
micrometers could be performed in order to study the effect of the beam size on the
obtained power law exponents.
The radiation damage to the cells was stronger for the fixed-hydrated than for the
freeze-dried samples, which is probably due to the higher concentration of radicals
that are created during the X-ray illumination in the surrounding buffer (fixed-
hydrated cells) than in the surrounding air (freeze-dried cells). To reduce the de-
struction of the sample, radical scavengers could be added to the buffer solution. A
calibrated beamline microscope with a higher resolution and the option to use fluo-
rescence microscopy would further allow for precise positioning of single exposures
on specific local cellular structure like keratin bundles. Using this approach, the de-
struction of the local structures by radicals created during previous exposures of a
mesh scan, could be minimized. Since single scattering patterns from fixed-hydrated
cells recorded at the P10 beamline or the ID13 beamline showed an isotropic scat-
tering signal without scattering maxima or minima, a higher photon flux is needed
to probe the structure of the hydrated cellular material at the nano-scale. There-
fore, this type of experiment should ideally be performed at FEL, which provides a
much higher photon intensity in a short time pulse and thereby allows for a higher
resolution of the scattering patterns in reciprocal space. However, among several
others challenges, the precise localization of the sample in the FEL beam as well as
the high sample throughput are critical issues.
The comparison of the results from measurements on fixed-hydrated samples at the
three different set-ups shows that a high photon flux as well as low background scat-
tering is needed to be able to record the scattering signal from hydrated cells. From
the employed beamlines, best scattering data on hydrated samples were obtained at
the P10 beamline, because the high photon flux in combination with the continu-
ous scanning mode allowed for fast measurements with a good signal-to-noise ratio.
However, particularly for experiments on weakly scattering samples, further effort
should be put into the optimization of this set-up in terms of cleanliness of the beam
profile. Despite the lower photon flux at the ID13 beamline, the smaller beam size
might be advantageous for experiments requiring a small probed volume.

7. Scanning Nano-Diffraction on
Living Cells
In this chapter, scanning X-ray nano-diffraction experiments on living SK8/18-2
cells are described. Living cells were measured at two different synchrotron radiation
facilities and the results are presented and discussed. Since the signal-to-noise ratio
for the measurements on fixed-hydrated cells shown in chapter 6 was much better
at the P10 beamline than at the ID13 beamline, the radial intensity profiles for the
living cells are only shown for the measurements at the P10 beamline. Parts of this
chapter have been prepared for publication [41].
7.1. Experiment
The experiments were carried out at two different end-stations at different syn-
chrotron radiation facilities: the ID13 beamline (ESRF) and the P10 beamline
(PETRA III). The different set-ups and the specific experimental parameters dur-
ing each beamtime are described separately in section 3.2.
The cells were grown on Si3N4 membrane windows in Göttingen and transported to
the synchrotrons in microtubes filled with culture medium (compare section 4.2.2).
At the beamlines, the cells were either stored in these tubes at room temperature
until the measurement (ID13, November 2012) or the windows were taken out of
the tubes and kept in dishes with culture medium (DMEM with 10% FCS and Pen-
Strep) in a cell incubator at 37◦C in a water saturated atmosphere with 5% CO2
(P10, March 2013). The first method has the advantage that the required equip-
ment can be reduced to a minimum and in particular no cell culture lab is needed.
The cells could be kept in the sealed tube at room temperature for about two days
without major morphological changes and even after four days cells with a normal
morphology could be identified. However, the cells did not proliferate, indicating a
negative effect of the non-optimum culture conditions. Keeping the living cells in
an incubator at normal growth conditions, as it was possible for the measurements
at the P10 beamline, is ideal since well-defined conditions for cells growth were ob-
tained.
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For all experiments on living cells, microfluidic devices were used as sample environ-
ment. Bright-field microscopy images of the cells were taken and the microfluidic
devices were assembled directly before the measurement by incorporation of the
Si3N4 membrane window with the cells as described in section 4.3.2. Tubing and
a Hamilton Gastight glass syringe filled with degassed culture medium were at-
tached to the microfluidic device and the device was connected to syringe pumps
(neMESYS, Cetoni GmbH, Korbußen, Germany). At the P10 beamline, CO2 in-
dependent medium with 10% FCS and Pen-Strep was used and the glass syringe
with the liquid was warmed to 37◦C. During the measurement the device and the
syringe were kept at room temperature. The buffer system in this medium is op-
timized for a CO2-free atmosphere and therefore the pH is kept constant in the
“normal” atmosphere with 0.04% CO2. However, this medium is commonly not
used for cell culture, but only during transport of the cells. At the ID13 beamline,
DMEM with 10% FCS and Pen-Strep at room temperature was used, which is the
standard medium employed for culture of these cells. However, to maintain the pH
at physiological conditions, a concentration of 5% CO2 in the atmosphere is needed
and particularly after degassing of the medium, the pH did change to more basic
conditions.
The device was mounted on a sample stage using a magnetic sample holder as shown
on the photograph in Fig. 6.2 in chapter 6 and a small container for the liquid that
was flushed through the devices was attached to the sample stage. Culture medium
was pumped through the device at a constant flow rate of 100–200µl/h, correspond-
ing to a mean flow velocity of about 0.5 mm/s. All living samples were mounted
in such a way that the membrane on which the cells were grown was located on
the downstream-side of the microfluidic device. Therefore, X-ray photons that were
scattered from the cells did not pass through the water layer in between the two
Si3N4 membranes before reaching the detector. The samples were aligned in the
focus of the X-ray beam using a calibrated microscope and two dimensional mesh
scans were performed on the cells. Best results were obtained using asymmetric
scans with a larger step size in vertical direction (slow scan axis) than in the hor-
izontal direction (fast scan axis). This strategy reduces the total scan time and
allows for skipping regions of the cell to which radicals, that were created in the last
scan line, have already spread (compare the discussion in section 6.5). Due to the
high radiation dose per scan, the cells die during the measurements, meaning that
all measurements are performed on “initially living cells”.
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7.2. Results from Measurements at the ID13
Beamline
In the following section, one example for measurements and results on initially
living cells at the ID13 beamline is presented. An overview of the employed scan
parameters and the estimated average radiation dose per step for this measurement
is shown in Tab.7.1.
sample set-up ∆y,z [µm
2] Ny×Nz T [s] D [Gy]
Live Cells II.6, pos. 2 Nov. 2012 1 × 1 21× 41 0.5 1.6× 106
Tab. 7.1.: Summary of the scan parameters and the estimated average radiation dose
per step for the measurement on living cells at the ID13 beamline. Here, ∆y,z are the
lateral step sizes, Ny and Nz the number of scan points in y- and z-direction, T is the
exposure time and D the estimated average radiation dose per step. The measurement
was performed without attenuators in the beam path.
Fig. 7.1a shows a bright-field microscopy image of two SK8/18-2 cells, which was
taken directly before the Si3N4 window with the living cells was incorporated in
the microfluidic device. A mesh scan was performed on the marked region and the
corresponding X-ray dark-field image is shown in Fig. 7.1b. For the calculation of
the X-ray dark-field image, the same detector mask as used for the fixed-hydrated
cells was employed (compare Fig. 6.9).
Fig. 7.1.: Bright-field microscopy image and X-ray dark-field image of (initially) living
SK8/18-2 cells. (a) Bright-field image of SK8/18-2 cells taken directly before device as-
sembly. (b) X-ray dark-field image taken on the marked region in panel (a). (Live Cells
II.4, position 7; ID13, Nov. 2012)
136 7. Scanning Nano-Diffraction on Living Cells
The living cells can be identified in the dark-field image, but it is not possible to
clearly identify the nucleus or smaller substructure in the cell. Due to the long
total scan time of about 25 min for the scan shown here on a small area, the cells
were detached from the substrate after this measurement and finer measurements
or a measurement on the right half of the cells were not possible. Here, a fast
(continuous) scanning mode could help to image the living cells before they actively
react to the radiation (damage) and detach from the substrate.
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7.3. Results from Measurements at the P10 Beamline
In the following section, an example for measurements and results on living cells
at the P10 beamline is presented. X-ray dark-field images as well as average radial
intensity profiles and the corresponding fits with power laws from an additional mea-
surement are documented in the supplementary material in section D.1. An overview
of the presented measurements on fixed-hydrated cells taken at the P10 beamline
along with the employed scan parameters and the estimated average radiation doses
per step is shown in Tab.7.2.
sample set-up ∆y,z [µm
2] Ny×Nz T [s] D [Gy]
Live Cells II.7, pos. 7 March 2013 1 × 4 51× 23 0.05 1.8× 106
Live Cells II.7, pos. 8 March 2013 1 × 3 61× 51 0.05 2.4× 106
Tab. 7.2.: Summary of the scan parameters and the estimated average radiation doses
per step for the measurements on living cells at the P10 beamline. Here, ∆y,z are the
lateral step sizes, Ny and Nz the number of scan points in y- and z-direction, T is the
exposure time and D the estimated average radiation dose per step. All measurements
were performed without attenuators in the beam path.
7.3.1. X-Ray Dark-Field Images
A bright-field microscopy image on a part of one sample of living SK8/18-2 cells is
displayed in Fig. 7.2a. The bright-field image was taken directly before the assembly
of the microfluidic device. The device was aligned at the set-up using the on-
axis beamline microscope and images of the cells were taken before and after the
measurement. Fig.7.2b shows an image taken with the beamline microscope on
the same sample region as in panel a. The cells appear differently in the beamline
microscope image, since this microscope is operating in reflection geometry, meaning
that the illumination and the objective are on the same side of the sample. However,
the over-all cell shape is similar, which confirms that the cells are alive at the start of
the measurement. For the measurement, the microscope was moved out of the beam
path, in order to not (partially) block the scattering signal. The X-ray dark-field
image recorded on the marked sample region in panel a and b is displayed in Fig.
7.2c. For the calculation of the X-ray dark-field image, the same detector mask as
for the fixed-hydrated cells was used (compare Fig. 6.14).
The two cells in the center of the bright-field microscopy image, can be identified in
the X-ray dark-field image. The nuclei can be distinguished from the cell body by
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Fig. 7.2.: Visible light microscopy images and X-ray dark-field image of living SK8/18-
2 cells. (a) Bright-field microscopy image of SK8/18-2 cells taken directly before device
assembly. (b) Image taken with the beamline microscopy directly before the measurement.
(c) X-ray dark-field image taken on the marked region in panel (a) and (b). (Live Cells
II.7, position 7; P10, March 2013)
a stronger scattering signal. Due to the larger step sizes for the measurements on
living cells as compared to the fixed-hydrated samples, no further internal cellular
structures in the nuclei or in the cell bodies can be identified.
7.3.2. Radial Intensities of Averaged Scattering Patterns
In analogy to the analyses of the fixed-hydrated cells, three different scan regions
were selected, i.e. the nucleus, the cell body and an empty region as shown in Fig.
7.3a. As also discussed for the measurements on the fixed-hydrated cells, the empty
region was chosen such that it was located roughly in the same scan lines where the
cell was located in order to avoid variations in the background signal due to drifts in
the set-up during the measurement. The scattering patterns recorded on the three
different regions were averaged and the averaged scattering patterns are shown in
Fig. 7.3b–d. As also discussed in the previous chapters, the streak-like scattering
in the averaged scattering patterns from the empty region can be attributed to the
tails of the KB beam and to scattering from the apertures. In the averaged scat-
tering patterns from the nucleus and the cell body, scattering from the cells can be
identified.
The averaged scattering patterns were integrated in azimuthal direction, yielding in
the radial intensity profiles shown in Fig. 7.4a. Both radial intensity profiles from the
cell are well above the background signal and the scattering signal from the nucleus
is stronger than the scattering from the cell body. Subtraction of the background















































































































































Fig. 7.3.: Averaged scattering patterns from three different scan regions. (a) Selection
of three different scan regions, i.e. the nucleus (blue, ROI 1), the cell body (gray, ROI 2)
and an empty region (red, ROI 3). (b) Averaged scattering pattern from the nucleus, (b)
the cell body and (c) the empty region. (Live Cells II.7, position 7; P10, March 2013)
signal results in the curves shown in Fig. 7.4b. In contrast to the analyses of the
fixed-hydrated and the freeze-dried cells, the background corrected radial intensity
profile of the (initially) living cells do not display a concave shape, which indicates
a difference in the cellular structure between these sample types. Therefore the
intensity decay from the living cells can be described by one power law function
over the full qr-range. Fits of the background corrected radial intensity profiles with
power law functions are shown Fig. 7.5 along with the data points. The qr-ranges
over which the fit functions are plotted corresponds to the regions that were used
for fitting.
The same analysis scheme was applied to in total eight living cells that were mea-
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
(b)
Fig. 7.4.: Radial intensity profiles of averaged scattering patterns. (a) Radial intensity
profiles from the nuclear region, the cell body and the empty region. (b) Background
corrected radial intensity profiles from the nuclear region and the cell body. (Live Cells
II.7, position 7; P10, March 2013)
sured at the P10 beamline in March 2013. All radial intensity profiles along with the
power law fits and maps of the selected scan regions for averaging of the scattering
patterns are documented in the supplementary information in section D.1. Fig. 7.6
presents the power law exponents for all living cells obtained for the nuclear region
and the cell body. All power law exponents lie in a range of −2.5 to −3.0. The
power law exponents obtained on the cell body vary more than the exponents on the
nucleus, which can be attributed to the lower scattering signal from the cell body.
Mean power law exponents for living cells were determined by averaging all power



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 2.70e−02*q
−2.65
 + 1.17e−02
fit f(q) = 1.73e−02*q
−2.50
 + 1.93e−10
Fig. 7.5.: Fitting of a power law to the background corrected average radial intensity
profiles. The qr-ranges over which the fit functions are plotted corresponds to the regions
that were used for fitting. (Live Cells II.7, position 7; P10, March 2013)





















Fig. 7.6.: Comparison of the power law exponents for living cells. The error bars indicate
the errors obtained from the fits with a power law. All measurements shown in this figure
were performed without attenuators. (P10, March 2013)
law exponents taking into account the position on the cell, i.e. the nucleus or the
cell body. The mean power law exponents and the standard deviation of the mean
are presented in Tab. 7.3. Again, for averaging the “normal” average and not the
“weighted” average with regard to the error was used, because the errors bars only
include the goodness of the fits and no information about the accuracy measurement
or the state of the measured cell. The power law exponents from the two different
regions of the cell agree within the error range. Therefore, it is not possible to dis-
tinguish between the nuclear region and the cell body from the intensity decay of
the averaged scattering patterns.
mean power law exponent
nucleus −2.83±0.03
cell body −2.79±0.05
Tab. 7.3.: Mean power law exponents and standard deviation of the mean for all (initially)
living SK8/18-2 cells measured at the P10 beamline. (P10, March 2013)
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7.4. Specific Challenges
For the measurements on living cells, the same experimental problems as described
for fixed-hydrated cells in section 6.5 need to be considered. Further challenges for
the measurements and the sample preparation arise from the fact that the cells are
living and that thy therefore continuously proliferate and change their morphology.
7.4.1. Storage and Culture of Living Cells
For all living samples, the cells were grown on Si3N4 membrane windows in Göttin-
gen and transported to the synchrotron facilities in microtubes filled with the normal
culture medium, which we commonly employ for the cell culture (DMEM with 10%
FCS and Pen-Strep). The cells survived in the sealed tubes for about 2–4 days at
room temperature allowing for storage at the beamline without further equipment.
Therefore, the equipment needed for handling these samples on-site can be reduced
to a minimum and in particular no cell culture lab is needed. However, keeping
the living cells in an incubator at normal growth conditions and assembling the
microfluidic devices in a clean bench, as it was possible for the measurements at
the P10 beamline, is ideal since well-defined conditions for cells growth and sample
preparation are obtained.
Due to the continuous proliferation of the cells and linked to that the confluent cover-
age of the Si3N4 membrane with cells, on-site cell culture is necessary for beamtimes
longer than about three days.
7.4.2. Imaging of Living Cells
For all measurements precise knowledge of the location of the cells on the Si3N4
membrane is important. For fixed-hydrated and freeze-dried cells, images of the
whole membrane were taken in Göttingen at several steps of the sample prepara-
tion. Furthermore, for freeze-dried cells, the cells could be easily identified using the
available microscope at set-ups at the beamlines. However, since living cells contin-
uously proliferate or change their morphology, images needed to be recorded directly
before the measurements. To this end, microscopes at the synchrotron facilities were
employed. However, only bright-field contrast was available and it was not possible
to record fluorescence microscopy images of the keratin network in the living cells.
The imaging capabilities of the beamline microscopes in the experimental hutches
allowed for the correlation of the bright-field microscopy images with the images of
the beamline microscopes. However, identifying the cells only with the beamline
microscopes (completely without the bright-field microscopy images), would have
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been hardly possible.
7.4.3. Radiation Damage
For living cells, radiation damage is even more critical than for fixed-hydrated cells.
Living cells can actively react to the X-ray induced damage by, e.g., the start of
apoptosis [111]. However, for the exposure to radiation doses much lower than
the doses applied here, these effects have been shown to occur on time scales of
several hours [111], which is long compared to one measurement (well beyond one
hour of total scan time). Fig. 7.7a and b show images of a group of cells taken
with the on-axis beamline microscope at the P10 beamline before and after the
measurement. The X-ray dark-field image from this scan is depicted in Fig. 7.7c.
Similar to the measurements on fixed-hydrated cells, the cells are hardly visible
before the measurement and after the measurements the cells appear more whitish
in the image, which indicates structural modifications to the cells upon exposure to
X-rays. Furthermore, the extension of the left cell in the center of Fig. 7.7a, indicated
by an arrow, seems to be thinner in the microscopy image after the measurement and
also in the X-ray dark-field image. However, this could be also related to imaging
artifacts of the microscope. At the resolution of the beamline microscope it is hard
to identify the cell contour before the measurement and therefore the changes upon
irradiation are difficult to quantify.
Fig. 7.7.: Radiation damage to living SK8/18-2 cells during a measurement at the P10
beamline. (a) Image taken with the on-axis beamline microscope before and (b) after the
measurements. (c) X-ray dark-field image of the cells. (Sample BW235, position 1; P10,
March 2013)
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7.5. Summary and Closing Discussion
In this chapter, the feasibility of scanning X-ray diffraction experiments on living
SK8/18-2 cells was demonstrated. For all measurements on living cells, microfluidic
devices were used as a sample environment. Effects of the device material on the
cells, e.g. of the two component glue that was used for sealing of the window
edges, were not observed. The cells were kept in the devices for several hours and
inspection of the cells using the beamline microscopes yielded normal cell shapes
for the non-exposed cells. However, for further experiments, the implementation of
a temperature control for keeping the cells at 37◦C, i.e. at physiological conditions,
would be an improvement. At room temperature, no proliferation of the cells was
observed and it can be further expected that the whole metabolism is altered due
to different enzyme activities. Therefore also the structural properties of the cells
might be influence by the temperature.
Bright-field microscopy images of the cells were recorded directly before device
assembly. Unfortunately, we could not record fluorescence microscopy images of
the keratin network. However, the lacking of the fluorescence microscopy images
was not problematic for the results presented here, since the resolution of the X-ray
dark-field imaged was too low to identify structures that could possibly correspond
to the keratin network. Furthermore, no difference was obtained for cells with
or without keratin for the fixed-hydrated samples and therefore the living cells
would probably exhibit no difference either. However, the possibility to record
fluorescence microscopy images might become important for future experiments.
Furthermore, a calibrated beamline microscope with a higher resolution and the
option to use fluorescence microscopy would be ideal to monitor the living cells
during and in-between the X-ray measurements. In this context, it would be also
interesting to study the effect of or the cell’s response to single short exposures
with a hard X-ray nano-focused beam at different positions on the same cell, on
the substrate next to the cell, or on neighboring cells.
X-ray dark-field images were generated from mesh scans on the living SK8/18-2
cells, allowing for the identification of the cells and the nuclei. Here, performing fast
scans with a short total scan time was important to decrease the visible degradation
of the cell due to radiation damage during the measurement. Measurements at
the P10 beamline yielded best results, due to the available continuous scanning
mode and the high photon flux. With the same experimental parameters (step
size, exposure time) the continuous scans were faster by roughly a factor of eight.
Furthermore, the exposure time at P10 beamline could be reduced by a factor of
ten compared to the measurements at ID13 beamline. However, the smaller beam
size available at the ID13 beamline might be advantageous for experiments that
7.5. Summary and Closing Discussion 145
require small probe volumes for the determination of local structural parameters.
The resolution of the X-ray dark-field images was with at least one micrometer as
determined by the employed step sizes comparatively large. Here, the achievable
real space resolution in the X-ray dark-field images seems to be limited by the
radiation damage to the sample seems. The main reason for radiation damage
seemed to be radicals that were created during the exposures and spread in the
buffer solution or in the cell itself. By choosing asymmetric scans with a larger
step size in vertical direction (in direction of the slow scan axis), sample regions
that were destroyed by radicals created during scanning of the previous lines were
skipped (compare section 6.5.1).
When aiming at imaging of living cells with a high resolution in real space, it might
be worthwhile to employ and optimize other X-ray imaging techniques like ptycho-
graphic, holographic or coherent diffractive imaging for living cells [10,12,28,95,137].
Furthermore, the potentially lower average radiation dose achieved for measure-
ments using these methods would be beneficial for imaging of living cells and might
allow for taking several images of one and the same living cell in its native state.
Employing X-rays as a probe provides the unique potential for label-free imaging
of living cells a resolution below 100 nm. In combination with microfluidic devices
as sample environment, high resolution X-ray imaging would allow for probing the
effects of chemicals on living cells. Depending on the necessary radiation dose for
imaging at the requested resolution, it might be also possible to monitor global
structural changes in one and the same cell upon drug treatment. Furthermore,
local structural changes could be probed using the diffraction signal in reciprocal
space. However, due to the high photon flux needed to obtain a diffraction signal
from cellular structures exhibiting a weak electron density contrast, it might be
not possible to record a reliable diffraction signal before and after drug treatment
on the same position in a cell. Therefore, for this approach, the diffraction signals
from different well-chosen positions (on different cells) needed to be recorded at
different stages of the experiment, which would make the comparison more complex.
Furthermore, many measurements would be needed to obtain reasonable statistics.
The radial intensity of the averaged scattering patterns from living cells can be well
described by a single power law over the whole qr-range, which is different to the
data for the fixed-hydrated and the freeze-dried cells where two power laws were
employed. The power law exponents obtained from fits to the radial intensity of
averaged scattering patterns, are in range of −2.5 to −3.0, which is larger than the
values for the freeze-dried and the fixed-hydrated cells. These differences between
the different methods for sample preparation are discussed in chapter 8. Since a
difference between the power law exponents obtained from the nucleus and the
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cell body is not observed, the structural differences between these two cellular
compartments cannot be determined from the intensity decay of averaged scattering
patterns. Here, subdivision of the cells areas used for averaging of the scattering
patterns, for instance the selection of all scattering patterns that were recorded on
(thick) keratin bundles, might be helpful for the determination of characteristic
intensity decays. This type of analysis would, however, require a high-resolution
fluorescence microscope at the synchrotron beamlines to record images of the
keratin network in the living cells. As also discussed for the measurement on
fixed-hydrated cells, applying the same analysis to other cell types might help to
determine characteristic power law exponents for different cell types or for living
cells in general.
8. Comparison of the Different
Preparation Methods
In this chapter, results from measurements at the P10 beamline on freeze-dried,
fixed-hydrated and living cells are compared. The same analysis scheme could be
applied to the measurements on all three sample types, which allows for a direct
comparison of the results. Parts of this chapter have been prepared for publication
[41].
8.1. Power Law Exponents
Averaged scattering patterns were integrated in azimuthal direction and fitted with
power law functions as described in the sections 5.3.2, 6.4.2 and 7.3.2. This analysis
scheme was applied to six freeze-dried cells, ten fixed-hydrated cells and eight living
cells. However, whereas the intensity decay can be well described by a single power
law for the living cells, two power laws were fitted to the high and low qr-regions
for the fixed-hydrated and the freeze-dried cells. All power law exponents obtained
from these measurements are presented in Fig. 8.1. Here, the power law exponents
for the living cells are shown as blue data points. The power law exponents for the
fixed-hydrated and the freeze-dried cells obtained at the low and high qr-region are
shown as gray and black or bright green and dark green data points, respectively.
Different values of the power law exponents are obtained for the three different
methods of sample preparation. For the freeze-dried cells both for the nucleus and
the cell body the power law exponents obtained in the low qr-region range from
about −3.0 to −3.7 and the exponents obtained in the high qr-region range from
about −4.3 to −4.6. For the fixed-hydrated cells the power law exponents obtained
in the low qr-region range from about −3.0 to −3.5 and the exponents obtained
in the high qr-region range from about −3.5 to −4.0. Furthermore, the power law
exponents obtained for the cell body are slightly higher than the ones obtained for
the nucleus. For the living cells the power law exponents from the nucleus and the
cell body range from about −2.5 to −3.0. For both regions of the cell, the power law
exponents obtained for the living cells are higher than the power law exponents for
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the freeze-dried or fixed-hydrated cells in addition, the power law exponents obtained
for the fixed-hydrated cells in the high qr-region are higher than the corresponding
values for the freeze-dried cells.
8.2. Average Radial Intensity Profiles
To compare the radial intensity profiles of living, fixed-hydrated and freeze-dried
cells, the background corrected radial intensity profiles for the nuclear region and
the cell body of each sample type (fixed-hydrated or living) were averaged, yielding
the profiles shown in Fig. 8.2. For the measurements on fixed-hydrated cells, only
six profiles were included in the average, since these profiles were recorded with the
same experimental parameters, i.e. at the same beamtime, as the measurements on
all living cells. Only one freeze-dried cell was measured at the beamtime at the P10
beamline in March 2013 without attenuators in the beam path (compare Tab. 5.2)
and therefore no averaged radial intensity profile could be determined and instead
the radial intensity profile from one measurement is shown.
Interestingly, the living cells scatter stronger at higher qr-values as compared to
the fixed-hydrated cells and would therefore provide a higher resolution in imag-
ing experiments. At small qr-values, the fixed-hydrated cells show slightly stronger
scattering signal than the living cells. The scattering intensity from the freeze-dried
cell is much stronger than from the hydrated cells over the whole recorded qr-range,
which can be explained by the higher electron density contrast between the cellu-





























freeze−dried cells, nucleus, low  q−values
freeze−dried cells, nucleus, high  q−values
fixed−hydrated cells, nucleus, low  q−values
fixed−hydrated cells, nucleus, high  q−values
living cells, nucleus
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fixed−hydrated cells, cell body, low q−values
fixed−hydrated cells, cell body, high q−values
living cells, cell body
Fig. 8.1.: Comparison of power law exponents obtained from fits to the background
corrected radial intensity profiles for freeze-dried, fixed-hydrated and living SK8/18-2 cells.
The error bars indicate the errors obtained from the fits with power law functions.
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Fig. 8.2.: Averaged radial intensity profiles for eight living cells, six fixed-hydrated cells
and one freeze-dried cells for the nucleus and the cell body after background correction.




The average radial intensity profiles for fixed cells were then subtracted from the
corresponding profiles for living cells, resulting in the curves presented in Fig. 8.3
(“living cells – fixed-hydrated cells”). Here, the difference curves are plotted against
the qr-value on a linear scale (bottom axis) and against the corresponding real space
sizes (top axis). In the difference plot, positive values denote length scales which are
more pronounced in the living cells, whereas negative values represents structures
that emerge upon fixation. The difference curves from the nucleus and from the cell
body each show a maximum, which is located at around 0.18 nm−1 and 0.14 nm−1
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Fig. 8.3.: Difference of the averaged radial intensity profiles for living and fixed-hydrated
cells (“living cells – fixed-hydrated cells”).
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corresponding to real space structural sizes of 35 nm and 45 nm, respectively, mean-
ing that structures in these length scales were destroyed or at least become less
ordered upon fixation. Towards high qr-values, the difference curves decay to zero.
Towards small qr-values, the average scattering signal from the fixed-hydrated cells
is higher than the signal from the living cells, i.e. the difference curves become
negative. This can be interpreted as the formation of aggregates with sizes larger
than about 50 nm or 70 nm for the nucleus and the cell body, respectively, as a
consequence of the chemical fixation with formaldehyde. The crossing point of the
averaged radial intensity profiles can clearly be observed for the cell nucleus, and
for the cell body the data can be interpolated.
Due to the large difference in signal strength between hydrated and freeze-dried cells,
i.e. about two orders of magnitude, difference curves as calculated above for the
freeze-dried cells do not contribute additional information about the structural dif-
ferences between the freeze-dried and hydrated cells, and are therefore not presented
here. However, taking into account the logarithmic intensity scaling in Fig. 8.2, the
largest difference in the radial intensity profiles can be identified at small qr-values,
indicating a further increase of the structure sizes in the cells upon plunge-freezing
and freeze-drying.
8.3. Summary and Closing Discussion
The results from X-ray scattering studies presented here show structural differ-
ences between living, fixed-hydrated and freeze-dried cells. The differences between
living and fixed-hydrated cells can be explained by the effect of the cell fixation
with formaldehyde, which leads to a cross-linking of the proteins in the cells and
therefore a size increase of protein aggregates while the amount of small proteins de-
creases [152]. This would result in an increase in scattering signal at small qr-values
and a decrease at high qr-values, which is in line with the above presented obser-
vation. A precise understanding and in-depth interpretation of the radial intensity
profiles from the living cells and the fixed-hydrated cells, and particularly of the
differences between the two systems, requires a detailed and complete model of the
nano-scale architecture of living cells and fixed-hydrated cells, which is, however,
not available due to the high degree of complexity. To this end, in vitro studies on
the effect of formaldehyde on a solution of (a small number of different) proteins
and in particular the obtained bulk scattering signals before and after addition of
formaldehyde might advance the understanding of the radial intensity profiles from
the cells.
The structural differences between living and fixed-hydrated cells reach up to length
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scales of about 65 nm, while the detection of larger length scales was limited by
the employed experimental set-up. These length scales are also accessible by differ-
ent visible light microscopy techniques like stimulated emission depletion (STED)
[153, 154]. Here, contrary to our approach, specific cellular components are labeled
with a fluorescent dye and only these components are visualized. Given the results
presented here, the structural alterations upon cell fixation may potentially become
apparent in such experiments and might even influence the result or conclusion as
compared to living cells. In this context, studying the effect of other commonly em-
ployed fixatives like methanol, glutaraldehyde or completely methanol-free formalde-
hyde on the cellular structure would be interesting. The usage of microfluidic devices
further allows for studying the structural changes during the fixation process, by the
addition of formaldehyde to the living cells at the beamline. Furthermore, cell line
specific differences in the effect of the (formaldehyde-) fixation should be explored.
The largest difference between the radial intensity profiles from the freeze-dried and
the hydrated cells, is observed for small qr-values, indicating a further increase of
the structure size after plunge-freezing and freeze-drying. Different aspects of the
preparation process might cause this increase of the structure size. Firstly, too low
cooling rates during plunge-freezing might lead to the formation of crystalline ice in-
stead of vitreous ice and the expanding ice crystals might cause local accumulations
of cellular material. Secondly, small molecules like proteins, peptides or sugars that
are still “dissolved” in the vitreous ice inside the cell upon plunge-freezing might
adsorb to larger cellular structures upon the removal of water during freeze-drying.
This effect would lead to a coating and linked to that a size increase of the cellular
components as observed in the radial intensity profiles.
For the living, fixed-hydrated and freeze-dried samples, different power law expo-
nents α are obtained for the decay I ∝ qα of the radial intensity, as displayed in Fig.
8.1. In classical SAXS experiments on bulk samples, i.e. particles in solution, the
power law exponent describing the intensity decay in the Porod regime (q R  1
with the characteristic particle size R, but with the q value small enough to not
being sensitive to the atomic spacing [86]) can be attributed to specific structural
properties, which will be briefly summarized here. Firstly, the shape of particles in
solution gives rise to specific Porod exponents. For instance, a solution of spherical
particles yields an Porod exponent of α = −4, a solution of disc-like particles yields
α = −2 and a solution of rod-like particles yields α = −1 [86]. Secondly, interfacial
and fractal properties of the probed system can be studied. In this context, compact
two phase systems with sharp interfaces are known to exhibit a power law decay
with an exponent of −4 [142, 143], which is changed towards more positive values
in the presence of surface roughness. Power law exponents in the range from −1 to
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−4 have been further related to systems exhibiting fractal properties [155–161]. In
this context, a mass fractal with a fractal dimension Dm yields an intensity decay
I ∝ q−Dm , with 1 ≤ Dm ≤ 3 (8.1)
and surface fractal with a fractal dimension Ds yields an intensity decay
I ∝ q−(6−Ds), with 2 ≤ Ds ≤ 3. (8.2)
See for example reference [161] for a demonstrative explanation of mass and surface
fractals. A key feature of fractals is the invariance of the structure for the observation
on different scale (self-similarity over different length scales). Due to this property, a
constant power law exponent should be observed over at least one order of magnitude
to assure a reasonable analysis of the fractal properties of a system [158]. Thirdly,
power law exponents smaller than −4 have been attributed to structures with diffuse
boundaries, in which the electron density at the interface varies continuously [144,
145]. For all of these (theoretical) predictions, monodisperse systems of only one
kind of particle, e.g. only spheres or only mass fractals, have been considered. By
contrast, our objects of study are highly polydisperse both in size and shape of
the individual particles like proteins, and therefore a direct relation between the
recorded power law exponent for the intensity decay and the underlying structures
is not evident. In particular the scattering signal could also be explained by a
superposition of scattering from differently shaped particles of different sizes. Here
again, a model of the cellular structures is essential for a precise understanding of
the resulting power law exponent in the decay of the radial intensity profiles.
9. Summary and Conclusion
The central objective of this thesis was the application of scanning X-ray diffrac-
tion using a nano-focused beam to biological cells in order to probe the structure of
cytoskeletal bundles and networks of keratin intermediate filaments, making use of
the combination of structural information obtained in real space and in reciprocal
space. To this end, a controlled nanometer sized beam has been scanned over the
cell, recording diffraction patterns at each scan position. X-ray dark-field and differ-
ential phase contrast were used to generate real space images of the samples. Three
different sample types were employed in these studies: freeze-dried, fixed-hydrated
and living SK8/18-2 cells. The SK8/18-2 cells express fluorescently labeled keratins
that assemble in these cells into complex networks, which allows for the correlation
of fluorescence microscopy image with the X-ray measurements. The examples of
data analysis illustrate the different options of combining real space and reciprocal
space information.
As a first experimental step, freeze-dried SK8/18-2 cells were studied as described in
chapter 5. The preparation of this sample type was well-established and they were
easy to handle during the beamtimes, which made them an ideal starting point for
the studies presented here. In these cells, structure sizes in the range of 200–400 nm
could be identified in the X-ray dark-field image. The signal anisotropy in individ-
ual scattering patterns was used to determine the local structure orientation in the
sample. Overlay images of orientation maps and X-ray dark-field images showed
a network structure, which is similar to the fluorescence microscopy images of the
keratin network in the sample. The analysis of single diffraction patterns using az-
imuthal integration in different angular segments, revealed maxima and minima in
the scattering signal in the radial intensity profiles perpendicular to the local struc-
ture direction in the sample. The intensity distribution could be approximated by
the form factor of a solid cylinder with a diameter of about 42 nm. However, the
internal filament arrangement in keratin bundles could not be resolved. Scattering
patterns recorded with a larger beam or the average of adjacent scattering patterns
showed no scattering maxima and minima, but a smooth decay of the scattered
intensity, which indicates a high heterogeneity of the structural properties in the
sample.
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Due to the potentially invasive and structure altering steps during the preparation
of freeze-dried samples, the next experimental step was the investigation of fixed-
hydrated and living cells in solution as presented and discussed in chapter 6 and
chapter 7. The choice and the design of an appropriate sample environment was a
major challenge for these experiments. Sandwich wet chambers built of two silicon
nitride membrane windows were employed for first test experiments. As a more
versatile sample environment, a novel type of X-ray compatible microfluidic devices
based on the UV-curable glue NOA 81 as a moldable material, 8 µm thick Kap-
ton foil, and silicon nitride membrane windows as growth substrate for cells was
developed. Both types of sample environments worked well in terms of leakage and
positional stability.
For the fixed-hydrated cells, X-ray dark-field images with a step size down to 500 nm
were recorded, which allowed for the identification of substructures in the cell body
and in the nucleus. For living cells, the step sizes in the mesh scan and correspond-
ingly the real space resolution in the X-ray dark-field images were chosen larger,
which still allowed for an identification of the cells and the nuclei, but not for the
identification of internal structures. These results demonstrate the feasibility of
imaging hydrated cells using X-ray dark-field contrast. The successful combination
of microfluidics and scanning X-ray scattering for studying whole hydrated and par-
ticularly living cell paves the way for the application of other techniques based on
X-rays as a probe, like X-ray fluorescence analysis or different imaging methods, to
living cells.
Radial intensity profiles obtained from average diffraction patterns of the complete
scans were determined for freeze-dried, fixed-hydrated and living SK8/18-2 cells, re-
spectively. Distinct differences in the radial intensity profiles on length scales from
about 10 nm to 60 nm were observed not only between freeze-dried and hydrated
cells, but also between fixed-hydrated and living cells. Fits of the radial inten-
sity profiles with power law functions yielded characteristic exponents for samples
prepared using the three different preparation methods. Therefore, structural differ-
ences between the different sample types and in particular between fixed-hydrated
and living cells can be monitored by X-ray scattering.
In conclusion, it was demonstrated that small-angle X-ray scattering as a well-
established biophysical method for in vitro structure analysis of biomolecular as-
sembly can be generalized in a way which is compatible with cellular structure
analysis of freeze-dried cells as well as fixed and living cells in solution. The unique
combination of structural information obtained in real space and reciprocal space
allowed for probing length scales ranging from micrometers down to a few nanome-
ters. This method therefore provides a bridging technique between, on the one hand,
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various imaging methods that use visible light or X-rays and achieve best resolutions
of several tens of nanometers [9–11,153,154] and, on the other hand, techniques like
electron microscopy or X-ray crystallography that reach atomic resolution. Three
different sample types, which were prepared using different methods, were studied
and structural differences between the sample types at length scales of several tens
of nanometers were determined. The successful application to hydrated and living
cells further demonstrates the potential for structural analysis at hardly accessible
length scales in native samples. The developed microfluidic devices provide a well-
defined sample environment for hydrated cells and potentially allow for chemical
manipulation of living cells.

A. Fluorescence Staining Protocols
A.1. Protocol for Staining of Filamentous Actin and
DNA
Dyes
Alexa Fluor 546 Phalloidin was purchased from Invitrogen (Darmstadt, Ger-
many) and a stock solution was prepared by dissolving the dye in methanol at a
concentration of approximately 6.6µM (compare manual by Invitrogen [162]). For
cell staining a working solution was prepared by diluting 20µl stock solution in
800µl PBS.
4’,6-diamino-2-phenylindole (DAPI) was purchased from Sigma-Aldrich and
used at a working concentration of 1µg/ml in PBS.
Staining
Cells were grown on cover slides for 1–2 days and subsequently fixed by adding
3.7% formaldehyde solution for 20 min at room temperature. Afterwards the cells
are washed three times with PBS, permeabilized with 0.5% TritonX-100 (Roth)
for 20 min and again washed three times with PBS. The cover slides were taken
out of the PBS and placed on parafilm, which allows to add a small amount of
liquid directly on the cover slides. 200µl of the Alexa Fluor 546 Phalloidin working
solution were added on each cover slide and incubated for 60 min. Afterwards the
cover slides were washed three times with 1% BSA in PBS. 200µl of the DAPI
working solution were added and incubated for 5 min. The cells were washed three
times with PBS and the cover slides were mounted with 25µl Prolong Gold Antifade
Reagent (Invitrogen) on a microscope slide. During all incubation steps the cover
slides were kept in the dark to prevent bleaching of the dyes.
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A.2. Protocol for Staining of Microtubules and DNA
Antibodies and Dyes
Anti-Bovine α-Tubulin was purchased from Invitrogen and a stock solution with
a concentration of 200µg/ml was prepared in 2 mM NaN3 with 1% BSA in PBS. A
working solution with a concentration 1µg/ml was obtained by diluting 5µl stock
solution in 1 ml 1% BSA in PBS.
Alexa Fluor 568 Goat Anti-Mouse IgG Antibody was purchased from Invit-
rogen with a concentration of 2 mg/ml. A working solution with a concentration
5µg/ml was obtained by diluting 2.5µl stock solution in 1 ml 1% BSA in PBS.
DAPI was used at a working concentration of 1µg/ml in PBS.
Staining
Cells were grown on cover slides for 1–2 days and subsequently fixed by adding
cold methanol and incubated for 15 min on ice. Afterwards the cells are washed
three times with PBS, permeabilized with 0.5% TritonX-100 for 20 min and again
washed three times with PBS. The cover slides were incubated for 30 min with 1%
BSA in PBS and subsequently taken out of the PBS and placed on parafilm, which
allows to add a small amount of liquid directly on the cover slides. 200µl of the
primary antibody (Anti-Bovine α-Tubulin) working solution were added on each
cover slide and incubated for 12 h. After the incubation with the first antibody the
cover slides were washed three times with 1% BSA in PBS. 200µl of the second
antibody (Alexa Fluor 568 Goat Anti-Mouse IgG Antibody) working solution was
added and incubated for 2 h, followed by three washing steps with PBS. 200µl of the
DAPI working solution were added and incubated for 5 min. The cells were again
washed three times with PBS and the cover slides were mounted with 25µl Prolong
Gold Antifade Reagent on a microscope slide. During all incubation steps the cover
slides were kept in the dark to prevent bleaching of the dyes.
B. Supplementary Data on
Freeze-Dried Cells
B.1. Results from Measurements at the P10
Beamline
In this section, additional measurements on freeze-dried SK8/18-2 cells at the P10
beamline are presented. For each measurement the fluorescence and phase contrast
microscopy image and the X-ray dark-field images as well as fits of the radial in-
tensity profiles of averaged scattering patterns with power law functions are shown.
The scan parameters for these measurements are listed in Tab.5.2 in section 5.3.
Sample BW130, Position 1
Fig. B.1.: Microscopy images and X-ray dark-field image of a group of SK8/18-2 cells. (a)
Fluorescence microscopy image of the keratin network taken before plunge-freezing and
freeze-drying and (b) phase contrast image after freeze-drying. The cells on the top-right
side of the image does not contain a keratin network. (c) X-ray dark-field image of a scan
on the same sample region. (Sample BW130, position 1; P10, Oct. 2012)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 4.63e−01*q
−3.12
 + 2.46e−09
fit f(q) = 6.42e−02*q
−3.36
 + 2.11e−07
fit f(q) = 2.68e−02*q
−4.58
 + 3.16e−01



































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.27e−01*q
−3.67
 + 9.68e−11
fit f(q) = 4.38e−02*q
−3.56
 + 1.72e−10
fit f(q) = 3.08e−02*q
−4.31
 + 4.21e−01




Fig. B.2.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW130, position 1; P10, Oct. 2012)
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Sample BW130, Position 2
Fig. B.3.: Microscopy images and X-ray dark-field image. (a) Fluorescence microscopy
image of the keratin network taken before plunge-freezing and freeze-drying and (b) phase
contrast image after freeze-drying. (c) X-ray dark-field image reconstructed from a scan
on the same sample region. (Sample BW130, position 2; P10, Oct. 2012)































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.65e−01*q
−3.56
 + 2.07e−07
fit f(q) = 2.93e−02*q
−3.68
 + 2.57e−07
fit f(q) = 3.40e−02*q
−4.32
 + 2.94e−01
fit f(q) = 7.93e−03*q
−4.33
 + 9.70e−02
Fig. B.4.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. The data were taken at P10, Oct. 2012.
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Fig. B.5.: Single scattering pattern from a scan with a step size of 500 nm. (a) Position
of the scattering pattern in the scan. (b) Single scattering pattern. (Sample BW130,
position 2; P10, Oct. 2012)
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Sample BW201, Position 2
Fig. B.6.: Microscopy images and X-ray dark-field image. (a) Fluorescence microscopy
image of the keratin network taken before plunge-freezing and freeze-drying and (b) phase
contrast image after freeze-drying. (c) X-ray dark-field image reconstructed from a scan
on the same sample region. For better comparability, the dark-field image is normalized
on the transmission of one attenuator. For Further analysis only the cell at the top of
the scan was used, because the cell at the bottom shown several cracks in the cell body.
(Sample BW201, position 2; P10, March 2012)

































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.72e−01*q
−3.52
 + 4.74e−07
fit f(q) = 6.16e−02*q
−3.45
 + 2.92e−12
fit f(q) = 3.73e−02*q
−4.37
 + 3.40e−01
fit f(q) = 1.13e−02*q
−4.41
 + 9.00e−02
Fig. B.7.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of
the scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI
3). The qr-ranges over which the fit functions are plotted correspond to the regions that
were used for fitting. For better comparability, the radial intensity was normalized on the
transmission of one attenuator. (Sample BW201, position 2; P10, March 2013)
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Sample BW201, Position 3
Fig. B.8.: Microscopy images and X-ray dark-field image. (a) Fluorescence microscopy
image of the keratin network taken before plunge-freezing and freeze-drying and (b) phase
contrast image after freeze-drying. (c) X-ray dark-field image reconstructed from a scan
on the same sample region. (Sample BW201, position 3; P10, March 2012)

































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 5.50e−01*q
−3.17
 + 2.70e−07
fit f(q) = 1.78e−01*q
−3.18
 + 2.41e−14
fit f(q) = 6.21e−02*q
−4.35
 + 1.30e−01
fit f(q) = 1.96e−02*q
−4.38
 + 8.23e−03
Fig. B.9.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW201, position 3; P10, March 2013)
C. Supplementary Data on
Fixed-Hydrated Cells
C.1. Results from Measurements at the ID13
Beamline
In this section, an additional measurement on fixed-hxdrated SK8/18-2 cells at
the ID13 beamline is presented. The fluorescence and phase contrast microscopy
image and the X-ray dark-field images as well as fits of the radial intensity profiles
of averaged scattering patterns with power law functions are shown. The scan
parameters for these measurements are listed in Tab.6.2 in section 6.3.
Sample BW171, Position 1
Fig. C.1.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW171,
position 1; ID13, Nov. 2012)

































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 9.10e−04*q
−3.25
 + 1.88e−03
fit f(q) = 2.83e−04*q
−3.12
 + 1.45e−03
Fig. C.2.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW171, position 3; ID13, Nov. 2012)
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C.2. Results from Measurements at the P10
Beamline
In this section, additional measurements fixed-hydrated SK8/18-2 cells at the P10
beamline are presented. For each measurement the fluorescence and phase contrast
microscopy image and the X-ray dark-field images as well as fits of the radial in-
tensity profiles of averaged scattering patterns with power law functions are shown.
The scan parameters for these measurements are listed in Tab.6.3 in section 6.4.
Sample BW139, Position 3
Fig. C.3.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW139,
position 3; P10, Oct. 2012)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 4.96e−03*q
−3.50
 + 1.09e−09
fit f(q) = 1.99e−03*q
−3.34
 + 1.39e−06
fit f(q) = 1.88e−03*q
−4.04
 + 2.01e−10































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 3.83e−03*q
−3.38
 + 1.80e−08
fit f(q) = 1.83e−03*q
−3.24
 + 2.10e−09
fit f(q) = 1.25e−03*q
−4.00
 + 7.00e−03































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 6.01e−03*q
−3.33
 + 1.61e−08
fit f(q) = 1.83e−03*q
−3.27
 + 1.98e−07
fit f(q) = 1.99e−03*q
−3.93
 + 1.02e−02




Fig. C.4.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW139, position 3; P10, Oct. 2012)
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Sample BW145, Position 2
Fig. C.5.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c) X-
ray dark-field image of the same sample region as in (a) and (b). For better comparability,
the dark-field image is normalized on the transmission of one attenuator. (Sample BW145,
position 2; P10, Oct. 2012)



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.70e−02*q
−2.79
 + 1.10e−13
fit f(q) = 6.68e−03*q
−2.70
 + 2.43e−11
fit f(q) = 3.17e−03*q
−3.71
 + 8.35e−03
fit f(q) = 1.23e−03*q
−3.64
 + 3.32e−04
Fig. C.6.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3). The
qr-ranges over which the fit functions are plotted correspond to the regions that were used
for fitting. For better comparability, the radial intensity is normalized on the transmission
of one attenuator. (Sample BW145, position 2; P10, Oct. 2012)
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Sample BW145, Position 3



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 9.64e−03*q
−2.90
 + 1.77e−13
fit f(q) = 3.58e−03*q
−2.82
 + 1.12e−11
fit f(q) = 1.59e−03*q
−3.88
 + 7.56e−11































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 9.91e−03*q
−2.98
 + 1.14e−10
fit f(q) = 3.94e−03*q
−2.87
 + 4.74e−13
fit f(q) = 1.89e−03*q
−3.88
 + 1.42e−10




Fig. C.7.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3). The
qr-ranges over which the fit functions are plotted correspond to the regions that were used
for fitting. For better comparability, the radial intensity is normalized on the transmission
of one attenuator. (Sample BW145, position 3; P10, Oct. 2012)
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Fig. C.8.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c) X-
ray dark-field image of the same sample region as in (a) and (b). For better comparability,
the dark-field image is normalized on the transmission of one attenuator. (Sample BW145,
position 3; P10, Oct. 2012)
Sample BW145, Position 4
Fig. C.9.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c) X-
ray dark-field image of the same sample region as in (a) and (b). For better comparability,
the dark-field image is normalized on the transmission of one attenuator. (Sample BW145,
position 4; P10, Oct. 2012)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.56e−02*q
−2.89
 + 8.33e−14
fit f(q) = 3.95e−03*q
−2.94
 + 1.58e−11
fit f(q) = 3.44e−03*q
−3.71
 + 2.73e−03































ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 2.06e−02*q
−2.89
 + 1.09e−13
fit f(q) = 4.30e−03*q
−2.80
 + 2.99e−10
fit f(q) = 4.75e−03*q
−3.70
 + 2.23e−09




Fig. C.10.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3). The
qr-ranges over which the fit functions are plotted correspond to the regions that were used
for fitting. For better comparability, the radial intensity is normalized on the transmission
of one attenuator. (Sample BW145, position 4; P10, Oct. 2012)
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Sample BW145, Position 5
Fig. C.11.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c) X-
ray dark-field image of the same sample region as in (a) and (b). For better comparability,
the dark-field image is normalized on the transmission of one attenuator. (Sample BW145,
position 5; P10, Oct. 2012)



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 2.07e−02*q
−2.98
 + 6.08e−09
fit f(q) = 9.21e−03*q
−2.86
 + 5.47e−11
fit f(q) = 4.84e−03*q
−3.74
 + 9.87e−03
fit f(q) = 2.04e−03*q
−3.67
 + 9.73e−03
Fig. C.12.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3). The
qr-ranges over which the fit functions are plotted correspond to the regions that were used
for fitting. For better comparability, the radial intensity is normalized on the transmission
of one attenuator. (Sample BW145, position 5; P10, Oct. 2012)
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Fig. C.13.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3). The
qr-ranges over which the fit functions are plotted correspond to the regions that were used
for fitting. For better comparability, the radial intensity is normalized on the transmission
of one attenuator. (Sample BW145, position 5; P10, Oct. 2012)
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Sample BW156, Position 3
Fig. C.14.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW156,
position 3; P10, Oct. 2012)



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 7.36e−03*q
−3.34
 + 1.23e−08
fit f(q) = 2.71e−03*q
−3.36
 + 1.30e−08
fit f(q) = 2.35e−03*q
−3.95
 + 2.96e−02
fit f(q) = 9.57e−04*q
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 + 1.11e−02
Fig. C.15.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW156, position 3; P10, Oct. 2012)
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Sample BW235, Position 1



























ROI 1 − ROI 3 (nucleus)
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fit f(q) = 4.16e−03*q
−3.36
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fit f(q) = 2.42e−03*q
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fit f(q) = 1.52e−03*q
−3.91
 + 1.14e−02
fit f(q) = 6.46e−04*q
−3.82
 + 2.82e−09
Fig. C.16.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW235, position 1; P10, March 2013)
Sample BW237, Position 1
Fig. C.17.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW237,
position 1; P10, March 2013)
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Fig. C.18.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW237, position 1; P10, March 2013)
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Sample BW237, Position 2
Fig. C.19.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW237,
position 2; P10, March 2013)



























ROI 1 − ROI 3 (nucleus)
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Fig. C.20.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW237, position 2; P10, March 2013)
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Sample BW237, Position 3
Fig. C.21.: Microscopy images and X-ray dark-field image of a fixed-hydrated SK8/18-2
cell. (a) Visible light phase contrast microscopy image and (b) fluorescence microscopy
image of the keratin network in SK8/18-2 cells that were fixed with formaldehyde. (c)
X-ray dark-field image of the same sample region as in (a) and (b). (Sample BW237,
position 3; P10, March 2013)



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 8.52e−03*q
−3.15
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fit f(q) = 2.79e−03*q
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 + 3.66e−03
Fig. C.22.: Fitting of the low qr-region and high qr-region of the background corrected
average radial intensity profiles from the nucleus and the cell body with power laws,
respectively. The inset shows the regions of the scan that were used for averaging of the
scattering patterns (blue: nucleus, ROI 1; gray : cell body, ROI 2; red : empty, ROI 3).
The qr-ranges over which the fit functions are plotted correspond to the regions that were
used for fitting. (Sample BW237, position 3; P10, March 2013)

D. Supplementary Data on Living
Cells
D.1. Results from Measurements at the P10
Beamline
In this section, additional measurements on living SK8/18-2 cells at the P10 beam-
line are presented. For each measurement the bright-field image taken before device
assembly, the beamline microscope and the X-ray dark-field images as well as fits of
the radial intensity profiles of averaged scattering patterns with power law functions
are shown. The scan parameters for these measurements are listed in Tab.7.2 in
section 7.3.
Living Cells II.7, Position 7



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 2.70e−02*q
−2.65
 + 1.17e−02
fit f(q) = 1.73e−02*q
−2.50
 + 1.93e−10
Fig. D.1.: Fitting of the background corrected average radial intensity profiles from the
nucleus and the cell body with a power law. The inset shows the regions of the scan
that were used for averaging of the scattering patterns (blue: nucleus, ROI 1; gray : cell
body, ROI 2; red : empty, ROI 3). The qr-ranges over which the fit functions are plotted
correspond to the regions that were used for fitting. (Live Cells II.7, position 7; P10,
March 2013)
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Living Cells II.7, Position 8
Fig. D.2.: Visible-light microscopy and X-ray dark-field image. (a) Bright-field image of
SK8/18-2 cells taken directly before device assembly. (b) Image taken with the beamline
microscopy directly before the measurement. (c) X-ray dark-field image taken on the
marked region in panel a. (Live Cells II.7, position 8; P10, March 2013)



























ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.39e−02*q
−2.85
 + 2.99e−11




Fig. D.3.: Fitting of the background corrected average radial intensity profiles from the
nucleus and the cell body with a power law. The inset shows the regions of the scan
that were used for averaging of the scattering patterns (blue: nucleus, ROI 1; gray : cell
body, ROI 2; red : empty, ROI 3). The qr-ranges over which the fit functions are plotted
correspond to the regions that were used for fitting. (Live Cells II.7, position 8; P10,
March 2013)
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ROI 1 − ROI 3 (nucleus)
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ROI 1 − ROI 3 (nucleus)
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fit f(q) = 1.47e−02*q
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.04e−02*q
−2.90
 + 6.05e−09




Fig. D.4.: Fitting of the background corrected average radial intensity profiles from the
nucleus and the cell body with a power law. The inset shows the regions of the scan
that were used for averaging of the scattering patterns (blue: nucleus, ROI 1; gray : cell
body, ROI 2; red : empty, ROI 3). The qr-ranges over which the fit functions are plotted
correspond to the regions that were used for fitting. (Live Cells II.7, position 8; P10,
March 2013)
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ROI 1 − ROI 3 (nucleus)
ROI 2 − ROI 3 (cell body)
fit f(q) = 1.52e−02*q
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 + 4.73e−09




Fig. D.5.: Fitting of the background corrected average radial intensity profiles from the
nucleus and the cell body with a power law. The inset shows the regions of the scan
that were used for averaging of the scattering patterns (blue: nucleus, ROI 1; gray : cell
body, ROI 2; red : empty, ROI 3). The qr-ranges over which the fit functions are plotted
correspond to the regions that were used for fitting. (Live Cells II.7, position 8; P10,
March 2013)
E. Ptychography Measurements
To characterize the beam at cSAXS beamline (May 2012 and Feb. 2013), ptycho-
graphy measurements on a Siemens star test pattern (model ATN/XRESO-50HC,
NTT-AT, Japan; consisting of a 500 nm-thick nanostructured tantalum layer on a
transparent membrane) were performed. For these measurements a slit opening of
sl0wh = 0.02 was employed. Note that different pixel sizes are obtained for the
reconstructions at the two beamtimes due to different sample-to-detector distances.
For the analysis of these data sets, a Matlab-based analysis, which was developed
at cSAXS beamline and kindly provided, was used without further modification
[95,163].
E.1. Beamtime in May 2012
E.1.1. Siemens Star Reconstruction
The reconstructed phase and amplitude of the Siemens star test pattern are pre-
sented in Fig. E.1. The 50 nm lines and spaces (smallest structures) are at the
resolution limit of the reconstruction.




































Fig. E.1.: Reconstruction of the Siemens star test pattern with a pixel size of 32.55 nm.
(a) Reconstructed phase and (b) reconstructed amplitude. (cSAXS, May 2012)
The propagated beam in the x-z-plane and in the y-z-plane is depicted in Fig. E.2a
and b. Slices through the beam at z = −1.4 mm, i.e. where the sample was placed
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for the scanning diffraction measurements, as shown in Fig. E.2c and d. The inten-
sity profiles were fitted with a Gaussian function to estimate the beam size. Here,
a focal spot size of about 213× 163 nm2 (horizontal×vertical) was obtained.
Fig. E.2.: Propagated X-ray beam (a) in the x-z-plane and (b) in the y-z-plane. Fit of
lateral slices (c) in x-direction and (d) in y-direction through the beam at z = −1.4 mm
(marked by a dashed white line in panel a and b) with a Gaussian function. The full width
at half maximum is shown in the figures. (cSAXS, May 2012)
E.1.2. Cell Reconstruction
A measurement on a freeze-dried SK8/18-2 cell is presented in Fig. E.3. Fig.
E.3a shows the fluorescence microscopy image of the keratin network in a hydrated
SK8/18-2 cell and Fig. E.3b shows the visible light phase contrast microscopy image
of the same cell after freeze-drying. The reconstructed phase from a ptychography
measurement at a defocus distance of z = 2.8 mm on the same cell as in Fig. E.3a,
b is displayed in Fig. E.3c. The cell contour can be identified and substructures are
visible in the cell body as well as in the nucleus in the image showing the recon-
structed phase. The positions and the shapes of the visible substructures agree well
with the bright spots in and around the nucleus in the visible light phase contrast
microscopy image of the freeze-dried cell. The substructures in the cell body are
more densely organized close to the nucleus compared to regions in vicinity to the
cell contour. This property resembles the organization of the keratin network in
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Fig. E.3.: Ptychography on a freeze-dried SK8/18-2 cell. (a) Fluorescence microscopy
image of the keratin network in a hydrated SK8/18-2 cell and (b) visible light phase
contrast microscopy image of the same cell after freeze-drying. (c) Reconstructed phase
from a ptychography measurement at a defocus distance of z = 2.8 mm on the same cell
as in panel a and b. (Sample BW13, position 2; cSAXS, May 2012)
SK8/18-2 cells. However, it is not possible to assign individual keratin bundles that
are visible in the fluorescence microscopy image in Fig. E.3a to structures in the
ptychographic reconstruction in Fig. E.3c.
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E.2. Beamtime in February 2013
The reconstructed phase and amplitute of the Siemens star test pattern are pre-
sented in Fig. E.4. The 50 nm lines and spaces (smallest structures) can be well
distinguished.






































Fig. E.4.: Reconstruction of the Siemens star test pattern with a pixel size of 12.45 nm.
(a) Reconstructed phase and (b) reconstructed amplitute. (cSAXS, Feb. 2013)
The propagated beam in the x-z-plane and in the y-z-plane is depicted in Fig. E.5a
and b. For this measurements the reconstruction of the probe beam did not work
well and therefore also the propagated beam is not well defined. This might be
related to the shorter sample-to-detector distance. Nonetheless, this reconstruction
is used to get an estimate for the beam size during the scanning diffraction mea-
surements. Slices through the beam at z = −0.31 mm, i.e. where the sample was
placed for the scanning diffraction measurements, as shown in Fig. E.5c and d. The
intensity profiles were fitted with a Gaussian function to estimate the beam size.
Here, a focal spot size of about 145 × 223 nm2 (horizontal×vertical) was obtained,
which is a reasonable value.
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Fig. E.5.: Propagated X-ray beam (a) in the x-z-plane and (b) in the y-z-plane. Fit of
lateral slices (c) in x-direction and (d) in y-direction through the beam at z = −0.31 mm
(marked by a dashed white line in panel a and b) with a Gaussian function. The full width
at half maximum is shown in the figures. (cSAXS, Feb. 2013)
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Ermöglichung meines Forschungsaufenthalts an der Advanced Photon Source be-
danken.
Prof. Dr. Tim Salditt danke ich für die Übernahme des Koreferats dieser Arbeit
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