In this paper, we develop a hydraulic theory to describe the occurrence and structure of slugging in a confined two-layer gas-liquid flow generated by prescribed, constant, upstream volumetric flow rates in each layer. A linearized theory for the uniform flow is established, after which we use bifurcation theory to study fully non-linear periodic travelling wave structures. We find that a two-parameter family of such travelling wave solutions exists. Under given conditions, the volumetric flow rate constraint provides a relation between these two parameters. To select a unique periodic travelling wave solution, we require a further relation. We first investigate the conjecture that the periodic travelling wave solution selected in the initial value problem has the same wavelength as the linearly most temporally unstable mode. To do this, we solve the initial value problem numerically on a periodic domain. We find that the separation of the liquid slugs that form is much longer than the wavelength of the most unstable temporal mode. We then develop a different conjecture based on the convective instability of the long 'tails' of the available periodic travelling wave solutions, which leads to a better understanding of the wavelength selection process.
Introduction
The co-current flow of gas and liquid in a pipe is of tremendous importance in, e.g. the oil and nuclear industries. One particular feature that makes such multiphase gas/liquid flow systems special is the presence of different flow regimes. Transport of the two phases can occur in the form of stratified flow, slug flow or dispersed flow, depending on the volume flow rates of each phase. Despite a large amount of research focussed on predicting the transition boundaries between these different flow regimes, there are still large holes in our understanding. Limiting ourselves to the transition from stratified to slug flow, we see that the main modelling effort has been directed at the application of linear stability theory to the prediction of flow regime transitions, see, e.g. Lin & Hanratty (1986) , Andritsos & Hanratty (1987) and Barnea & Taitel (1993) . A review of comparisons of experimental data with the predictions of linear stability theory is presented by Mata et al. (2003) . Whether or not linear stability analysis is able to predict the transition boundaries with sufficient accuracy is still an unresolved problem. What is clear, however, is the fact that once interfacial waves become unstable, they will grow in amplitude and may (or may not) lead to slug formation. Crucial in establishing a link between linearly unstable waves and slug flow is therefore the influence of non-linear effects on the growth of interfacial waves. Early, rather heuristic attempts to include non-linear effects have been published by Taitel & Dukler (1979) , Kordyban (1977) and Mishima & Ishii (1980) . It is, however, fair to say that non-linear theories describing the growth of interfacial waves have not been dealt with in any detail within the context of multiphase pipe flow. The aim of the current paper is to fill part of this gap. Experimental work on the transition from stratified to slug flow shows the presence of finite-amplitude saw-tooth-like waves propagating in the direction of the main flow. Examples of such waves can be found in Figs 9 and 10 of Simmons & Hanratty (2001) and Fig. 4 of Soleimani & Hanratty (2003) . These saw-tooth-like wave structures cannot be predicted by linear theories and must therefore be related to non-linear phenomena.
In the present paper, we develop a two-layer hydraulic theory to describe the flow of a gas layer above a liquid layer between two rigid horizontal plates separated by a distance a. We consider the situation when the flow is generated by prescribed, constant, upstream volumetric flow rates in both the liquid and the gas layers. Simplified evolution equations are developed for the situation when the liquid layer is shallow compared to the gas layer, a situation of practical interest in gas/oil pipelines. The most simple solution of these equations, subject to the volumetric flow rate constraints, is the unique uniform flow, in which the two layers have constant thickness. The temporal stability of the uniform flow is examined via linearization of the evolution equations, which leads to an equation of wave hierarchy type with dissipation (see Whitham, 1974; Needham & Merkin, 1984 , 1985 . The temporal stability of the uniform flow is shown to depend upon the Froude number of the liquid layer, F 0 (which is related to the upstream volumetric flow rates), with there being a critical Froude number F c for which the uniform flow is stable when 0 < F 0 < F c , but unstable when F 0 > F c .
When the upstream volumetric flow rates are such that F 0 > F c , and the uniform flow is unstable, we conjecture (in line with observation) that the flow will develop into a temporally periodic state, which takes on the form of a periodic travelling wave on the interface far downstream. On the basis of this, for a fixed F 0 > F c , we examine the evolution equations for the existence of non-linear, permanent form, periodic travelling wave solutions. We proceed, via the use of bifurcation theory, to establish, for each F 0 > F c , the existence of a two-parameter family of such solutions, generated at small amplitude via Hopf bifurcation and terminated as solitary waves via homoclinic bifurcation. The most convenient parameterization of this family is in the (U, B) plane, where U is the propagation speed and B is the relative volumetric flow rate associated with the periodic travelling wave solution. It is established that a region P ⊂ R 2 exists such that for each (U, B) ∈ P, there is a unique periodic travelling wave solution.
The question then arises as to which of this two-parameter family of periodic travelling waves evolves in the system for a given F 0 > F c . The volumetric flow rate constraint describes one curve, S F , in P upon which (U, B) must lie. A further constraint is required to fix (U, B), and hence determine uniquely the specific periodic travelling wave solution that evolves. To this end, we first conjecture that the wavelength of the periodic travelling wave solution that evolves has the wavelength of the most unstable harmonic mode arising from small disturbances to the uniform flow. This criterion defines a second curve in P upon which (U, B) must lie. We then establish that these two curves have a unique intersection point in P, which defines a unique periodic travelling wave solution.
To investigate this conjecture, we obtain numerical solutions of the evolution problem on a periodic domain when F 0 > F c , making a small initial disturbance to the unstable uniform flow. The numerical solutions show that, in fact, a more complex mechanism selects the appropriate wavelength of the final state, which is much longer than the wavelength of the most unstable harmonic mode. Careful study THE DEVELOPMENT OF SLUGGING IN TWO-LAYER HYDRAULIC FLOWS 3 of 49 of the numerical solutions of the evolution problem leads us to an alternative conjecture that accounts for this phenomenon, based on an analysis of the convective instability of the 'tails' of the available periodic solutions. We note that the above observations are in line with the experimental study reported in McCready (1999) .
Finally, we remark that the evolution equations studied in this paper have a structure similar to that of equations which arise in the study of roll waves down inclined channels (see, e.g. Dressler, 1949; Needham & Merkin, 1984; Yu & Kevorkian, 1992; Balmforth & Mandre, 2004; Chang et al., 2000; Kranenburg, 1992) and slug flow in fluidized beds (Needham & Merkin, 1983; Göz, 1992) .
The structure of the paper is as follows: in Section 2, we develop the full hydraulic model and the associated reduced evolution equations. Section 3 considers the linearized stability theory of the uniform flow. This is followed in Section 4 by a complete bifurcation theory, which establishes the existence of a two-parameter family of periodic travelling wave solutions, which we investigate further through numerical solution. In Section 5, we establish the existence of a unique periodic travelling wave solution that satisfies the volumetric flow rate constraint and the most unstable wavelength conjecture. In Section 6, we present numerical solutions of the full evolution problem on a periodic domain, and, in Section 7, develop an alternative wavelength selection conjecture. Finally, we note that we can generalize the theory to the case of a sloping channel, as shown in Appendix A.
The hydraulic model
In this section, we determine the appropriate governing equations for the hydraulic flow of a gas over a liquid inside a closed rectangular channel. We assume that the flow is planar and the channel is of infinite horizontal extent, with the flow being driven by prescribed volumetric flow rates of both gas and liquid far upstream. This corresponds to the experimental situation discussed in Section 1.
Equations of motion
To model the flow of both the gas and the liquid, we will use the depth-averaged hydraulic equations of motion, which are appropriate for turbulent fluid flows in channels, open or closed. A classical discussion of these equations is given in Stoker (1957, Chapter 11, p. 451 ) and more briefly in Dressler (1949) , Dressler & Pohle (1953) , Whitham (1974, Chapter 3, p. 80) and Needham & Merkin (1984) . A more recent derivation has been presented in detail by Mei et al. (2002) . The principal assumption is that the interfacial waves between the upper layer of gas and the lower layer of liquid are long, and hence that we may ignore vertical accelerations in both layers. In addition, variations in the horizontal velocity fields in both gas and liquid are averaged across the layers. The effect of turbulent friction in the flow in the gas layer and the liquid layer, due to flow resistance against the upper and lower channel walls, respectively, is accounted for through a Chézy law in each layer, while the effect of interfacial shear is accounted for through an interfacial Chézy law. Finally, streamwise turbulent dissipation is accounted for through an appropriate eddy viscosity term in each layer. Since the density ratio between the gas and the liquid is small, we also neglect, at the outset, the inertia terms in the gas layer relative to the inertia terms in the liquid layer. In addition, compressibility effects in the gas layer are neglected, which we expect to be a reasonable approximation, provided the interface does not come close to the upper channel wall.
We will describe the flow in terms of plane Cartesian coordinates (x, y) with y pointing vertically upwards, and the channel walls at y = 0 and y = a > 0, while x measures the distance along the channel in the streamwise direction, as illustrated in Fig. 1 . In the gas layer, the continuity and momentum equations, under the above approximations, are
3) in −∞ < x < ∞, h(x, t) < y < a and t > 0, with t being time. Here, u g (x, t) is the layer-averaged horizontal gas velocity, h(x, t) is the liquid layer depth with the interface at y = h(x, t), p g is the total pressure in the gas layer,p g (x, t) is the dynamic pressure in the gas layer, p is the total pressure in the liquid layer, R g is the flow resistance force per unit mass in the gas layer due to turbulent wall friction (at y = a), R g I is the flow resistance force per unit mass in the gas layer due to turbulent interfacial shear, ρ g is the constant gas density, g is the acceleration due to gravity and μ g is the constant eddy viscosity in the gas.
In the liquid layer, the continuity and momentum equations are h(x, t) and t > 0. Here, u (x, t) is the layer-averaged horizontal liquid velocity,p (x, t) is the dynamic pressure in the liquid layer, R is the flow resistance force per unit mass due to turbulent wall friction (at y = 0), R I is the flow resistance force per unit mass in the liquid layer due to turbulent interfacial shear, ρ is the constant liquid density and μ is the constant liquid eddy viscosity. The two layers are coupled at the interface through continuity of pressure and interfacial shear. Continuity of pressure requires p = p g on y = h, which gives, via (2.3) and (2.6),
(2.7) in −∞ < x < ∞, t > 0, in terms of the dynamic pressuresp andp g . In the depth-averaged variables, continuity of interfacial shear requires that
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To close the equations of motion, we must now relate R g , R , R I and R g I to the local flow variables in each layer, respectively. To achieve this, we use the well-established Chézy formula for turbulent flow resistance (see, e.g. Stoker, 1957; Dressler & Pohle, 1953) . This leads us to write, with u l , u g 0,
10)
where c g and c are the dimensionless Chézy coefficients associated with wall roughness between the channel walls and the gas and liquid, respectively, while c g I and c I are the dimensionless Chézy coefficients corresponding to shear roughness between the gas and the liquid at the layer interface, which are related via (2.8). This relation is given, after substitution from (2.10) and (2.11) into (2.8), as
Finally, we have the equations of motion as
14)
Equations (2.13-2.17) are five coupled equations to be solved for h (x, t) ,
. Before proceeding further, we observe that a balancing of the dynamic pressure gradient terms with the flow resistance terms in both layers, via (2.14) and (2.16), together with coupling between the dynamic pressures in each layer, (2.17), establishes that
and we can use this to make a further simplifying approximation to the terms representing interfacial shear in both (2.14) and (2.16). Specifically, we have from (2.18) that 19) when ρ g /ρ 1. The two horizontal momentum equations, (2.14) and (2.16), are now replaced by
The flow we are to consider is generated by prescribed, constant, volumetric flow rates of both gas and liquid far upstream. Therefore, in conjunction with the equations of motion (2.13), (2.15), (2.17), (2.20) and (2.21), we have the upstream conditions 22) for t 0, with Q ∞ and Q ∞ g the constant upstream volumetric flow rates of the liquid and gas, respectively.
The uniform flow
The most simple solution to equations and conditions (2.13), (2.15), (2.17) and (2.20-(2.22) is that representing uniform flow in both layers driven by a constant pressure gradient. Thus, we look for a steady solution 
, (2.24) 27) where p 0 is a positive constant, which is now determined, along with h 0 , via conditions (2.22). On eliminating p 0 between conditions (2.22), we arrive at a single equation for h 0 ,
where
(2.29) 
with r (γ ) monotone increasing for γ > 0. On using (2.29), we obtain h 0 as
which determines h 0 uniquely in terms of the fixed physical quantities c , c g , c I , ρ and ρ g and the constant upstream volumetric flow rates Q ∞ g and Q ∞ . We can substitute from (2.31) to obtain
after which we substitute from (2.31) and (2.32) to obtain, via (2.24) and (2.25), both of u 0 and u 0 g in terms of the physical quantities and the upstream volumetric flow rates. Thus, with all physical quantities fixed, there is a unique uniform flow once the upstream volumetric flow rates Q ∞ and Q ∞ g have been specified.
Non-dimensional equations of motion
We now use the scales associated with the uniform flow to introduce the dimensionless variables
After substitution into (2.13), (2.15), (2.17), (2.20) and (2.21) (and dropping primes for convenience), we arrive at the dimensionless equations of motion
37)
We have introduced the dimensionless parameters
It is worth noting that an addition of (2.34) and (2.36), together with conditions (2.39), enables us to replace (2.34) with the algebraic equation
The dimensionless parameter measures the ratio of the uniform flow depth (associated with the fixed flow rates) to the channel depth, F 0 is the Froude number of the uniform flow, while λ measures the relative importance of interfacial shear to flow resistance. Both R and R g are turbulent Reynolds numbers associated with the liquid and gas flows, respectively, and ρ is the gas-to-liquid density ratio. We note that all the dimensionless parameters are fixed once the physical quantities ρ , ρ g , c , c g , c I , μ , μ g , the geometric quantity a and the upstream volumetric flow rates Q ∞ and Q ∞ g are specified. In what follows we will take 1 (a thin layer of liquid relative to that of gas) and obtain evolution equations in the limit → 0, with all other parameters remaining finite and F 0 regarded as a control parameter. It is worthwhile, therefore, to relate F 0 and to the upstream driving volumetric flow rates Q ∞ and Q ∞ g . Firstly, to achieve 1, we require, via (2.31), that
There are two distinct ways in which (2.42) can be achieved, and we will examine each of these in turn.
2.3.1 Weak interfacial shear. In this case, 43) and so, via (2.29), γ 1, so that r (γ ) ∼ γ 1, (2.49)
1 2 , and, with all physical and geometrical quantities fixed, the Froude number for the flow, F 0 , is then increased by raising Q ∞ g relative to Q ∞ .
We now obtain the evolution equations governing the flow as → 0, after noting that, in terms of dimensionless variables, the uniform flow is now given by
for −∞ < x < ∞, t 0. Here, the constantsL andĜ are related to the constants π and π g via the non-dimensionalization (2.33).
Evolution equations as → 0
We now obtain the evolution equations governing the flow as → 0, with F 0 , R g , R and ρ fixed. To capture the cases of both weak and strong interfacial shear in this limit, we shall take the limit → 0 'uniformly' for λ O( −1 ). In this limit, the equations of motion (2.34-2.38) become
Now, (2.52) and (2.57) lead to
On substituting (2.58) into (2.53) and performing an integration, we obtain
withp an arbitrary constant. We can now substitute (2.59) into (2.56) to givē
We are now able to substitute (2.58), (2.59) and (2.60) into (2.55) to obtain
(2.61) Now, the final term on the right-hand side of (2.61) is of O( ), uniformly for λ 0, and may therefore be neglected in the limit → 0 with λ O( −1 ). Thereafter, we are left with two evolution equations for h and v,
62) 63) in −∞ < x < ∞, t > 0. These are the limiting forms of the equations of motion as → 0, uniformly for λ O( −1 ). At this stage, it is worth examining the structure of the evolution equations (2.62) and (2.63). We have two coupled partial differential equations governing the dynamics in the lower liquid layer, with the coupling to the upper gas layer expressed through the two body force terms that appear as the first and second terms on the right-hand side of (2.63). Both terms drive the flow in the streamwise direction and involve the parameter λ, which measures the relative importance of interfacial shear roughness to wall shear roughness. The first term represents the transmitted pressure gradient from the gas layer and dominates when λ 1, while the second term represents the transmission of interfacial shear from the gas layer and dominates when λ 1. It is significant that the first, pressure transmitting, term provides a constant body force, while the second, shear transmitting, term is dependent upon h; thus, the two transmitted processes interact non-linearly in the lower liquid layer. Finally, together with (2.62) and (2.63), we have the upstream volumetric flow rate condition, from (2.57),
It is worth noting here that in the limit → 0, even if we had not a priori neglected gas inertia, the evolution equations would still be given by (2.62) and (2.63). Note that, as we show in Appendix A, the equivalent problem in a channel inclined at an angle α to the horizontal is identical but with F 0 divided by a factor (cos α) 1/2 . The object of the present study is to investigate the occurrence of the slugging flow regime in the channel (which is both temporally and spatially periodic) and how this arises from the uniform flow. To this end, our first step is to examine the temporal stability of the uniform flow to small disturbances. We address this by developing a linearized stability theory for the uniform flow in Section 3.
Linearized stability of the uniform flow
The uniform flow has, via (2.51),
for −∞ < x < ∞, t 0. We wish to examine the evolution of small-amplitude disturbances to the uniform flow (3.1). Thus, we write
for −∞ < x < ∞, t 0, where 0 < α 1 is a measure of the amplitude of the disturbance, and h,v = O(1) as α → 0. On substituting (3.2) into (2.62) and (2.63), and neglecting terms of O(α 2 ) and higher, we obtain, at leading order, the linearized evolution equations
It is straightforward to eliminatev from (3.4) using (3.3) to arrive at the single linear partial differential equation governingh as
Here,
Now, with R = ∞, (3.5) is a wave hierarchy equation with first-order (kinematic) and second-order (dynamic) wave operators, as discussed in detail by Whitham (1974, chapter 10) , with dynamic wave speeds c + and c − and kinematic wave speed c 0 . Whitham (1974) established that solutions to (3.5), with suitably decaying initial data (when R = ∞), decay to zero uniformly in −∞ < x < ∞ as t → ∞ if and only if the dynamic and kinematic wave speeds interlace, i.e. c − < c 0 < c + , otherwise solutions grow exponentially as t → ∞. Therefore, in the case R = ∞, the uniform state is temporally stable according to the linearized theory if and only if c − < c 0 < c + . With R finite, (3.5) has been studied by Needham & Merkin (1984) , where it was called a wave hierarchy equation with dissipation and it was established that Whitham's stability criterion continues to hold. Thus, we may infer directly from (3.5) that the uniform flow is stable according to the linearized theory if and only if c − < c 0 < c + . On using (3.6), we observe that c − < c 0 for all parameter values, while the condition c 0 < c + leads to the stability criterion for the uniform flow (according to linearized theory)
Therefore, small disturbances to the uniform flow will decay when F 0 < F c (λ, ρ), but grow when
, under which circumstances we might expect the flow to evolve to a slugging state. It is instructive to examine the dispersion relation of (3.5) in more detail. To this end, we examine the solution to (3.5) for a single mode of spatial wave number k, i.e. we look for a solution to (3.5) as
where the constants are A, w ∈ C and k ∈ R. On substituting (3.8) into (3.5), we obtain a non-trivial solution provided w is related to k via the dispersion relation
For each spatial mode with wave number k, there are therefore two temporal modes, with w = w + (k) and w = w − (k), k ∈ R. We will now examine the functions w + (k) and w − (k), k ∈ R, in detail. To this end, it is convenient to write (3.9) as 
We observe that (3.12) where an overbar denotes the complex conjugate. It follows from (3.10) that w ± : R → C are given by
Now,
is never real and negative for any k ∈ R, and therefore
It also follows from (3.10) and (3.12) that
which leads to
We can also establish from (3.13) and (3.14) that
for all k ∈ R. We conclude from (3.18) that the temporal mode corresponding to w = w + (k) is always stable, and so the instability must be associated with the temporal mode corresponding to w = w − (k), when F 0 > F c (λ, ρ). To investigate this temporal mode further, we note from (3.10) that Re[w − (k)] = 0 when and when
Also, we obtain from (3.10) the asymptotic forms
together with
It follows from (3.19) to (3.22) that
With F 0 as the control parameter, we can represent this information as a neutral curve on the (k, F 0 ) plane. The neutral curve F 0 = F N (k) corresponds to the inversion of (3.19) and (3.20) and has
The neutral curve is shown in Fig. 2 . Note that 28) and k m (F 0 ) a monotone increasing function of F 0 > F c (λ, ρ). Thus, for each F 0 > F c (λ, ρ), there is a unique wave number k = k m (F 0 ) at which the temporal mode associated with w − (k) has a maximum growth rate given by The corresponding phase speed of this maximum growth rate mode is
via (3.13), (3.11) and (3.14). We can now sketch Re[w − (k)], k 0, for both 0 F 0 < F c (λ, ρ) and F 0 > F c (λ, ρ), using (3.21-3.24), (3.27) and (3.28), and this is illustrated in Fig. 3 . The locus of the wave number k m (F 0 ) at maximum growth rate can be represented on the (k,
, and this is illustrated in Fig. 2 . The wavelength of the maximum growth rate mode is given by
and is sketched in Fig. 4 . Asymptotic forms for the properties of the mode associated with the maximum growth rate as
(3.32)
It follows from (3.32) 4 that the maximum growth rate curve
as k → 0 + . Figure 5 shows the growth rate and wave speed as a function of k, while Fig. 6 shows the neutral curve and the maximum growth rate curve in a typical case.
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In summary, the linearized theory presented in this section has established that when the Froude number satisfies F 0 < F c (λ, ρ), small disturbances to the uniform flow decay as t → ∞. However, when F 0 > F c (λ, ρ), small disturbances to the uniform flow grow exponentially in t; in particular, the temporal mode associated with w − (k) is the growing mode, with wave numbers 0 < k < k N (F 0 ). The wave number associated with the maximum growth rate is given by k = k m (F 0 ), and we therefore expect this to dominate as the small disturbance evolves, i.e. in the earlier stages of evolution, when the disturbance is still small, we will havē
with a 0 fixed by the initial disturbance. Thus, we will see the initial evolution of a small disturbance into a structure of wavelength λ = λ m (F 0 ), with exponentially growing amplitude. Eventually, when the amplitude has grown sufficiently, the linearized theory will break down and non-linear effects will govern the final evolution of the disturbance. As discussed earlier, we expect the flow to evolve (according to non-linear processes) into a slugging state. Thus, physically, we expect the flow in the channel to adopt a uniform structure when 0 F 0 < F c (λ, ρ) but to evolve into a slugging state when F 0 > F c (λ, ρ). To underpin this conjecture more firmly, we now consider the existence of temporally and spatially periodic travelling wave solutions to the full non-linear evolution equations (2.63) and (2.64) when F 0 > F c (λ, ρ), which will represent possible slugging states to which the flow may ultimately evolve.
Periodic travelling wave theory
In this section, we consider the existence of periodic travelling wave solutions to the evolution equations (2.62) and (2.63) at a fixed Froude number F 0 > F c (λ, ρ) (all other parameters being fixed). We restrict attention to those travelling waves with positive propagation speed U since slugging states always propagate downstream in the channel. We therefore introduce the travelling coordinate z = x − U t and consider solutions of (2.62) and (2.63) in the form
and both h(z) and v(z) periodic in z. On substitution from (4.1) into (2.62) and (2.63), we obtain the equations governing permanent form travelling waves as
with B a real constant. On rearranging (4.5), we obtain
which, after substitution into (4.4), leads to the second-order autonomous ordinary differential equation for h(z),
for −∞ < z < ∞. For the analysis which is to follow, it is convenient to rewrite (4.7) as the equivalent 2D autonomous dynamical system
for −∞ < z < ∞, where a prime denotes d/dz. Our problem is now to determine for which pairs (U, B) ∈ R + × R (if any) the dynamical system (4.8) has a periodic orbit in the (h, w) phase plane that lies entirely in the half-plane h > 0, which we denote by R + . We observe that in R + , the dynamical system (4.8) is regular. To begin with, we observe that for B = 0, (4.8) reduces to a 1D dynamical system 9) in h > 0. All solutions to (4.9) are monotone in z, and thus (4.8) has no periodic orbits when B = 0, which we can now eliminate from consideration.
It is now instructive to examine the equilibrium points of (4.8) which lie in R + . These are given by the points (H, 0) ∈ R + , where H is any positive root of the algebraic equation
It is convenient, in analysing (4.10), to rewrite it equivalently as
We now consider the cases B > 0 and B < 0 separately. Fig. 7 for a typical case with B > 0. From this we can see that (4.11) has a single positive root H = h e (U ) for each B > 0. Moreover, h e (0) > 0 and h e (U ) is monotone increasing with U and has A graph of h e (U ) as a function of U > 0 for fixed B > 0 is also shown in Fig. 7 . Thus, in this case, the dynamical system (4.8) has a unique equilibrium point (h e (U ), 0) in R + , at each U > 0. We now examine the nature of this equilibrium point via the linearization theorem. It is straightforward to establish that
at h = h e (U ) for all U > 0, with subscript h denoting d/d/ h. Therefore, the eigenvalues of the linearized system associated with (4.8) at the equilibrium point (h e (U ), 0) are always real and of opposite sign. We conclude that the equilibrium point (h e (U ), 0) is a saddle point. However, it follows from index theory that any periodic orbit of the dynamical system (4.8) that lies wholly in R + must surround the equilibrium point (h e (U ), 0). Moreover, should such a periodic orbit exist, this would require the index of (h e (U ), 0) to be +1. However, (h e (U ), 0) is a saddle point and therefore has index −1. We conclude that the dynamical system has no periodic orbits in R + for any U > 0, when B > 0. The case B > 0 is now eliminated. Fig. 8 for a typical case with B < 0. From this we observe that (4.11) (for any B < 0) has a single positive root H = h e (U ) for each U > 0, with h e (0) = h 0 e (B) > 0 and h e (U ) is monotone decreasing with U and has h ± (U SN (B)) = h SN (B) > 0, with h + (U ) monotone increasing with U and h − (U ) monotone decreasing with U . Moreover,
Also we have that U SN (B) is monotone increasing with −B, and
, as B → −∞, (4.14)
while
Correspondingly, we observe that h SN (B) is monotone increasing with −B and has In fact, U SN (B) can be written in the parametric form 18) for ξ 0, with, in terms of this parameterization,
We now examine the nature of the equilibrium points (h e (U ), 0) for U > 0 and (h ± (U ), 0) for U > U SN (B), via the linearization theorem. At the equilibrium point (h e (U ), 0), it is readily demonstrated that
when h = h e (U ), for all U > 0. Thus, the equilibrium point (h e (U ), 0) is a stable node or spiral for any U > 0.
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We next consider the equilibrium point (h − (U ), 0) for U > U SN (B). At this equilibrium point, we readily establish that
. Therefore, the eigenvalues of the linearized system associated with (4.8) at (h − (U ), 0) are always real and of opposite sign. We conclude that the equilibrium point (h − (u), 0) is a saddle point for all U > U SN (B). Thus, in this case (B < 0), there are no Hopf bifurcations (local bifurcations to periodic orbits) at either of the equilibrium points (h e (U ), 0) and (h − (U ), 0), for any U > 0, that will generate periodic orbits for the dynamical system (4.8).
It remains to consider the equilibrium point (h + (U ), 0) for U > U SN (B). At this equilibrium point, we readily establish that
. We now define
for any U > U SN (B). After some calculation, it can be established that ψ(U ) = 0 if and only if
≡ B H , and we denote U HB (B H ) = U H . A parametric form for U = U HB (B) is
In terms of this parameterization,
It is worth observing at this stage that since
We also observe that
while (4.24) establishes that U = U HB (B) in B < B H is a monotone increasing function of −B. Now, for U SN (B) < U < U HB (B), ψ(U ) > 0, while for U > U HB (B) we have ψ(U ) < 0. We conclude that for each B < B H , the equilibrium point (h + (U ), 0) is a stable node/spiral when U SN (B) < U < U HB (B) and an unstable node/spiral when U > U HB (B). The equilibrium point changes from a stable spiral to an unstable spiral as U passes through U HB (B). Moreover, we observe that
Therefore, it follows from the above, together with conditions (4.22) and (4.29), that for each B < B H , a Hopf bifurcation occurs at the equilibrium point
Further calculation (the details of which are omitted for brevity) reveals that this Hopf bifurcation is supercritical, in the sense that a unique limit cycle is created at (h + (U ), 0) as U passes through U HB (B), which exists only in U > U HB (B) and is stable (in the phase plane). Further consideration (which will be verified later numerically) indicates that the limit cycle created at (h + (U ), 0) when U = U HB (B) expands in the (h, w) phase plane as U increases above U HB (B) until its minimum point (in h) coalesces with the saddle point (h − (U ), 0), forming a homoclinic orbit on (h − (U ), 0), surrounding (h + (U ), 0) at, say, U = U Hom (B) (>U HB (B)). This is a homoclinic bifurcation, which destroys the limit cycle at infinite wavelength when U = U Hom (B). Thus, we conclude that a unique periodic orbit (which is a stable limit cycle) surrounds the equilibrium point (h + (U ), 0) (and no other equilibrium points) for each Thus, we have established the existence of a unique periodic orbit surrounding the equilibrium point (h + (U ), 0) (and only this equilibrium point) for each 31) and any fixed F 0 > F c (λ, ρ), λ, ρ and R . This periodic orbit is a stable limit cycle created at a Hopf bifurcation when (U, B) ∈ {(U, B): B < B H , U = U HB (B)} and terminated at a homoclinic bifurcation when (U, B) ∈ {(U, B): B < B H , U = U Hom (B)}. The curves U = U SN (B), U = U HB (B) and U = U Hom (B), together with the region P, are sketched in Fig. 9 in the (U, B) plane. A schematic bifurcation diagram is shown in Fig. 10 for fixed B < B H . We also note from (4.24) to (4.26) that as
. (4.32)
Qualitative properties of the periodic solutions
In this section, we examine the qualitative properties of the two-parameter family of periodic orbits, the existence of which has just been established. We will let (h, w) = (h P (z; U, B), w P (z; U, B)) represent the periodic orbit (limit cycle) that surrounds (h + (U ), 0), at each (U, B) ∈ P. Similarly, we will denote the wavelength of the periodic orbit by λ P (U, B) and define The amplitude of the periodic orbit will be defined as
Finally, the mean value of the periodic orbit is introduced as
With B < B H fixed, the Hopf bifurcation theorem tells us that
38) for B < B H . We observe that
In addition, we can follow the approach given by Needham & Merkin (1984 , 1985 (with details omitted for brevity) to demonstrate (at least for R 1) that A P (U, B) is monotone increasing with U HB (B) < U < U Hom (B), approaching a finite value A Hom (B) as
Similarly, λ P (U, B) is monotone increasing with U HB (B) < U < U Hom (B), with
. It will be verified numerically in Section 4.2 that the above properties continue to hold when R = O(1) or larger. In addition to the above, elementary phase plane considerations establish the inequalities
An upper bound on h M (U, B) can be obtained for R 1 following the approach of Needham & Merkin (1984 , 1985 as
whereĥ(U, B) (>h + (U )) satisfies the equation
Thus, with R 1, Finally, we observe that h P (z; U, B) has exactly two turning points for z ∈ [0, λ P ). 
Numerical calculation of the periodic solutions
In this section, we investigate the periodic solutions by solving (4.8) numerically. We begin by calculating U Hom , for which we use a shooting method. We take initial conditions on the unstable separatrix, close to the saddle point (h − , 0) in the (h, w) phase plane for some fixed B < B H and U > U HB . We then integrate (4.8) numerically in MATLAB with the routine ode45, which uses an adaptive, fifth-order Runge-Kutta method. Simple phase plane arguments show that if a periodic orbit exists (U < U Hom ), the solution will loop around in the phase plane, intersect the h-axis twice and asymptote to the periodic solution, while if there is no periodic orbit (U > U Hom ), the solution will escape from the neighbourhood of the equilibrium points. Since these two cases are straightforward to distinguish, a simple iterative scheme can readily be devised that converges to U = U Hom . Figure 11 shows a typical plot of the saddle-node bifurcation point, U = U SN (B), the Hopf bifurcation point, U = U HB (B), and the homoclinic bifurcation point, U = U Hom (B). We can see that the region P, which lies between the Hopf and homoclinic bifurcation curves, where periodic solutions exist, is extremely slender in the (U, B) plane. We next consider the numerical calculation of the periodic solution itself. One possibility is to use the method described above, allowing the solution to asymptote to the periodic orbit and terminating the calculation when some measure of convergence has been achieved. However, this is an extremely inefficient method. A better approach is to solve (4.8) subject to periodic boundary conditions. We definê z = z/L, where L is the period, or wavelength, of the solution so that (4.8) becomes 1
1 In Section 6, we will need to treat L as an eigenvalue, since bvp4c can only deal with fixed domains.
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We enforce w(0) = 0 in order to fix the frame of reference since the periodic solution is invariant under translation inẑ. If we specify L, this is an eigenvalue problem, with U the eigenvalue. It can be solved very efficiently using the MATLAB routine bvp4c, which uses an adaptive, fourth-order method. We used the inefficient shooting method described above to generate an initial guess for the solution at a point in parameter space, and then solved (4.47) and (4.48) using numerical continuation to move around the parameter space as necessary. We obtained converged solutions typically for about 100 collocation points, which are in good agreement with solutions obtained using the shooting method. Figure 12 shows how the wavelength and amplitude vary in a typical case, with B fixed. The amplitude becomes almost constant above moderate values of the wavelength, which increases rapidly as U → U Hom . This is in line with the behaviour predicted in Section 4.1. Figure 13 shows some solutions in this typical case, for four different wavelengths, and hence values of U . Although we can see that the solution is almost sinusoidal for small amplitude waves, it takes on the saw-tooth form observed in experiments once the amplitude is no longer small. For longer wavelengths, the form of the solution remains qualitatively similar, having the same amplitude (see Fig. 12 ), but with a longer tail. The part of the solution close to the maximum height takes the same form. The effect of varying R l , F 0 and λ at fixed wavelength is shown in Fig. 14 . Increasing R l increases the steepness of the front of the wave without affecting its amplitude significantly. This is to be expected since, when R l = ∞, the evolution problem becomes hyperbolic and can have discontinuous, shock solutions. The viscous term, whose strength is governed by the size of R −1 l , serves to smooth out these shock solutions. Increasing F 0 , and hence the driving force on the wave, increases its amplitude. The amplitude of the wave decreases with λ since interfacial shear increases with λ. Mathematically, the critical Froude number, F c = 2(1 + λ)(1 − ρ) 1/2 , increases with λ, making the uniform state less unstable for fixed F 0 . These effects are summarized in Fig. 15 . 
The evolution problem
In the last section, we established that for each fixed ρ, R , λ and F 0 > F c (λ, ρ), when the uniform flow in the channel is temporally unstable, there exists a two-parameter family of periodic orbits of the full evolution equations (2.63) and (2.64), parameterized by (U, B) ∈ P. At each (U, B) ∈ P, the periodic solution of (4.7) has been represented by
with, correspondingly from (4.46),
from which, on using (4.13) and (4.40) with B < B H < 0, we observe that
That is, the periodic liquid flow velocity is everywhere positive but never exceeds the travelling wave propagation speed U . Each of these periodic solutions, for (U, B) ∈ P, represents a periodic travelling wave solution to the full evolution equations (2.63) and (2.64), with propagation speed U > 0. Any one of this two-parameter family of periodic solutions is a possible slugging state that may develop as the long-term structure in the channel flow, when the fixed flow rates are such that the uniform flow is unstable (F 0 > F c (λ, ρ)). On the basis of observational and experimental studies (see Section 1), we adopt the following conjectures with regard to the flow in the channel as governed by the evolution equations (2.63) and (2.64) with the fixed flow rate condition (2.65). We suppose that the channel has an inlet at a finite distance upstream, which (without loss of generality) we take to be at x = 0, and so the fixed flow rate condition (2.65) is now applied at x = 0 and needs to be supplemented by an additional condition prescribing the inlet depth, i.e.
for all t 0, where h I (>0) is the prescribed inlet depth (in dimensionless variables). The appropriate evolution problem in the channel is then h t + (hv) x = 0, (5.5)
for x, t > 0, subject to the initial conditions 
for t 0, and
for t 0. Compatibility between (5.7) and (5.8) requires
We will refer to the initial boundary-value problem (5.5-5.9) as IBVP. Our conjectures concerning IBVP are C1: IBVP has a unique classical solution which is global (exists for all t 0), say,
for x, t 0. C2: The solution to IBVP for 0 < F 0 F c (λ, ρ) approaches a steady state of equations (5.5) and (5.6) and boundary conditions (5.8) and (5.9) as t → ∞, in the sense that 12) uniformly for x ∈ [0, X ], for any X > 0. Here, H p , V p : [0, ∞) × (−∞, ∞) → R + is a solution of (5.5), (5.6), (5.8) and (5.9) which is periodic in t and has
for some (U, B) ∈ P, as x → ∞, (5.13) uniformly in t.
Conjecture C2 asserts that when 0 < F 0 F c (λ, ρ) and the uniform flow is temporally stable according to the linearized theory, then the flow in the channel develops into a steady state as t → ∞, which approaches the uniform flow downstream of the inlet, after an adjustment length. To substantiate this conjecture, we can, in fact, establish that such a steady state exists (in fact for any F 0 > 0) and is unique. To do this, we first observe that any steady state of equations (5.5) and (5.6) and boundary conditions (5.8) and (5.9) must be a solution of the boundary-value problem hv = 1, for x > 0,
(5.14)
This boundary-value problem is equivalent to the dynamical system
having a phase path in the (h, w) phase plane which passes through the line (h I , w) (when x = 0), remains in the half-plane h > 0 (for all x > 0) and remains bounded (as x → ∞). After some consideration involving the examination of a regularized dynamical system (removing the singular behaviour in (5.15) at h = 0) which has equivalent phase portrait to (5.15), together with the application of index theory, the Poincaré-Bendixson theorem and isocline structure, we establish that the phase portrait of the dynamical system (5.15) in h 0 is as illustrated in Fig. 16 . The only equilibrium point is at (1, 0), while the points (0, w ± ) with
are singular points. All other points in h > 0 are ordinary points. We denote the two phase paths S − and S + , which form the stable manifold at the saddle point (1, 0) by problem, while for 0 < h I < 1, S − provides the unique solution to the boundary-value problem. On using (5.15) and (5.16), the solution to the boundary-value problem may be written implicitly as
with '+' chosen for h I 1 and '−' chosen for 0 < h I < 1. It is readily established from (5.17) that h(x) is monotone in x 0 and that (5.18) so that the steady state approaches the uniform flow as x → ∞, downstream of the inlet. Thus, in C2, we have established the existence and uniqueness of the steady state h = H s (x) and v = V s (x), given by
As with the uniform flow, we expect this steady state to be temporally stable when 0 < F 0 F c (λ, ρ), but temporally unstable when F 0 > F c (λ, ρ). A sketch of the steady state is illustrated in Fig. 17 . We now move on to consideration of conjecture C3, relating to the large-t structure of the flow in the channel when F 0 > F c (λ, ρ), and the uniform flow is temporally unstable. Within the framework of this conjecture, the significant question is regarding the selection of (U, B) ∈ P; in physical terms, which of the two-parameter family of available slugging flows (parameterized by (U, B) ∈ P) will develop as the large-t structure downstream of the inlet in the solution to the evolution problem (5.5-5.9)? We now resolve this question. Following conjecture C3, we will denote the fundamental temporal period of the large-t solution to IBVP as T ∞ (>0), and let the associated periodic travelling wave be that with (U, B) = (U * , B * ) ∈ P, with wavelength (following Section 4.1) λ P (U * , B * ). It follows that 20) which may be written as
This provides one relation that must be satisfied by (U * , B * ) ∈ P, which expresses the volumetric flow rate constraint. Our initial conjecture concerning the second relation is arrived at via the discussion at the end of Section 3, where we suggested that the wavelength of the final slugging state will be that associated with the fastest growing wave mode determined by the linearized theory. This leads to
with k m (F 0 ) as determined in Section 3. Equations (5.25) and (5.26) are two relations that determine (U * , B * ) ∈ P. We first observe that both F, G : P → R are such that F, G ∈ C 1 [P], which follows from standard continuous dependence theory applied to the dynamical system (4.8) (see, e.g. Coddington & Levinson, 1956, Chapter 2) . Next, we consider λ P (U, B). It follows from Section 4.1 that λ P U (U, B) > 0 and λ P B (U, B) > 0 for (U, B) ∈ P, i.e. λ P (U, B) is monotone increasing in both U and B for (U, B) ∈ P. Moreover, consideration of λ(U HB (B), B), for B < B H , via (4.37), (4.38) and (4.24-4.26), reveals that λ P (U HB (B), B) is monotone decreasing with B < B H , becoming unbounded as B → −∞. In addition, since h + (U HB (B)) = 1 when B = −(1 − ρ) 1 2 /F 0 (via (4.24-4.27)), it follows from Section 3 that
,
. It then follows (by monotonicity and unboundedness as B → −∞) 27) when B =B(F 0 ). The above properties of λ P (U, B), (U, B) ∈ P, readily enable us to establish that the solution set to G(U, B) = 0, with (U, B) ∈ P, can be written as
where Fig. 18 . We now turn to (5.25). It follows from (4.24) and (4.27) together with (4.45) that
for B B H . On using the parameterization (4.24-4.27), it is readily shown that (5.29) vanishes only when and then
Similarly, we have
for B < B H , following (4.46). However, we cannot proceed any further analytically as we have no analytical expression for U Hom (B), B < B H . At this stage, it is necessary to resort to numerical evidence. Representative numerical calculations (to be described in detail later) have shown that (5.32) vanishes at a single value of
and that the solution set to (5.25) may be written as
continuous and monotone decreasing with
(5.34) A sketch of S F ⊂ P is shown in Fig. 18 . The above structure concerning the solution sets of (5.25) and (5.26) in P guarantees that at each fixed F 0 > F c (λ, ρ), there exists a unique point (U * (F 0 ), B * (F 0 )) such that
and (5.25) and (5.26) have a unique solution (U * (F 0 ), B * (F 0 )) ∈ P. Following conjecture C3, we may conclude that the period of H P (x, t), V P (x, t) is (via (5.20) and (5.36)) 36) while the periodic travelling wave which evolves is determined uniquely as that which corresponds to
In order to approximate the periodic solutions that satisfy the volumetric flow rate constraint, (5.25), numerically, we use the MATLAB boundary-value problem solver, bvp4c, described in Section 4.2, but augment the problem (4.47) and (4.48) with the equation 38) and boundary conditions
The third-order system (4.47) and (5.38), along with the five boundary conditions (4.48) and (5.39), is a non-linear eigenvalue problem, with eigenvalues L and U , for a given value of B. We again solve this using the MATLAB routine bvp4c and numerical continuation. In this way, we can generate the curve S F in the (U, B) plane. This is plotted in Fig. 19 for a typical case. We can see that the curve S F crosses to the homoclinic bifurcation curve as B decreases and then remains very close to it. This reflects the fact that the wavelength required to satisfy the flow rate constraint increases with −B. Now that we can find periodic solutions on S F , it is straightforward to develop an iterative scheme that homes in on that periodic solution which has the wavelength corresponding to that of the maximum growth rate harmonic mode, which satisfies (5.26). The behaviour of the wavelength, amplitude and speed, U , of the periodic solution located in this way for a typical case is shown in Fig. 20 . The amplitude and speed behave in a manner that is qualitatively similar to the constant B, constant wavelength solutions shown in Fig. 15 . We can now see that the wavelength of these periodic solutions decreases with R l and F 0 and increases with λ.
Numerical solution of the evolution equations
In order to investigate how the unstable, uniform steady state evolves with time, we solve an initial value problem numerically. 2
Numerical method
The system of partial differential equations (2.62) and (2.63) is parabolic. However, we are mainly interested in the solution when R l 1. When R l = ∞, the system is hyperbolic, and such systems can be conveniently solved using an explicit finite-volume method, with a flux-corrected transport algorithm. We used the package CLAWPACK, which is described in detail, along with the theory of the underlying methods, by Le Veque (2002) . One technique used in CLAWPACK is time step splitting, whereby at each time step, the advective part of the differential operator is used to advance the solution through one time step, followed by a simple, explicit time step of the source terms on the right-hand side of the equations. This makes CLAWPACK particularly easy to use for our application since the advective part of the differential operator is just the shallow water equations, which are precoded into CLAWPACK.
Since we have R l large but finite, we can treat the viscous term on the right-hand side of (2.63) as a source and, to avoid unnecessary constraints on the size of the time step, use Crank-Nicolson time stepping to deal with it. However, this means that the method fails for moderate values of R l . The smallest value of R l for which we present solutions is 25.
Although the ideal initial/boundary-value problem to solve would be IBVP on the semi-infinite domain, this is very difficult to deal with numerically, as the truncated domain required to capture the full dynamics of the propagating solution, along with the size of grid needed to resolve the length scales of the instability, leads to an unfeasibly large number of grid points. As a practical compromise, we solved (2.62) and (2.63) on a finite domain, with periodic boundary conditions. As initial conditions, we took the uniform steady state with a small initial disturbance in the form
(6.1)
In the results shown below, we took l = 50, b = 5 and a = 0.1. For this periodic problem, the flow rate constraint curve S F , given by (5.25), is replaced by its corresponding form S F given by
In practice, for the simulations shown below, since U h P remains close to its initial value, these curves are almost identical. Figure 21 shows snapshots of a typical solution when F 0 is close to F c , and the uniform steady state is only weakly unstable. The wavelength of the state that develops is initially close to that of the linearly most unstable harmonic mode, but, as the disturbance propagates further, the waves grow and steepen. Since the larger peaks propagate faster than the smaller ones, this coarsening process causes the wavelength to increase. However close F 0 is to F c , after a long enough time, this steepening and lengthening, driven by non-linear processes, lead to a solution whose typical wavelength (slug spacing) is considerably larger than the linearly most unstable harmonic mode. This could be investigated using a weakly non-linear analysis, but we have not attempted it here.
Numerical solutions
These non-linear processes work more rapidly and more strongly when F 0 is not close to F c . Figure 22 shows the small time development of the solution in a typical case where F 0 is significantly larger than F c . We can see that the initial growth of the disturbance is indeed dominated by the linearly most unstable mode. However, Fig. 23 shows that as the amplitude of the disturbance becomes larger, the distance between local maxima increases far beyond the wavelength of the linearly most unstable mode. 3 By the time the disturbance has grown to fill the whole domain, the solution 3 Note that the solution is fully resolved; it is only the scale of the plot that makes has developed into a sequence of liquid 'slugs', separated by long 'tails'. Now, once the disturbance fills the domain, the periodic boundary conditions mean that the right-hand edge of the disturbance starts to interact with its left-hand edge. While this is not physically realistic for our semi-infinite domain problem IBVP, it does allow us to investigate how this fully non-linear solution is affected by perturbations. Figure 24 shows that disturbances hit the slugs and are transmitted through to the tails. The tails are unstable and wave packets of growing amplitude propagate along them. This process repeats itself, effectively reducing the length of some of the tails, until the amplitude of the disturbance caused by this periodic interaction becomes small enough that all the tails are short enough to be convectively stable. This process curtails any further wavelength coarsening. The numerical solution suggests that disturbances are damped out by their interaction with the sequence of liquid slugs. This leaves a slowly developing state, consisting of a small number of weakly interacting liquid slugs with long tails, as shown in Fig. 25 . The distance between the two most widely separated slugs is shown in Fig. 26 . We can see that, even when the disturbances on the tails have died out, the maximum separation varies on a slow timescale due to the weak interaction of the slugs. We hypothesize that, after a very long time, this weak interaction will lead the system to settle down into a periodic state.
The behaviour we observe in this case is typical, and we see qualitatively similar behaviour in all the other cases that we studied numerically. We conclude, firstly, that the fully non-linear solution is not dominated by the wavelength of the linearly most unstable harmonic mode and that non-linear processes lead to the lengthening of the tails between the slugs, and secondly, that these tails are themselves subject to an instability, which tends to reduce their length when they are perturbed by a disturbance. In this case, the disturbance is provided by the periodic interaction of the left-and right-hand sides of the initial disturbance, and, in a real situation, by unavoidable system noise. Although it is hard to see how to study the non-linear behaviour of the solution analytically, we can analyse the instability of the tails. We will do this in Section 7, but first we investigate the stability of the tails numerically. Instead of taking uniform steady initial conditions with a disturbance, we use the initial conditions
where (h P , v P ) is the unique, permanent form, periodic solution of wavelength 2l which satisfies the modified flow rate constraint. In other words, we set up a slug and a tail, and explicitly place a disturbance on the tail, in order to observe its behaviour. Figure 27 shows the solution in a typical case for various values of the disturbance amplitude, a. The tail is clearly unstable. We can see that linear theory, which we develop in Section 7, gives a good prediction of the distance travelled by the disturbance. Figure 28 shows the solution in each case when the right-and left-hand sides of the disturbance start to interact through the periodic boundary conditions. For the largest disturbance, with a = 0.1, we can see that its amplitude has become comparable to that of the underlying periodic solution by this time. This is a mechanism through which the wavelength of the solution can decrease and counteracts the effects of wavelength coarsening in the full evolution problem (see, e.g. Chang et al., 2000) . The smaller initial disturbances have, as we would expect, smaller amplitudes at this time.
A non-linear estimate of the maximum wavelength
Our conjecture is that the tails of the periodic solutions are unstable and that small disturbances can grow and propagate along the tail. Once a disturbance has grown to the size of the original liquid slug, it has effectively reduced the length of the tail. The wavelength of the small initial disturbance that travels the shortest distance, relative to the liquid slug, before becoming comparable in amplitude, gives an upper bound on the possible length of the tail that emerges in the solution of the evolution problem. This only makes sense for the periodic solution on the flow rate curve, S F , for which this upper bound corresponds to the wavelength. This picks out a tail length above which small disturbances will break up the tail and hence an upper bound on the slug separation.
Linear stability theory for the tails
We have now seen that periodic, permanent form travelling wave solutions of moderate or large amplitude consist of liquid slugs separated by long tails. In terms of the dynamical system (4.8), which governs these periodic solutions, the tail is a section of the solution that lies close to the equilibrium point (h, w) = (h − , 0) in the (h, w) phase plane. We can therefore gain some insight into the temporal stability of the tail by considering the temporal stability of the uniform steady-state solution of the full unsteady problem, (2.62) and (2.63), given by
We proceed as we did in Section 3, writing
for −∞ < x < ∞, t 0, with 0 < α 1. On substituting into (2.62) and (2.63), we find that, at leading order as α → 0,ĥ
If we now define scaled variables and parameters
we recover (3.3) and (3.4), the linearized evolution equations for the uniform steady state h = v = 1. We can therefore take the results of Section 3 and apply them to this problem after scaling using (7.7). We first note that the tail is unstable ifF 0 > 2(1 +λ)(1 − ρ) 1/2 , and hence if
This means that there is a small range of values of F 0 close to the stability threshold for which the tail of the periodic solution is stable. However, for the moderate and large amplitude slugs that we see in our numerical simulations, the tail is unstable.
Consider a small disturbance, of amplitude a 0 , initially on the tail of a periodic solution, close to the left-hand side of a liquid slug. Using our linear stability analysis, the amplitude of this disturbance grows to be comparable with A, the height of the liquid slug, after a timē
After this time, the disturbance has moved through a distance
relative to the liquid slug, which moves with speed U . Here, c g is the group velocity, which governs the speed of the wave packet initiated by the disturbance and is given by
For a given periodic solution, and hence value of h − , we can easily find the wave number k that gives the minimum value of L 0 , numerically. As described above, this then selects a unique point on the flow Figure 29 shows the wavelength, amplitude and speed of the periodic solution on the flow rate curve whose wavelength is selected to be the minimum of L 0 over k 0 (i.e. the periodic solution with λ P (U, B) = min k 0 L 0 on the flow rate curve S F ), with a 0 = 0.07 (see Section 7.2). Comparing this with Fig. 20 , two features stand out. Firstly, the wavelengths predicted are an order of magnitude larger than those predicted from the linearly most unstable harmonic mode, and secondly that, although most of the trends are the same, our new conjecture suggests that wavelength will increase with Froude number, F 0 , not decrease. Although this second feature is perhaps a little counterintuitive, the point is that although the tails become more unstable as F 0 increases, the wavespeed U increases rapidly as well, which means that disturbances can propagate further 'relative to the liquid slug' as F 0 increases. This prediction is reflected in the behaviour of representative numerical solutions, which we shall discuss in Section 7.2.
Comparison with numerical solutions
Before comparing our new conjecture with some numerical solutions of the evolution equations, we should note its shortcomings. Firstly, we use linear stability theory for the tails, and assume that this gives a reasonable prediction of speeds and growth rates of disturbances to the tails, even when the amplitude of the disturbance has become comparable to that of the liquid slug. Secondly, as we saw earlier, the actual numerical solutions are rather more complicated than a single disturbance interacting with a well-defined periodic solution. Finally, we need to remember that we have obtained an upper bound on the slug separation. The non-linear processes that lead to the formation of the slugs, particularly on a finite domain with periodic boundary conditions, can lead to shorter tails, which will also be stable according to our conjecture. We begin by going back to the numerical solutions shown in Fig. 27 , where we studied the simpler problem of a small disturbance on the tail of a single periodic solution. As we would expect, given that this is the idealized situation upon which we have based our new conjecture, Fig. 27 shows that the distance travelled by the disturbance is in good agreement with the prediction of our linear theory.
Next, we consider numerical solutions for a small disturbance to the uniform steady state, as shown in Figs 22-26. Extracting the maximum slug separation from the data is a non-trivial exercise. We want to know the maximum separation once the disturbances that shorten the tails have been damped out, not the maximum separation when the non-linear interaction of the slugs has had a significant effect. For each of the cases shown in Table 1 , we watched a movie of the evolving solution to determine at what time the disturbances were no longer visible and took the maximum separation at that time. As a consequence, the values shown in Table 1 are somewhat subjective. In order to compare with our new conjecture, we fixed one free parameter, a 0 , by demanding that the predicted maximum wavelength should be correct for the numerical solution with R l = 100 and F 0 = 7.5. Of course, the effective initial amplitude of the disturbances depends upon the system parameters, and the amplitude of the disturbance transmitted through the liquid slugs decreases with time, but it is encouraging that a 0 = 0.07 is of a reasonable size considering the complexities involved. We can see that our conjecture correctly predicts the trends that the maximum slug separation should decrease with R l and increase with F 0 . However, although there is reasonable agreement between theory and numerical solution for theoretical maximum separations below about 15, the system appears to saturate at this value, according to the numerical solutions. Of course, this is not inconsistent with our conjecture, which simply provides an upper bound on the slug separation.
Finally, we performed two further numerical simulations, on a longer domain with l = 200. With R l = 25 and F 0 = 12.5, the maximum slug separation rose from 16.7 when l = 50 to 29.2, which remains below our predicted maximum length. The increase is possible because the slugs formed initially have longer to separate as they propagate into undisturbed fluid, before the periodic boundary conditions limit their further growth through the interaction with the left-hand edge of the initial disturbance. With R l = 100 and F 0 = 7.5, maximum slug separation remained close to 8.6, the value we found when l = 50. Although the initial slugs could become more widely spaced than when l = 50, the disturbances that arise through the periodic boundary conditions broke up the tails in the same way, in line with our predictions.
Conclusions
In this paper, we have shown that the initially stratified flow of incompressible liquid and gas in a 2D channel can be modelled using a two-layer hydraulic theory. We also showed that, when the liquid layer is much shallower than the height of the channel, we can obtain a 1D, weakly dissipative hyperbolic model for the mean horizontal velocity and depth of the liquid. The unique uniform steady state was shown to be linearly unstable for Froude numbers above a critical value (equivalent to a fast enough driving gas flow rate). We then investigated the properties of a family of permanent form, periodic travelling wave solutions that exist when the uniform flow is unstable. On investigating numerical solutions of the non-linear problem with periodic boundary conditions, we found that structures of a form qualitatively similar to the permanent form, periodic travelling wave solutions develop upon perturbation of the uniform steady state. However, we found the temporal dynamics of the flow to be extremely complicated and that linear theory is a poor guide to the separation of liquid slugs in the full non-linear problem. However, we were able to develop a theory, based upon a linear stability analysis of the 'tail' regions in the solution, that gives an upper bound on the maximum slug separation, can qualitatively predict trends in the variation of slug separation with the various parameters and is in reasonable quantitative agreement with the numerical solutions of the evolution problem.
Some unresolved issues remain. Firstly, can a weakly non-linear theory provide some insight into the amplification, steepening and lengthening of the waves created by a small disturbance when the Froude number is close to the critical value for instability? Secondly, is there any way of analytically investigating the interaction of a small disturbance with a liquid slug? It is this interaction that appears from the numerical solutions to damp out the disturbances as they propagate through the solution. Thirdly, what are the dynamics of the flow in a pipe of finite length, as opposed to a periodic domain? Finally, can this analysis be extended to the more realistic situation of flow in a circular pipe and compared with existing experimental data? All these issues are currently under investigation. with u 0 g (0), u 0 (0), p 0 (0) and h 0 (0) as introduced in Section 2.2. As before we use (A.1) to nondimensionalize the equations of motion, and in the limit → 0, the dimensionless evolution equations, corresponding to (2.63) and (2.64) for α = 0, are h t + (hv) x = 0, (A.5)
Thus, tilting the channel, either upwards or downwards, 'at fixed upstream volumetric flow rates' induces the uniform flow to become more unstable, and in particular, whatever the fixed volumetric flow rates, there is always an angle 0 α 0 < π/2 such that when α goes beyond α = ±α 0 , the uniform flow becomes unstable. In fact, cos α 0 = F 0 (0) 2 4(1 + λ(0)) 2 (1 − ρ)
. (A.6) 
