In this study the method of natural neighbours is used to interpolate data that has been drawn from a topological space with higher homology groups on its filtration. A particular difficulty with this algorithm are the boundary points. Its core is based on the Voronoi diagram, which induces a natural dual map to the Delaunay triangulation. Advantage is taken from this fact and the persistent homology is therefore calculated after each iteration to capture the changing topology of the data. The Bottleneck and Wasserstein distance serve as a measure of quality between the original data and the interpolation. If the norm of two distances exceeds a heuristically determined threshold, the algorithm terminates. The theoretical basis for this procedure is given and the validity of this approach is justified with numerical experiments.
I. INTRODUCTION
M OST interpolation techniques ignore global properties of the underlying topological space where data has been drawn from. The topology of an augmented point set depends entirely on the choice of the interpoland. However, it does not depend on the topological structure of the data set or its sub-level sets.
The method of natural neighbors is an interpolation technique considering these issues. Using Delaunay triangulation or the Voronoi tesselation to determine the position of a new data point respects the topology in terms of simple-homotopy equivalence [1] . The Delaunay triangulation and the Voronoi tesselation behave dual.
For the Voronoi tessellation an implicit restriction to a closed subset of the imbedded space is used, see Fig. 2 . The closure of this subset depends on the metric, in Euclidean space it is flat. This restriction, also called clipping, leads to different weightings for the interpolation varying according to the particular choice of clip. The clip does not represent the intrinsic geometry of the data, but that of the surrounding space. This can lead to an undesired topology during interpolation, since the target space that is interpolated does not reflect the topology nor the geometry of the data. This paper does not deal with the correct selection of the clip, but with the detection of topological changes during interpolation.
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Manuscript received November 20, 2019; revised December 18, 2019. Up to this point it is an open problem to detect these errors and to terminate the algorithm in time. Our contribution to solve this problem is divided into three parts: 1) We introduce persistent homology as a stoppingcriterion for interpolation methods. The distance between two persistence diagrams is an indicator of changes within the topology of certain sub-level sets of a point set during augmentation. It can be used to vary geometric precision. 2) We cover the theoretical connection of the Voronoi tesselation via duality to the Delaunay triangulation. It is shown that the Delaunay complex is simple-homotopy equivalent to theČech complex by the Theorem of Simplicial Collapse. The connection is extended to homology groups to prove that the Delaunay triangulation from the natural neighbors method is already sufficient to calculate a suitable persistence diagram, under the restrictions for Hurewicz isomorphism. 3) We investigate the method on a handwritten signature data set. It provides interesting and visually interpretable topological features due to the topography of the letters.
Higher homology groups such as H 1 and H 2 may appear on the filtration of a signature. This often represents an insurmountable hurdle for other interpolation methods. The paper is structured as follows: Related work on the development of interpolation using natural neighbours is presented in Sect. II, as well as on persistent homology. The theory of simplicial complexes and filtrations is discussed in Sect. III. Sect. IV is an outline of the theory of simplicial homology. In Sect. V the Bottleneck and Wasserstein distance and their stability properties are discussed followed by the algorithm of natural neighbors in Sect. VI. The paper closes with numerical experiments Sect. VII and a bottom line on the findings presented in Sect. VIII.
II. RELATED WORK
The algorithm of natural neighbors has been invented in its vanilla form by Sibson [1] . In the early development of the method only C 1 interpolands were known for the coordinate representation of multidimensional data using this algorithm. It became generalized in 2004 to C k interpolands for a representation of k-times differentiable coordinate systems [2] .
Using efficient algorithms and exploiting the duality of Delaunay triangulations and Voronoi diagrams, it was possible to make the natural neighbors method available for realtime applications [3] . Thus the method was made scalable and implemented so efficiently that it found application to superresolution in the field of image reconstruction [4] .
The Delaunay triangulation is used to take into account the topology of the data. Up to this point, however, there are still problems as degenerated points occur after frequent use of the algorithm. In order to measure topological changes, first developments were made to calculate the homology groups of filtrations over the data set. Speaking about homology, we refer to simplicial homology. The consideration of the topology of a filtration representing the topology of different sub-level sets leads to the concept of persistence [5] . It is called persistent homology, because it measures which homology classes arise on the filtration of the data set during a particular parametrization and at which point they disappear.
Persistent homology encodes the topological properties of a sub-level set of a function in arbitrary granularity and can be calculated in high dimensions [6] - [8] . In particular, this measurement of topological properties behaves Hausdorff stable, i.e. small changes in the function value also cause small changes in the persistent homology [9] . Efficient data structures and algorithms have been designed for the construction of topologically accurate complexes [10] and scalable ways to compare persistence diagrams using a Wasserstein distance have been developed [11] .
III. SIMPLICIAL COMPLEXES AND FILTRATIONS
To interpolate data with higher homology groups, informally a point cloud which forms evidend loops in different dimensions within its structure, it is difficult to find a suitable interpoland. A parametric polynomial interpolation is not always feasible due to the necessity of representing a more complex topological structure.
Simplicial complexes are therefore introduced to obtain an object encoding the topology of the data. By implication, a meaning is assigned to the distribution of the points in space. The mutual arrangement of the points forms a shape. From this basic assumption it is concluded that if the data changes its shape through a transformation, it is no longer identifiable as the original data set, see Sect. IV for a precise definition in terms of homology groups.
Imbedded simplicial complexes are suitable data structures to detect the change of shape, by computing their homology classes. Primer to the introduction of the concept of simplicial complexes, the elements of which they are composed are considered.
Definition 3.1 (Simplex): Simplices, denoted by σ, are the set of permuted span of X = {x 0 , x 1 , . . . , x k } ⊂ R d with k + 1 points, which are not contained in any affine subspace of dimension smaller than k [12] . A simplex forms the convex hull
Simplices are well-defined imbeddings of polyhedra. It is possible to construct complex objects out of them, which are composed of simple components, glueing simplices together at their edges. Edges are meant to be h-dimensional simplices or h-simplices. Informally, the glueing results in a simplicial complex consisting of a series of k-simplices, which are connected by h-simplices, satisfying h < k. Definition 3.2 (Simplicial Complex): A finite simplicial complex denoted by K and imbedded into Euclidean space is a finite set of simplices with the following properties [12] : 1) Each face of a simplex of K is again a simplex of K.
2) The intersection of two simplices is either empty or a common face of both.
Definition 3.3 (Filtration):
A filtration is a decomposition of a finite simplicial complex K into a nested sequence of sub-complexes, starting with the empty set.
It is convention to mention the empty set as it is part of every set [13] . Considering the topological properties of each sub-level set of a tame function (Def. 5.4), it is possible to reconstruct this function up to isomorphism. Therefore a step size for the parameterization of a filtration is determined, i.e. the radius r of a closed Ball for theČech complex (Def. 3.4), to approximate all sub-level sets as good as possible. This can be thought as a lens which indicates the granularity of the filtration and on which basis the homology classes are calculated. In the following, variants of the simplicial complexes and their connection to each other are presented, which are decisive for our method.
Definition 3.4 (Čech Complex [14] ): Let r ≥ 0 be a real number and B r (x) = {y ∈ R d | ||x − y|| ≤ r} the closed ball with radius r centered around the point x ∈ X ⊆ R d . Thě Cech complex for a finite set of points X is defined by
Lemma 3.4.1: TheČech complex is the full abstract simplex spanned by X, denoted asK(X) = 2 X \ ∅ and is a filtration of K(X) [14] .
Proof: The Nerve of theČech complex is isomorphic to the collection of closed balls and is therefore by the Nerve Theorem 3.1 homotopy equivalent to the union of balls B r (X) = x∈U B r (x) [15] . Spanning the simplicial complex for r = sup
one gets the whole simplex spanned by U. For two real numbers r 1 < r 2 ,Č ech r 1 (X) ⊂Čech r 2 (X)
applies. This implies that theČech complex forms a filtration over U and therefore a filtration over the topological space X if U = X [14] . Definition 3.5 (Vietoris-Rips Complex [16] ): Given r ≥ 0 ∈ R for a filtration step, the Vietoris-Rips complex Rips r (X) with vertex set X and distance threshold r is defined by the set Rips r (X) = U ⊆ X ||x − y|| ≤ r, for all x, y ∈ U . (5) The Vietoris-Rips complex is easier to compute than thě Cech complex because it requires only the comparison of distance measures to be obtained. The Vietoris-Rips complex spans the same 1-skeleton as theČech complex [16] .
Lemma 3.5.1: For the imbedding of the Vietoris-Rips and theČech complex into any metric space, the following relationship holds [16] :
Proof: Choose a simplex σ = {x 0 , x 1 , . . . , x k } ∈ Rips r (X). The norm of the selected distance parameter is less or equal to the radius of a closed ball around x 0 . Therefore
is contained in the ball with radius r. Choose a σ = {x 0 , x 1 , . . . , x k } ∈Čech r (X). There is a y ∈ R d , such that
which is the desired condition ||x i − y|| ≤ r for any i = 0, . . . , k. Therefore for all i, j ∈ {0, . . . , k} the following (in)equality applies: ||x i − x j || ≤ 2r and σ ∈ Rips 2r (X).
Observe that the Vietoris-Rips complex and theČech complex are equivalent if Rips r (X) = Rips 2r (X), i.e. if the radius is doubled, no new simplices are added. The condition in Eq. 6 applies to any metric space, since this result can be shown for topological spaces in general, see [16] Chap. 2.5. As a consequence, one sees that it is sufficient to compute the Vietoris-Rips complex for r large enough to cover the point set. The calculation time for the Vietoris-Rips complex is better than for theČech complex, with a bound considering its edges of |E| = O(|V|) = O(n 2 ) for n points [10] .
Next the Delaunay complex is introduced, for which the definition of the Voronoi cells and Voronoi balls are prerequisite.
Definition 3.6 (Voronoi Cell): Let X ⊂ R d be a finite set of points and x ∈ X. Let || · || denote the Euclidean norm. A Voronoi cell or also Voronoi region of a point x ∈ X is given by
Definition 3.7 (Voronoi Ball): The Voronoi ball of x with respect to X for a given radius r ≥ 0 is defined as [17] :
Definition 3.8 (Delaunay Complex): The Delaunay complex or alpha complex on X for a given radius r ≥ 0 is defined as
There is a fundamental connection between the union of all Voronoi balls over X and the Delaunay complex, which already suggests a topological stability. The idea is to find a good cover that does not destroy topological structures. Definition 3.9 (Nerve): Let X be a topological space and U = i∈I U i an open cover. Then • the empty set ∅ ∈ N(U) is part of the Nerve and • if j∈J U j = ∅ for a J ⊆ I, then J ∈ N(U). Theorem 3.1 (Nerve Theorem [15] ): If U = {U i } i∈I is a good cover, such that for each σ ⊂ I the set i∈σ U i = ∅ is contractible, then the Nerve N(U) is homotopy equivalent to i∈I U i . Theorem 3.2: The Delaunay complex Del r (X) of a point set X is isomorphic to the Nerve of the collection of Voronoi balls.
Proof: For this proof we have to construct Voronoi regions for two different sets, so we call the Voronoi region of a point within a set Vor r (x, U). Let be Vor r (x, U) ⊆ Vor r (x, V) for each open set U ⊆ V ⊆ X and all x ∈ X. One obtains the largest Voronoi ball for U = ∅ and the smallest Voronoi ball for U = X. In the first case each region is a ball with radius r and in the second case the Voronoi balls form a convex decomposition of the union of balls. The selective Delaunay complex is therefore used, containing the Delaunay andČech complexes in its extremal cases and is written as
Since the union of open balls does not depend on U, the Nerve Theorem implies, that for a given set of points X and a radius r selective Delaunay complexes have the same homotopy type. This also results in Del r (X, V) ⊆ Del s (X, U) for all r ≤ s and U ⊆ V. The proof has been given first by Bauer and Edelsbrunner [17] 3.4, in the section of Selective Delaunay complexes.
The geometric realization of the Delaunay complex underlies the assumption that the points are in general position, which is a necessary condition for the construction of generalized discrete Morse functions, see Def. 6.5. The latter are core tool for the collapsing sequence, see [17] .
Finally, a stochastic variant of a simplicial complex is shown. This should give the possibility to use a more inaccurate but scalable variant for large data sets. The filtration is carried out on a subset of randomly or systematically selected points in the following way: The witness complex scales better than other variants of simplical complexes, but its homology classes depend strongly on the chosen landmarks. Often they are chosen randomly within the data set, sometimes partly within it and partly (a)Čechr(X). uniformly distributed in its convex hull or initialized completely outside the data set. In addition to equally distributed initialization, strategies such as sequential MaxMin can lead to a more accurate estimate of homology groups [18] . The time bound for the construction of a witness complex is O (|W|log|W| + k|W|) [16] , which makes it suitable for high dimensional data.
IV. SIMPLICIAL HOMOLOGY THEORY
Our perspective on data is based on a hypothesis known as manifold assumption [19] . It is supposed that the data is drawn from a topological manifold.
A manifold describes the space from which points are drawn. Drawing enough equally distributed points from it one can obtain its shape by triangulation.
Computationally feasible invariants of topological spaces in terms of its connected components and holes shall be considered. In topology one is particularly interested in whether a space can be transformed into another by stretching, twisting or tearing. Remember that a circle cannot be continuously transformed into a straight line without cutting it up. For this purpose k-dimensional holes play a central role. They characterize a topological space decisively. Homotopy classes and groups are topological invariants (preserved under bijective transformations) and describe a topological space. But it is notoriously difficult to obtain a homotopy.
Considering the holes within a simplicial complex for changing r, a good estimate of the homotopy groups can be obtained. An algebraic way to compute something strongly related, which counts these holes is homology. The connection is established by the Hurewicz Theorem 4.1. For an introduction to homotopy theory it is referred to [20] - [22] . Theorem 4.1 (Hurewicz Homomorphism [23] ): Let π k (x, X) be the k th homotopy group of a topological space X in x ∈ X. There exists a homomorphism h : π k (x, X) → H k (x, X) into the k th homology group at x. The homomorphism is an isomorphism if X is (n−1)-connected and k ≤ n when n ≥ 2 with abelianization for n = 1.
Homology groups are not only a topological invariant, they are also isomorphic under the conditions of Theo. 4.1 to the equal dimensional homotopy groups. In this particular case one is able to use an easier to calculate invariant to describe the feature space up to homotopy. The Betti numbers are such an invariant defined by the rank of the k-th homology group. The k-th homology group is a vector space whose rank gives the number of k-dimensional holes of a topological space X.
The invariants of simplicial complexes spanned over a point set are calculated. To compute the rank of the k th homology group the chain groups are introduced.
Definition 4.2 (Chain Group): Let σ k be a k-simplex of K := K(X) over a set of points X. Further let k ∈ N. The linear combinations of k-simplices span a vector space
This vector space is called k th chain group of K and contains all linear combinations of k-simplices.
The coefficients of the group lie in Z 2 and the group structure is established by (C k , +), with e C k = 0 being the neutral element and addition as group operation. A linear map ∂ : C k → C k−1 is induced from the k th chain group into the (k − 1) th .
Using such an algebraic structures yields unsatisfactory geometrical intuitions, but on the other hand an efficient way to express the concept of a boundary.
The vertex set of the k-simplex is named v 0 , . . . , v k . The boundary of a line segment should be described by its two end-points, the boundary of a triangle, or 2-simplex by the union of the edges and the boundary of a tetrahedron, or 3-simplex by the union of the triangular faces. Furthermore, a boundary itself shall not have a boundary of its own. This implies, that the property to be boundaryless is equivalent to the concept of a loop, i.e. the possibility to return from a starting point to the same point via the k-simplices, by not entering a simplex twice and by not leaving a simplex unentered. This group homomorphism contains the alternating sum, thus for each
The boundary operators can be composed ∂ 2 := ∂ • ∂ and one observes that every chain, which is a boundary of higherdimensional chains, is boundariless, which means in return that an even composition of boundary maps is zero, i.e. ∂ 2Z = 0. For a proof it is referred to [23] .
Definition 4.4 (Kernel of a Chain Group): The kernel of a chain group (C k , +) with neutral element e C k = 0 is given by
All elements of the chain group are mapped in this way by the boundary operator to the neutral element of the lower chain group.
Every k-simplex mapped to zero by the boundary operator is considered to be a loop and the collection of loops is the group of k-cycles Z k . The k-boundaries are therefore
Definition 4.6 (Homology Group): The k th homology group H k is the quotient group of Z k and the group of k-boundaries:
Taking the rank of the homology group one gets its Betti number. In a certain sense the Betti numbers count the amount of holes in a topological space, i.e. β 0 the connected components, β 1 tunnels, β 2 voids and so forth. 
Using Betti numbers, the persistence diagrams are defined, representing the birth and death of homology classes from the respective k th homology group within a filtration.
The filtration of a simplicial complex defines a sequence of homology groups connected by homomorphisms for each dimension. For the following maps the notation is slightly addapted to guarantee readability. Lemma 4.7.1: The k th homology group over a simplicial complex K r with parameter r is denoted by H r k = H k (K r ). The following sequence results from the group homomorphism g r,r+1 k : H r k → H r+1 k [24] :
The image Im g r,r+1
k consists of all k-dimensional homology classes which are born in the K r -complex or appear before and die after K r+1 .
Definition 4.8 (k th Persistent Homology Group): The dimension k persistent homology group is the image of the homomorphisms induced by inclusion
For each dimension k there is an index pair n ≤ r. The following multiplicity (see Def. 5.6) is calculated from this, since elements of one and the same homology group can occur several times at the same time of birth or death and form therefore a multiset [24] :
Birth before Kr, death at Kr.
According to Edelsbrunner et al., this equation is to be interpreted as follows [24] : The first difference counts the homology classes born in K r−1 and dying when K r is entered.
The second difference counts the homology classes born before K r−1 and dying by entering K r . It follows that µ n,r k counts the k-dimensional homology classes born in K n and dying in K r . Definition 4.9 (k th Persistence Diagram): The persistence diagram for the k th dimension of a filtration, denoted as P 
In this work k ∈ {0, 1, 2} is chosen, up to the second homology group. The next section introduces distances for comparison of two persistence diagrams. In particular, it is important to resolve the multiplicity in a meaningful way. Note that the multiplicities are only defined for n < r and that no values are below the diagonal. This is to be interpreted such as a homology class can't disappear before it arises.
V. MEASURES OF DISTANCE
In order to use persistence diagrams as a stopping-criterion, the change in persistent homology must be measurable in each iteration step of the interpolation. From this measurement it must also be possible to deduce when a sufficiently high change occurs to terminate the algorithm.
These changes can generally be measured by a distance in a metric space. In this section two distances for persistence diagrams are presented:
1) The Bottleneck distance, which is the coarser of both, but ultimately leads to more stable results. 2) The Wasserstein distance, which is more sensitive to outliers and therefore requires additional conditions to be stable. The Wasserstein and Bottleneck distance have been choosen for this method due to their stability properties.
A. Bottleneck Distance
Let X be a set of points imbedded in Euclidean space and K 1 r , K 2 r two simplicial complexes forming a filtration over the points. Both simplicial complexes are finite and have in all their sub-level sets homology groups of finite rank. Note that these groups change due to a finite set of homology-critical values. Furthermore, the L ∞ -norm between two points x = (x 1 , x 2 ) and y = (y 1 , y 2 ) for x ∈ P K 1 and y ∈ P K 2 is defined by
By convention it is assumed that if x 2 = y 2 = +∞, then ||x − y|| ∞ = |x 1 − y 1 |. Definition 5.1 (Bottleneck Distance): If P K 1 and P K 2 are such two persistence diagrams and x := (x 1 , x 2 ) ∈ P K 1 and y := (y 1 , y 2 ) ∈ P K 2 , respectively, their Bottleneck distance is defined as
where ϕ is the set of all bijections from the multiset P K 1 to P K 2 [16] , [24] .
B. Bottleneck Stability
The Bottleneck stability has been derived, proven and discussed by Cohen-Steiner et al. [25] . We explain it and recapture the basic properties of Hausdorff stability. To do so, a smooth function f : R → R is considered as an example. The terms f (x) and f (x) refer to the total first and second derivatives, respectively. The term shall further be specialized to homology critical value of a smooth function f. Definition 5.3 (Homology Critical Values): Im f(x) is a homology critical value, if there is a real number y for which an integer k exists, such that for a sufficiently small α > 0 the following map is not an isomorphism: Considering tame functions, it is also well known that a persistence diagram can be generated by pairing their critical values with each other and transferring corresponding points (depending on the functions value) to the persistence diagram. Note that this is an example of the dependence of persistent homology on the given metric or affine connection of the imbedding space.
The Bottleneck distance of the persistence diagram of two tame functions f, g is restricted to a norm between a point and its bijective projection. Therefore not all points of a multiset can be mapped to the nearest point in another. The proof of Cohen-Steiner et al. is structured as follows [25] : 1) Proof of Hausdorff stability:
The proof is recaptured in terms of a tame 1-dimensional function to provide better intuitions. Note that the theorem has not been proven yet to the best of our knowledge for more general functions than tame functions. Therefore our analysis is also restricted to point sets drawn from manifolds with tame functions as coordinate representation. a) Preliminary Definitions: Definition 5.5 (Hausdorff distance): The Hausdorff distance between two multisets X and Y is defined by
Definition 5.6 (Multiplicity): A multiplicity is defined as the number of values occurring in a multiset and is denoted as #(X). The multiplicity of a persistence diagram without its diagonal ∆ is given by
b) Main Theorem: From the results of Cerri and Landi [9] it is known that the Hausdorff inequality
holds and that there must exist a point (x 1 , x 2 ) ∈ P f which has a maximum distance α to a second point (y 1 , y 2 ) ∈ P g . In particular, (y 1 , y 2 ) must be within the square
From the Hausdorff stability more general inequalities are derived, considering the infinity norm.
Lemma 5.6.1 (Box-Lemma): Let x 1 ≤ x 2 ≤ x 3 ≤ x 4 be points in the extended planeR 2 . Further let R = [x 1 , x 2 ] × [y 1 , y 2 ] be a square and R α = [x 1 + α, x 2 − α] × [y 1 + α, y 2 − α] another shrinked square by some parameter α. Then the following inequality holds:
In the proof of the Bottleneck Stability Theorem this Box-Lemma will be used. It is needed to find the smallest α such that squares of side-length 2α centered at the points of one diagram cover all off-diagonal elements of the other diagram, and vice versa with the diagrams exchanged [25] .
Theorem 5.1 (Bottleneck Stability [25] ): Let X be a triangulable topological space with continous tame functions f, g : X → R. The persistence diagrams P f and P g satisfy
Proof: Given is a tame function f : X → R and x = (x 1 , x 2 ), y = (y 1 , y 2 ) ∈ P f . Consider the minimum infinite norm between two points in the persistence diagram of f outside the diagonal ∆ or the distance between a point outside the diagonal and the diagonal itself:
Choose a second tame function g : X → R, which satisfies
Like in the definition of persistence diagrams (see Def. 4.9), the multiplicity of the point x ∈ P f − ∆ is denoted by µ.
The box R α (x) is centered at x and has radius α = ||f − g|| ∞ . Applying the Box-Lemma 5.6.1 the following inequality results:
Since g was chosen in such a way, that ||f − g|| ∞ ≤ δ f /2 applies, 2α ≤ δ f follows. Thus x is the only point of the persistence diagram P f that is inside R 2α . From this it can be concluded that the multiplicity µ is equal to #(P g ∩ R(x) α ).
All points from P g in R(x) α can now be projected onto x. As d H (P f , P g ) ≤ α holds, the remaining points are mapped to their nearest point on the diagional.
C. Wasserstein Distance
The Wasserstein distance is defined for Polish spaces, i.e. separable completely metrizable topological spaces [16] . In this particular case between the two persistence diagrams P K 1 and P K 2 . The p th Wasserstein distance is a metric arising from the examination of transportation plans between two distributions.
Definition 5.7 (Wasserstein Distance): The L p -Wasserstein distance for a p ∈ [1, ∞) is defined as
Then ϕ : P K 1 → P K 2 is within the set of all transportation plans from P K 1 to P K 2 over P K 1 × P K 2 . In this paper p is set to 1. Thus the first Wasserstein distance is used consequently.
The Wasserstein distance satisfies the axioms of a metric (for proof, it is referred to [26] , Chap. 6). The transportation problem can be stated as finding the most economic way, measured at a ground distance, to transfer the points from one persistence diagram towards another [27] . For an analogy, assume one persistence diagram is a pile of sand and has to be transported to another place forming a different pile. 1 For the argument it is necessary to assume that these two persistence diagrams are disjoint subsets ofR 2 ×R 2 . Furthermore, there is the cost of transport d :R 2 ×R 2 → [0, ∞), so that ||x − ϕ(x)|| indicates the length of a path, analogous the length of the transportation path of a grain of sand. 2 The above transport plan is then a bijection ϕ : P K 1 → P K 2 from one persistence diagram to the other. 1 A single pile should be transferred into a hill forming two piles. 2 The cost is determined by the distance only, transport time is ignored here.
The Wasserstein distance of two persistence diagrams is the optimal cost of all transportation plans. Note, that the L ∞ -Wasserstein distance is equivalent to the Bottleneck distance, i.e. the Bottleneck distance is the limit of the Wasserstein distance as p → ∞.
D. Wasserstein Stability
The Wasserstein distance is stable in a trianguliable compact metric space. We consider two Lipschitz functions f, g : X → Y. To take up the relationship of Lipschitz continuity to Wasserstein stability and to show that this is a necessary condition, we repeat the definition of Lipschitz continuous functions:
Definition 5.8 (Lipschitz Functions): A function f : X → Y between two metric spaces (X, d X ) and (Y, d Y ) is called Lipschitz continuous or Lipschitz function, such that for a constant c ∈ X the following condition applies:
for all x 1 , x 2 ∈ X. Cohen-Steiner et al. have shown that for two Lipschitz functions f, g : X → R and a compact triangulable metric space X constants b and c exist [28] , which depend on X and the Lipschitz constants of f and g, such that that the p th Wasserstein distance between the two functions satisfies the following condition:
Thus, for small perturbations of Lipschitz functions the p th Wasserstein distance of both is bounded. For our experiments we use the extremal cases of the Wasserstein distance. One such case is the Bottleneck distance, as much less sensitive variant, and the first Wasserstein distance, to obtain a detailed development of the topology during interpolation. The stability can be seen in Fig. 3 . The handwritings visualized in the figure, which belong to one single user, are colored accordingly. These equally colored lines show very similar behaviour and represent the mentioned small perturbations caused by the slight change of letter shape by repeated writing of the same text.
VI. THE NATURAL NEIGHBOR ALGORITHM
Interpolation by polynomials requires a smooth manifold underlying the data set. There are only few methods which respect the homotopy groups of this manifold. This is a particular problem, taking signatures imbedded into R 2 as an example due to their loops as a result of the topographic properties of letters. Note that it would be possible to embed the writing into R 3 and find a two-dimensional polynomial function for interpolation. This would lead to problems in terms of increased calculation effort caused by sparse and not equally distributed data. Using polynomial interpolation will further cause a very complex representation, often being not computationally feasible. Approaches such as the nearest neighbor's method or linear interpolation also fail due to the lack of local precision or data sparsity [29] .
The natural neighbor algorithm preserves local topological properties, which solve these kind of problems [30] . It has a direct connection to the Voronoi tesselation leading to an almost topology preserving representation [1] . Almost, because before this paper there was no stopping condition defined giving satisfactory topological results.
The idea of the algorithm is to re-weight the coordinates of the data for each point by using the change in volume of Voronoi regions with an added point relative to the volume of the Voronoi regions without the additional point. The Voronoi diagram (see Def. 6.1) is based on the Delaunay triangulation, which is in return dual to the Voronoi tesselation. Hence it is not needed to construct the Voronoi diagram explicitly, since all operations can take place on the Delaunay triangulation. The letter is well understood and supported by various efficient data structures [31] . This interpolation method generalizes by its definition to arbitrary dimensions.
A. The Voronoi Tesselation
Boissonnat and Cazals have shown that for a set of points X ⊂ R d distributed over an imbedded manifold M the natural neighboring points behave like a local coordinate system for M by increasing their density [32] . This local coordinate system represents the manifold from which the collected data is sampled. The investigation of invariants of a coordinate representation of such a manifold should provide information about its structure. For this purpose the Voronoi diagram is defined, cf. Sect. III. 
The Voronoi diagram builds a convex union of polyhedra. The Voronoi cells have no common interior and intersect at their boundaries. Because every point in Euclidean space belongs to a Voronoi region, the Voronoi diagram covers the entire R d . All points of the surrounding space in which the data set is imbedded and which are closest to the respective data point from X are assigned to its Voronoi region. This is also called Voronoi tesselation. The combinatorial complexity of the Voronoi diagram of n points of R d is at most the combinatorial complexity of a polyhedron defined as the intersection of n half-spaces of R d+1 [33] . Considering the duality, one can deduced that the overall time for the construction of dgm Vor (X) takes O(n log n + n ( d 2 ) ) [33] . The resulting polygons can then be divided into Voronoi edges and vertices. Using Sibson's terminology [1] , the natural neighbors of a point are defined by the points of the neighboring Voronoi polygons. It can be stated that the natural neighbor is the closest point x to two other points y and z within a collection of points X being the signature. 
The Voronoi diagram dgm • Vor (X ∪ x • ) consists of one Voronoi region more than dgm Vor (X), see Fig. 2 (a) and (d) . This polygon being part of dgm • Vor (X ∪ x • ) contains a corresponding portion of its area. The weights of the coordinate representation of the new point can be determined by the ratio of the volume stolen from its Voronoi regions [34] :
, if x ≥ 1 0, otherwise.
The total relative area sums up to one L l=1 λ l = 1. The natural neighbor interpolation can then be repeated until a suitable stopping condition is met, defined by the Bottleneck or Wasserstein distance of the persistence diagrams of the original set P K and P K • with the added point in each step of the iteration.
B. The Duality of Delaunay Complex and Voronoi Diagram
The result that the Delaunay triangulation Del(X) and the Voronoi diagram dgm Vor (X) behave dual is used, formulated by Chazal et al. [33] , Chap. 4. This duality gives a bijective correspondence between the faces of one complex and the faces of the other one, including incidence and reversibility of operations. Due to duality, both complexes have the same homotopy type. Theorem 6.1 (Duality of Del(X) and dgm Vor (X)): The Delaunay triangulation Del(X) of a point set X ⊂ R d , which is one extremal of the Delaunay complex, behaves dual to the Voronoi diagram dgm Vor (X) of this point set.
Thus the Delaunay complex is particularly suitable to be used for persistent homology, because of its lower calculation effort in comparison to the Voronoi tesselation or theČech complex.
It remains to be investigated to what extent suitable characteristics in the form of homology groups are preserved when persistent homology is calculated on the Delaunay triangulation.
C. The Simplicial Collapse
The Delaunay triangulation of the data set is calculated during Voronoi interpolation. This complex could be suitable to calculate persistent homology on it. It would avoid the burden of computing an additional simplicial structure. To achieve this, the Theorem of the Simplicial Collapse is used, established by Bauer and Edelsbrunner [14] . The argument is structured as follows:
1) The simplicial collapse shows the simple-homotopy equivalence of theČech complex, the Delaunay-Čech complex, the Delaunay complex and the Wrap complex. 2) Simple-homotopy equivalence is a stronger condition than homotopy equivalence. An elementary simplicial collapse determines a strong deformation retraction up to homotopy. Hence, simple-homotopy equivalence implies homotopy equivalence. 3) Under the conditions of the Hurewicz Theorem there is an isomorphism between homotopy groups and homology groups, thus also a correspondence of structures. The complete proof of the simplicial collapse is not presented, therefore we refer to the work of Bauer and Edelsbrunner [14] .
TheČech complex is related to the Delaunay complex by the simplicial collapse. In a combinatorial sense this property can be given by looking at an abstract simplicial complexK. Definition 6.2 (Abstract Simplicial Complex): A family of simplices σ of a non-empty finite subset of a setK is an abstract simplicial complex if, for every set σ in σ and every non-empty subset σ ⊂ σ the set σ also belongs to σ.
Assuming σ and σ are two simplices ofK so σ ⊂ σ and dim σ < dim σ . Furthermore, if σ is a maximal face ofK and no other maximal face ofK contains σ, then σ is called free face. Definition 6.3 (Simplicial Collapse): A simplicial collapse ofK is the removal of all σ simplices, where σ ⊆ σ ⊆ σ , σ being a free face. Now it is possible to define the simple-homotopy type based on the concept of simplicial collapse. Definition 6.4 (Simple-Homotopy Equivalence): Two abstract simplicial complexesK andG are said to have the same simple-homotopy type, if there exists a finite sequencẽ
with each arrow representing a simplicial collapse or expansion, the latter being the inverse to the former. Intuitively speaking, two simplicial complexes are combinatorial-equivalent, if it is possible to deform one complex into the other with a finite number of moves. Following the proof of Bauer and Edelsbrunner discrete Morse functions and critical simplices shall be defined at this point. Definition 6.5 (Discrete Morse Function): Let K be a simplicial complex and σ, τ, ν ∈ K simplices, then a discrete Morse function f : K → R is a function that has the following properties for each k-simplex σ:
The Morse functions help to understand the topology of the underlying space, as the sub-level set of the function only changes when it passes a critical value. Informally, it can be said that a discrete Morse function is a weakly increasing function and whenever f(σ) = f(τ) one of the simplices is a maximum coface of the other [35] . Definition 6.6 (Critical Simplices [35] ): A critical simplex of f is a simplex σ satisfying the following conditions:
The critical simplices establish the relation to the critical values, which can trigger a topological change in a collapse. For the main theorem it is important to show that these critical simplices are also contained in the lower simplicial complexes to which theČech complex is supposed to collapse. Theorem 6.2 (Čech-Delaunay Collapse [17] .): Let X be a finite set of points in general position in R d . Theň
Cech r (X)
DelČech r (X) Del r (X) Wrap r (X) (34) for all r ∈ R. This establishes the simple-homotopy equivalence of theČech-and Delaunay complex. Proof: Let be E = ∅ and F = X, then the first two relations are obtained with the Selective Delaunay Collapse, see [14] Theo. 5.9. To get the third, use the fact that Wrap r (X) ⊆ Del r (X) for every r ∈ R. Be V X the gradient of the Delaunay radius function s X : Del(X) → R, cf. Vertex Gradient Lemma 5.1 [14] . Each interval in V X is either disjoint from Del r (X) or a subset of Del r (X), similar is true for Wrap r (X). All critical simplices of Del r (X) are also contained in Wrap r (X). It follows that Del r (X) \ Wrap r (X) is the disjoint union of non-singular intervals of V X and according to the Generalized Gradient Collapsing Theorem, cf. [14] Theo. 2.2, this implies Del r (X)
Wrap r (X).
The simple-homotopy equivalence of the four different complexes is established, a particular type of homotopy equivalence that admits a purely combinatorial description in terms of elementary collapses and expansions [14] , [36] .
We are only interested in whether simple-homotopy equivalence implies homotopy equivalence. Since elementary simplicial collapses form a strong deformation retraction that is unique up to homotopy, see [36] §2, it can be concluded that they preserve the homotopy type.
This shows that all four complexes are suitable for calculating persistent homology as a result of the simplicial collapse up to homotopy equivalence. Is the underlying space (n − 1)connected, i.e. if it is not empty and path-connected and the n th homotopy groups vanish identically, then for the k th homotopy group for a k ≤ n and n ≥ 2 with abelianization for n = 1, according to the Hurewicz Theorem 4.1, the homomorphism into the k th homology group is an isomorphism. This isomorphism allows to determine an estimate of the homotopy groups from the persistence diagram.
VII. NUMERICAL EXPERIMENTS
The experiments were conducted on a NVIDIA Quadro RTX 4000. All source code is written in Python 3.7. The library Geometry Understanding in Higher Dimensions is used for the calculation of the simplicial complexes, filtrations and persistent homology [38] . All experiments in the context of this paper are published on GitHub under https://karhunenloeve.github.io within the ∂SIML project.
A. Parametrization
1) The Natural Neighbor Method: In all experiments as many new points are added as are already in the respective example of a signature for each interpolation step. This means that the number of data points is doubled per iteration. The points are inserted uniformly into a clipped region, see Fig. 2 . Then it is proceeded as described in Sect. VI.
2)Čech and Vietoris-Rips Complex: The Vietoris-Rips complex is expanded up to the third dimension. This creates edges, triangles and tetrahedra as faces.
Another parameter specified as maximum edge length is set to the average edge length between two points within the data set to obtain a more sparse representation of the simplicial complex. Although the Vietoris-Rips complex has the same 1-skeleton as theČech complex, the 1-skeleton is restricted in these experiments to one of its subsets. Since it is our intention to test the performance of parametrization that are as adequate as really necessary, the same r is used for thě Cech and the Vietoris-Rips complex, so that the Vietoris-Rips complex is topologically farther away from the union of closed balls around each data point, but faster to compute.
To the best of our knowledge the problem of finding an optimal radius or distance threshold for these complexes is considered open [39] , [40] . Thus empirical heuristics are used: 3) Witness Complex: The strong witness complex, imbedded into R d , is recalculated for each sample at each interpolation step. A uniformly distributed selection of 5% of the data points of each example determines the landmarks to use.
The low amount of landmarks allows real-time calculation even after the fifth interpolation step, for which the number of data points exceeds 10.000 · 2 per signature. 4) Heuristic for α: A free parameter α quantifies a tolerance to topological change, measured by Wasserstein or Bottleneck distance. Quantifying what means a significant topological change is not trivial and requires further investigation beyond the scope of this paper. A decision must be made on the following hypotheses: Persistence diagrams are calculated on the Delaunay complex. In the first letter of (0) the natural neighbor is more often the point to the right of the writing than the viewer's line of thought, implying an N. The interpolation stops when the topology of these points creates new connected components, see top row (2) . In the last part of the writing is an element of H 1 which disappears. It is noticeable that many holes are preserved, but the density of the points is changed and certain holes are shifted, like the distance of a V-forming letter pair. This shift creates differences in the persistence diagrams and also leads to the stop.
testing by trimmed Wasserstein distance of two distributions, which is adapted here [41] . Our solution is not exact, it follows the expected value of the persistence diagrams. It is, however, exact in the limit:
We slightly change the trimmed Wasserstein distance to an empirical estimate and use this estimate for our experiments. We accept a small error generated by the use of empirical measurements for our analysis. Definition 7.1 (Empirical Trimmed Wasserstein Distance): The empirically trimmed Wasserstein distance of two persistence diagrams iŝ
where α ∈ [0, 1/2) denotes a trimming bound resulting from the integral for the continuous case and is adapted as a difference in a finite weighted sum. The critical region of the equivalence test for our hypothesis H 0 against H 1 follows the analysis by Czado and Munk and is expressed as
where z γ denotes the γ-quantile of the standard normal distribution and n = m, with n being the number of samples.
The initial problem can be rephrased in terms of the defined distance:
5) Data:
For this experiment 45 signatures per user are considered. The signatures show the same writing, but are different and independent samples. In total we investigate 83 users, i.e. just as many different writings. We assume that the persistence diagrams are statistically independent. For each user we have a set of 45 persistence diagrams and a set of 45 corresponding handwritings.
B. Evaluation
The parameters for our experiment are stated in Alg. 1. In Fig. 5 basic statistics are computed for the entire data set such as mean µ X , standard deviation σ X , variation σ X µ X and the Wasserstein distance d W 1 = d W 1 (X org , X t ). The statistics are also computed for the interpolated data with topological stop, respectively, marked with ∼. Note that for each signature it is decided separately up to which interpolation step the algorithm is executed.
An improvement for each measured statistic at each iteration step by using the topological stop is achieved. In Fig. 3 the topological similarity between the individual users is made visual. It is confirmed that both the Vietoris-Rips and the Delaunay complex are suitable to estimate the topological characteristics. The calculations using the witness complex produced far less stable results. This is due to the small selection of landmarks of only 5%. Further experiments show Fig. 5 : Mean µ, standard deviation σ, variation σ X µ X and first Wasserstein distance of all data sets of the respective interpolation step t 0 , . . . , t 1 are calculated. The Wasserstein distance is computed with respect to the original data.σ is the variance of all samples interpolated with topological stop. Analogous to this also all other statistics. Note that for the statistics marked with ∼ the total number of data points is lower, because in some examples the interpolation is stopped. The statistics are scaled to ensure best possible readability. that the differences in the iteration steps for witness complexes with more landmarks increasingly follow the diagrams Fig. 3 (c) and (d), but do not scale well.
C. Limitation
The additional points are initialized in the convex hull of the Delaunay complex. Therefore only a very small deviation from its topological properties is possible, see Fig. 4 . It must be judged whether this is a desired effect. For this experiment, the implicit topology of the handwriting, when following the typography of the letters, was not interpolated. Often other pairs were chosen, cf. Fig. 4 . A possible solution for this is to establish similar methods with other complexes and different parametrization, thereby the geometrical precision could be adapted.
VIII. CONCLUSIONS & FUTURE WORK
In this threatise the theoretical background of interpolation by means of natural neighbours was elaborated. The result is a stopping-criterion with a hypothesis test to determine whether an interpolated signature still originates from the same distribution as the source.
We have worked out the theoretical backgrounds of Bottleneck and Wasserstein distance to measure differences in persistent homology and could visualize the changing topology of each group of signatures, see Fig. 3 .
Our measurement results show an improvement of basic statistics compared to the vanilla natural neighbor interpolation. We have shown the theoretical connection of Voronoi diagrams to the Delaunay complex and its connection to other complexes, which should serve as a basis to explore related algorithms. We have discussed, that up to homotopy equivalence -due to certain conditions homology equivalence -the Delaunay complex,Čech Delaunay complex and wrap complex can also be used for filtration.
During our investigations we were restricted in some aspects, see Sect. VII-C, out of which the following open research questions arose:
• To compute the Voronoi tesselation, R d must be restricted to a closed neighborhood. The intrinsic geometry of the data points is often not the Euclidean one. On the other handside the frequently used imbedding of the Voronoi tesselation is. This causes unwanted artifacts. Future work could derive a suitable geometrically motivated clipping of the boundaries (or imbedding of the Delaunay triangulation).
• To our knowledge there is no evidence known that the Voronoi tesselation obtains the homology groups. According to [42] , the Voronoi tessellation is stable, in the sense that small perturbations on the points lead to equally small amounts of changes of the Voronoi cells. However, the experiments show that for increasing iterations additional homology groups appear. Is it correct (for general metric spaces) that the Voronoi tesselation without restriction to a certain region preserves the homology groups or homotopy groups?
• Is there a geometrically meaningful clipping for general metric spaces, for example using geodesics in a smooth manifold setting? Future work shall extend the topological stopping-criterion for other interpolation methods. Further, a non-parametric Ttest with simulated p values shall be applied cf. [43] , [44] .
