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Abst ract - -We introduce and study multistep formulae of arbitrary order with step variation 
facilities. They are adapted to integrate second-order differential equations with constant coefficients, 
in the sense that the homogeneous IVP is integrated exactly (with only the round-off error), and the 
perturbed problems with a local error that comes only from the perturbing terms. 
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1. INTRODUCTION 
There exists a variety of methods which have been adapted for numerical solution of the IVP 
L(x) - x" + #x' + ax  = ¢(x, x', t), 
x(o)  = = 
(a,/7 real), t e [0, b], 
(1) 
that all have the property of integrating the homogeneous equation L(x) -- 0 exactly (i.e., with 
only round-off errors). Usually they are restricted to the case/3 = 0, and have been designed 
to obtain very accurate solutions in satellite orbital dynamics [1,2], highly oscillatory electric 
circuits [3], and in the Schr6dinger equation [4]. 
Most of these methods do not allow step size variation, though there are a few exceptions due 
to Deuflhard [5], Denk [3], and Simos and Raptis [4]. However, these exceptions actually require 
a quite difficult computation of coefficients, and no multistep or Runge-Kutta lgorithm greater 
than sixth order has been derived so far. 
By the time that Stiefel and Bettis set up their famous methods [6], a colleague of theirs, 
Scheifele, had developed a one-step rocedure by approximating the solution to (1) as a truncation 
of the exact one, in the form 
n 
= bkC (t). (2) 
k=O 
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The functions Gk are defined as solutions to the IVPs: 
tn--2 
L(Gn) = (n - 2)!' Gn(0) = 0, G'(0) = 0, n > 2, 
L(Go) = 0, G0(0) = 1, G~(0) = -f~, 
L(G1) = 0, GI(0) = 0, G~(0) = 1, 
and may be calculated efficiently using some recursion formulae [7]. The coefficients bk are 
(3) 
bo = xo, bl = X~o + ~xo, bk+2 = f(k)(O), (4) 
with f ( t )  = ¢(x(t), x'(t), t) and x(t) the solution to (1). They are calculated using recurrence 
relations obtained as in the Taylor integration method. Scheifele recommended changing the 
order rather than the stepsize, this giving the algorithm great accuracy, although it is impossible 
to apply unless the function ¢ is simple. 
In the case ~ = 0, Martfn and Ferr£ndiz overcame this difficulty by transforming that method 
into a fixed-step multistep one [8], whereas the authors in [9] developed the first high-order 
multistep method that allows feasible step and order variations, since the coefficients are given 
by explicit expressions and can be calculated easily. 
In this paper, we introduce the corresponding VSVO scheme for the general second-order 
equation (1), with the help of some auxiliary results relative to divided differences that are 
collected in Section 2. 
2. SOME RELATIONS INVOLVING D IFFERENCES 
Given an increasing sequence of points ti in [a, b] and choosing n, let us denote 
hi = ti - ti-1 > 0, Hi = ti - tn-1, (5) 
so that Hn = hn , Hn-1 = O, Hn-  2 = -hn-1 ,  Hn-  3 = - (  hn-1 +hn-2) , . . . ,  and let f [tn , tn-1, . . . , 
tn-k] be the kth-order divided difference of f ( t )  in the values tn, tn -X , . . . ,  t,,-k. For the sake of 
brevity, the difference t J - l [Hn , . . .  ,Hn-i+l] of a power function will be denoted by qi j (n) .  We 
also introduce the k-vectors 
Dk,n = (f[tn], f[tn, tn-1], . - . ,  f [ tn , . . . ,  tn-k+l]), 
( f t ( tn-1)  f (k -1 ) ( tn -1 ) )  
Fk ,n= f ( tn -1) ,  1! ' ' " '  -~:~)v.  ' 
(6) 
and the k x k matrix Pk,n = (qi,j(n)). We have the following theorem. 
THEOREM 1. I f  H = max{Hn, . . . ,  Hn-k+l},  then 
D t F t k ,n= Pk,n " k,n + Rtk (r) 
with Rk = (O(Hk) ,  O(Hk-1) , . . . ,  O(H)) .  
PROOF. If f is holomorphic on [a,b], using the Taylor expansion at tn-1 of f ( tn )  . . . .  , f(t,~-i+l) 
leads us to the expression 
oo 
f[tn, tn--l,..., tn--i+l] = Z Cj f(j) ( tn-1)  
~=o J! 
(s) 
for certain constants Cj that only depend on the H~'s and not on f.  To compute Cj, we make 
tn-1 = 0 and replace f[tn, tn -1 , . . . ,  tn-i+l] by tk[Hn, 0, . . . ,  Hn-i+l] in (8). As (tk)(J)(0) = k! 6k,j 
(the Kroneeker delta), we get Cj = tJ[Hn, O,...  ,Hn-i+l]  = qi,j+l(n). Truncation of (8) at the 
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term j = k - 1 produces an error of order k - i + 1, since qi,j+l(n) has order j + 1 - i in H (see [10, 
p. 7])• If f is not analytic, we can follow a similar procedure using finite Taylor expansions instead 
of (8). | 
In [11], it is shown that the relation (7) can be solved explicitly for Fk,n. Let a i j (n )  be the 
jth elementary symmetric polynomial in Hn, . . . ,  gn- j+2,  i.e., the sum of all products of j - i 
distinct variables Hn- i ,  so that ai,i = 1 and 
ai, j(n) = (-1)  j - i  Z Hn-k ,  Hn-k2 "" " Hn-k j_ ,  (9) 
O<kl <k~...<kj- i  < j -2  
and Sk,n = (ai, j(n)) a k x k matrix, where we have defined a i j (n )  to be zero for j < i. According 
to [11] we have the following theorem. 
THEOREM 2. The matrices Pk,n = (qi j (n)  ) and Sk,n are inverses of each other. Moreover, 
F t Sk,n " D t k,n = k,n + Qtk (10) 
with Qt k of the same order in H that Rtk. 
3. THE NUMERICAL  METHODS 
Taking into account (4), and the original approximation (2) of Scheifele, there evolves a pair 
of formulae 
Xn = Xn- l (Go(hn)  + ~Gl(hn))  + Xln_:G:(hn) + Wk,n " F~, 
Xln = X ln_ lGo(hn)  - Xn- l (aG l (hn) )  + IfVk,n " F~, (11) 
where 
Wk,n = (G2(hn), 1! G3(hn) , . . . ,  (k - 1)[ Gk+l(hn)),  
(12) 
~Yk,n = (Gl(hn), I[ G2(hn) , . . . ,  (k - 1)! Gk(hn)).  
They provide a multistep integration procedure suitable for equation (1), that can be expressed 
in terms of differences according to Theorem 2. 
DEFINITION 1. The SVF  mult istep schemes are de/~ned to be the following: 
* explicit scheme: 
xn = Xn- : (Go(hn)  + ~G:(hn))  + x~n_:V:(h~) + Wk,n Sk,n-1 D t • " k ,n -1 ,  
(13) 
x~ = X~_lGo(h~ ) - Xn- l (aG: (hn) )  + Wk,n " Sk,,~-: " D t k ,n-1 ,  
• implicit scheme: 
t xn = x,~-:(Go(h~) + ~3G:(h~)) + x~_:G: (hn)  + Wk+l,n " Sk+x,,~ " Dk+:,~, 
(14) 
x~ = X~_lGo(hn ) - x ,~- : (aG:(h~))  + l?dk+l,~ Sk+l,n" D t • k+l ,n"  
Both schemes have an implementation similar to that of Adams methods with variable coef- 
ficients (see, for instance, [12]). In each step, the coefficients of Sk,,~, Wk,,~, and l)¢'k,,~ can be 
calculated from recurrences. More precisely, we have the following. 
PROPOSIT ION 1. 
(a) Since ~i, j(n) = a~- l , j - l (n)  - Hn- j+ la i , j - l  (n) ,  the matr ix Sk,n can be obtained as follows: 
0 1 
Sk,,~ = 0 0 
0 0 
: : 
0 0 
1 Hn o 
\ 
, :2,3(~) 
0 0 . . .  0 
) 
\ 
a2,4(n) ~ a2,5(n) " "  > a2,k(n) 
\ \ 
a3,4(n) ~ aa,5(n) "'" ' a3,k(n) 
\ \ 
1 ~ a4,5(n) "'" ' a4,k(n) 
: : " . .  : 
0 0 .-. 1 
, (15) 
(b) G,~(h) + ~Gn+l(h)  + aGn+2(h) = (hn/n[). 
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PROOF. (a) is an immediate consequence of the definitions, and (b) is a result of Scheifele [7]. 
The main properties of SVF algorithms are given in the following theorem. 
THEOREM 3. If the function ¢(u, v, t) of equation (1) is Lipschitzian in the variab/es u and v, then 
both methods (13) and (14) are convergent 1 of order 2 k and k + 1, respectively. The principal 
terms of the local error are 
k 
Gj+l(hn)uj,k+l+a(n - 1) f [ tn -1 , - . . , tn -k -1] ,  
j~-O 
k 
y~ Gj(hn)~j,k+l+a(n -- 1) f [ tn- l , . . . ,  tn-k-ll, 
j~-o 
for the function x, 
for the derivative x', 
(16) 
where a = 0 for the explicit scheme and a = 1 for the implicit. 
PROOF. We use the fact that consistency and stability imply convergence (see [13, Theorem 1.2.4, 
p. 13]). To obtain consistency it is sufficient o consider (7) and to take into account hat Gi(hn) 
has order i in H. The stability is derived from Grigorieff [14, p. 362, Theorem 1]: since the last 
terms in equations (13) and (14) satisfy a uniform Lipschitz condition, the problem reduces to 
the stability of the linear part, with ¢ = 0, that is obvious. 
REMARK 1. The schemes exactly integrate L(x) = O, since here the local truncation error van- 
ishes. If ¢ is considered as a small perturbation, i.e., it has a small parameter as a factor, the 
local truncation error contains the same factor. These are the reasons why the previous chemes 
are quite useful for the accurate integration of (1). 
REMARK 2. We could have used modified divided differences (see [12, p. 143]) with minimal 
changes in the formulation. 
Our methods when k = 1 and k = 2 are not used in simulations because their accuracy is 
too low for the purposes for which the methods are usually employed. The explicit method for 
k = 2 is presented here merely to illustrate the structural aspects of the procedure. Let us denote 
Gi =- Gi(hn) and 
~hn 
2 
Go --- e 5" cOSWn, G2 = wn 2 + 6-------~ 1 - Go + G1 , (17) 
hn 
G1 = e g" sinwn, 
The explicit method (13) can be expressed as 
Xn Xn-l(Go + j3G1) x' ~-~ "4- n_lG1 -~- G2f(tn-1) + Gzf[tn-l,tn-2], 
/ 
Xn ~--- Xtn_lC0 --Xn--laCl Jr" Clf(tn-1) + C2f[tn-1, tn--2]. 
(zs) 
Examples of the efficacy and efficiency of an early version of this method in some Celestial 
Mechanics model problems can be found in [9]. In addition, in that paper, the eighth- and tenth- 
order explicit methods are compared to standard and nonstandard codes like the one proposed 
by Deuflhard [5], a symplectic integrator and its constant step predecessor SMF. 
XThe definitions of consistency, stability, and convergence used appear in [13]. 
2The order is k if the principal term of the local truncation error is O(H k+2) for the function x and O(H k+1 ) for 
the derivative ct. 
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