Abstract. A slip on a paper concerning near-vector spaces is fixed. New characterization of near-vector spaces determined by finite fields is provided and the number (up to the isomorphism) of these spaces is exhibited.
Introduction
In 1974, Andre introduced and studied the concept of near-vector spaces. Later several researchers, for example, Van der walt, Howell, Mayer and Tim Boykett, paid attention to investigate such concept. In 2010, Howell and Mayer classified near-vector spaces over finite fields of p (p is prime ) elements up to isomorphism. They also extended the result to a finite field of p n elements in Theorem 3.9, [3] . This theorem assertes that the number of near-vector spaces V = F ⊕m over a finite field F = GF (p n ) is exactly m + φ(p n −1) n − 2 m − 1 up to the isomorphism in Definition 2.2, where φ is the Euler's totient function . This number is calculated based on the number of distinct suitable sequences, (Definition 2.3 in [3] ). Namely, if A * 1 and A * 2 are determined by suitable sequences (S 1 ) and (S 2 ), respectively, then (F ⊕m , A * 1 ) ∼ = (F ⊕m , A * 2 ) if and only if (S 1 ) = (S 2 ).
However, for the case m = 4, n = 3 and p = 3, it turns out that (F 4 , A * 1 ) ∼ = (F 4 , A * 2 ), where A * 1 = {s α | α ∈ F} and A * 2 = {t β | β ∈ F} are constructed using the sequences (S 1 ) = (1, 1, 5, 5) and (S 2 ) = (1, 1, 7, 7), respectively, which are distinct suitable sequences. Precisely, the isomorphism is obtained by the group isomorphisms θ : F ⊕4 −→ F ⊕4 defined by θ(x 1 , x 2 , x 3 , x 4 ) := (x 3 , x 4 , x 9 1 , x 9 2 ) and η : A * 1 −→ A * 2 defined by η(s α ) := t α 5 , which can be seen that;
θ((x 1 , x 2 , x 3 , x 4 )s α ) = θ(x 1 α, x 2 α, x 3 α 5 , x 4 α 5 )
= (x 3 α 5 , x 4 α 5 , x 9 1 α 9 , x 9 2 α 9 )
= (x 3 α 5 , x 4 α 5 , x 9 1 (α 5 ) 7 , x 9 2 (α 5 ) 7 )
= (x 3 , x 4 , x 9 1 , x 9 2 )t α 5 = θ(x 1 , x 2 , x 3 , x 4 )η(s α ) for all (x 1 , x 2 , x 3 , x 4 ) ∈ F ⊕4 , s α ∈ A * 1 . This contradicts to the main results of the paper. A slip can be found in the proof of Theorem 3.9 in [3] (line 17th in the proof) in which there is using the isomorphism η to be η(s α ) = t α . In fact, this should be η(s α ) = t α q , for some 1 ≤ q ≤ p n − 1 and gcd(q, p n − 1) = 1.
In this article, the slip is fixed and a criteria for the classification of near-vector spaces F ⊕m over a finite field F = GF (p n ) is provided. The number of near-vector spaces up to the isomorphism is also displayed based on subgroups lattice of the abelian group
Preliminary
Let p be a prime, n be a positive integer and F = GF(p n ), be a field of p n elements. We first recall the definition of a near-vector space over a finite field F.
(1) (V, +) is a group and A is a set of endomorphisms of V ; (2) A contains the endomorphisms 0, id and −id; (3) A * = A\{0} is a subgroup of the group Aut(V ); (4) A acts fixed point freely on V ; i.e., for x ∈ V and α, β ∈ A, xα = xβ implies that
∀α, β ∈ A, ∃γ ∈ A such that xα + xβ = xγ}.
The dimension of the near-vector space, dim(V ), is uniquely determined by the cardinality of an independent generating set for Q(V ).
Definition 2.2. ([3]) Two near-vector spaces
for all x ∈ V 1 and α ∈ A * 1 . In fact, the group isomorphism η : (A * 1 , ·) → (A * 2 , ·) can be extended to a semigroup isomorphism η : A 1 −→ A 2 by setting η(0) = 0 and η(α) = η(α), for all α ∈ A * 1 . For a near-vector space (V, A), the endomorphisms in A are sometimes called scalars and the action of these endomorphisms on the elements of V is sometimes called scalar multiplication.
Recall that a (right) near-field is a triple (F, +, ·) that satisfies all the axiom of a skewfield, except perhaps the left distributive law, [3] . By, Theorem 3.5 in [3] , any finite dimensional near-vector space (V, A) can be decomposed as
and F i 's are near-fields. Namely, there exist semigroup isomorphisms ψ i : (A, •) −→ (F i , ·) and an additive group isomorphism φ :
In the case of F i = F for all i = 1, . . . m, all such near-vector spaces, which we now call near-vector spaces over a finite field, are determined by semigroup automorphisms ψ i : (F, ·) −→ (F, ·). Precisely, for a near-vector space (V, A) with V = F ⊕m := F ⊕ · · · ⊕ F and A = {s α | α ∈ F}, the scalar multiplication on V is given by
Thus, the classification of near-vector spaces over finite fields depends on semigroup automorphisms ψ i 's and their actions. By Proposition 2.5 in [3] , each ψ i is given by
if the actions of A, A and A on F ⊕m are given respectively by
where
In fact, the first isomorphism is derived by
(see Lemma 3.6 in [3] ). The second isomorphism is derived by
(confront Lemma 3.7 in [3] ). This motivates us to consider the group G := U (p n − 1)/ p , where the operation is the usual multiplication modulo p n − 1 and p = {1, p, . . . , p n−1 }. By the above discussion, we can identify the action of A on F ⊕m by a non-decreasing sequence of length m on G.
then we identify this action by the sequence
A non-decreasing sequence (S) = (q 1 , . . . , q m ) in which q i is the smallest in the class q i ∈ G for each i = 1, . . . , m, is called a suitable sequence of length m (confront Definition 2.3 in [3] ).
Furthermore, if q ∈ G and (S) = (q 1 , . . . , q m ) is a suitable sequence of length m on G and
. . ,m ). Here, the isomorphism is derived by
(see discussion before Theorem 3.9 in [3] ). Therefore, to classify and count (up to the isomorphism) all near-vector spaces F ⊕m over a finite filed F, it is enough to deal with the set of all suitable sequences on G of length m with 1 in the first position, and we denote this set by St(1, m, G). We also define an equivalent relation ∼ on the set St(1, m, G) by, for suitable sequences (S 1 ) and (S 2 ) in St(1, m, G),
where A 1 and A 2 are determined by (S 1 ) and (S 2 ) respectively.
Classification of Near vector spaces
, where q i is the smallest element in the coset of p containing q i . So, the product of q i and q j in G will be q k ∈ G whose its coset q k := q k p contains the remainder of q i q j divided by p n − 1. We now rewrite Theorem 2.2 in [3] as:
This is a main tool used to prove the following result. For a given suitable sequence (S) = (1, q 2 , . . . , q m ), we denote S := {1, . . . , q N } the order set (strictly increasing) of all distinct elements in (S). 
Then the actions of A 1 , A 2 on F ⊕m are explicitly given by
Since F * is a cyclic group, F * = a for some a ∈ F * . Suppose η(s a ) = t b , for some b ∈ F * = a . Thus, there exists an integer 1 ≤ q • < p n − 1 such that b = a q• . Since η is an isomorphism, we have ord(s a ) = ord(t b ) := k. So,
and then
This implies that ord(t b ) ≤ l < k, which is a contradiction. So, ord(b) = k. Similarly, ord(a) = k and thus k = |F * | = p n − 1. Since b = a q• and a, b have the same orders, gcd(q • , p n − 1) = 1; namely, q • ∈ U (p n − 1). Therefore, for the given isomorphism η, there must exist q • ∈ U (p n − 1) such that, for each non zero α(= a r ) in F,
Let S 1 = {1, . . . , q N 1 } ⊆ G be the order set (strictly increasing) of all elements in the sequence (S 1 ). Suppose that, for each i = 1, . . . , N 1 , the occurrence of q i in (S 1 ) is l 1i . Then l 1i ≥ 1 for each i = 1, . . . , N 1 and
Now, for each 1 ≤ k ≤ N 1 , consider the constant subsequence (q k , . . . , q k ) (length l 1k ) of (S 1 ). Let e i = (0, . . . , 1, . . . , 0), with 1 in position i, and zeros elsewhere, 1 i m.
for some ω i,j ∈ F, k i k + l 1k , 1 j m. Also, for α ∈ F, we have
for k i k + l, and α q i in the i th position. Hence, with α in the k th position,
Consequently, for α, β ∈ F,
We also have
Since e k is non-zero, at least one of ω k,1 , . . . , ω k,m is non-zero, say ω k,r = 0, where r is minimal with respect to this property. Then, we have
By Theorem 3.1, the equation (3.2) happens if and only if q•q ′ r q k ∈ 1 = p ; equivalently, if and only if′ r = q k , where q ∈ G such that q • ∈ q p . This also implies that ω k,j = 0 if′ j = q k , for each j = 1, . . . , m. Assume that (q ′ r , . . . , q ′ r+l ′ ) is the constant subsequence of maximal length of the sequence (S 2 ) and satisfies q k =′ r = · · · =′ r+l ′ . Then θ(e i ) = (0, . . . , 0, ω i,r , . . . , ω i,r+l ′ , 0, . . . , 0), for each i = k, . . . , k + l 1k . If l ′ < l 1k , then {θ(e k ), . . . , θ(e k+l 1k )} is a linearly dependent set in the vector space F ⊕m over F. So, there exists α . This is a contradiction because {v 0 , . . . , v l 1k } is a linearly independent set in the vector space F ⊕m over F.
} ⊆ G be the order set (strictly increasing) of all elements in the sequence (S 2 ). Suppose also that, for each j = 1, . . . , N 2 , the occurrence of
Therefore, for each q k ∈ S 1 , there exist q ′ r ∈ S 2 such that′ r = q k ; namely, S 1 ⊆ qS 2 and l 1k ≤ l ′ 2r . However, by (3.1) and (3.3), we conclude that S 1 = qS 2 and the occurrence of q k ∈ (S 1 ) is the same as occurrence of q −1 q k = q ′ r ∈ (S 2 ). Moreover, since 1 ∈ S 1 ∩ S 2 , q ∈ S 1 and q −1 ∈ S 2 .
Conversely, we assume the assumptions and then define η : A * 1 −→ A * 2 by η(s α ) = t α q , for each α ∈ F. For S 1 = {1, . . . , q N } and S 2 = {1, . . . , q ′ N }, let l j and l ′ j be the occurrences of q j ∈ (S 1 ) and q ′ j ∈ (S 2 ), respectively. Define a permutation ρ : {1, . 
. . , m} −→ {1, . . . , m} is a permutation satisfying the property that′ i = q σ(i) , for all i ∈ {1, . . . , m}. By setting s i :=′ i /q σ(i) mod(p n − 1) for each i = 1, . . . , m, we see that s i ∈ 1 = p . So, the function θ : F ⊕m −→ F ⊕m defined by
is a group isomorphism, by Theorem 3.1. Moreover, for α ∈ F and (
Numbers of Near-vector spaces
In this section, we also denote G by U (p n − 1)/ p and 1 by the identity of G as in the previous section. The number (up to the isomorphism) of near-vector spaces F ⊕m over a finite filed F is based on the number (up to the relation ∼ in (2.1) ) of equivalent classes in St(1, m, G) . Let S be the set of all distinct elements in a suitable sequence (S) on G. It turns out, by Theorem 3.2, that if |S 1 | = |S 2 |, then (S 1 ) ≁ (S 2 ). Thus, the total number of near-vector spaces up to the isomorphism is
where T (i) denote the number (up to ∼) of suitable sequences (S) of length m with |S| = i. Proof. Suppose q(S) = (S), for some q ∈ S. Then, q k S = S, for all k ∈ N. So, q ⊆ S and q N = 1. Now, we can write S = {1, q, q 2 , . . . , q r−1 , q r+1 . . . , q N } = q ⊔ {q r+1 , . . . , q N } (disjoint union), where r = ord(q). By using the fact that q k S = S, for all k ∈ N again, we can write S = q ⊔ q r+1 q ⊔ {q 2r+1 , . . . , q N }. After continuously repeating this process, we conclude that S is a union of cosets in G/ q . Moreover, since the occurrences for′ and q ′ in (S) must be equal for each q ′ ∈ S, elements in S coming from the same coset in G/ q must have the same occurrences. This also implies that m is divisible by | q |.
On the other hand, suppose H is a non trivial subgroup of G in which its order divides gcd(m, N, |G|). Let S be a disjoint union of N/|H|-elements in G/H and elements in (S) coming from the same cosets have the same occurrences. Thus, q −1 (S) = (S), for all q ∈ H and thus [(S)] contains at most N/|H| sequences.
An immediate consequence of this proposition is as follow. 
Proof. Assume that (S) ∈ S(H 1 , m, N ) ∩ S(H 2 , m, N ); i.e., h(S) = (S), for all h ∈ H 1 H 2 . Since G is abelian, H 1 H 2 ≤ G. By using the same arguments as in the proof of Proposition 4.1, we conclude that (S) ∈ St(H 1 H 2 , m, N ), which complete the proof.
equivalent classes (each class has exacly N/d l suitable sequences), for each j = 1, . . . , k l . However, for i < l, St(H ij , m, N ) may contain some (S) ∈ St(H sj , m, N ) (and hence all St(H sj , m, N )), for some s > i and 1 ≤ j ≤ k s which these equivalent classes, [(S)], have order less than N/d i . Now, for each 1 ≤ i ≤ l and 1 ≤ j ≤ k i , we define
and C s (H ij ) to be the set of all subgroups of order d s of G containing H ij , for each 1 ≤ s ≤ l. By the above discussion, Proposition 4.1, 4.3, Lemma 4.5 and by basic combinatorics, we compute directly that; We see from this theorem that the number of near-vector spaces depends on the subgroups lattice of G. For example, in the case n = 3, p = 3, we have G 1 = U (26)/ 3 = {1, 5, 7, 17} and, in the case n = 2, p = 5, we have G 2 = U (24)/ 5 = {1, 7, 13, 19}. Their group structures are illustrated as in the group tables below: We see that G 1 has only one subgroup of order 2, which is {1, 17}, whereas G 2 has three subgroups of order 2, which are {1, 7}, {1, 13} and {1, 19}. By direct calculation (listing all possible suitable sequences and then grouping them), we have tables of the number of near-vector spaces on F ⊕m corresponding to In fact, this calculation agrees with the calculation using Theorem 4.6.
