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Minha imaginação doente. Meu pensar de loucura. Entender. Porquê a obsessão de entender 
o que não tem entendimento possível? Porquê a obsessão de ter de haver uma resposta, 
apenas porque houve uma pergunta? Todo o entender é no impossível que tem o seu limite. 
Mas o impossível é a medida do homem e a sua vocação. Aí sou. Aí estou. 
Vergílio Ferreira, in Pensar (1992) 
 
 
One cannot escape the feeling that these mathematical formulae have an independent 
existence and intelligence of their own, that they are wiser than we are, wiser even than their 
discoverers, that we get more out of them than was originally put into them. 
Heinrich Rudolf Hertz 
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Abstract 
The driving force that motivated this Doctor of Philosophy thesis resided in the will to better 
understand the interactions between metals, particularly transition metals, and proteins. To 
produce insight in this field we have employed a combination of theoretical models and 
computational techniques to describe and emphasize the contribution of metals to protein 
dynamics and enzyme catalysis. Initially, we had planned to provide a classical description of the 
metal interactions in proteins to enhance the applicability of current classical force fields (FF) 
methodologies to any metalloprotein; however the insight that we can draw from molecular 
dynamics simulations is limited by current FF equations, which are chemically non-dynamic. 
Hence, to expand the study of the role of metals in proteins, we have also combined quantum 
mechanics/molecular mechanics (QM/MM) methodologies to study the effects of metal:protein 
interactions in enzyme catalysis. 
Following this line of reasoning, this thesis comprehends four main lines of discussion: (1) the 
definition of the field of metalloproteins, detailing the main metals binding proteins and some of 
the most relevant processes in which they are involved; (2) the discussion of the chemical 
character of metal-ligand binding, followed by a depiction of the main limitations of computational 
methodologies in describing metal-ligand interactions; (3) the depiction of strategies currently 
employed when studying metalloproteins, either by MD simulations or electronic structure 
calculations; (4) and the presentation of the work developed throughout the extent of this PhD 
cycle, which resulted in three (four) more relevant publications. 
The first work that we present here (Chapter 3) concerns the search for a linker between the fields 
of classical and quantum mechanics, and focuses on the parameterization of a set of 12 single-
cluster manganese metalloproteins employing a bonded approach. The main reasons that 
motivated this work are: (1) classical Molecular Dynamics (cMD) are, currently, the sole 
methodology we have available to provide atomistic biophysical and biochemical insight at a 
timescale that can range from nanoseconds (ns) to milliseconds (ms); (2) metals are important 
elements of protein structure that confer either stability or function to most of the proteins that 
have been crystallographed to date; and (3) a database including parameters to describe the 
covalent character for several metals, particularly the most abundant transition metals (Zn, Fe, 
Mn and Cu), is still lacking. The results we present are important to broaden the applicability of 
several computational techniques, such as QM/MM, free-energy perturbation (FEP), 
thermodynamic integration (TI) or enhanced sampling MD, to manganese containing systems. 
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In a second work (Chapter 4), we have studied the thiol-disulphide exchange reaction with density 
functional theory (DFT) and accurate ab initio methods (MP2, CCSD(T)). This is a key reaction in 
enzymes holding iron-sulphur clusters, as observed in the Photosystem I (PSI) for instance. Even 
though there is extensive literature in DFT benchmarking studies of metal interactions with several 
biological units, these alone are insufficient to provide fully accurate insight in a chemical reaction 
where the metal is a part of the chemical reacting system. Therefore, work that evaluates the 
performance of DFT methods for critical reactions in biochemistry, in particular the redox 
reactions, is of utmost importance. We have crossed a plethora of density functionals (DFs) 
against reference values derived from CCSD(T) calculations so as to characterize and rank the 
chemical description of thiol-disulphide exchange by a set of 92 DFs, representative of the 
different “families” of exchange-correlation functionals. The results of this benchmarking are now 
being applied to the study of the catalytic power of protein disulphide isomerase (PDI) (Chapter 
6). In particular, we are studying the reduction of glutathione disulphide, a small substrate that is 
fundamental to prevent oxidative damage to cells. We have determined the catalytic mechanism 
of PDI through ONIOM calculations, proposing the first thiol-disulphide exchange reaction, in 
which the PDI:glutathione intermediate is formed, as the rate-limiting step of the reaction. 
The third work that we present here (Chapter 5) concerns the characterization of the catalytic 
mechanism by the Mg/Mn-dependent isocitrate dehydrogenase (ICDH), an enzyme essential in 
the Krebs cycle and with relevant clinical applications known to date. We have employed QM/MM 
calculations, with the ONIOM methodology, to characterize the energy profile and 
atomistic/electronic pathway by which isocitrate and NADP+ are converted to -ketoglutarate and 
NADPH. Our work has also focused on the role that Mg2+ exhibits in ICDH, particularly from 
analysis from charge transfer and coordination sphere geometry considerations. From this study, 
future studies will target the comparison of the performance of ICDH in the presence of Mg2+ and 
Mn2+, the latter often observed in several bacteria and plant forms, and in the absence of the 
metal cofactor. 
Besides these studies, several other contributions were developed in- and out- of the scope of 
the main theme of the thesis. Overall, we have provided relevant chemical insight in metal 
behaviour in metalloproteins.  
 
Keywords: Metalloproteins, molecular modelling, biomolecular force fields, metallocentre 
parameterization, density functional theory, hybrid QM/MM methodologies, enzymatic catalysis. 
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Resumo 
A força motriz desta dissertação de doutoramento derivou da vontade de compreender as 
interações entre metais, em particular metais de transição, e proteínas. Os resultados que 
produzimos resultam da combinação de modelos teóricos e metodologias computacionais, e 
visam enfatizar a contribuição dos metais na dinâmica das proteínas e na catálise pelas enzimas. 
Numa fase inicial planeamos potenciar a aplicabilidade das metodologias que fazem uso dos 
campos de forças biomoleculares (de natureza empírica) a qualquer metaloproteína. No entanto, 
o conhecimento que podemos construir com simulações de dinâmica molecular está limitado pelo 
formalismo empírico inerente a esses campos de força, quimicamente inertes. No seguimento 
desta limitação, e para melhor compreender a função dos metais em metaloproteínas, 
combinamos as simulações de dinâmica molecular com metodologias híbridas, que combinam 
cálculos de estrutura eletrónica e mecânica molecular, para estudar as consequências da 
interação metal:proteína na catálise enzimática.  
Consequentemente, propomos a divisão desta dissertação de doutoramento em quatro frentes: 
(1) o estado atual do conhecimento no campo das metaloproteínas, onde nos centramos no tipo 
de metais que ligam frequentemente a proteínas e discutimos alguns dos processos mais 
relevantes que envolvem a participação das mesmas; (2) a discussão do caráter químico da 
interação metal-ligando, seguindo-se uma reflexão sobre os principais obstáculos que se 
colocam do ponto de vista das metodologias computacionais que são comumente empregues 
para estudar esta interação; (3) a exploração das estratégias atualmente utilizadas para estudar 
as metaloproteínas, quer por cálculos de simulação de dinâmica molecular (MD), quer por 
cálculos de estrutura eletrónica (QM); e (4) a apresentação dos trabalho especificamente 
desenvolvido no âmbito do período em que decorreu este projeto de doutoramento, do qual 
resultaram três publicações (com uma quarta em preparação) que temos como mais relevantes 
para este projeto. 
O primeiro trabalho que apresentamos (Capítulo 3), debruça-se sobre o processo através do qual 
a mecânica clássica e a quântica se encontram, e versa, especificamente, a determinação de 
parâmetros de mecânica molecular para 12 enzimas que empregam o catião manganês como 
cofator, usando um modelo no qual o catião metálico interage com o átomo dador dos ligandos 
por intermédio de potenciais harmónicos. As motivações para este trabalho prendem-se com: (1) 
o facto da dinâmica molecular ser, ainda, a única metodologia que permite inferir sobre a biofísica 
e a bioquímica das metaloproteínas, na escala atómica, quando os processos em estudo se 
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estendem na escala do nanossegundo (ns) ao milissegundo (ms); (2) o facto de os metais serem 
elementos importantes na estabilidade, estrutura e função da larga maioria de proteínas que 
foram já cristalografadas; e (3) o facto de não estar ainda implementado um repositório de 
parâmetros de mecânica clássica para os metais de transição mais abundantes em biologia (Zn, 
Fe, Mn e Cu). Os resultados deste trabalho são importantes para potenciar a aplicabilidade de 
várias técnicas computacionais que façam uso de potenciais de mecânica molecular, em sistema 
proteicos que usem o manganês como cofator. Tais podem compreender: técnicas que 
empreguem cálculos híbridos de mecânica quântica/mecânica molecular (QM/MM) ou que façam 
uso do formalismo da perturbação de energia livre (FEP), integração termodinâmica (TI), ou 
técnicas que de amostragem mais avançadas. 
Num segundo trabalho (Capítulo 4), procedemos ao estudo a permuta tiol-dissulfureto, usando a 
teoria do funcional de densidade (DFT) e o métodos ab initio com inclusão da correlação 
eletrónica (MP2, CCSD(T)). Esta reação é muito importante em enzimas com núcleos de ferro-
enxofre, como se pode observar no fotossistema I, por exemplo. Apesar de poderem ser 
encontrados na literatura estudos que avaliam a performance do DFT em centros metálicos, 
estes podem ser insuficientes em situações em que o metal é apenas uma das partes integrantes 
na reação química. Assim sendo, há necessidade de desenvolver trabalho que avalie a 
performance do DFT em reações que são ubíquas em bioquímica, e na classe das 
oxidorredutases em particular. Neste trabalho, comparamos o desempenho de vários funcionais 
de densidade com valores de referência que determinamos com CCSD(T). Desta forma, 
procuramos classificar a performance de um conjunto de 92 funcionais de densidade, atendendo 
a diferentes aproximações para o cálculo da energia de permuta-correlação eletrónicas, face a 
vários aspetos da reação (posição reativa, coordenada reacional, e termodinâmica da reação). 
Os resultados deste trabalho estão agora a ser utilizados para estudar o mecanismo catalítico da 
isomerase de dissulfuretos proteicos (PDI), nomeadamente na redução da glutationa 
dissulfureto, um dos seus substratos mais pequenos e que intervém na prevenção de dano 
oxidativo na célula. Fomos já capazes de determinar o mecanismo catalítico da PDI (Capítulo 6) 
usando a metodologia subtrativa ONIOM, e verificado que a primeira permuta tiol-dissulfureto, 
que origina o intermediário PDI:glutationa, constitui o passo limitante desta reação. 
O terceiro trabalho que aqui apresentamos (Capítulo 5) versa a determinação do mecanismo 
catalítico da enzima isocitrato desidrogenase (ICDH), que requere magnésio ou manganês como 
cofator. Esta enzima é essencial no ciclo de Krebs, e tem já aplicações clínicas que têm sido 
amplamente discutidas). Para estudar este mecanismo, realizamos cálculos de QM/MM, com a 
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metodologia ONIOM, para determinar o perfil termodinâmico e o caminho atomístico pelo qual a 
ICDH converte o isocitrato e o NADP+ em -cetoglutarato e NADPH. O nosso trabalho também 
presta especial enfoque ao papel que o Mg2+ desempenha no ciclo catalítico da ICDH, recorrendo 
à análise de transferências de carga e considerações sobre coordenação ao metal, ao longo da 
reação. Partindo deste trabalho, pretendemos, futuramente, fazer um estudo comparativo sobre 
os efeitos do Mn2+ e a ausência de cofator metálico no mecanismo catalítico da ICDH. 
Para além destes estudos, foram desenvolvidas outras contribuições dentro e fora do âmbito 
desta dissertação. No fim deste ciclo, consideramos que apresentamos resultados relevantes, 
embora ainda germinais, sobre o comportamento químico de metais em metaloproteínas. 
 
Palavras-chave: Metaloproteínas, modelação molecular, campos de força biomoleculares, 
parametrização de centros metálicos, teoria do funcional de densidade, metodologias híbridas 
QM/MM, catálise enzimática. 
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Chapter 1: The Universe of Metalloproteins 
As scientists move towards a more comprehensive understanding of the role of metals in 
biology, bioinorganic chemistry will be an increasingly important component of chemical biology. 
in Nature Chemical Biology 4, 143 (2008) 
 
Bioinorganic Chemistry has emerged as a branch of Chemistry in the early 1950s, and has largely 
devoted its research interests to study the role of metals in biology, at both cellular and 
biochemical levels. The developments in the field were highly enhanced as several spectroscopic 
techniques were implemented, such as nuclear magnetic resonance (NMR), X-ray diffraction, 
electron paramagnetic resonance (EPR), among others. So far, these techniques have 
successfully made use of metals to provide for insight in protein structure, active-site mapping, 
drug-transport, among others.1 Currently, metalloproteins constitute a large fraction of the protein 
structures that have been crystallographed so far, and intensive work keeps on being published 
to provide more and new structural data on other metalloproteins, as well as to unveil several 
protein mechanisms in which metals are involved. 
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1.1. Overview of the Field 
 
Theoretical and computational chemistry has accompanied the trends of modern science, 
providing research of high scientific impact, either on its own or alongside experimental 
investigation. The field that concerns the study of metalloproteins’ structures and functions is one 
such case. However, there are still major obstacles that are posed to the theoretical/computational 
chemist, while studying these systems, such as: 
(1) Which requirements should a given Hamiltonian satisfy to adequately describe a 
metalloprotein? 
(2) Which are the relevant properties that we intend to accurately determine when studying 
metal-containing systems? 
 
The answers to these questions depend on the system, timescale, nature of the process and 
desired accuracy. Current methodologies employed in the study of metalloproteins are essentially 
built on classical mechanics or quantum mechanics (QM) considerations or both. 
 
1.1.1. Molecular Mechanics calculations on metalloproteins 
In a classical mechanics approach the atoms are bulky spheres that constitute the basic building 
blocks of the system. To construct the Hamiltonian (also known as force field) that describes the 
interactions between these spherical atoms, the motions of atoms are decoupled in 
intramolecular/mechanical (bond stretching, angle bending and dihedral torsion) and 
intermolecular/electrostatic (coulombic and van der Waals) terms, which are then described by 
simple potentials. 
𝑈(𝐫) =∑𝐾𝑙(𝑙 − 𝑙0)
2
𝑙
+∑𝐾𝜃(𝜃 − 𝜃0)
2
𝜃
+∑𝐾𝜌[1 + 𝑐𝑜𝑠(𝑛𝜌 − 𝛾)]
𝜌
+∑∑(𝜀𝑖𝑗 [(
𝑅𝑖𝑗
𝑟𝑖𝑗
)
12
− 2(
𝑅𝑖𝑗
𝑟𝑖𝑗
)
6
] +
𝑞𝑖𝑞𝑗
𝜖𝑟𝑖𝑗
)
𝑖𝑗>𝑖
 
Equation 1.1 
Equation 1.1 illustrates a simple Hamiltonian that is the template of most force field 
implementations (e.g. AMBER,2 OPLS,3-5 CHARMM,6,7 GROMOS8 and CVFF)9. This equation 
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allows atomic forces to be derived quite quickly, for systems with thousands of atoms; hence one 
can easily obtain trajectories by applying simple equations of motion from classical mechanics to 
metalloprotein systems. Nowadays, these molecular dynamics (MD) simulations can already 
range from the femtosecond (fs) to millisecond (ms) timescales, with moderate computational 
cost. Hence, MD simulations have been extensively used to sample the conformational space of 
different biological systems with atomistic detail, assisting experimental techniques such as X-ray 
crystallography and NMR.10 Additionally, MD-based free-energy integration methods, e.g. 
thermodynamic integration (TI) or free-energy perturbation (FEP), have also been employed to 
determine accurate protein-ligand binding or solvation free-energies;11-14 and molecular 
mechanics (MM) parameters have been derived to combine with hybrid quantum 
mechanics/molecular mechanics (QM/MM)15 methods.16-24 
Table 1.1. Description of the parameters required by the molecular mechanics Hamiltonian for most 
currently implemented force fields. 
Parameters Description 
𝐾𝑙, 𝑙0 Bond force constant, bond reference value 
𝐾𝜃, 𝜃0 Angle force constant, angle reference value 
Kρ, 𝛾, 𝑛 Torsion force constant, phase dihedral, periodicity 
εij, Rij Lennard-Jones potential energy depth, van der Waals radii of non-bonded atoms 
qi, qj Punctual single charges in non-bonded atoms 
However, current force fields present a significant empirical nature, which means that extensive 
parameterization and validation are required, so that one can have confidence in the MD 
simulation’s results. Table 1.1 presents a description of the parameters required for the simplest 
of the force field equations. The particular case of metalloproteins has been widely discussed in 
the literature throughout the past years. The main topics of discussion in the current literature are 
related to: (1) the adequacy of current classical force fields to describe the metal-ligand 
interaction, (2) the lack of a generalized force field to systematically describe the metal-ligand 
interactions, and (3) the definition of the parameterization scheme that best represents the metal-
ligand interaction in current established force fields.16,25-28 These issues remain unanswered to a 
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certain extent, nevertheless current research has addressed more closely the description of 
metallocentres by employing MM potentials similar to those in Equation 1.1. 
 
1.1.2. Quantum Mechanics calculations in metalloproteins 
Despite the fact that MD simulations have provided valuable insight on the way metalloproteins 
function in solution and in the cell, the chemical processes underlying their functions are hardly 
understood from a classical perspective. Chemical reactions in which metallocentres participate 
are often involved in hydrogen- or charge-transfer reactions, comprehending a scale where 
electron-electron interactions should be explicitly accounted for in the molecular Hamiltonian; 
hence QM calculations are required to provide detailed electronic insight in metal-guided 
transformations such as: electron excitations, coupled hydrogen-electron transfer, thiol-disulphide 
exchange or phosphodiester bond cleavage, among others. In this type of calculations two major 
aspects should be carefully considered: (1) the quality of the Hamiltonian and (2) the quality of 
the wave function for a metallosystem. 
One major obstacle is presented immediately: calculations at the QM level are significantly more 
expensive than those performed at the MM level. Moreover, there is the question of “Which 
Hamiltonian accurately describes an 𝑁-electron wave function from a metallosystem?”. The 
Hartree-Fock (HF) method is hardly adequate to describe such a system, since it neglects the 
substantial role that orbital degeneracy and electron-correlated motions play in these models. On 
the other hand, post-HF methods have been developed to account for these correlation effects; 
however, they are hardly applicable to systems of considerable size (with 𝑁𝑎𝑡𝑜𝑚𝑠 ≥ 50 atoms), 
since the number of electron-integrals to be solved is circa 𝑁𝑎𝑡𝑜𝑚𝑠
2  times larger than those resulting 
from solving the 𝑁-electron Kohn-Sham (KS) Hamiltonian. 
Currently, Density Functional Theory (DFT)29-31 is the preferred methodology to perform such 
calculations in metalloprotein models, since it can account for electron-correlations effects at a 
moderate computational cost, for a few hundreds of atoms. Particularly in the last decades, such 
calculations have provided substantial contributions to the field of catalysis by 
metalloenzymes.32,33 
ℋ𝐾𝑆(𝜌[𝐫′]) =∑[−
1
2
∇𝑒𝑖
2 −∑
𝑍𝑛𝑖
𝑟𝑛𝑖,𝑒𝑖𝑛𝑖
+
1
2
∭
𝜌(𝐫′)
𝑟𝑒𝑖
′ 𝑑𝐫′ + 𝒱𝑒𝑖
𝑋𝐶]
𝑒𝑁
𝑒𝑖
 Equation 1.2 
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In DFT, the ground state Hamiltonian is completely described by a finite sum of one-electron 
Kohn-Sham operators, 𝒽𝐾𝑆. Contrarily to the HF theory, for which the wave function |Ψ⟩ is built 
for a system of 3𝑁 coordinates, in DFT the 𝑁-electron system is described by an electron density 
that depends solely on the three-dimensional Euclidean space 𝜌[𝐫′]. Such approximation speeds 
up substantially the calculation of the electronic repulsive potential terms in the Hamiltonian of 
Equation 1.2. In Table 1.2, there is a description of the main terms of the one-electron Kohn-Sham 
Hamiltonian. 
Table 1.2. Physical description of the terms of the one-electron Kohn-Sham operator, in DFT. 
𝓱𝑲𝑺 terms Description 
−
1
2
∇𝑒𝑖
2 Operator for the 𝑖th-electron kinetic energy, ?̂?𝑒𝑖 
−∑
𝑍𝑛𝑖
𝑟𝑛𝑖,𝑒𝑖𝑛𝑖
 
Operator for the attractive potential on the 𝑖th-electron, from all nuclei of the 
system, ?̂?𝑒𝑖
𝑛 
∭
𝜌(𝐫′)
𝑟𝑒𝑖
′ 𝑑𝐫′ 
Operator for the repulsive potential on the 𝑖th-electron, from the average field of 
the 𝑁-electron system, ?̂?𝑒𝑖
𝑒  
?̂?𝑒𝑖
𝑋𝐶  Exchange-correlation operator of the 𝑖th-electron; no exact form is yet defined 
Nevertheless, the practical applicability of DFT is questioned, and still dubiously applicable when 
experimental data is lacking. Despite being formally accurate, there is no analytical mathematical 
description for the exchange-correlation operator ?̂?𝑋𝐶, which is particularly problematic for metal 
systems. Hence, the choice of an adequate form for this operator to tackle a metal system has 
been widely tested and discussed in literature.34 Currently, sets of exchange-correlation density 
functionals have been suggested to describe specific properties of these systems: geometrical 
features, spectroscopic data, thermochemistry or kinetics, among others. 
On the other hand, the current description of the molecular wave function of a metal-containing 
system is based on the fact that the 𝑁-electron molecular wave function is a product of one-
electron molecular wave functions, with the latter expressed in terms of one-electron atomic 
orbitals (which are user-defined). Several authors have parameterized families of basis sets that 
can be used to generate the initial guess for the 𝑁-electron molecular wave function. However, 
transition metals are mostly found in open d-shell configurations and exhibit a large density of 
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electronic states in their outer valence shell. Furthermore, with the increase in nuclear charge, 
relativistic effects may become relevant in the electrons of the inner core of the metal atoms and 
ions.35,36 Hence, standard basis sets developed for main group atoms (e.g. Pople, Ahlrichs or 
Dunning basis sets)37-49 may not describe adequately the one-electron atomic orbitals of transition 
metals. To overcome this, specific basis sets or pseudopotentials (which are less expensive) have 
been developed to accurately describe atomic properties of metals, such as electronic spectra, 
excitation energies or ionization energies. For most metallosystems, the 6-31G(d,p)/SDD hybrid 
basis set19 is employed. The Stuttgart-Dresden pseudopotential (SDD)35,50 treats the core 
electrons in the nucleus in an implicit way, and describes the valence electrons of the metal with 
the (8s7p6d)/[6s5p3d]-GTO basis set. Despite that it works well in most geometry optimizations 
and linear transit scan operations, the accurate derivation of atomic charge populations and mass-
weighted frequencies generally requires basis sets with expanded polarization and diffuse 
properties.19,20,28,51,52 
Despite the fact that QM methods have provided valuable data to unveil the importance of metal 
ions in areas such as enzyme catalysis,33,53 several challenges remain to be overcome. The first, 
and more obvious, is the number of atoms to be included in the model to describe a 
metalloprotein. Secondly, there is the non-dynamic character of the Schrödinger’s equation in 
most theoretical methodologies, which do not cover most of the system’s phase space and lack 
the inclusion of accurate thermal and entropic contributions. To overcome such limitations, hybrid 
quantum mechanics/molecular mechanics (QM/MM) methodologies have been employed in 
protein systems;32,54-58 and both enhanced sampling techniques and time-dependent QM-
potentials have already been developed and implemented.59-64 Nevertheless, such improvements 
come at a cost as long as technical feasibility is a limiting factor in simulation; and either numeric 
or chemical accuracy must be balanced when a computational experiment is designed. 
 
Throughout the next sections of this chapter we will discuss specific characteristics of 
metalloproteins and some of the theoretical background on metal-coordinated centres. Then, we 
will proceed to discuss more specifics on methodologies that aim to improve the description of 
metal centres in biology and study biological processes in metalloproteins at an atomistic scale. 
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1.2. Metals in protein structure and function 
 
Proteins are important biomolecules in the array of processes that operate the biological 
machinery of any organism. Within this category, proteins can be classified according to their 
function (as enzymes, chaperones, transporters, sensors…), and can depend on several 
cofactors that activate or potentiate their function. In particular, the role of metals in protein biology 
has been discussed since bioinorganic chemistry has emerged. 
Metals are key elements in biology, with numerous biophysical and biochemical functions. Their 
relation to proteins is quite unique, since several metal ions exhibit low aqueous solubility (e.g. 
iron or copper) or an ionic character that makes it harder for passive diffusion to occur across the 
membrane.65,66 Hence their transport is highly dependent on protein transporters. On the other 
hand, they can act homeostatically as charge carriers or regulators of the osmotic pressure in 
cells; and catalytically either in electron-transfer reactions or as structural cofactors for the active 
site of several enzymes. Thus, they are essential to the well-functioning of cell machinery.67 
 
 
Figure 1.1. Relative distribution of PDB structures containing at least one metal site. (accessed from 
the Protein Data Base on the 4th April 2015) 
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It is not a surprise, though, that circa 40% of the current available crystallographic structures in 
the Protein Data Bank68 have been described as having metals with either structural or catalytic 
function.69 Among all the metals involved in the pathways that rule the cell’s biology, those from 
the first three rows of the Periodic Table of Elements (alkali, alkali earth and first-row transition 
metals), along with molybdenum, are prevalent in the cells of most living beings. From these 
statistics, Na, Mg, K, Ca, Co, Mn, Fe, Ni, Cu and Zn are the metals that are more often found as 
natural cofactors of protein structure and function.70 In Figure 1.1, this prevalence is emphasized 
for these ten metals (in light blue), and for more residual elements such as Mo, Cd, Hg and Pt (in 
light yellow). 
While for alkali and alkali earth metals the oxidation states are completely known, most transition 
metals may exhibit more than one oxidation state in proteins. However, in the cell few oxidation 
states can be found. Most metals exhibit the divalent oxidation state (except for Mo and V, which 
rapidly form oxoanions), and trivalent metal cations are seldom found in biology (they are mostly 
involved in redox reactions, e.g. Fe3+ present in iron-sulphur cluster, or Mn3+ in the oxygen-
evolving complex of Photosystem II).71,72 This is a result of the abundant water solvent in the cell, 
which allows only for a low range of redox potentials in cells (from -0.4 V to 0.8 V). Therefore, we 
can make use of fundamental chemistry to understand the trends that metals exhibit in biology, 
particularly for the case of divalent metals. 
These trends are mostly bound to the metal’s charge/radius ratio, and the ionization energy 
required to transform the metal in its native state (M) to the ionized state (M+). In this way, we 
define three main categories: hard, borderline and soft metals.65,67 
 Hard metals exhibit higher ionization energies and electronic affinities and are prone to 
exhibit strong ionic interactions; hence they bind more effectively with small charged 
ligands with oxygen-donor atoms (mostly alkoxyde- and carboxylate-derived); 
 Soft metal cations exhibit a stronger dative covalent character for the metal-ligand 
interaction, since the polarizability and directionality of paired electrons contribute to the 
bond in a larger extent. Nitrogen- and sulphur-derived ligands are most often found bound 
to these metal cations. 
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Table 1.3. Patterns in metal centres from metalloproteins, for metal cations with biological 
significance.67,70,73-75 
Metal Ligands 
No. ligands  
(Symmetry) 
Spin 
multiplicity 
Na+ Asp, Glu, O-carbonyl, H2O 6 (Oh) Singlet 
K+ Asp, Glu, O-carbonyl, H2O 5 – 7 Singlet 
Mg2+ Asp, Glu, phosphate, H2O 6 (Oh) Singlet 
Ca2+ Asp, Glu, O-carbonyl, O-phosphate, H2O 6 – 8 Singlet 
Mn2+ 
Mn3+ 
Asp, Glu, His, H2O, O-phosphate 
Asp, Glu, His, HO–, O-phosphate 
6 (Oh) 
6 (Oh) 
Sextet 
Quintet 
Fe2+ 
 
Fe3+ 
Cys 
Asp, Glu, His, N-porphyrin 
Cys 
Asp, Glu, His 
4 (Td) 
6 (Oh) 
4 (Td) 
6 (Oh) 
Quintet 
 
Sextet 
Co2+ 
 
Co3+ 
Cys, Met, His 
His, Asp, H2O 
His, Asp, H2O 
4 (Td) 
5 (C4v, D3h), 6 (Oh) 
6 (Oh) 
Quartet 
Quartet 
Singlet 
Ni2+ 
 
Cys, His, N-cofactor F430 
His, Asp, H2O 
4 (D4h) 
6 (Oh) 
Singlet 
Triplet 
Cu+ 
Cu2+ 
 
Cys, Met, His 
Cys, Met, His 
His, Asp, Glu 
4 (Td) 
4 (Td) 
4 (D4h), 5 (C4v) 
Singlet 
Doublet 
Doublet 
Zn2+ 
 
Cys, His, Asp, Glu 
His, Asp, Glu, H2O 
4 (Td) 
5 (C4v, D3h) 
Singlet 
Singlet 
Mo4+ 
Mo5+ 
Mo6+ 
Asp, Tyr, Cys, O-oxide, S-sulphide 
Asp, Tyr, Cys, O-oxide, S-sulphide 
Asp, Tyr, Cys, O-oxide, S-sulphide 
6 (Oh) 
6 (Oh) 
6 (Oh) 
Triplet 
Doublet 
Singlet 
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Therefore, it comes with no surprise that, in proteins, metal cations often coordinate to the amino 
acid’s backbone, and polar (Asn, Gln, His) or negatively charged sidechains (Asp, Glu, Cys, 
Tyr).65,67,70 However, the binding of transition metals with biological ligands does not depend solely 
on ligand charge and in the metal cation characteristics (charge, ionic radius, polarizability). Other 
properties, such as donor atom, steric environment, spin-pairing stabilization or bioavailability, are 
also key features to understand the metal-ligand distribution in cells. 
 
1.2.1. Orbital overlapping and stereochemical effects 
As referred, metal cations bind mostly to oxygen (in Asp, Glu, Asn, Gln), nitrogen (His) and sulphur 
(Cys, Met) donors.70 Primarily, we may be tempted to associate their electron affinity and 
ionization potential to explain this statistic fact. In alkali and alkali earth metals this should be in 
fact true. However, in transition-metal cations orbital overlapping often plays an even larger role 
stabilizing the metallocentre in proteins.67 All of the biological ligands found in metallocentres 
exhibit valence molecular orbitals with high directionality (p-type), which are prone to overlap 
significantly with the degenerate d-orbitals of transition-metal cations. This effect is more relevant 
when the binding valence orbitals have a more diffuse character, as it occurs for the sulphydril 
moiety of Cys or the -system present in imidazole moiety of His. In this way, a larger energy gap 
occurs between the resulting ligand- and antiligand-molecular orbitals of the metallocentre, 
resulting in a very stable metal-protein complex. The latter -delocalization is also the basis for 
the stabilization of several metal complexes, including metals such as iron, cobalt or nickel, by 
large aromatic cofactors, e.g. porphyrin, corrin, which present a high mechanical stability that 
results from the large -system formed on the plane of the ring.76 Metals such as copper, zinc, 
nickel or cobalt are often found organized in such manner. These systems are frequently 
discovered as tetra-coordinated centres: zinc and copper usually present a distorted tetrahedral 
geometry, while nickel or cobalt, which mostly bind to tetrapyrroles, are often found in a square 
planar geometry. However, these metals can also result in distorted octahedral geometries, when 
they bind to small ligands available in the cell.76 
The relative metal/ligand size is also relevant for the binding and the geometry of the metal-protein 
centre. In particular, the stereochemistry of ligands can constrain the affinity of ligands for certain 
metals, contributing to ligand selectivity by the latter. In particular, large polydentate biological 
ligands are constantly being synthesized in the body to trap several metals, taking into account 
the size of the metal cation. However, it is not easy to establish quantitative relations considering 
FCUP 
Metals’ Data for Biomolecular Force Fields 
27 
 
the size of metal cations, since several of them exhibit selective coordination geometry properties. 
As a result, these properties will also compete in ligand binding, aside from its size and stereo 
specificity.65 
 
1.2.2. Bioavailability and kinetics 
Aside from the purely chemical affinities of metals ligands, the bioavailability and kinetics of ligand 
uptake by proteins and the membrane are also quite important in biology. In the first row of 
divalent transition-metal cations, copper presents the softest character and also the higher binding 
constants for ligands with nitrogen-, oxygen- and sulphur-donor atoms. As a consequence, ligand 
concentrations have to be regulated, in and out of the cell, so that metal-ligand competition with 
the remaining metals in the cell is not compromised. This is traduced in a synthesis of these 
ligands in higher concentrations than that of the metal cation availability to the cell. Therefore, 
Cu2+ binds prevalently to nitrogen- and sulphur-donors, to which it exhibits higher binding 
constants; then Zn2+, which is present in higher concentrations in the cell, captures the remaining 
nitrogen- and sulphur-donors and may bind to some carboxylate-derived ligands. On the other 
hand, Ni2+ and Co2+, which exhibit similar binding constants to Zn2+, are found in scarce 
concentrations in the cell; therefore, binding to Zn2+ is favoured by kinetics, and these metals are 
generally chelated by specific cofactors produced/uptaken in the cell (vitamin B12 and factor F-
430). Finally, Fe2+ and Mn2+, with the lowest binding constants, bind more often to nitrogen- and 
oxygen-donor atoms. The Fe2+ and Mn2+ centres exhibit the highest coordination (generally six-
coordinated octahedral geometry), and weak ligand fields. This is traduced in lower binding 
constants, with rapid ligand exchange rates and lower concentration of ligands competing in 
metal-ligand binding. For trivalent metal cations, these ‘rules’ do not follow that easily.65 
A downregulation of any of these mechanisms results in severe health conditions. In fact, metal 
trafficking has been identified to result in several diseases that affect human health at a global 
scale. The abnormal trafficking of metals, such as copper, zinc or iron, in the body has been 
related to several gene mutations that result in diseases related to the accumulation of metal ions 
in several tissues leading to liver failure, neurological disorder conditions, arthritis or diabetes. 
These biological malfunctions are of great interest for current fundamental and applied research 
in proteins that are involved in these processes, so as to develop new mechanisms to target these 
conditions. 69 
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1.3. Metalloenzymes 
 
A large fraction of the known metalloproteins are enzymes. In all six enzyme classes, metal 
cofactors have been identified in a significant extent: 44% in oxidoreductases, 40% in 
transferases, 39% in hydrolases, 36% in lyases, 36% in isomerases and 59% in ligases.77 Figure 
1.2 depicts the distribution of the known metalloenzymes among these six enzyme classes, for 
each of the eight prevalent metals with catalytic function (Mg, Zn, Fe, Mn, Ca, Co, Mo/W and Cu). 
 
Figure 1.2. Relative distribution of the metalloenzymes with the prevalent eight metals, among each 
of the six enzyme classes. (adapted from Andreini et al.77) 
 
In metalloenzymes, metals have specific roles in the catalysis by the enzyme: they can function 
as anchors to place exogenous substrates in an adequate pose for catalysis to occur; or they can 
participate in charge transfer processes, in which they function as donor/acceptor redox agents 
in the reaction by the enzyme. In the latter, the respective acceptor/donor pairs for the redox 
reaction are normally other metal ions binding in a multinuclear metal cluster,78 reactive oxygen 
species or electron carriers (such as NAD(P)H,79 FADH2 or blue-copper proteins80). 
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1.3.1. Considerations on enzyme catalysis 
To further discuss the role of metals in enzymes, we first need to approach the models that are 
currently accepted for enzymatic catalysis. Enzymes are essential biocatalysts that regulate the 
metabolic and catabolic pathways in cells. One could think of the function of enzymes as two-fold: 
(1) Provide an alternative kinetic pathway that can be thermodynamically feasible in regards 
to the conditions required for a particular individual; 
(2) Model a mechanical and an electrostatic environment that can favour the transformation 
of the substrates required for the functioning of the biological machinery. 
Hence, enzymes are both biochemical and biophysical catalysts. Amino acids and cofactors are 
their chemical catalytic basic units; they are those that participate in acid/base and redox 
reactions, which provide for unstable intermediates that can be easily reconverted to hold the 
products required by the remaining pathways of the organism’s biology. In the same enzyme 
environment a network of non-covalent interactions is responsible for properly orienting the 
catalytic residues and the substrate to provide lower activation barriers. By determining these 
activation free-energies we are able to predict the rate at which enzymes work. In particular, from 
the activation free-energy of the rate-limiting step of the catalysed reaction, ∆𝐺‡, we can derive 
catalytic rates of enzymes acting on several substrates. Such assumptions are provided by the 
transition state theory developed by Eyring and coworkers, and summarized in Equation 1.3 by 
the Eyring-Polanyi equation.81 This equation is derived from the study of a Boltzmann distribution 
of a system of nuclei (whose forces are derived from electronic quantum mechanical effects) for 
both the reacting and the activated complex states, found at a temperature 𝑇 in a quasi-equilibrium 
state. It presents the catalytic rate, 𝑘𝑐𝑎𝑡, as a function of a constant 𝜅, the transmission coefficient 
(often close to unity), and the Δ𝐺‡ for the transformation. 
𝑘𝑐𝑎𝑡 = 𝜅
𝑘𝐵𝑇
ℎ
𝑒
−
Δ𝐺‡
𝑘𝐵𝑇 Equation 1.3 
There are certain premises that should be verified: the transformation of the reactant into the 
activated complex should occur adiabatically so that the distribution of states for the activated 
complex can be described by a Boltzmann distribution, the activated complex state should be in 
quasi-equilibrium so that the rate of transformation of activated complex depends only on the 
vibration of the reaction coordinate, and the reaction coordinate should be described by a simple 
translational reaction coordinate.82 Despite that the transition state theory is still valid for most 
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enzymatic reactions, in which activation free-energies are often higher than 5 kcal∙mol-1, 
phenomena that occur extremely quick, such as charge transfer or hydrogen tunnelling, are not 
adequately described, since these are non-equilibrium processes in which quantum effects are 
prevalent.83,84 
 
1.3.2. Metals in enzymatic catalysis 
It is now pertinent to question what is the role that the metal cation plays in enzyme:substrate 
models. Metalloenzymes function as ternary complexes in which the metal cofactor and the 
substrate follow a sequential binding mechanism. In these complexes the metal ion is generally 
the first one to bind to amino acids with significant nucleophilic character (for instance Asp, Glu, 
His, Cys or Tyr) that can be found in more flexible peptide sequences of an enzyme. Additionally, 
it may also bind weakly to water molecules in order to stabilize the ligand field. This coordination 
is proposed to allow for the enzyme to adopt a scaffold in which a selective tunnel is formed to 
regulate the substrate transport to the active site. The tunnel lowers the access of the solvent to 
the active site and exhibits high specificity towards natural substrates of the enzyme. At this point, 
the metal-ligand field would lead to a decrease in both translational and rotational entropy in the 
enzyme’s active site, thus enhancing the allocation of the substrate in a proper catalytic pose. 
This conception of the enzyme:substrate complex is called the entatic state model.85 In the entatic 
state, it is assumed that in the enzyme:substrate complex the energy required to drive the kinetics 
of the substrate-to-product conversion is stored in the several modes that can only be observed 
in a catalytic conformation of the enzyme. Therefore, during the enzymatic mechanism, major 
domain motions in the enzyme should not be observed, which would mean that the catalytic site 
is pre-organized for the transition state to occur. Taking into account these premises, metals 
generally exhibit one of two functions during the chemical reaction by the enzyme: 
(1) They can electronically activate the enzyme through an initial redox reaction that will 
change some characteristics at the metallocentre (generally its ligand field) inducing 
changes in the active site that are prior to the proceeding steps of catalysis. This is the 
case for most copper (involved mostly in oxidation reactions for oxygen activation, oxygen 
reduction to water and denitrification processes), iron (which can be found in mononuclear 
and Rieske dioxygenases) and molybdenum enzymes.33,69 
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(2) Alternatively, they can function as electrophiles. In this case, they bind to catalytic residues 
in the active site, or to the substrate, providing for an environment that favours the 
chemical reaction by the enzyme. This category includes most of the metalloenzymes that 
have been characterized to date, in particular those that include metals such as 
magnesium, calcium, manganese, cobalt and zinc.69 
Metal cations usually bind to enzymes in a sequential way, preceding the binding of the substrate. 
Hence, as for most enzymes, catalysis by metalloenzymes usually follows a Michaelis-Menten 
kinetics. Equation 1.4 depicts the overall catalytic cycle by metalloenzymes. 
M𝑛+: Enz + Sub
𝑘𝑏𝑖𝑛𝑑
⇌
𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣
M𝑛+: Enz: Sub
𝑘𝑐𝑎𝑡
→ M𝑛+: Enz + Prod Equation 1.4 
The rate at which the product, Prod, is formed depends on the rate of conversion of the 
enzyme:substrate complex, M𝑛+: Enz: Sub, and the binding of the substrate, Sub, to the enzyme, 
M𝑛+: Enz. 
One of the main assumptions in a Michaelis-Menten kinetics is that the formation of the 
M𝑛+: Enz: Sub complex is a fast equilibrium process, which means that the rate at which Sub is 
converted to Prod (𝑘𝑐𝑎𝑡) is much slower than the rate at which Sub dissociates from M
𝑛+: Enz: Sub 
(𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣 ). In this case, we can establish that as soon as Sub is converted to Prod, another 
M𝑛+: Enz: Sub is generated to replace the converted substrate, in such a way that one could say 
that the concentration of M𝑛+: Enz: Sub, [M𝑛+: Enz: Sub], does not vary over time. Moreover, a 
Michaelis-Menten kinetics relies on the fact that the catalysis by the enzyme is an irreversible 
phenomenon, which should be true if the media is saturated with substrate or if the free-energy 
of the process is very negative towards the product. If this latter condition is verified, then the rate 
of product formation follows a first-order kinetics, where it is only dependent of the formation of 
the M𝑛+: Enz: Sub complex and the catalytic rate of the reaction 𝑘𝑐𝑎𝑡 (see Equation 1.4). Equation 
1.5 shows the conservation of enzyme:substrate complex in a steady-state kinetics, as is the case 
for the Michaelis-Menten model. 
𝑘𝑏𝑖𝑛𝑑[M
𝑛+: Enz][Sub] − (𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣 + 𝑘𝑐𝑎𝑡)[M
𝑛+: Enz: Sub] = 0 Equation 1.5 
From Equation 1.5, we can derive the dissociation constant for this type of kinetics, 𝐾𝑑𝑖𝑠𝑠, which 
can be expressed as a function of the velocity constants (𝑘𝑏𝑖𝑛𝑑, 𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣  and 𝑘𝑐𝑎𝑡) for the process. 
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For the particular case in which 𝑘𝑐𝑎𝑡 is significantly lower than 𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣 , this dissociation constant 
can also be called the Michaelis-Menten dissociation constant, 𝐾𝑀. Despite that both 𝐾𝑑𝑖𝑠𝑠 and 
𝐾𝑀 can be used to quantify the affinity of the enzyme towards the substrate, they are intrinsically 
different. While 𝐾𝑑𝑖𝑠𝑠 is an equilibrium constant with a thermodynamic interpretation, 𝐾𝑀 does not 
require for the system to be in equilibrium. Instead, 𝐾𝑀 requires that the substrate is in large 
excess relatively to the concentration of enzyme, and it can be interpreted as the available 
concentration of substrate when half of the enzyme’s population is occupied by it. Experimentally, 
it is more frequent to impose the condition in which the substrate is in large excess over the 
enzyme, and thus, it is more frequent to determine 𝐾𝑀 instead of 𝐾𝑑𝑖𝑠𝑠. 
Recalling that the amount of enzyme available in solution, [M𝑛+: Enz], depends on the amount of 
the enzyme that is in the M𝑛+: Enz: Sub form, [M𝑛+: Enz] can be easily determined over time in 
terms of the initial concentration of enzyme, [M𝑛+: Enz]0, and [M
𝑛+: Enz: Sub]. Then, the first-order 
kinetics for the rate of product formation can be easily re-written in terms of the substrate 
concentration (see Equation 1.6). 
𝑣𝑠𝑡𝑒𝑎𝑑𝑦−𝑠𝑡𝑎𝑡𝑒 = 𝑘𝑐𝑎𝑡
[M𝑛+: Enz]0[Sub]
𝐾𝑀 + [Sub]
        ,    𝐾𝑀 =
𝑘𝑏𝑖𝑛𝑑
𝑖𝑛𝑣 + 𝑘𝑐𝑎𝑡
𝑘𝑏𝑖𝑛𝑑
 Equation 1.6 
Equation 1.6 depicts a steady-state kinetics of enzymes, as a function of substrate concentration, 
where the substrate is in large excess over the enzyme. Subsequently, we can derive the 𝑘𝑐𝑎𝑡 
and the 𝐾𝑀 for the enzymatic reaction, determining quantitatively the enzyme’s affinity, and 
kinetics. The calculation of the 𝑘𝑐𝑎𝑡 provides insight on the turnover rate of the enzyme (which 
usually varies from 1 – 105 s-1), and it estimates the activation free-energy for the rate-limiting step 
of the catalysed reaction. The 𝐾𝑀 indicates the concentration of substrate at which the enzyme 
kinetics is at half of its maximum reaction rate (usually lies within 10-1 – 10-7 mol∙dm-3); and 
together with the 𝑘𝑐𝑎𝑡, it is a measure of the specificity of the enzyme for a given substrate; it is 
closely related to the binding equilibrium constant for the enzyme:substrate complex; and it varies 
with temperature, pH or ionic strength, providing information on the optimal conditions for an 
enzyme to function. 
We have come to realize that metalloenzymes are highly dynamic entities, as a result of their 
metal coordination sphere, and this observation has provided several important publications over 
the past few years, by both computational and experimental means.51,72,86-88 
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1.4. Overview of Experimental Approaches to Metalloproteins 
 
We have been discussing metalloproteins in the last two sections: enumerating metal-ligand 
patterns, speculating the reactivity of metallocentres, addressing thermochemical and kinetic 
matters of metal-protein binding. However, we have not yet addressed how it became clear that 
metalloproteins are an essential part of life’s biology. Let us then return to some keywords we 
have not highlighted above. 
First, we will address the Protein Data Bank, which is currently the largest repository of structural 
data for biological units. Metalloprotein structure is an invaluable tool for computational chemists, 
nowadays. We have already referred how the confidence from the DFT results is dependent of 
our geometry guess and how several changes in proteins are resultant from metal-guided binding 
or redox reactions. X-ray crystallography is the most used technique to determine protein 
structure; however, the X-ray interference patterns of metals result in diffraction maps that are 
more difficult to solve by current energy minimization algorithms. Hence, the errors in bond and 
angle prediction in metalloprotein crystals are larger than for proteins with no metal cofactors. 
Neutron diffraction can also be used to refine the model and map its hydrogen contacts; however 
the quality of the determination of the structure of the metalloprotein will still be very dependent 
on the pre-orientation of the crystallographer throughout the process.70 Alternatively, Nuclear 
Magnetic Resonance (NMR) can also be employed to provide dynamic insight into the three-
dimensional structure of metalloproteins in solution.89 The main advantage of NMR resides in its 
dynamic character, which increases the probability to characterize a correct structure for the 
protein. However, the resolution of the technique is inferior to that of X-ray crystallography. 
Moreover, the larger the size of the system of interest, the larger the overlapping of chemical 
shifts that result from the interaction of the nuclear spins with the source magnetic field.90,91 
We have realized by now that diffraction and NMR methods are insufficient to identify and 
characterize metal complexes in proteins. Hence, nowadays, these structural determinations are 
routinely combined with spectroscopic methods that provide access to the geometric and 
electronic properties of metal complexes in the realm of proteins.70,92-94 The core of bioinorganic 
chemistry is made of a large plethora of spectroscopic techniques that have been developed 
throughout the years, ranging from the study of the ground state to core-electron excitations.95,96 
Some of the most popular are, in increasing order of energy magnitude: 
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 Electron resonance (EPR, ENDOR and ESEEM) and magnetic Mössbauer, which provide 
the spectrum for the hyperfine coupling between the unpaired electrons of the transition-
metal and the electron delocalization effects when an external magnetic field is applied to 
raise the anisotropy of the magnetic momentum of the system. From such studies, we can 
infer the spin multiplicity and the covalent character of the metal complex;96 
 Circular dichroism, which allows the study of ligand field excitations in the sample, from 
the analysis of the spectrum of absorption from circularly polarized light. Alternatively, 
electron absorption spectroscopy (ABS) can also allow this study. However, due to the 
high degree of parity of the orbitals of the ligand field, these transitions are rarely observed 
when induced solely by an electric field, resulting in very weak signals. Hence, ABS is 
usually combined with circular dichroism and resonance Raman spectroscopy to study 
charge transfers between metal and ligand orbitals that do not present parity.95,96 
 X-ray absorption spectroscopy (XAS, XANES and EXAFS), which can provide the 
spectrum of X-ray absorption from core electrons of either the metal or the ligand. The 
main advantages of the technique are related to the fact that the absorption patterns are 
very specific for a given element in a given coordinating environment, and can, thus, 
provide an accurate description of the nature and number of donor ligands, as well as 
metal-ligand bond distances (EXAFS), or the redox state and symmetry of the metal in the 
complex (XANES). Furthermore, excitations of 1s-electrons of the ligand to metal d-
orbitals (K-edge) or from the (n-1)p-electrons of the metal to d-orbitals (L-edge) are 
frequently combined to provide insight on the d-character of the HOMO orbital and, as a 
result, the covalent character of metal-ligand binding.94,96,97 However, two problems can 
arise: the multiple scattering provided by XAS can difficult the analysis of the output data, 
particularly when the sample presents elements with similar atomic number; and the 
employment of X-ray radiation can compromise the integrity of the sample.98 
At this point, we have already understood that the main advantage of spectroscopic methods is 
their high selectivity towards the metal complex, in detriment of the protein matrix and the solvent. 
From the combination of the results from this diversity of techniques, one can derive detailed 
insight on several metal complex properties, such as: oxidation state, spin multiplicity, ligand field, 
metal-ligand binding distances and geometry.70,92,95,96 However, we want to enforce that an 
accurate study of the complexity of a metalloprotein should favour a combination of atomic (X-ray 
crystallography, neutron diffraction and NMR methods) and electronic structure methods (EPR, 
CD, ABS, resonance Raman and XAS, to name a few). 
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The recent years have witnessed the advent of computational tools in chemical prediction of 
properties of metalloproteins. If computers were once mere accessories to store, process and fit 
the data from experimental methods, they are nowadays fundamental tools to improve chemistry 
through simulation and prediction. In particular, DFT methods, to which we will refer in the next 
chapter, have been widely used to perform electronic structure calculations, walking alongside 
experiment in this field.70,94,96,98 
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1.5. Modelling of metalloproteins 
 
We have closed the last section referring to the advent of computational methodologies, walking 
hand-in-hand with experiment to provide new insight for biological systems, in particular for 
metalloproteins. Since the past decades, computational biochemistry and bioinformatics have 
been actively employed in structure and reactivity predictions.33,53,56-64,99-102 Prior to any 
computational simulation there is homework to do: characterize the target system to study, and 
set up a model system. The latter is a key point in computational biochemistry. 
In particular for metal-containing systems, studying transition metals complexes introduces 
several difficulties, either in quantum or classical reality, since their chemistry is far more complex 
than the chemistry of CNOH-based only macromolecules.25,27,33 We have already discussed how 
d-shell orbital polarization, spin coupling and energy spectra can change from metal to metal and 
with changing coordinating environments. Despite that several metalloproteins’ behaviour has 
been unravelled through the combination of structural and spectroscopic experimental methods, 
computational methods have contributed significantly to extend the understanding of several 
phenomena in this field.33,51,53,103-105 
Currently, it is only possible to model full metalloproteins at the MM level of theory. DFT 
calculations can only be feasibly applied to a few hundreds of atoms in extreme situations, and 
post-HF are not applicable in practical terms. QM/MM methodologies have been employed to 
circumvent this issue and describe only a small region of the protein; however a compromise 
between sampling and accuracy has to be achieved, and available timescales are generally 
bellow the picosecond (ps) region. 
 
1.5.1. Describing a metal complex with classical mechanics 
MD simulations at the MM level provide for extensive sampling of the phase space of the protein. 
However, it is required that the metallocentre is characterized differently from the remaining 
chemical interactions of the protein. In particular, relevant empirical biomolecular force fields for 
metallocentres must reproduce the geometrical properties of their coordination sphere, typical 
bond lengths and atomic charge densities 25,106. 
Most common biomolecular force fields employ an all-atom approach where bond and angle 
interactions are described by harmonic potentials, torsions are described from simple sinusoidal 
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potentials derived from Fourier expansions, and 1-4 and above interactions are described by  
Coulomb and Lennard-Jones potentials.2,107 Applying this line of reasoning to metal complexes, 
bond stretching and angle bending modes, together with electrostatics, are the terms that need 
the most accurate description; dihedrals are commonly set to zero and have been shown not to 
be determinant in the energetics of metal-centred coordination spheres.19,20,108 Van der Waals 
interactions, described by the Lennard-Jones potential, are often considered as nearly invariable 
in similar solvent media, and the parameters required are mostly derived from experimental data 
of solvation free energies or ab initio calculations.109-111 Other approaches to force field 
developments have also been introduced27,104 to implement electronic effects in dispersion and 
polarization or spin derived effects; however, to date, current parameterization schemes are still 
based in the potential functions from Equation 1.1.16,18,20,22,24 We will briefly discuss the non-
bonded model approach18 and the cationic dummy atom approach,17 and we will describe more 
thoroughly the bonded model approach,16 which we have employed in our work. 
Non-bonded and cationic dummy atom schemes provide a description of metal-ligand interactions 
based on Coulomb and Lennard-Jones interactions. The main difference resides in the way the 
charge of the metal is described: in the former the charge is centred in the metal and interacts 
spherically with the charge from the donor atoms, while in the latter the charge of the metal is 
described by a set of metal-centred dummy atoms that are geometrically positioned to interact 
spherically with each donor atom (see Figure 1.3). 
 
Figure 1.3. Model representation of the non-bonded (on the left) and cation dummy (on the right) 
approaches to parameterize metal coordination spheres in metalloproteins. The n+ stands for the 
charge of the metal ion, and the m specifies the number of dummies that will be placed around the 
metal cation. The r-, s- and t- stand for the charge of the donor atoms in the ligands of the metal. 
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These approaches provide the fastest way to parameterize metal complexes and have been 
remarkably successful in studies with alkali and alkali earth metals or highly negatively charged 
coordinating environments.17,112,113 However they are mostly at fault in their capability to describe 
correct topologies over large timescales, and reproduce spin-derived phenomena (for instance 
pronounced Jahn-Teller effects).25,106  Cationic dummy atom parameterization schemes keep 
being developed, and validated from experimental data of coordinating environments, hydration 
solvation energies and solvent radial distributions of metal complexes;24,114 however there is no 
consistent force field for metal complexes derived from this approach.28 
Bonded model approaches are the more computationally and time demanding parameterizations 
of metal complexes. In opposition to non-bonded approaches, the philosophy of bonded 
approaches assumes that, together with coulombic interactions, the classical mechanical terms 
of the force field potential are important to describe the covalent character of metal-ligand 
binding.16 Hence, bond stretching and angle bending modes, and their respective force constants, 
have to be determined for every metal-ligand combination. These values are mostly derived from 
QM calculations in simple metal complex models.16,19,20,22,23 DFT is the preferred level of theory 
for these systems, since it can be as efficient as MP2, and has been widely validated through 
benchmarking studies for several transition metals.34,115,116. The main advantage of the bonded 
model resides in its ability to resolve bonds and angles of metal complexes in enzymes with 
considerable accuracy (with relative errors mostly inferior to 10%), throughout long MD 
simulations. On the other hand, there is no possibility of ligand-exchange, a phenomena that is 
commonly observed in coordination spheres exhibiting weak ligand fields.65,117 Even so, bonded 
model approaches have shown to sample adequately the conformational space of several metal 
complexes, allowing the study of interactions between ligands and metals, drug-membrane 
interactions, while ensuring a reasonable description of the structure of several different 
biomolecules.51,118,119 In Table 1.4, we sum up the main strengths and limitation of non-bonded 
and bonded models. 
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Table 1.4. Summary of advantages and disadvantages of non-bonded and bonded models for the  
parameterization of metal complexes 
NON-BONDED MODEL BONDED MODEL 
Strengths 
 It only requires Lennard-Jones parameters 
to be derived; 
 Allows for fast ligand exchange to occur; 
 Cationic dummy atom approaches have 
provided results for several divalent 
metals, in particular Mg2+ and Zn2+. 
Strengths 
 It describes quite reasonably the structure 
of almost any metal complex; 
 It can reproduce Jahn-Teller effects, and 
other spin-derived phenomena. 
Limitations 
 It neglects the covalent character of metal-
ligand binding; 
 It often fails to reproduce metal-ligand 
effects that are a consequence of ligand 
field theory, such as Jahn-Teller 
distortions; 
 Despite that ligand-exchange is allowed, 
undesired ligand-exchange may occur 
frequently; 
 It presents weaker results when the ligands 
have no net charge. 
Limitations 
 It demands a tedious determination of 
parameters for bond stretching, angle 
bending, Coulomb and Lennard-Jones 
interactions; 
 Parameters are less transferable among 
coordination complexes; 
 The description of coordinating solvent 
molecules is difficult due to the neglecting 
of 1-3 non-bonded interactions;  
 It cannot dynamically reproduce ligand-
exchange or coordination shifts. 
Despite that it is almost consensual that non-bonded models do not describe accurately the 
potential of most metal complexes, there is no definite approach to parameterize these systems. 
In the end, it all depends on the type of MD study conducted and the validation scheme developed. 
New classical potentials and polarisable force fields could improve the performance of empirical 
force fields in the study of metalloproteins; however, current developments are still scarcely 
implemented, and do not allow for simulations of large timescales in such large systems.120-123 
Hence, considerable efforts are constantly being directed to develop parameters that can describe 
the behaviour of metal-containing biological systems, with current empirical classical force 
fields.19,20,22,24,110,124,125 
FCUP 
Metals’ Data for Biomolecular Force Fields 
40 
 
 
1.5.2. Parameterization of Intramolecular Mechanical terms 
We have already referred that the mechanical parameters to describe bond stretching and angle 
bending are the most computationally demanding to calculate. These mechanical parameters 
refer to: bond stretch, angle bend and dihedral torsion modes, as referred in Equation 1.1. We 
emphasize the two computational methodologies that are employed, to most extent, in the 
determination of these parameters for metal complexes. 
1.5.2.1. First-principles method 
A first designed procedure to determine bond, angle and dihedral force constants concerns the 
direct fitting of the potential postulated for the force field to a PES obtained from the linear transit 
scan of the bond, angle and torsional modes. The PES study is performed by imposing some 
constraints in the system, pondered by the user. In a first-principles line of thinking, it is important 
that each mode should be as independent as possible from the remaining ones. This means that 
the surroundings of the metal-ligand interaction must be highly constrained so that the potential 
obtained from the linear transit scan is completely dependent on the atoms directly involved in 
the mode that is being studied.16,19,22 In metalloproteins, this procedure can be divided in two 
stages: the definition of the metallocentre in the protein, and the selection of the modes to be 
parameterized. After this is achieved, the model system is optimized with a QM potential to 
characterize a minimum energy configuration that reproduces the same properties that it exhibits 
in the protein, and a linear transit scan for each of the modes previously defined follows. To assert 
that the PES obtained for each linear transit scan is exclusively dependent on the atoms directly 
involved in the scanned coordinate, all the atoms of the ligands that are not involved in this 
coordinate are constrained; the backbone of the ligands directly involved in the interaction may 
also be fixed. The PES is then calculated by increasing and decreasing the scanned coordinates 
to obtain a potential that may a posteriori be fitted to the potential of the empirical force field that 
will be employed after.  For most empirical force fields, a harmonic fitting is required to determine 
force constants and equilibrium positions for internal bonds and angles, while for torsions 
sinusoidal terms are generally used. 
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Figure 1.4. Schematic representation of the regions let loose or constrained during: (A) the bond, 
and (B) angle and torsion linear transit scans. The white-coloured ball and stick representation 
defines the set of atoms that are kept fixed during the procedure. 
 
Typical restraints refer to the freezing of the atoms non-directly involved in the scanned 
interaction, or shortening of the models replacing the metal atoms’ ligands by smaller units which 
present the same groups in similar positions19,51. Figure 1.4 exemplifies some of the restraints 
referred. 
The main drawbacks of this approach are its highly computational cost and the dependence on 
the users’ considerations on the constraints, which should be imposed to the system. Moreover, 
it is often required that 1-4 Coulomb and Lennard-Jones interactions are scaled in MD 
simulations; and this is particularly important when solvent molecules are coordinating to the 
metal.22 As a result, a careful validation of the parameters is required. 
1.5.2.2. The Seminario Method 
The Seminario Method has been proposed in 1996,126 and is based on the determination of the 
intramolecular mechanical parameters from the analysis of the Hessian matrix of the metal 
complex. As for other methods based on the analysis of the vibrational frequencies of the metal 
complex system, the method assumes that the second derivative of the energy of the system with 
respect to the equilibrium positions of the 𝑁-nuclei in the system returns the harmonic spring 
constant that describes vibrational and bending modes in near-equilibrium regions. In Seminario’s 
method, the Hessian matrix is determined at the DFT level in a previously optimized geometry of 
the metal complex and the vibrational frequencies are outputted in Cartesian coordinates, 
reducing the dependence of the modes on the reference internal coordinates.28 Bond and angle 
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force constants can be extracted from the Hessian matrix by solving 3x3 square matrices with the 
force constants describing the interaction of each pair of atoms involved in stretching and bending 
modes. As an example, for the bond between 𝑖th and 𝑗th atoms, with coordinates 𝑟𝑖 and 𝑟𝑗, the 3x3 
square matrix would be as shown in Equation 1.7. 
?̂?𝑖𝑗 =
(
 
𝑘𝑥𝑥
𝑖𝑗 𝑘𝑥𝑦
𝑖𝑗 𝑘𝑥𝑧
𝑖𝑗
𝑘𝑦𝑥
𝑖𝑗 𝑘𝑦𝑦
𝑖𝑗 𝑘𝑦𝑧
𝑖𝑗
𝑘𝑧𝑥
𝑖𝑗 𝑘𝑧𝑦
𝑖𝑗 𝑘𝑧𝑧
𝑖𝑗
)
  Equation 1.7 
Calculating the eigenvalues, 𝜆𝑛, from |?̂?𝑖𝑗 − 𝜆𝑛1̂3| = 0, the eigenvectors determined, |𝑒𝑛〉, 
establish an orthonormal space from which the force constant can be determined from the 
projection of the binding vector |𝑟𝑖𝑗〉, as described in Equation 1.8. 
𝑘𝑙
𝑖𝑗 =
1
𝑟𝑖𝑗
∑𝜆𝑛
3
𝑛=1
⟨𝑟𝑖𝑗
†|𝑒𝑛⟩ Equation 1.8 
With this formalism one is able to determine all bond constants that concern intramolecular 
interactions. Additionally, these bond force constants can also be geometrically combined to 
determine angle, dihedral and crossed-term interaction force constants transferable for force 
fields in which these terms are described by harmonic potentials.126 
The Seminario Method has been extensively used in standard parameterization of 
metallocentres.20,23,52 However, despite that its derivation is physically reasonable and that it 
provides for a quicker way to derive force constants for bending and stretching modes, there is a 
possibility that, due to the few constraints that are imposed to the system, the modes evaluated 
might account for some non-mechanical contributions and cross-term interactions.106 In theory 
that could lead to overestimation of the systems’ energy by overcompensation of the bond and 
angle energy contributions. 
 
1.5.3. Parameterization of Electrostatic Atomic Charges 
The energy resulting from the electrostatic interaction of atomic charges constitutes the greater 
fraction in the non-bonding interaction energy. However, it is difficult to establish an accurate 
methodology to determine these charges, since atomic charge is not an observable of a system 
and cannot be experimentally derived. Furthermore, atomic charges are usually very 
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conformational dependent.127 As a result, the usual procedure to parameterize atomic charges is 
based on the analysis of electron density populations from QM calculations on a single or several 
representative structures of the model. This procedure can also be supported by data from several 
related observable quantities, such as dipole moments or free energies, to further enhance the 
validity of the method. 
According to Maciel et al128 a general atomic charge parameterization scheme is expected to be 
independent of the level of theory, topology or orientation of the system, reproduce several 
observable quantities concerning electrostatics, and be transferable system-wise. A current issue 
is that there is no atomic charge scheme that fulfils all these requisites, and current theoretical 
approaches are not consensual about what quantities should be reproduced by any 
parameterization scheme. The known schemes so far approach molecular orbital, topological or 
surface potential considerations. The latter is the most addressed scheme by the computational 
chemistry community, since they accurately represent, to a considerable extent, the surface 
potential and most dipole moments of the system19,20,129,130; however often they show considerable 
dependency upon structure considerations. Among the most commonly known surface potential 
fitting schemes are: Merz-Kollman (MK)131, CHELP132, CHELPG133 and restrained electrostatic 
surface potential (RESP)134 population analysis. The first three differ mainly in the criteria to select 
the points in the molecular space which will reproduce the Potential Surface of the molecule135. 
The RESP scheme, on the other hand, starts from the result of the fitting of any ESP scheme and 
applies a hyperbolic penalty function that introduces the criteria of charge equivalence for atoms 
that present similar chemistry or symmetry. To ensure that the original ESP is still reproduced the 
penalty function is iteratively solved through minimization of the least squares matrix135 A 
drawback of these methods is the difficulty to reproduce the charge of buried atoms, mainly 
saturated carbons.127,128,135. Moreover, two questions that immediately come to mind are ‘how to 
weight each point of the potential surface’ and ‘how to define which electron densities should be 
considered in the calculation of the atomic charge’. For the methods referred, the common 
approach is to consider the density that is farther from the nuclei, preferably at a distance larger 
than the van der Waals radii of the atom, in order to significantly account for the atoms interacting 
with it; however distances that are too far from the nuclei might not be significant and overestimate 
the atomic charge. In literature, a more detailed discussion of the considerations of the MK, 
CHELP and CHELPG methods can be found.128,135 
Alternatively, to avoid the computational cost of ab initio calculations on single structure surface 
potentials, semi-empirical schemes have been developed to reproduce atomic charges derived 
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from ab initio methods. The most employed is the AM1-BCC method, proposed by Jakalian et 
al.127,136 In this method, the atomic charges are primarily derived from the AM1 semi-empirical 
wave function;137 then a bond charge correction (BCC) is established for a set of user-defined 
atom and bond types, in order to reproduce ESP-charges derived from ab initio methods. The 
validation of this method has shown a good agreement with ESP and RESP methods; however it 
has only been conducted in organic molecules. That said, the RESP methodology is, to date, the 
one that is customarily taken as the reference method to derive atomic charges in the monopole 
treatment. For metal complexes, the RESP methodology is usually applied to atomic charges 
previously derived from an MK population, calculated at the DFT level of theory with large 
Gaussian-basis sets.19,20,52,138 Other methods, such as the Mulliken population analysis139 or the 
atoms in molecules theory (AIM),140 provide a more analytical procedure to determine atomic 
charges. However, these methods are highly dependent on the level of theory, and inaccurately 
describe the surface potential and dipole moments of several system, unless higher electric pole 
expansion are performed.135 Hence,  they are not used as common practice in the 
parameterization of atomic charges for empirical force fields. 
Nevertheless, we have already emphasized that this is not a consensual field. The choice of 
method is pending on the observables under study and the employed force fields’ 
parameterization scheme. However, there is still a major drawback that refers to force fields 
themselves, and that is the static character of atomic charges throughout any MD simulation. 
 
1.5.4. Parameterizing the Lennard-Jones term 
Parameterization schemes on van der Waals parameters are remarked as the most difficult to 
obtain, either due to the computational cost of their calculation or to the lack of parameters and 
experimental data.109 In general, van der Waals parameters are derived from combinations of 
theoretical calculations and thermodynamic quantities, such as sublimation/vaporization 
enthalpies and densities, or from crystallographic data and self-diffusion coefficients. In particular, 
the properties in the gas phase are not very useful since these interactions are largely reduced 
by the average long distances between atoms.109 However, the parameterization scheme is 
mostly dependent on the empirical force field employed. The parameters for the AMBER and 
OPLS force fields are derived from fittings to quantities from liquid simulations, CHARMM employs 
the fitting to sublimation or vaporization enthalpies or densities, while CVFF exclusively uses 
crystallographic data and sublimation enthalpies as the fitting quantities.109 
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Even though van der Waals interactions quickly vanish to zero, short range dispersion interactions 
can be very important, particularly if there is significant interaction between pairs of atoms. In fact, 
in current biomolecular force-fields, a large part of the potential energy of the system is stored in 
these interactions. Hence, the parameterization of these interactions is very relevant for 
biomolecular force-fields. Frequently, QM calculations are employed to accurately determine the 
attractive and repulsive parameters of the Lennard-Jones potential. However, high levels of theory 
and large basis sets are required to accurately describe all the electronic interactions between 
each pair of atoms. Then, the parameterization can be carried out by calculating interaction 
energies for an optimized model and average them over several rotational positions,109 or by fitting 
the classical model with the optimized structure and dimerization energies from QM 
calculations.110,111 Monte Carlo (MC) and MD fittings to experimental data can also be used; 
however they require that some intramolecular interactions should be described accurately, as is 
the case of the torsion modes.110 Hence, MC and MD methods are mainly used as auxiliary 
techniques in free-energy determinations by computational means. In particular for metals, 
thermodynamic integration (TI) has been largely used to fit hydration free-energies of several 
main group and transition metals.110,111,124,125 
 
1.5.5. Quantum Mechanics study of the Catalysis by Metalloenzymes 
When we refer to the study of the catalytic effects of metalloenzymes, these can only be 
approached through QM calculations. MM methods rely only on nuclear motions, which are the 
most important aspect in most biophysical processes, but do not include electronic 
transformations that are a crucial aspect of chemical transformations. The problem is, and we 
have addressed that before, that most enzymes cannot be fully modelled at a QM level. QM 
calculations in metalloenzymes are still limited to a few hundreds of atoms, generally no more 
than 300 atoms.141,142 
Figure 1.5 sums up the two most common approaches to tackle the catalysis of metalloenzymes: 
(1) the QM cluster approach, and (2) the hybrid QM/MM approach. While in the former the enzyme 
will be fully described by a cluster of atoms that may be surrounded by vacuum or an implicit 
solvent; the latter approach considers an important QM region that encloses the chemistry of the 
reaction, and an MM environment that embeds the QM region providing for either mechanical or 
electrostatic constraints that also take part in the optimization of the QM region.100,143 
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Figure 1.5. Representation of two types of modelling for large biomolecules: a hybrid QM/MM or 
QM/QM approach (on the left); a QM cluster approach (on the right). The atoms with contours are 
treated with QM methods. In the QM cluster model approach, the grey coloured spherical atoms 
concern hydrogen link atoms added to fill the valence of the cleaved model, also described at a QM 
level. 
 
The starting point of a QM or QM/MM model is usually an X-ray model of the metalloenzyme we 
wish to study. However, since most of the catalytic conformations of enzymes are obtained from 
mutagenesis studies or complexation with inhibitors or substrate analogues, standard modelling 
is often required to design an initial catalytic state for the metalloenzyme. Moreover, we should 
also account for different protonation states in the amino acid chain, especially when regarding 
possible catalytic ones. The modelled structure is generally refined by employing simple MM 
minimizations or running constrained MD simulations. In extreme situations, the enzyme’s 
structure can lack its substrate or cofactors; and as result, docking methodologies can 
complement the modelling process for the reactive enzyme. Additionally, homology modelling 
may be employed to refine incomplete enzyme structures. These extreme situations must be 
carefully validated and not used blindly. 
1.5.5.1. Building an enzyme model 
The proceeding step is the choice of an adequate set of atoms that can adequately represent the 
reaction that will occur in the metalloenzyme. The rule of thumb is that any model must ensure 
that not only the reactive substrate and catalytic residues are represented, but also that other 
intermolecular interactions are described. Such interactions account for: hydrogen bonds, -
interactions, and the most important ionic interactions. In metalloenzymes, it is important to 
include, at least, a representative region of the metal’s first coordination shell; and often the most 
acidic residues of the second coordination shell.32,33 An additional problem, particularly in 
metalloenzymes complexed with transition metals, is the spin multiplicity of the model. To decide 
on the spin multiplicity of the system, a common procedure is to combine QM energy and structure 
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calculations with experimental data (such as the discussed in Section 1.4). Particularly in QM/MM 
calculations, the evaluation of the energy of different optimized models may be misleading, since 
at every step of the process we must evaluate the energy changes in the different layers of the 
model. Hence, experimental data will further support the observed geometry optimizations and 
energy minimizations from QM and QM/MM calculations, thus providing a more robust modelling 
of the system. 
Optimizing the QM model is the step that follows. An initial optimization of the system is quite 
straightforward. However, to optimize a model that can be representative of the chemistry by the 
metalloenzyme can often require more extensive QM calculations, since these are very sensitive 
to the set of internal coordinates provided to optimize the model system. Consequently, it is 
sometimes advisable that different guess structures are generated from MM minimizations or MD 
simulations. These structures are usually similar, if our system is adequately parameterized, and 
can provide slightly different conformations for the model system. Furthermore, we can start by 
performing optimization calculations with softer convergence criteria (either for the self-
consistent-field equations and the structure convergence parameters), different levels theory, and 
then proceed to more systematic approaches. 
1.5.5.2. Establishing the catalytic mechanism 
We have already highlighted that metalloenzymes can contribute to catalysis in different ways: 
providing structural support for the active site of the enzyme, or intervening in redox reactions that 
assist enzyme catalysis. Here, we will address to the metal site throughout bond formation and 
cleavage. 
As for any enzyme, tackling the catalysis by metalloenzymes requires an initial set of possible 
mechanistic guesses. This set is generally derived from experimental and computational studies, 
and from chemical intuition.58,100 Specifically, our attention is generally drawn towards strong 
electrophiles, nucleophiles and hydrogen bonding residues. Additionally, the presence of 
conserved waters should also be carefully evaluated. This subject is quite sensitive since not all 
crystallized waters are either catalytic or conserved waters, and Michaelis-Menten complexes are 
not generally obtained from the natural intervenient of the reaction. 
After achieving a stable initial guess model, we are in a position to start exploring different 
hypothesis for our reaction to take place. At this stage, linear transit scans are usually performed 
to explore the PES of the coordinates directly involved in our mechanistic guess. Since structural 
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changes are less sensitive to the choice of basis set, the 6-31G(d) basis set is usually 
preferred.115,116,144 A proper linear transit scan for a reaction coordinate will exhibit a maximum 
peak of energy, among all optimized internal coordinates. This maximum is expected to be close 
to the transition state (TS) for the transformation. The optimization of the determined TS is 
conducted by a search of the saddle point in the PES, which corresponds to a minimum energy 
configuration in every direction of the PES except that of the reaction coordinate. In practice, this 
is achieved by determining the nuclear normal modes from the Hessian matrix of the nuclear 
displacements, which should exhibit only one imaginary frequency.102 
At each step of the reaction, all states involved should be freely optimized. Alternatively, intrinsic 
reaction coordinates scans (IRC) can be conducted to obtain the reagents and products from a 
previously optimized TS. The final step of the study of an enzyme catalysis study comprises the 
thermodynamic characterization of the stationary states of the chemical space. In particular, we 
are interested in generating free-energy profiles, which are the ones more directly comparable 
with experimental data. A standard procedure is to calculate the electronic energy for the reaction 
and the free-energy corrections to the energy for a given pressure and temperature. The latter 
contributions are generally determined from single-point frequency calculations for all stages of 
the reaction, at the same level of theory as that of the optimization calculations. On the other 
hand, the electronic energy is usually determined with a larger basis set to better account for the 
electron-electron interactions at each stage.51,88,145,146 
 
Until this point, we have provided a general, yet summarized, overview of the role of metals in 
bioinorganic chemistry, and the challenges that computational biochemistry faces to further 
extend the knowledge in this category of systems. Nevertheless, we have not yet discussed the 
pillars that support the investigation in current computational biochemistry. We will provide further 
discussion in the proceeding chapter. 
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Chapter 2: Strategies to tackle metalloproteins 
Every attempt to employ mathematical methods in the study of chemical questions must be 
considered profoundly irrational and contrary to the spirit of chemistry. If mathematical analysis 
should ever hold a prominent place in chemistry – an aberration which is happily almost 
impossible – it would occasion a rapid and widespread degeneration of that science. 
Auguste Compte, in Cours de Philosophie Positive (1830) 
 
Theoretical chemistry is an emerging field from the 20th century whose main interest is the study 
of chemical systems at an atomic scale. The field is built on the premise that every phenomenon 
in Nature is ruled by universal laws that can be mathematically formalized. As a result, we should 
be able to draw structural, thermodynamic and kinetic insight from simplified models of chemical 
systems under the action of physically motivated potentials. However, the complexity of the nature 
and the potentials that define chemical systems at an atomic level is still an obstacle for current 
computational methods to overcome. Despite of the ever-increasing technological development 
of computers (their processing power, memory allocation or disk storage), and of the increasing 
efficiency of current computational algorithms, the computational chemist is always faced with a 
compromise between the level of detail, the size-scale of the system and the timescale that is 
required to study a given phenomenon. Computational methods are currently assembled in two 
main categories: the molecular mechanics (MM) and the quantum mechanics (QM) levels of 
theory. In the past decades a third branch has been increasingly being employed to combine both 
the benefits of the former two: the hybrid quantum mechanics/molecular mechanics (QM/MM) 
level of theory. The main challenge for theoretical and computational chemists remains: it is 
necessary that the level of chemical detail of the system is improved, and that new and more 
efficient algorithms and potentials are built, enhancing the possibilities of computer simulations 
without compromise of the quality of the description of the system. 
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2.1. Molecular Dynamics 
 
2.1.1. Expose the problem 
One of the greatest challenges to current computational simulations is to study biochemical 
systems on a timescale that is within that of the processes at the atomic scale (fs to s). However, 
time-dependent simulations with quantum mechanics calculations are still extremely costly and, 
in practice, they are still only possible for small systems and short timescales (a few hundreds of 
picoseconds). As a response to this, semi-empirical potentials have been developed from 
profound approximations and extensive parameterization, which have shortened the number of 
one-electron molecular orbitals and two-electron integrals to solve computationally.147 However, 
despite that these methods have allowed larger systems to be studied with QM calculations, not 
only is their performance irregular, due to the extensive parameterization of overlap coefficients 
and unaccounted core-electron and two-electron repulsion integrals, as time-dependent 
simulations are still far from the ns-timescale.57,59,61 Hence, empirical force fields are the 
alternative that is currently employed, when referring to the study of chemical systems throughout 
the ns- to ms- timescale. Despite that intrinsic electronic effects are neglected with this 
methodology, a careful combination of extensive sampling and statistical data treatment can 
provide invaluable thermodynamic and structural insight on biophysical and biochemical 
phenomena.148-152 
 
2.1.2. Empirical Classical Force Fields 
Empirical force fields are defined over simple equations based on a classical mechanical 
description of molecules as an aggregate of spherical particles (with a mass 𝑚𝑖, electrostatic 
charge 𝑞𝑖, and a van der Waals radii 𝑅𝑖 and interaction energy 𝜀𝑖) that are coupled by harmonic 
springs. The potential that drives the interactions between particles is parcelled into simple terms 
that describe the internal modes of the system in equilibrium from simple harmonic/sinusoidal 
potentials, making use of classic electrostatics to describe charge density interactions (refer to 
Equation 1.1 to exemplify). Since this potential energy function is highly parameterized, it is 
extremely fast to solve for systems that can range up to millions of atoms. Moreover, this function 
is differentiable, and can therefore be solved to derive forces that allow for time-dependent 
trajectories to be determined. 
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The most generic biomolecular empirical force fields describe the potential energy function as a 
sum of six parcels, as stated in Equation 2.1. 
𝑈(𝐫) = 𝐸𝑏𝑜𝑛𝑑𝑠 + 𝐸𝑎𝑛𝑔𝑙𝑒𝑠 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠 + 𝐸𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠 + 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠 Equation 2.1 
Particularly, for the AMBER Force Field, which we have employed in the work we present, the 
potential energy function employed is that of Equation 1.1. We further discuss each of the terms 
of the potential energy function. 
2.1.2.1. 1–2 Bond stretch 
The bond stretching mode is a mechanical mode that describe the type of bond between the 
atoms in the molecule (single, double, triple or aromatic). For simplicity, this interaction is 
generally approximated by a harmonic potential described by two parameters: the equilibrium 
bond length 𝑙0 and the force constant 𝐾𝑙 that describes the harmonic regime near the equilibrium 
position 𝑙0, as can be seen in Equation 2.2.  
𝐸1−2 = ∑ 𝐾𝑙(𝑙 − 𝑙0)
2
𝑏𝑜𝑛𝑑𝑠
 Equation 2.2 
This potential is quite easy to parameterize and is fastly computed to allow for many covalent 
bonds in the system. However, its validity is obviously limited to small stretching movements, 
which are circumscribed to systems in equilibrium. In this regime, the atoms vibrate around an 
equilibrium distance that corresponds to the minimum of potential energy of interaction. This 
would not be equally accurate if we wanted to study a reactive force field, where a chemical bond 
would be better described by a Morse potential (see Equation 2.3). Comparatively to Equation 
2.2, the computation of this potential would require one additional parameter: the bond 
dissociation energy 𝐸𝑑𝑖𝑠𝑠. 
𝐸𝑏𝑜𝑛𝑑 = 𝐸𝑙0 [1 − 𝑒
−√
𝐾𝑙
𝐸𝑑𝑖𝑠𝑠
(𝑙−𝑙0)
]
2
 Equation 2.3 
However, in this way the interaction between the bonded atoms would vanish as the atoms went 
farther away from the equilibrium position. In practical terms, this potential compromises 
computational efficiency since the mathematical form of this term is more complex. Moreover, 
accurate determinations of 𝐸𝑑𝑖𝑠𝑠 should be much more difficult, since the fitting of the potential is 
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much more demanding. One possible approximation would be to include additional terms from 
the Taylor’s expansion (up to the 4th power) to the harmonic potential, which would mimick 
reasonably well the Morse potential;25 however the harmonic description of bond stretching is 
quite satisfying for a relative stretching of up to 10% of the equilibrium bond length and is 
computationally cheaper than any of the above proposals.153 
2.1.2.2. 1–3 Bond angle bend 
As for the bond stretching mode, angle bending is also usually described with the harmonic 
approximation (Equation 2.4), and it has been employed with relative success so far.153 In some 
cases, a sinusoidal form is preferred to better describe the change in the energy for very large 
amplitudes, since it describes the potential energy in a smoother way for bends in the lower and 
upper limits of angle bending.25 However, despite that it works quite well for non-equilibrium linear 
interactions, where the restoring force is more smooth, it might also result in more exotic results 
for other types of angles. Other force fields have also introduced harmonic potentials to describe 
1–3 bond stretching,154 to provide an additional restraint to angle bending. 
𝐸1−3 = ∑ 𝐾𝜃(𝜃 − 𝜃0)
2
𝑎𝑛𝑔𝑙𝑒𝑠
 
Equation 2.4 
Once more, the introduction of higher order potentials from the Taylor’s expansion on the 
equilibrium bond angle can enhance the description of the bond angle bending; however, taking 
as a reference the compromise between calculation efficiency and accuracy, the employment of 
the harmonic potential is still regarded as the best answer. 
2.1.2.3. 1–4 Dihedral and Improper torsions 
Dihedral interactions are among those that are the most demanding to parameterize, since even 
for a simple system there is a large number of possible dihedral interactions. These modes are 
described for groups of four atoms linked by harmonic springs, and are classically treated as rigid 
rotors in which the 1st and 4th atoms of the dihedral rotate around the axis of the bond formed by 
the 2nd and 3rd atoms. These transitions present the lower energy barriers and can, therefore, 
exhibit periodic behaviours every time a complete rotation occurs. Hence, it is a requisite that the 
potential chosen to describe dihedral modes presents a periodic behaviour that can characterize 
the different minima during a complete torsion. The most accurate way to do this is to consider a 
Fourier expansion of a sinusoidal potential, where each minima and maxima are accurately 
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defined.153 However, due to matters of computational efficiency and to the low energy values from 
these transitions, only the first term of the Fourier’s expansion is considered (see Equation 2.5). 
This sinusoidal term requires the determination of three parameters: the maximum of potential 
energy that describes the torsion 𝐾𝜌, the number of minima provided by a complete torsion 𝑛, and 
the phase of lowest potential energy 𝛾. These parameters are usually determined by a least 
squares fitting of QM profiles with MM data.106 
𝐸1−4 = ∑ 𝐾𝜌[1 + 𝑐𝑜𝑠(𝑛𝜌 − 𝛾)]
𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙𝑠
+ ∑ 𝐾𝜑(𝜑 − 𝜑0)
2
𝑖𝑚𝑝𝑟𝑜𝑝𝑒𝑟𝑠
 
Equation 2.5 
Still addressing 1–4 interactions, improper potentials were also derived to represent the strain 
that results from the -molecular orbitals that are formed from the binding of sp2-hybridized atoms. 
These atoms are spatially arranged in a planar conformation that cannot be described by any of 
the potentials we have described so far. As for the bond angle bending potential, it is generally 
described by a harmonic or sinusoidal potential. However, the coordinate that is approached is 
the angle that is formed by two non-concurrent vectors in the rigid plane.107,153 
 
Figure 2.1. Normal modes employed in common implementations of empirical biomolecular force 
fields. 
 
In Figure 2.1, we systematize the normal mode coordinates that are employed in current empirical 
biomolecular force fields. More refined force fields introduce potentials concerning crossed 
interactions or higher order expansions; however most of these corrections stand for the 
refinement of particular quantities, in particular the simulation of spectra.107,153 Other than that, 
such refinements are often accompanied by an increase in computational cost which does not 
often suit the purpose of the MD simulations, which we will discuss below. 
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2.1.2.4. Charge and dispersion interactions 
We now discuss the non-bonded interactions that are employed in biomolecular force fields. In 
particular we will address the role of electrostatics and long range interactions. These interactions 
are only accounted for 1–4 interactions and beyond, to prevent numerical instabilities that could 
result from the short distance interactions between 1–2 and 1–3 bonded atoms.107,153 Electrostatic 
interactions are commonly calculated by the Coulomb’s potential, while long range interactions 
are preferentially calculated from the 12-6 Lennard-Jones potential. A close inspection of 
Equation 2.6, shows that, provided the relative positions of the atoms 𝑖 and 𝑗, we only need the 
charge 𝑞𝑖 and 𝑞𝑗 to describe the Coulomb’s interaction between a given pair of atoms, and the 𝜀𝑖𝑗 
and 𝑅𝑖𝑗 interaction parameters to describe the Lennard-Jones potential. 
𝐸𝑛𝑜𝑛−𝑏𝑜𝑛𝑑𝑒𝑑 =∑∑(
𝑞𝑖𝑞𝑗
𝜖𝑟𝑖𝑗
+ 𝜀𝑖𝑗 [(
𝑅𝑖𝑗
𝑟𝑖𝑗
)
12
− 2(
𝑅𝑖𝑗
𝑟𝑖𝑗
)
6
])
𝑖𝑗>𝑖
 Equation 2.6 
The parameters of the Coulomb’s potential are a direct property of each spherical atom, but the 
interaction terms 𝜀𝑖𝑗 and 𝑅𝑖𝑗 have to be calculated from the 𝜀𝑖, 𝜀𝑗, 𝑅𝑖, 𝑅𝑗 atomic parameters, from 
the Lorentz-Berthelodt combination rules.107 From all these considerations, it follows easily that 
non-bonded interactions involve the most pairs of atoms, and that they are the key limiting-step 
to solve the potential energy function at the MM level of theory. 
An additional difficulty that derives from the choice of these potentials is that both the Coulomb’s 
and the Lennard-Jones’ potential are slowly convergent sums. Such requires that a truncation 
criterion should be imposed so that a finite contribution from the explicit counting of these 
interactions can be calculated. In practical terms, periodic boundary conditions (PBC) are 
combined with a cutoff that is generally inferior to half of the largest length of the system. From 
this procedure, several replicas of a model unit cell are created, and translated in every direction 
from its centre of mass, providing a list of atoms that will interact explicitly with each other. This 
results in solving the problem of how to study the boundaries of the cell as well as how to select 
the atoms that should interact explicitly with each other. However, if for van der Waals interactions 
this approximation has shown that atoms beyond a cutoff of about 8 Å could be treated as an 
isotropic distribution of particles without major loss in accuracy, this type of truncation has shown 
to result in several artefacts when applied to the treatment of electrostatic interactions.107,153 
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Figure 2.2. Comparison between the Coulomb and 12-6 Lennard-Jones potentials for a pair of atoms 
𝒊 and 𝒋, in kcal∙mol-1. The reference parameters adopted were 0.10 au for 𝒒𝒊 and 𝒒𝒋, 0.025 kcal∙mol
-1 
for  𝜺𝒊 and 𝜺𝒋, and 2 Å for 𝑹𝒊 and 𝑹𝒋. 
 
This is mostly due to the lower rate at which the intensity of the coulombic interactions vanishes 
comparatively to Lennard-Jones interactions, as seen in Figure 2.2. In current biomolecular force 
fields, these issues are overcome by the inclusion of Ewald sums for the coulombic 
contributions.155 In the method of Ewald summation, atom-centred Gaussian distributions of 
opposite sign are added to the atoms within the cutoff distance so that the coulombic interaction 
becomes negligible at that distance (see 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏,𝑟𝑒𝑎𝑙 at Equation 2.7). 
𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏,𝑟𝑒𝑎𝑙 =∑∑
𝑞𝑖𝑞𝑗
𝑟𝑖𝑗
(1 −
2
√𝜋
∫ 𝑒−𝛼𝑡
2
𝑑𝑡
∞
𝑟𝑖𝑗
)
𝑖𝑗>𝑖
 
𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏,𝐹𝑜𝑢𝑟𝑖𝑒𝑟 =
1
2𝑉𝑢𝑛𝑖𝑡 𝑐𝑒𝑙𝑙
∑
4𝜋
k2
(∑𝑞𝑖𝑒
𝑖k𝑟𝑖
𝑖
)𝑒−
k2
4𝛼
k≠0
 
Equation 2.7 
On a second step, since the former Gaussian distributions were artefacts that were used to force 
the electrostatic potential to converge at the truncation distance, the same number of Gaussian 
distributions with the same sign as 𝑞𝑖 are added in the reciprocal space of {𝑟} so that the overall 
charge of the system is balanced (see 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏,𝐹𝑜𝑢𝑟𝑖𝑒𝑟 at Equation 2.7). With these operations, 
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and through a combination of the right parameter 𝛼 and wave number k, the accuracy of the 
calculation of coulombic interactions can be calibrated to exhibit very small errors. The main 
problem with this approach is that the Ewald summation at the reciprocal space considers the 
system as a periodic one; however through the employment of PBC, we are able to simulate such 
systems.153 
 
2.1.3. Molecular minimization in Empirical Force Fields 
The first stage of any MD simulation is the refinement of an initial model. To do this, the common 
procedure is to minimize the potential energy of the system using the empirical potential function 
that we have systematized above. However, there are two aspects that we must address to 
perform this energy minimization: to start with, our system is a result of complex modelling, from 
X-ray refinement to algorithmic addition of hydrogens, solvent and counterions, or even from 
human-inspection; on second hand our problem is a multidimensional problem, since at the end 
of the energy minimization we need to have found a full set of Cartesian coordinates that 
describes the minimum energy configuration of the model, at this level of theory. 
As a response to the first issue we have raised, the common procedure is to perform constrained 
energy minimizations to gradually relax the model system. In particular for protein-solvent 
systems, the most common procedure comprehends a minimization of the explicit solvent, 
followed by a minimization of the hydrogens placed by a computational algorithm, and finally a 
full minimization of the full model. To address our second issue, two minimization algorithms are 
more commonly employed: the steepest descent156 and the conjugate gradients.157 
To further discuss the strategy to minimize the energy of our model, we have to clearly define our 
problem, which is: we need to find a set of coordinates 𝐫𝐦𝐢𝐧 that minimizes the energy of our 
system 𝑈𝑚𝑖𝑛. For any of these algorithms, the goal is to minimize a multidimensional linear 
equation, which in our case is Equation 2.8. 
𝑈(𝐫𝐦𝐢𝐧) = 𝑈𝑚𝑖𝑛 Equation 2.8 
Neither 𝐫𝐦𝐢𝐧 or 𝑈𝑚𝑖𝑛 are known; hence our solution will have to be provided by iteratively 
generating configurations 𝐫𝐢, until a minimum energy configuration is achieved. 
To start off, we provide a configuration 𝐫𝟎 that has a potential 𝑈0. Then, to evaluate the nature of 
𝐫𝟎, a new configuration 𝐫𝟏, with potential 𝑈1 is extrapolated. From the difference between 𝑈1 and 
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𝑈0, it is possible for us to determine a search vector 𝛁𝑈0, which is no other than the gradient of 
the potential energy along the 𝐫𝟏 to 𝐫𝟎 direction. At this point, it is clear that we need to iteratively 
generate new search vectors 𝛁𝑈𝑖, until the difference between 𝑈𝑖 and 𝑈𝑖+1 is very close to zero. 
For both the steepest descent and the conjugate gradients method the (𝑖 + 1)th iteration is 
generated from the 𝑖th iteration by a linear addition of a weighted contribution from 𝛁𝑈𝑖, as stated 
in Equation 2.9.158 
𝐫𝐢+𝟏 = 𝐫𝐢 + 𝑔𝑖𝛁𝑈𝑖 Equation 2.9 
The generated (𝑖 + 1)th search vector is orthogonal to that of the 𝑖th iteration, which is somehow 
intuitive since in the current direction of the search vector we are already at a minimum energy, 
which is not that of the minimum energy configuration that we are looking for, 𝐫𝐦𝐢𝐧. When the 
search vector is sufficiently close to zero in all directions, we assume that our final set of 
coordinates is sufficiently close to 𝐫𝐦𝐢𝐧, and the system is then optimized. 
The main difference between the steepest descent and conjugate gradients methods is the way 
the search vector is built. While for the steepest descent the only requirement of 𝛁𝑈𝑖+1 is the 
orthogonality to 𝛁𝑈𝑖, in conjugate gradients 𝛁𝑈𝑖+1 has a memory of the directions that have been 
searched and it is required for it to be orthogonal to all of the previous 𝛁𝑈𝑖. This occurs because 
the operation that we perform to generate 𝛁𝑈𝑖+1 from 𝛁𝑈𝑖 is repetitive, which means that starting 
from 𝛁𝑈0, 𝛁𝑈1 is generated by 𝑔𝛁𝑈0, 𝛁𝑈2 will be 𝑔𝛁𝑈1, and so on, being 𝑔 the weight of 𝛁𝑈𝑖 for 
the configuration 𝐫𝐢+𝟏, as presented in Equation 2.9. The set of solutions of the search vector is 
of the form 𝐺𝑖 = {𝛁𝑈0, 𝑔
1𝛁𝑈0, 𝑔
2𝛁𝑈0, … , 𝑔
𝑖𝛁𝑈0 }, and if we require 𝛁𝑈𝑖+1 to be a linear combination 
of the search vectors of 𝐺𝑖, as well as orthogonal to 𝛁𝑈𝑖, then we can assure that no direction is 
repeated for this vector.158 The main advantage of this procedure it that it prevents that the search 
vector starts to point back and forth, which may occur when we get nearer the minimum energy 
configuration. However, the convergence is slower than for steepest descent when the generated 
configurations are farther from the minimum energy configuration. Moreover, these algorithms 
take the second derivative to be constant for each iteration, which, despite being a good 
approximation, implies that numerical instabilities and roundoff errors may propagate in the 
calculation of the energy gradient as the number of iterations grows.159 
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2.1.4. Molecular Dynamics simulations by Empirical Force Fields 
Despite that we were able to find our minimum energy configuration from MM considerations, this 
configuration is only one among a large number of configurations that the system can adopt. The 
minimum energy of the system comprehends an ensemble of configurations for a given set of 
thermodynamic variables, such as temperature (T), pressure (P) or composition (). Moreover, 
any system presents a remnant energy that is accumulated in the vibronic states that characterize 
the ground state of the system. As a result, to compute macroscopic observables we are required 
to statistically treat this ensemble of configurations. MD is a way to explore this phase space by 
solving the classical motion equations that can be derived from the potential energy function of 
the system and the Newton’s law of motion. 
−
𝛁𝑈(𝐫)
𝑚
=
𝑑2
𝑑𝑡2
𝐫(𝑡) Equation 2.10 
Equation 2.10 is a second order differential equation which describes how the acceleration of an 
atom, with mass 𝑚𝑖 and in a configuration 𝐫, can be determined from the force −𝛁𝑈(𝐫) that results 
of the potential 𝑈𝑖 that acts on the atom. If we were able to solve this equation analytically, we 
could calculate the trajectory of the atom for a given timescale, ∆𝑡. However, this differential 
equation is a system of coupled polyatomic equations that can only solved numerically.153,160 
2.1.4.1. Trajectory propagator for MD simulations 
To solve our problem in a much simpler way, we can consider that starting from the position 𝐫𝐢,𝐭𝐢, 
the position of the atom at 𝑡𝑖 + ∆𝑡 can be approximated by a Taylor’s expansion, as in Equation 
2.11.  
𝐫(𝑡𝑖 + ∆𝑡) = 𝐫(𝑡𝑖) +
1
1!
𝑑
𝑑𝑡
𝐫(𝑡)|
𝑡=𝑡𝑖
∆𝑡1 +
1
2!
𝑑2
𝑑𝑡2
𝐫(𝑡)|
𝑡=𝑡𝑖
∆𝑡2 + 𝒪(Δ𝑡3) Equation 2.11 
This is our guess function to describe the trajectory defined by the atom during the interval ∆𝑡,  
and it resembles the solution for the linear trajectory of a particle acted by a constant force, where 
𝑑
𝑑𝑡
𝐫(𝑡)|
𝑡=𝑡𝑖
 is the velocity of the atom at the instant 𝑡𝑖, 𝐯(𝑡𝑖), and 
𝑑2
𝑑𝑡2
𝐫(𝑡)|
𝑡=𝑡𝑖
 is the acceleration of 
the atom for that same instant, 𝐚(𝑡𝑖). The initial velocities for the atoms in the system are generally 
derived from a Maxwell-Boltzmann distribution at a given temperature, 𝑇 ≥ 0 K, in such a way that 
the velocity of the centre of mass of the system is null.153,161 
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The fact that Equation 2.11 describes a conservative trajectory and it is relatively fast to solve, 
makes it a good candidate as a propagator for the trajectory of our biomolecular system. However, 
this algorithm shows instabilities and inaccuracies, mainly due to neglecting of higher order terms 
in the expansion. To overcome this issue, the Verlet algorithm162 is more commonly employed. 
Additionally to the fact that the position 𝐫(𝑡𝑖 + ∆𝑡) depends of the previous 𝐫(𝑡𝑖 − ∆𝑡) and the 
current 𝐫(𝑡𝑖) positions, it is also independent of the velocities of the atoms and it does cancel the 
error that would be introduced from the contributions of the even powers from the Taylor’s 
expansion of 𝐫(𝑡𝑖 + ∆𝑡) (see Equation 2.12). Similarly to Equation 2.11, it also reproduces a 
conservative trajectory and does not require significantly larger storage memory to solve the 
propagator’s equation. 
𝐫(𝑡𝑖 + ∆𝑡) = 2𝐫(𝑡𝑖) − 𝐫(𝑡𝑖 − ∆𝑡) − ∆𝑡
2[𝛁𝑈 ∙ 𝐫(𝑡𝑖)] Equation 2.12 
Despite that it works well to study properties in which only the position of the system is of interest, 
the lack of explicit particle-velocities presents an obstacle to control the temperature throughout 
the MD simulation. Therefore, the velocity Verlet integrator has also been developed to keep track 
of velocities during the simulation.153 Despite that these type of algorithms exhibit increasing 
numerical instabilities and roundoff errors as simulations are extended, they are still preferred 
when increasing simulation times are desired.163 
Aside from the issues with the type of propagator to employ in MD simulations, there are several 
additional problems that we have to address so that the results provided by these are statistically 
significant, namely the time step employed to maximize the simulation time within the limits of 
computational efficiency, and the control over the conditions of the phase space ensemble 
(microcanonical, canonical or isobaric-isothermal) that we wish to study.153 
2.1.4.2. Integration time step in MD simulations 
Firstly, we need to remind ourselves that the goal of MD simulations is to explore the phase space 
of a given biomolecular system by generating successive configurations over time. We cannot 
guarantee that this space is effectively explored unless the simulation is sufficiently long to allow 
that the computation of averages over time, 〈𝐴〉𝑡𝑖𝑚𝑒, is approximate to the averages over the 
phase space of the system in the simulated ensemble, 〈𝐴〉𝑝ℎ𝑎𝑠𝑒 𝑠𝑝𝑎𝑐𝑒.
164 On the other hand, for 
that to happen we now need to find the best compromise between the integration time step, Δ𝑡, 
and the limitations of our trajectory propagator. The assumption that we make to obtain Equation 
2.11 and Equation 2.12 is that for a given Δ𝑡 each atom is acted by a constant force vector, which 
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is truly not the case if we attend that most internal modes are fitted to periodic potentials, and 
thus, are acted by varying restorative forces that drive these modes to their equilibrium positions. 
Moreover, the atoms are deflected also by neighbouring atoms due to non-bonded interactions 
that deviate their assumed linear trajectory. Taking all this into consideration, the integration time 
step should be smaller than the fastest molecular vibration in the biomolecular system (which 
rounds 10 fs for C–H bonds), and smaller than the average collision time in an atomic fluid (which 
is of about 5 fs for an argon fluid).153 On the other hand, if we are to simulate large time intervals 
a time step of 1 fs demands a very high number of operations, and it is often not significant to 
provide for statistical significance. A scheme that is commonly employed is to constrain the fastest 
vibration mode, thus allowing that a larger integration time step is employed. The SHAKE 
algorithm is such an example.165 In this algorithm a contribution from each constrained distance 
is added to the solution of Equation 2.12, so that these constrained distances, 𝑟𝑖𝑗, are kept at a 
fixed value, 𝑑𝑖𝑗. Then, a set of coefficients similar to force constants, 𝜆𝑖𝑗, is optimized to provide 
the restoring force required to keep 𝑟𝑖𝑗 at the value 𝑑𝑖𝑗.
166 
2.1.4.3. Conditions of the phase space ensemble in MD simulations 
Secondly, to study biomolecular systems we also need to provide the conditions that define its 
phase space. These can range from constant temperature or energy to constant pressure or 
volume, but for most biomolecular systems we are generally interested in exploring the phase 
space of a system with constant number of particles, pressure and temperature (NPT), the so 
called isobaric-isothermal ensemble. 
To start off, we need to discuss the dimensionality of our system. The basic units of a biomolecular 
system are the solute (e.g. proteins, lipids, carbohydrates, cofactors and other organic units) and 
the solvent (for most biological processes we have water). Most of the solute units in biochemistry 
are large macromolecules in both mass and volume, and are solvated to a larger extent by the 
water solvent. This means that the explicit inclusion of solvent demands that a considerable radii 
within the solute should be accounted for. Such considerations result in an increasing system, 
and in more calculations of forces for each iteration. Another issue is that, since each solvent 
molecule will also interact with the neighbouring solvent molecules, our system should be infinitely 
expanded or truncated by a surface tension to define a finite volume for our system. 
Implicit solvation models could constitute an alternative to explicit solvation models. In these 
models, the effects that derive from the solvent could be included from introducing a friction 
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coefficient to simulate the viscosity of the solvent, or a dielectric constant that would screen the 
effect of electrostatic interactions to a shorter range; they could also be based in empirical 
potential energy functions derived from considerations on the solvent accessible area of the 
atoms of the solute, or non-polar contributions to the solvation energy.167 However, the results of 
implicit solvent simulations have been shown unable to provide sampling that can be used to 
either estimate thermodynamic quantities or even realistic trajectories for most biomolecular 
systems.167,168 Thus, we do often have to return to explicit solvation models. To solve the problem 
of the dimensionality, we should remember again that truncation schemes for long-range 
interactions mostly rely on PBC and cutoff interaction distances. 
 
Figure 2.3. Representation of the periodic boundary conditions for a protein system (in lime green) 
and its substrates (in cyan), solvated with water molecules (in magenta). The parallelepipedic unit 
cell is highlighted in solid black lines. 
 
In Figure 2.3 we summarize the PBC approach that is commonly employed in MD simulations. 
Our system is a unit cell (usually either parallelepipedic or octahedral) that is infinitely repeated in 
every direction of the space. What this means is that when an atom moves across the boundaries 
of the unit cell, it will occupy a new position that is not 𝐫𝐢+𝟏, but 𝐫𝐢+𝟏 − 𝐑𝐛𝐨𝐱, being 𝐑𝐛𝐨𝐱 the 
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translation vector required for the unit cell to generate the neighbouring replica in which 𝐫𝐢+𝟏 would 
be located. As a result, the number of atoms inside the unit cell is constant throughout the entire 
MD simulation. 
We have already discussed that long range interactions are accounted differently after a given 
cutoff is reached, since Coulomb and Lennard-Jones potentials are divergent. Now that our 
system is a periodic system, the Ewald summation method can be applied to calculate the long 
range coulomb interactions in the reciprocal space of the phase space.169 Additionally, we can 
easily fix the volume of our system, by univocally defining the dimensions of the unit cell. However, 
several self-interaction artefacts may result from this approach if our box is not large enough. 
Such self-interaction artefacts can be solved by expanding the box, but the number of pairwise 
interactions will also increase significantly; hence, this expansion of the box should be performed 
carefully. On a final note, a common procedure when performing explicit solvent MD simulations 
is to build solvent boxes that include more than 8 Å of solvent around the solute molecule. 
Regarding the simulations at constant pressure and temperature, this regulation is more complex 
to achieve, since we have already discussed above that our propagator does not explicitly account 
for these properties. Hence, we need to evaluate them at every iteration throughout the simulation 
and provide for adequate potentials that can counterbalance their gradient. We will discuss, in 
particular, the Berendsen barostat170 and Langevin dynamics,171 that are commonly employed to 
regulate pressure and temperature, respectively. 
The starting point of the Berendsen barostat is that the pressure of the system enclosed in the 
unit cell has a contribution from the average velocities of the particles of the system, which move 
freely as in an ideal gas, and an additional contribution that accounts for the potential raised from 
the interactions of these particles with each other. 
𝑃(𝑡) = 𝜌𝑢𝑛𝑖𝑡 𝑐𝑒𝑙𝑙𝑘𝐵𝑇(𝑡)⏟         
𝐢𝐝𝐞𝐚𝐥 𝐠𝐚𝐬
+
1
3𝑉𝑢𝑛𝑖𝑡 𝑐𝑒𝑙𝑙
∑ 𝐅𝐢𝐣(𝑡) ∙ 𝐫𝐢𝐣(𝑡)
𝑖𝑗,𝑗>𝑖⏟                   
𝐯𝐢𝐫𝐢𝐚𝐥 𝐜𝐨𝐫𝐫𝐞𝐜𝐭𝐢𝐨𝐧
 
Equation 2.13 
 
Equation 2.13 decomposes the pressure of an isotropic system for each direction of a cubic unit 
cell. The ideal gas contribution is simply the result of the equipartition theorem to all atoms in the 
unit cell, while the virial correction accounts for the potential energy of interaction, 𝐅𝐢𝐣(𝑡) ∙ 𝐫𝐢𝐣(𝑡), 
for every pair of atoms in the unit cell with volume 𝑉𝑢𝑛𝑖𝑡 𝑐𝑒𝑙𝑙. We cannot guarantee that the new 
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pressure of the system is our constant pressure 𝑃0, thus we have to add a coupling system (the 
barostat) that can restore the pressure 𝑃(𝑡) back to 𝑃0, within a relaxation time that we will name 
𝜏𝑃. This coupling will generate a friction coefficient 
𝑘𝑇∆𝑃
3𝜏𝑃
 that will scale the velocity of the atoms, 
adapting the temperature and volume of the system to the constant pressure 𝑃0.
170 From these 
considerations, it proceeds that we have to provide: our solvent with an isothermal compressibility 
constant 𝑘𝑇, which is commonly that of water at the temperature of 298 K; and our barostat with 
a relaxation time 𝜏𝑃 that should be sufficiently large comparatively to our integration step, so that 
the pressure in the coupled system changes in an infinitely slow fashion. 
Finally, the control of temperature from Langevin dynamics resides in its stochastic character. 
Contrarily to the fundamental equation of Newtonian dynamics (Equation 2.10), the Langevin’s 
equation (Equation 2.14) has two additional terms (in square brackets) that concern the collisions 
between the solute and solvent molecules: one that accounts for the friction of the solvent that 
cannot be described by the force field potential, and another that accounts for the statistical error 
that results from our deterministic potential energy function.166,172 
𝑑2
𝑑𝑡2
𝐫(𝑡) = −
𝛁𝑈(𝐫)
𝑚𝑖
+ [− 𝛾
𝑑
𝑑𝑡
𝐫(𝑡)
⏟    
𝐟𝐫𝐢𝐜𝐭𝐢𝐨𝐧 𝐭𝐞𝐫𝐦
+ (
2𝛾𝑘𝐵𝑇0
𝑚𝑖
)
1
2
𝛿(𝑡)
⏟          
𝐬𝐭𝐨𝐜𝐡𝐚𝐬𝐭𝐢𝐜 𝐭𝐞𝐫𝐦
] Equation 2.14 
In the friction term of Equation 2.14, the velocity of each particle is scaled by a friction coefficient 
that resembles that of the mechanics of a shear viscous fluid, which in our case is the equivalent 
to an implicit solvent. It results from the fact that in our system there are non-elastic collisions 
between the solvent and the solute, and that these cannot be described by the conservative 
potential energy function. The coefficient 𝛾 is an average of the number of collisions that is 
required to damp the highest vibration amplitude in about 𝑒−1, and for water it typically rounds 50 
ps-1.172 
The stochastic term arises from the fact that in real systems random collisions between the solute 
and the solvent occur, aside from the shear friction by the solvent.166,172 These collisions occur in 
every direction and their frequency should depend of the temperature, 𝑇0, of the heat bath that 
surrounds the 𝑁-particle system. In Langevin dynamics, it is assumed that there is a change in 
linear momentum resulting from these random collisions, which are also called Langevin forces. 
These Langevin forces follow a Gaussian distribution with zero average and variance 2𝛾𝑘𝐵𝑇0𝑚𝑖, 
and rely on information from the past events of the simulation to generate these random 
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forces.166,173 In this way, while the friction term dissipates energy from the accelerated particle to 
the surrounding thermal bath, Langevin forces provide random momentum increments that result 
from the interaction of the thermal bath of temperature 𝑇0 with the particles of the system. Despite 
that the use of Equation 2.14 is limited to systems of spherical particles and in which correlation 
times between successive collisions are much shorter that other relaxation times of the system, 
it efficiently regulates the temperature of the system and it provides for a better search over the 
phase space of our system in study.173 
 
 
Scheme 2.1. Flowchart for an MD simulation with an NPT ensemble. 
 
At this stage, we can perform MD simulations with NVT and NPT ensembles to study the 
biophysics of biomolecular systems. Moreover, we can also post-treat the data from MD 
simulations to determine thermodynamic quantities, from statistical physics considerations. We 
enclose the discussion on MD simulations with a summary of the operational tree for common 
MD simulations performed with the isobaric-isothermal ensemble (NPT), in Scheme 2.1. 
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2.2. Quantum Mechanics methods 
 
2.2.1. Expose the problem 
MD simulations are now routinely employed in ever increasing systems (up to millions of atoms) 
and to larger time-scales (from a few ns to hundreds of μs).148,149,174 Its large applicability results 
from the combination of the constant upgrading and refinement of current empirical force fields, 
the improvement and widespread availability of computational resources, and the development 
of new improved methodologies to enhance phase space exploration and statistical treatment of 
MD simulation data.175-178 
Biomolecular systems are, nevertheless, large and complex aggregates with enigmatic 
behaviours that are often enclosed in particles much smaller that the bulk spherical atom. The 
truth is that most of the biochemistry occurs in a reality far different from the classical regime we 
have been discussing until now. To describe the electronic phenomena that occur at a sub-
atomistic scale, we have to resort to QM calculations. We have already discussed that the trade-
off that we have to make to obtain such detailed insight is that we have to confine ourselves to 
systems that often cannot reach up to 200-300 atoms.141,142  
DFT methods have been the preferred choice to tackle the chemistry of biosystems, since they 
have provided for accurate results in the study of systems with a considerable dimensionality 
(circa a hundred atoms).179 Currently, the main drawback in DFT is that up to now we still do not 
know what formulation the exchange-correlation density functional (DF) should assume, so that 
this parcel of the energy can be accounted for in an exact fashion. As a result, several DFs have 
been developed over the years.179,180 These models are generally optimized by obeying to specific 
physical principles and by reproducing particular properties, such as activation barriers, reaction 
energies, electron affinities, among others, for several sets of chemical reactions.180 Post-HF 
methodologies could be an alternative to DFT methods, since they rely solely on physical 
principles to estimate the real energy of the system; however they are not employed on a regular 
basis since once more the dimensionality problem prevails.179,180 
2.2.2. Building the molecular wave function 
Quantum mechanics marks a change in our understanding of the way in which the events of the 
microscopic world occur. The realization of the dual character of matter has provided a new 
paradigm for the quantization of physical observables. At an atomic scale, the state of a physical 
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system is fully described by a wave function, |Ψ⟩, which allows the determination of any physical 
quantity that one wishes to measure. In chemical systems, the wave function of the molecule 
represents the space of the interactions between nuclei or electrons from the atoms of the system, 
and thus, the space vector that describes a given molecular state should be given by a function 
of the coordinates of the nuclei, 𝐫𝑵, and electrons, 𝐫𝒆, of the system. The major obstacle in any 
QM calculation is to provide for an accurate representation of this molecular wave function, 
|Ψ𝑟𝑁,𝑟𝑒〉, since there is no way to analytically determine the state wave function for polielectronic 
systems. 
We must resort, alternatively, to numerical methods, as we have done previously in molecular 
mechanics calculations. The goal is to find a molecular wave function, |Ψ𝑟𝑁,𝑟𝑒〉, that can minimize 
the energy of the system that results from the action of the Hamiltonian operator, ℋ̂, in the 
molecular wave function. These mathematical objects are related through the fundamental 
equation of Quantum Mechanics, the Schrödinger equation (Equation 2.15). 
ℋ̂|Ψ𝑟𝑁 ,𝑟𝑒〉 = 𝐸|Ψ𝑟𝑁,𝑟𝑒〉 Equation 2.15 
Equation 2.15 has not made things any easier, since we have now two big problems to solve: 
(1) We do not know the exact QM Hamiltonian to determine the energy of our system; 
(2) We have no clue of what our wave function will look like. 
The first issue will be addressed in the subsequent sections. We will now focus on how to provide 
a guess wave function that can be optimized to accurately estimate the real wave function of our 
chemical system. 
We will start by simplifying the dimensionality of our problem, since our current wave function is 
a function of both the nuclei and the electrons of the system. We start by taking into account that 
the velocity at which the electrons rearrange themselves while the nuclei translate in space should 
be close to instantaneous; thus the movement of electrons and nuclei should be practically 
uncorrelated. This assumption (also called Born-Oppenheimer approximation) greatly simplifies 
our problem because now our molecular wave function |Ψ𝑟𝑁,𝑟𝑒〉 can be solved independently for 
the nuclei |Φ𝑟𝑁〉 and the electrons |𝜓𝑟𝑒〉.
181 Moreover, we can assume that the nuclei interact as 
classical particles, since chemical transformations result mostly from the electronic 
rearrangements that occur between the atoms. At the end of this process, our problem now sums 
up to provide a guess electronic wave function |𝜓𝑟𝑒〉 and minimize its energy. 
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2.2.2.1. Linear Combination of Atomic Orbitals 
A possible way to generate the guess electronic wave function is to think of the molecular wave 
function as a linear combination of atomic orbitals. Following this line of reasoning we would need 
to parameterize an atomic orbital for each electron in each atom of the molecule, forming a space 
of atomic orbitals {|𝜙𝑖⟩}, which is commonly named as the basis set. Then, by solving Equation 
2.15 we are now able to determine the energy eigenvalues for each electron of the molecule, and 
calculate orthogonal one-electron molecular orbitals through the linear combinations of the 
starting atomic orbitals (see Equation 2.16). 
|𝜓𝑖⟩ =∑𝑐𝑖|𝜙𝑖⟩
𝑖
    , ⟨𝜙𝑗|𝜙𝑖⟩ = 𝛿𝑖𝑗(𝑟) Equation 2.16 
Now, our problem lies in determining the atomic orbitals space, which is equally challenging since, 
as we have referred above, they are only exactly known for the hydrogen atom. As a result, atomic 
orbitals are built from differentiable families of functions that can reproduce properties that atomic 
orbitals must possess, such as angular momentum, ℒ⃗ and electron probability distributions. This 
choice of family of functions will affect the computational efficiency of the optimization of the 
molecular wave function. Ideally, we should employ the least number of functions as possible, to 
reduce the number of integrals to calculate, and choose functions with well-known mathematical 
properties, to lower the computational requisites for the calculation. The Gaussian type orbitals 
(GTOs) and Slater type orbitals (STOs) exemplify two families of functions that can approximate 
the behaviour of one-electron atomic orbitals. Their core shape is presented in Equation 2.17, for 
GTOs and STOs respectively.160,179 
𝜙𝐺𝑇𝑂(𝑟) = 𝑁𝑟𝑥
𝑚𝑥𝑟𝑦
𝑚𝑦𝑟𝑧
𝑚𝑧𝑒−𝛼𝑟
2
𝜙𝑆𝑇𝑂(𝑟) = 𝑁𝑟
𝑛−1𝑌𝑙,𝑚𝑙(𝜃, 𝜑)𝑒
−𝛼𝑟
 Equation 2.17 
𝑁 is the normalization constant that refers to the probabilistic nature of the squared wave function, 
and 𝑟 is the radial distance from the electron to the atom nucleus. The GTO family of functions 
also exhibits the set (𝑟𝑥, 𝑟𝑦, 𝑟𝑧), which stand for the displacement vectors, 𝑟, of the electron 
relatively to the nucleus, and the eigenvectors of the angular momentum operator ℒ⃗ (𝑚𝑥 ,𝑚𝑦,𝑚𝑧), 
both projected in the Cartesian space. In an analogous way, in the STO family of functions we 
have the set (𝑟, 𝜃, 𝜑) and the spherical harmonics 𝑌𝑙,𝑚𝑙(𝜃, 𝜑)
182 that account for the projection of 
the position and angular momentum vectors of the electron in the Spherical coordinate space. 
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While the coefficient 𝛼 can be parameterized to describe how fast does the electron states 
distribution vanish for regions farther from the nucleus, the displacement and angular momentum 
vectors can be combined to reproduce the degenerate orbitals that can be occupied as the 
dimension of the eigenvector space for a given angular momentum increases. 
Despite that the STO family of functions represents more accurately the cusps of the electron 
wave function near the nucleus, most basis sets employed nowadays combine GTOs to build the 
atomic orbitals space. The main advantage of these functions is that the mathematical properties 
of these functions are well-known, particular in what recalls the computing of integrals of GTO 
products for 𝑁-electron interactions. The drawbacks are that GTOs do not capture the exponential 
decay that occurs in atomic orbitals, and they are unable to reproduce the cusps that occur near 
the nucleus unless several GTOs are combined.160 This results in an increase in the number of 
primitive functions that will require optimization in posterior energy minimization calculations. On 
the other hand, fewer STOs are required to describe atomic orbitals, but the calculation of the 𝑁-
electron interactions can be extremely expensive. 
One thing that can be done to overcome the physical problems derived from the use of GTOs is 
to use subfamilies of GTOs in which primitive Gaussians are linearly combined to reproduce the 
overall behaviour of the atomic orbitals. These subfamilies, also called contracted Gaussian type 
orbitals (cGTOs), are still GTOs, and, as result, possess the same mathematical properties. 
𝜙𝑐𝐺𝑇𝑂(𝑟) =∑𝛽𝑖𝜙𝐺𝑇𝑂(𝑟, 𝛼𝑖)
𝑖
 Equation 2.18 
The subsequent problem is a coefficient optimization problem in which the coefficients 𝛼𝑖 and 𝛽𝑖 
(in Equation 2.18) are optimized through QM calculations to reproduce accurate atomic orbital 
energies determined from experimental values. 
Several basis sets have been developed in the past decades, such as the Pople’s,37-44 
Ahlrich’s45,46 and Dunning’s47-49 basis sets. However, the most common basis sets found in 
literature are STO-3G179 or 6-31G. In the first basis set STOs are reproduced by using a cGTO 
subfamily that combines three Gaussian primitives to reproduce all atomic orbitals, while the 
second uses a cGTO of six Gaussian primitives to build core electron orbitals, a cGTO of three 
Gaussian primitives to describe the orbitals of the inner valence electrons and one Gaussian 
primitive to describe the orbitals of the outer valence electrons.160 Figure 2.4 depicts the 
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comparison of the STO-3G basis set and each of its three Gaussian primitives against the 1s 
Slater-type orbital for the hydrogen atom. 
 
Figure 2.4. On the right, comparison of each pure primitive Gaussian function (pGTO) of the STO-
3G basis set against the 1s Slater orbital of the hydrogen atom; on the left, comparison of the cGTO 
from the STO-3G basis set (combination of the three pGTOs at the right) against the 1s Slater orbital 
of the hydrogen atom. 
 
Despite that these types of basis sets have been extensively used for first- and second-row 
elements,115,116 the representation of the atomic orbitals for heavier atoms from GTOs is much 
more demanding, since their core electrons exhibit significant relativistic effects that are not 
accounted for in most Hamiltonians employed in computational chemistry. As an alternative, we 
can reckon that the inner electrons of heavy atoms must not exhibit a significant chemical 
behaviour. Hence, effective core potentials (ECPs) have been developed to describe the core 
electrons of these heavy atoms from one-electron operators, ?̂?𝑐𝑜𝑟𝑒, that interact with the valence 
electrons of the heavy atom, with the latter described with GTOs. The ?̂?𝑐𝑜𝑟𝑒 operator accounts 
for a potential function that describes the Coulomb and exchange-correlation interactions of the 
inner electrons (as well as any relativistic effects that are observed in these electrons), and a 
projection operator to represent the wave functions of valence electrons in the space generated 
by the frozen-core orbitals of the heavy atom.36 As for optimization of GTOcs, ECPs may be 
optimized from the accurate calculation of several atomic properties with relativistic Hamiltonians 
and large basis sets, such as ionization potentials or electronic affinities. 
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2.2.2.2. Determining the molecular wave function: the secular equation 
We have discussed the tools to build guess one-electron molecular orbitals as linear combinations 
of atomic orbitals. Recalling Equation 2.16, we have to optimize the coefficients 𝑐𝑖 that indicate 
the relative contribution of each atomic orbital to the final one-electron molecular orbital. We start 
off by using Equation 2.15 to determine the energy of the one-electron wave function. To do this, 
we apply the reciprocal ⟨𝜓𝑖| in both sides of it, and solve it to obtain the energy of the one-electron 
molecular orbital 𝜀𝑖. Equation 2.19 systematizes the operation, and shows its result when we 
expand the one-electron wave function as a sum of GTOs from our basis set. 
𝜀𝑘 =
⟨𝜓𝑘|ℋ̂|𝜓𝑘⟩
⟨𝜓𝑘|𝜓𝑘⟩
 
|𝜓𝑘⟩=∑𝑐𝑖|𝜙𝑖⟩
𝑖
⇔           𝜀𝑘 =
∑ ∑ 𝑐𝑗𝑐𝑖𝑖𝑗≥𝑖 ⟨𝜙𝑗|ℋ̂|𝜙𝑖⟩
∑ ∑ 𝑐𝑗𝑐𝑖𝑖𝑗≥𝑖 ⟨𝜙𝑗|𝜙𝑖⟩
  Equation 2.19 
We emphasize that the functions the space of GTOs, {𝜙𝑖⟩}, are invariant, which means that, for a 
given configuration of atoms, the matrix elements ⟨𝜙𝑗|ℋ̂|𝜙𝑖⟩ and ⟨𝜙𝑗|𝜙𝑖⟩ are known in every 
iteration, and so the problem becomes simply dependent of the choice of coefficients 𝑐𝑖. These 
matrix elements are called the resonance integrals, ℋ𝑖𝑗, and the overlapping integrals, 𝒮𝑖𝑗, 
respectively.160 The former integrals account for the energy that is stored in the overlapping of 
each set of GTOs, while the overlapping integrals are Dirac integrals that derive from the fact that 
our Gaussian-type atomic orbitals do not form an orthogonal space. 
In the step that follows we apply the variational principle in such a way that the energy 𝜀𝑘 is 
minimized for every coefficient 𝑐𝑖, which is equivalent to find every 𝑐𝑖 so that the first derivative of 
𝜀𝑖, 
𝜕𝜀𝑘
𝜕𝑐𝑖
, is zero. Differentiating Equation 2.19 in this way, we obtain a set of differential equations 
that should be simultaneously satisfied for every coefficient 𝑐𝑖 (Equation 2.20). 
∑𝑐𝑗(ℋ𝑖𝑗 − 𝜀𝑘𝒮𝑖𝑗)
𝑗≥𝑖
= 0     , {
ℋ𝑖𝑗 = ⟨𝜙𝑗|ℋ̂|𝜙𝑖⟩
𝒮𝑖𝑗 = ⟨𝜙𝑗|𝜙𝑖⟩       
 Equation 2.20 
This is equivalent to calculate the roots of the determinant of a square matrix that crosses all of 
the 
𝜕𝜀𝑘
𝜕𝑐𝑖
 solutions. Equation 2.21 depicts such a determinant, which is also known as the secular 
equation, with 𝑁 the number of basis functions that are used to optimize |𝜓𝑖⟩.
160 
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|
ℋ11 − 𝜀𝑘𝒮11 … ℋ1𝑁 − 𝜀𝑘𝒮1𝑁
⋮ ⋱ ⋮
ℋ𝑁1 − 𝜀𝑘𝒮𝑁1 … ℋ𝑁𝑁 − 𝜀𝑘𝒮𝑁𝑁
| = 0 Equation 2.21 
The solutions of the secular equation will be the several 𝜀𝑘 (that may or may not be degenerate) 
that will allow for a new system of linear equations to be built from Equation 2.19, thus retrieving 
the optimized coefficients that will form the optimized one-electron wave functions. 
2.2.2.3. Many-electron molecular wave function: electron spin and Pauli’s exclusion 
principle 
We have already seen that the resolution of the secular equation provides optimized one-electron 
molecular wave functions that, contrarily to the GTO basis set, form an orthogonal space of 
functions {|𝜓𝑒𝑖⟩}. Due to this orthogonality condition, the polielectronic wave function should be a 
product of one-electron wave functions. 
However, we have not yet discussed the fact that electrons have an intrinsic magnetic momentum 
(the spin) that interacts with the orbital angular momentum. This is particularly relevant in 
polielectronic systems, where each orbital is doubly occupied. The Stern-Gerlach experiment has 
shown that electrons are particles of half-integer spin, forming a space composed of two 
eigenvectors, {|𝜎↑⟩, |𝜎↓⟩}.
183,184 Two consequences arise from these results: 
(1) Each occupied orbital, |𝜓𝑒𝑖⟩, may be doubly occupied, with electrons described by a spin-
orbital wave function that is the product of the orbital and spin wave functions, |𝜓𝑟,𝜎↑⟩ or 
|𝜓𝑟,𝜎↓⟩; 
(2) The polielectronic wave function must be antisymmetric, which is a result of the Pauli’s 
exclusion principle. This is a result of the fact that electrons are indistinguishable particles 
that can permute between orbitals without changing the form of the polielectronic wave 
function, and that no electron can be characterized by more than one state (orbital). 
It is clear that the product of one-electron wave functions we have referred above cannot be our 
solution, since upon permuting the coordinates of any two electrons we would end up with the 
same wave function. Moreover, the antisymmetry condition is not met. Our solution can be derived 
by knowing that the permutation operator ?̂?𝑖𝑗 is a unitary operator, which means that a double 
permutation of a set of coordinates in a wave function, results in that same wave function. Taking 
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this into consideration, our 𝑁-electron wave function can be written as in Equation 2.22 (the Slater 
determinant).185 
|𝜓𝑒(𝑒1, … , 𝑒𝑁)⟩ =
1
√𝑁!
|
|𝜓1,𝑒1⟩ … |𝜓𝑁,𝑒1⟩
⋮ ⋱ ⋮
|𝜓1,𝑒𝑁⟩ … |𝜓𝑁,𝑒𝑁⟩
|      ,     |𝜓𝑖,𝑒𝑗⟩ = {
|𝜓𝑖,𝑟𝑗,𝜎↑⟩
|𝜓𝑖,𝑟𝑗,𝜎↓⟩
 Equation 2.22 
The Slater determinant represents every combination that may result from our system of 𝑁-
electron. The electronic wave function is still described by products of orthogonal one-electron 
spin-orbital wave functions; however it is now a linear combination of every permutation of 
electrons labelled with the same spin, within this product. Moreover, it is an antisymmetric wave 
function, due to the fact that the Slater determinant is solved through a Laplace’s expansion, 
which changes the signal of the determinant for every permutation of columns.186 
 
2.2.3. Hartree-Fock method 
We are now capable of defining the Hamiltonian for our molecular system. This Hamiltonian 
should account for the kinetic and potential energy of both the nuclei and the electrons of the 
system of interest. However, the Born-Oppenheimer approximation states that we can treat them 
separately, in a space where the nucleus is a particle with no kinetic energy (the average 
temperature of the system is 〈𝑇〉 = 0) that interacts classically with the neighbouring nuclei. Hence 
our QM Hamiltonian will be the sum of the kinetic energy of the electrons, ?̂?𝑒𝑖, the nucleus-electron 
attractive potential, ?̂?𝑒𝑖
𝑛, and the electron-electron interacting potential, ?̂?𝑒𝑖
𝑒 . While the former two 
operators result in one-electron wave function integrals, the operator that accounts for electron-
electron interactions requires for more complex integrals to be solved. 
2.2.3.1. Hartree-Fock Hamiltonian 
The Hartree-Fock method is the simplest method to determine the energy and orbital 
configuration of a polielectronic system. It belongs to a class of computational methods that 
provides the wave function of the 𝑁-electron system from one single Slater determinant, |𝜓𝑒⟩. The 
energy of this configuration is determined from the Hartree-Fock Hamiltonian, ℱ̂, which is depicted 
in Equation 2.23 in atomic units. 
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ℱ̂ = −
1
2
∑∇𝑒𝑖
2
𝑒𝑖⏟      
?̂?𝑒𝑖
−∑∑
𝑍𝑛𝑖
𝑟𝑛𝑖,𝑒𝑖𝑒𝑖𝑛𝑖⏟        
?̂?𝑒𝑖
𝑛
+ ∑ ∑
1
𝑟𝑒𝑖,𝑒𝑗𝑒𝑖𝑒𝑖,𝑒𝑗>𝑒𝑖⏟          
?̂?𝑒𝑖
𝑒
 
Equation 2.23 
A form of the ?̂?𝑒𝑖 and ?̂?𝑒𝑖
𝑛 operators is quite usual. The ?̂?𝑒𝑖 describes the energy stored in the 
momentum of the electron wandering in the volume enclosed by the wave function; and ?̂?𝑒𝑖
𝑛 
describes the interaction between the wave function of the electron 𝑒𝑖 and the single positive 
charge of the nucleus 𝑛𝑖 through a Coulomb potential centred at the nucleus. The electron-
electron operator also follows the form of the Coulomb potential; however once we apply it to a 
two-electron Slater determinant |𝜓𝑒𝑖,𝑒𝑗⟩, we are confronted with an unexpected contribution (see 
Equation 2.24). 
𝒱𝑒𝑖
𝑒 = ∫+𝜓𝜇,𝑒𝑖
2
1
𝑟𝑒𝑖,𝑒𝑗
𝜓𝜈,𝑒𝑗
2
⏟        
ℐ𝑖𝑗
−𝜓𝜇,𝑒𝑖𝜓𝜈,𝑒𝑗
1
𝑟𝑒𝑖,𝑒𝑗
𝜓𝜇,𝑒𝑗𝜓𝜈,𝑒𝑖
⏟                
𝒦𝑖𝑗
 𝑑𝑟𝑖𝑑𝑟𝑗𝑑𝜎𝑖𝑑𝜎𝑗 
Equation 2.24 
While the first parcel of Equation 2.24, ℐ𝑖𝑗, is the interaction of the probability density of the two 
electrons, 𝑖 and 𝑗, in their one-electron orbitals, 𝜓𝜇 and 𝜓𝜈, which is also called the Coulomb 
repulsion energy; the second energy, 𝒦𝑖𝑗, does not stand for the same interpretation. Additionally, 
this latter term is a result of the antisymmetric character of the two-electron wave function, which 
implies that this stabilization energy results from the permutation operator in the Laplacian 
expansion of the Slater determinant wave function. 
The energy 𝒦𝑖𝑗 is commonly called the exchange energy or the Fermi energy, since it results from 
the fact that electrons are fermions (half-integer spin particles) that can be permuted 
interchangeably between one-electron orbitals. This energy of interaction stands for the 
probability of finding two electrons with the same spin closer together, and it is more pronounced 
when significant overlapping of 𝜓𝜇 and 𝜓𝜈 occurs at shorter distances. The result for 𝒦𝑖𝑗 in 
Equation 2.24 also enforces that this energy is only different of zero if the interacting electrons 
possess the same spin (otherwise the product of the orthogonal spin eigenvectors ⟨𝜎↑|𝜎↓⟩ nullifies 
this contribution). This result is quite representative of how different are the quantum phenomena 
from the classical ones, even when our Hamiltonian is mostly built from classical physics 
considerations. 
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2.2.3.2. Roothaan-Hall approximation 
To solve the Hartree-Fock Hamiltonian in a sequential way, we can take profit from the fact that 
Equation 2.23 can be re-written as a linear combination of one-electron operators (called one-
electron Fock-operators, 𝒻𝑖). The one-electron Fock-operator is represented in Equation 2.25, 
with the one-electron operators for the kinetic, nucleus-electron attractive, electron-electron 
repulsion and electron exchange operators represented by the equivalent small letters of the 
operators in Equation 2.23 and Equation 2.24. 
𝒻𝑖 = ?̂?𝑒𝑖 +∑?̂?𝑒𝑖
𝑛
𝑛𝑖
⏞        
?̂?𝑒𝑖
+ ∑ [𝒿?̂?𝑖{𝑒𝑗} − ?̂?𝑒𝑖{𝑒𝑗}]
𝑒𝑗>𝑒𝑖
⏞              
?̂?𝑒𝑖
𝑒 {𝑒𝑗}
 Equation 2.25 
As a result, we can make use of the LCAO approximation (Equation 2.16) and recover the secular 
equation (Equation 2.21) for the electron-occupied orbitals. Solving the secular equation will now 
hold for a problem of coefficient optimization, 𝑐𝑖, instead of |𝜓𝑒𝑖⟩ optimization. The LCAO 
approximation applied to the Hartree-Fock Hamiltonian is known as the Roothaan-Hall 
approximation or LCAO self-consistent-field,187 and each matrix element of the secular equation 
is called a Roothaan equation. By solving the roots for the determinant of the secular equation, 
we determine the energies, 𝜀𝑖, for each one-electron molecular spin-orbital, which will allow for 
the calculation of the optimized coefficient matrix, 𝐶. The one-electron molecular spin-orbitals are 
finally calculated from the linear combination of the 𝑐𝑖|𝜙𝑖⟩ that form the corresponding eigenvector 
of the eigenvalue 𝜀𝑖. In the end of these algebraic operations we obtain a set of orthogonal 
antisymmetric one-electron molecular spin orbitals  {𝜓𝑒𝑖(𝑟, 𝜎)}. 
2.2.3.3. Hartree-Fock limit: electron correlation 
The main advantage in the Hartree-Fock method is that it relies on a variational scheme. This 
means that, despite that the energy calculated from the eigenvalues of the Hartree-Fock 
Hamiltonian should be always larger than the actual energy of the minimum energy state, the 
molecular orbitals derived from a known finite basis set will always describe a configuration of 
minimum energy for the Hartree-Fock Hamiltonian. If we were to extend the energy resulting from 
the Hartree-Fock Hamiltonian to an infinite basis set, the complete basis set (CBS), we would end 
up with the exact energy of the system at the Hartree-Fock level of theory.160 However, the 
Hartree-Fock method was shown to provide only reasonable results for system of closed-shell 
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electronic configurations (with all electrons paired, in a singlet spin state), and for systems with 
low degeneracy of one-electron molecular orbitals. The main issue comes from the fact that we 
assume that there is only one electronic configuration for an energy minimum (the electron 
configuration is univocally defined by one Slater determinant), and that only occupied orbitals 
contribute to the energy of the system. Why should this be not true? 
The main assumption for the Hartree-Fock theory is that electrons can be treated as non-
interacting particles that occupy the volume of its wave function under the influence of the nuclei 
of atoms and the average field generated by the remaining electrons of the molecule. From this 
perspective, the molecular wave function is a single determinant where every electron can occupy 
every possible one-electron wave function.  
In reality, electrons are interacting particles whose energy and wave function depend on explicit 
electron-electron spin-orbital interactions and the 𝑁-electron configuration itself. This additional 
stabilization, which is the difference between the real energy of the molecular system and that of 
the Hartree-Fock limit, is called the correlation energy, and it corrects for the overestimation of 
the electron repulsion from the Coulomb integrals. Generally, this energy holds a small 
contribution to the total energy of the system; however, for open-shell systems or electron transfer 
reactions, the correlation effects can be of outmost importance to describe the chemical reactivity 
of several systems.160,188 In order to appropriately account for this energy, there is always a 
compromise between the computational feasibility of the calculation and the quality of the 
Hamiltonian, and the molecular wave function. 
Before exploring in which ways we can tackle the problem electron correlation, we shall discuss, 
in a more detailed manner, the physical interpretation of electron correlation. First, we have 
assumed that our polielectronic wave function may be represented by one Slater determinant, 
which accounts for every permutation of every electron between two spin-orbitals with the same 
spin. After that, we have also assumed that the 𝑁-electron Hamiltonian can be described by a 
sum of one-electron linear operators, which result in a set of 𝑁 energies attributed solely to each 
of the 𝑁 electrons. What consequences can be derived from these approximations? 
(1) Our molecular wave function is confined to a space of occupied one-electron spin-orbitals 
{𝜓𝑒𝑖(𝑟, 𝜎)}. This implies that there are no optimized virtual orbitals that can be occupied by 
electrons so that a configuration with lower energy can be generated. The approximation 
can be quite acceptable in cases for which there is low degeneracy of the orbitals of the 
valence electrons. However, particularly for systems in which valence orbitals may exhibit 
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a considerable degree of degeneracy (as it may occur for orbitals with high angular 
momentum, high spin multiplicity or high electron delocalization), often the occupied 
orbitals are not suited to fully describe the molecular wave function. In these cases, the 
electrons can be better described by mixed states of occupied and virtual orbitals. This 
correlation energy is called the static correlation energy, or Fermi correlation energy, since 
it is a result of the way the electronic configuration is described, and not of the way the 
electrons interact with one another. 
(2) On the other hand, the more accurate way to study the electron-electron interaction would 
be to evaluate the effect of each electron and group of electrons on the remaining 
electrons of a given configuration, if other orbitals of similar energy could be occupied by 
these. In this way, the configuration would respond in a dynamical way as each electron 
or group of electrons was excited to these virtual orbitals. The correlation energy resulting 
from the dynamic response of the electronic configuration to these electron excitations is 
called the dynamic correlation energy. 
 
2.2.4. Post-Hartree-Fock methods 
Post-Hartree-Fock methods are an ab initio attempt to refine the Hartree-Fock method. Every 
method based on first-principles considerations that has been proposed so far, points out to the 
fact that the problem of electron correlation must be a result of the plasticity that we have attributed 
to our wave function and the electronic Hamiltonian. Specifically, we will address two types of 
post-Hartree-Fock methods: the multiconfigurational methods (that try to tackle the problem of 
electron static correlation), and electron excitation methods (that try to tackle the problem of 
dynamic electron correlation). 
2.2.4.1. Multiconfiguration Self-Consistent-Field 
We will start this discussion by recalling the constraints that we have imposed to our molecular 
wave function throughout the last sections: firstly, we have assumed that the molecular wave 
function should be accurately determined by taking into account the guess atomic orbitals of each 
electron in the system (according to the electronic configuration of each atom); secondly, each 
one-electron orbital is composed from a finite basis set. 
The general idea behind multiconfiguration methods arises from the fact that molecular orbitals 
are quite different from atomic orbitals. As a result, it is possible that molecular orbitals resulting 
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of the combination of occupied and/or unoccupied orbitals may present similar energies, 
increasing the degeneracy of the molecular system. This is particularly important for open-shell 
systems or systems with heavy atoms, in which valence orbitals are increasingly closer in energy. 
We will define our wave function after a larger set of molecular orbitals (either occupied or 
unoccupied). Hence, our correct wave function should be a linear combination of every electronic 
configuration for our new space of orbitals {𝜓𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 , 𝜓𝑣𝑖𝑟𝑡𝑢𝑎𝑙}.
160 
|𝜓𝑀𝐶𝑆𝐶𝐹⟩ = 𝑐0|𝜓𝐻𝐹
0 ⟩ +∑𝑐𝑖|𝜓𝐻𝐹
𝑖 ⟩
𝑁
𝑖=1
 Equation 2.26 
Equation 2.26 refers to our multiconfiguration Hartree-Fock equation, |𝜓𝑀𝐶𝑆𝐶𝐹⟩, which is a sum 
over 𝑁 Slater determinants, |𝜓𝐻𝐹
𝑖 ⟩, with contributions 𝑐𝑖 to the overall molecular wave function. 
We start-off the calculation by determining the molecular wave function from the Hartree-Fock 
method, |𝜓𝐻𝐹
0 ⟩, in the space of orbitals {𝜓𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 , 𝜓𝑣𝑖𝑟𝑡𝑢𝑎𝑙}.
189 The remaining configuration state 
functions (CSF), |𝜓𝐻𝐹
𝑖 ⟩, will be generated by permuting electrons between occupied and virtual 
orbitals in such a way that the angular momentum of the system is conserved. After that, two 
matrices of coefficients will be solved: one concerning the Roothaan equations for each Slater 
determinant, and one concerning the linear combination of CSFs in Equation 2.26. In this way, 
we can determine each optimal CSF and its relative contribution to the overall |𝜓𝑀𝐶𝑆𝐶𝐹⟩. As for 
the Hartree-Fock method, these coefficients are solved in a self-consistent fashion, and this 
process is called the Multiconfiguration Self-Consistent-Field (MCSCF). 
The number of CSFs, 𝑁, to include in this calculation depends on the number of virtual orbitals 
that were added to the space of orbitals, 𝑚, and the number of electrons that will be exchanged 
between occupied and virtual orbitals, 𝑛. In the case where all permutations of electrons between 
occupied and virtual orbitals is allowed, our space of orbitals is a complete active space (CAS) in 
which all orbitals possess the minimum energy and are required to be orthogonal. The |𝜓𝑀𝐶𝑆𝐶𝐹⟩ 
that results of this calculation is then called |𝜓𝐶𝐴𝑆𝑆𝐶𝐹⟩, where CASSCF stands for Complete Active 
Space Self-Consistent-Field. 
While multiconfigurational methods can account for most of the static correlation energy in a 
molecular system, they are unable to rationally introduce the dynamic correlation of electrons 
since the coefficients within each CSF correspond to a different ground state electronic 
configurations. To determine the dynamic correlation, we have to study in which way electronic 
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configurations interact with one another as electrons are excited from the ground to excited states. 
At this point, it is not hard to realize that our problem is much more complicated, since now there 
is the need to rationalize what type of excitations should be accounted for to accurately account 
for dynamic correlation. Then, the problem resides in the optimization of the coefficients that 
enclose the contribution of each configuration to the overall minimum energy state. 
2.2.4.2. Configuration Interaction 
The most direct application of the concept of interaction between every coefficient in the Hartree-
Fock wave function and every coefficient 𝑐𝑖 from the MCSCF wave function is the Configuration 
Interaction (CI).190-192 It works as linear response method in which the electrons of |𝜓𝐻𝐹
0 ⟩ are 
excited from its occupied orbitals to every virtual orbital of the molecular wave function, as 
summarized in Equation 2.27. 
|𝜓𝐶𝐼𝑆𝐷𝑇⟩ = 𝑐0|𝜓𝐻𝐹
0 ⟩ +∑∑ 𝑐𝑖
𝑟|𝜓𝑖
𝑟⟩
𝑣𝑖𝑟𝑡.
𝑟
𝑜𝑐𝑐.
𝑖⏟        
𝐬𝐢𝐧𝐠𝐥𝐞 𝐞𝐱𝐜𝐢𝐭𝐚𝐭𝐢𝐨𝐧
+∑∑ 𝑐𝑖𝑗
𝑟𝑠|𝜓𝑖𝑗
𝑟𝑠⟩
𝑣𝑖𝑟𝑡.
𝑟<𝑠
𝑜𝑐𝑐.
𝑖<𝑗⏟          
𝐝𝐨𝐮𝐛𝐥𝐞 𝐞𝐱𝐜𝐢𝐭𝐚𝐭𝐢𝐨𝐧
+ ∑ ∑ 𝑐𝑖𝑗𝑘
𝑟𝑠𝑡|𝜓𝑖𝑗𝑘
𝑟𝑠𝑡⟩
𝑣𝑖𝑟𝑡.
𝑟<𝑠<𝑡
𝑜𝑐𝑐.
𝑖<𝑗<𝑘⏟              
𝐭𝐫𝐢𝐩𝐥𝐞 𝐞𝐱𝐜𝐢𝐭𝐚𝐭𝐢𝐨𝐧
 
Equation 2.27 
As for the MCSCF method, the calculation starts with the general optimization of the one Slater-
determinant wave function from the Hartree-Fock method, employing the occupied and virtual 
orbitals space {𝜓𝑜𝑐𝑐𝑢𝑝𝑖𝑒𝑑 , 𝜓𝑣𝑖𝑟𝑡𝑢𝑎𝑙}. In the step that follows, excitations of one-, two-, three-, and 
𝑁- electrons are performed between occupied orbitals (𝑖, 𝑗, 𝑘, …) and virtual orbitals (𝑟, 𝑠, 𝑡, …), 
thus generating single, double, 𝑁-tuple excited-state wave functions (|𝜓𝑖
𝑟⟩, |𝜓𝑖𝑗
𝑟𝑠⟩, |𝜓𝑖𝑗𝑘
𝑟𝑠𝑡⟩, …). The 
final wave function is a multi-determinant square matrix (as exemplified in Equation 2.28),160 with 
contributions from every generated configuration. 
Fortunately, we can reduce some of the elements in the multi-determinant, in particular the energy 
contribution from the interaction of |𝜓𝐻𝐹
0 ⟩ and the |𝜓𝑖
𝑟⟩ configurations, as a result of the Brillouin 
theorem. The latter states that, since every occupied and virtual orbitals are eigenvectors of the 
Fock operator, the resonance integrals of these configuration should be null. However, Equation 
2.28 also shows that accounting further multiple excitations still provides for several non-null 
resonance integral matrices that, despite being increasingly sparser, still enclose significate 
contributions if we are attempting very accurate determinations. Moreover, in closed-shell 
systems the corrections introduced by single excitations are mostly negligible. 
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?̂? |𝝍𝑯𝑭
𝟎 ⟩ |𝝍𝒊
𝒓⟩ |𝝍𝒊𝒋
𝒓𝒔⟩ |𝝍𝒊𝒋𝒌
𝒓𝒔𝒕⟩ … 
⟨𝝍𝑯𝑭
𝟎 | 𝐸𝐻𝐹 0 dense 
very
sparce negligible 
⟨𝝍𝒊
𝒓| 0 dense sparse 
extremely
sparce
 negligible 
⟨𝝍𝒊𝒋
𝒓𝒔| dense sparse sparse 
extremely
sparce
 negligible 
⟨𝝍𝒊𝒋𝒌
𝒓𝒔𝒕| 
very
sparce 
extremely
sparce
 
extremely
sparce
 
extremely
sparce
 negligible 
⋮ negligible negligible negligible negligible negligible 
 
Equation 2.28 
Ideally, we would like to perform a Full Configuration Interaction (FCI), in which every possible 
excitations are performed. The major drawback is that, if we decide to include double and triple 
excitations in the multi-determinant wave function, than the number of coefficients to be optimized 
continues to increase exponentially with the number of basis functions that describes the 
molecular system (up to sixth power), and the complexity of the molecular system ends up 
severely limited.160,179 Consequently, most CI calculation are limited to the explicit calculation of 
single (S) and double (D) excitations (CISD). 
The main advantage of the CI method is that, as for the Hartree-Fock method, it is a variational 
method, which assures that for larger basis sets we will determine more accurate energies and 
molecular wave functions. However, it is not a size-consistent method unless the spin of each 
spin-orbital is allowed to change during excitation, which requires additional computational 
resources. As a consequence, unless this last requirement is satisfied, the sum of the energy of 
the isolated species in the molecular system will not be the same as for when they are infinitely 
apart. 
2.2.4.3. Møller-Plesset Perturbation Theory 
Alternatively to the CI method, which is a first-principles-based method, we can make use of 
perturbation theory to develop a scheme to determine the electron correlation energy. The Møller-
Plesset Perturbation Theory (MPPT)193 is an example of such application. 
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We already know that the Hartree-Fock Hamiltonian does not accurately describe the electron 
correlation energy. However, we can determine its eigenvalues (energies) and eigenfunctions 
(orbitals) in an accurate way, provided a limited basis set. Perturbation theory states that we can 
determined the true Hamiltonian, from the application of a series of perturbations, 𝜆?̂?, to the Fock 
operator, ℱ̂. To determine the eigenvalues and eigenfunctions of the perturbation operator, ?̂?, we 
can think that the exact energy, 𝐸𝑀𝑃𝑛, and the molecular wave function, |𝜓𝑀𝑃𝑛⟩, should be 
accurately described by a Taylor’s expansion of the Hartree-Fock minimum energy solution, as 
presented in Equation 2.29. 
|𝜓𝑀𝑃𝑛⟩ = |𝜓𝐻𝐹
0 ⟩ +∑𝜆𝑖
𝑖≤𝑛
 |𝜓𝐻𝐹
(𝑖) ⟩     ,     |𝜓𝐻𝐹
(𝑖) ⟩ =
1
𝑖!
𝜕𝑖
𝜕𝜆𝑖
|𝜓𝐻𝐹
0 ⟩|
𝜆=0
 
𝐸𝑀𝑃𝑛 = 𝐸𝐻𝐹
0 +∑𝜆𝑖𝐸𝐻𝐹
(𝑖)
𝑖≤𝑛
     ,     𝐸𝐻𝐹
(𝑖) =
1
𝑖!
𝜕𝑖
𝜕𝜆𝑖
𝐸𝐻𝐹
0 |
𝜆=0
 
Equation 2.29 
The terms |𝜓𝐻𝐹
(𝑖) ⟩ and 𝐸𝐻𝐹
(𝑖)
 are new Slater determinants built from excitations of 𝑖-electrons from 
occupied to virtual orbitals, and their respective energy contribution to the molecular wave function 
|𝜓𝑀𝑃𝑛⟩. 
In Møller-Plesset theory, the perturbation operator (which is the energy correlation operator) is 
the difference between the real electron-electron repulsion and that from the Hartree-Fock theory. 
Given that the powers 𝜆𝑖 are constants, we can solve each perturbation, 𝑀𝑃𝑖, independently for 
each 𝑖, determining the different contributions to the Hartree-Fock solution. 
The perturbation equations in Table 2.1 show that the zeroth order term of MPPT, 𝑀𝑃0 is 
equivalent to the result obtained from the Hartree-Fock theory. Furthermore, the first order 
perturbation equation (corresponding to 𝑀𝑃1) shows that there is no correction to the Hartree-
Fock energy when only one orbital is perturbed. This results from the fact that the perturbation 
operator is being applied on the Hartree-Fock wave function, thus providing for the exact same 
electron-electron repulsion energy that would be calculated from solving the Fock operator. On 
the other hand, there is non-null energy contribution, 𝐸𝐻𝐹
(2)
, from the second order perturbation 
(𝑀𝑃2). Here, all single- and double-excited Slater determinants, |𝜓𝐻𝐹
(1)⟩ and |𝜓𝐻𝐹
(2)⟩ interact with the 
Hartree-Fock wave function, |𝜓𝐻𝐹
0 ⟩. We now recall, from Equation 2.28, that single-excitations do 
not interact with the |𝜓𝐻𝐹
0 ⟩, and therefore do not contribute for 𝐸𝐻𝐹
(2)
; however double-excitations 
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exhibit a dense block of non-null resonance integrals with |𝜓𝐻𝐹
0 ⟩, and they will result in a significant 
correction for the Hartree-Fock energy, 𝐸𝐻𝐹
0 . Furthermore, the 𝑀𝑃2 correction does not account 
for triple excitations of the ground state |𝜓𝐻𝐹
0 ⟩, which can only be introduced from third order 
perturbations (𝑀𝑃3). Despite that these interactions should not account for a large electron 
correlation correction, due to the sparse nature of their interaction, they can be relevant in open-
shell systems. 
Table 2.1. Perturbation equations for the zeroth to fourth power in Møller-Plesset theory 
(ℱ̂ + 𝜆?̂?)∑ 𝜆𝑖𝑖≤𝑛  |𝜓𝐻𝐹
(𝑖) ⟩ = ∑ 𝜆𝑖𝐸𝐻𝐹
(𝑖)
𝑖≤𝑛 ∑ 𝜆
𝑖
𝑖≤𝑛  |𝜓𝐻𝐹
(𝑖) ⟩       ,     ?̂? = (?̂? − ?̂?) − (𝒥 −𝒦)𝐻𝐹 
𝑀𝑃0   ℱ̂|𝜓𝐻𝐹
0 ⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
0 ⟩ 
𝑀𝑃1   ℱ̂ |𝜓𝐻𝐹
(1)⟩ + ?̂?|𝜓𝐻𝐹
0 ⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
(1)⟩ + 𝐸𝐻𝐹
(1)|𝜓𝐻𝐹
0 ⟩ 
𝑀𝑃2   ℱ̂ |𝜓𝐻𝐹
(2)⟩ + ?̂? |𝜓𝐻𝐹
(1)⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
(2)⟩ + 𝐸𝐻𝐹
(1) |𝜓𝐻𝐹
(1)⟩ + 𝐸𝐻𝐹
(2)|𝜓𝐻𝐹
0 ⟩ 
𝑀𝑃3   ℱ̂ |𝜓𝐻𝐹
(3)⟩ + ?̂? |𝜓𝐻𝐹
(2)⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
(3)⟩ + 𝐸𝐻𝐹
(1) |𝜓𝐻𝐹
(2)⟩ + 𝐸𝐻𝐹
(2) |𝜓𝐻𝐹
(1)⟩ + 𝐸𝐻𝐹
(3)|𝜓𝐻𝐹
0 ⟩ 
𝑀𝑃4   ℱ̂ |𝜓𝐻𝐹
(4)⟩ + ?̂? |𝜓𝐻𝐹
(3)⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
(4)⟩ + 𝐸𝐻𝐹
(1) |𝜓𝐻𝐹
(3)⟩ + 𝐸𝐻𝐹
(2) |𝜓𝐻𝐹
(2)⟩ + 𝐸𝐻𝐹
(3) |𝜓𝐻𝐹
(1)⟩ + 𝐸𝐻𝐹
(4)|𝜓𝐻𝐹
0 ⟩ 
⋮ ⋮ 
𝑀𝑃𝑛   ℱ̂ |𝜓𝐻𝐹
(𝑛)⟩ + ?̂? |𝜓𝐻𝐹
(𝑛−1)⟩ = 𝐸𝐻𝐹
0 |𝜓𝐻𝐹
(𝑛)⟩ + (∑ 𝐸𝐻𝐹
(𝑖) |𝜓𝐻𝐹
(𝑛−𝑖)⟩1≤𝑖<𝑛 ) + 𝐸𝐻𝐹
(𝑛)|𝜓𝐻𝐹
0 ⟩ 
The computation of higher order perturbations results in a number of calculations that increases 
geometrically with the number of basis functions that describes the 𝑁-electron system (from the 
5th power for the 𝑀𝑃2 contribution to the 7th power for 𝑀𝑃4, and so on). At the 𝑀𝑃4 level, it is 
estimated that, for several systems, circa 95% of the electron correlation energy is accounted 
for,160 which is quite a considerable fraction of the electron correlation energy. Moreover, MPPT 
is a size-consistent method,194,195 which is an advantage in comparison to the CI method, and it 
is quite useful to determine dissociation and reaction energies. 
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However, the MPPT is a non-variational method, which means that a more complete basis set 
does not hold necessarily for a more exact solution for the problem in study. Moreover, accounting 
for higher order perturbation terms does not necessarily gets us closer to the exact energy of the 
system; for instance, accounting for third order perturbations often holds an energy, 𝐸𝑀𝑃3, that is 
closer to 𝐸𝐻𝐹
0 . This feature resides in the conditions to which a Taylor’s expansion is valid, which 
for electron correlation stands on the fact that this energy contribution should be very small.160 
However, electron correlation energy can be quite significant for open-shell systems and systems 
with small gaps between occupied and virtual orbitals, which questions to what extent does MPPT 
accurately describes electron correlation. 
2.2.4.4. Coupled-cluster Theory 
As an alternative to both CI and MPPT, we have Coupled-cluster Theory (CC).196,197 The approach 
of the method is similar to that of the CI method, in which there is an excitation operator, ?̂?𝑖, that 
promotes 𝑖-electrons from their occupied spin-orbitals to virtual spin-orbitals (Equation 2.27). In 
the CC method, the exact wave function, |𝜓𝐶𝐶⟩, is expanded from the |𝜓𝐻𝐹
0 ⟩, through the action of 
the non-linear operator 𝑒?̂?𝑖, according to Equation 2.30. 
|𝜓𝐶𝐶⟩ = 𝑒
?̂?𝑖|𝜓𝐻𝐹
0 ⟩        ,        ?̂?𝑖 =
1
(𝑖!)2
∑ ∑ 𝑡𝑔1,⋯,𝑔𝑖
𝑒1,⋯,𝑒𝑖 |𝜓𝑔1,⋯,𝑔𝑖
𝑒1,⋯,𝑒𝑖 ⟩
𝑣𝑖𝑟𝑡.
𝑒1<𝑒𝑔≡
𝑜𝑐𝑐.
𝑔1<𝑔𝑖
 Equation 2.30 
The main advantage of the CC theory, is that when the 𝑒?̂?𝑖 operator is written as a truncated 
Taylor’s expansion, we can account for multiple excitations from one single operator, assuring 
size consistency (as it is also observed for MPPT). In this way, if we want to perform single and 
double excitations on |𝜓𝐻𝐹
0 ⟩, we can expand the 𝑒?̂?1 and 𝑒?̂?2 operators, obtaining Equation 2.31, 
and determine a wave function, |𝜓𝐶𝐶𝑆𝐷⟩, that also introduces contributions of higher order 
excitations in electron correlation energy. 
|𝜓𝐶𝐶𝑆𝐷⟩ = (1 + ?̂?1 +∑
?̂?1
𝑖
𝑖!
𝑖>1
)(1 + ?̂?2 +
?̂?2
2
2!
+
?̂?2
3
3!
+∑
?̂?2
𝑖
𝑖!
𝑖>3
) |𝜓𝐻𝐹
0 ⟩ Equation 2.31 
As a result, CC theory is able to provide more accurate results than the CI method with the same 
calculation effort than CI, for the same type of excitations.160 
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However, as for both CI and MPPT, the accurate determination of the contribution from triple 
excitations is also computationally unfeasible, since the number of calculations to perform scales 
with the 8th-power of the number of basis functions of the 𝑁-electron molecular system. 
Nevertheless, the inclusion of these triple excitations is often significant for the electron correlation 
energy in systems with pronounced non-covalent interactions.198 In order to account for these, 
they are estimated from perturbation theory considerations, in what is called the CCSD(T) 
method.199 
Currently, CCSD(T) provides results that are slightly more accurate than the ones determined 
from methods, such as MP4 or QCISD(T), thus standing as the “gold standard” in what concerns 
the accurate computation of the energy and wave function for a given molecular system.200,201 In 
any case, CCSD(T) is a non-variational method, due to the truncation of the Taylor’s expansion 
of the exponential excitation operator, and must be used cautiously with increasing basis sets. 
This is particularly important when energies are extrapolated to the CBS. Additionally, this “rule 
of thumb” holds valid only in the scope of single-reference calculations, since we have neglected 
the effects of Fermi correlation throughout the discussion of the CI, MP𝑛 and CC methods. In 
systems with significant degeneracy, a multi-reference wave function should provide for a more 
accurate description of the overall electron correlation energy of the molecular system, and 
generally Multi-Reference Configuration interaction methods (MRCI) are favoured relatively to 
CCSD(T). 
 
2.2.5. Density Functional Theory: Electron Exchange and Correlation 
Throughout our discussion of the post-Hartree-Fock methods as a response to the insufficiencies 
of the Hartree-Fock theory, we have come to the conclusion that the calculation effort to achieve 
such accurate results is very high. The main difficulty arises from the geometrical growth of the 
number of linear equations to be solved as the molecular wave function is described by an 
increasing number of Slater determinants. Current computational algorithms do not allow for these 
methods to be applied to molecular systems with more than circa 20 to 30 atoms. The set of 
systems that can be modelled under these circumstances is negligible. Most non-covalent 
phenomena do not fit in it, and hardly any realistic environment can be simulated with such 
limitation. In Table 2.2, we present the scaling of the Hartree-Fock and post-Hartree-Fock 
methods with the number of basis functions, 𝑁, where we can infer that calculations get more and 
more expensive with more complete basis sets and a larger number of atoms. 
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An alternative approach to fasten these calculations is to reduce the number of coordinates in our 
molecular system, thus reducing the number of two-electron integrals to solve. To address this 
issue, we will discuss the foundations of Density Functional Theory (DFT),29-31 which is currently 
almost indispensable for any computational chemist. 
 
Table 2.2. Scaling of the Hartree-Fock and Post-Hartree-Fock methods with the number of basis 
functions, 𝑵, to form the molecular wave function. 
Scaling with 𝑵    
basis functions 
Wave function methods 
𝑁4 HF 
𝑁5 MP2 
𝑁6 MP3, CISD, CCSD, QCISD 
𝑁7 MP4, CCSD(T), QCISD(T) 
𝑁8 MP5, CISDT, CCSDT 
𝑁9 MP6 
𝑁10 MP7, CISDTQ, CCSDTQ 
 
The basic concept underlying DFT is that: a system of 𝑁𝑒-electrons enclosed in a molecular 
volume can be approximated by a single continuous electron distribution under the influence of 
an external potential (the nuclear potential) with known charge and position, 𝑍𝑛𝑖 and 𝑟𝑛𝑖. However, 
this is only true in a quantum mechanical picture due to two fundamental theorems by Hohenberg 
and Kohn, the existence theorem and the variational theorem:31 
(1) The existence theorem states that, for a given ground-state molecular wave function, there 
is only one density functional that presents the same energy as that of the molecular wave 
function, 𝐸(𝐫𝟏,⋯ , 𝐫𝐍𝐞) = 𝐸[𝜌(𝐫)]. This means that this functional describes univocally the 
corresponding wave function, and does not depend on the form of the potential that 
operates on it; 
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(2) The variational theorem implies that, due to the fact that DFT is an exact method, the 
energy for a given minimum energy configuration for a finite number of basis functions 
should be always higher or equal to the exact minimum energy. 
In this way, we have gained the ability to turn our system of 𝑁𝑒 interacting electrons, with 4𝑁𝑒-
coordinates, into a homogeneous electron gas that is only perturbed by the external potential of 
the nuclei, and that can be described by 3-coordinates. 
2.2.5.1. Kohn-Sham formalism 
We now recall the Equation 1.2 that stands for the Kohn-Sham Hamiltonian. It easily comes to 
mind that, as for the Hartree-Fock method, the Kohn-Sham Hamiltonian, ℋ̂𝐾𝑆, can also be written 
as a sum of 𝑁𝑒 one-electron Kohn-Sham operators, ?̂?
𝐾𝑆. 
?̂?𝐾𝑆 = −
1
2
∇𝑒𝑖
2 −∑
𝑍𝑛𝑖
𝑟𝑛𝑖,𝑒𝑖𝑛𝑖
+
1
2
∭
𝜌(𝐫′)
𝑟𝑒𝑖
′ 𝑑𝐫′ + 𝒱𝑒𝑖
𝑋𝐶      ,     𝜌(𝐫′) =∑|𝜓𝑒𝑖(𝐫)|
2
𝑖≤𝑁
 Equation 2.32 
However, when we compare the one-electron Fock operator (Equation 2.25) and the one-electron 
Kohn-Sham operator (Equation 2.32), we state a different approach to determine the electron-
electron interactions. While in the Fock operator the electron-electron interactions are calculated 
from two-body operators (the Coulomb operator, 𝒿?̂?𝑖{𝑒𝑗}, and the Fermi operator, ?̂?𝑒𝑖{𝑒𝑗}), in the 
Kohn-Sham Hamiltonian this interaction is calculated from one-body operators (the Coulomb 
repulsion and exchange-correlation energy are calculated from the interaction of each electron 
with the electron density, 𝜌(𝐫′), that is generated by every-electron of the system). In this way, we 
have 𝑁𝑒-integrals less to solve for each electron, which makes DFT calculations much faster that 
HF’s. 
The calculation of the Kohn-Sham orbitals occurs similarly to what happens in the Roothaan-Hall 
approximation in HF theory. First, guess one-electron orbitals are generated from the LCAO 
approximation; then, the minimum energy for each Kohn-Sham orbital, 𝜀𝑘, is determined from 
solving the secular equation (Equation 2.21), and the space of Kohn-Sham orbitals is formed. 
Then, this scheme is solved repeatedly until the coefficients matrix of the 𝑖th iteration is the same 
of the (𝑖 − 1)th iteration. 
The main problem of DFT resides in the nature of the exchange-correlation operator. Despite that 
its existence is exact, its true form is not exactly known. Consequently, if the HF formalism 
provides exact results from an approximated Hamiltonian, DFT provides approximate results from 
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an exact formalism. The problem now is centred on which functional to introduce to describe the 
electron exchange-correlation energy as exact as possible.180 
2.2.5.2. Exchange-correlation density functionals 
The problem with exchange-correlation effects is derived from the fact that electrons are not non-
interacting particles. The electron’s wave function is dependent of the position and spin 
momentum of each of the other electrons in the system, and this is particularly more pronounced 
when we refer to electrons with similar energy. As a result from this fact, electrons will tend to 
diminish the probability of being close to each other, thus leading to a decrease in the Coulomb 
repulsion. Hence, what is required for the exchange-correlation density functional is for the local 
inhomogeneity of the electron gas to be introduced as a function of the interelectronic distance 𝐫′, 
and the electron density 𝜌(𝐫′). In particular, we need to develop an interaction potential that can 
solve the self-interaction problem that arises from the Coulomb repulsion, thus preventing two 
electrons with the same spin from being infinitely close; a phenomenon that is known as the 
exchange-correlation hole. The form of the exchange-correlation potential should resemble that 
of Equation 2.33, being 𝜌(𝐫′) our electron density, and 𝑔𝑋𝐶
𝜎,𝜎′(𝐫, 𝐫′) the pair-electron correlation 
function.202 For this latter function, no analytical form is known; it is generally interpolated from 
quantum mechanics Monte Carlo calculations of the homogeneous electron gas model in the 
regions of lower and higher density limits.203 It is evident that 𝑔𝑋𝐶
𝜎,𝜎′(𝐫, 𝐫′) must possess specific 
properties in order to be physically meaningful: first of all, it cannot assume negative values 
because electrons either do (𝑔𝑋𝐶
𝜎↑,𝜎↓ > 0) or do not (𝑔𝑋𝐶
𝜎,𝜎 = 0) interact; and secondly, it must vanish 
when the electron density of same-spin Kohn-Sham orbitals is being evaluated for shorter 
interelectronic distances, which is a requisite of the Pauli’s exclusion principle.204 
𝒱𝑒𝑖
𝑋𝐶 = 
1
2
∭ 𝜌(𝐫′)𝑔𝑋𝐶
𝜎,𝜎′(𝐫, 𝐫′)⏟          
𝐞𝐱𝐜𝐡𝐚𝐧𝐠𝐞−𝐜𝐨𝐫𝐫𝐞𝐥𝐚𝐭𝐢𝐨𝐧 𝐡𝐨𝐥𝐞
− 𝜌(𝐫′)⏟  
𝐬𝐞𝐥𝐟−𝐢𝐧𝐭𝐞𝐫𝐚𝐜𝐭𝐢𝐨𝐧
𝑑𝐫´ Equation 2.33 
An analysis of Equation 2.33 shows that in regions with lower electron correlation the self-
interaction is dominant, and the electron-electron repulsion tends to vanish. If electron correlation 
is high, then the exchange-correlation contribution dominates over the self-interaction term and 
the classical Coulomb’s repulsion is more pronounced. This result has intuitive physical meaning: 
if electrons do not interact strongly with one another, then they should wander more freely in the 
electron cloud, which would explain that a lower Coulomb repulsion should be verified; otherwise, 
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the motion of one electron in the electron cloud should be very dependent of the instantaneous 
motions of the remaining electrons of the system, thus resulting in a higher local Coulomb 
repulsion. 
In practical terms, the development of density functionals assumes that contributions from 
electron-exchange and electron-correlation can be accounted separately. Such approximation is 
not true, since we know the exact form of the exchange operator (from the HF theory), and that 
form is not the same as the exchange operator for a homogeneous electron gas. In reality, both 
the exchange and correlation density functionals are contaminated with exchange-correlation 
electron effects.180 Moreover, since the homogeneous electron gas approximation is not exact to 
describe a molecular system, current exchange and correlation density functionals resort to a 
posterior parameterization of these model to reproduce different observables determined from 
experiment and from highly accurate post-HF calculations, such as reaction energies, vibrational 
spectra, atomization energies, among others.34,180 Another practical issue is that the exchange 
and correlation functionals that have been developed so far, cannot be solved analytically. 
Instead, the volume that encloses the 𝑁𝑒 electrons is described by a regular grid where the 
electron density is evaluated, so that they can be computed numerically. Once more, the fact that 
the molecular electron density does not follow that of the uniform electron gas approximation, 
particularly when we refer to valence electrons, leads to a faulted evaluation of the electron 
density along the grid. The fact is that a local density approximation (LDA) of the exchange, 𝒱𝑒𝑖
𝑋, 
and correlation, 𝒱𝑒𝑖
𝐶, operators based on Equation 2.33 is not robust enough to describe the local 
exchange-correlation energy of the system. The alternative is to include further knowledge of the 
local interaction of the Kohn-Sham orbitals with the electron density by including the gradient and 
kinetic energy density of the electron density in the exchange-correlation density functional. 
𝒱𝑒𝑖
𝑋𝐶 = 𝜀𝑒𝑖
𝑋𝐶[𝜌(𝐫′)]⏟      
𝐋𝐃𝐀
+ ∆𝜀𝑒𝑖
𝑋𝐶[𝜌(𝐫′), ∇𝜌(𝐫′)]
⏟                    
𝐆𝐆𝐀
+ ∆∆𝜀𝑒𝑖
𝑋𝐶[𝜌(𝐫′), ∇𝜌(𝐫′), ∇2𝜌(𝐫′)]
⏟                                          
𝐦−𝐆𝐆𝐀
 
Equation 2.34 
In Equation 2.34, we present the different categories of density functionals according to their 
dependencies in 𝜌(𝐫′), ∇𝜌(𝐫′) and ∇2𝜌(𝐫′): the local density approximation (LDA), the generalized-
gradient approximation (GGA) and the meta-generalized-gradient approximation (m-GGA), 
respectively. Despite that these improvements in exchange-correlation density functionals were 
able to overcome some of the problems rose by the inhomogeneous character of the electron 
density in molecules, the resulting functionals were unable to satisfy all the requirements of an 
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exact exchange-correlation density functional. More importantly, they were not able to account 
properly for the self-interaction energy that arises from the Coulomb’s repulsion between the 
Kohn-Sham orbitals and the electron density. On a final note, most of the density functionals 
performed very differently for different classes of systems.160,179,180 
Part of the problem results from the fact that the electron-exchange is not entirely a local 
phenomenon and that the exchange density functional for the homogeneous electron gas does 
not entirely correct the self-interaction that arises from the interaction of the Kohn-Sham orbitals 
with the electron density. To tackle this issue we recall that the form of the non-local exchange 
operator is exactly known from HF theory. Hence, a strategy has been to combine a constant 
fraction of the HF exchange and the remaining fraction of the exchange density functional. The 
amount of HF exchange to include is determined by crossing DFT calculations of these hybrid 
density functionals against data sets with accurate experimental and/or high-level ab initio 
determinations.179,180 The fitting of the amount of HF exchange to include in GGA and m-GGA 
density functionals has allowed for computational chemists to perform calculations with an 
accuracy resembling that of post-HF methods with significant reduced computation efforts. 
Currently, several categories of hybrid density functionals are known: the hybrid generalized-
gradient approximation (h-GGA), the hybrid meta-generalized-gradient approximation (hm-GGA), 
range-separated hybrid generalized-gradient approximation (rs-h-GGA), and double-hybrid 
generalized-gradient approximation (hh-GGA). The former h-GGA and hm-GGA follow the 
procedure we have just described. As for the rs-h-GGA, it introduces a different fraction of HF 
exchange depending on the interelectronic distance function: for short-range exchange the local 
exchange is the dominant term in the interaction, while for long-range exchange the non-local HF 
exchange dominates the interaction.205,206 The hh-GGA density functionals introduce a 
contribution from two-electron excitations from occupied to virtual Kohn-Sham orbitals by 
employing second order perturbation theory (similarly to 𝑀𝑃2). In this way, there is an attempt to 
account for some of the non-local character of electron correlation.207,208 
 
2.2.5.3. Density Functional Theory or Wave Function Theory? 
Our considerations on DFT and wave function theory (WFT) have provided the main elements to 
discuss its applicability in the frame of theoretical and computational chemistry. 
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One of the main fundamental problems in DFT, in comparison to WFT, lies on the physical 
interpretation of the Kohn-Sham orbitals. While the solutions of WFT are one-electron spin orbitals 
which describe the state of each electron in the molecular system, in DFT the Kohn-Sham orbitals 
are non-interacting electron densities, which possess no quantum mechanical equivalent and, 
thus, lack physical insight other than quantitative.160 However, pure DFT, in particular, can 
describe some quantum mechanics observables more accurately that HF theory, and at a 
reduced computational effort. This is specifically important in open-shell configurations, where HF 
often returns significant spin contamination in the molecular wave function.209,210 
Additionally, despite that DFT can provide useful data in a more efficient way than WFT methods, 
the Kohn-Sham formalism cannot be applied to every chemical process. DFT is only applicable if 
the interacting 𝑁𝑒-particle wave function can be described as an electron density of non-
interacting particles, and this is only possible for single Slater determinant wave functions. Hence, 
DFT has not been properly developed to describe non-interacting electron densities for excited-
states chemistry or for systems with degenerate wave functions (in which Fermi correlation plays 
a significant role). In these cases, the results from DFT calculations should be approached 
cautiously, and should be closely followed with experiment of post-HF calculations. 
One of the major practical problem with DFT calculations is the inexact form of current exchange-
correlation functionals. Since they are approximated by ideal non-interacting systems and suffer 
from extensive parameterization, the variational principle that would hold true for exact DFT 
cannot be assured for its current implementations. Nevertheless, even though DFT may appear 
hardly trustworthy, the fact is that these current implementations have provided invaluable 
advances in chemical reactivity that would not be allowed by WFT methods. 
DFT is a very robust theory for which QM calculations provide results similarly accurate to those 
calculated from post-HF methods. However, these are achieved at a glance of the computational 
effort that the latter would demand. Extensive research has been developed to benchmark the 
performance of several exchange-correlation density functionals against post-HF methods. These 
studies have allowed the comparison of the performance of DFT on thermochemistry, kinetics, 
spectroscopy and optimization calculations, against the performance of post-HF 
methods,116,188,211-213 enforcing their application to more and more diverse chemistry. Moreover, 
DFT calculations have been shown to converge quickly with expanded Gaussian-type basis sets, 
in opposition to WFT methods.160 As a result, DFT calculations can be extended to systems with 
hundreds of atoms, and permit that reliable and accurate computational studies can be performed. 
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2.3. Hybrid Methodologies 
 
2.3.1. Expose the problem 
Despite that current DFT implementations allow for QM calculations to be performed for systems 
ranging hundreds of atoms, extending these types of calculations to systems with thousands of 
atoms still requires substantial approximations. One way to look at the problem is to think that our 
system can be partitioned in several regions of interest, depending on their contribution to the 
overall chemical phenomenon. Since these regions will pose different contributions to the 
process, they can be described with different levels of theory regarding their relevance. Hybrid 
methodologies enclose this group of modelling strategies, and we will address more closely those 
that employ quantum mechanics/molecular mechanics calculations (QM/MM) to tackle large 
molecular ensembles.15 
The main issues with QM/MM methods are concerned with the way the several layers of the 
system interact, the description of the boundary between each layer, and the additional 
computational effort that accompanies this type of calculations. Moreover, there is a large debate 
about ‘how well can a single reference structure describe the thermodynamics of a chemical 
reaction, when the dimensionality of the system is that large’.56-58 All these problems have resulted 
in different approximations and several different implementations. Nevertheless, QM/MM studies 
have provided invaluable advances in computational chemistry and biochemistry. 
2.3.2. Quantum Mechanics/Molecular Mechanics 
In QM/MM approaches, the system is generally divided in a region of chemical interest, and an 
environment region. The region of chemical interest may comprehend a few hundred atoms and 
is usually studied with WFT and DFT methods, while the environment region can account for up 
to thousands of atoms and is often treated within a molecular mechanics formalism (similar to that 
in Equation 2.1). The new system can now be devised as: a model system, an environment region, 
and a boundary region. 
Developing a way to approach the model system and the environment may seem quite 
straightforward, since any of the methods that we have described can be used independently for 
each of these regions. However, an accurate study of the system should account for the fact that 
the model system and the environment region do interact with each other, and, thus, their 
individual Hamiltonians should be different from those in Equation 1.1 and Equation 1.2. 
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Moreover, the treatment of the boundary must also be devised carefully. In conclusion, the 
Hamiltonian for a QM/MM system would resemble that of Equation 2.35: the Hamiltonian of an 𝑁-
layered system, ℋ̂𝑁−layer, is the sum of the individual Hamiltonians of each layer, ℋ̂𝑖, that may or 
may not interact with each other, and the boundary region between the 𝑖th and the (𝑖 + 1)th layers, 
ℬ̂𝑗
𝑖→𝑖+1. This intuitive interpretation of the problem is also known as a QM/MM additive scheme, 
and is widely employed with empirical biomolecular force fields.57,58 
ℋ̂𝑁−layer|Ψ(𝑟
1 ,⋯ , 𝑟𝑁)〉 =∑ℋ̂𝑖|Ψ(𝑟
𝑖 )〉⏟      
𝒊𝐭𝐡 𝐥𝐚𝐲𝐞𝐫
𝑁
𝑖=1
+∑ ℬ̂𝑗
𝑖→𝑖+1|Ψ(𝑟𝑖 , 𝑟𝑖+1)〉⏟            
𝐟𝐫𝐨𝐦 𝒊𝐭𝐡 𝐭𝐨 (𝒊+𝟏)𝐭𝐡
𝑁−1
𝑗=1
 Equation 2.35 
From a close inspection of Equation 2.35, we can also observe where the issues addressed in 
the upper section reside. We must address the shape of the Hamiltonians for each partition, ℋ̂𝑖, 
and each boundary, ℬ̂𝑗
𝑖→𝑖+1. Additionally, we still need to account for the calculation effort that will 
result from more complex mathematical objects, as the dimensionality problem increases, which 
is particularly important when carrying QM calculations. These considerations on how to describe 
the way different layers interact and their boundaries will be subjected to a more detailed 
discussion in the sections below. However, we will start off by discussing in which Furthermore, 
despite that QM/MM methods still cannot surpass effectively the problems that concern the phase 
space exploration of the large chemical aggregates. 
2.3.2.1. The ONIOM subtractive method 
While this additive method constitutes a more intuitive way to look at the partition of the molecular 
aggregate, it immediately poses the problem of how to formalize the way the boundary is 
described, ℬ̂𝑗
𝑖→𝑖+1. From a molecular mechanics point of view, intramolecular interactions and van 
der Waals can easily be accounted for through standard molecular mechanics calculations due 
to the fact that their effects are more pronounced at shorter distances.57 On the other hand, and 
as referred in the previous discussion, Coulomb interactions vanish in a much slower way, and 
can thus interact unrealistically with QM electron densities. One way to circumvent this problem 
is to think that the QM and MM regions are fractions of a larger system in which they are still 
included. In particular, we will address the ONIOM methodology,214 which is a commonly 
employed subtractive scheme that is based in this assumption. 
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We start off by postulating that the QM layer can be thought as an individual system, or instead 
as all that is not the MM layer, (QMlayer = system ∩MMlayer̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). The same can be applied to the MM 
layer, which can also be understood as all that is not the QM layer, (MMlayer = system ∩ QMlayer̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅). 
This can be generalized, and every smaller system, 𝑖, can be seen as an integrant part of a larger 
system, 𝑖 + 1. Such statement would hold that Equation 2.35 can be rewritten in a different way: 
the 𝑁-layer Hamiltonian, ℋ̂𝑁−layer, is the sum of every 𝑖
th layer (that now includes the layers that 
are comprised within the new boundary, ℬ̂𝑗
𝑖→𝑖+1), but now the boundary ℬ̂𝑗
𝑖→𝑖+1 would be a term 
required to correct for the double-counting resultant from the interaction of the smaller 𝑖th system 
with ℋ̂𝑖 and the ℋ̂𝑖+1. 
ℋ̂𝑂𝑁𝐼𝑂𝑀|Ψ(𝑟
𝑠𝑚, 𝑟𝑙𝑚)〉 = ℋ̂𝑄𝑀|Ψ(𝑟
𝑠𝑚)〉 + ℋ̂𝑀𝑀|Ψ(𝑟
𝑓𝑚
)〉 − ℋ̂𝑀𝑀|Ψ(𝑟
𝑠𝑚)〉 Equation 2.36 
Equation 2.36 exemplifies the ONIOM Hamiltonian, ℋ̂𝑂𝑁𝐼𝑂𝑀, for a two-layer QM/MM model. First, 
the ℋ̂𝑄𝑀 operator determines the energy of the smaller model |Ψ(𝑟
𝑠𝑚)〉 at the QM level, then the 
ℋ̂𝑀𝑀 operator acts of the full model |Ψ(𝑟
𝑓𝑚
)〉 to determine the corresponding MM energy, and 
finally ℋ̂𝑀𝑀 operates on the smaller model |Ψ(𝑟
𝑠𝑚)〉 so that the system is not described twice with 
different levels of theory. 
The good news is that this procedure can be extended to a system of any number of layers, 
without loss of generality, and it only requires for a complete set of parameters to describe the full 
model. Furthermore, since the method is relatively straightforward to implement, the 
determination of analytic gradients and second derivatives follows easily, and the computation of 
several observable quantities can be performed similarly to the way it happens for pure QM 
calculations.102 Lastly, there is no need for a specific parameterization to account for the 
description of the boundary between the two layers. Instead, it is automatically accounted for by 
allowing the ℋ̂𝑀𝑀 to determine the energy of the full model, since it includes the interaction 
between the QM and MM regions at the MM level of theory. 
The flipside of the ONIOM methodology does reside on this last aspect. Since the interaction 
between the QM and MM layers is solely described at the MM level, the full model must be 
parameterized with a robust set of MM parameters both for the QM and MM regions of the model. 
Moreover, rely on a MM description between the QM and MM regions should be trusted in a 
cautious way.57,160 This is significantly important since the charge of the QM layer is expected to 
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vary significantly, if the chemistry of the QM region gets significantly different from that described 
by the MM parameters that were provided a priori to the system. 
 
2.3.3. The interaction between different layers 
We cannot expect that the QM region and MM region interact simply at the MM level, particularly 
when we are aware that Coulomb interactions are long range interactions. However, it is not 
possible to explicitly account for every electron-electron interaction in the system, since that was 
the fact that confronted us with the need to resort to hybrid calculations. Hence, we need to 
develop simplified ways that can reasonably account for the polarization effects that are expected 
to occur between the QM and MM regions. 
In order to search for approximate solutions, we can start by putting the problem into perspective: 
we can think that the electrons in the QM region do not ‘see’ the electron charge in the MM layer 
in the same way they ‘see’ the remaining QM electrons. There should be essentially three ways 
in which the MM electron charge can be ‘seen’ by the QM electrons: 
(1) It cannot be seen at all, and the QM region is embedded in vacuum; 
(2) It can be seen as an electron density that is so concentrated that it resembles a punctual 
charge, in a way similar to that in which QM electrons interact with nuclei, 𝑞𝑛𝑖
𝑀𝑀; 
(3) It can be seen as a spherical smeared electron density, 𝑞𝑛𝑖
𝑀𝑀𝛿 (𝑟
𝑛𝑖
𝑀𝑀,𝑒𝑖
𝑄𝑀). 
Interchangeably, in the MM Hamiltonian, the MM electron charge interacts with atomic electron 
charges, not with each electron of the QM region. Hence, we ought to consider the way in which 
the MM electron charge ‘senses’ the average electron charge of each nucleus: 
(1) It does not respond and the nucleus is simply attracted/repulsed to the QM nucleus; 
(2) It can be polarized by the average electron charge of the QM nucleus, while being 
attracted/repulsed to it. 
Accordingly, three main schemes are currently employed, in increasing order of computational 
effort: the mechanical embedding scheme,214 the electrostatic embedding scheme,215,216 and the 
polarizable embedding scheme.217 These schemes are summed up in Scheme 2.2. 
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Scheme 2.2. Summary of the iterative operations in an ONIOM calculation that occur during the 
mechanical, electrostatic and polarizable embedding schemes. 
 
2.3.3.1. Mechanical embedding 
In the mechanical embedding QM/MM calculation, the optimization of each layer proceeds 
independently. One example would be the implementation of the ONIOM method that we 
described in Equation 2.36. The optimization of the QM layer proceeds through a SCF energy 
minimization employing the Hamiltonian in Equation 1.2, and the optimization of the MM layer 
proceeds through an energy minimization with the Hamiltonian in Equation 1.1. We are in the 
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situation in which the QM layer is ‘blind’ to the effect of the remaining environment, and the 
environment reacts statically to the atomic charges of QM layer (that are kept as parameterized 
throughout the all process). The fact that these calculations are not coupled provides that the sole 
difference in the computational cost, comparatively to standard QM calculations, is the MM 
minimization (which should be close to instant). However, this approximation is very rough, unless 
carefully monitored. Static atomic charges in the QM layer can be a good approximation when a 
minimum energy state is being characterized, since atomic charges of biomolecular force fields 
were parameterized to describe such states. On the other hand, when the study of chemical 
events is being conducted, this is hardly a good approximation, and such is even more dangerous 
as we approach transition states and pronounced changes in the nature chemical bonds of atoms. 
One way to smooth these charge effects is to update atomic charges in the QM layer through a 
ESP fitting, as we are exploring a given PES.218 Another significant problem is that assuming that 
the remaining layers are merely a sterile bulk mass to the QM layer is often wrong, since there 
are several reactions in which a polarizing environment is fundamental to stabilize stationary 
points across a PES. To account for such effects we would require expanding the QM layer, but 
with compromise of the computational efficiency. 
2.3.3.2. Electrostatic embedding 
As a response to the inefficiencies of the mechanical embedding scheme, we can state that the 
QM layer does interact with the MM environment (Equation 2.37), and that, conversely, the MM 
layer can experience the atomic charge fluctuations that are occurring in the QM layer as atoms 
rearrange. In this electrostatic embedding scheme we can consider three stages: first, the QM 
layer is minimized through an SCF procedure in which the spin orbitals of the Slater determinant 
interact with the atomic charges of the MM layer (which can be either punctual or smeared charge 
distributions); secondly, the MM layer is optimized through minimization of the MM Hamiltonian, 
interacting with newly derived ESP charges in the QM layer; finally, the energy of the new 
configuration of the system is compared with that of the previous configuration in a self-consistent 
fashion. Hence we have two distinct self-consistent cycles: one corresponds to the optimization 
step of the QM layer, and the other corresponds to the optimization of the MM layer along with 
the coefficients of the spin orbitals of the QM layer. 
FCUP 
Metals’ Data for Biomolecular Force Fields 
96 
 
ℋ̂𝐸𝐸
𝑄𝑀 =∑[?̂?𝑒𝑖
𝑄𝑀 + ∑
𝑞𝑛𝑖
𝑀𝑀
𝑟
𝑛𝑖
𝑀𝑀,𝑒𝑖
𝑄𝑀
𝑛𝑖
𝑀𝑀
]
𝑒𝑁
𝑒𝑖
      ,   𝑞𝑛𝑖
𝑀𝑀 = {
𝑞𝑛𝑖
𝑀𝑀                          
𝑞𝑛𝑖
𝑀𝑀𝛿 (𝑟
𝑛𝑖
𝑀𝑀,𝑒𝑖
𝑄𝑀)
 Equation 2.37 
The electrostatic embedding scheme present obvious advantages in comparison with the 
mechanical embedding scheme, since it allows for the QM layer to be polarized by the MM layer, 
and the other way around, self-consistently. However, the atomic charge derived in current 
biomolecular force fields are parameterized to describe stationary points at an MM level and, thus, 
are not necessarily the best approach to describe the interaction between a reactive QM region 
and the MM environment. In particular, the treatment of the boundary between the layers is 
generally the major source or error in the calculation, due to the likely overpolarization effects that 
can occur near this interface.56,57,160 To tackle these effects several strategies have been 
developed to damp the MM atom charges near the boundary. The schemes where the MM atom 
charges interact with the QM electrons as smeared Gaussian distributions216 can significantly 
reduce these overpolarization effects. However, the simplest implementation is to turn off the 
charges that are very close to the boundary, let us say circa one to three covalent bonds apart 
from the QM atoms where the system is cut.215 Alternatively, one can also sparse the charge 
among the closest MM atoms in the cut region. Finally, the more radical situation would be to 
expand the QM layer, so that the boundary region is sufficiently far from the reaction center, thus 
damping the overpolarization that can be introduced by the MM charges near the boundary. 
Overall, the electrostatic embedding scheme is still the most employed in QM/MM calculation, 
assuming that its limitations are properly taken into account: (1) the use of a basis set with a 
moderate size is advised, since basis sets with diffuse functions interact more strongly with near 
MM charges; (2) the QM region should be modelled in such a way that the reaction center is not 
very close to regions where MM charges are high, unless these are properly scaled to account 
for overpolarization effects. 
A natural improvement of the electrostatic embedding scheme would be to allow that not only the 
QM region could interact with the charges in the MM layer, as it could also polarize these MM 
charges. This polarized embedding scheme would probably correct for some of the 
overpolarization effects that can derive from the electrostatic embedding scheme. Comparatively 
to the MM Hamiltonian of the electrostatic embedding scheme (which is analogous to Equation 
1.1), the MM charge would now be allowed to float accordingly to a set of new atomic parameters, 
such as atom dipole tensor or atom polarizability, aside from the simple first-order Coulomb 
potential.57,219 Although this alternative should hold for an improved description of large molecular 
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ensembles, and this would hold true for both MD simulations and QM/MM calculations, polarized 
force constructs fields are still scarce in literature, and those that have been established are 
mostly not implemented in most computational chemistry software packages.220-223 Additionally, 
the employment of polarizable force fields should require additional computation, particularly in 
what concerns the self-consistent charge optimization between the QM region and the MM region. 
 
2.3.4. The boundary description 
We have addressed in what way the Hamiltonian of each layer can be described at the QM and 
MM levels of theory. However, we now recall Equation 2.35 to pay closer attention to the 
Hamiltonian of the boundary between two layers described with different levels of theory, ℬ̂𝑗
𝑖→𝑖+1. 
This discussion is particularly important when the truncation of a layer comprehends the cut of 
covalent bonds in a QM region. The problem does not reside fundamentally on the way electron-
electron and electron-nucleus interactions occur, but in the chemical character of the system itself. 
For a covalent bond to be broken it must occur homolytically or heterolytically. Either way, the 
valence of both atoms involved is altered in the process. However, truncating a layer is not a 
chemical process, it is simply a way to define two regions that will be treated differently. Hence, 
and particularly for QM calculations, we need to keep the nature of the truncated atoms by 
describing their valence adequately. Currently, there are three main approaches that are mainly 
used to tackle this issue: (1) the frozen localized orbitals approach, (2) the boundary atom 
approach, and (3) the link atom approach.57 
In the frozen localized orbitals approach, we resort to the parameterization of the orbitals that 
describe the truncated covalent bonds to fill the valence of the atoms involved in the bond. These 
orbitals can be build up to resemble the truncated covalent bond between the QM and MM atoms: 
if they are centred in the QM atom they are parameterized to resemble a doubly-occupied orbital 
lying in the axis of the truncated covalent bond, and are kept fixed throughout the SCF 
calculations;224 otherwise, if they are centred in the MM atom, all of the orbitals that are not 
involved in the covalent bond are kept fixed in the SCF calculations, while the remaining are 
allowed to be optimized in the SCF cycle.225 Despite that these methods approach more rigorously 
the problems derived from the boundary, since they are essentially problematic at a QM level, 
they are harder to implement: they demand for a previous parameterization from smaller QM 
models, and they introduce more constraints in the SCF cycle (mainly orthogonality constraints). 
The result is that, in practice, they can be as effective as the link atom approach. 
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The link atom approach is a more common implementation to tackle the issues that arise from 
the QM/MM boundary.226,227 In this scheme an atom is placed along the axis of the truncated 
covalent bond, between the QM atom and the MM atom. In that sense, it seems easier to 
implement than the frozen localized orbitals approach described above. Ideally, the hydrogen 
atom is the preferred choice for a link atom: it is a monovalent atom, it is small and, thus, easy to 
compute, and it is extensively parameterized in MM force fields. However, despite that this is 
highly undesirable, other link atoms can be added depending on the character of the truncated 
covalent bond.228 The optimization of the link atom does not proceed in the same way as the 
remaining atoms. Even though its spin orbitals are treated like every other spin orbitals in the 
electronic Hamiltonian, which means that they are optimized in the SCF calculation, their position 
is kept fixed relatively to the new positions on the QM and MM atoms in the truncated covalent 
bond. Thus, the position of the link atom is completely determined by these new positions, 
excluding the three additional degrees of freedom that would normally result from introducing a 
new atom into the system. The major drawback of this approach comprehends the interaction of 
the MM layer with the QM layer, particularly when the latter is polarized by the MM layer. Since 
the link atom, which is present in the Slater determinant of the QM layer, is close to the MM atom 
in the truncated covalent bond, there is a large probability that overpolarization effects can occur 
near the boundary.56,57,102 To tackle such problems, charge truncation and smearing protocols can 
be particularly important to minorate the effects. 
 
2.3.5. Kinetics and phase space 
Hybrid methodologies allow for the model system to be embedded in a large MM atomic 
environment, providing mechanical and/or electrostatic constraints to mimic the anisotropy of the 
chemical environment. In this way, contrary to pure QM cluster model approaches, it is expected 
that the model system’s conformation should be closer to the expected in the biological target. 
Furthermore, the inclusion of the enzymatic environment, even at a lower level of theory, may 
provide insight to understand how and which short and long range interactions lead to higher 
stabilization of the transition state in a chemical reaction step 144,229-232. 
One of the major reservations that has been described for the QM/MM approach comprehends 
the fact that the studied chemical phenomena are generally described by single structure 
calculations. However, the phase space of a large molecular aggregate in a given thermodynamic 
ensemble presents an increasingly more complex structural landscape.233-238 To what extent is an 
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averaged single conformation an adequate representation of the system, is still a subject of 
debate.239 The Hamiltonian employed in QM/MM methods is not affected by external potentials 
such as temperature or pressure, it relies simply on fundamental conservative potentials. As a 
result, the phase space of the system is not properly explored. This means that the points in the 
PES for a given set of reaction coordinates are related to the previous configurations of the 
system, but do not account for small thermal transitions that can shift the overall minimum energy 
configuration of the system as the transformation occurs in a time-dependent fashion. 
Another relevant problem arises from this time-independent character of the QM/MM 
Hamiltonians. During the study of a PES through these methods, the QM and MM environments 
are allowed to be optimized through an energy minimization procedure. Since this procedure does 
not introduce time as a variable, we can only assert that each point in the PES is an equilibrium 
configuration over an ensemble of states; however, we cannot assert that the time that it takes 
for a given configuration to reach a new one is within that of the chemical step that is being 
studied. This is particularly more important when reactions take place in an atto to picosecond 
timescale, or when the study of non-adiabatic processes is being conducted, e.g. hydrogen 
tunnelling, proton-electron coupled transfer, or photoexcitations.62,84 
To tackle the problem of single conformation QM/MM methods there are mainly two approaches: 
(1) combine QM/MM methods with MD simulations to improve the statistical representability of 
phase space of the system, (2) employ time-dependent potentials to account for the dynamics of 
the QM and MM environments during the exploration of the PES of a given set of reaction 
coordinates. Examples of the former are multi-conformation QM/MM,240-246 free energy 
perturbation (FEP) methods, such as QM/MM-FEP,55,236 metadynamics,247-250 or the empirical 
valence bond method (EVB).64,251,252. Except for the EVB, which employs a semi-empirical 
potential to explore the chemical phase space of the system, other methods usually resort to 
extended MD simulations that provide the phase space exploration, and combine these results 
with accurate QM/MM calculations that are required to determine accurate thermodynamic and 
kinetic quantities. Regarding time-dependent methods, we refer to QM/MM Car-Parrinello 
MD,62,253 and QM/MM MD.59,227,254 
These methods have shown that activation barriers for chemical reactions may vary considerably, 
even when the reactive site seems to be suited for the reaction to occur. More importantly, they 
have allowed for further studies to be conducted in non-adiabatic regimes (where standard 
QM/MM approaches are not adequate). However, this gain in providing a more realistic picture of 
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the chemical events comes at a price. To direct computational resources to further explore the 
phase space of a given system, one must sacrifice either the QM region of the system or the 
quality of the Hamiltonian to treat it. This requires for more previous studies that can provide 
higher confidence levels in the approximations we are implementing. In conclusion, despite that 
other advanced hybrid approaches, such as multi-conformation QM/MM242,245,246 or QM/MM 
MD,240 have provided a more realistic picture of how chemical events may proceed in large 
molecular aggregates, single-conformation QM/MM can often provide similar qualitative 
information, but providing more accurate results with the same computing time. 
 
In the near future we can expect much from hybrid QM/MM methodologies. In the age of 
computation and with the continuous development of methodological approaches, the 
potentialities are immense. Throughout this overview of QM/MM methods in for large 
macromolecules, we highlighted that employing polarisable QM/MM schemes and increasing 
sampling from QM/MM MD simulations might be the way to go. Additionally, graphical processor 
unit (GPU) implementation of QM calculations may increase the size of the QM models built, 
providing a more accurate electronic description of regions of chemical interest. 
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Chapter 3: Parameters for Molecular Dynamics 
Simulations of Manganese-containing 
Metalloproteins 
 
The study of the metalloproteins with molecular dynamics (MD) simulations depends on the 
availability of parameters to describe the coordinating environment of the metal cofactor. In 
studies regarding first- and second-row metals (such as Na, K, Mg or Ca), non-bonded models 
have shown to provide good sampling of the phase on several metalloproteins. However, the 
description of the coordinating environment of transition metals requires for more sophisticated 
parameterization techniques. In this way, MD simulations have been shown to better reproduce 
several metallocentre features, such as geometry, bond covalence, Jahn-Teller effects, or number 
or coordination. Despite that literature offers a wide discussion on how to tackle the 
parameterization of metallocentres, current methodologies are still built over the approximations 
provided by empirical force field potentials. 
In this chapter, we address the 
parameterization of manganese metal 
complexes with a bonded model approach. 
Later we will discuss the case of the 
isocitrate dehydrogenase (ICDH), which is 
a metalloenzyme which requires divalent 
magnesium or manganese as a metallic cofactor. We have studied its catalytic mechanism 
through QM/MM calculations, and expect to employ the parameters we have derived to explore 
the differences in the catalytic mechanism and the thermodynamics of ICDH. 
Specifically for this work, we have developed a set of parameters for twelve single manganese 
metal complexes, from nine metalloproteins. This set of parameters includes: equilibrium modes 
and force constants for Mn-ligand bonds and Mn-ligand angles, and the determination of atomic 
point charges with the restrained electrostatic potential charges for each of the 74 residues in the 
first metal coordination sphere of these metal complexes. Despite that these parameters were 
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initially developed to be employed in the AMBER force field, we expect that these are, ultimately, 
transferable to other force fields with a similar philosophy. 
We have also validated these parameters by performing several MD simulations, and through a 
thorough statistical treatment of the former. Additionally, to validate the parameterized models, 
we performed frequency and normal mode calculations for each metal complex, and we 
compared optimized metal complexes at the QM and MM levels of theory. 
We also performed linear and polynomial fittings to estimate Mn-ligand bond force constants for 
generic manganese centres. Furthermore, we proposed averages for the main Mn-ligand angle 
interactions of typical manganese coordination centres: axial, square and triangular equatorial 
planes, and tetrahedral positions, for the different combinations of donor atoms from waters and 
hard ligands. 
 
All the calculations were performed by Rui Pedro Pimenta das Neves, as for the writing of the 
manuscript, which was revised through contributions of all authors. This work has been published 
in the Journal of Chemical Theory and Computation, and the content that follows is a mostly 
integral transcription of its published version. 
 
Rui P. P. Neves, Sérgio F. Sousa, Pedro A. Fernandes and Maria J. Ramos, Parameters for 
Molecular Dynamics Simulations of Manganese-Containing Metalloproteins, J. Chem. 
Theory Comput., 2013, 9 (6), 2718-2732. (DOI: 10.1021/ct400055v) 
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3.1. Introduction 
 
Biomolecular force fields are very important tools in current computational chemistry and 
biochemistry, because they allow for a large sampling of the phase space of biological systems 
and their respective studies at an atomistic level. 
Among the fundamental units of biochemistry, biological systems have ions and ligands that 
participate in the function or organization of these systems. In current biomolecular force fields all 
units are described by a set of constant parameters. In particular, metalloproteins represent a 
challenge in the field due to the complex behaviour of inorganic cofactors and transition-metal 
ions.26,28,104,108 This translates in large difficulties to introduce general criteria for these systems 
and in the lack of available parameters. 
Following this premise, a search for a unified force field for metal biological systems is a 
contemporary matter, given its current importance not only in biochemical systems but also for 
the nanotechnology and pharmaceutical industries.70,103,255 
Manganese is one of the more frequent metals that figure in the available crystallographic files in 
the Protein Data Bank.70,256 A search, both in the Protein Data Bank68 and in the literature,65,117,257 
on manganese metalloproteins, shows that the main donor atoms to this metal are oxygen (from 
carboxylate or main carbonyl groups) and nitrogen (from imidazole rings).70 
Manganese is found in all six classes of enzymes.70,117 Computational studies have been 
conducted on the redox properties of manganese systems, such as the superoxide dismutase 
and the photosystem II or manganeses catalases and peroxidases.70,257,258 These systems are 
found to be relevant in water oxidation or oxygen synthesis.65,117 
Manganese is known to be generally 5- or 6- coordinated, although a typical coordination number 
is not defined in the literature.65,117 Its geometries are usually derived from an octahedron. 
Manganese is usually in the Mn(II) oxidation state. However, in manganese clustered systems, it 
can be found in combinations of Mn(III)/Mn(IV) or Mn(II)/Mn(IV) and is generally involved in 
electron transport chains.65 Manganese-coordinated systems are described as high-spin 
complexes. This occurs because manganese complexes often exhibit weak ligand fields, which 
lead to high-spin multiplicity configurations.257 The high-spin multiplicity also allows one to collect 
atomistic level, higher resolution data since Mn ions ensure high EPR signals.117,259 As a result, 
Mn can be soaked in protein crystals or co-crystallized in place of magnesium, calcium, or zinc, 
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which have no EPR signal response.259 Moreover, Mn can exchange easily with Zn or Mg even 
in crystallized proteins.117 
Several approaches have been described for the parameterization of metalloproteins,28,106 all of 
them having their own limitations. Among the most commonly cited, there are the non-bonded,18 
the cationic dummy atom,17 and the bonded model approaches.16 The latter is the most complete 
in what concerns the description of the internal coordinates associated to the metal coordination 
centre. 
The use of the non-bonded or cationic dummy atom approaches has been shown to be ineffective 
when dealing with several metalloproteins,21,26,28,260,261 leading often to significant geometrical 
distortions and ligand exchange, unrealistic from a biological point of view. Bonded model 
approaches, although more computationally and time demanding, introduce classical mechanical 
parameters. In this model, metal-ligand stretching and bending modes are described by molecular 
mechanical potentials.16 The flipside is that, in several biological systems coordination spheres 
change, especially when considering weak ligand fields, and this process is limited by this 
approach. Even so, bonded model approaches have allowed studies of the interactions between 
ligands and the metal ion centres to be made,28,51,262-265 as well as ensuring a good structural 
description of the protein. 
Parameters in a force field for biologically relevant metallocentres must reproduce the geometrical 
properties of their coordination sphere, typical metal-ligand modes, and charge density.25,106 An 
all-atom approach is used the most in common force fields,2-7 describing bond and angle 
interactions with harmonic potentials and intermolecular interactions (for atoms separated by 
more than 3 bonds) using electrostatic and dispersion terms. In addition, torsion sinusoidal terms 
can be added using Fourier expansions and improper constraints can be taken into account, 
described as harmonic potentials between coplanar non-concurrent bonds.25,106,107 The terms that 
highly influence the specificity of the coordination sphere and nature of the metal, thus needing 
accurate description, are bond stretching and angle bending modes, and electrostatics.16,20 
In the proposed parameterization scheme, we chose to parameterize single Mn coordination 
spheres with a bonded model approach. 
Ultimately, correlations between the calculated parameters and their coordination spheres can be 
established. We will focus on properties such as sphere geometry or ligand position/combination. 
Such, we expect, will allow some level of transferability of the bonded-model parameters 
determined, for other Mn metalloproteins or force fields, not directly evaluated in this study.  
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3.2. Computational Details 
 
The parameterization scheme proposed follows from the AMBER2 force field potential formalism 
(Equation 3.1). The potential energy determined from the force field equation is a function of the 
cartesian coordinates of each atom, from which are calculated bond stretching, angle bending, 
torsional variables and atomic distances. The remaining terms in the equation are parameters 
that have to be determined either from theoretical or experimental means. 
𝑈(𝑟) =∑𝐾ℓ(ℓ − ℓ0)
2
ℓ
+∑𝐾𝜃(𝜃 − 𝜃0)
2
𝜃
+∑𝐾𝜌[1 + 𝑐𝑜𝑠(𝑛𝜌 − 𝛾)]
𝜌
+∑∑(𝜀𝑖𝑗 [(
𝑅𝑖𝑗
𝑟𝑖𝑗
)
12
− (
𝑅𝑖𝑗
𝑟𝑖𝑗
)
6
] +
𝑞𝑖𝑞𝑗
𝜀𝑟𝑖𝑗
)
𝑖𝑗>𝑖
 
Equation 3.1 
In the proposed scheme bond and angle parameters, 𝐾ℓ and 𝐾𝜃, and equilibrium values, ℓ0 and 
𝜃0, are determined from linear transit scans along the internal coordinates associated with metal-
ligand interactions. Electrostatic charges, 𝑞𝑖, are determined from a RESP fitting of Merz-Kollman 
charges. 
Dihedral force constants, 𝐾𝜌, involving the metal ion are set to zero, while transferable van der 
Waals atomic parameters are taken from literature.19,20,52,266 
 
3.2.1. Building parameterizable models 
We listed all relevant manganese metalloproteins,65,117 defined their coordination spheres and 
selected the adequate crystallographic structures of those macromolecules. 
From the benched manganese proteins, a set of single manganese proteins was chosen to build 
models smaller than a hundred atoms. Table 3.1 lists the twelve parameterized models from the 
crystallographic structures. 
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Table 3.1. List of parameterized manganese enzymes.Ϯ  
Name PDB code Model code Resolution Geometry 
Spin 
multiplicity 
Global 
charge 
Superoxide Dismutase 
(resting state) 
1N0J267 HHDHW (III) 2.20 
 
5 +2 
Superoxide Dismutase(a) 
(resting state) 
1N0J267 HHDH[HO] (III) 2.20 
 
5 +1 
Superoxide Dismutase(b) 
(enzyme-substrate complex) 
1MNG268 HHDH[HO]O (III) 1.80 
 
4 0 
Cytochrome C Oxidase 3HB3269 HDEWWW (II) 2.25 
 
6 0 
D-Glutarate 
Dehydratase(c) 
3NXL270 DENWWW (II) 1.89 
 
6 0 
Integrase 1A5V271 DDWWWW (II) 1.90 
 
6 0 
Muconate 
Cyclosisomerase(c) 
3CT2272 DEDWWW (II) 1.80 
 
6 -1 
Pyruvate Kinase 2G50273 ED[PY2]WW (II) 1.65 
 
6 -1 
Homoprotocatechuate 
2,3-dioxygenase 
1F1U274 HHEWW (II) 1.50 
 
6 +1 
Mandelate racemase(d) 2MNR275 DEE[SO2] (II) 1.90 
 
6 -3 
Pneumococcal Surface 
Antigen Adhesin A(c) 
1PSZ276 HHE[D2] (II) 2.00 
 
6 0 
Chloromuconate 
cycloisomerase 
2CHR277 DED[CL]  (II) 3.00 
 
6 -2 
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Ϯ The first three models concern the superoxide dismutase system, then the systems are organized by decreasing 
coordination number and in alphabetical order. Specific codes were attributed to each model, according to the identity 
of its ligands. H, D, E, N stands for the one-letter amino acid code of histidine, aspartate, glutamate and glutamine, 
respectively; W, HO, O, PY, SO, CL stands for waters, hydroxides, superoxides, pyruvates, sulfates and chloride; 
bidentate ligands are identified by the number 2 associated with the codes specified above. The oxidation state is 
identified by the roman numbering at the end. 
(a) The water ligand suggested from the crystallographic structure was treated as a hydroxide. 
(b) The azide ligand, considered as a superoxide analogue,278 was rebuilt as a superoxide ion. 
(c) 3NXL and 3CT2 were obtained from crystallized structures complexed with Mg2+ as metal centre and 1PSZ was 
complexed with Zn2+. For the calculations performed here these ions were replaced by Mn2+, attending to Mn2+ 
exchangeability with these ions. 
(d) Coordinated waters suggested by the crystallographic structure were removed, attending to the reviewed literature.117 
 
The initial models were obtained from the initial crystallographic structures by selecting only the 
Mn ion and the residues bonded to it. Note that this process involved a set of assumptions, as the 
coordination shell of Mn in some of the structures could not be unequivocally assigned.86,117,279 
Coordinated water molecules are many times unresolved in the X-ray structures and sometimes 
the exceed the maximum number of coordination that Mn allows for (six). Literature points towards 
1–3 waters coordinated in citochrome c oxidase280. In pyruvate kinase, studies refer to the 
existence of one water molecules,281 but the structures that we have analysed always have two. 
In the structure from mandelate racemase, we observed two waters within a 2 Å distance from 
the Mn ion, even though they were not mentioned in the literature.117 
To determine the force field parameters defined above, the 12 models built from the 
crystallographic structures were optimized at the B3LYP/SDD:6-31G(d,p) level of theory using the 
Gaussian09 package282. B3LYP202,283,284 is currently the most used functional, yielding good 
results in the estimate of several thermodynamic quantities179,285 and the use of the effective core 
potentials (ECPs) is a common feature in the optimization of systems with transition-
metals.51,286,287 On the latter, the SDD,35,288 implemented in the Gaussian software, has been 
widely used in several studies.19,21,51,115,255,289-291 
The initial model was relaxed using a semi-flexible model approach. In this approach, the 
backbone atoms (α-carbon, terminal nitrogen atom and carbonyl group) of the bonded amino 
acids were frozen during the optimization. In Figure 3.1, we present a scheme on the restraints 
imposed to the metallocentre built from the crystallographic structures approached. 
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Figure 3.1. Scheme on the semi-flexible approach took towards the study of manganese 
metallocentres. The grayish area delimits the atoms that were frozen during the geometry 
optimization (α-carbon, terminal nitrogen atom, and carbonyl group). 
 
In the treatment of ligands such as sulphates we have protonated distant basic groups. With this 
procedure, we intended to avoid artifacts such as deprotonations or the establishment of 
unexpected hydrogen bonds, because of the lack of environment. Some atoms further from the 
metal centre were frozen in order to avoid large changes in geometry relatively to the initial 
crystallographic structure, ensuring a correct description of the chemistry of the enzyme by the 
model. 
From the geometry optimizations performed at the quantum level, for the 12 initial models 
considered, a good agreement between the literature predictions,70,256,257 the X-ray structures, 
and the computational optimization was observed. 
Figure 3.2 shows the initial optimized structures: six of the models are 6-coordinated and present 
distorted octahedral geometries; five models are 5-coordinated, from which three present a 
distorted bi-pyramidal trigonal geometry and two exhibit a distorted quadrangular pyramidal 
geometry; and the remaining model is 4-coordinated exhibiting a distorted tetrahedral geometry. 
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Figure 3.2. Representation of the 12 models parameterized in the presented study. The main 
residues are coloured in blue, red, orange, purple and green for histidines, aspartates, glutamates, 
asparagines and the manganese centre, respectively. Hydrogen, carbon and oxygen atoms are 
coloured in white, pale green and red, respectively. 
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In the model HHE[D2] we observed an asymmetrical bonding of the aspartate residue in a 
bidentate way. This model was built substituting the Zn ion for a Mn2+ ion, as suggested from the 
literature.117,276 
 
3.2.2. Bond and angle parameters 
In order to determine bond and angle equilibrium values to all bonds with the metal ion, a different 
semi-flexible approach was used, as described in Figure 3.3. Optimizations prior to the 
determination of the potential energy surface (PES) were performed by freezing the non-scanned 
ligands and the backbone of scanned ligands, at the B3LYP/SDD:6-31G(d,p) level of theory.  
Figure 3.3 also illustrates the semi-flexible approach scheme used to determine the PES for each 
of the parameterized Mn-ligand bond and angle coordinates. In this approach we freeze all 
degrees of freedom except the one being parameterized, to be consistent with the independence 
of all terms in the force field equation. 
 
Figure 3.3. (A) Bond scan procedure and (B) angle scan procedure. In both figures, the darker areas 
delimit the set of atoms frozen during the optimization prior to the PES determination and in the 
PES determination. 
 
The PES scans were performed with a range of 30 increments for both sideways of the PES 
minima, resulting in a total metric range of 0.12 Å and 30o around the PES minima. Bond and 
angle force constants were determined from the best fitting to the harmonic potential 
approximation.  
All angles involving the metal ion as a terminal atom were determined using the same 
methodology with 20 increment steps, approaching 20º around the PES minima. 
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3.2.3. Atomic single charges 
Atomic point charges were calculated using the Restrained Electrostatic Potential (RESP) 
methodology,134 considering the Coulomb potential for the calculation of electrostatic interactions. 
The standard AMBER force fields are parameterized at a HF/6-31G(d) level of theory.2 The 
standard procedure often underestimates the effects of charge transfer with the metal atom292,293, 
therefore density functional theory (DFT) is considered to be a more successful approach to 
calculate RESP charges.19,20,52,130,138 Atomic charges were calculated on the optimized structures, 
at the B3LYP/6-311++G(3df,3pd) level of theory. A default Merz-Kollman radii of 2.00 Å was 
assigned to the metal centre.135 Charges for the carbonyl and nitrogen of the amine, from the 
backbone of the ligands, were fixed according to the parameters established by Cornell et al.2 
 
3.2.4. van der Waals parameters 
van der Waals interactions are considered transferable. Therefore, the van der Waals (vdW) 
parameters were transferred from the PARM99294 force field of the AMBER package (parameters 
for the water hydrogen were considered equivalent to those in hydrogen sulphide). 
The van der Waals parameters of the Mn ions were transferred from the works of Babu et al,110 
on the determination of vdW parameters from the hydration free energies of hydrated divalent-
metal cation shells. 
 
3.2.5. Dihedral parameters 
The force constants concerning torsional movements were set to zero, because it is a standard 
procedure in the parameterization of metal centres.16,19,292,295 In fact, unless there is 𝜋-
delocalization this assumption has been verified both experimentally and theoretically.159 This 
consideration simplifies the systems’ parameterization approach, because the number of 
dihedrals in a coordination sphere is higher than the number of bonds or metal-centred angles. 
 
3.2.6. Validation procedure 
To check how well the Molecular Mechanics (MM) parameters reproduced the geometric 
properties of the Quantum Mechanics (QM) systems, we reoptimized the latter at the MM level 
and compared the MM and QM geometries. We have also compared the MM and QM vibrational 
frequencies. In addition, we checked if the MM parameters could reproduce the geometries of the 
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Mn center within an enzymatic scaffold. For that purpose, we ran 12 MD simulations of nine 
different metalloenzymes containing manganese. MD simulations were performed using the 
AMBER10 package.296  
Letter and number codes were established to label the residues parameterized (three-letter code) 
and the bonding atoms (two-letter code). The labelling criteria of parameterized residues and 
coordinating atoms is presented in Supporting Information (SI). 
For each of the 12 biological systems studied, we built models from the crystallographic structure 
of the protein, constituted by at least one monomer of the unit, to validate the parameters 
determined. The mechanical parameters of the organic ligands coordinated to the metal centre 
were parameterized using the ANTECHAMBER module297 of AMBER10, with the GAFF force 
field.298 All remaining ligands and cofactors not included in the coordination sphere under study 
were removed from the initial crystallographic structures. We added counter ions to the system in 
order to neutralize its global charge and created a rectangular solvent box with TIP3P waters,299 
so that the distance between the protein and the edges of the box was set to 12 Å. This value fits 
the average conditions commonly used in several other studies with a same prospect,19,20,138 since 
the cutoff for the discrete account of vdW interactions is generally within the range of 9-15 Å.300 
For the built systems, 10 ns of MD were performed, preceded by a four step minimization, to 
minimize waters, added hydrogens, residue side chains, and all the atoms of the system. An 
equilibration step of 40 ps was applied, in order to gradually heat the temperature of the system 
to the standard temperature of 310 K, at a constant pressure of 1 bar. MD proceeded on an NPT 
ensemble. A constant temperature of 310 K was maintained by the use of Langevin Dynamics 
implemented in AMBER10 package and a fixed pressure of 1 bar was set. Periodic boundary 
conditions were imposed to the models built to account for long range interactions. Short and long 
range interactions were calculated with Ewald summation methods.155 The SHAKE algorithm165 
was applied in all bonds involving hydrogen atoms, for a mechanical relaxation time of 2 ps. To 
calculate long range vdW interactions, a cutoff distance of 10 Å was established. 
Different scaling factors for the 1–4 electrostatic interactions were tested, resulting in a final 
scaling factor of 60% in all MM calculations applying the parameters determined. 
MD results were obtained with the PTRAJ module of the AMBER package. Values analysed 
included the root-mean-square deviations (RMSds) for the -carbons of all the models, and for 
all the atoms in the metal coordination sphere. Average and standard deviation values for all the 
bonds and angle involving the metal atoms were taken from the final 4 ns of MD simulations.  
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3.3. Results and Discussion 
 
3.3.1. Bond stretching parameters 
From a total of 64 bond force constants determined, 14 of them characterize Mn–N bonds and 
the other 50 characterize Mn–O bonds. Figure 3.4 illustrates the PES obtained for all the Mn-
ligand bond scans. 
 
Figure 3.4. Potential energy surfaces for bond stretching for all models. 
 
FCUP 
Metals’ Data for Biomolecular Force Fields 
114 
 
All the equilibrium bond lengths are found in the interval ]2.00; 2.45[ Å in all systems. However, 
for smaller charged ligands this value can be smaller, as seen in the models with the hydroxide 
ion. For the studied amplitude in bond stretching energetics, increments below 0.5000 kcal∙mol-1 
are frequent. Most of the force constants are in the 60–80 kcal∙mol-1∙Å-2 range. 
We can observe similarities in the PES when the equilibrium bond lengths are 2.15 Å–2.20 Å, for 
nitrogen donor atoms, and ~2.10 Å and ~2 .30 Å for non-water and water oxygen donor atoms, 
respectively. These observations are in qualitative agreement with the general knowledge 
regarding transition-metal chemistry and the expected relative magnitude of the corresponding 
force constants.70,257 
For similar bond lengths, histidines exhibit higher force constants than glutamates or aspartates. 
Waters are the weakest ligands, with larger typical bond lengths and shallower PESs. 
It is important to highlight, because of the large amount of information in literature concerning the 
manganese superoxide dismutase,86,257,278,301 some relevant discussion from the determined 
parameters. Conformational changes between the two models of manganese superoxide 
dismutase occur mainly in the axial ligands, when the hydroxide ligand is present instead of the 
water ligand. As the hydroxide ligand deepens into the coordination sphere, we observe that the 
axial histidine approaches the metal centre and its force constant increases. By bonding with the 
superoxide substratem the model becomes 6-coordinated with distorted octahedral symmetry and 
exhibits a Jahn-Teller effect along the NI–W1 axis, as described in the literature.257 
The analysis of the internal bonding terms also suggests that similar coordination spheres do not 
differ substantially either in bond length or bond force constant. 
 
3.3.2. Angle bending parameters 
From the total parameterized 146 metal-centred bond angles (the detailed full set of 
parameterized metal-centred angles is provided in SI) their distribution is as follows: 11 for N–
Mn–N, 22 for N–Mn–O, 16 for N–Mn–water, 31 for O–Mn–O, 46 for O–Mn–water and 17 for 
water–Mn–water (in this distribution hydroxides have been counted together with waters). 
Analysis of Figure 3.5 shows that angle force constants are often <75 kcal∙mol-1∙rad-2. The cases 
in which this is not verified mainly concern interactions with histidines. 
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The bidentate ligands studied exhibit force constants >100 kcal∙mol-1∙rad-2, and >200 kcal∙mol-
1∙rad-2 for the bidentate ligands whose donor atoms are bonded to the same atom. 
 
Figure 3.5. Angle force constants and equilibrium angles from the scan of the studied models, by 
donor atom type and coordination number. 
For 6-coordinated models, interaction between non-water donor atoms and water oxygen atoms 
is frequent, establishing mainly orthogonal interactions with force constants abundantly between 
25 and 75 kcal∙mol-1∙rad-2. In the axial positions force constants are 25 kcal∙mol-1∙rad-2. 
Regarding the 5-coordinated complexes, two possible geometries are observed: bipyramidal 
trigonal and square pyramidal. In the triangular equatorial plane, interactions with nitrogen donor 
atoms are more frequent and with low force constants (<25 kcal∙mol-1∙rad-2), while for the axial 
positions they are generally near 25 kcal∙mol-1∙rad-2. In square pyramidal geometries, most 
interactions are observed from histidines with force constants slightly below 25 kcal∙mol-1∙rad-2. 
The 4-coordinated model has a distorted tetrahedral geometry with force constants slightly above 
the 25 kcal∙mol-1∙rad-2 for angles of 109.5º. 
Analysing the angle force constants we can conclude that their amplitude is not strongly 
concerned with the geometrical position of the ligands for the equilibrium bending amplitudes 
frequently observed, despite some geometrical similarities observed in models (4) to (7) (recall 
Figure 3.2). Looking further into the donor atom type, it seems that oxygen donor atoms from 
aspartates and glutamates establish stronger angle bending interactions with waters than N 
atoms from histidines, when in equatorial positions; however for orthogonal interactions with axial 
waters, higher angle force constants are generally observed with histidine ligands. 
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3.3.3. RESP charges calculation 
Single-point electrostatic potentials were calculated using the large 6-311++G(3df,3dp) basis set. 
Figure 3.6 shows the charge schemes for the donating groups of the ligands in the models from 
manganese superoxide dismutase (models (1) to (3)) and the global charge of each residue from 
their coordination sphere (a detailed description of the RESP charge maps for the 12 
metallocentres parameterized is presented in SI). Overall, RESP atomic charges were determined 
for 74 residues, in the 12 models used for parameterization. 
 
Figure 3.6. Representation of the single point Merz-Kollman charges fitted with the RESP 
methodology for three models concerning manganese superoxide dismutase, and global charge of 
the residues for the three models derived from manganese superoxide dismutase. Charges are 
written in atom units (au). 
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As we can see in a dispersion pattern for manganese and its main biological ligands, in Figure 
3.7, there is a large dispersion in the global charges of the residues, mainly on the Mn ion. That 
might concern the fact that the Mn ion is buried within the coordination sphere by its ligands, which 
is consequence from the ESP methodologies extensively described in literature.128,135 An average 
estimate seems to agree with the classical expected zero-charge only for waters. 
 
 
Figure 3.7. Global charge distribution for the main residues of the studied models, by residue and 
coordination number of the model. 
 
FCUP 
Metals’ Data for Biomolecular Force Fields 
118 
 
3.3.4. Parameter Validation 
A validation protocol was designed to verify the stability of the protein backbone and the 
coordination sphere. We employed MD and MM calculations to generate data populations and 
normal mode information for each of the twelve models. 
The scaling factor for the 1–4 electrostatic interactions was defined for classical mechanics 
calculations in order to reproduce better the equilibrium geometries, determined by quantum 
calculations in vacuum (validation of the electrostatic scaling is supplied in the SI). 
3.3.4.1. RMSd values 
The results for the RMSd of the models parameterized are shown below (RMSd for the protein 
backbone chain and the Mn centres are presented in SI). Figure 3.8 shows the RMSd plots for 4 
of the 12 parameterized metallocentres (models (4) to (7)) during the 10 ns MD simulation. 
 
Figure 3.8. RMSd graphics (in thin lines) and the accumulated averages (thicker lines) for the 
models (4) to (7), during the 10 ns of MD simulation. 
 
FCUP 
Metals’ Data for Biomolecular Force Fields 
119 
 
An initial overview shows that, in the majority of the models, the backbone stabilized within the 
first 6 ns of the MD simulation. 
The RMSd values of the Mn centres parameterized are generally smaller than 1.25 Å and, as for 
the accumulated averages, are generally stabilized within the last 4 ns of MD. Therefore we 
defined this time range as the scope of our statistical analysis. 
In Table 3.2 we present the RMSd averages and standard deviations from the last 4 ns of the MD 
simulations. RMSd values are higher than expected. However, we also observed significant 
differences between the crystallographic and the respective quantum optimized coordinates. The 
differences between the QM and MM model are generally smaller. Moreover, in a few cases, we 
exchanged the metal in the X-ray structure for Mn and, in those cases, differences between the 
bond length of the experimental and calculated structures are expected. 
 
Table 3.2. RMSd averages and standard deviations for the proteins (right column) and the small 
models (left column), in Å 
Code of the model 
〈𝐑𝐌𝐒𝐝〉 ± 𝝈RMSd 
metallocentre 
〈𝐑𝐌𝐒𝐝〉 ± 𝝈RMSd 
protein 
HHDHW (III) 1.00 ± 0.09 3.3 ± 0.2 
HHDH[HO] (III) 1.21 ± 0.09 2.7 ± 0.2 
HHDH[HO]O (III) 0.41 ± 0.08 2.3 ± 0.2 
HDEWWW (II) 0.76 ± 0.07 2.9 ± 0.1 
DENWWW (II) 1.35 ± 0.09 3.5 ± 0.2 
DDWWWW (II) 1.2 ± 0.1 2.9 ± 0.3 
DEDWWW (II) 0.8 ± 0.1 2.2 ± 0.1 
ED[PY2]WW (II) 0.6 ± 0.1 3.4 ± 0.3 
HHEWW (II) 0.7 ± 0.2 1.9 ± 0.1 
DEE[SO2] (II) 0.07 ± 0.02 1.6 ± 0.1 
HHE[D2] (II) 0.41 ± 0.06 2.5 ± 0.1 
DED[CL] (II) 0.47 ± 0.06 2.9 ± 0.1 
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We emphasize, nonetheless, that crystallographic structures are estimations over electronic 
density determined maps and differ among them.302,303 Therefore, deviations from the simulations 
may be analysed taking into account additional considerations, such as mechanistic information 
on the coordination sphere of the metal ion, which allows further detail than the crystallographic 
structures alone. 
 
3.3.4.2. Bond stretching and angle bending coordinates 
The results of the bond lengths between the metal and its ligands, taken from the crystallographic 
structure ℓ0 crystal, the quantum mechanical optimized model ℓ0 opt and the average from the 4 ns 
MD population 〈ℓ〉MD, are presented in the SI. 
The standard deviations of the 4 ns bond length population are proximate to the maximum 
stretching scanned in the PES calculation. However, this has not been verified for most of the 
water ligands. Considering the range 〈ℓ〉MD ± 𝜎ℓ for each of the bonds established, 82% of the 
optimized Mn-ligand bonds are included in the given range. For twice this range, 98% of the 
optimized bond equilibrium values parameterized are included in the given interval. 
For the same given interval 〈𝜃〉MD ± 𝜎𝜃 only 66% of the parameterized angles fit in the range 
defined. However, standard deviations determined are often <5º, which is a low value if attending 
to the flatness of the PESs for these small force constants. For an error estimate of 1 kcal∙mol-1, 
an angle bending often higher than twice the standard deviation is required. Considering a new 
range 〈𝜃〉MD ± 2𝜎𝜃, 89% of the optimized equilibrium angle bending values are included in the 
defined interval, for the determined force constants. 
To analyse the information on the population studied, quartile and histogram distributions were 
produced. Quartile distributions allow a glimpse of the symmetry of the population and the range 
of the full sampling, while histogram/normal distributions allow further considerations on the 
flatness of the population and the comparison of the optimized and averaged values. 
Figure 3.9 and Figure 3.10 present the quartile distributions and normal curves for the bonds and 
angles involving the Mn atom for model (6), as an example. Quartile and Gaussian distributions 
are presented in detail in the SI, as well as further validation of the Gaussian curve fitting. 
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A quartile distribution represents a distribution of the population in blocks of 25% of the data from 
the last 4 ns of MD simulation, in an increasing order. The first and last 25% of the population 
values (the first and fourth quartiles) are represented as the tails of the distribution, while the 
second and third quartiles are represented by boxes, divided by the central value of the population 
(the median value). From the quartile distribution, we can see the general range of the distribution 
and the concentration of the sampling around the median value. 
The normal curve fitting, validated by the histogram representation, estimates the predominance 
of each single coordinate in the population. 
 
 
Figure 3.9. Distribution for the bonds of the model (6) with quartile representation and Gaussian 
curve fitting, for the last 4 ns of the MD run. All the representations and further validation on the 
gaussian fitting are in SI. 
 
To establish the histogram representation, data on the final 4 ns population was organized in 
intervals with a range close to the standard deviation values obtained (0.05 Å for bonds and 5º 
for angles). 
Generally, quartile and histogram plots for both bond and angle coordinate show that the median 
and average values are close, thus supporting the average values determined. The ranges of the 
boxes around the median, from the quartile representation, point towards an apparent symmetry 
in the considered populations. A more spread distribution of the bond length values can be 
observed for farther Mn-ligand distances. Even though only 69% of the QM optimized bond 
lengths are counted in the two quartiles around the median, these quartiles, however, are on 
average spread around 0.08 Å from the median. 
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Figure 3.10. Distribution of the data for the angles in model (6) with quartile distribution and 
approaching a Gaussian curve, for the last 4 ns of the MD run, shown as an example. Other 
distribution data can be found in the SI. 
 
From Figure 3.10 we observe that, for similar angle bending amplitudes, populations involving O–
Mn–water and N–Mn–water interactions have larger standard deviations than the remaining 
interactions. The length of both boxes accounting for 50% of the population, around the median 
is, on average, 6º. However, the normal fitting curve shows that angle populations have flatter 
distributions than quartile plots might resemble. In Gaussian curves, it can be seen that, in most 
cases, for a range of 8º–10º, only 67% of the angle population would be found around the average 
value. Since the average and median values are close, it means that, for an increase in range up 
to 4º, only an additional 17% of the population is included. 
All the statistical validation seems to point towards good reliability in the parameters determined. 
3.3.4.3. Frequency and Normal Mode Analysis 
Comparison of the frequencies of the parameterized models and the original QM models shows 
that the parameters calculated reproduce the frequency profile expected from quantum 
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mechanics calculations. Figure 3.11 shows a graphical comparison of the QM and MM vibrational 
frequencies for one of the parameterized models. 
This, however, does not guarantee that normal modes for both models match. Particularly, it 
would be helpful to find equivalent normal modes in both models and compare their mass-
weighted frequencies. Therefore, we show, for four of the twelve models (models HHDH[HO] (III), 
HDEWWW (II), HHE[D2] (II) and DED[CL] (II)), the correlation for MM vs. QM frequencies, 
describing similar normal modes. We searched normal modes for which displacements of metal-
ligand bonds were similar in QM and MM models. 
 
 
Figure 3.11. Comparison of vibrational frequencies for the model HHDH[HO] (III) optimized with the 
AMBER force field and at B3LYP/SDD:6-31G(d,p) level of theory (on the left) and normal modes 
involving the donor and acceptor atoms (on the right). 
 
We calculated first the RMSd between the MM optimized models and the QM optimized models 
(detailed plots follow in the SI). Large differences are registered in the backbone atoms and in the 
carboxylate oxygens not coordinated to the manganese centre. Since the backbone atoms were 
not targeted by our parameterization scheme, we performed a RMSd calculation based on the 
heavy atoms of the organic ligands and side chains of bonded amino acids, as can be seen in 
Table 3.3 RMSd values for our parameterized models are smaller than 1.4 Å. 
The differences between the bond lengths calculated in the QM and MM geometry optimizations 
ranged from 0.002 Å to 0.20 Å (average 0.04 Å). 
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Table 3.3. RMSd for the optimized models, in Å, from the comparison of the QM and MM optimized 
structures. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
3.3.4.4. Correlations between the Parameters 
Beyond the scope of the parameter determination, we expect our results to lead to some 
estimates on parameter behaviour in manganese-containing proteins. It is expectable and 
desirable that the parameters would be transferable for systems with similar coordination spheres. 
Moreover, we also expect to provide estimates in force constants concerning typical donor atoms 
or geometrical dispositions in Mn-coordinated centres and, ultimately, save computational 
resources in future projects involving this class of proteins. 
 
RMSd / Å Heavy Atoms 
Heavy Atoms     
not from backbone 
HHDHW (III) 1.22 0.75 
HHDH[HO] (III) 1.83 0.92 
HHDH[HO]O (III) 1.92 1.07 
HDEWWW (II) 0.90 0.51 
DENWWW (II) 1.73 1.10 
DDWWWW (II) 1.55 0.50 
DEDWWW (II) 1.82 0.98 
ED[PY2]WW (II) 1.88 0.87 
HHEWW (II) 1.61 1.18 
DEE[SO2] (II) 1.92 1.06 
HHE[D2] (II) 2.81 1.38 
DED[CL] (II) 1.80 1.04 
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Figure 3.12. Linear regression for the main ligands in manganese coordination spheres: aspartate, 
glutamate, histidine and water, in red, orange, blue and green, respectively. 
 
 
Figure 3.13. Second order polynomial regression for the main donor atoms in manganese 
coordination spheres, oxygen and nitrogen, in red and blue colours, respectively. 
 
Figure 3.12 and Figure 3.13 illustrate all the 65 bond force constants, taking into account the 
equilibrium bond lengths of the corresponding interactions. These are grouped by specific Mn-
ligand type interaction (by residue) and donor atom (by element). Regarding bond force constants, 
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linear and second-order polynomial regressions were performed to establish correlations for force 
constants and equilibrium bond lengths on ligands and donor atoms. 
Waters are small, flexible, and distant ligands in their coordination with the metal centre; therefore, 
they are difficult to predict. For the 18 bonds between the Mn ion and waters, a good sampling 
was obtained and an average correlation between bond force constants and bond lengths was 
established. Therefore, rough force constants can be estimated for any water in a given 
coordination sphere. Such correlation seems to be unrelated to the charge of the manganese 
centre or the coordination. 
We calculated correlations for the remaining frequent ligand amino acids; however, sampling is 
lower and generally has a wider distribution, particularly for aspartates and glutamates. 
The linear regressions established seem to support similar bonding behaviours for aspartates and 
glutamates. Extending the fitting to large bond lengths, we should expect that the force constants 
converge to zero; therefore, force constants must be obtained by interpolation rather than 
extrapolation. A range of 2.00–2.30 Å and 2.00–2.20 Å is defined for the aspartate and glutamate 
bonds, respectively, whereas for histidine, an interval from 2.00 Å to 2.25 Å is suggested, and for 
water, an interval from 2.15 Å to 2.40 Å is suggested. 
To estimate force constants for less common ligands, the second order polynomial regression 
plotted in Figure 3.13 can be used. Although good correlations for rough estimates have been 
attained, the estimated force constants can be affected by errors in the range of 17 kcal∙mol-1∙Å-2 
and 8 kcal∙mol-1∙Å-2, respectively. Also, the graphical representations in Figure 3.12 and Figure 
3.13 seem to support the premise that coordination number does not affect the force constants 
significantly. 
From the representation of the angle force constants versus angle equilibrium value, only 
dispersion patterns are observed. Angle force constants depend on bond lengths between donor 
atoms and the metal centre, and angle amplitude, meaning that a three-variable dependence 
representation, Kθ(θ0, ℓMn-L1, ℓMn-L2), could allow a more regular understanding of their behaviour. 
Although a clear pattern was not achieved by analysis of Mn-centered angle results, rough 
estimates are proposed in the Table 3.4 and are shown in Figure 3.14 with the standard deviation 
assigned to it. The estimate that followed originated from the equilibrium coordinate for a given 
interaction in a range of 8º from the equilibrium position from the non-distorted geometry, except 
for the axial positions, in which a 15º amplitude was considered (anticlockwise only). 
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Figure 3.14. Average equilibrium angles and force constants for main donor atoms concerning the 
equilibrium angles for the main geometries in manganese. 
 
 
We can observe that angle force constants generally diminish as the average equilibrium 
amplitude increases; however, for the axial interaction of equal non-water ligands, a slight 
increase in the force constant is verified. Also, large standard deviations are observed, 
independently of the sampling dimension considered, for the average force constants determined. 
Considering the maximum standard deviations observed in the MD simulations, maximum energy 
errors can reach 8 kcal∙mol-1 for angles involving water ligands or 3 kcal∙mol-1 for the remaining 
ligands. 
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Table 3.4. Estimate values for the equilibrium angles in frequent manganese coordination 
geometries 
Angles 〈𝜽𝟎〉 ± 𝝈𝜽𝟎  〈𝑲𝜽〉 ± 𝝈𝑲𝜽 Number of cases 
N–Mn–Naxial 172.06 97 1 
N–Mn–Nequatorial 90º 91 ± 3 (8 ± 2) x10 6 
N–Mn–Ntetrahedral 107 ± 1 35.0 ± 0.9 2 
N–Mn–Oequatorial 90º 89 ± 4 (7 ± 2) x10 9 
N–Mn–Oequatorial 120º 113 21 1 
N–Mn–Otetrahedral 107 ± 5 (3 ± 2) x10 6 
O–Mn–Oaxial 166 ± 3 (4 ± 2) x10 5 
O–Mn–Oequatorial 90º 94 ± 3 (3 ± 1) x10 10 
O–Mn–Oequatorial 120º 122 ± 3 (2 ± 1) x10 6 
O–Mn–Otetrahedral 105 ± 5 (3 ± 2) x10 8 
O–Mn–Waxial 168 ± 5 20 ± 7 3 
O–Mn–Wequatorial 90º 91 ± 5 (5 ± 2) x10 23 
O–Mn–Wtetrahedral 104 ± 4 27 ± 9 5 
N–Mn–Waxial 173 ± 6 (7 ± 1) x10 3 
N–Mn–Wequatorial 90º 92 ± 3 (6 ± 3) x10 10 
N–Mn–Wequatorial 120º 121 8 1 
N–Mn–Wtetrahedral 101 31 1 
W–Mn–Waxial 168 ± 4 17 ± 8 2 
W–Mn–Wequatorial 90º 91 ± 6 18 ± 5 8 
W–Mn–Wtetrahedral 103 ± 5 (2 ± 1) x10 2 
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3.4. Conclusions 
 
We have determined bond, angle and electrostatic parameters for a set of 12 semi-flexible Mn 
coordination spheres from 9 metalloproteins, following the philosophy of the AMBER force field. 
The determined parameters include bond stretching and angle bending force constants, and their 
equilibrium values, as well as the RESP charges for all the residues in each of the coordination 
spheres. We have calculated 65 bond force constants, 146 angle force constants and 12 RESP 
map charges, from a total of 74 residues, for the Mn centres chosen from the literature. 
Validation of the determined parameters was carried out by analysis of MD simulations on the 
metalloproteins chosen in the literature and an analysis of Mn-involving bond and angle 
parameters from stable metalloproteins was obtained from averaged values and statistical 
distributions (quartile, histogram, and Gaussian distributions), highlighting some important 
aspects in the behaviour of the coordination sphere. Typical bond stretching and angle bending 
values were observed and confidence intervals were established to compare average values with 
those obtained from the quantum optimizations of the parameterized models. Approximately 
symmetrical populations were observed for both evaluated coordinates. 
In addition, we propose correlations taking into consideration the atom type and typical ligands in 
Mn centres; therefore other Mn centres in biology can be targeted using the bonded model 
approach. Linear correlations were established to estimate bond force constants for typical 
residues in manganese centres. Higher order correlations were proposed in order to estimate 
rough bond force constants, given typical donor atoms. Angle bending interactions were 
evaluated by analysis of an obtained dispersion pattern. Some estimates were proposed for the 
main positions exhibited by Mn centres: axial, quadrangular planar, triangular planar and 
tetrahedral. 
The important results obtained so far strongly support that recurrence can be found in other 
metalloproteic systems. The established parameters will allow for future relevant mechanistic and 
catalytic insight on the manganese proteins. 
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3.4.1. Supporting Information 
The Supporting Information for the manuscript can be consulted at 
http://pubs.acs.org/doi/suppl/10.1021/ct400055v. It contains: 
 Description of the nomenclature defined to identify coordinating residues and the 
donor/acceptor atoms. 
 Detailed description of the considerations and literature support for the optimization 
procedure for each model. 
 Tables with detailed information on the Mn-ligand bond and angle force constants and 
equilibrium coordinates. 
 Charge mapping for the 12 models used for parameterization. 
 Validation procedure of the 1-4 electrostatic factor applied for MD simulations. 
 RMSd plots of the backbone and metallocentre for the 10 ns MD simulations applied in 
each structure containing the metallocentre. 
 Detailed tables comparing crystallographic, optimized and average equilibrium Mn-ligand 
bond and angle values. 
 Quartile and Gaussian distributions for the 12 metalloenzymes simulated. 
 Histogram distribution and Gaussian curve approximation validation for the 12 simulated 
metalloenzymes. 
 Frequency calculations at the MM and QM levels of theory for the 12 parameterized 
models and normal modes analysis on 4 of the parameterized models. 
 Internal coordinated analysis for the donating and acceptor atoms and atomic fluctuations 
on heavy atoms from the optimizations at the MM and QM levels of theory. 
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Chapter 4: Benchmarking of Density Functionals 
for the Accurate Description of Thiol-disulphide 
Exchange 
 
The accuracy of QM calculations is a key aspect in the determination of the thermodynamics of 
metalloenzyme catalysis. Current DFT calculations have been able to provide highly accurate 
results for several enzyme mechanisms. However, it is still a requisite that the performance of 
exchange-correlation density functionals available nowadays should be crossed against that of 
post-HF methods. The ab initio character of these latter methods implies that several of its 
limitations and mathematical properties are already known and, thus, provide the level of 
confidence that QM calculations should provide for any given system. However, we have already 
discussed that the application of post-HF methods can only be employed for systems with a few 
dozens of atoms, which is an insufficient dimension to describe enzymatic catalytic environments. 
Several benchmarking studies have been developed to study general chemistry reactions. 
However, several metalloenzymes catalyse reactions that do not follow such a general chemistry, 
as is the example of most of the iron-sulphur cluster enzymes. These enzymes are generally 
involved in redox reactions involving sulphur pairs of atoms, and play a substantial role in cell 
signalling. 
In this study, we provide a benchmarking of 
a set of 92 density functionals that were 
employed to accurately characterize the 
thiol-disulphide exchange reaction. In 
further work that we will present, we will 
employ the insight obtained from this 
benchmarking in the study of the catalytic mechanism of protein disulphide isomerase (PDI) with 
QM/MM methods. Despite that PDI is not a metalloenzyme, it is a promiscuous enzyme that 
assists the folding of several proteins through bond and cleavage of disulphide bonds employing 
the thiol-disulphide exchange reaction. That said, we expect that this study will provide more 
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insight regarding the core of the reaction in an enzymatic environment. Further work is expected 
to concern the study of such reaction in metalloenzymes.  
The properties that we have benchmarked throughout this study include: the geometry of a 15 
atoms model system, the potential energy surface (PES), the activation barrier and the energy of 
reaction for thiol-disulphide exchange. Reference energies were determined at the extrapolated 
CCSD(T)/CBS//MP2/aug-cc-pVDZ level of theory, and reference geometries were calculated at 
the MP2/aug-cc-pVTZ level. M11-L, M06-2X, M06-HF, N12-SX, PBE1PBE, PBEh1PBE and 
OHSE2PBE described better the geometry of the model system, with average deviations of 0.06 
Å in bond lengths (0.06 Å in bond-breaking lengths), and 1.9º in bond angles. On the other hand, 
the potential energy surface and its gradient were more accurately described by the hybrid density 
functional BHandH, closely followed by mPW1N, mPW1K and mPWB1K. The barrier height and 
energy of reaction were better reproduced by the BMK and M06-2X functionals (deviations of 0.17 
and 0.07 kcal∙mol-1, respectively) for a set of 10 Pople’s basis sets. MN12-SX and M11-L showed 
very good results for the widely used 6-311++G(2d,2p) basis set, with deviations of 0.02 and 0.05 
kcal∙mol-1, respectively. We studied the effect of the split-valence, diffuse and polarized functions 
in the activation barrier of thiol-disulphide exchange, for a set of 10 Pople’s basis sets. While 
increasing the splitting and polarization may increase the activation barrier in approximately 1 
kcal∙mol-1, diffuse functions generally contribute to decreasing it in no more than 0.10 kcal∙mol-1. 
In general, 13 functionals provided energies within 1 kcal∙mol-1 of the reference value. The BB1K 
density functional is one of the best density functionals to characterize thiol-disulphide exchange 
reactions; however several density functionals with modified Perdew-Wang exchange and about 
40% Hartree-Fock exchange, such as mPW1K, mPW1N and mPWB1K, show a good 
performance too. 
 
All the calculations were performed by Rui Pedro Pimenta das Neves, as for the writing of the 
manuscript, which was revised through contributions of all authors. This work has been published 
in the Journal of Chemical Theory and Computation, and the content that follows is a mostly 
integral transcription of its published version. 
 
Rui P. P. Neves, Pedro A. Fernandes, António J. C. Varandas and Maria J. Ramos, 
Benchmarking of Density Functionals for the Accurate Description of Thiol−Disulﬁde 
Exchange, J. Chem. Theory Comput., 2014, 10  (11), 4842-4856. (DOI: 10.1021/ct500840f)  
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4.1. Introduction 
 
Disulphide bonds are abundant in proteins.304-306 They are known to participate in some folding 
pathways and are part of the catalytic cycle of some enzymes. In cells, the thiol/disulphide ratio 
acts as a regulator of the cellular redox potential, it is involved in electron transfer processes 
across membranes and in the secreted proteins pathway.304,305,307,308 Atomistic insight of the 
involvement of these structures in cell regulation may, thus, result in rational pharmacological 
proceedings toward abnormalities in these processes. 
The thiol/disulphide ratio in cells is mainly regulated by thiol-disulphide exchange, and is generally 
assisted by the reduced glutathione/oxidized glutathione pair. Enzymes that perform thiol-
disulphide exchange require an additional step to restart their catalytic cycles, e.g. ribonucleotide, 
3'-phosphoadenosine-5'-phosphosulfate (PAPS) or methionine sulfoxide reductases.304 This step 
may be performed by a small molecule, e.g. glutathione, or by specialized enzymes. Disulphide 
oxidoreductases are the class of enzymes responsible for the formation, reduction and 
isomerisation of disulphide bonds, through thiol-disulphide exchange. This class of enzymes often 
possesses a characteristic Cys-X-X-Cys motif (being X any of the natural aminoacids) and a 
considerable structural similarity to thioredoxin.307 Equation 4.1 shows the overall reaction for 
thiol-disulfide exchange. 
RSH + R′SSR′′ ↔  RSSR′ + R′′SH Equation 4.1 
This is usually a SN2 reaction in which a cysteine or glutathione is being deprotonated and 
subsequently acting as a nucleophile, attacking the disulphide bond established by two cysteine 
(Cys) residues in a Cys-X-X-Cys motif. The attacking sulphur is usually named Snuc (nucleophilic 
sulphur), the attacked sulphur is named Sctr (central sulphur) and the sulphur that leaves the 
disulphide bond is named Slg (leaving sulphur). The attack is driven along the disulphide bond 
axis and the reaction is expected to be intrinsically thermoneutral,309,310 even though the 
environment can provide different stabilities to Snuc and Slg, promoting the reaction towards one 
or another direction, depending on the physiological role of the specific enzyme. While in gaseous 
phase the trisulphide anion transition state is in fact a minimum energy state,309,311 in aqueous 
media the experimentally determined barrier is around 14 kcal∙mol-1.312,313 The transition state 
structure is approximately symmetrical relative to the attacked sulphur atom.309,311,314 The charge 
density delocalization through the three sulphur atoms in the transition state indicates that 
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hydrophobic environments are better catalysts for the reaction.309 This evidence is also supported 
by pKa studies in cysteines from the active site of disulphide oxidoreductases.315 
Computational studies have been performed, regarding thiol-disulphide exchange using quantum 
mechanics calculations, in the recent past.311,316-318 Density Functional Theory (DFT)29-31 has been 
the preferred theoretical level when dealing with large chemical systems, even though there is no 
exchange-correlation approximation that consistently describes the energy of this interaction. The 
latter has been the target of several approaches over the past decades, from density functional 
(DF) development to correlated Hamiltonian methods.199,319-323 So far, in the DF field we have up 
to five main approximations for the description of the exchange-correlation energy: local density 
approximation (LDA), generalized gradient approximation (GGA), meta-generalized gradient 
approximation (m-GGA), hybrid-generalized gradient approximation (h-GGA) and hybrid-meta 
generalized gradient approximation (hm-GGA). Other approximations to calculate this term have 
appeared in the recent years including the range-separated approach (rs),324-329 nonseparable 
gradient approximation (NGA)330-332 and double-hybrid generalized gradient approximation (hh-
GGA).208,333-338 
Given the large number of DFs to calculate a given property of a chemical system, we must 
choose wisely. In the literature, we can find a plethora of benchmark studies to rank DFs for 
properties such as ionization and atomization energies, reaction energies, intermolecular and 
covalent interactions, proton and electron affinities or structural parameters.116,211-213 Furthermore, 
several databases that compile specific reactions for chemical properties can be developed to 
test or rank any DF.180,339  
We provide here a study on DFT performance for thiol-disulphide exchange, in particular the 
linkage and dissociation of disulphides by thiolate attack. To our knowledge there are no recent 
benchmark studies for this reaction, even though it is prevalent in biochemistry.307,308,340,341 Our 
benchmarking is designed to rank the performance of DFs to reproduce structural and energy 
properties of this reaction, from the optimization of model systems to reaction coordinate linear 
transit scans, and ultimately providing accurate energies for the thiol-disulphide exchange 
reaction. Therefore, the main goals of our work are defined as: i) to provide a benchmarking on 
geometry accuracy on a representative model of the thiol-disulphide exchange reaction, ii) to 
propose DFs to perform linear transit scans along the Snuc-Sctr-Slg reaction coordinate, iii) to 
determine a set of DFs that best describes the activation barrier and the energy of the thiol-
disulphide exchange reaction. Our results are crossed with recent benchmark studies on several 
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important chemical properties,180,211-213,342,343 to account for the wide spectra of chemical 
interactions that a complex medium possesses. The tests are performed with a group of basis 
sets ranging the double and triple split, polarized and diffuse valence shells. We also test a 
number of range-separated DFs and several dispersion corrections.344-347 
To perform the benchmarking we need reference values derived from accurate methods, such as 
coupled-cluster (CC)348,349 or configuration interaction (CI).320,321 These methods require a high 
computational power and are currently restricted to small systems (less than 30 atoms), if using 
large basis sets. In this study, we performed single-point energy calculations, at the 
CCSD(T)197,322,348-352 level of theory, to determine CCSD(T)/CBS//MP2/aug-cc-pVDZ reference 
energies. We employ complete basis set (CBS) extrapolation methods353,354,355,356,357 to 
extrapolate both the Hartree-Fock (HF) and correlation energies. 
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4.2. Computational Methods 
 
4.2.1. Model system 
A 15 atom model system was built from thioredoxin glutathione reductase (PDB code: 2X8H).358 
Thiol-disulphide exchange occurs through the nucleophilic attack of an external thiolate (mostly 
from gluthatione) to the disulphide bond of the Cys-X-X-Cys motif. We have kept the terminal 
methylthiolate from glutathione (GSH1595) and the dimethyldisulphide from the Cys28-Pro29-
Tyr30-Cys31 motif of thioredoxin reductase. 
 
Figure 4.1. The enzyme thioredoxin glutathione reductase (2X8H) is shown in cartoon 
representation, with the Cys-X-X-Cys motif and the glutathione ligand in stick representation. Our 
model is highlighted by the black contour in the ball and stick representation. Slg, Sctr and Snuc stand 
for the leaving group, central and nucleophilic sulphides, respectively. 
 
The computational procedure comprehends two stages, the determination of reference structures 
and energies and the benchmarking of density functionals. All the calculations were run with the 
Gaussian 09 software.282 
 
4.2.2. Reference structures for thiol-disulphide exchange 
We performed a linear transit scan in vacuum along the Snuc-Sctr distance at the MP2/aug-cc-
pVDZ level of theory. The Snuc-Sctr-Slg angle was constrained with three ghost atoms (Gh), by 
fixing Gh-Sctr-Slg and Gh-Snuc-Sctr angles (see Figure S1 in Supporting Information (SI)). These 
three ghost atoms establish a geometrical plane that constrains the Snuc-Sctr-Slg angle to 180º 
throughout the potential energy surface (PES) calculation. This configuration is assumed as 
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representative for a general nucleophilic attack. Ghost atoms have no charge or basis function 
information; therefore, they do not interfere in the QM calculations. The PES has a parabolic 
shape, with only one stationary state (a minimum, the trisulphide anion). The minimum was 
reoptimized with MP2/aug-cc-pVTZ and served as reference geometry for the DF geometry 
benchmarking. 
 
4.2.3. Reference energies for thiol-disulphide exchange 
We performed geometry optimization calculations at the MP2 level of theory with the aug-cc-
pVDZ basis set,47-49 in water, using the implicit conductor-like polarized continuum model (C-
PCM)359,360 with a dielectric constant of 78.4. The reaction profile has shown three stationary 
points (R, TS and P, Figure 4.2), whose electronic energy was recalculated, without the solvent, 
at the CCSD(T)/CBS//MP2/aug-cc-pVDZ level. The continuum solvent was taken out at the end 
to measure the errors from the functional only. 
 
Figure 4.2. Reaction states for thiol-disulphide exchange, reagent (R), transition state (TS) and 
product (P), obtained at the MP2/aug-cc-pVDZ level of theory. 
 
To investigate the PES shape in vacuum, we calculated the geometry and energy of a series of 
20 increments of 0.010 Å, on both sides of the Snuc-Sctr equilibrium bond length, at the MP2/aug-
cc-pVDZ level of theory. We then used five equidistant steps, around the minimum of the PES, to 
calculate our reference PES. Such number of points was required to perform calculations at the 
CCSD(T)/CBS level. 
We have employed the CBS extrapolation schemes for both the reaction energy profile and the 
Snuc-Sctr relaxed PES (for further discussion, see Table S4 to Table S6 and Figure S4 in SI). We 
used energies from the MP2/aug-cc-pVXZ (X = 2, 3, 4) levels of theory to extrapolate for the 
MP2/CBS level, as recommended in the original schemes.353,354,355,356,357 CBS extrapolation 
schemes that use only the aug-cc-pVDZ and aug-cc-pVTZ basis sets may lead to inaccurate 
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results,353,354,357 and calculations at the CCSD(T)/aug-cc-pVQZ level were too computationally 
demanding to be feasible. Therefore, we used the MP2/aug-cc-pVTZ and MP2/aug-cc-pVQZ 
single point energies to perform the CBS extrapolation for the correlation energy. We then 
determined the CCSD(T)/CBS extrapolated energies, assuming that the differences in correlation 
energy between CCSD(T) and MP2 were the same when calculated using the aug-cc-pVTZ basis 
set or CBS (see the “CBS extrapolation schemes employed in the study” section, in SI).211,213,361-
363 We did this for all stationary points of the reaction in water and for all points of the PES in 
vacuum. Despite the limitations that this approach might have, the final quality of the 
CCSD(T)/CBS energy is much superior to the DFT energies, and is adequate to be taken as a 
reference to benchmark the density functionals.  
 
4.2.4. Geometry Benchmarking 
Geometry optimizations were performed in vacuum, with the 92 density functionals employed in 
this study, for the 6-31G(d)37,38,41,43,364,365 and the 6-31+G(d)37,38,41-43,364,365 basis sets. These basis 
sets are frequently employed to optimize large biological systems, where the number of QM atoms 
usually ranges 100-300 atoms. To rank the performance of the set of DFs in geometry accuracy, 
we used the MP2/aug-cc-pVTZ optimized structure, in vacuum, as reference. We initially ranked 
our density functionals by root mean square deviation (RMSd) relatively to the reference structure. 
However, this criterion is insufficient, since it is an average measure of structure similarity and a 
more significant deviation in a given coordinate may pass unnoticed in the average. To avoid such 
situations, we checked for the most relevant internal coordinates and ranked separately (by 
RMSd) the functionals that did not violate any of the two premises that follow: i) Snuc-Sctr-Slg angle 
deviations smaller than 3.0º; ii) errors in any of the Snuc-Sctr, Sctr-Slg and Snuc-Slg distances no 
greater than 0.1 Å. Among these, those with lower RMSd were considered to be more accurate. 
Even though the thresholds of 0.1 Å and 3.0º might seem arbitrary, in fact, results remain the 
same even if we change their value. A final note will be given on the threshold for bond lengths. 
A tenth of an Ångstrom seems to be too large an error for DFT, where common functionals have 
a bond length accuracy of about 0.01 – 0.03 Å. However, the potential energy surface along the 
sulphur-sulphur distance in the trisulphide anion in vacuum is extremely flat, allowing for bond 
elongations at a very modest energy cost. 
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4.2.5. Electronic Energy and PES gradient benchmarking 
A set of 29 DFs, representative of the different exchange-correlation energy approximations and 
also based on the previous geometry benchmarking, were used to calculate the PES using the 
Snuc-Sctr bond as the reaction coordinate, since it represents the nucleophilic attack of the cysteine 
to the glutathione ligand (see Figure 4.1). The PES for the 29 DFs were established with the 6-
31G(d) basis set, which is the most common choice to perform PES calculations.87,229,311,317,366-369 
We took into consideration also the popularity of some DFs, e.g B3LYP.202,283,284  
Single point energy calculations were carried out for the 92 DFs with 11 basis sets, namely 6-
31+G(d,p),37,38,41-43,364,365 6-31+G(2d,2p), 37,38,41-43,364,365 6-311G(d,p),37-41,43,44 6-311G(2d,2p),37-
41,43,44 6-311G(2df,2p),37-41,43,44 6-311G(2df,2pd),37-41,43,44 6-311+G(df,p),37-44 6-311++G(df,p),37-44 
6-311+G(2d,2p),37-44 6-311++G(2d,2p)37-44 and TZVP,45 to investigate the effect of valence 
splitting, polarization and diffusion functions independently. 
We checked the impact of the use of different integration grids, for three basis sets – 6-
311G(2df,2p), 6-311++G(df,p) and 6-311++G(2d,2p) – due to the sensitivity stated for some DFs, 
particularly the Minnesota family of functionals.373 We used three pruned grids: the 75,302 default 
grid, the 99,590 grid and the 150,974/225,974 grid. All deviations to the default pruned 75,302 
grid are near 0.00 kcal∙mol-1. Exceptions stand for the M06-L (0.06 kcal∙mol-1), M06-2X, M06 (0.03 
kcal∙mol-1), BMK (0.09 kcal∙mol-1) and B97X (0.04 kcal∙mol-1) functionals, for both the 99,590 
and the 150,974/225,974 grids. The default grid seldom led to inaccuracies, and when they occur 
they are very small (below 0.1 kcal.mol-1). Additionally, we carried out single point energy 
calculations for the range separated version206 of 34 pure DFs and 26 dispersion corrected DFs 
available in Gaussian 09. The parameters to employ in Grimme’s dispersion and with Becke-
Johnson damping DFs were retrieved from Grimme’s work.344-346 We employed a large number 
of the DFs to observe the differences of several DF approximations towards thiol-disulphide 
exchange, by introducing screened exchange or dispersion corrections. 
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4.3. Results and Discussion 
 
4.3.1. Characterization of thiol-disulphide exchange 
Figure 4.3 shows the PES profile for the HF, CCSD(T) correlation and CCSD(T) electronic 
energies, extrapolated to the CBS limit, calculated for five relevant Snuc-Sctr distances.  
 
Figure 4.3. PES profile for the CBS extrapolated CCSD(T), HF and CCSD(T)correlation energies. The left 
axis corresponds to HF/CBS and CCSD(T)corr/CBS energies, and the right axis corresponds to the 
CCSD(T)/CBS energies obtained from Varandas’ extrapolation scheme. 
 
A minimum in the correlation energy can be observed when the three sulphur atoms are nearly 
equidistant (Slg-Sctr and Sctr-Snuc differ in 0.02 Å, see Figure 4.1) and the orbital overlap between 
the three sulphur atoms is maximum. For this same configuration, the HF energy is at a maximum, 
since the electron-electron repulsion due to orbital overlapping is high. We observe also that a 
Snuc-Sctr stretch of 0.20 Å leads to energy differences up to 3 kcal∙mol-1 and completely different 
energy profiles at the HF and CCSD(T) levels of theory. Figure 4.3 exemplifies quite well how 
strongly the correlation energy influences the geometry and energy for our thiol-disulphide 
exchange model. Therefore the careful choice of an adequate density functional is necessary and 
fully justified. 
Our calculations performed in vacuum failed to provide a local minima representative of the 
configuration expected in an enzymatic environment, since in X-ray structures of enzymes the 
thiolate anion is either in an oxidized or reduced form, hence we performed calculations with 
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implicit aqueous solvent (C-PCM), which provided closer results to the observed in X-ray 
structures. Figure 4.4 shows the energy profile obtained from the CBS extrapolation scheme of 
Varandas, for both vacuum and aqueous implicit solvent. 
 
Figure 4.4. Energy profile for the thiol-disulphide reaction obtained with the CBS extrapolation 
scheme of Varandas, for the vacuum and implicit solvation models, using the geometries optimized 
in solvent. 
 
Table 4.1 presents the energy of the TS (relative to the R), in vacuum (EPES depth) and implicit 
water C-PCM (Eactivation), obtained at the MP2/aug-cc-pVXZ (X=2-4), CCSD(T)/aug-cc-pVXZ 
(X=2, 3) and CBS extrapolated levels of theory. 
 
Table 4.1. Electronic energies from single-point calculations for the R, TS and P states with MP2 
and CCSD(T) methods, and CBS extrapolation. DZ stands for the aug-cc-pVDZ basis set, TZ stands 
for the aug-cc-pVTZ basis set and QZ stands for the aug-cc-pVQZ basis set. 
Method / Basis Set 
EPES depth / kcal∙mol-1 
(vacuum) 
Eactivation / kcal∙mol-1 
(water) 
EMP2/DZ -5.05 6.24 
EMP2/TZ -4.38 7.05 
EMP2/QZ -4.09 7.36 
EMP2/CBS -4.06 7.38 
ECCSD(T)/DZ -3.31 7.90 
ECCSD(T)/TZ -2.13 9.28 
ECCSD(T)/CBS -1.82 9.61 
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Comparing the MP2/aug-cc-pVXZ and the MP2/CBS energies to the CCSD(T)/aug-cc-pVXZ and 
CCSD(T)/CBS energies, one can observe that MP2 energies converge faster towards the CBS 
limit with the increase of the basis set size. The CCSD(T)/CBS results show an activation energy 
of 9.61 kcal∙mol-1, different from the 14 kcal∙mol-1 experimental estimate in the literature.312,313 Our 
calculations have used an implicit solvent model (with well known limitations) and do not include 
entropic or zero point energy (ZPE) corrections. We estimated the ZPE and thermal free energy 
corrections in 8.05 kcal∙mol-1, from MP2/aug-cc-pVDZ calculations. 
 
4.3.2. Benchmarking geometry of the thiol-disulphide exchange model 
Since disulphide crossed-links have been described as strongly relying in the method 
employed,374 we have benchmarked the quality of the molecular geometry, in vacuum, with the 
6-31G(d) and 6-31+G(d) basis sets, against the MP2/aug-cc-pVTZ optimized structure. 
These basis sets are representative of this type of calculations in large systems and are 
extensively used in computational chemistry. Larger basis sets could be employed here but would 
not be of practical use in studies of applications to realistic biological systems. Of course, the 
criticism may be that any good agreement with a small basis set may just be accidental, an 
argument that we cannot unfortunately counterargue. However, we are interested on interaction 
energies and hence such considerations may not have drastic implications. Table 4.2 shows the 
DFs that have fulfilled the criteria that we established in the methods section (further results can 
be found in SI, Tables S24 and S25). Overall, the average error in bond lengths is slightly above 
of what is typically expected from DFT methods (generally bellow 0.05 Å),116,179,375 which is due 
to the unusual flatness of the PES of this system for the sulphur-sulphur distance. As verified in 
a paper by Goerigk and Reimers374 geometries obtained with double-split valence basis sets 
predominantly overestimate sulphur-sulphur stretching, relatively to the MP2/aug-cc-pVTZ 
structure. Among the best performing DFs, m-GGAs show the highest deviations to the reference 
values and increasing inclusion of HF exchange shortens these differences.  
The Minnesota functionals, M11-L, M06-2X, M06-HF and N12-SX, along with PBE1PBE, 
PBEh1PBE and OHSE2PBE show the best performance for the set of two basis sets tested. We 
remark the less good performance of the range separated DFs. B3LYP was not among the best 
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functionals, nevertheless it showed a similar performance for both 6-31G(d) and 6-31+G(d) basis 
sets (ranked 60th and 48th, respectively), with a RMSd of 0.51 Å and 0.52 Å for this system. 
 
Table 4.2. Best performing density functionals for the 6-31G(d) (above grey line) and the 6-31+G(d) 
(below grey line) basis sets. The first four columns show the unsigned error with respect to the 
reference values for the tested DFs. The MUE refers to the mean unsigned average error of the Sctr-
Slg, Sctr-Snuc and (Snuc-Sctr) – (Slg-Sctr) lengths. 
 Sctr-Slg / Å Sctr-Snuc / Å Slg-Sctr-Snuc / º (Sctr-Slg) – (Sctr-Snuc) / Å MUE / Å RMS / Å 
MP2/aug-cc-pVTZ 2.42 2.40 179.8 0.02 – – 
M11-L 0.08 0.06 -2.0 0.04 0.06 0.43 
PW91B95 0.10 0.09 -0.5 0.03 0.07 0.44 
PBEB95 0.10 0.10 -0.7 0.03 0.08 0.44 
SVWN 0.03 0.02 -0.5 0.02 0.02 0.45 
SVWN5 0.03 0.03 -0.3 0.02 0.03 0.45 
MN12-SX 0.08 0.06 -0.8 0.04 0.06 0.45 
M06-2X 0.07 0.03 -0.4 0.05 0.05 0.45 
M06 0.08 0.04 -1.3 0.06 0.06 0.45 
M06-HF 0.04 0.03 -0.2 0.03 0.03 0.46 
DSD-BLYP 0.08 0.06 -2.1 0.03 0.06 0.47 
N12-SX 0.05 0.02 -2.1 0.04 0.04 0.47 
B2GPPLYP 0.08 0.06 -2.3 0.04 0.06 0.47 
mPW2PLYP 0.09 0.07 -2.4 0.04 0.07 0.47 
mPW1B95 0.10 0.10 -2.2 0.02 0.07 0.48 
mPWB95 0.10 0.10 -2.2 0.02 0.07 0.48 
PBE1PBE 0.06 0.04 -2.5 0.04 0.05 0.48 
B2PLYP 0.09 0.08 -2.7 0.04 0.07 0.48 
PBEh1PBE 0.07 0.04 -2.5 0.05 0.05 0.48 
OHSE2PBE 0.07 0.04 -2.6 0.05 0.05 0.48 
mPW1PBE 0.07 0.04 -2.8 0.04 0.05 0.49 
mPW1PW91 0.07 0.04 -2.8 0.04 0.05 0.49 
APF 0.07 0.05 -2.8 0.04 0.05 0.49 
TPSSh 0.10 0.08 -2.3 0.03 0.07 0.50 
B3P86 0.07 0.05 -2.9 0.04 0.05 0.50 
TPSS1KCIS 0.10 0.08 -2.8 0.04 0.07 0.50 
... ... ... ... ... ... ... 
B3LYP 0.07 0.04 3.4 0.05 0.05 0.51 
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M11-L 0.02 0.09 -2.6 -0.05 0.05 0.44 
M062-X -0.01 0.10 -0.9 -0.09 0.07 0.45 
SVWN 0.00 0.04 -0.3 -0.02 0.02 0.46 
SVWN5 0.01 0.04 -0.5 -0.02 0.02 0.46 
M06-HF 0.01 0.06 -0.6 -0.03 0.03 0.47 
N12-SX 0.00 0.06 -2.6 -0.04 0.03 0.48 
PBEh1PBE 0.01 0.08 -2.8 -0.05 0.05 0.48 
PBE1PBE 0.01 0.08 -2.9 -0.05 0.05 0.48 
OHSE2PBE 0.02 0.08 -2.9 -0.05 0.05 0.48 
... ... ... ... ... ... ... 
B3LYP 0.02 0.09 3.9 0.05 0.05 0.52 
 
The five hh-GGA DFs show good performance with the 6-31G(d) basis set. However with the      
6-31+G(d) basis set they were unable to reproduce the similarity in the Sctr-Slg and Sctr-Snuc bonds 
exhibited by the reference structure. Other works have already shown that hh-GGAs do not 
present good results when double-split valence basis sets are employed,212,333,376 therefore 
employing hh-GGAs to obtain molecular geometries is limited to smaller systems and may not be 
adequate to carry out QM calculations in biological systems, where the size of the system must 
be considerable to account for the most significant interactions in the chemical environment. 
A final remark on the set of DFs employed: some current works highlight the role of dispersion as 
well as basis set error corrections to accurately describe both the system’s energy and 
structure.212,374,377-379 In particular, when small basis sets, such as 6-31G(d), empirical long range 
dispersion and basis set error considerations have led to significant improvement in molecular 
geometry, particularly when conformers of the molecular PES show very low barriers.374,379 
Nevertheless, as larger environments are treated, these empirical corrections may be required to 
obtain either more accurate geometries or energies. Our study did not account for such 
corrections since we used a small model, based on the fact that we carried out extensive work on 
the thioredoxin family of enzymes,309,316,380-383 which employs the reactive system of thiol-
disulphide exchange for catalysis. Most of our past studies on these enzymes have been 
performed on such small systems, but the results309 have been validated by single-molecule force 
spectroscopy.384-386  
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4.3.3. Benchmarking the PES along the reaction coordinate 
Table 4.3 shows the average MUEs for the five equidistant CCSD(T)/CBS energies in the Sctr-
Snuc linear transit scan, for a set of 29 functionals. We have used the 6-31G(d) basis set since it 
is with this basis set (or with basis sets of similar size) that the PES is frequently explored for 
systems of considerable size. Therefore this study does not present the accuracy of functionals 
in terms of electronic energy, but instead the accuracy with which they generate the PESs. These 
DFs were chosen to cover the several existing families and were based on the geometry 
benchmarking presented beforehand.  
Our results show that density functionals, with little or no HF exchange do not reproduce 
accurately the CCSD(T)/CBS reference energies for the several Sctr-Snuc distances in the PES or 
the overall interaction. Hybrid functionals with 40-50% HF exchange and the modified Perdew 
and Wang exchange387-392 have shown good accuracy in describing the thiol-disulphide exchange 
energies (see also single-point calculations for the EPES depth in SI). This percentage of HF 
exchange has been described in previous studies to be needed to accurately describe barrier 
heights.207,393,394 In general, pure DFs show the highest MUE among the set of DFs tested. Among 
the several DF approximations, the hm-GGA set of DFs consistently describes the energies for 
the five points of the PES with the lowest errors, all rounding 0.20-0.30 kcal∙mol-1. For the hh-
GGA set of DFs, we observe increasing MUE values as the percentage of HF exchange 
increases. B3LYP gives relative energies higher than the reference energies when the Sctr-Snuc 
distance is lower than 2.45 Å. However, the same is observed for almost all other DFs tested. 
Overall, the BHandH, mPW1N, mPW1K, mPWB1K and BB1K functionals show a good and 
similar performance for energy calculations. We notice that again the functional BB1K stands out 
as one of the best. 
An energy analysis from our set of DFs is not enough to choose those that best represent the 
PES energy for thiol-disulphide exchange. The adequate functional must be accurate in both 
energy and energy gradient towards the CCSD(T)/CBS PES. Indeed, the fact that the 
CCSD(T)/CBS and the DFT/6-31G(d) curves must be parallel is key to certify similar dynamical 
attributes for the density functional performance. Our analysis turns now to the energy gradient 
along the Sctr-Snuc reaction coordinate, where we compare four equidistant intervals from the 
extrapolated CCSD(T)/CBS PES of the reaction coordinate. 
 
FCUP 
Metals’ Data for Biomolecular Force Fields 
146 
 
Table 4.3. MUEs, in kcal∙mol-1, for a set of 29 DFs used to determine the PES from CCSD(T)/CBS 
calculations (see Figure 4.4). All DFT calculations were performed with the 6-31G(d) basis set. 
Sctr-Snuc / Å 2.25 2.35 2.45 2.55 2.65  
E(Sctr-Snuc) / kcal∙mol-1 0.00 0.01 0.17 0.44 0.72  
DF Exc % ExHF Error / kcal∙mol-1 MUE 
SVWN LDA ― 1.21 0.19 -0.15 -0.02 0.54 0.42 
HCTH407 GGA ― 0.97 0.32 -0.13 -0.42 -0.51 0.47 
PBE GGA ― 2.04 0.67 -0.09 -0.40 -0.30 0.70 
BP86 GGA ― 2.08 0.70 -0.08 -0.41 -0.33 0.72 
PW91 GGA ― 2.11 0.75 -0.05 -0.42 -0.39 0.75 
BLYP GGA ― 2.84 1.21 0.17 -0.43 -0.61 1.05 
M11-L m-GGA ― 0.79 0.20 -0.16 -0.35 -0.34 0.37 
VSXC m-GGA ― 1.43 0.52 -0.07 -0.43 -0.50 0.59 
PW91TPSS m-GGA ― 1.87 0.59 -0.11 -0.38 -0.26 0.64 
TPSS m-GGA ― 2.05 0.71 -0.07 -0.41 -0.35 0.72 
BHandH h-GGA 50.00 0.09 0.00 -0.11 -0.26 -0.29 0.15 
mPW1N h-GGA 40.60 0.24 0.02 -0.15 -0.30 -0.34 0.21 
mPW1K h-GGA 42.80 0.20 0.01 -0.15 -0.33 -0.40 0.22 
PBE1PBE h-GGA 25.00 0.81 0.17 -0.17 -0.28 -0.15 0.31 
mPW1PBE h-GGA 25.00 0.83 0.18 -0.17 -0.29 -0.17 0.33 
mPW1PW91 h-GGA 25.00 0.84 0.18 -0.17 -0.30 -0.19 0.34 
B3LYP h-GGA 20.00 1.34 0.44 -0.12 -0.41 -0.43 0.54 
mPWB1K hm-GGA 44.00 0.11 -0.01 -0.13 -0.30 -0.39 0.19 
BB1K hm-GGA 42.00 0.18 0.01 -0.15 -0.34 -0.42 0.22 
M06-2X hm-GGA 54.00 0.64 0.12 -0.16 -0.26 -0.16 0.27 
M06-HF hm-GGA 100.00 0.77 0.13 -0.16 -0.23 -0.06 0.27 
BMK hm-GGA 42.00 0.31 0.00 -0.14 -0.34 -0.57 0.27 
N12-SX h-NGA 
25.00/ – 
* 
0.77 0.13 -0.16 -0.23 -0.06 0.27 
MN12-L m-NGA ― 0.30 0.04 -0.16 -0.39 -0.54 0.29 
MN12-SX hm-NGA 
25.00/ – 
* 
0.64 0.15 -0.17 -0.35 -0.34 0.33 
N12 NGA ― 0.80 0.14 -0.16 -0.25 0.73 0.42 
B2GPPLYP hh-GGA 53.00 0.67 0.17 0.00 -0.08 -0.36 0.35 
DSD-BLYP hh-GGA 65.00 0.72 0.20 -0.01 -0.08 -0.39 0.36 
B2PLYP hh-GGA 70.00 1.02 0.30 -0.02 -0.06 -0.36 0.44 
* The starred DFs show screened HF exchange at short and long ranges, respectively 
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Figure 4.5 shows our results for the several approaches to the exchange-correlation (Exc) term. 
We performed a comparison of the energy gradient as we go farther from the equilibrium distance 
of the PES. In this way we evaluate both the energy and energy gradient accuracies, towards the 
CCSD(T)/CBS PES, taking into account that new geometries are being obtained from the DF 
itself. 
 
Figure 4.5. Comparison of the PES scans for the selected functionals with the 6-31G(d) basis set, 
and the reference PES from CCSD(T)/CBS calculations. We analyse DF performance according to 
Exc approximation for each set: (i) LDA, (ii) GGA and NGA, (iii) m-GGA and m-NGA, (iv) h-GGA and 
h-NGA, (v) hm-GGA and hm-NGA and (vi) hh-GGA. The CCSD(T)/CBS calculated PES is shown with 
grey dashes.  
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An overall look at Figure 4.5 shows that no DF reproduces accurately the energy gradient of the 
reference PES, which we observe to be very flat. We also notice that the energy minimum from 
the PES of each density functional does not seem to be moving close to the 2.25-2.35 Å distance. 
Regarding the GGA functionals, we observe that the energy minimum is shifted towards larger 
Sctr-Snuc values, relatively to the reference PES. Comparatively to the GGA approximation, the 
introduction of kinetic spin interaction in the Hamiltonian improves the PES obtained from m-
GGAs. The M11-L functional, followed by MN12-L, shows the best performance in reproducing 
the CCSD(T)/CBS PES for the thiol-disulphide exchange reaction in this class of DFs. The N12 
density functional shows a discontinuous behaviour farther from the 2.60 Å distance and VSXC 
presents a slight discontinuity for values of Sctr-Snuc close to 2.30 Å, hence these regions were not 
considered in this part of our discussion. 
Analysing the h-GGA class of functionals, we can observe a clear dependence on energy profile 
and HF exchange. DFs with 25% HF exchange (PBE1PBE, mPW1PBE and mPW1PW91) show 
an identical behaviour, closely followed by the N12-SX functional. The BHandH, mPW1N and 
mPW1K functionals, with 40-50% HF exchange, show the lowest energy deviations. BHandH 
shows the closest results to the CCSD(T)/CBS extrapolated PES in both energy accuracy and 
energy gradient. We emphasize, particularly, the performance of B3LYP due to its high popularity. 
It overestimates the energy for short Sctr-Snuc distances and the energy gradient profile along the 
reaction coordinate becomes more consistent with the CCSD(T)/CBS profile for values larger than 
the equilibrium distance (see Figure 4.5). The results from the hm-GGA class of DFs do not differ 
substantially from h-GGA DFs, with the mPWB1K and BB1K functionals showing the best overall 
performance. While the BMK functional performs accurate energy calculations for the reaction 
coordinate, comparatively to the CCSD(T)/CBS PES, the kinetics of the Sctr-Snuc bond throughout 
the linear transit scan failed to be reproduced.  
B2PLYP, B2GPPLYP and DSD-LYP functionals, all hh-GGAs, behaved similarly in this part of 
the study. Despite none of them being able to accurately describe the PES gradient at the 
CCSD(T)/CBS level of theory, MUEs were relatively small comparatively to the CCSD(T)/CBS 
PES (in the 0.30-0.40 kcal∙mol-1 range). This gradient is more similar between these DFs, as we 
move for larger Sctr-Snuc distances.  
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4.3.4. Benchmarking of the activation energy for thiol-disulphide exchange 
A set of 92 DFs31,202,206-208,283,284,324-338,387-393,395-437 was benchmarked against CCSD(T)/CBS 
extrapolated activation energies. All calculations show the overall reaction to be thermoneutral, 
with errors often lower than 0.1 kcal∙mol-1. 
Table 4.4. Set of DFs, within the 1 kcal∙mol-1 error from the reference value for the 6-311++G(2d,2p) 
basis set. The DFs are displayed by exchange correlation energy (Exc) approximation and increasing 
error. 
Method / Basis Set EPES depth / kcal∙mol-1 
CCSD(T)/CBS -1.82 
DF Exc [ρ] % ExHF Error 
OVWN5 GGA ― -0.21 
OPL GGA ― -0.27 
OVWN GGA ― -0.48 
M11-L m-GGA ― -0.05 
mPW1K h-GGA 42.80 0.14 
mPW1N h-GGA 40.60 -0.23 
BMK hm-GGA 42.00 0.11 
M06-2X hm-GGA 54.00 -0.29 
BB1K hm-GGA 42.00 0.46 
mPWB1K hm-GGA 44.00 0.57 
mPWKCIS1K hm-GGA 41.00 0.95 
MN12-L m-NGA ― 0.43 
MN12-SX hm-NGA 25.00/ – * 0.02 
* The starred DFs show screened HF exchange at short- and long-range, respectively 
 
LDA DFs present the less exact activation energy (EPES depth) for thiol-disulphide exchange, with 
errors around 10 kcal∙mol-1 for any of the 11 basis sets tested, while B3LYP shows errors within 
the 3 kcal∙mol-1 underestimation error attributed to this density functional. This has been observed 
also for several other properties in other benchmark studies.211-213 In Table 4.4, we show the set 
of density functionals that performed better (within 1.00 kcal∙mol-1) for the 6-311++G(2d,2p) basis 
set, which is commonly used in single-point calculations in mechanistic studies.87,229,366,367 The 
Minnesota family of DFs shows good performance towards the reaction we have studied, as there 
are 4 of these density functionals that show an error smaller than 1 kcal∙mol-1 from the 
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CCSD(T)/CBS extrapolated values, in 10 of the tested DFs. The results for the whole 92 density 
functionals are given in SI (see Table S7). An error of 1 kcal∙mol-1 might seem large in sight of the 
magnitude of the interaction and reaction energies of thiol-disulphide exchange. However, this is 
illusory, since the activation and reaction energies are differences between large numbers, and if 
they are not accurate the differences may take large positive/negative values. Hence, to calculate 
a relative error does not make sense here because the limits of the scale are not determined.  
We tested the systematic behaviour of the 92 DFs with basis sets having different valence 
splitting, polarization and diffuse gaussian functions, and show in Figure 4.6 the results for a set 
of 17 DFs that performed within 1.00 kcal∙mol-1 for at least half of the 10 Pople’s basis sets tested, 
and B3LYP.202,283,284 The objective of the next part of our discussion is not, to choose the best 
basis set to approach with a given functional but, instead we try to give insight on the confidence 
the user can get from selecting a given DF to study the thiol-disulphide exchange reaction. 
 
 
Figure 4.6. Effect of splitting, polarization and diffuse functions in the DF energies. The bars 
represent the energy determined with the smaller basis set and the arrows show the mean basis 
set truncation error obtained with larger basis sets in relation to the smaller basis set. The green 
region marks the limiting error of 1.00 kcal∙mol-1. 
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We observe that inclusion of diffuse basis sets in heavy atoms decreases the EPES depth for most 
density functionals, in about 0.10 kcal∙mol-1, relative to the 6-311G(2d,2p) energy. As we introduce 
diffuse functions in hydrogen atoms, we notice that errors from the reference energy are nearly 
the same (see dark grey bars in Figure 4.6). The cases in which this deviation is larger are 
observed for h-GGA DFs with high HF exchange (higher than 40%). 
Comparing the energy calculations from the double and triple-split valence basis sets we observe 
that the EPES depth decreases for almost all density functionals (see white bars in Figure 4.6). 
These decrements are always smaller than 1 kcal∙mol-1. Only for M11-L437 and M06-HF,431,432 
larger split-valence leads to a higher EPES depth. The m-GGA and hh-GGA sets of DFs show the 
largest standard deviations. 
The effect of increasing polarization can be observed in light grey bars in Figure 4.6. This property 
shows the highest variation in the thiol-disulphide exchange reaction. Figure 4.6 shows that 
increasing polarization leads to higher EPES depth, as we approach the 6-311G(d,p),                            
6-311G(2d,2p) and 6-311G(2df,2pd) basis sets. Differences in EPES depth, among these basis 
sets, can be larger than 1.00 kcal∙mol-1, although that was only observed for 6 DFs. In general, 
as polarization increases the EPES depth obtained for each DF increases in a non-linear manner. 
The exception stands for the hh-GGA set of DFs. In this latter set, we observe a decrease in the 
PES depth from 6-311G(d,p) to 6-311G(2d,2p), and an increase from the 6-311G(2d,2p) to            
6-311G(2df,2pd) basis sets. The EPES depth for the 6-311G(2d,2p) basis set are the farthest from 
the reference value. Density functionals from the m-GGA set show more equally spaced EPES 
depth deviations (see Table S21 in SI). The m-GGA and hm-GGA set of DFs provide larger EPES 
depth for highly polarized basis sets; the latter show non-linear variations of EPES depth with 
increasing polarization – introduction of f and d orbitals in heavy and hydrogen atoms, 
respectively, shows a higher increase in EPES depth for the thiol-disulphide exchange. 
The choice of basis set is of outmost importance in any DFT energy calculation. As a general 
conclusion, we tentatively propose that the combination of triple-valence basis sets with highly 
polarized functions and diffuse orbitals in heavy atoms should be employed in the thiol-disulphide 
exchange.  
Additionally, we have tested density functionals with screened HF exchange terms or dispersion 
corrections for three basis sets out of the eleven used. Density functionals with screened HF 
exchange show no improvement relatively to pure DFs, as can be seen in Figure 4.7. Contrary to 
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pure DFs, which underestimate the reference activation energy, we observe that the activation 
energy is constantly overestimated over the CCSD(T)/CBS extrapolated energy, except for M11-
L, in which deviations are the same from the pure DF. Out of all the screened HF exchange 
functionals, CAM-B3LYP performs best with a MUE of 1.42 kcal∙mol-1. 
 
 
Figure 4.7. Signed Error for the range separated version for a set of pure DFs from the study of the 
activation energy. The results are presented for the 6-311++G(2d,2p) basis set. 
 
We used dispersion corrections for 23 DFs available in Gaussian 09, with published dispersion 
parameters. For most cases, the dispersion correction does not improve the DF performance in 
our 15 atom model system, as can be seen in Table 4.5. The CAM-B3LYP and BHandHLYP 
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functionals are relevantly improved by the addition of Grimme’s corrections with Becke-Johnson 
damping, with MSE of 0.79 kcal∙mol-1 and 1.47 kcal∙mol-1.  
 
Table 4.5. MSE in the activation energy for dispersion corrected DFs using the 6-311++G(2d,2p) 
basis set. 
DFs no dispersion 
corrections 
dispersion 
corrections 
D3 D3-BJ 
PBE -6.74 -6.81 -7.50 
TPSS -6.38 -6.44 -7.36 
BLYP -5.04 -5.04 -6.88 
B97 – -4.25 -5.76 
B3LYP -2.31 -2.40 -3.85 
B2PLYP -2.58 -2.61 -3.36 
BP86 -6.71 -6.75 -8.25 
BPBE -6.36 -6.37 -8.09 
mPWLYP -5.39 -5.47 -6.16 
TPSSh -4.87 -4.95 -5.76 
OPBE – -4.67 -7.52 
OLYP -2.43 -3.64 -6.59 
B3PW91 -3.27 -3.34 -4.73 
PBE1PBE -2.98 -3.05 -3.64 
M06 -2.12 -2.16 -0.28 
B1B95 -1.81 -1.83 -3.26 
M06-L -1.26 -1.25 -1.69 
BMK 0.11 0.08 -1.22 
mPWB1K 0.57 0.56 -0.01 
CAM-B3LYP 1.42 1.38 0.79 
BHandHLYP 2.84 2.79 1.47 
LC-PBE 4.50 4.45 3.75 
B2GPPLYP -1.73 -1.74 -2.63 
DSD-BLYP -2.01 -2.02 -3.02 
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Despite no significant improvement is observed by employing both screened-exchange or 
dispersion corrections, we emphasize that our system under study is a small representative model 
and that for larger systems these corrections might be significant, even though past evidence is 
on our side.309,384-386 Overall, the BMK393 and M06-2X433 DFs show a good performance towards 
our CCSD(T)/CBS extrapolated energies and are widely validated as good candidates for very 
good energy calculations, in several other recent benchmark studies.180,211-213,342,343 The MN12-
SX functional also shows overall good performance, and should be considered as a proper 
candidate in this type of calculations. 
 
4.3.5. DFT performance in the thiol-disulphide exchange reaction 
The final section of the paper presents an overall discussion of the DFs most suited to perform 
calculations for the thiol-disulphide exchange reaction. A quest for a density functional that may 
describe both thermodynamics and structure of a system is, ultimately, desired. Our 
benchmarking indicates that there is a clear prevalence of meta- or hybrid- density functionals 
with 40-50% HF exchange that perform best for our designed thiol-disulphide exchange model. 
The mPWB1K, mPW1N, mPW1K and BB1K density functionals can be considered as good 
candidates to conduct calculations for this reaction; even though they were not the best 
candidates to reproduce the geometry of our 15 atom model, they are the most accurate to provide 
thermodynamics for thiol-disulphide exchange. Despite that M11-L, MN12-SX and M06-2X show 
good results in all properties benchmarked in this study, they were not the best candidates to 
determine the PES for this model reaction. 
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4.4. Conclusions 
 
Our study provides insight on the performance of a set of 92 density functionals characterizing 
thiol-disulphide exchange. This class of reactions is very important in biochemistry, therefore the 
benchmarking of important thermodynamic and kinetic properties will allow for more accurate 
computational studies in large systems. 
As found in other benchmarking studies, we have opted to design a small model (15 atoms) and 
use computationally demanding post-HF methods – MP2 and CCSD(T) – with correlation 
consistent basis sets (aug-cc-pVXZ, X = 2, 3, 4). These calculations provided us with accurate 
reference values, from the CBS extrapolation method of Varandas, which was employed to 
benchmark our set of density functionals. 
Regarding the molecular geometry, several functionals reproduced well the geometry of the 15 
atoms model. In particular M11-L, M06-2X, M06-HF, N12-SX, PBE1PBE, PBEh1PBE and 
OHSE2PBE functionals produced geometries similar to MP2/aug-cc-pVTZ, with both the 6-
31G(d) and the 6-31+G(d) basis sets. The hh-GGAs show very different results for both basis 
sets, and were unable to reproduce the reference MP2/aug-cc-pVTZ geometry for the 6-31+G(d) 
basis set. Additionally, we highlight the less accurate performance of range-separated density 
functionals, in particular for LC-PBE. 
We selected 29 density functionals to reproduce the CCSD(T)/CBS PES along the reaction 
coordinate; our observations led us to conclude that no DF accurately reproduces both the energy 
and energy gradient of the Snuc-Sctr attack. Nevertheless h-GGA functionals showed the best 
performance, in particular for BHandH, mPW1N, mPW1K and mPWB1K. DFs using 40–50% HF 
exchange result in an error for the reaction energy and PES in vacuum, often lower than 1.00 
kcal∙mol-1. 
We tested eleven different basis sets – 6-31+G(d,p), 6-31+G(2d,2p), 6-311G(d,p), 6-
311G(2d,2p), 6-311G(2df,2p), 6-311G(2df,2pd) 6-311+G(df,p), 6-311+G(2d,2p), 6-311++G(df,p), 
6-311++G(2d,2p) and TZVP – to evaluate the effect of the basis set in density functional 
performance towards the activation energy of thiol-disulphide exchange. Diffuse functions in 
heavy atoms may lead to a decrease of 0.10 kcal∙mol-1 in relative activation energies for the 
reaction. The split-valence has a higher influence in the relative energy predicted, since the 
comparison between double and triple-split valences may lead to differences in relative energies 
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of about 1.00 kcal∙mol-1. As polarization functions are added to make the basis set more complete, 
relative activation energies from DFT calculations increase. While in the m-GGA set of density 
functionals these increments seem to provide more predictable differences, in most remaining 
cases the addition of f and p sets of functions to heavy atoms and hydrogens is more pronounced 
than the increasing of the d and p sets of functions. Overall, the M06-2X and BMK functionals 
provide the most accurate results against our CCSD(T)/CBS activation energies. The M11-L and 
MN12-SX functionals showed activation barriers with errors lower than 0.10 kcal∙mol-1 from the 
CCSD(T)/CBS extrapolated energies, for the typical 6-311++G(2d,2p) basis set (with MUEs of 
0.05 and 0.02 kcal∙mol-1, respectively). The calculations we performed for range separated and 
dispersion corrected functionals show no improvement, for all the functionals, except for the CAM-
B3LYP functional, in which the MUE lowers from 1.42 kcal∙mol-1 to 0.79 kcal∙mol-1, with the Becke-
Johnson damping. Dispersion in larger systems may be important but it will not be due to the thiol-
disulfide exchange reaction itself. Instead, it will emanate from the many different molecular 
skeletons to which the thiols may be connected. This would be a problem of benchmarking 
intermolecular interactions, and not thiol-disulphide exchange. Therefore, we believe it is 
appropriate to say that dispersion does not have a meaningful role in the thiol-disulphide 
exchange reaction. Such corrections may turn out to be significant to accurately describe 
thermodynamic properties, among others, in larger systems. Despite the fact that the B3LYP 
functional does not show a good performance for any of the benchmarked properties, it shows a 
consistent average performance throughout the spectra of properties we have tested in our study. 
Considering all aspects of the thiol-disulphide exchange reaction (geometry, PES, and activation 
energy) the mPWB1K, mPW1N, mPW1K and BB1K density functionals are better suited to 
perform calculations for this reaction. 
We believe that our current study shows a good systematic approach towards the benchmarking 
of specific chemical interactions, and will hopefully prove to be useful in future computational 
studies concerning thiol-disulphide exchange reactions in complex systems. 
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4.4.1. Supporting Information 
The Supporting Information for the manuscript can be consulted at 
http://pubs.acs.org/doi/suppl/10.1021/ct500840f. It contains: 
 Linear Transit Scan for the Sctr-Snuc Reaction Coordinate with the MP2 Level of Theory. 
 Single-point energy calculations for MP2 and CCSD(T) levels of theory. 
 CBS extrapolation schemes employed in the study. 
 Rank of basis set from Single-point MP2 calculations relative to CCSD(T)/CBS values. 
 Benchmark of the 92 DFs for the 6-311G++g(2d,2p) basis set. Single-point calculations 
for the basis set 6-31+G(d,p), 6-31+G(2d,2p), 6-311G(d,p), 6-311G(2d,2p), 6-
311G(2df,p), 6-311G(2df,2pd), 6-311+G(df,p), 6-311++G(df,p), 6-311+G(2d,2p), 6-
311++G(2d,2p), TZVP. 
 Comparison of the relative energies for the 11 basis sets studies. MSE for the different 
integration grids for the basis set 6-311G(2df,2p), 6-311++G(df,p) and 6-311++G(2d,2p). 
 MSE for the range separated version of a set of GGAs, for the basis set 6-311G(2df,2p), 
6-311++G(df,p) and 6-311++G(2d,2p). 
 MSE for the Dispersion corrected DFs, for the basis set 6-311G(2df,2p), 6-311++G(df,p) 
and 6-311++G(2d,2p). 
 Benchmark of optimization calculations for the 6-31G(d,p) and 6-31+G(d,p) basis set 
relative to the MP2/aug-cc-pVDZ optimized structure. 
 MUE for the five equidistant steps in the S-S PES for the set of 30 DFs. 
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Chapter 5: Unveiling the Catalytic Mechanism of 
NADP+-dependent Isocitrate Dehydrogenase 
with QM/MM calculations 
 
In the field of catalysis by enzymes, there are two major problems: molecular mechanics 
potentials are unable to describe the formation and cleavage of covalent bonds, and quantum 
mechanics potentials cannot be applied to a system with a dimension of even the smallest of the 
enzymes. Hybrid methodologies are the preferred option to tackle these systems, since they 
enable the study of the chemistry of the enzyme’s reaction (even if for a small part of the enzyme 
model), and also allow that the bulk enzymatic environment can play a role in the process (being 
described with more simple potentials). 
In this chapter, we resorted to hybrid quantum 
mechanics/molecular mechanics calculations 
to tackle isocitrate dehydrogenase, a 
metalloenzyme that requires either divalent 
magnesium or manganese to catalyse the 
transformation of isocitrate and NAD(P)+ in -
ketoglutarate and NAD(P)H. In this study we 
will approach the role of magnesium in the 
overall catalysis by the enzyme. However, in future studies we will make use of the parameters 
we have developed in Chapter 3 to study the differences provided in its catalysis, as the 
magnesium ion is replaced by the divalent manganese. 
We have determined the catalytic mechanism of the human cytosolic homodimeric isocitrate 
dehydrogenase (hICDH), an enzyme involved in the regulation of tumorogenesis. Our study 
constitutes the first theoretical attempt to describe the entire catalytic cycle of hICDH. In 
agreement with earlier experimental proposals, the catalysis was shown to proceed in three steps: 
(1) NADP+ reduction by the isocitrate substrate with the help of the Lys212B base, (2) -
decarboxylation of the resulting oxalosuccinate, generating an enolate, and (3) protonation of this 
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intermediate by Tyr139A, giving rise to the -ketoglutarate product. Our study supports that the -
decarboxylation of oxalosuccinate is the most likely rate-limiting step, with an activation Gibbs 
free-energy of 16.5 kcal∙mol-1. The calculated values are in close agreement with the 16−17 
kcal∙mol-1 range, derived by the application of transition state theory to the reaction rates 
determined experimentally (11 s-1 to 38 s-1). We emphasize the role of the Mg2+ and Asp275A, 
whose acid/base properties throughout the catalytic cycle were found to lower the barrier to 
physiologic competent values. Aside from its chemical dual role (as a base, deprotonating 
Lys212B, and as an acid, protonating the basic Tyr139A deprotonated by the enolate 
intermediate), it also establishes hydrogen bonds with Arg132A and Tyr 139A that become shorter 
at critical transition states. These residues were shown to influence both the rate and the efficiency 
of hICDH. The knowledge drawn in this study provides new insights to future clinical and 
bioengineering applications of hICDH, namely in the development of techniques to regulate the 
growth of glioblastomas and to capture and storage carbon dioxide. Moreover, it further extends 
the comprehension: (1) the hydrogen/charge transfer mechanism that regulates the 
hydrogenation of NADP+ to NADPH, an ubiquitous biochemical reaction, and (2) the role of 
divalent metals as key structure elements in the family of NAD(P)+-dependent -decarboxylases. 
 
All the calculations were performed by Rui Pedro Pimenta das Neves, as for the writing of the 
manuscript, which was revised through contributions of all authors. This work has been published 
in the ACS Catalysis, and the content that follows is a mostly integral transcription of its published 
version. 
 
Rui P. P. Neves, Pedro A. Fernandes, Maria J. Ramos, Unveiling the Catalytic Mechanism of 
NADP+-Dependent Isocitrate Dehydrogenase with QM/MM Calculations. ACS Catalysis, 
2015, 357-368. (DOI: 10.1021/acscatal.5b01928) 
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5.1. Introduction 
 
5.1.1. Relevance of the work 
Throughout the last decades, several experimental studies have proposed possible catalytic 
pathways for isocitrate dehydrogenase (ICDH) forms of Escherichia coli, Micobacterium 
tuberculosis, Sus scrofa and Homo sapiens.438-443 These studies have clarified the main 
intermediates along the cycle but a set of questions still remain unanswered, partly due to the 
total absence of atomic-level theoretical studies detailing/validating/proposing any mechanism for 
ICDH. During the last few years clinical attention was driven towards the human isocitrate 
dehydrogenase (hICDH), as several mutations of its cytosolic and mitochondrial homodimeric 
isoforms have been linked to early diagnosis of tumorogenesis, emphasizing their potential as 
important biomarkers for several types of cancer. Among the mutations studied, those of the 
active site Arg132 in hICDH led not only to an underproduction of the -ketoglutarate (KG) 
product, but also to the release of a side product of the reaction, 2-hydroxyglutarate.441,444,445 The 
latter product competes with KG for the regulation of the activity of several KG-dependent 
enzymes involved in histone and DNA methylation, processes that have been related to eventual 
tumorogenesis.446-448 Additionally, recent findings indicate that during the tricarboxylic acid cycle 
(TCA), ICDH can also catalyze reverse reductive carboxylation cycles under hypoxia conditions 
producing acetyl-CoA, which is fundamental for the synthesis of many macromolecules by the 
cell.449,450 
Considering the importance of the many diverse cellular pathways in which hICDH is involved 
(such as DNA methylation, oxidative stress response, fatty acid synthesis, among others),451-453 
together with its clinical relevance, and the current interest in the chemistry of hydride transfer 
reactions,84,454 high-level theoretical calculations of its reaction mechanism are of the outmost 
importance to finally understand the catalytic process, and provide rigorous computational support 
to the experimentally proposed mechanisms. 
 
5.1.2. General features 
ICDH is responsible for the catalytic conversion of isocitrate (ICT) and NADP+ to -ketoglutarate 
(KG), NADPH and CO2. The hICDH that we have studied is an asymmetric dimer with two similar 
active sites, each with contributions from residues of both subunits. Each hICDH monomer 
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comprises three main domains: a large domain (Met1 – Leu103 and Gly286 – Leu414), a small 
domain (Gly104 – Gly136 and Asp186 – Tyr285) and a clasp domain (Asp137 – Gln185). Both 
the small and clasp domains are responsible for the dimerization of hICDH. Additionally, the clasp 
domain is of significant importance to hold the enzyme’s catalytic site together in the dimer.455 
Several experimental studies have shown that these structural features, as well as key catalytic 
residues, are conserved in different organisms, and different organelles within an organism, for 
metal-dependent NADP-linked -hydroxyacid oxidative decarboxylase enzymes.442,443,455,456 
The catalysis takes place in a closed-conformation quaternary complex,455,456 and involves 
significant conformational changes as the divalent metal (Mg2+ or Mn2+), the NADP+ cofactor and 
the trianionic form of the isocitrate substrate (ICT) sequentially bind. Figure 5.1 shows a 
representation of the fully-closed conformation (A), and of one of the two catalytic sites (B). 
 
Figure 5.1. (A) hICDH, colored by domain (blue for the ‘large domain’, red for the ‘small domain’ and 
yellow for the ‘clasp domain’). ICT, the Mg2+ ion and the NADP+ cofactors are shown as green 
spheres; the monomer on the left-hand side is represented in cartoon and transparent surface, and 
the monomer on the right-hand side is represented with an opaque surface. (B) Residues within a 
4 Å radius of the substrate (in ball and stick representation) plus the Mg2+ and NADP+ cofactors; the 
protein carbon atoms are colored according to their domain (large, small or clasp), and the 
proposed catalytic residues are outlined with a black contour. 
In the catalytically productive conformation, ICT is anchored by a network of hydrogen bonds as 
well as by a positively charged environment generated by four Arg/Lys residues close by, shown 
in Figure 5.1B. The mutation of the Arg around ICT (Arg100A, Arg109A, Arg132A) to Ala has been 
shown to compromise the catalytic efficiency. Together with Thr77A, Ser94A and Asp275A, these 
three Arg are also responsible for substrate recognition.441 
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5.1.3. Catalytic/Kinetic insights 
The chemical mechanism is proposed to proceed in three stages and to follow a steady state 
random mechanism (Scheme 5.1).440,457,458 First, reduction of NADP+ to NADPH occurs by 
dehydrogenation of the C-carbon of ICT, generating oxalosuccinate (OXS). This is followed by 
-oxidative decarboxylation of OXS to form enolate (ENO) and CO2, the latter leaving the catalytic 
site; ENO is then protonated by a general base, resulting in KG.458 The kcat of ICDH in several 
bacteria was experimentally determined to be in the range between 11 s-1 and 38 s-1,441,443 and 
the rate-limiting step of the catalytic cycle is the release of the product and of NADPH, which is 
about 16 times slower than the chemical reaction.459 Still, there is no consensus on which is the 
rate-determining step in what concerns the chemical catalysis by the ICDH.440,443,458 
 
Scheme 5.1. Catalytic cycle proposed for the metal-dependent NADP+-linked β-hydroxyacid 
oxidative decarboxylases (hICDH included).440,457,458 
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Currently, an universal catalytic mechanism was proposed for the NAD(P)+/metal-dependent 
enzymes responsible for the decarboxylation of -hydroxyacid substrates.458 The proposal 
considers a residue triad (Lys212B-Asp275A-Tyr139A in ICDH) to be responsible for catalysis. 
Specifically in ICDH, several structural and kinetic studies have shown that Lys212B and Tyr139A 
have indeed a significant effect in the affinity for ICT. Moreover, the optimal pKa (~ 5.2) of fully-
closed ICDH suggests that Lys212B might be deprotonated by a nearby aspartate (Asp275A, 
Asp279A or Asp252B), due to the very positive electrostatic environment generated by the 
conserved arginines in the active site (Arg100A, Arg109A, Arg132A).460,461 According to the 
universal proposal, in the first step of the mechanism, the basic Lys212B would deprotonate the 
ICT-hydroxyl, facilitating the hydride transfer from ICT to NADP+.439,440 The resulting OXS should 
be unstable, and the acidic metal ion should quickly promote its decarboxylation, generating ENO, 
which would be protonated by Lys-212B to give origin to an enol intermediate (ENL). In the last 
step, Tyr-139A is proposed to protonate the C-carbon of ENO and generate KG.440  
The most stable intermediates have been detected and characterized experimentally.459,462,463 
However, several questions remain unanswered: (1) during NADP+ reduction, Asp279A or 
Asp252B were proposed to deprotonate the hydroxyl of ICT, facilitating the dehydrogenation of 
C-carbon from ICT,438,463 but there is no confirmation of this; (2) it is not known if the two reactions 
cited in point (1) are concomitant, as this alkoxyde intermediate (AKO) has not been detected so 
far; (3) even though the exit of the KG product is the rate-limiting step of the catalysis, it has not 
been determined which is the rate-limiting step of the chemical reaction; (4) after the protonation 
of ENO that produces KG, there is still no consensus if the protonated state of Tyr139A is 
restored by a bulk solvent molecule or by Asp275A. At the end of our study, we were able to 
provide insight into further clarifying these unanswered questions. 
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5.2. Computational Methods 
 
5.2.1. Molecular model for hICDH 
Since there was no structure of the catalytically competent form of hICDH, and few fully-closed 
conformations of the enzyme have been obtained so far,442 we built our model from two X-ray 
structures: a fully-closed structure of the human enzyme complexed with Ca2+, KG and NADPH 
(PDB code: 3INM),444 and the fully-closed quaternary complex of Escherichia coli ICDH, 
complexed with Ca2+, ICT and NADP+ (PDB code: 4AJ3).442 In fact, several studies have shown 
that both the structure and the catalytic sites of cytosolic ICDH are extremely conserved across 
organisms,442,458,464,465 and this is also verified for the H. sapiens and E. coli forms of the 
enzyme.442 We completed the N- and C-terminus of the monomer (Met1 to Lys4 and Ala410 to 
Leu414) of the cytosolic Ca2+-ICDH published by Dang and co-workers444 with a cytosolic hICDH 
in an open conformation (PDB code: 1T0L).455 We used the PISA server466 to obtain the 
homodimeric Ec. Ca2+-ICDH, and then modelled each of the active sites of our hICDH with the 
relevant conserved residues from the active site of the E. coli enzyme in the closed conformation 
(Lys72A100, Thr77A105, Ser94A113, Asn96A115, Arg100A119, Arg109 A129, Arg132A153, Tyr139A160, 
Asp275A307, Glu306A336, Lys212B230, Asp252B283), and the ICT, NADP+ and Ca2+ counterparts of 
the quaternary complex (see Figure S1 in Supporting Information (SI)). Furthermore, we have 
replaced the Ca2+ cofactor by Mg2+, which has been shown to be the natural metal cofactor of 
hICDH, together with Mn2+.444,467 All crystallographic waters in a range of 8 Å from the catalytic 
site of the template hICDH were conserved in the final model of the enzyme. A PDB file with the 
model was deposited in SI. 
The enzyme was geometry optimized using Molecular Mechanics calculations, with the AMBER 
12 software,468 considering two possible protonation states for the Asp275A/Lys212B side chains: 
both charged (as in water at neutral pH), and both neutral, in agreement with the experimental 
suggestions.458 The FF99SBildn force field469-471 was employed to describe the enzyme, while ICT 
was parameterized with GAFF298 and Merz-Kollman charges,131 derived from a RESP fitting134 of 
the electrostatic potential calculated in vacuum at the HF/6-31G(d) level, using the Antechamber 
tool.472 We employed a single conformation for the ICT, retrieved from the Ec. ICDH PDB file, 
since we have taken its active site conformation as the most representative of a catalytically 
competent ICDH. Parameters for NADP+ were taken from the literature.472 After stripping all 
waters farther than 3 Å from ICT, we have obtained a model for the enzyme with 13269 atoms. 
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To perform classical Molecular Dynamics (cMD) simulations for both protonation states, the 
heating of the systems was conducted linearly for 50 ps from 0 K to 310 K, in an NVT ensemble, 
and followed by another 50 ps of NVT MD at 310 K. With this approach, the pressure in the system 
increases with temperature in a controlled manner, while the density of the system is kept fixed. 
Subsequently, we ran a 20 ns cMD with an NPT ensemble for the two different protonation states, 
with the system solvated by TIP3P water molecules,299 in a rectangular box whose faces were 
positioned at least at 12 Å from any protein atom. The NPT ensemble will reproduce the conditions 
that are expected to be verified in the cytoplasm of mammal cells, and will regulate the extent of 
the system’s expansion. We employed the Langevin thermostat and the Berendsen barostat to 
fix the temperature and pressure of the system (310 K and 1 bar), and treated non-bonded 
coulombic interactions with the particle-mesh-Ewald method.155 We defined a radius of 10 Å as 
cutoff for short-range electrostatic and Lennard-Jones explicit interactions. The SHAKE 
algorithm165 was used to constrain all bonds involving hydrogen atoms to use an integration step 
of 2 fs. We have monitored the root-mean square deviation (RMSd) for the residues closest to 
ICT, Mg2+ and NADP+ and for the whole protein. The RMSd shows that the simulation with 
protonated Lys212B/deprotonated Asp275A shows the highest deviation to the crystallographic 
model for both the protein and the active site residues (refer to Figure S2 to detailed analysis). 
The set of residues highlighted in Figure 5.1B was employed to determine a representative 
structure for each simulation. To do so, we have performed a cluster analysis with the average 
linkage algorithm,473 following the RMSd for the referred residues, from which 10 representative 
structures resulted. We have retrieved the representative structure of the most populated cluster 
in each simulation to compare its active site with that of our starting model of hICDH (from 
crystallography). Further discussion is provided in SI (Figure S3). 
 
5.2.2. Defining the layers for the model and real system 
Recent years witnessed the use of a wealth of different computational approaches to determine 
enzyme reaction mechanisms.33,53,56-64,99-102 Here we resorted to QM/MM PES calculations using 
DFT in the QM region. Despite that these type of calculations present limitations, namely: the lack 
of sampling to accurately describe the environment during the chemical reaction, the smaller size 
of the QM system in opposition with cluster QM model approaches, and the treatment of the 
interactions between the QM and MM layers; overall, they still present one of the best 
compromises between the accuracy of DFT calculations and the average representation of the 
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anisotropy of the enzyme’s steric and electrostatic environment during a chemical reaction, with 
moderate computational time required.57,62 
We built a two-layered ONIOM model using Density Functional Theory (DFT) and Molecular 
Mechanics (MM). The DFT region included 134 atoms. We included the residues of the active 
site identified in the literature as being the most relevant for catalysis and substrate specificity, 
together with ICT, Mg2+ and NADP+. The magnesium ion was included with its two water 
molecules, the sidechains of Asp275A and Asp252B, and the sidechain of Asp279A in its second 
coordination sphere. The sidechains of Tyr139A and Lys212B (starting from the C-carbon), which 
are known to be catalytic residues, were also included. We also included the guanidinium moieties 
of Arg100A, Arg109A and Arg132A, which establish electrostatic interactions with the - and -
carboxylates of ICT. The hydroxyl-methyl region of the sidechain of Thr77A and Ser94A, that were 
hydrogen bonded to the -carboxylate of ICT, were also included. NADP+ was represented by its 
nicotinamide moiety. The remaining atoms were described at the MM level. A PDB file with the 
complete list of atoms included in each layer was deposited in SI. 
 
5.2.3. QM/MM calculations 
The QM/MM calculations were performed using the electrostatic embedding scheme as 
implemented in Gaussian 09.282 With a careful selection of reaction coordinates, we ran the 
ONIOM geometry optimizations at the B3LYP/6-31G(d):FF99SB37,38,41,202,283,284,364,365,474 level to 
determine the potential energy surfaces (PESs) for NADP+ reduction, oxidative -decarboxylation 
and formation of KG. As B3LYP has been extensively benchmarked (its strengths and 
drawbacks are well-known),188,212 and no DFT benchmark has been published for the specific 
chemistry of this enzyme, we considered it a good choice to study the PES for this kind of 
reactions; B3LYP has been successfully used in several other QM/MM studies of the catalytic 
mechanism of enzymes.87,475,476 
We characterized all stationary states of the catalytic cycle (minima and saddle points, each one 
confirmed by the right number of imaginary frequencies). For the complete ONIOM model, we 
calculated the harmonic zero-point energy (ZPE), thermal energy and entropy for each stationary 
state with the harmonic approximation as implemented in the Gaussian09 software package.228 
The ONIOM electronic energy was calculated with a larger triple-zeta basis set (6-
311+G(2d,2p)),37-42,474,477 and with B3LYP (with and without the D3 correction to dispersion),345 
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and the M06-2X density functionals.433 The latter has been pointed out in several benchmark 
studies as accurate for general main group thermochemistry and kinetics.188,212 Our calculations 
indicated that the D3 correction increases the energy of reaction for OXS, ENO and KG 
formation in about 3 kcal∙mol-1, and does not significantly alters the reaction barriers (only the 
barrier for the NADP+ reduction decreases in 1.8 kcal∙mol-1). Table S1 in SI compares the PESs 
obtained with B3LYP, B3LYP-D3 and M06-2X. 
The Gibbs free-energy profile for the reaction was obtained at the M06-2X/6-
311+G(2d,2p):FF99SB//B3LYP/6-31G(d):FF99SB level of theory, with geometry, ZPE and 
thermal corrections determined at the B3LYP/6-31G(d):FF99SB level of theory. Since the active 
site of ICDH is significantly buried in the enzyme, and the Gibbs free-energy solvation methods 
for large QM/MM still lack the accuracy of electronic calculations, we did not account for the very 
small contribution from the solvent during catalysis. We performed an analysis of the Hirshfeld 
charge population,478-480 at the M06-2X/6-311+G(2d,2p):FF99SB//B3LYP/6-31G(d):FF99SB level 
of theory in all the stationary states. 
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5.3. Results and Discussion 
 
5.3.1. Modelling of the enzyme’s active site 
The QM/MM geometry optimization of the minimized structures of the charged protonation state 
of ICDH indicated that Lys212B and Asp275A should be in their neutral form, since Asp275A 
spontaneously deprotonates the positively charged Lys212B. Our optimized structure presents an 
active site, which is very similar (RMSd=0.95 Å) to the X-ray structure of E. Coli ICDH. This result 
agrees with the proposal by Aktas et al,440,458 in which the authors indicate that Lys212B should 
be deprotonated by Asp275A in order to subsequently deprotonate the C-hydroxyl from ICT. 
Further detail on the optimization of our QM/MM model are provided in SI.  
 
Figure 5.2. The QM/MM geometry–optimized active site of hICDH. The names of the catalytic 
residues are highlighted in bold. Mg2+, ICT and NADP+ are shown in black-stick and sphere 
representation. The residues shown in cyan-sticks establish important hydrogen bonds and ionic 
bridges with ICT, the nicotinamide moiety of NADP+ and the coordination sphere of Mg2+. 
 
In Figure 5.2, we outline the large network of ionic and hydrogen bond interactions that anchor 
ICT and the nicotinamide moiety of NADP+. The Mg2+ cofactor is hexa-coordinated to the C-
hydroxyl and -carboxylate groups of ICT, to the sidechains of Asp275A and Asp252B, and to two 
orthogonal water molecules, as referred in the literature.456 The hydroxyl group of ICT is oriented 
also to Lys212B while Arg109A interacts closely with the -carboxylate of ICT with a coplanar ionic 
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interaction. Additionally, two other Arg are found in the surroundings of the - and -carboxylates 
of ICT; the Arg100A establishes ionic interactions with both the - and -carboxylates, and the 
Arg132A exhibits a short distance to the -carboxylate and Asp275A. Tyr139A is oriented towards 
the -carboxylate of ICT establishing a short hydrogen bond, which has been referred in the 
literature to be essential for the reduction of NADP+.457 In the -carboxylate side of ICT, we can 
observe a large network of hydrogen bonds from Thr77A, Ser94A, Asn96A and the NADP+ 
ribose.442,465 Finally, NADP+ is anchored in the active site by a tetrad composed of Lys72A-Thr75A-
Asn96A-Glu306A, similar to the one found in E. coli.442  
Additionally, we have performed also a 20 ns cMD simulation of hICDH with standard protonation 
states, and with the neutral Lys212B/acid Asp275A pair, as proposed in the literature.440,443,458 
Overall, our observations indicate that the state in which Lys212B and Asp275A are neutral shows 
the highest similarity to the active site of the fully-close ICDH of E. coli. The analysis of the RMSd 
of the protein and the residues in our model system, along with a detailed atomistic representation 
of the active site of ICDH for both protonation states, is given in SI (Figure S2 and Figure S3). 
In the following sections, we will discuss the kinetics and thermodynamics of the reaction 
mechanism. In SI (Figure S6 to S8) we provide the comparison between our characterized 
intermediates and those experimentally determined.442,444,457 
 
5.3.2. Which base facilitates NADP+ reduction? 
In this section we discuss which base will be more likely to deprotonate the hydroxyl from ICT to 
lower the barrier for ICT dehydrogenation. Despite the fact that both experimental studies and our 
ONIOM optimized model favor the Lys212B/Tyr139A pair,440,442,443 literature has suggested that an 
Asp279A may also function as base, assisted by an Mg-coordinated water. 
We attempted to study this hypothesis starting from the model of ICDH with charged Lys212B and 
Asp275A (see Figure S5 in SI; a PDB file with the structure is also appended). The resulting 
alkoxyde (AKO) is not a stationary point of the Gibbs free-energy profile of NADP+ reduction (G‡ 
= 12.2 kcal∙mol-1 and Gdeprot = 13.8 kcal∙mol-1), and the C-hydride is transferred to the Cre-carbon 
of NADP+ with an additional cost of 7.6 kcal∙mol-1, originating OXS (Gdehyd = -4.4 kcal∙mol-1). The 
overall activation Gibbs free-energy for the whole process is 21.4 kcal∙mol-1, which is much 
beyond the 16 kcal∙mol-1 Gibbs free-energy limit estimated by the experimental kcat. When OXS 
is formed, the bond between the C-carbon and the -carboxylate in OXS is already elongated 
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and -decarboxylation of OXS follows quickly (with a G‡of 11.5 kcal∙mol-1), forming ENO. After 
CO2 exits the active site, the protonation of the C-carbon of ENO by Tyr139A occurs with an 
activation Gibbs free-energy of 18.9 kcal∙mol-1, once again quite larger than the experimental limit; 
moreover, the structure with the KG product is more unstable than ENO (Gprot = 0.4 kcal∙mol-
1), contrary to what would be expected as the exit of KG and NADPH are the slowest steps of 
the full catalytic process.443 Summing up all evidences, the catalysis should not proceed through 
the Asp279A/Tyr139A pair, since two of the most important reactions in the catalytic cycle seem 
to be highly compromised in such conditions. Hence, we conclude that the mechanism in which 
Lys212B acts as a base for the substrate is the only alternative. In Table 5.1 we provide an 
overview of the electronic energy profiles for both the Asp279A and Lys212B driven mechanisms. 
In the next sections, we will discuss only the mechanism based on the Lys212B/Tyr139A neutral 
pair. 
Table 5.1. Gibbs free-energies for Asp279A- and Lys212B-based reaction mechanisms. The double-
split line separating ENO and ENOC2 refers to the exit of CO2 from the active site; a process that we 
have not approached in our study. ICT, AKO, OXS, ENO, ENOC2 and KG, refer to the stationary 
minima in the reaction profile; TSdeprot, TSdehyd, TSdecarb and TSprot refer to the saddle points in the 
reaction profile for the deprotonation of ICT, the dehydrogenation of AKO, the decarboxylation of 
OXS and the protonation of ENO, respectively. 
 
G / kcal∙mol-1 
Asp279A/Tyr139A Lys212B/Tyr139A 
ICT 0.0 (-3522.0916) 0.0 (-3522.5262) 
TSdeprot 12.2 1.5 
AKO 13.8 4.7 
TSdehyd 21.4 13.4 
OXS -4.4 -7.6 
TSdecarb 7.1 8.9 
ENO -5.8 1.42 
ENOC2 0.0 (-3333.3820) 0.0 (-3333.8310) 
TSprot 18.9 10.8 
KG 0.4 -23.8 
 
5.3.3. Reduction of NADP+ 
Starting from the optimized model depicted in Figure 5.2, the Lys212B nitrogen is adequately 
positioned to deprotonate the C-hydroxyl of ICT (NLys212B−HOICT: 1.72 Å) and the Cre-carbon of 
NADP+ is properly positioned to receive the C-hydride (CH−CreH: 2.60 Å and angle CH∙∙∙Cre−H 
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of 106.59°). Our calculations have shown that the hydroxyl deprotonation corresponds to a 
stationary point in the zero-Kelvin electronic energy PES but not to a minimum in the thermal 
Gibbs free-energy profile (G‡ is 1.5 kcal∙mol-1 and Gdeprot is 4.7 kcal∙mol-1); hence, the resulting 
AKO is not a stable intermediate of the cycle. No significant nuclear motions are observed in this 
reaction. However, there is an increase in electron density in the resulting C-alkoxide that is 
symmetric to the change of the Lys212B-nitrogen (about 0.15 au) that should strongly favour the 
charge transfer for the nicotinamide moiety (see Figure 5.3). 
 
Figure 5.3. Stationary points of the NADP+ reduction step – ICT, TSdehyd, and OXS. The atomic charge 
variation, relative to the ICT state, is represented by blue-shadowed (decrease of electronic density) 
and red-shadowed (increase of electronic density) spheres; and it is only highlighted for the atoms 
exhibiting the largest electron density variations. 
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NADP+ reduction occurs rapidly, with the C-hydride approaching the Cre-carbon to produce OXS. 
The transition state (TSdehyd) has the C-hydrogen at a distance of 1.41 Å from the Cre-carbon and 
1.30 Å of C-carbon. The activation Gibbs free-energy of the step is of 13.4 kcal∙mol-1, a value 
that is well within the range of the values of the literature.441,443,457 We analysed correlations 
between the energy profile for the reaction and several coordinates that change considerably from 
AKO to OXS, and our attention was drawn to the stretching of the bond between Mg2+ and the 
C-alkoxide of AKO. Before the TSdehyd its increase is monotonic but not pronounced; however, 
after the TSdehyd both the Gibbs free-energy and this distance vary more quickly. This observation 
indicates that this interaction should be the main source of strain during the hydride transfer from 
AKO to NADP+. In the TSdehyd, there has been a significant loss of electron density in the C-
alkoxide group, and the bending of the Cre-carbon has placed the carbamide group of NADP+ 
outwards the C-carboxylate plane. These changes provide for small shifts in the C- and C-
carboxylate, resulting in a slight stretch of the bond between the C-carbon and the -carboxylate 
1.54 Å to 1.57 Å. This small variation anticipates the oxidative -decarboxylation of OXS. The 
reaction Gibbs free-energy is of -4.7 kcal∙mol-1 and it occurs with small structural changes in the 
active site, as previously described in literature.457,481 The re-hydrogenation of OXS back to the 
ICT substrate is unlikely to occur (GOXS→ICT=21.0 kcal∙mol-1). In SI we provide the coordinates 
for all the stages of the NADP+ reduction. 
 
5.3.4. Oxidative -decarboxylation of OXS 
No major structural changes take place at the active site during the stretching of the bond between 
the C-carbon and the -carboxylate of OXS that leads to the transition state (TSdecarb). We note, 
in particular, the shortening of the distance between the C-carbonyl and Mg2+ (from 2.44 Å to 
2.09 Å) at a linear rate with the decarboxylation of OXS. In Figure 5.4, an analysis of the atomic 
charges indicates that this synchronous behaviour might be related to the increase in electron 
density in the C-carbonyl of OXS (δ- ~ 0.20 au) that is most likely coming from the leaving CO2, 
where the largest loss of electron density occurs (δ+ ~ 0.30 au). 
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Figure 5.4. Stationary points of the OXS -decarboxylation step – OXS, TSdecarb, and ENO. The atomic 
charge variation, relative to the OXS state, is represented by blue-shadowed (decrease of electronic 
density) and red-shadowed (increase of electronic density) spheres; and it is only highlighted for 
the atoms exhibiting the largest electron density variations. 
 
At the TSdecarb, the leaving CO2 is 2.30 Å away from the C-carbon, and the stretching of 
Mg−OAsp275 to 3.59 Å breaks the distorted octahedral geometry of Mg2+. The Asp275A-oxygen is 
now facing the Arg132A-guanidinium and the hydroxyl from Tyr139A (2.92 Å and 2.37 Å, 
respectively). We suggest that this conformational change should be a key feature to stabilize the 
active site in TSdecarb, since it flexibilizes the active site to shield the repulsion in the positive Arg 
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environment that results from the decarboxylation. In fact, as TSdecarb is converted to ENO, 
Asp275A establishes shorter hydrogen bonds with Arg132A (1.86 Å) and Tyr139A (1.89 Å), that 
were previously anchoring the leaving CO2. The activation Gibbs free-energy for this step is 16.5 
kcal∙mol-1, which is near the upper activation Gibbs free-energy expected for the limiting-step of 
the catalysis (~ 16.3 kcal∙mol-1). We will discuss below how the gain in entropy is critical for this 
step to be feasible, and in what extent does the metal contributes to the process.  
Figure 5.4 provides for further geometric detail on the chemical step that we discussed. 
Additionally, we provide the coordinates for all the stages of -decarboxylation in the SI. The -
decarboxylation of OXS is an endergonic step, with a reaction Gibbs free-energy of 9.0 kcal∙mol-
1. After CO2 leaves the active site, significant conformational changes take place. Asp275A 
exhibits a large bond to Mg2+ (Mg−OAsp275: 2.74 Å), overcoming an activation barrier lower than 3 
kcal∙mol-1 and the hydroxyl moiety of Tyr139A moves towards the C-carbon of ENO (to a final 
distance of 2.29 Å). At this point, Tyr139A is properly oriented to be deprotonated by the C-carbon 
(the angle of the attack OTyr139−H∙∙∙C is 174°). 
 
5.3.5. Enolate protonation 
It was suggested that the ENO alkoxide moiety should be quickly protonated by Lys212B 
generating an enol intermediate (ENL), which would tautomerize to produce KG.440,458 We 
studied the protonation of the alkoxide moiety of ENO using the two closest acids, Lys212B and 
Asp275A, (1.83 Å and 2.77 Å). Protonation by Asp275A did not lead to a stationary point. 
Protonation by Lys212B could generate an unstable ENL through a barrier of ~ 6 kcal∙mol-1 and 
an almost identical reaction energy, just a few tenths of kcal.mol-1 below. Anyway, ENL reverses 
to ENO in the following reaction step, as Tyr139A approaches the C-carbon to protonate it, which 
suggests that ENL should not be a relevant species in the last step of the catalysis. Therefore we 
followed the mechanism starting from ENO. 
The protonation of ENO by Tyr139A exhibits an electronic activation energy of about 14 kcal∙mol-
1, and the reverse electronic activation energy is of c.a. 1 kcal∙mol-1, which means that this 
reaction, to be thermodynamically favourable, has to include an acid that restores the protonation 
state of Tyr139A, lowering the energy of the products. The neighbouring residues Lys212B, 
Asp275A or Arg132A are the most likely candidates. Furthermore, experimental data has 
consistently suggested that the protonation of the C-carbon of ENO should be aided by a catalytic 
Asp275442 or by a proton relay system from the bulk solvent.443,482 
FCUP 
Metals’ Data for Biomolecular Force Fields 
176 
 
Despite the fact that Asp275A was far from Tyr139 (4.24 Å) and not in a proper orientation to be 
deprotonated (OAsp275−H∙∙∙OTyr139 angle of 61.74°), the calculated PES for the approximation of 
Tyr139A and Asp275A shows that it is Asp275A that exhibits the most significant changes (see 
ENOC1 and ENOC2 in Figure 5.5). 
 
Figure 5.5. Stationary points of the ENO protonation step-ENO, TSprot and KG. The atomic charge 
variation, relative to the ENOC1 state, is represented by blue-shadowed (decrease of electronic 
density) and red-shadowed (increase of electronic density) spheres; and it is only highlighted for 
the atoms exhibiting the largest electron density variations. 
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The activation barrier for this conformational change is of ~ 6 kcal∙mol-1, and the Tyr139A ends up 
significantly closer to the C-carbon of ENO. From this stage on, the deprotonation of the Tyr139-
hydroxyl by the C-carbon is facile (G
‡
prot=10.8 kcal∙mol-1). At TSprot the transferred proton is at 
a distance of 1.36 Å from the C-carbon and 1.28 Å from the Tyr139-oxygen. Figure 5.5 shows 
the loss of electron density on the C-carbonyl group (δ+ ~ 0.18 au) as the proton is captured from 
Tyr139A. In the same step, the Asp275-hydroxyl is deprotonated by the Tyr139-oxygen in a highly 
asynchronous manner, and Asp275A again chelates to Mg2+ (2.06 Å). An important observation 
is the increase in electron density in the carboxylate moiety of Asp275A (δ- ~ 0.22 au), depicted in 
Figure 5.5, which lead us to propose that ENO is in fact protonated by Asp275A via Tyr139A. 
During the chelation of Asp275A to Mg2+, there is also a HC−CH conformational change in KG 
that places the C- and C-carbons in an anti-staggered conformation. This rearrangement makes 
the protonation of ENO a highly exergonic step (Gprot = -23.8 kcal∙mol-1), with the C-carbon of 
KG 4.43 Å away from the Tyr139-hydroxyl, and no species nearby that can react with the C-
hydrogens. Hence, the network of interactions of KG in the active site is reduced, and 
compromises the transformation of KG back to ENO (EKG→ENO ~ 34.6 kcal∙mol-1). Further 
structural insight can be consulted in the PDB files of the fully characterized states for ENO 
protonation provided in the SI. 
We have checked also if a solvent water molecule could play the role of Asp275A during the 
deprotonation of Tyr139A by ENO. To do so, we have modelled a water molecule inside the active 
site in the appropriate position to perform the reaction. The electronic activation energy of the 
transfer of a proton to ENO via Tyr139A is only about 3 kcal∙mol-1 higher than the one in the 
mechanism with the acidic Asp275A; however the reaction is almost thermoneutral. The negatively 
charged Tyr139A is hydrogen bonded to Arg132A and to the solvent water molecule that we have 
placed nearby, and it does not deprotonate the water spontaneously. Hence, despite being a step 
likely to occur, since the activation energy for both reactions is similar, we propose that the 
deprotonation of Tyr139A should be prevalently aided by Asp275A, which is already in the active 
site. Moreover, there will be a Gibbs free-energy barrier to drive the water into the active site 
(otherwise it would be there from the beginning), which would make the reaction with water even 
more unfavourable. 
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5.3.6. Gibbs free-energy profile for the whole cycle 
In Figure 5.6 we show the Gibbs free-energy profile for the catalysis by the Lys212B-Asp275A-
Tyr139A triad. Our Gibbs free-energy profile supports the mechanism proposed by Aktas and 
Cook,458 the determinations of Bolduc et al for the rate of the dehydrogenation and 
decarboxylation steps of ICDH,457 and the kcat determined experimentally.441,443 
 
Figure 5.6. Thermodynamic profile for the Lys212B-assisted catalysis of hICDH. The relative Gibbs 
free-energies (blue) and electronic energies (green) are read in the upper graphic, and the relative 
entropic contributions at 310 K and 1 bar (red) are read in the lower graphic. In the graphic depicting 
the –TS contribution, all entropy-driven contributions are presented relative to the ICT state. The 
TSchel and TSunchel states do not present Gibbs free-energy corrections. 
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A close inspection of the Gibbs free-energy profile shows that the highest Gibbs-energy barrier 
for the reaction is 16.5 kcal∙mol-1, corresponding to the -decarboxylation of OXS; however since 
the activation Gibbs free-energy for the -decarboxylation differs in circa 3 kcal∙mol-1 from that of 
the NADP+ reduction (13.4 kcal∙mol-1), the rate-limiting step cannot be assertively defined. 
Furthermore, the -decarboxylation of OXS has a significant entropic contribution, which lowers 
both the barrier and the reaction Gibbs free-energy by 7.0 kcal∙mol-1, and it is the most entropy-
driven transformation. In opposition, NADP+ reduction by ICT exhibits minor entropy contributions, 
being mostly lower than 2 kcal∙mol-1. The formation of AKO is not a stationary point in the Gibbs 
free-energy profile of hICDH. An analysis of the TS profile shows that the term is similar to both 
TSdeprot and AKO, which means that these states are similar (as can be inferred from the 
comparison of ICT and AKO in Figure 5.3). Hence, the value in Figure 5.6 is a result of the ZPE 
correction to the ground state electronic energy. 
We emphasize that at this point we have not considered the contribution of the CO2 exit for the 
proceeding reaction. Thus, we have assumed that after the -decarboxylation the CO2 leaves the 
active site with no significant Gibbs free-energy barrier, and that its exit from the active site should 
be very quick. Additionally, the entropy gain with the CO2 exit (-6 to -10 kcal∙mol-1 for CO2 
concentrations in the cytoplasm between M–mM)87,483,484 should make the reaction 
thermodynamically favourable As a result we have proceeded with the ICDH:ENO complex, from 
the ICDH:ENO:CO2 complex. This does not mean that its energy contribution is not significant; 
however it does not affect the overall kinetics of the chemical cycle. 
Figure 5.6 also shows that minor energies are involved in the rearrangement of the active site 
after CO2 leaves the active site. In fact, the Gibbs-energies between the ENO and ENOC2 states 
are mostly lower than 3 kcal∙mol-1. Furthermore, similar TS profiles are observed for these 
transformations and the -decarboxylation step, suggesting that these should be mostly driven 
by changes in the metal-ligand bonds and in the network of hydrogen bonds. The catalysis is 
concluded with the protonation of ENO by Asp275A, via Tyr139A, with a Gibbs activation energy 
of 10.8 kcal∙mol-1. The Gibbs-energy of the overall cycle is -24.4 kcal∙mol-1 (taking the 
MgICDH:ENO complex as the reference state). We highlight that, in Figure 5.6, we have not 
characterized the barriers for the ENO → ENOC1 and ENOC1 → ENOC2 transformations. We 
present, nevertheless, the electronic energy barrier that we have obtained from the PESs that 
describe these transformations. Since these processes are favoured by entropy (see –TS 
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contribution in Figure 5.6), the corresponding Gibbs free-energy barriers should not influence at 
any level the transformation of ENO → KG. 
Furthermore, the analysis of the –TS profile, together with the geometric detail we have provided 
in previous sections, sheds a light on the role of the metal in the catalysis: (1) the interaction of 
Mg2+ with the C-alkoxide/carbonyl of the substrate, and (2) the bond between Mg2+ and the 
Asp275A-carboxylate. Throughout the entire catalysis the C-alkoxide/carbonyl group functions 
as an electron acceptor, a phenomenon that seems to be a requirement to lower the activation 
barrier of the NADP+ reduction and the -decarboxylation of OXS. The divalent metal plays a key 
role in stabilizing the reactive C-alkoxide that is formed as a result, by shielding it from the Asp 
moiety that is nearby. Moreover, the TS parcel that lowers the Gibbs free-energy throughout the 
-decarboxylation and preceding the protonation of the ENO definitely seems to be related to the 
stretching of the metal-ligand binding. This is observed in the formation of the OXS intermediate, 
where TS lowers the Gibbs-energy of OXS in more than 3 kcal∙mol-1 relatively to the TSdehyd; and 
more pronouncedly in the Mg2+Asp275A interaction, where there is a large increase in the entropy 
of the active site (TS ≥ 5 kcal∙mol-1), thus leading to a feasible direct OXS decarboxylation, and 
providing for a lower barrier for the ENO protonation. These observations enforce that the metal 
plays an active role in lowering the entropy of the active site for catalysis. 
On a final note, we discuss the approach we took to estimate the S contribution for the catalytic 
cycle of ICDH. We estimated the TS contributions from the change in the vibrational entropy of 
the system. The vibrational entropy was calculated for all the atom nuclei of the model from the 
partition function of a set of harmonic oscillators, as is commonly employed in statistical 
thermodynamics calculations. We are aware that other contributions should be accounted in the 
S of the reaction, namely: translational, rotational, electronic and solvation terms. However, 
vibrational modes should be the dominant term in the Gibbs free-energy profile of a single-
conformation mechanism, when there are no electron excitations involved. Solvation contributions 
require sampling for accurate calculation and should be scarce in such a buried active site. The 
remaining contributions should change negligibly throughout the course of the reaction. 
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5.4. Conclusions 
 
We have determined computationally the most plausible catalytic mechanism of hICDH, through 
a combination of MD simulations and ONIOM calculations. The catalytic cycle proceeds in three 
steps, as pointed out in recent literature. The results we provide are consistent with the 
experimentally-derived kcat, suggesting that the rate-limiting step of the reaction is c.a. 16 kcal∙mol-
1. Furthermore, we are now able to clarify the questions that lack assertive answers in the scientific 
community, and that we have outlined in the Introduction section. 
(1) During NADP+ reduction (first step), the dehydrogenation of isocitrate (ICT) is facilitated by 
Lys212B, which deprotonates ICT to an alkoxide intermediate (AKO). We have tested also the 
mechanism in which an Asp279A is hypothesized to generate the AKO intermediate via an Mg2+-
coordinated water; however the activation Gibbs free-energy of c.a. 21.4 kcal∙mol-1 for the rate-
limiting step is significantly larger than the expected 16 kcal∙mol-1 barrier.  
(2) The deprotonation of the ICT-hydroxyl by Lys212B is concerted (but earlier and asynchronous) 
with the dehydrogenation of the C-hydrogen of ICT by NADP+. AKO was shown not to be a 
stationary point of the Gibbs free-energy profile; our results show that there is a direct charge 
transfer from Lys212B to ICT, with no significant nuclear motions aside from the proton transfer to 
Lys212B. At the end of the first step, ICT and NADP+ form OXS and NADPH. The Gibbs free-
energy barrier is 13.4 kcal∙mol-1, and OXS becomes -4.7 kcal∙mol-1 more stable than the reactant. 
(3) Our calculations refer to the -decarboxylation step as the most likely rate-limiting step of the 
reaction, with an activation Gibbs free-energy of 16.5 kcal∙mol-1. However, the Gibbs free-energy 
for NADP+ reduction is nearly close to this upper barrier (13.4 kcal∙mol-1); hence, in certain 
conformations, it might also contribute to the rate-limitation. During oxidative -decarboxylation of 
OXS the -carboxylate leaves the C-carbon as CO2 and the bond of Asp275A to Mg2+ stretches 
to secure both Arg132A and Tyr139A, previously anchoring the -carboxylate of OXS. This 
conformational change should be fundamental to facilitate the dissociation and release of CO2 
from the enzyme’s active site. The resulting ENO is higher in Gibbs free-energy than OXS 
(GOXS→ENO=9.0 kcal∙mol-1). The oxidative -decarboxylation is the most entropy-favoured 
reaction step (lowering the activation and reaction energy by 7.0 kcal∙mol-1). 
(4) Lastly, the protonation of ENO is preceded by conformational changes in the coordination of 
Asp275A to Mg2+ and reorientation of the Asp275-hydroxyl to the acidic Tyr139A, which involve 
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small Gibbs free-energy changes, and are accomplished by a concerted step in which the 
deprotonation of Tyr139A by the C-carbon of ENO is accompanied by the deprotonation of the 
neighbouring Asp275A by Tyr139A. The latter observation leads us to propose that it is in fact 
Asp275A, and not Tyr139A, that is responsible for the protonation of ENO. The reaction occurs 
with an activation Gibbs free-energy of 10.8 kcal∙mol-1, and the resulting KG product exhibits a 
very high reverse activation Gibbs free-energy (34.6 kcal∙mol-1). 
The role of Asp275A throughout catalysis was found to be remarkable, significantly 
complementing the mechanistic knowledge that has been drawn so far: (1) it acts as a base to 
deprotonate Lys212B and facilitates the deprotonation of the ICT’s hydroxyl by Lys212B, lowering 
the activation barrier of NADP+ reduction, (2) it establishes hydrogen bonds with Arg132A and 
Tyr139A facilitating the exit of the CO2 from the -decarboxylation of OXS, and (3) it acts as an 
acid to protonate ENO, via Tyr139A, producing KG. We have also observed the crucial relevance 
of the divalent metal cation in the structure and electrostatic environment of the enzyme. Mg2+ 
enhances the reactivity of the enzyme:substrate complex by increasing the electron acceptor 
character of the C-oxygen, lowering the activation Gibbs free-energies for both the NADP+ 
reduction and OXS -decarboxylation. Furthermore, it is a key piece to lower the entropy of the 
enzyme’s active site. In particular for ICDH, the lability of the coordination sphere of Mg2+ is 
responsible for the stabilization of several stages throughout the reaction in up to 7 kcal∙mol-1. 
This work characterizes the catalytic cycle of hICDH with atomistic detail. Such insight has not 
been obtained so far by any computational or experimental means. Hence, the geometric and 
thermodynamic insight we present here is important to complement and validate the wide 
knowledge already available for ICDH and the remaining metal-dependent NAD(P)+-linked -
decarboxylases. From a clinical point of view, we provide detailed atomistic data on all stationary 
points of hICDH catalysis, which should be useful in the future design of chemical biomarkers, 
with similar affinity for the natural and R132H mutated forms of hICDH as ICT. The drug design 
can also provide inhibitors (transition state analogs) to regulate the production of the 2-
hydroxyglutarate from hICDH mutants, and the catalytic cycle of -ketoglutarate dependent 
enzymes. Moreover, since there is a significant similarity between the active site and protein 
structure of the hICDH and some of its mitochondrial (ICDH2) and periplasmic homodimeric 
forms, we expect a broad transferability of these results either to other organelles or species. 
Therefore, the catalytic potentialities of hICDH in other organisms can be of use in the 
development of biocatalysts or biosensors in the fields of health and environment. 
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5.4.1. Supporting Information 
The Supporting Information for the manuscript can be consulted at 
http://pubs.acs.org/doi/suppl/10.1021/acscatal.5b01928. It contains: 
 Figure with the RMSd of the active-site from the human and E. coli ICDH. 
 Computational protocol and additional results for the Molecular Dynamics simulations of 
the Lys212B and Asp275A protonation states. 
 Figure of the ONIOM-optimized starting model of hICDH, with the electronic embedding 
scheme (for the Lys212B- and Asp279A-based mechanism). 
 Table depicting the electronic energies for the hICDH catalysis for B3LYP, B3LYP-D3 and 
M06-2X. 
 Comparison of the main reaction intermediates with experimental X-ray crystallography 
results. 
 Video presenting the mechanistic pathway for hICDH. 
 PBD coordinates for all the fully characterized stages throughout the hICDH catalysis (for 
both the Asp279/Tyr139 and Lys212/Tyr139 mechanisms). 
 PDB coordinates for all the stationary point of the reaction.  
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Chapter 6: On the reduction of Glutathione 
disulphide by Protein Disulphide Isomerase: 
mechanistic insights provided by QM/MM 
methods 
 
The setup of benchmarking studies on the performance of DFT against post-HF methodologies 
is fundamental to tackle specific chemical reactions in the framework of enzyme catalysis. In 
Chapter 4:, we have performed such a study for the thiol-disulphide exchange reaction, a key 
reaction in the oxidative folding of proteins that present disulphide bonds. However, to perform 
this study we had to resort to a small 15-atom model system. Such dimensionality is not adequate 
to infer on the catalytic power of enzymes, and the results that we can draw from benchmarking 
studies must be, ultimately, transferred for systems in which the number of atoms to study with 
QM calculations may reach up to a few hundred atoms. 
In this work, we present a pioneer exploration of the catalytic mechanism of the reduction of 
glutathione disulphide (GSSG) by the reduced a-domain of a human form of protein disulphide 
isomerase (hPDI), with an atomistic resolution. To do that, we recur to molecular dynamics (cMD) 
and hybrid quantum mechanics/molecular mechanics (QM/MM) calculations. The reaction 
proceeds in two stages: (1) a first thiol-disulphide exchange between a Cys53-thiolate and a 
GSSG-disulphide that releases one glutathione molecule (GSH), and (2) after deprotonation of a 
Cys56-thiol by a Glu47-carboxylate, via a water molecule, a second thiol-disulphide exchange 
between the Cys56-thiolate and the mixed-disulphide formed in the first step, to release the 
second GSH molecule. The thiol-disulphide exchange between the Cys53-thiolate and the GSSG-
disulphide exhibited a Gibbs activation free-energy of 16.3 kcal∙mol-1, while the second reaction, 
between the Cys56-thiolate and the mixed-disulphide intermediate presented a Gibbs activation 
free-energy of 7.4 kcal∙mol-1. These values agree with the overall pseudo-first-order rates 
predicted in literature, which indicate a Gibbs activation free-energy of 17.6 kcal∙mol-1. However, 
the second reaction has been proposed to be rate-limiting step of the cycle. We also provide 
structural and thermodynamic discussion on the main stationary points of the reaction. In 
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particular, we refer to the role of the hydrogen bonds from the His55-backbone and Cys56 in the 
nucleophilic attack of the Cys53-thiolate, and the role of the solvent in stabilizing the intermediate 
stages of the catalysis of GSSG by the a-domain of hPDI. Furthermore, we discuss the increase 
in entropy in the active site of the a-domain upon formation of the mixed-disulphide intermediate, 
and the way in which it contributes to stabilize this intermediate. Finally, we discuss the nature of 
the rate-limiting step of the catalysis of GSSG by the a-domain. 
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6.1. Introduction 
 
6.1.1. Motivation 
Protein disulphide isomerase (PDI) is a multifunctional enzyme able to catalyse disulphide bond 
formation, cleavage and isomerisation, in the endoplasmic reticulum (ER) of eukaryotic cells. 
Despite that PDI is not the most effective disulphide redox catalyst, its importance in the secretory 
protein pathway, where the formation of native disulphides is a rate-limiting step, has been widely 
recognized.307,485,486 In fact, in recent years, PDI deletion has been related with diseases involving 
unfolded protein response, such as Alzheimer’s, Parkison’s or type-II diabetes.487-489 This 
unfolded response is mostly a result of the unbalance in the prevalent redox buffers in the ER – 
the glutathione/glutathione disulphide (GSH/GSSG), and the hydrogen peroxide/molecular 
oxygen (H2O2/O2) pairs –490,491 which are of critical importance to catalyse the oxidative folding of 
the proteins in the organelle. As a result from this misfolding process, these proteins form 
aggregates from the packing of hydrophobic exposed regions, resulting in increasing stress in the 
ER.492,493 
Understanding the way in which PDI interacts with the ER redox buffer should be of critical 
importance to: (1) further investigate the role of PDI in the redox balance of the ER; (2) provide 
for kinetic and thermodynamic data on the catalysis by PDI, complementing the rather scarce 
kinetic studies that can be found in the literature;486,494,495 (3) draw mechanistic insight on the 
catalysis by PDI, since there are no known studies with atomistic detail for this enzyme; (4) provide 
configurations that may allow for the development of inhibitors to tackle pathophysiological 
conditions related to the oxidoreductase activity of PDI. 
 
6.1.2. Structure and function of PDI 
Human PDI (hPDI) is a U-shaped enzyme with circa 508 residues. Among the PDI-like family of 
proteins, PDI (or PDI-1) is the most abundant in cells, constituting about 0.8% of the cell’s protein 
machinery.496 Its tertiary structure is composed of four thioredoxin-like domains (a, b, b’, and a’), 
and a fifth tail-shaped c-domain.497,498 In Figure 6.1, a depiction of the structure and function of 
hPDI can be found. 
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Similarly to thioredoxin, the a- and a’-domains show a catalytic Cys–X–X–Cys motif (which for 
hPDI is Cys53–Gly54–His55–Cys56 and Cys397–Gly398–His399–Cys400), near the N-terminus 
of the 1-helix of the thioredoxin-domain,315 which is thought to be related to the high redox 
potential of PDI (–180mV). However, these motifs are responsible for most, but not for all, of the 
performance of hPDI as a thiol-disulphide catalyst. Although both of them can function 
independently, mutations on the N-terminal catalytic cysteines led to loss of kcat and mutations at 
the C-terminal caused an increase in Km, suggesting that only at saturating concentrations of 
substrate do they contribute equally to catalysis.499 Furthermore, a pioneer study by Darby et al 
has shown that full activity of PDI is enhanced when all domains of PDI contribute synergistically 
to its function.500 
 
Figure 6.1. Depiction of the structure and function of human PDI (hPDI). The domains of hPDI are 
represented by the different colours of the surface representation. Cartoon representations in 
magenta represent regions of the enzyme that have not been obtained from X-ray crystallography, 
and are thus estimated from modelling. 
 
Despite the structural similarity to thioredoxin, the b- and b’-domains do not exhibit the usual Cys–
X–X–Cys thioredoxin-motif, and share a reduced sequence identity of circa 16.5%.501 Instead, the 
bb’-region provides a large hydrophobic pocket that has been shown to bind reversibly a wide 
variety of peptides and misfolded proteins.502-506 In particular, the b’-domain has been widely 
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referred to significantly improve the activity of PDI towards misfolded protein substrates.498,500,507 
Attached to the b’-domain, there is a 19-amino acid segment (linker x) that connects the b’- and 
a’-domains. This segment is involved in the response of these domains when the 
oxidation/reduction of the Cys397/Cys400 pair occurs, by expanding or shortening the 
hydrophobic cleft to accommodate the substrates of PDI.505 In Table 6.1, we summarize the main 
characteristics and function of the different domains of hPDI. 
Table 6.1. Structural and function data for hPDI 
Domain Sequence Length Main function 
initial sequence Met1–Glu22 22 residues 
signalling sequence cleaved when PDI enters the 
ER 
domain a Glu23–Gly134 112 residues 
catalytic Cys53–Gly54–His55–Cys56 motif able 
to catalyse thiol-disulphide exchange 
interregion a/b Pro135 1 residue – 
domain b Ala136–Val237 102 residues contributes to substrate binding 
domain b’ Ile238–Gly349 112 residues 
largest hydrophobic cleft to bind misfolded 
proteins 
linker x Lys350–Trp364 15 residues 
responds to changes in the Cys397/Cys400 pair 
by controlling the hydrophobic area available to 
the substrate 
domain a’ Asp365–Asp476 112 residues 
catalytic Cys397–Gly398–His399–Cys400 motif 
able to catalyse thiol-disulphide exchange 
domain c Gly477–Leu508 32 residues 
acidic tail, which may be involved in substrate 
binding 
 
6.1.3. Glutathione/glutathione disulphide buffer in catalysis by hPDI 
The main catalytic cycle of PDI can be summed up in three main stages: (1) oxidation of the 
Cys397/Cys400 pair to form the Cys397–Cys400 disulphide; (2) formation of the mixed-disulphide 
PDI:substrate intermediate, by the nucleophilic attack of the Cys53-thiolate on a non-native 
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disulphide of the misfolded protein; and (3) cleavage of the mixed-disulphide intermediate by a 
second nucleophilic attack from the buried Cys56-thiol or a neighbouring thiolate species.495,507,508 
The oxidation of the Cys397/Cys400 pair in the a’-domain has been recently observed to induce 
domain motions in the b’–x–a’-region, and increase the available hydrophobic surface in the cavity 
of hPDI; consequently, this feature is described to enhance the binding of misfolded proteins to 
hPDI and increase its isomerase and chaperone activities.505 As a result, since hPDI can be found 
in both the oxidized and reduced forms,509 the oxidation of the Cys397/Cys400 pair should be a 
critical stage in the PDI redox cycle. Initially, GSSG was thought to play a role in this process; 
however, currently it is believed that this oxidation occurs through endoplasmic reticulum 
oxidoreductins (ERO),510-512 since these enzymes have shown significant interaction with the b’- 
and a’-domains of hPDI.513  
After the substrate binds to hPDI, the thiol-disulphide exchange reaction will proceed in the a-
domain of the enzyme. Here, the Cys53 and Cys56 exhibit very different properties. The Cys53 
is the solvent-exposed residue in the Cys53–Gly54–His55–Cys56 motif and presents a lower pKa 
(~4.5) than would be expected for equivalent cysteines in thioredoxin-like folds (~7.1),514-516 while 
the Cys56 is more buried within the a-domain and presents a much higher pKa (~12.8).517 As a 
result, the Cys53 is a very nucleophilic species, and thus favours the isomerisation reaction by 
hPDI. The reaction occurs through an SN2 nucleophilic substitution in which the Cys53-thiolate 
attacks the disulphide bond of the substrate with concomitant dissociation of the latter, and it has 
been explored in several theoretical studies of cluster models in the past years.188,309,316 The 
turnover of the reaction can vary with the substrate that binds to hPDI; however, for the particular 
case of the thiol-disulphide exchange between the Cys53-thiolate and the disulphide of GSSG, 
the turnover rate was determined to be 1.4 s-1 (which is about 18 kcal∙mol-1, from transition state 
theory considerations).495 
At the end of the second step of the catalysis, there are two pathways that will compete to 
complete the catalytic cycle: either the mixed-disulphide becomes trapped and the buried Cys56 
is deprotonated to perform a nucleophilic attack to the mixed disulphide, or another thiolate 
species performs a nucleophilic attack to the mixed-disulphide intermediate completing the 
catalytic cycle and restoring the reduced state of hPDI. The former step is fundamental to prevent 
the formation of kinetically trapped intermediates.490,518,519 For it to occur, the pKa of the Cys56 
has to lower in such a way that the terminal thiol becomes a thiolate and performs the second 
thiol-disulphide exchange, releasing the kinetically trapped intermediate. Up to now, Arg120 has 
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been indicated to contribute to this lowering of the pKa.517 Furthermore, X-ray crystallography has 
shown that a buried Lys81/Glu47 pair is located nearby the buried Cys56, and that it could 
responsible for the deprotonation of the latter.497,514,520-522 Since mixed-disulphide intermediates 
were observed to be long-lived species,495 the cleavage of the disulphide from the mixed-
disulphide intermediate has been referred to be the rate-limiting step of the reaction (for the PDI–
S–S–GSH intermediate, a turnover of 0.23 s-1 was determined).495 
 
Scheme 6.1. Mechanism for the reduction of glutathione disulphide (GSSG) by the reduced a-
domain of hPDI. 
 
The thermodynamic and kinetic contours of the isomerization process by PDI are still very scarce 
in literature.508,523 It is known that the actual isomerisation rate of PDI is lower than the rate of 
thiol-disulphide exchange reactions, and that the relative potency of each catalytic site in PDI is 
dependent of the substrate and the synergistic effects in its environment.499,500,524 Nevertheless, 
regarding the substrates for which PDI presents a better affinity, the kcat of the isomerization by 
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PDI may be up to 103 times larger than that of the uncatalized reaction (which exhibits a turnover 
rate of about 1 min-1).525 
In our study, we will tackle the oxidation of the a-domain of PDI by GSSG, which is one of the 
smallest substrates of PDI (see Scheme 6.1). GSSG is not among the best substrates of PDI.526 
However, the contributions of the GSH/GSSG buffer for the catalysis by PDI have been subject 
of ongoing investigation in the near past;495,509,510 in particular, regarding the role of GSSG and 
endoplasmic reticulum oxidoreductins (ERO) in the oxidation of the Cys53/Cys56 and Cys397/Cys400 
pairs, in its catalytic domains. Moreover, it is expected that this buffer can also assist the formation 
and cleavage of disulphide bonds in the ER, and thus, it can form mixed-disulphide intermediates 
that can also require PDI in order to catalyse the disulphide isomerization.527-529 On a final note, 
one study by Lappi et al details experimental kinetic data from the catalysis of GSSG by the a-
domain of PDI,495 thus providing important quantitative data that can be used to validate 
theoretical calculations in PDI enzyme models. 
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6.2. Computational Methods 
 
6.2.1. Modelling the hPDI:GSSG complex 
Our template molecular model was built from the X-ray crystallographic structure of a human 
oxidized PDI (hPDIox) – with PDB code: 4EL1.498 It included the four thioredoxin-like domains and 
the linker sequence of the enzyme.  A peptide of 18 residues from the initial sequence was lacking, 
as well as the c-domain of hPDI. To model the initial sequence we modelled the first two residues 
(Met1–Leu2) with the LEaP module of the AmberTools13 package,530 and the remaining (Arg3–
Asp18) were transferred from the reduced form of human PDI (hPDIred) – with PDB code: 4EKZ.498 
Regarding the c-domain, the Ala476∙∙∙Val504 gap was modelled from the sequence Val488–
Glu504 of yeast PDI (yPDI) – with PDB code:2B5E497 – which includes the -helix that can be 
found in this domain;497 the remaining four residues (Lys505–Leu508) were also modelled with 
the LeaP module. We emphasize that the segments modelled with the LEaP module exhibit no 
apparent secondary structure; we expect that no significant modelling error should derive from 
this protocol. Regarding the use of the X-ray structure from yPDI, we note that despite the low 
sequence identity between PDI from different organisms, the activity and folding of hPDI and yPDI 
have been shown to be similar.524 Finally, we have also modelled two gaps at the b’-domain: the 
Phe249∙∙∙Thr255 gap was modelled from the same domain in the reduced form of human PDI 
(hPDIred) – with PDB code: 4EKZ;498 and the Thr319∙∙∙Met324 gap was modelled from the 
structural equivalent Gln329∙∙∙Ala334 in the yPDI.497 All residues were protonated at the standard 
physiological pH values, except for the Cys53, Cys397 and Cys, which states are extensively 
described in literature:498,514-516 Cys53 was modelled as a thiolate, and the Cys397 and Cys400 
pair were covalently bonded to hold a disulphide bridge. All MM parameters to describe the model 
enzyme were drawn from the FF99SBildn force field;469-471 the mechanical parameters for GSSG 
were determined using the Antechamber tool and the PARM99 force field,2,294 while atomic 
charges were derived from a restrained electrostatic potential (RESP) approach of a population 
of Merz-Kollman (MK) charges134 calculated from a single-point energy calculation at the HF/6-
31G(d) level of theory. 
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To minimize the energy of our model at the molecular mechanics (MM) level of theory, we build 
a rectangular box solvated with TIP3P waters299 within a radius of 12 Å from the surface of the 
enzyme. This protocol comprehended four stages: relaxation of the solvent in the rectangular box, 
relaxation of all the light atoms in the model, relaxation of the side chains of the amino acid 
residues of the modelled hPDIox, and free energy minimization of the full system. The system was 
then heated during 100 ps in an NVT ensemble with classical molecular dynamics (cMD) 
simulations: in the first 50 ps the temperature was linearly increased up to 310 K, and in the 
remaining 50 ps it was kept fixed. Afterwards, we have performed a 1 ns cMD simulation with the 
backbone of hPDIox fixed with 20 kcal∙mol-1∙Å-2 harmonic force constants (to equilibrate de density 
of the model), and a 10 ns cMD simulation with the backbone of the four thioredoxin-like domains 
kept fixed with the same harmonic force constant. We have used the SHAKE algorithm165 to 
constrain the motion in H-including bonds in order to use a 2 fs integration step, and have 
employed the particle-mesh-Ewald summation method (PME)155 to account for the electrostatic 
interactions beyond the 10 Å cutoff for non-bonded interactions. We validated the robustness of 
our model through a classical molecular dynamics (cMD) simulation of 50 ns in the isobaric-
isothermal ensemble (NPT), employing the Berendsen barostat170 and the Langevin 
thermostat171. From this simulation, we have followed the root-mean-square deviation (rmsd), and 
the secondary structure for each domain of the enzyme model. 
The next step for the modelling of our complex is to place the GSSG substrate at the active site 
of the a-domain of our model hPDIox. To do this, we used the X-ray of a glutaredoxin complexed 
with GSSG – PDB code: 4TR0.531 Glutaredoxin is a thioredoxin-like enzyme that catalyses the 
reduction of GSSG to GSH; moreover it also possesses the catalytic Cys–X–X–Cys motif (Cys12–
Pro13–Tyr14–Cys15 in glutaredoxin),382 similarly to the a- and a’-domains of the PDI family of 
enzymes. We have transposed the GSSG substrate and all waters within 6 Å to the model hPDIox. 
To do so, we have aligned the heavy atoms of the backbone of the Cys–X–X–Cys in the 
glutaredoxin and the a-domain of hPDIox, registering an rmsd of 0.27 Å. In Figure 6.2, we show 
the result of the alignment of the Cys–X–X–Cys in both enzymes, highlighting the position of 
GSSG relatively to catalytic N-terminal Cys. 
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Figure 6.2. Result of the alignment of the backbone of the Cys12–Pro13–Tyr14–Cys15 from 
glutaredoxin with that of the Cys53–Gly54–His55–Cys56 of the a-domain of hPDI. 
 
We have minimized the energy of the hPDIox:GSSG complex with the same procedure that we 
followed for the hPDIox model; the same applied to the heating of the system and the density 
equilibration. We then performed an 10 ns cMD simulation with the heavy atoms of the 
hPDIox:GSSG complex kept fixed with harmonic force constants of 20 kcal∙mol-1∙Å-2. With this 
approach, we expected to keep the structure of the complex as a rigid block, allowing for solvent 
waters to interact with it. We took the last structure of the cMD run as the representative catalytic 
conformation of the hPDIox:GSSG complex. 
 
6.2.2. Building the ONIOM model 
To establish the catalytic mechanism of hPDI, we employed QM/MM calculations with the ONIOM 
methodology.214 In this part of the work, we have only approached the complex between the a- 
and b-domains of hPDIox and GSSG; we have also included all water within 3 Å of the domain a 
and b of hPDI, and all waters within 6 Å of the active site of the a-domain (comprising Cys53–
Gly54–His55–Cys56, Glu47, Arg120, and GSSG). Overall, the model presented a charge of -12. 
Despite that we could have used the full enzyme model, we believe that these two domains are 
the most representative in the catalysis of GSSG, since the latter is a small substrate and it is 
very distant from the remaining domains of hPDI. Hence, the insight drawn for this study is not 
intended to represent, in any level, the chaperone activity of hPDI, but solely the thiol-disulphide 
exchange reaction that is catalysed by either the a- or a’-domains of hPDI towards GSSG. 
Recent years have witnessed the use of a wealth of different computational approaches to 
determine enzyme reaction mechanisms, ranging from the use of fully QM cluster enzyme 
models33,53,58,99-101 to QM/MM PES calculations using DFT in large QM regions,56-58,100,102 QM/MM 
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molecular dynamics,59,60 Car-Parrinello Molecular Dynamics,61,62 and Empirical Valence Bond 
theory.63,64 Nevertheless, we believe that QM/MM PES calculations offer one of the best 
compromises between the accurate insight that can be drawn from quantum mechanics (QM) 
calculations, and the description of the enzymatic environment to the catalysis by the 
enzyme.57,100,102 On the other way around, we will draw thermodynamic and kinetic insight from 
single-conformation calculations, taking our X-ray-based model as representative of the average 
ensemble of catalytic poses for the hPDI. 
We have modelled our system in two layers: a DFT layer comprising mostly the Cys53–Gly54–
His55–Cys56, the Glu47 and Arg120 next to Cys56, and a substantial part of the GSSG substrate; 
and an MM layer comprising the a- and b-domains of our hPDIox model. In our final model, we 
have also included all waters within 6 Å of the sulphur atoms in the active site, and the oxygen 
atoms from Glu47 in the DFT region, ending up with a DFT layer of 167 atoms. The DFT layer, 
presented an overall charge of -1, and a singlet spin multiplicity. In Figure 6.3, we present our 
starting QM/MM model, optimized at the mPW1N/6-31G(d)/FF99SB level of theory, with the 
electrostatic embedding scheme.  
 
 
Figure 6.3. Optimized model of the domains a- and b- from hPDI complexed with GSSG. On the right, 
representation of the full ONIOM model; on the left, detailed representation of the DFT layer of the 
ONIOM model, with some of the more relevant interactions in it. 
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A previous study of ours has shown that mPW1N, 387-392,420 along with mPW1K,387-392,416,423 
BB1K202,207,283 and mPWB1K, 283,387-392,422,426 is one of the best density functionals to adequately 
describe the thermodynamic and kinetics of thiol-disulphide exchange.188 Despite that we could 
have adopted any of these, mPW1N slightly outperformed other density functionals following the 
hybrid-generalized-gradient-approximation (h-GGA); and thus, it was adopted to conduct QM 
calculations in this work. Throughout all ONIOM calculations, all waters included in the MM layer 
were kept fixed as a rigid block. 
 
6.2.3. Establishing the catalytic mechanism 
All calculations to study the reaction coordinate space were performed with the ONIOM 
methodology and electrostatic embedding scheme,215 as implemented in the Gaussian09 
package.282 The mPW1N/6-31G(d):FF99SB level of theory was the preferred to establish the 
potential energy surface (PES) for the several guess coordinates throughout the mechanism. 
Several works in our group have enforced that the 6-31G(d)37,38,41-43,364,365 basis is adequate to 
explore the reaction coordinate space in enzyme catalysis with hybrid methods.58 In addition, the 
benchmarking that we have conducted has also pointed out that the combination of the mPW1N 
density functional with the 6-31G(d) basis set holds small errors (mostly below 0.5 kcal∙mol-1).188 
For all stationary points along the reaction coordinate space, we performed relaxed geometry 
optimization calculations, and evaluated the character of these points through evaluation of 
nuclear vibrational frequencies (one imaginary frequency for transition states, and null imaginary 
frequencies for minimum energy states). To build the thermodynamic and kinetic profile of the 
reaction, we determined zero-point energy (ZPE), and Gibbs free energy corrections (Gcorr) at 310 
K and 1 bar (physiologic cell conditions), from statistical mechanics considerations (using the 
harmonic oscillator approximation to account for vibrational modes, the rigid rotor approximation 
to account for the rotation modes, and the particle-in-a-box for the translational components of 
the model). These calculations were also performed at the mPW1N/6-31G(d):FF99SB level of 
theory. Concerning the 0 K-electronic energy contributions, they were determined from single-
point energy calculations at the mPW1N/6-311+G(2d,2p):FF99SB//mPW1N/6-31G(d):FF99SB 
level of theory. We have also performed a comparison the performance of mPW1N against BB1K. 
The results state that the thermodynamics of the reaction is similar (refer to Table 6.2). 
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Table 6.2. Gibbs free-energies for the catalytic cycle of the a-domain of our model of hPDI. All 
energies are presented in kcal∙mol-1; energies represented in curve brackets are given in Ha. GSSG, 
GSM∙∙∙GSX-Cys53, Cys56∙∙∙WAT, GSX-Cys53, GSX-Cys53∙∙∙Cys56 (pre), GSX-Cys53∙∙∙Cys56 and 
GSM∙∙∙Cys53-Cys56 correspond to minimum energy stationary points at the mPW1N/6-
31G(d):PARM99SB level of theory. TSredox1 and TSdeprot and TSredox2 correspond to transition state 
stationary points at the mPW1N/6-31G(d):PARM99SB level of theory. 
 Optimization and G corrections Single-point energy calculation 
 
mPW1N/6-31G(d):PARM99SB 
mPW1N/ 
6-31G(d) 
mPW1N/ 
6-311+G(2d,2p) 
BB1K/ 
6-311+G(2d,2p) 
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GSSG 
0.0 
(-5671.3928) 
0.0 
(-5673.1237) 
0.0 
(-5672.5605) 
TSredox1 14.4 16.3 16.7 
GSM∙∙∙GSX-Cys53 2.6 2.7 2.4 
Cys56∙∙∙WAT 4.1 4.5 3.2 
TSdeprot 2.8 3.7 4.3 
GSX-Cys53 -10.1 -9.5 -11.6 
C
le
a
v
a
g
e
 o
f 
th
e
 
m
ix
e
d
-d
is
u
lp
h
id
e
 
GSX-Cys53∙∙∙Cys56 (pre) 
0.0 
(-5671.9909) 
0.0 
(-5673.7124) 
0.0 
(-5673.1490) 
GSX-Cys53∙∙∙Cys56 0.8 -1.1 -1.9 
TSredox2 6.9 6.3 6.3 
GSM∙∙∙Cys53-Cys56 -5.5 -7.5 -6.4 
 
We have not determined the solvation contributions to the mechanism studied. However, since 
we have included a cap of 3 Å of solvent around the enzyme model and a cap of 6 Å around the 
active site of the a-domain, some of these effects should be accounted for in electronic structure 
calculations. Moreover, we emphasize that a considerable number of waters was included nearby 
the catalytic site, explicitly weighting their effect in the reaction. 
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6.3. Results and Discussion 
 
6.3.1. From validating the human PDI model, to optimizing the ONIOM model 
The 50 ns MD simulation that we performed in our model hPDIox (represented in Figure 6.1), 
shows considerable changes in the model, relative to X-ray structure, with the rmsd of the 
backbone atoms in the enzyme ranging to up to 12 Å. However, if we analyse solely the more 
bulk regions of the enzyme (excluding the signal sequence and the c-domain of hPDI), then the 
rmsd of most conformations differs in less than 4 Å from the X-ray structure. Despite that these 
results exhibit substantial differences between the X-ray structures and the results from cMD 
simulations, there are three points that we address to support our modelling: (1) our starting X-
ray structure provided a dimerized form of hPDI; (2) hPDI presents a U-shaped form which 
exhibits a large solvent accessible area, particularly in the oxidized state of the a’-domain that we 
have studied; and (3) there is a linker sequence of 19 amino acids that allows for rotation of the 
a’-domain, and that exhibits no secondary structure. Figure 6.4 compares the rmsd for each frame 
of the cMD simulation against every other frame, for the four thioredoxin-like domains (a-, b-, b’-
,a’-) and the a- and b-domains, which were employed in the ONIOM study. These coloured maps 
show that the conformations from domains a and b exhibit significantly lower rmsd than for the 
complete enzyme (mostly  lower than 2 Å). 
 
Figure 6.4. 2-dimensional rmsd for the four thioredoxin-folds (on the left), and the a- and b-domains 
(on the right) of hPDI throughout the 50 ns NPT cMD performed. 
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Furthermore, secondary structure analysis suggested that the secondary structure of each of the 
four domains is conserved across the complete cMD simulation. In Figure 6.5, we present the 
secondary structure of the a and b domains throughout the 50 ns cMD simulation. We emphasize 
that the thioredoxin-like fold (––––––––)382,532 is conserved for both domains during 
the entire simulation. 
 
Figure 6.5. Secondary structure of the domain a and b of the hPDI, throughout the 50 ns cMD 
simulation in the NPT ensemble. 
 
Afterwards, we have modelled the GSSG substrate in our model hPDI (as described in Modelling 
the hPDI:GSSG complex). The optimized ONIOM model maintains the main characteristics that 
are observed in the active site of glutaredoxin: the disulphide of GSSG is linearly aligned with the 
Cys53-thiolate (forming an angle of 164.5°), the NH-terminus of His55 and Cys56 is oriented to 
stabilize the Cys53-thiolate. In addition, the Glu47-carboxylate, which should be able to 
deprotonate the Cys56-thiol is stabilized by two hydrogen bonds with water molecules (these 
bonds are 1.64 Å and 1.80 Å long); the Arg120-guanidinium, which has been referred to lower 
the pKa of Cys56 is anchored to the carboxylate in the glutamyl group of GSSG; the His55-
imidazole is establishing a hydrogen bonded to GSSG-glutamyl, and accepting another with a 
nearby water molecule (2.09 Å and 2.02 Å, respectively). Relatively to the GSSG substrate, it is 
mostly solvated by water molecules. 
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6.3.2. Considerations on the SN2 nucleophilic attack of Cys53 to GSSG 
Relatively to the first thiol-disulphide exchange occurring between Cys53 and the GSSG 
substrate, we will discuss three main aspects that we have observed: (1) the environment required 
to stabilize the mixed-disulphide intermediate; (2) the protonation of the His55-imidazole; and (3) 
the most favourable kinetics for the nucleophilic attack of the Cys53-thiolate to the GSSG-
disulphide. 
We will start by addressing the subject of the environment around Cys53 and GSSG. We built 
two test QM/MM models to perform such a study: in the first, we included in the DFT layer the 
conserved waters from crystallography near the active site – DFT layer of 99 atoms; in the second, 
we included all waters and GSSG within 6 Å of the sulphur atoms of the Cys53-thiolate and the 
GSSG-disulphide – DFT layer of 141 atoms. In Figure 6.6, we present a representative part of 
the DFT layer around Cys53 and GSSG, for both test models, and the ONIOM energies from the 
linear transit scan performed along the reaction coordinate. 
 
Figure 6.6. ONIOM energy of the nucleophilic attack of the Cys53-thiolate to the GSSG-disulphide 
(in kcal∙mol-1), for two test models with a DFT layer of 99 atoms (grey) and 141 atoms (black). 
 
Only for the model in which we include a considerable amount of solvent and substrate, we do 
observe the formation of the mixed-disulphide intermediate. In the smaller model, we cannot 
observe a transition state, and the potential energy surface (PES) for the reaction goes far beyond 
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the 25 kcal∙mol-1 limit for an efficient enzymatic catalysis. These observations support that the 
solvent should play an important role in the reaction, stabilizing the glutathionate (GSM) that is 
formed upon cleavage of the GSSG-disulphide. 
The second aspect of this step concerns the protonation of the His55-imidazole in the Cys53–
Gly54–His55–Cys56 motif. To evaluate this aspect, we built a model complex hPDIox:GSSG in 
which the His55-imidazole was protonated holding the imidazolium cation; this model accounted 
for 171 atoms in the DFT layer. Despite that the most accepted hypothesis is that His55 is in its 
neutral form,382 it has also been referred that the His55-imidazolium cation could stabilize the 
Cys53-thiolate. Our calculations show that, if the latter hypothesis should be true, the nucleophilic 
attack of the Cys53-thiolate would not hold any transition state (refer to the right side in Figure 
6.7). 
 
Figure 6.7. Representation of the DFT layers for the two ONIOM models in which the His55-imidazole 
is either neutral (on the left, in palegreen) or in the cationic form (on the right, in palecyan). The 
GSSG substrate is represented in limegreen (on the left) and in greencyan (on the right). The figure 
depicts the conformation in the DFT layer when the nucleophilic Cys53-thiolate is at circa 2.40 Å 
from the GSSG-disulphide (which is usually the distance for which the trisulphide anion transition 
state is formed). The grey shades indicate the regions where residues occupied substantially 
different poses in both models. 
 
The PESs for the nucleophilic attack of the Cys53-thiolate to the GSSG-disulphide resemble those 
presented in Figure 6.6: the nucleophilic attack in which we find the His55-imidazolium exhibits 
no possible transition state, and the ONIOM energy of the attack increases exponentially 
throughout the entire linear transit scan and there is no formation of any mixed-disulphide 
intermediate; and the nucleophilic attack in which we have the His55-imidazole exhibits a clear 
transition state (refer to the left side of Figure 6.7), forming a mixed-disulphide intermediate. An 
analysis of the conformations represented in Figure 6.7, indicates that the imidazolium form is 
only accepting hydrogen bonds from solvent molecules, and thus it should be more flexible than 
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the imidazole form, which is a hydrogen bond donor to the carboxylate of the glutamyl moiety of 
GSSG and a hydrogen bond acceptor from the solvent. 
At this point, we have asserted that for the thiol-disulphide exchange reaction to occur, we require 
that there should be solvent in the DFT layer to stabilize the GSM that will be released upon 
formation of the mixed-disulphide intermediate, and that the His55-imidazole in the Cys53–Gly54–
His55–Cys56 motif should be in the neutral form for the attack of the Cys53-thiolate to the GSSG-
disulphide to occur linearly. 
 
6.3.3. SN2 nucleophilic attack of the Cys53-thiolate to the GSSG-disulphide 
The formation of the mixed-disulphide requires two different types of reactions: a redox reaction, 
to reduce GSSG and form the mixed-disulphide intermediate; and an acid-base reaction to 
deprotonate the Cys56-thiol via the Glu47-carboxylate, holding a very stable mixed-disulphide. In 
Figure 6.8 and Figure 6.9, we exhibit the main stages of these chemical steps, and the variation 
of the thermodynamic quantities (Gibbs free-energy, ONIOM electronic energy, and entropy) 
along them. 
Our reactant state shows that the Cys53-thiolate is initially very distant from the GSSG-disulphide 
(4.49 Å). In this state the Cys53-thiolate is well anchored to the backbone-NH of His55 and Cys56, 
and to the Cys56-thiol though hydrogen bonds. These interactions should be critical to hold the 
reactant state together. Nearby the Cys56-thiol, there is a Glu47-carboxylate which is hydrogen 
bonded to the backbone-CO of Cys56 via a water molecule. In addition, the His55-imidazole is 
also stabilized by the solvent and the carboxylate terminus of the GSSG-glutamyl through 
hydrogen bonds. These bonds will hold throughout the entire catalytic cycle, and thus should not 
be involved in the chemical step itself; instead they should mostly secure the catalytic 
conformation of the active site of the domain a. 
In Figure 6.8, we observe that during the nucleophilic attack of the Cys53-thiolate, its hydrogen 
bonds increase considerably, particularly for those from Cys56. In fact, at the transition state 
(TSredox1) the main vibrational modes are those concerned to the linear trisulphide anion, and the 
hydrogen bonds from the backbone-NH of His55 and Cys56. A closer look at these hydrogen 
bonds shows that the hydrogen bond with the backbone-NH of His55 is the one that increases 
the less until the TSredox1 is observed; afterwards, the hydrogen bonds that Cys53 establishes with 
Cys56 shorten, contrary to that with His55, as the covalent character of the mixed-disulphide 
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increases. There is also an evident charge transfer occurring from the Cys53-thiolate to the GSM 
resulting from the cleavage of the GSSG-disulphide bond. The trisulphide anion exhibits a 
SGSSG∙∙∙SGSSG∙∙∙SCys53 angle of 172°, the SCys53 is at a distance of 2.43 Å from the central sulphur 
atom, and the GSSG-sulphurs are 2.57 Å farther apart. 
 
Figure 6.8. Stationary points for the formation of the stable mixed-disulphide intermediate (GSSG, 
TSredox1, GSM∙∙∙GSX-Cyx53, Cys56∙∙∙WAT, TSdeprot, and GSX-Cys53), and main distances throughout 
the transformation, in Å. Distances in bold correspond to distances directly related to the reaction 
coordinate explored through linear transit scans. Blue-to-red shades in atoms represent the 
variation in atomic charge relative to the GSSG state (from 0.07 to 0.30 a.u.); blue stands for 
decrease in atomic charge, and red stands for increase in atomic charge. 
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In addition, we observe a water in the close vicinity of the exiting GSM that approximates 
substantially to a position in which it exhibits a shorter hydrogen bond to this species. The Gibbs 
activation free-energy for the process is 16.3 kcal∙mol-1, which corresponds to a turnover of about 
21 s-1 from transition state theory. This turnover rate is higher than that predicted experimentally, 
which is of about 2.6 s-1 for a pseudo-first-order kinetics in a medium of 10 mM in GSSG and 50 
M of hPDI.495 However, if we compare our Gibbs activation free-energy with the derived from the 
experimental turnover (17.6 kcal∙mol-1), they differ in about 1.3 kcal∙mol-1, a margin that fits well 
within the error usually associated to the method employed. Moreover, it is the cleavage of the 
mixed-disulphide intermediate has been referred as the rate-limiting step for catalysis.495,533 
On a side note, we want to emphasize that the comparison of kinetic rates should attend to the 
fact that the formation of the mixed-disulphide follows a second order kinetics (it depends on the 
concentration of both reduced hPDI and GSSG). Hence, our first-order turnover rate is only valid 
in the limit where GSSG is in large excess, relatively to PDI. The concentration of hPDI in the 
endoplasmic reticulum (ER) is in the range 200–500 M,534 and the redox GSH/GSSG buffer is 
circa 6 mM in GSH and 2 mM in GSSG;495 from the hPDI available in the ER, only about 30 M 
should resemble our modelled hPDIox (a-domain reduced and a’-domain oxidized).535 Since, there 
is approximately a hundred times more GSSG than hPDIox, a first-order kinetics for the formation 
of the mixed-disulphide intermediate should be valid. 
The reaction proceeds to hold a mixed-disulphide species between the a-domain of hPDI and the 
GSSG-glutathione (the state GSM∙∙∙GSX–Cys53). At this stage, the exiting GSM is fully reduced, 
and the Cys53-sulphur is now oxidized. The GSM is establishing hydrogen bonds to neighbouring 
water molecules, and Gibbs reaction free-energy is of 2.8 kcal∙mol-1. The mixed-disulphide is not 
yet a stable intermediate, but the approximation of the Cys56-thiol to the nearby water occurs with 
minimal Gibbs free-energy changes: the Cys56-thiol forms a hydrogen bond with the water close 
by exhibiting a Gibbs free-energy increase of 1.7 kcal∙mol-1, and it then protonates the Glu47-
carboxylate via that same water molecule with no Gibbs activation free-energy. The final mixed-
disulphide intermediate (GSX–Cys53) is very stable, since the Gibbs activation free-energy to 
return the intermediate to the reactant state is of about 25.7 kcal∙mol-1. The complete reaction 
step holds a Gibbs reaction free-energy is of -9.46 kcal∙mol-1. We believe that the reason for which 
this intermediate is so stable, comparatively to the one formed upon the thiol-disulphide exchange 
reaction, lies in the hydrogen interactions that occur between Cys56 and Glu47, via the water 
molecule found nearby. 
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Figure 6.9. Thermodynamic profile for the formation of the mixed-disulphide intermediate between 
the domain a of hPDI and the GSSG substrate. All contributions are represented relatively to the 
initial hPDI:GSSG complex (GSSG).  
 
A more detailed analysis of the thermodynamic profile of reaction emphasizes that entropy plays 
a significant role in the stabilization of the mixed-disulphide intermediate that is formed from the 
nucleophilic attack of the Cys53-thiolate to the GSSG-disulphide. In fact, a comparison of the 
potential energy surface (PES) and free-energy surface (FES) for the reaction shows that the 
energy gradient for the protonation of the Glu47-carboxylate by the Cys56-thiol is opposite. This 
process occurs almost with no activation costs, aside from the rotation of the Cys56-thiol group. 
The transition state in which there is a concomitant proton transfer from the Cys56-thiol to water’s 
oxygen and from the water molecule to the accepting Glu47-carboxylate group (TSdeprot) is only 
observed for the 0K-PES, and does not correspond to a transition state in physiological 
conditions. We speculate that the large increase in entropy that leads to the stabilization of the 
GSM∙∙∙GSX-Cys53 (TS differs in about 10.5 kcal∙mol-1 from the reactant state, GSSG) concerns 
the formation of the hydrophobic patch in the disulphide moiety of the mixed-disulphide 
intermediate. Since disulphide bonds are weak hydrogen bond acceptors, the Cys56-thiol is loose 
after the TSredox, and can rotate freely nearby the disulphide moiety. To further support this 
behaviour, we highlight that when the hydrogen bond is formed with the water close by 
(Cys56∙∙∙WAT) the TS of the enzyme model lowers in about 7.5 kcal∙mol-1, but few other changes 
occur in the active site (see Figure 6.8). This change in the environment of Cys56 can also support 
the decreasing in the pKa of the Cys56-thiol. 
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On a final note, we enforce that all the discussion that we provide rely on single conformation 
calculations. In such approach, only the change in vibrational entropy contributes for the 
thermodynamics of the reaction. These vibrational modes are derived from electronic structure 
calculations of the forces that act on the nuclei in the model; the remaining contributions 
(translational and rotational) are derived from statistical mechanics considerations, and do not 
depend on electronic structure calculations. Hence, the results that we draw from these 
calculations are limited by the scope of single conformation approaches. We consider that our 
model resembles that of a catalytically competent a-domain of hPDI, and thus, it provides 
significant thermodynamic and kinetic insight on the events that occur in physiological conditions. 
 
6.3.4. Oxidation of the a-domain: cleavage of the mixed-disulphide intermediate 
After the formation of the mixed-disulphide intermediate, there are two pathways that can occur 
to solve the mixed-disulphide state: either the mixed-disulphide goes through a second thiol-
disulphide exchange by a nearby thiol group from a protein substrate, or it undergoes an 
intramolecular oxidation through the deprotonated Cys56-thiol. Here, we have primarily studied 
the nucleophilic attack of the Cys56-thiolate to the mixed-disulphide intermediate in the presence 
of the GSM product. However, the PES of the reaction coordinate exhibited no transition state. 
This result clearly shows that this intramolecular rearrangement will seldom occur in the presence 
of thiolate species that can compete with that of the interior Cys56, and it supports the fact that 
the intramolecular rearrangements will mainly occur to rescue trapped mixed-disulphides. 
To attempt the study of the intramolecular oxidation of the a-domain of hPDI, we protonated the 
GSM product to obtain glutathione (GSH). This transformation should be legitimate, since GSM 
is mostly surround by water, and it should exhibit a pKa similar to that determined in water (about 
8.75)507. The former optimized state showed that the GSH-thiol is preferably directed to the 
solvent, despite that, as it occurred previously for Cys56, the conformation in which the GSH-thiol 
is directed towards the mixed-disulphide state is entropically favoured. However, when we 
performed electronic energy calculations with the larger 6-311+G(2d,2p) basis set,37-44 the latter 
state was found to be slightly more favoured (a G of -1.1 kcal∙mol-1 is observed). 
In Figure 6.10, we present the main stationary points in the new PES for the nucleophilic attack 
of the Cys56-thiolate to the mixed-disulphide. The PES exhibits a transition state (TSredox2) with a 
low Gibbs activation free-energy (7.4 kcal∙mol-1), and the oxidized disulphide-state of the a-
domain is formed with a Gibbs reaction free-energy of -6.4 kcal∙mol-1. 
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Figure 6.10. Stationary points for the cleavage of the mixed-disulphide intermediate by the Cys56-
thiolate (GSX-Cys53∙∙∙Cys56, TSredox2, GSM∙∙∙Cys53-Cys56), and main distances throughout the 
transformation, in Å. Distances in bold correspond to distances directly related to the reaction 
coordinate explored through linear transit scans. Blue-to-red shades in atoms represent the 
variation in atomic charge relative to the GSX-Cys53∙∙∙Cys56 state (from 0.07 to 0.30 a.u.); blue 
stands for decrease in atomic charge, and red stands for increase in atomic charge. 
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The reaction is very similar to that in Figure 6.8: the Cys56-thiolate initially forms a hydrogen bond 
to a nearby water molecule, and it is in a nearly linear position with the mixed-disulphide (circa 
160°). However, contrarily to the reactant state (GSSG), the Cys56-thiolate is only accepting one 
more hydrogen bond from the backbone-NH of Ala50 (in the MM layer). In the transition state, 
there is substantial stretching of the hydrogen bond established between the Cys56-thiolate and 
the water molecule, while the hydrogen bond between the Cys53-sulphur and the backbone-NH 
of Cys56 shortens. This latter interaction is not observed in TSredox1, in which there are no 
hydrogen bonds with the central GSSG-sulphur of the linear trisulphide anion (with an 
SGSSG∙∙∙SGSSG∙∙∙SCys53 angle of 167°), and, together with the lower number of hydrogen bond 
donors for the Cys56-thiolate in the reactant state (GSX–Cys53∙∙∙Cys56), it may be responsible 
for the lower Gibbs activation free-energy that is registered for the step. When the new GSM 
product is formed (GSM∙∙∙Cys53–Cys56), it only forms a hydrogen bond with the neighbouring 
GSH from the first step of the reaction. 
At this stage, we have to refer that, contrarily to what is stated in experimental studies,495,533 the 
oxidation of the active site of the domain a of hPDI does not seem to be the rate-limiting step of 
the reduction of GSSG to GSH. However, we recall our initial observations regarding the oxidation 
of the a-domain in the presence of thiolates, and the apparently contradictory results of Lappi et 
al, in which the oxidation of the a-domain after being initially reduced by GSH has shown a 
turnover rate of 430 s-1.495 It seems that other mechanisms can be involved in this chemical step. 
One of them could be related to the competitivity between the oxidation of PDI by GSSG and its 
reduction by GSH. Since GSH is available in higher concentrations than GSSG, it is more likely 
that a mixed-disulphide between hPDIox and GSH is formed. However, since GSH is shielded 
mostly by solvent, the attack of the Cys56-thiolate should be effective to restore the oxidized state 
of domain a. We note that, in fact, the proposed activation barrier for this reaction                            
(~14 kcal∙mol-1)495 is very similar to the reverse barrier for the cleavage of the mixed-disulphide 
intermediate by Cys56 that we have determined (13.8 kcal∙mol-1). In addition, for a GSH 
concentration of 50 mM (the highest concentration employed in the study by Lappi et al) the 
pseudo-first-order rate constant for the first reduction of the oxidized a-domain by GSH is of about 
560 s-1, which corresponds to a Gibbs activation free-energy of about the same as that obtained 
for the reverse reaction. To conclude, we believe that this same reaction during the oxidation of 
the reduced a-domain will comprehend additional steps, such as the protonation of the exiting 
GSM to GSH, or its unbinding from the catalytic site to the solvent media. Regarding this last 
phenomenon, we have performed rigid-backbone cMD simulations for two models: hPDIox–
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GSX:GSM and     hPDIox–GSX:GSH. These simulations have shown that GSM and GSH exit the 
active site of the a-domain in less than 10 ns and 1 ns, respectively, for a concentration of 
approximately 1 mM. However, we expect that at larger concentrations, and in a more complex 
environment, this unbinding period may differ considerably. On a final note, we want to point out 
that we believe that the rate-limiting nature of the cleavage of the mixed-disulphide intermediate 
is mainly concerned with the nature of the environment of the a-domain, and not with the thiol-
disulphide exchange by the Cys56-thiolate itself. 
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6.4. Conclusions 
The catalytic mechanism of the reduction of glutathione disulphide (GSSG) by the a-domain of 
human protein disulphide isomerase (hPDI) has been established through a combination of 
molecular dynamics simulations (cMD), the ONIOM methodology and several insights from 
experimental studies. The a-domain has been referred to be intrinsically related to the activity of 
hPDI; hence, this study also provides mechanistic insight that should be transferable to the 
catalysis of hPDI, as a whole, in the oxidative protein folding pathway. 
Our study has shown that the reaction is conducted in two stages: (1) nucleophilic attack of a 
Cys53-thiolate in the GSSG-disulophide, followed by instant deprotonation of a Cys56-thiol by 
Glu47, via a bridging water molecule, and formation of a glutathionate species (GSM); (2) 
following the protonation or the exit of GSM from the active site, a second nucleophilic attack is 
conducted by the Cys56-thiolate on the mixed-disulphide intermediate (between the Cys53-
sulphur and a glutathione-sulphur), forming a second GSM species and oxidizing the a-domain 
through a Cys53-S–S-Cys56 disulphide bond. We provide atomistic and thermodynamic detail for 
every step along these reactions. 
The first thiol-disulphide exchange reaction exhibits the higher Gibbs activation free-energy, 
comparatively to the second one (16.3 kcal∙mol-1 vs 7.4 kcal∙mol-1), and it is in good agreement 
with experimentally derived pseudo-first-order turnover rates that predict a Gibbs activation free-
energy of 17.6 kcal∙mol-1 for the complete oxidation of the a-domain. Nevertheless, we cannot 
affirm that it is the rate-limiting step of the full catalytic cycle, since most of the kinetics of the cycle 
relies on the ratio of thiol/disulphides in the environment of the enzyme. In agreement with 
experimental data, the mixed-disulphide intermediate is very stable, relative to the reduced form 
of the a-domain (exhibiting an inverse Gibbs activation free-energy of 25.7 kcal∙mol-1). 
Furthermore, we propose that the decreasing in the pKa of the Cys56-thiol can be related to the 
hydrophobic patch that occurs upon the formation of the mixed-disulphide with the Cys53-sulphur. 
To support this hypothesis, we refer that the deprotonation of Cys56-thiol is very favourable 
thermodynamically, and it is not accompanied with any major changes in the active site of the a-
domain. In addition, we also observe that there is a large increase in the entropy of the active site 
upon formation of the mixed disulphide (TS of about 10 kcal∙mol-1 relatively to reactant state), 
which should also be related to the formation of the disulphide bond between the Cys53-thiolate 
and the GSSG-disulphide. The Gibbs reaction free-energy determined for the step was -9.5 
kcal∙mol-1. 
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Relatively to the oxidation of the a-domain, it results from the cleavage of the mixed-disulphide 
intermediate by the Cys56-thiolate. We propose that this second nucleophilic attack should only 
occur in this way, if there is a polar environment that can stabilize the exiting GSM. Should that 
occur, the reaction occurs quickly. Despite that our results seem to be contrary to those proposed 
so far, we do not see this as the case. In fact, our results support, as it was observed for the 
reduction of the a-domain, that the reaction indeed occurs in a rate similar to that registered for 
the reverse step of the formation of the mixed-disulphide intermediate by the nucleophilic attack 
of glutathione (GSH). Since the mixed-disulphide intermediate was not obtained experimentally 
so far, we believe that the rate measured for the intramolecular oxidation of the a-domain (which 
was indicated to be 460 s-1, or ~14 kcal∙mol-1 from transition state theory considerations), may in 
fact be, in these latter conditions, that of nucleophilic attack of GSH to the oxidized a-domain 
(which our calculations predicted to have a Gibbs activation free-energy of 13.8 kcal∙mol-1). 
A closer analysis of the behaviour of the Cys53–Gly54–His55–Cys56 motif supports that the 
backbone-NH groups of His55 and Cys56 are very important to stabilize the nucleophilic Cys53-
thiolate. Our study as pointed out that the His55-imidazole should be in its neutral state throughout 
the catalysis. The His55-imidazolium form seems to prevent the linear arrangement of the 
trisulphide anion (in the transition state), hampering the formation of the mixed-disulphide 
intermediate. 
Overall, our study has provided clarification in the catalysis by hPDI that was not yet displayed by 
other experimental works. We realize that the kinetics of this mechanism may differ in the 
endoplasmic reticulum; however, we believe that this structural and thermodynamic detail that we 
have provided, will be of great use for future assays concerning the regulation/inhibition of the 
activity of hPDI. Furthermore, we are aware that hPDI is promiscuous enzyme that functions as 
an oxidoreductase, an isomerase and a chaperone. Hence, there should be diverse factors that 
influence its activity, aside from its catalytic sites. However, improving the knowledge of the way 
in which its domains catalyse reactions should be of outmost importance to control most of its 
function in cells.  
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