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Abstract
This work establishes the weak convergence of Euler-Maruyama’s approximation for
stochastic differential equations (SDEs) with singular drifts under the integrability condition
in lieu of the widely used growth condition. This method is based on a skillful application
of the dimension-free Harnack inequality. Moreover, when the drifts satisfy certain regular-
ity conditions, the convergence rate is estimated. This method is also applicable when the
diffusion coefficients are degenerate. A stochastic damping Hamiltonian system is studied as
an illustrative example.
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1 Introduction
Numerical approximation plays important role in the application of stochastic differential equa-
tions. According to Hutzenthaler, Jentzen and Kloeden [18, 19], Euler-Maruyama’s (EM’s)
method may diverge to infinity both in the strong and numerically weak sense provided the
coefficients of the SDE grow superlinearly. However, the recently widely studied SDEs with sin-
gular coefficients may not satisfy any growth condition or Lyapunov type condition. To define
∗Supported in part by NNSFs of China No. 11771327, 11431014
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appropriate EM’s approximation of such kind of SDEs and prove its weak convergence are the
main topic of current work.
SDEs with singular coefficients have been extensively studied recently. See, for instance,
[6, 14, 25, 44, 45] for nondegenrate SDEs; see [8, 9, 39, 40] for extensions to degenerate SDEs.
In the seminal work [25], Krylov and Ro¨ckner proved the existence and uniqueness of strong
solution to the following SDE:
dX(t) = b(t,X(t))dt+ dW (t), X(0) = x0 ∈ Rd, (1.1)
where b ∈ Lqp := Lq(R+;Lp(Rd)) with p, q > 1 and dp + 2q < 1. Subsequently, this result was
extended to the case of multiplicative noises in [44, 45]. See also [10, 14] for related results. Re-
cently, Wang [37] investigated the SDEs with singular coefficients under integrability conditions
by using the dimension-free Harnack inequality. This method can deal with the case wherein
the singular drift b may not belong to Lqp. For instance, consider the drift
b(t, x) = b(x) =
{ ∞∑
n=1
log
(
1 +
1
|x− n|2
)} 1
2 − x, x ∈ R. (1.2)
Then SDE (1.1) admits a unique nonexplosive strong solution (cf. [37, Theorem 2.1]). It is
obvious that b(t, x) in (1.2) does not satisfy any growth condition or Lyapunov type condition.
Despite the extensive investigation of SDE (1.1) with singular coefficients, there are very
limited results on the numerical approximation of such systems. In this direction, Zhang [46,
Theorem 1.1] established a sensitivity estimation when the drift of such system is perturbed
in the space Lqp. His method is based on the well-known Krylov’s estimate and Zvonkin’s
transformation; see, for instance, [10, 25, 44, 45, 46] and references therein. Nevertheless, this
method is not applicable to handle directly EM’s scheme because of the presence of time delay.
Intuitively, without time delay, the basic idea to derive Krylov’s estimate is that: for 0 ≤ s < t,
E
[ ∫ t
s
f(r,W (r))dr
∣∣∣Fs] = E[ ∫ t
s
f(r,W (s) +W (r)−W (s))dr
∣∣∣Fs]
=
∫ t
s
(
2pi(r − s))− d2( ∫
Rd
f(r, x+ y)e
−
|y|2
2(r−s)dy
)
dr
∣∣∣
W (s)=x
≤ N(t− s)1− 1q− 22p
(∫ ∞
0
( ∫
Rd
|f(r, y)|pdy
)q/p
dr
)1/q
for some N > 0, where (W (t)) is a Brownian motion. Whereas, in the presence of time delay,
E
[ ∫ t
s
f(r,W (
[r
δ
]
δ))dr
∣∣∣Fs] = ∫ t
s
f(r,W (kδ))dr
2
for s, t ∈ [kδ, (k + 1)δ), k ∈ N and δ > 0. Thus, it is impossible to get a nonrandom interval
function ρ(s, t) such that
E
[ ∫ t
s
f(r,W (
[r
δ
]
δ))dr
∣∣∣Fs] ≤ ρ(s, t)
for all 0 ≤ s < t, so that Krylov’s estimate cannot be established without this necessary
condition.
Under global Lipschitz condition, it is a classical result that EM’s approximation converges
strongly to its exact solution (see, e.g. [20, 28]). Also, under the one-sided Lipschitz condition
rather than the global Lipschitz condition, there are also many works about the strong conver-
gence of EM’s approximation, which can deal with SDEs with possibly superlinearly growing
coefficients (see, e.g. [16, 27] and references therein). Generally, the linear growth condition
plays a crucial role in the study of EM’s approximation thanks to the observations of Hutzen-
thaler et al. [18, Theorem 2.1] and [19, Theorem 2.1]. There are also many literatures on
numerical approximation of SDEs with irregular coefficients. For instance, Yan [42] for SDEs
with possibly discontinuous coefficients but satisfying the linear growth condition; Kohatsu-Higa
et al. [21] for SDEs with bounded Ho¨lder continuous drifts; Ngo and Taguchi [29] for SDEs with
Ho¨lder continuous drifts and satisfying the sub-linear growth condition. If the coefficients are
bounded, Kozhina [24] performed the sensitivity analysis of the densities of degenerate diffusion
processes based on the parametrix expansions of the underlying densities. But the methods of
previous mentioned works cannot cope with the SDEs with singular drifts such as (1.2) or in
L
q
p. According to the characteristics of b, it is natural to impose the integrability condition to
study the approximation of EM’s scheme.
The convergence rate of EM’s scheme has been investigated for various convergence criteria:
for convergence rate of the expectation of functionals of solutions of SDEs with smooth coeffi-
cients, see Talay and Tubaro [31]; for convergence rate of the distribution function, see Bally
and Talay [3]; for convergence rate of the density, see Bally and Talay [4], Konakov and Menozzi
[23], and Konakov et al. [22]; for convergence rate in the Wasserstein distance, see Alfonsi et al.
[1]. Refer to Kloeden and Platen [20] for reviews.
The purpose of this work is to prove the convergence of EM’s approximation for SDEs with
singular drifts. To this end, there are mainly two issues needing to be addressed. First, in
order that EM’s approximation of a SDE with singular drift is well-defined, it is necessary to
implement certain regularization on the drift such that the drift is well-defined everywhere. As
a consequence, one has to measure the difference between these two processes before and after
performing regularization.
For example, concerning the drift b(t, x) given in (1.2), this drift b is not well defined on
the set N. Therefore, if the initial value of SDE (1.1) happens to be some k ∈ N, its usual
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EM’s approximation cannot be defined. Consequently, one has to complement the definition of
b. For instance, one can define a mollification of b. To this end, let ψ ∈ C∞(Rd;R+) satisfy∫
Rd
ψ(y)dy = 1 and supp(ψ) ⊂ K for some compact set K ⊂ Rd. For ε > 0, let
Z(t, x) =
{ ∞∑
n=1
log
(
1+
1
|x− n|2
)} 1
2
, ψε(x) = ε
−dψ(x/ε),
bε(t, x) =
(
Z(t, ·) ∗ ψε
)
(x)−x =
∫
Rd
Z(t, y)ψε(x− y)dy−x.
(1.3)
Note that when b is inhomogeneous, we may need a mollification in time as well. Associated
with bε, consider the following SDE:
dXε(t) = bε(t,Xε(t))dt+ dW (t), Xε(0) = x0. (1.4)
Therefore, the first issue is to justify whether (Xε(t)) converges to (X(t)) in appropriate sense.
Given b and b˜ in Lqp with p, q > 1 and
d
p +
2
q < 1, let (X
b(t)), (X b˜(t)) be the solutions to SDE
(1.1) associated with the drifts b and b′ respectively. Then, Zhang [46] showed that
E
[
sup
0≤t≤T
|Xb(t)−X b˜(t)|2] ≤ C‖b− b˜‖2
L
q
p(0,T )
(1.5)
for some constant C > 0. This is useful in estimating the convergence of (Xε(t)) to (X(t)) when
b belongs to some Lqp. Whereas, as far as the drift (1.2) is concerned, both this estimate (1.5)
and its method used in [46] do not work any more. Note that the constant C in (1.5) depends
on the norms of b and b˜ in Lqp(0, T ), which restricts the application of (1.5) to the situation that
b− b˜ ∈ Lqp(0, T ) without assuming b, b˜ ∈ Lqp(0, T ). In this work, we shall provide a new estimate
of this difference between (Xε(t)) and (X(t)) in terms of the Wasserstein distance.
Second, after the regularization, EM’s approximation of (Xε(t)) is determined by
dXδε (t) = bε([t/δ]δ,X
δ
ε ([t/δ]δ))dt+ dW (t), X
δ
ε (0) = x0, δ > 0, (1.6)
which is well-defined for every initial value x0. The second issue is to study the convergence
of (Xδε (t)) to (Xε(t)) as δ → 0 and to estimate its convergence rate. During this procedure,
attention should be paid to the nonexplosion of (Xδε (t)) without the linear growth condition or
one-sided Lipschitz condition. Herein, we shall study the weak convergence of EM’s scheme, i.e.
for any bounded measurable function f , the convergence of E[f(Xδε (t))] to E[f(Xε(t))] as δ → 0.
This weak convergence and its convergence rate have been studied by many papers and have
important application in statistics and mathematical finance. Moreover, weak convergence can
also be characterized by the Wasserstein distance and Fortet-Mourier distance (see, [34, Chapter
6]). In this work, we would like to present our results in terms of Fortet-Mourier distance.
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Our strategy of this work is to apply the dimension-free Harnack inequality, initiated due to
Wang [35], together with the Girsanov theorem to investigate the weak convergence of EM’s ap-
proximation. Recently, Wang [37] used the local Harnack inequality to provide some integrability
conditions to ensure the nonexplosion of SDEs with singular drifts and provide more regularity
estimates of the invariant probability measures. Subsequently, this method was developed to
deal with stochastic partial differential equations with singular and path-dependent drifts in
[38]. Compared with the existing methods of studying weak convergence of EM’s scheme, our
method owns two advantages. First, in order to ensure the weak convergence, it is sufficient to
impose an integrability condition w.r.t. a nice probability measure in lieu of the growth condi-
tion. Second, for SDEs with degenerate diffusion coefficients, this method remains applicable in
showing the convergence of EM’s scheme under integrability condition.
The remainder of this paper is organized as follows. The main results are presented in
Section 2. We consider separately the non-degenerate case and the degenerate case. All the
proofs are presented in Section 3.
2 Main results
2.1 Non-degenerate Case
Let (Ω,F ,P) be a probability space with a normal filtration (Ft)t≥0 and let (W (t))t≥0 be a
d-dimensional standard Ft-Brwonian motion. Consider the SDE
dX(t) = b(t,X(t))dt+ σdW (t), X(0) = x0 ∈ Rd, (2.1)
where (W (t)) is a d-dimensional Brownian motion, and b : R+ ×Rd → Rd, σ ∈ Rd×d. The drift
b is assumed to be well-defined for every (t, x) ∈ R+ × Rd. σ is a deterministic d×d matrix
satisfying the condition:
(Hσ) There exists a constant λ > 0 such that λ
−1|x|2 ≤ |σx|2 ≤ λ|x|2 for all x ∈ Rd.
Denote a = σσ∗ = (aij)1≤i,j≤d, where σ
∗ stands for the transpose of the matrix σ. Throughout
this work, SDE (2.1) is assumed to admit a unique weak solution. Let (Xδ(t)), δ > 0, be EM’s
approximation of (X(t)) given by
dXδ(t) = b(tδ ,Xδ(tδ))dt+ σdW (t), Xδ(0) = x0, (2.2)
where tδ = [t/δ]δ, and [t/δ] denotes the integral part of t/δ.
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To proceed, we introduce some notation. For V ∈ C2(Rd), define µ0(dx) = e−V (x)dx and
Z0 = −
d∑
i,j=1
(aij∂jV )ei, (2.3)
where {ei}di=1 is the canonical orthonormal basis of Rd and ∂i is the directional derivative along
ei. Let
V =
{
V ∈C2(Rd); µ0(Rd) = 1, ∃K0 > 0, |Z0(x)−Z0(y)| ≤ K0|x−y|2 ∀x, y ∈ Rd
}
. (2.4)
The Lipschitz condition in (2.4) is used to establish the Harnack inequality. For V ∈ V , define
L0 = tr(a∇2) + Z0 · ∇ =
d∑
i,j=1
aij∂i∂j +
d∑
i=1
〈Z0, ei〉∂i. (2.5)
By the integration by parts formula, L0 is symmetric in L
2(µ0). Then
E0(f, g) := µ0
(〈∇f,∇g〉), f, g ∈ H2,1σ (µ0)
is a symmetric Dirichlet form generated by L0, where H
2,1
σ is the closure of C∞0 (R
d) under the
following norm
‖f‖H2,1σ (µ0) :=
{
µ0(|f |2 + |σ∗∇f |2)
} 1
2 .
Also, for each V ∈ V , it is associated with an auxiliary process (Y (t)) determined by
dY (t) = Z0(Y (t))dt+ σdW (t), Y (0) = x0. (2.6)
For V ∈ V , Z0 is globally Lipschitz continuous, hence, (Y (t)) is nonexplosive (cf. e.g. [26]).
The Wasserstein distance between two probability measures µ, ν on Rd is defined by
W1(µ, ν) = inf
{∫
Rd×Rd
|x− y|pi(dx,dy); pi ∈ C (µ, ν)
}
,
where C (µ, ν) denotes the collection of all probability measures pi on Rd × Rd such that pi(A×
Rd) = µ(A) and pi(Rd ×B) = ν(B) for all Borel measurable sets A, B on Rd. According to the
Kantorovich-Rubinstein Theorem (cf. [32, Theorem 1.14]),
W1(µ, ν) = sup
{∫
Rd
φdµ−
∫
Rd
φdν; ‖φ‖Lip ≤ 1, φ is bounded
}
, (2.7)
where ‖φ‖Lip = supx,y,∈Rd,x 6=y |φ(x)−φ(y)||x−y| . For a sequence of probability measures (µn) on Rd,
µn converges in the Wasserstein distance W1 to some probability measure µ on R
d is equivalent
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to that µn weakly converges to µ and
∫
Rd
|x|µn(dx) converges to
∫
Rd
|x|µ(dx). See [32] or
[30] for more researches on the Wasserstein distance. We denote by L (ζ) the distribution
of a random variable ζ, and by µ(f) the integration of function f w.r.t. the measure µ, i.e.
µ(f) =
∫
Rd
f(x)µ(dx). A closely related distance is the Fortet-Mourier distance (also called
bounded Lipschitz distance):
WbL(µ, ν) = sup
{∫
Rd
φdµ−
∫
Rd
φdν; ‖φ‖Lip + ‖φ‖∞ ≤ 1
}
. (2.8)
The Fortet-Mourier distance can also characterize the weak convergence of the probability mea-
sure space (cf. [33, Chapter 6]).
Theorem 2.1 Let (X(t)) be the solution to SDE (2.1) and (X˜(t)) be the solution to the following
SDE:
dX˜(t) = b˜(t, X˜(t))dt+ σdW (t), X˜(0) = x0, (2.9)
where b˜ : R+ × Rd → Rd. Suppose condition (Hσ) holds. Let T > 0 be given. Assume there
exists V ∈ V such that its associated vector Z0 determined by (2.3), Z(t, x) := b(t, x) − Z0(x)
and Z˜(t, x) := b˜(t, x)− Z0(x) satisfy the following condition:
(H1) There exists a constant η > 2λTd such that
sup
t∈[0,T ]
µ0
(
eη|Z(t,·)|
2)
<∞, and sup
t∈[0,T ]
µ0
(
eη|Z˜(t,·)|
2)
<∞.
Then, for every ξ > d, there exists a constant C = C(K0, T, λ, ξ, η) such that
sup
t∈[0,T ]
WbL(L (X(t)),L (X˜(t))) ≤ C
{∫ T
0
µ0(|Z − Z˜|q0ξ(s, ·))
1
ξ
(1− e−K0s) dξ
ds
} 1
q0 , (2.10)
where q0 = p0/(p0 − 1), p0 =
√
η
2λTd ∧ 2.
Remark 2.2 According to [37, Theorem 2.1], SDEs (2.1) and (2.9) admit a unique solution
under the condition (H1). The right hand side of (2.10) can be viewed as a weighted norm of
Z − Z˜ on [0,∞)×Rd w.r.t. the finite measure ϑξ(t)dt× µ0(dx), where ϑξ(t) = 1
(1−e−K0t)
d
ξ
is an
integrable function on [0,∞) for ξ > d.
Theorem 2.3 Assume (Hσ) holds. Let T > 0 be given. Assume there exists V ∈ V such that
(t, x) 7→ Z(t, x) := b(t, x)−Z0(x) is continuous, where Z0 is associated with V by (2.3). Suppose
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(H2) there exist constants η0 > 0 and η > 4λTd such that
µ0
(
eη0|Z0|
2)
<∞ and sup
t∈[0,T ]
µ0
(
eη|Z(t,·)|
2)
<∞.
Then, for any bounded measurable function f on Rd, it holds
lim
δ→0
E[f(Xδ(t))] = E[f(X(t))], t ∈ [0, T ], (2.11)
and
lim
δ→0
WbL(L (Xδ(t)),L (X(t))) = 0, t ∈ [0, T ]. (2.12)
In order to estimate the weak convergence rate of above EM’s scheme, certain regularity
conditions on the drift b(t, x) are needed. A measurable function h : Rd → R is said to be
polynomially bounded if there exist positive constants K, p such that |h(x)| ≤ K(1+ |x|p) for all
x ∈ Rd.
Theorem 2.4 Suppose the conditions in Theorem 2.3 hold. In addition, assume that there exist
constants K1, m1 > 0, α ∈ (0, 1] and a polynomially bounded function h : Rd → R+ such that
|Z(t, x)− Z(t, y)| ≤ K1(1 + |x|m1 + |y|m1)|x− y|, t ∈ [0, T ], x, y ∈ Rd,
|Z(t, x)− Z(s, x)| ≤ h(x)|t− s|α, t, s ∈ [0, T ], x ∈ Rd. (2.13)
Then, for any bounded measurable function f on Rd,
|E[f(Xδ(t))] − E[f(X(t))]| ≤ Cδ
1
2
∧α, t ∈ [0, T ], (2.14)
and
WbL(L (Xδ(t)),L (X(t))) ≤ Cδ
1
2
∧α, t ∈ [0, T ], (2.15)
where C is a constant depending on λ, d,m1, α,K0,K1, η and supt≤T E[h(Y (t))]. Because of the
linear growth of Z0 and the polynomial boundedness of h, supt≤T E[h(Y (t))] is finite.
Example 2.1 Let b and bε be given by (1.2) and (1.3). In addition, without loss of the gener-
ality, assume supp(ψ) ⊂ [−1, 1]. Then, take µ0(dx) = e
−x2/2
√
2pi
dx. Correspondingly,
Z0(x) = −x, Z(x) =
{ ∞∑
n=1
log
(
1 +
1
|x− n|2
)} 1
2
.
For any η > 0, it holds
µ0
(
eη|Z|
2
)
<∞. (2.16)
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Precisely, it is sufficient to show the finiteness of this integral over the positive half line. To this
end, for k ∈ N, it holds
∫ k+ 3
2
k+ 1
2
e
η
∑∞
n=1 log
(
1+ 1|x−n|2
)
µ0(dx)
≤
∫ k+ 3
2
k+ 1
2
e
η log
(
1+ 1|x−k−1|2
)
e
η
∑k−1
ℓ=0 log
(
1+ 1
( 12+ℓ)
2
)
e
η
∑∞
ℓ=0 log
(
1+ 1
( 12+ℓ)
2
)
µ0(dx)
≤ e2η
∑∞
ℓ=0 log
(
1+ 1
( 12+ℓ)
2
) ∫ k+ 3
2
k+ 1
2
(
1 +
1
|x− k − 1|2
)η
µ0(dx)
≤ e2η
∑∞
ℓ=0 log
(
1+ 1
( 12+ℓ)
2
)
e−(k+
1
2
)2/2
√
2pi
( ∫ 1
2
− 1
2
(
1 +
1
|x|2
)η
dx
)
.
Then ∫ ∞
1
2
e
η
∑∞
n=1 log
(
1+ 1|x−n|2
)
µ0(dx) =
∞∑
k=0
∫ k+ 3
2
k+ 1
2
e
η
∑∞
n=1 log
(
1+ 1|x−n|2
)
µ0(dx)
≤ e2η
∑∞
ℓ=0 log
(
1+ 1
( 12+ℓ)
2
)(∫ 1
2
− 1
2
(
1 +
1
|x|2
)η
dx
) ∞∑
k=0
e−(k+
1
2
)2/2
√
2pi
<∞.
Hence (2.16) holds. Similarly, one can show that
Zε(x) =
(
Z ∗ ψε
)
(x) and
dZε(x)
dx
=
∫
R
Z(y)
d
dx
ψε(x− y)dy, x ∈ Rd,
are all bounded.
Let (Xε(t)) and (X
δ
ε (t)) be determined by (1.4) and (1.6) respectively. Then, according to
Theorem 2.1 and Theorem 2.4, for every given T > 0, ξ > 1, there exists a constant C such that
WbL(L (Xε(t)),L (X(t))) ≤ C
(
µ0(|Z − Zε|2ξ)
) 1
2ξ , t ∈ [0, T ],
and
WbL(L (X
δ
ε (t)),L (Xε(t))) ≤ Cδ
1
2 , t ∈ [0, T ].
2.2 Degenerate Case
It is known that uniformly elliptic condition plays an important role in the study of EM’s scheme.
As shown by Hairer et al. [15, Theorem 5.1], an example SDE with globally bounded and smooth
coeffiecients was constructed to show that the standard EM’s approximation converges to the
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exact solution of this SDE in the strong and weak sense, but at a rate that is slower than any
power law. Whereas, our method used in the previous subsection can be extended without much
additional difficulties to the case of degenerate SDEs in the form:
dX(1)(t) = X(2)(t)dt,
dX(2)(t) = b(t,X(1)(t),X(2)(t))dt+ σdW (t).
(2.17)
This system is known as a stochastic damping Hamiltonian system. We shall use (X(1)(t, x1),
X(2)(t, x2)) to denote the solution to (2.17) with initial value (x1, x2) ∈ R2d. For any f ∈
Bb(R
2d), the set of all bounded measurable functions on R2d, let
Ptf(x1, x2) = Ef
(
X(1)(t, x1),X
(2)(t, x2)
)
.
Then u(t, x1, x2) := Ptf(x1, x2) solves a degenerated Fokker-Planck type equation, which has
recently attracted much attention in the name “kinetic Fokker-Planck equation”; see Villani
[34]. The long time behavior of Pt has been investigated in [5, 41]. Guillin and Wang in [11]
established the Bismut formula and Harnack inequality of this system. The sensitivity analysis of
the densities of such system in time-homogeneous case w.r.t. a perturbation of the coefficients of
non-degenerate component has been performed by Kozhina [24] following [22]. Their proofs are
based on the parametrix expansions of the underlying densities, which demands, in particular,
the boundedness of the coefficients.
The results in the previous subsection all have their corresponding extension to the degen-
erate system (2.17). In what follows, the corresponding extension of Theorems 2.1, 2.3 and 2.4
are presented.
Let (X˜(1)(t), X˜(2)(t)) be the solution to the following SDE:
dX˜(1)(t) = X˜(2)(t)dt,
dX˜(2)(t) = b˜(t, X˜(1)(t), X˜(2)(t))dt+ σdW (t),
(2.18)
where b˜ : R+ × R2d → Rd. Throughout this subsection, we assume that SDEs (2.17) and (2.18)
admit unique weak solutions.
Theorem 2.5 Let T > 0 be given. Suppose that (Hσ) holds and there exists V ∈ V such that
Z0, Z(t, x1, x2) := b(t, x1, x2)− Z0(x2), Z˜(t, x1, x2) := b˜(t, x1, x2)− Z0(x2) satisfy:
(A1) there exists η > 2λTd such that
sup
t∈[0,T ],x1∈Rd
µ0
(
eη|Z(t,x1,·)|
2
)
<∞, sup
t∈[0,T ],x1∈Rd
µ0
(
eη|Z˜(t,x1,·)|
2
)
<∞. (2.19)
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Then, it holds for every ξ > d that
sup
t∈[0,T ]
WbL
(
L (X(1)(t),X(2)(t)),L (X˜(1)(t), X˜(2)(t))
)
≤ C
{∫ T
0
µ0
(
supx1∈Rd |Z(s, x1, ·)− Z˜(s, x1, ·)|q0ξ
) 1
ξ
(1− e−K0s) dξ
ds
} 1
q0 ,
(2.20)
where q0 = p0/(p0 − 1), p0 =
√
η
2λTd ∧ 2.
Next, let us consider EM’s approximation of SDE (2.17), which is determined by
dX
(1)
δ (t) = X
(2)
δ (t)dt,
dX
(2)
δ (t) = b(tδ,X
(1)
δ (tδ),X
(2)
δ (tδ))dt+ σdW (t),
(2.21)
where tδ = [t/δ]δ for δ > 0.
Theorem 2.6 Let T > 0 be given. Assume that (Hσ) holds and there exists V ∈ V such that
(t, x1, x2) 7→ Z(t, x1, x2) := b(t, x1, x2)− Z0(x2) is continuous. Suppose that
(A2) there exist constants η0 > 0, η > 4λTd such that
µ0
(
eη0|Z0|
2)
<∞ and sup
t∈[0,T ]
µ0
(
sup
x1∈Rd
eη|Z(t,x1,·)|
2)
<∞.
Then, for any bounded measurable function f on R2d,
lim
δ→0
∣∣Ef(X(1)δ (t),X(2)δ (t))− Ef(X(1)(t),X(2)(t))∣∣ = 0, (2.22)
and
lim
δ→0
WbL
(
L (X
(1)
δ (t),X
(2)
δ (t)),L (X
(1)(t),X(2)(t))
)
= 0. (2.23)
Theorem 2.7 Assume the conditions of Theorem 2.6 are fulfilled, and further assume that there
exist K2, m2 > 0, α ∈ (0, 1] and a polynomial bounded function g : R2d → R+ such that
|Z(t, x1, x2)− Z(t, y1, y2)| ≤ K2
(
1+|x1|m2+|x2|m2+|y1|m2+|y2|m2
)|x2 − y2|,
|Z(t, x1, x2)− Z(s, x1, x2)| ≤ g(x1, x2)|t− s|α
(2.24)
for t, s ∈ [0, T ], x1, x2, y1, y2 ∈ Rd. Then, for any bounded measurable function f on R2d,∣∣Ef(X(1)δ (t),X(2)δ (t))− Ef(X(1)(t),X(2)(t))∣∣ ≤ Cδ 12∧α, (2.25)
and
WbL
(
L (X
(1)
δ (t),X
(2)
δ (t)),L (X
(1)(t),X(2)(t))
) ≤ Cδ 12∧α (2.26)
for some positive constant C.
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3 Proofs of the main results
3.1 Non-degenerate Case
The basic idea to prove the main results is to construct an auxiliary process which provides a
new representation of (X(t)) or its EM’s approximation (Xδ(t)) based on the Girsanov theorem.
Then the key point is to apply the Harnack inequality to verify Novikov’s condition so that this
kind of transformation is well-defined. Precisely, for V ∈ V , its associated process (Y (t)) is
defined by (2.6). The global Lipschitz condition of Z0 ensures that (Y (t)) is nonexplosive. Let
T > 0 be given. Let us rewrite (Y (t)) into the following form:
dY (t) = b(t, Y (t))dt+ σ
(
dW (t)− σ−1b(t, Y (t))dt+ σ−1Z0(Y (t))dt
)
= b(t, Y (t))dt+ σdŴ1(t),
(3.1)
where
Ŵ1(t) =W (t) +
∫ t
0
σ−1
(
Z0(Y (s))− b(s, Y (s))
)
ds =W (t)−
∫ t
0
σ−1Z(s, Y (s))ds. (3.2)
If Novikov’s condition
E exp
[1
2
∫ T
0
|σ−1(Z(s, Y (s)))|2ds
]
<∞ (3.3)
holds, then
Q1 := exp
[ ∫ T
0
〈σ−1(Z(s, Y (s))),dW (s)〉 − 1
2
∫ T
0
|σ−1(Z(s, Y (s)))|2ds
]
P (3.4)
is a probability measure. Applying the Girsanov theorem, (Ŵ1(t)) is a new Brownian motion
under the probability Q1. Moreover, (Y (t), Ŵ1(t)) under Q1 is also a solution of (2.1). By the
weak uniqueness of the solution to (2.1), (Y (t)) under Q1 has the same distribution as that of
(X(t)) under P.
In order to deal with EM’s approximation (Xδ(t)), rewrite (2.6) into the following form:
dY (t) = b(tδ, Y (tδ))dt+ σdŴ2(t), (3.5)
where
Ŵ2(t) =W (t) +
∫ t
0
σ−1(Z0(Y (s))− b(sδ, Y (sδ)))ds, t ∈ [0, T ]. (3.6)
If
E exp
[1
2
∫ T
0
|σ−1(Z0(Y (s))− b(sδ, Y (sδ)))|2ds
]
<∞ (3.7)
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holds, then
Q2 := exp
[
−
∫ T
0
〈σ−1(Z0(Y (s))− b(sδ, Y (sδ))),dW (s)〉
− 1
2
∫ T
0
|σ−1(Z0(Y (s))− b(sδ, Y (sδ)))|2ds
]
P
(3.8)
is a probability measure. Hence, the Girsanov theorem yields that (Ŵ2(t)) is a new Brownian
motion under the probabilityQ2. (Y (t), Ŵ2(t)) underQ2 is a solution of (2.2). By the uniqueness
of solution for (2.2), (Y (t)) under Q2 has the same distribution as that of (Xδ(t)) under P.
Let us first make some preparations before proving the main results.
Lemma 3.1 Let G : R+ × Rd → R+ be a measurable function and β > 0 be a constant.
(i) If there exists a constant ξ > d such that supt∈[0,T ] µ0(G
ξ(t, ·)) <∞, then
E
[ ∫ T
0
G(s, Y (s))ds
]
≤ C sup
t∈[0,T ]
µ0(G
ξ(t, ·)) 1ξ <∞ (3.9)
for some constant C = C(T, ξ,K0) > 0.
(ii) If there exists a constant η such that η > βTd and sup
t∈[0,T ]
µ0
(
eηG(t,·)
)
<∞, then
E
[
eβ
∫ T
0 G(s,Y (s))ds
]
<∞, and E
[
eβ
∫ T
0 G(s,Y (sδ))ds
]
<∞. (3.10)
Proof We first prove the assertion (ii), and then (i) follows immediately. Let P 0t denote the
semigroup corresponding to the process (Y (t)) defined by (2.6) with initial value Y (0) = x.
Hence, the semigroup P 0t is symmetric w.r.t. µ0. Since V ∈ V , according to [36, Theorem 1.1],
for p > 1, the following Harnack inequality holds:(
P 0t f(x)
)p
≤ P 0t fp(y) exp
[ K0√p√
p− 1 ·
|x− y|2
1− e−K0t
]
, ∀ f ∈ B+b (Rd). (3.11)
Applying the Harnack inequality (3.11), we get for γ > 0 and N > 0{
EeγG(t,Y (t))∧N
}p
=
{
P 0t e
γG(t,·)∧N
}p
(x)
≤
{
P 0t e
γpG(t,·)∧N
}
(y) exp
[ K0√p√
p− 1 ·
|x− y|2
1− e−K0t
]
.
Passing to the limit as N → +∞, it follows from Fatou’s lemma that{
P 0t e
γG(t,·)
}p
(x) ≤
{
P 0t e
γpG(t,·)
}
(y) exp
[ K0√p√
p− 1 ·
|x− y|2
1− e−K0t
]
. (3.12)
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Denote B(x, r) = {y ∈ Rd; |y − x| ≤ r} for r > 0, x ∈ Rd. Integrating both sides of (3.12) w.r.t.
µ0 over the set B(x,
√
1− e−K0t), we obtain{
P 0t e
γG(t,·)(x)
}p
µ0
(
B
(
x,
√
1− e−K0t))
≤
∫
B(x,
√
1−e−K0t)
{
P 0t e
γpG(t,·)
}
(y)e
K0
√
p√
p−1 ·
|x−y|2
1−e−K0t µ0(dy)
≤
∫
B(x,
√
1−e−K0t)
{
P 0t e
γpG(t,·)
}
(y)e
K0
√
p√
p−1 µ0(dy)
≤ e
K0
√
p√
p−1 µ0(e
γpG(t,·)).
(3.13)
Since µ0 has strictly positive and continuous density e
−V w.r.t. the Lebesgue measure, there
exists Γ ∈ C(Rd; (0,∞)) such that µ0(B(x, t)) ≥ Γ(x)td for t ∈ (0, 1] and x ∈ Rd. Invoking
(3.13), we obtain
EeγG(t,Y (t)) ≤ Γ(x)− 1p e
K0
p−√pµ0
(
eγpG(t,·)
) 1
p 1(
1− e−K0t)d/p , t ∈ (0, T ]. (3.14)
Combining this with Jensen’s inequality, we get
E
[
eβ
∫ T
0 G(t,Y (t))dt
]
≤ 1
T
∫ T
0
E
[
eβTG(t,Y (t))
]
dt
≤ C
Γ(x)1/p
sup
t∈[0,T ]
µ0
(
eβTpG(t,·)
)1/p ∫ T
0
1
(1− e−K0t)d/p dt,
(3.15)
where C = C(p, T,K0) is a constant. Taking d < p <
η
βT in (3.15), it follows from the assumed
condition in (ii) that
E
[
eβ
∫ T
0
G(t,Y (t))dt
]
<∞.
Similarly, by taking d < p < ηβT and using the Harnack inequality (3.11), we can deduce that
E
[
eβ
∫ T
0
G(s,Y (sδ))ds
]
= E
[
eβ
∫ δ
0
G(s,Y (sδ))ds+β
∫ T
δ
G(s,Y (sδ))ds
]
≤ e
β
∫ δ
0 G(s,x)ds
T − δ
∫ T
δ
E
[
eβ(T−δ)G(Y (sδ))
]
ds
≤ e
K0
p−√p
T − δ ·
eβ
∫ δ
0
G(s,x)ds
Γ(x)1/p
· sup
t∈[δ,T ]
µ0
(
eβ(T−δ)pG(t,·)
)1/p ∫ T
δ
1
(1−e−K0sδ)d/pds
≤ C sup
t∈[0,T ]
µ0
(
eβ(T−δ)pG(t,·)
)1/p ∫ T
0
1
(1− e−K0s)d/pds <∞,
(3.16)
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where C = C(p, T,K0) is a constant.
In order to establish (3.9), noticing ξ > d, we obtain from (3.14) that
E[G(s, Y (s))] ≤ e
K0
ξ−√ξµ0(G
ξ(s, ·)) 1ξ
Γ(x)
1
ξ (1− e−K0s) dξ
, s ∈ (0, T ], (3.17)
and hence
E
[ ∫ T
0
G(s, Y (s))ds
]
≤ e
K0
ξ−√ξ
Γ(x)
1
ξ
(∫ T
0
1
(1− e−K0s)d/ξ ds
)
sup
s∈[0,T ]
µ0(G
ξ(s, ·)) 1ξ <∞.
The proof is complete. 
Lemma 3.2 Assume that there exists η > 2λTd such that
sup
t∈[0,T ]
µ0
(
eη|Z(t,·)|
2
)
<∞. (3.18)
Then for every γ > 1,
E
[
sup
0≤t≤T
|X(t)|γ] <∞. (3.19)
Proof Denote by
Mt =
∫ t
0
〈σ−1Z(s, Y (s)),dW (s)〉, and 〈M〉t =
∫ t
0
|σ−1Z(s, Y (s))|2ds. (3.20)
Since (3.18) holds for η > 2λTd and |σ−1Z(t, ·)|2 ≤ λ|Z(t, ·)|2, by virtue of Lemma 3.1, we get
Ee
1
2
〈M〉t <∞, t ∈ (0, T ],
which implies that t 7→ exp (Mt − 12〈M〉t) is an exponential martingale for t ∈ [0, T ]. The
Girsanov theorem yields that (Ŵ1(t))t≤T is a Brownian motion under Q1 and further (Y (t))t≤T
under Q1 defined by (3.4) is also a solution of (2.1). Then the weak uniqueness of SDE (2.1)
means that (X(t))t≤T under P has the same distribution as (Y (t))t≤T under Q1. Denote by
E = EP the expectation w.r.t. P, and by EQ1 the expectation w.r.t. Q1. Therefore,
E
[
sup
0≤t≤T
|X(t)|γ] = EQ1[ sup
0≤t≤T
|Y (t)|γ] = E[dQ1
dP
· sup
0≤t≤T
|Y (t)|γ
]
≤ E
[(dQ1
dP
)p] 1
p
E
[
sup
0≤t≤T
|Y (t)|γq
] 1
q
, p, q > 1,
1
p
+
1
q
= 1.
(3.21)
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By [26, Theorem 2.4.4], the global Lipschitz condition of Z0 yields that
E
[
sup
0≤t≤T
|Y (t)|γq] <∞. (3.22)
Meanwhile,
E
[(dQ1
dP
)p]
= E
[
exp
(
pMT − p
2
〈M〉T
)]
≤ E
[
exp
(
2pMT − 2p2〈M〉T
)] 1
2
E
[
exp
(
p(2p − 1)〈M〉T
)]1
2
.
(3.23)
As limp↓1 2p
2 = 2 and limp↓1 p(2p− 1) = 1, there exists p0 > 1 such that 2p20λTd < η and hence
p0(2p0 − 1)λTd < η. So, by Lemma 3.1,
E
[
exp(2p20〈M〉T )
]
<∞, E[ exp (p0(2p0 − 1)〈M〉T )] <∞.
This implies that t 7→ exp (2p0Mt − 2p20〈M〉t) is an exponential martingale for t ∈ [0, T ]. Con-
sequently, we derive from (3.23) that
E
[(dQ1
dP
)p0]
<∞. (3.24)
Inserting (3.24), (3.22) into (3.21) by taking p = p0 and q = p0/(p0 − 1), we obtain the desired
result (3.19). 
Proof of Theorem 2.1 Similar to the representation of (X(t)) through the auxiliary process
(Y (t)) determined by (2.6), (X˜(t)) can also be represented through (Y (t)). Indeed, setting
W˜ (t) =W (t)−
∫ t
0
σ−1Z˜(s, Y (s))ds for t ∈ [0, T ],
rewrite (Y (t)) as
dY (t) = b˜(t, Y (t))dt+ σdW˜ (t),
then
Q˜ := exp
[ ∫ T
0
〈σ−1Z˜(s, Y (s)),dW (s)〉 − 1
2
∫ T
0
|σ−1Z˜(s, Y (s))|2ds
]
P (3.25)
is a probability measure if
E
{
exp
[1
2
∫ T
0
|σ−1Z˜(s, Y (s))|2ds
]}
<∞. (3.26)
Moreover, by Lemma 3.1, under condition (H1), the estimate (3.26) holds. Therefore, Q˜ is a
probability measure and further (W˜ (t))t∈[0,T ] is a new Brownian motion under Q˜ according to
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the Girsanov theorem. The uniqueness of the solution to SDE (2.9) yields that (Y (t))t∈[0,T ]
under Q˜ has the same distribution of (X˜(t))t∈[0,T ] under P.
Consequently, for any bounded measurable function f on Rd with ‖f‖∞ ≤ 1, it holds,∣∣Ef(X(t))− Ef(X˜(t))∣∣ = ∣∣EQ1f(Y (t)) − EQ˜f(Y (t))∣∣
=
∣∣∣E[(dQ1
dP
− dQ˜
dP
)
f(Y (t))
]∣∣∣
≤ E
∣∣∣dQ1
dP
− dQ˜
dP
∣∣∣, t ∈ [0, T ].
Setting
MT =
∫ T
0
〈σ−1Z(s, Y (s)),dW (s)〉, M˜T =
∫ T
0
〈σ−1Z˜(s, Y (s)),dW (s)〉,
and
〈M〉T =
∫ T
0
|σ−1Z(s, Y (s))|2ds, 〈M˜〉T =
∫ T
0
|σ−1Z˜(s, Y (s))|2ds,
by using |ex − ey| ≤ (ex + ey)|x− y| for all x, y ∈ R, we obtain that∣∣Ef(X(t))− Ef(X˜(t))∣∣
≤ E
[(dQ1
dP
+
dQ˜
dP
)∣∣MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜ 〉T
∣∣]
≤ E
[(dQ1
dP
+
dQ˜
dP
)p] 1
p
E
[∣∣MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜ 〉T
∣∣q] 1q
(3.27)
for p, q > 1 with 1/p + 1/q = 1.
For the first term in (3.27), since η > 2λTd, the estimate (3.24) in Lemma 3.2 implies that
there exists some p satisfying
1 < p < p0 =
(√ η
2λTd
)
∧ 2
such that
E
[(dQ1
dP
)p]
<∞, and E
[(dQ˜
dP
)p]
<∞. (3.28)
For the second term of (3.27), let us consider first the estimate of E
[|MT − M˜T |q] then the
estimate of E
[∣∣〈M〉T −〈M˜〉T ∣∣q]. As q = p/(p−1) > 2, it follows from Burkholder-Davis-Gundy’s
inequality and Jensen’s inequality that
E
[|MT − M˜T |q] ≤ CqE[(∫ T
0
|σ−1(Z − Z˜)(s, Y (s))|2ds
) q
2
]
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≤ CqT
q
2
−1λ
q
2E
[ ∫ T
0
|Z − Z˜|q(s, Y (s))ds
]
.
Because
sup
t∈[0,T ]
µ0(e
η|Z(t,·)|2) <∞, sup
t∈[0,T ]
µ0(e
η|Z˜(t,·)|2) <∞,
it follows that for every ξ > d
sup
t∈[0,T ]
µ0
(|Z(t, ·) − Z˜(t, ·)| qξ2 ) <∞. (3.29)
Then, the inequality (3.17) in Lemma 3.1 implies that
E
[
|Z(s, Y (s))− Z˜(s, Y (s))|q
]
≤ e
K0
ξ−√ξµ0
(|Z(s, ·)− Z˜(s, ·)|qξ) 1ξ
Γ(x0)
1
ξ (1− e−K0s) dξ
, s ∈ [0, T ],
where x0 denotes the initial value of (Y (t)). Therefore,
E
[|MT − M˜T |q] ≤ CqT q2−1λ q2 ∫ T
0
ds
(1− e−K0s) dξ
(∫
Rd
|Z(s, y)− Z˜(s, y)|qξdµ0(y)
) 1
ξ
. (3.30)
To proceed,
E
[∣∣〈M〉T − 〈M˜〉T ∣∣q]
≤ E
[(∫ T
0
|σ−1(Z − Z˜)(s, Y (s))|(|σ−1Z|+ |σ−1Z˜|)(s, Y (s))ds)q]
≤ E
[(∫ T
0
|σ−1(Z−Z˜)|γ(s, Y (s))ds
)q] 1
γ
E
[(∫ T
0
(|σ−1Z|+|σ−1Z˜|)γ′(s, Y (s))ds)q] 1γ′ ,
where γ, γ′ > 1 satisfy 1/γ + 1/γ′ = 1. By (3.29) and Lemma 3.1,
E
[( ∫ T
0
(|σ−1Z|+ |σ−1Z˜|)γ′(s, Y (s))ds)q] 1γ′ <∞. (3.31)
Applying (3.17) and Jensen’s inequality again, we get, for every ξ > d,
E
[( ∫ T
0
|σ−1(Z − Z˜)|γ(s, Y (s))ds
)q] 1
γ
≤ λ q2T q−1γ e
K0
ξ−√ξ
Γ(x0)
1
ξ
{∫ T
0
ds
(1− e−K0s) dξ
(∫
Rd
|Z(s, y)− Z˜(s, y)|γqξdµ0(y)
) 1
ξ
} 1
γ
.
(3.32)
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Invoking (3.30), (3.31) and (3.32), for every ξ > d, γ > 1, there exists a constant C =
C(K0, T, λ, ξ, γ, q) such that
E
[|MT − M˜t − 1
2
〈M〉T + 1
2
〈M˜〉T |q
]
≤ C(E[|MT − M˜T |q] + 1
2
E[|〈M〉T − 〈M˜ 〉T |q]
)
≤ C
{∫ T
0
µ0
(|Z − Z˜|qξ(s, ·)) 1ξ
(1− e−K0s) dξ
ds+
( ∫ T
0
µ0
(|Z − Z˜|γqξ(s, ·)) 1ξ
(1− e−K0s) dξ
ds
) 1
γ
} (3.33)
Consequently, inserting (3.28), (3.33) into (3.27), we arrive at
|Ef(X(t))− Ef(X˜(t))|
≤ C
{∫ T
0
µ0
(|Z − Z˜|qξ(s, ·)) 1ξ
(1− e−K0s) dξ
ds+
( ∫ T
0
µ0
(|Z − Z˜|γqξ(s, ·)) 1ξ
(1− e−K0s) dξ
ds
) 1
γ
} 1
q
.
(3.34)
Letting γ → 1 and q → q0 = p0/(p0 − 1), we have
|Ef(X(t))− Ef(X˜(t))| ≤ C
{∫ T
0
µ0(|Z − Z˜|q0ξ(s, ·))
1
ξ
(1− e−K0s) dξ
ds
} 1
q0 . (3.35)
Taking the supremum of f in (3.34) over all bounded measurable functions f with ‖f‖Lip +
‖f‖∞ ≤ 1, the formula (2.8) yields (2.10) and hence completes the proof. 
In order to prove Theorem 2.3 and Theorem 2.4, we have to make some prepartions con-
cerning the representation (3.5)-(3.8) of EM’s approximation (Xδ(t)).
Lemma 3.3 Suppose (Hσ) holds. Let V ∈ V , T > 0, β > 0 be given. Assume there exist η0 > 0
and η > 2βλTd such that
µ0(e
η0|Z0|2) <∞ and sup
t∈[0,T ]
µ0
(
eη|Z(t,·)|
2)
<∞.
Then
E
[
exp
(
β
∫ T
0
|σ−1(Z0(Y (s))− b(sδ, Y (sδ)))|2ds
)]
<∞ (3.36)
if
δ <
η0
8K0βλ2γ0Tη0 + 2βλγ0K0(T + 1)d
∧ 1,
where γ0 =
η
η−2βλTd . In particular, when Z0 is bounded, then (3.36) holds for all δ ∈ (0, 1).
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Proof By Ho¨lder’s inequality, it holds
E exp
[
β
∫ T
0
|σ−1(Z0(Y (s))− b(sδ, Y (sδ)))|2ds
]
= E exp
[
β
∫ T
0
|σ−1(Z0(Y (s))− Z0(Y (sδ))− Z(sδ, Y (sδ)))|2
]
≤ E exp
[
2βλ
∫ T
0
(|Z0(Y (s))− Z0(Y (sδ))|2 + |Z(sδ, Y (sδ))|2)ds]
≤
{
E
[
e2βλγ
∫ T
0
|Z0(Y (s))−Z0(Y (sδ))|
2ds
]} 1γ{
E
[
e2βλγ
′ ∫ T
0
|Z(sδ,Y (sδ))|
2ds
]} 1
γ′
=: I · II,
(3.37)
where γ, γ′ > 1 with 1/γ + 1/γ′ = 1.
First, let us consider the second term II. Under the condition that for some η > λTd such
that
sup
t∈[0,T ]
µ0
(
eη|Z(t,·)|
2)
<∞,
Take γ′ > 1 such that 2βλγ′Td < η. According to (3.14) by replacing G with Z(tδ, ·),
Ee2βλγ
′|Z(tδ,Y (tδ))|2 ≤ Γ(x)− 1p e
K
p−√p
(1− e−Ktδ)d/p supt∈[0,T ]
µ0
(
e2βλγ
′|Z(tδ,·)|2
) 1
p
<∞, tδ > 0.
Similar to (3.16) by replacing β there with 2βλγ′, we deduce that
E
[
e2βλγ
′ ∫ T
0 |Z(sδ,Y (sδ))|
2ds
]
<∞.
Therefore, the second term II <∞ if 1 < γ′ < η/(2βλTd).
Next, we go to study the term I. For s ∈ (0, T ], (2.5) yields
Y (s) = Y (sδ) +
∫ s
sδ
Z0(Y (r))dr + σ(W (s)−W (sδ)),
then
|Y (s)− Y (sδ)|2 ≤ 2
( ∫ s
sδ
|Z0(Y (r))|dr
)2
+ 2λ|W (s)−W (sδ)|2.
As V ∈ V ,
I γ = E
[
e2βλγ
∫ T
0 |Z0(Y (s))−Z0(Y (sδ))|
2ds
]
≤ E
[
e2βλγK0
∫ T
0 |Y (s)−Y (sδ)|
2ds
]
≤ E
[
exp
(
4βλγK0
∫ T
0
( ∫ s
sδ
|Z0(Y (r))|2dr + λ|W (s)−W (sδ)|2
)
ds
)]
≤ E
[
e
4pβλγK0
∫ T
0
( ∫ s
sδ
|Z0(Y (r))|dr
)2
ds
] 1
p · E
[
e4qβλ
2γK0
∫ T
0 |W (s)−W (sδ)|
2ds
]1
q
,
(3.38)
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where p, q > 1 with 1/p + 1/q = 1.
On one hand, direct calculation yields that
E
[
e
4pβλγK0
∫ T
0
( ∫ s
sδ
|Z0(Y (r))|dr
)2
ds
]
≤ E
[
e
4pβλγK0
∫ T
0
(s−sδ)
∫ s
sδ
|Z0(Y (r))|2drds
]
≤ E
[
e4pβλγK0δ(T+δ)
∫ T
0 |Z0(Y (r))|
2dr
]
.
(3.39)
According to Lemma 3.1, if
4pβλγK0δ(T + δ)Td < η0, (3.40)
then it follows from µ0(e
η0|Z0|2) <∞ that
E
[
e
4pβλγK0
∫ T
0
( ∫ s
sδ
|Z0(Y (r))|dr
)2
ds
]
≤ E
[
e4pβλγK0δ(T+δ)
∫ T
0 |Z0(Y (r))|
2dr
]
<∞.
On the other hand, letting θ = 4qβλ2γK0, if
2δθT < 1, (3.41)
then
E
[
eθ
∫ T
0
|W (s)−W (sδ)|
2ds
]
≤ 1
T
∫ T
0
E
[
eθT |W (s)−W (sδ)|
2ds
]
ds
=
1
T
∫ T
0
∫
Rd
1
(2pi)d/2
e−
(1−2(s−sδ)θT )x2
2 dxds <∞.
(3.42)
In conclusion, in order to ensure II < ∞, γ′ should satisfy 1 < γ′ < η2βλTd , which means
further that γ satisfies γ > γ0 :=
η
η−2βλTd . For the purpose that I <∞, p, q must be chosen so
that (3.40) and (3.41) hold, that is,
δ <
η0
4pβλγ0K0(T + 1)
∧ 1, and δ < 1
8qK0βλ2γ0T
. (3.43)
Thus, δ must satisfy
δ < sup
{ η0
4pβλγ0K0(T + 1)
∧ 1
8qK0βλ2γ0T
; p, q > 1,
1
p
+
1
q
= 1
}
∧ 1,
where a ∧ b = min{a, b}. Taking the optimal choice of p, q in the previous inequality, we get
δ <
η0
8K0βλ2γ0Tη0 + 2βλγ0K0(T + 1)d
∧ 1. (3.44)
This means that when δ satisfies (3.44), there exists p, q > 1 with 1/p + 1/q = 1 such that
I <∞. In all, when η > 2βλTd and δ satisfies (3.44), there exist γ > γ0 > 1 and γ′ = γ/(γ− 1)
such that II <∞ and I <∞. Then the desired estimate (3.36) follows from (3.37) immediately.
At last, when Z0 is bounded, it holds µ0(e
η0|Z0|2) < ∞ for all η0 > 0. Hence, for every
δ ∈ (0, 1), (3.44) holds by taking η0 large enough. Thus, (3.36) holds. 
21
Lemma 3.4 Assume that there exist η0 > 0 and η > 4λTd such that
µ0
(
eη0|Z0|
2)
<∞ and sup
0≤t≤T
µ0
(
eη|Z(t,·)|
2)
<∞. (3.45)
Suppose
δ <
η0
16K0λ2γ0Tη0 + 4λγ0K0(T + 1)d
∧ 1,
where γ0 =
η
η − 4λTd . Then, for every γ > 1, EM’s approximation (Xδ(t)) satisfies
E
[
sup
0≤t≤T
|Xδ(t)|γ
]
<∞. (3.46)
Proof Let
M̂t = −
∫ t
0
〈σ−1(Z0(Y (s))− b(sδ, Y (sδ))),dW (t)〉,
〈M̂〉t =
∫ t
0
∣∣σ−1(Z0(Y (s))− b(sδ, Y (sδ)))∣∣2ds, t ∈ [0, T ].
(3.47)
Under the hypothesis of this lemma, by virtue of Lemma 3.3, it holds
Ee
1
2
〈 M̂ 〉t <∞, t ∈ (0, T ],
which yields that t 7→ exp (M̂t − 12〈M̂〉t) is an exponential martingale for t ∈ [0, T ]. Using
the Girsanov theorem and the representation (3.5) of (Xδ(t)) in terms of (Y (t)), we have that
(Xδ(t))t≤T under P admits the same distribution as (Y (t))t≤T under Q2. Consequently,
E
[
sup
0≤t≤T
|Xδ(t)|γ
]
= EQ2
[
sup
0≤t≤T
|Y (t)|γ] = E[dQ2
dP
· sup
0≤t≤T
|Y (t)|γ
]
≤ E
[(dQ2
dP
)p] 1
p
E
[
sup
0≤t≤T
|Y (t)|γq
]1
q
, p, q > 1,
1
p
+
1
q
= 1.
(3.48)
Then, following the same line of the proof of Lemma 3.2, whereas in this situation applying
Lemma 3.3 instead of Lemma 3.1, we can prove (3.46). The details are omitted. 
Proof of Theorem 2.3 Under the hypothesis of this theorem, (X(t))t≤T under P has the same
distribution as (Y (t)) under Q1, and (Xδ(t))t≤T under P has the same distribution as (Y (t))
under Q2. Therefore, for every bounded measurable function f on R
d,
|Ef(X(t))− Ef(Xδ(t))| = |EQ1f(Y (t))− EQ2f(Y (t))|
≤ KfE
[∣∣∣dQ1
dP
− dQ2
dP
∣∣∣], (3.49)
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where Kf = sup{|f(x)|; x ∈ Rd} < ∞. Recall that MT , M̂T be defined by (3.20) and (3.47)
respectively. By the inequality |ex − ey| ≤ (ex + ey)|x− y| for all x, y ∈ R, we get
E
[∣∣∣dQ1
dP
− dQ2
dP
∣∣∣] ≤ E[(dQ1
dP
+
dQ2
dP
)∣∣MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜〉T
∣∣]
≤ E
[(dQ1
dP
+
dQ2
dP
)p] 1
p
E
[∣∣MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜〉T
∣∣q] 1q (3.50)
for p, q > 1 with 1/p + 1/q = 1.
According to the hypothesis η > 4λTd, there exists p0 > 1 such that 4p
2
0λTd < η. Invoking
the estimate (3.24), we know that
E
[(dQ1
dP
)p0]
<∞.
Furthermore, by Ho¨lder’s inequality,
E
[(dQ2
dP
)p0] ≤ E[ exp (2p0M˜T − 2p20〈M˜〉T )] 12E[ exp (p0(2p0 − 1)〈M˜ 〉T )] 12 .
Due to Lemma 3.3, for δ > 0 satisfying
δ <
η0
16K0p20λ
2γ0Tη0 + 4p20λγ0K0(T + 1)d
∧ 1,
it holds
E
[(dQ2
dP
)p0]
<∞.
Next, we proceed to show that for any q′ > 1
E
[|MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜ 〉T |q′
]
<∞. (3.51)
Indeed, for any ε > 0, q′ > 1, there exists a constant C = C(q′, ε) such that |y|q′ ≤ Ceε|y| for all
y ∈ R. Hence, by Burkholder-Davis-Gundy’s inequality,
E
[|MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜〉T |q′
]
≤ C(E[|MT |q′ ] + E[|M˜ |q′ ] + 1
2
E[〈M〉q′T ] +
1
2
E[〈M˜〉q′T ]
)
≤ C(E[〈M〉q′/2T ] + E[〈M˜ 〉q′/2T ] + E[〈M〉q′T ] + E[〈M˜〉q′T ])
≤ C(Eeε〈M〉T + Eeε〈M˜〉T ).
(3.52)
By virtue of Lemma 3.1 and Lemma 3.3, for 0 < ε < η4λTd and
δ <
η0
16K0ελ2γ0Tη0 + 4ελγ0K0(T + 1)d
∧ 1,
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we have Eeε〈M〉T <∞ and Eeε〈M˜〉T <∞, which yields (3.51) by (3.52).
Since the pathes of the process (Y (t)) are almost surely continuous, by the continuity of
x 7→ Z0(x) and (t, x) 7→ b(t, x),
lim
δ↓0
∫ T
0
〈σ−1Z(s, Y (s)),dW (s)〉−
∫ T
0
〈σ−1(Z0(Y (s))−b(sδ, Y (sδ))),dW (s)〉 = 0, a.s.
and
lim
δ↓0
∫ T
0
(
|σ−1Z0(Y (s))|2 −
∣∣σ−1(Z0(Y (s))− b(sδ, Y (sδ)))∣∣2)ds = 0, a.s.
Furthermore, (3.51) implies the uniform integrability of MT − M˜T − 12〈M〉T + 12〈M˜ 〉T w.r.t.
δ > 0. Applying (3.50) with p = p0, we obtain
lim
δ↓0
E
[∣∣∣dQ1
dP
− dQ2
dP
∣∣∣] = 0, (3.53)
and further, by (3.49),
lim
δ↓0
|Ef(X(t))− Ef(Xδ(t))| = 0.
Due to (3.49) and (2.8), (3.53) yields further
lim
δ↓0
WbL(L (Xδ(t)),L (X(t))) = 0, t ∈ [0, T ].
This concludes the proof. 
Proof of Theorem 2.4 For bounded measurable function f with ‖f‖∞ ≤ 1, by (3.49)
|Ef(X(t))− Ef(Xδ(t))| ≤ E
[∣∣∣dQ1
dP
− dQ2
dP
∣∣∣]
≤ E
[(dQ1
dP
+
dQ2
dP
)p] 1
p
E
[|MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜〉T |q
] 1
q ,
(3.54)
where p, q > 1, 1/p + 1/q = 1, MT , M˜T are defined in the proof of Theorem 2.3. As shown in
the argument of Theorem 2.3, there exists p0 > 1 satisfying 2p
2
0λTd < η0 such that
E
[(dQ1
dP
)p0]
<∞, E
[(dQ2
dP
)p0]
<∞,
if δ is sufficiently so that
δ <
η0
16K0p20λ
2γ0Tη0 + 4p20λγ0K0(T + 1)d
∧ 1, where γ0 = η
η − 4p20λTd
.
Set q0 = p0/(p0−1). Without loss of generality, p0 can be taken sufficiently small so that q0 > 2.
Therefore, the convergence rate is determined by the term
E
[|MT − M˜T − 1
2
〈M〉T + 1
2
〈M˜ 〉T |q0
] 1
q0
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= E
[(∫ T
0
〈σ−1(Z(s, Y (s))− Z(sδ, Y (sδ))− Z0(Y (s)) + Z0(Y (sδ))),dW (s)〉
− 1
2
∫ T
0
|σ−1Z(s, Y (s))|2ds+1
2
∫ T
0
|σ−1(Z0(Y (s))−Z0(Y (sδ))−Z(sδ, Y (sδ)))|2ds)q0] 1q0 .
In what follows, we use C to denote a generic positive constant, whose value may be different
from line to line.
First, we estimate the term E[|MT − M˜T |q0 ], and the term E[|〈M〉T − 〈M˜ 〉T |q0 ] will be
estimated in next step. By (Hσ) and Burkholder-Davis-Gundy’s inequality,
E
[|MT − M˜T |q0]
≤ Cλ q02 E
[(∫ T
0
∣∣Z(s, Y (s))− Z(sδ, Y (sδ))− Z0(Y (s)) + Z0(Y (sδ))∣∣2ds) q02 ]
≤ Cλ q02 E
[(∫ T
0
|Z(s, Y (s))−Z(sδ, Y (sδ))|2ds
) q0
2
+
(∫ T
0
|Z0(Y (s))−Z0(Y (sδ))|2
) q0
2
]
.
(3.55)
Put NT = [T/δ], tk = kδ for k = 0, . . . , NT , and tNT+1 = T for convenience of notation. By
Jensen’s inequality,
E
[(∫ T
0
|Z0(Y (s))− Z0(Y (sδ))|2ds
) q0
2
]
≤ T q02 −1E
[ ∫ T
0
|Z0(Y (s))− Z0(Y (sδ))|q0ds
]
≤ T q02 −1E
[ NT∑
k=0
∫ tk+1
tk
|Z0(Y (s))− Z0(Y (sδ))|q0ds
]
.
(3.56)
Denote by ρ(s, x, y) the density of P(Y (s) ∈ dy|Y (0) = x). According to the classical theory of
heat kernel estimate (cf. e.g. [2, 7, 43]), when δ is small enough, for s ∈ (kδ, (k + 1)δ), there
exist constants c1, c2 > 0 such that
c1(2pi(s − kδ))−
d
2 e
|y|2
2(s−kδ) ≤ ρ(s− kδ, x, x + y) ≤ c2(2pi(s − kδ))−
d
2 e
|y|2
2(s−kδ) , x, y ∈ Rd. (3.57)
This yields that for every γ > 1, s ∈ (kδ, (k + 1)δ],∫
Rd
|y|γρ(s− kδ, x, x + y)dy ≤ C
∫
Rd
|y|γ
(2pi(s − kδ))d/2 e
− |y|
2
2(s−kδ)dy ≤ C(s− kδ)γ2 . (3.58)
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Due to (3.58), it follows from (3.56) that
E
[(∫ T
0
|Z0(Y (s))− Z0(Y (sδ))|2ds
) q0
2
]
≤ T q02 −1K0
NT∑
k=0
∫ tk+1
tk
E
[|Y (s)− Y (sδ)|q0]ds
= T
q0
2
−1K0
NT∑
k=0
∫ tk+1
tk
∫
Rd
∫
Rd
|y|q0ρ(kδ, x0, x)ρ(s−kδ, x, x+y)dxdyds
≤ CT q02 −1K0
NT∑
k=0
∫ tk+1
tk
(s− tk)
q0
2 ds
≤ C(T,K0, q0)δ
q0
2 ,
(3.59)
where we denote Y (0) = x0 and use the homogeneity of the process (Y (t)).
We proceed to prove
E
[(∫ T
0
|Z(s, Y (s))−Z(sδ, Y (sδ))|2ds
) q0
2
]
≤ Cδ q02 ∧(αq0). (3.60)
In fact, by Jensen’s inequality,
E
[(∫ T
0
|Z(s, Y (s))−Z(sδ, Y (sδ))|2ds
) q0
2
]
≤ T q02 −1
NT∑
k=0
∫ tk+1
tk
E
[|Z(s, Y (s))− Z(sδ, Y (sδ))|q0]ds
≤ CT q02 −1
NT∑
k=0
∫ tk+1
tk
E
[|Z(s, Y (s))−Z(sδ, Y (s))|q0+|Z(sδ, Y (s))−Z(sδ, Y (sδ))|q0]ds.
(3.61)
By virtue of (2.13) and (3.58),
E
[|Z(kδ, Y (s))− Z(kδ, Y (kδ))|q0]
≤ CKq01
∫
Rd
∫
Rd
(1+|x|m1+|x+ y|m1)q0 |y|q0ρ(kδ, x0, x)ρ(s − kδ, x, x + y)dxdy
≤ CKq01
∫
Rd
∫
Rd
(|y|q0+|x|m1q0 |y|q0+|y|(m1+1)q0)ρ(kδ, x0, x)ρ(s−kδ, x, x+y)dxdy
≤ CKq01 (s− kδ)
q0
2
∫
Rd
(
1 + |x|m1q0)ρ(kδ, x0, x)dx
= CKq01 (s− kδ)
q0
2
(
1 + E
[|Y (kδ)|m1q0])
≤ CKq01 (s− kδ)
q0
2 ,
(3.62)
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where in the last step we have used the fact E
[
sup0≤t≤T |Y (t)|γ
]
<∞ for every γ > 1 (cf. [26,
Theorem 2.4.4]). Moreover, applying (2.13) again, we get
E
[|Z(s, Y (s))− Z(kδ, Y (s))|q0] ≤ (s− kδ)αq0E[h(Y (s))q0] ≤ C(s− kδ)αq0 , (3.63)
where in the last step we used the fact h is polynomial bounded and E
[
sup0≤t≤T |Y (t)|γ
]
<∞
for every γ > 1. Combining (3.63), (3.62) with (3.61), we arrive at (3.60).
Consequently, inserting (3.60) and (3.59) into (3.55), we obtain
E[|MT − M˜T |q0 ] ≤ C(λ, T,K0,K1, q0)δ
q0
2
∧(αq0). (3.64)
Next, we go to estimate the term E
[|〈M〉T − 〈M˜ 〉T |q0]. We have
E
[|〈M〉T − 〈M˜〉T |q0]
= E
[∣∣∣ ∫ T
0
|σ−1Z(s, Y (s))|2 − |σ−1(Z0(Y (s))− Z0(Y (sδ))− Z(sδ, Y (sδ)))|2ds
∣∣∣q0]
≤ E
[( ∫ T
0
(∣∣σ−1Z(s, Y (s))∣∣+ ∣∣σ−1(Z0(Y (s))− Z0(Y (sδ))− Z(sδ, Y (sδ)))∣∣)
· ∣∣|σ−1(Z(s, Y (s))− Z(sδ, Y (sδ)))|+ |σ−1(Z0(Y (s))− Z0(Y (sδ)))|∣∣ds)q0]
≤ CE[(〈M〉T + 〈M˜ 〉T ) q0γ2 ] 1γ
· E
[( ∫ T
0
(|σ−1(Z(s, Y (s))−Z(sδ, Y (sδ)))|+|σ−1(Z0(Y (s))−Z0(Y (sδ)))|)2ds) q0γ
′
2
] 1
γ′
,
where γ, γ′ > 1, 1/γ + 1/γ′ = 1. Similar to the deduction of (3.52), we have for every γ > 1,
E
[(〈M〉T + 〈M˜〉T ) q0γ2 ] <∞.
Meanwhile, similar to the estimates (3.59) and (3.60), we can obtain that
E
[(∫ T
0
|σ−1(Z0(Y (s))− Z0(Y (sδ)))|2ds
) q0γ′
2
]
≤ Cδ q0γ
′
2 ,
E
[(∫ T
0
|σ−1(Z(s, Y (s))− Z(sδ, Y (sδ)))|2ds
) q0γ′
2
]
≤ Cδ q0γ
′
2
∧(αq0γ′).
(3.65)
Therefore,
E
[|〈M〉T − 〈M˜ 〉T |q0] ≤ Cδ q02 ∧(αq0). (3.66)
In all, inserting the estimate (3.65) and (3.66) into (3.54), we conclude that
sup
0≤t≤T
|Ef(X(t))− Ef(Xδ(t))| ≤ Cδ
1
2
∧α,
which is the desired result. 
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3.2 Degenerate Case
Our method to deal with EM’s approximation for non-degenerate SDEs can be extended to deal
with the degenerate system (2.17). The basic idea is still to apply the Girsanov theorem to
provide another representation of the solutions to SDEs (2.17), (2.18), and (2.21) and use the
Harnack inequality to verify Novikov’s condition.
Now, we introduce the following auxiliary process:
dX(t) = Y (t)dt,
dY (t) = Z0(Y (t))dt+ σdW (t),
(3.67)
where Z0 is the vector corresponding to V ∈ V determined by (2.3). Note that this process
(Y (t)) is the same as the one used in non-degenerate case; however, the process (X(t)) is different.
Next, we rewrite (3.67) into three different forms to provide another representation of (2.17),
(2.18) and (2.21) respectively. First, we have
dX(t) = Y (t)dt,
dY (t) = b(t,X(t), Y (t))dt+ σdŴ3(t),
(3.68)
where
Ŵ3(t) =W (t)−
∫ t
0
σ−1Z(s,X(s), Y (s))ds, t > 0. (3.69)
Setting
Q3 = exp
[ ∫ T
0
〈σ−1Z(s,X(s), Y (s)),dW (s)〉 − 1
2
∫ T
0
|σ−1Z(s,X(s), Y (s))|2ds
]
P,
if Novikov’s condition
E exp
[ ∫ T
0
|σ−1Z(s,X(s), Y (s))|2ds
]
<∞ (3.70)
holds, Q3 is a probability measure and (Ŵ3(t))t∈[0,T ] is a new Brownian motion under Q3.
Moreover, (X(t), Y (t)) will be a solution of SDE (2.17) under the probability Q3.
Second, let us rewrite (3.67) into the following form:
dX(t) = Y (t)dt,
dY (t) = b˜(t,X(t), Y (t))dt+ σdŴ4(t),
(3.71)
where
Ŵ4(t) =W (t)−
∫ t
0
σ−1Z˜(s,X(s), Y (s))ds, t > 0. (3.72)
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If
E exp
[ ∫ T
0
|σ−1Z˜(s,X(s), Y (s))|2ds
]
<∞, (3.73)
then
Q4 := exp
[ ∫ T
0
〈σ−1Z˜(s,X(s), Y (s)),dW (s)〉 − 1
2
∫ T
0
|σ−1Z˜(s,X(s), Y (s))|2ds
]
P (3.74)
is a probability measure, and further (W4(t))t∈[0,T ] is a new Brownian motion under Q4. Fur-
thermore, (X(t), Y (t)) is a solution to SDE (2.18) under the probability measure Q4.
At last, let us rewrite (3.67) into the form:
dX(t) = Y (t)dt,
dY (t) = b(tδ,X(tδ), Y (tδ))dt+ σdŴ5(t),
(3.75)
where
Ŵ5(t) =W (t) +
∫ t
0
σ−1
(
Z0(Y (s))− b(sδ,X(sδ), Y (sδ))
)
ds, t > 0. (3.76)
If
E exp
[ ∫ T
0
∣∣σ−1(Z0(Y (s))− b(sδ,X(sδ), Y (sδ)))∣∣2ds] <∞, (3.77)
then
Q5 := exp
[ ∫ T
0
〈σ−1(Z0(Y (s))− b(sδ,X(sδ), Y (sδ))),dW (s)〉
− 1
2
∫ T
0
∣∣σ−1(Z0(Y (s))− b(sδ,X(sδ), Y (sδ)))∣∣2ds]P
(3.78)
is a probability measure, and (W5(t))t∈[0,T ] is a new Brownian motion underQ5. Thus, (X(t), Y (t))
is a solution to SDE (2.21) under Q5.
Due to the conditions (A1) and (A2), using Lemmas 3.1 and 3.3, we can check that (3.70),
(3.73), (3.77) hold. Invoking the previous representation of the corresponding degenerate SDEs,
we can prove Theorems 2.5, 2.6 and 2.7 by the same method as that of Theorems 2.1, 2.3 and
2.4 respectively. The details are omitted.
References
[1] Alfonsi, A., Jourdain, B., Kohatsu-Higa, A., Pathwise optimal transport bounds between a
one-dimensional diffusion and its Euler scheme. Ann. Appl. Probab. 24 (2014), 1049-1080.
29
[2] Aronson, D.G., Non-negative solutions of linear parabolic equations. Annali della Scuola
Norm. Sup. Pisa 22 (1968), 607-694.
[3] Bally, V., Talay, D., The law of the Euler scheme for stochastic differetial equations. I.
Convergence rate of the distribution function. Probab. Theory Related Fields 104 (1996),
43-60.
[4] Bally, V., Talay, D., The law of the Euler scheme for stochastic differetial equations. II.
Convergence rate of the density. Monte Carlo Methods Appl. 2 (1996), 93-128.
[5] Bakry, D., Cattiaux, P., Guillin, A., Rate of convergence for ergodic continuous Markov
processes: Lyapunov versus Poincare´, J. Funct. Anal. 254 (1008), 727-759.
[6] Bass, R., and Chen, Z., Brownian motion with singular drift. Ann. Probab. 31 (2003),
791-817.
[7] Chen, Z., Hu, E., Xie, L., Zhang, X., Heat kernels for non-symmetric diffusion operators
with jumps, J. Differential Equations, 263 (2017), 6576-6634.
[8] Chaudru de Raynal, P.E., Strong existence and uniqueness for stochastic differential equa-
tion with Ho¨lder drift and degenerate noise. Ann. Inst. Henri Poincare´ Probab. Sta. 53
(2017), 259-286.
[9] Da Prato, G., Ro¨ckner, M., Singular dissipative stochastic equations in Hilbert spaces.
Probab. Theory Related Fields. 124 (2002), 261-303.
[10] Fedrizzi, E., Flandoli, F., Pathwise uniqueness and continuous dependence of SDEs with
non-regular drift, Stochastics 83(2011), 241-257.
[11] Guillin, A., Wang, F.Y., Denerate Fokker-Planck equations: Bismut formula, gradient es-
timate and Harnack inequality, J. Differential Equations, 253 (2012), 20-40.
[12] Gyo¨ngy, I., A note on Euler’s approximations. Potential Anal. 8 (1998), 205-216.
[13] Gyo¨ngy, I. and Krylov, N., Existence of strong solutions for Itoˆ’s stochastic equations via
approximations. Probab. Theory Related Fields 105 (1996), 143-158.
[14] Gyo¨ngy, I. and Mart´ınez, T., On stochastic differential equations with locally unbounded
drift. Czechoslovak Math. J. 51 (2001), 763-783.
[15] Hairer, M., Hutzenthaler, M., Jentzen, A., Loss of regularity for Kolmogorov equaiton. Ann.
Probab. 43 (2015), 468-527.
30
[16] Higham, D., Mao, X., Stuart, A., Strong convergence of Euler-type methods for nonlinear
stochastic differential equations, SIAMJ. Numer. Anal. 40 (2002), no. 3, 1041-1063.
[17] Hutzenthaler, M., Jentzen, A. Numerical approximations of stochastic differential equa-
tions with non-globally Lipschitz continuous coefficients. Mem. Amer. Math. Soc.
236(1112)(2015) v+99.
[18] Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Strong and weak divergence in finite time
of Eulers method for stochastic differential equations with non-globally Lipschitz continuous
coefficients. Proc. R. Soc. Lond. Ser. A Math. Phys. Eng. Sci. 467 (2011), 1563-1576.
[19] Hutzenthaler, M., Jentzen, A., and Kloeden, P. E. Divergence of the multilevel Monte
Carlo Euler method for nonlinear stochastic differential equations. The Annals of Applied
Probability, 23 (2013), No. 5, 1913-1966.
[20] Kloeden, P. E., and Platen, E. Numerical solution of stochastic differential equations, vol.
23 of Applications of Mathematics (New York). Springer-Verlag, Berlin, 1992.
[21] Kohatsu-Higa, A., Lejay, A. and Yasuda, K., On weak approximation of stochastic differ-
ential equations with discontinuous drift coefficient, preprint hal-00670123, 2012.
[22] Konakov, V., Kozhina, A., Menozzi, S. Stability of densities for perturbed diffusions and
Markov chains, To appear in ESAIM Probab. and Stat. 2016
[23] Konakov, V., Menozzi, S. Weak error for the Euler scheme approximation of diffusions with
non-smooth coefficients, Elect. J. Probab. 22 (2017), 1-47.
[24] Kozhina, A., Stability of transition densities of degenerate diffusions. Theory Probab. Appl.
61 (2017), 489-499.
[25] Krylov, N.V. and Ro¨ckner, M., Strong solutions of stochastic equations with singular time
dependent drift, Probab. Theory Related Fields 131 (2005), 154-196.
[26] Mao, X. Stochastic differential equations and applications, Horwood, Chichester, 1997.
[27] Mao, X. and Szpruch, L., Strong convergence and stability of implicit numerical methods
for stochastic differential equations with non-globally Lipschitz continuous coefficients, J.
Comput. Appl. Math. 238 (2013), 14-28.
[28] Milstein, G. N. Numerical integration of stochastic differential equations, vol. 313 of Math-
ematics and its Applications. Kluwer Academic Publishers Group, Dordrecht, 1995. Trans-
lated and revised from the 1988 Russian original.
31
[29] Ngo, H., and Taguchi, D., Approximation for non-smooth functionals of stochastic differ-
ential equations with irregular drift. J. Math. Anal. Appl. 457 (2018) 361-388.
[30] Rachev, S., Ru¨schendorf, L., Mass transportation problems. Vol. I: Theory, Vol. II: Appli-
cations. Probability and its applications. Springer-Verlag, New York, 1998.
[31] Talay, D., Tubaro, L., Expansion of the global error for numerical schemes solving stochastic
differential equations. Stochastic Anal. Appl. 8 (1990), 94-120.
[32] Villani, C., Topics in optimal transportation, American Mathematical Society, Providence,
RI, 2003.
[33] Villani, C., Optimal transport, old and new, Grundlehren der mathematischen Wis-
senschaften, vol. 338, Springer Berlin Heidelberg, 2009.
[34] Villani, C., Hypocoercivity, Mem. Amer. Math. Soc. 202 (950), 2009.
[35] Wang, F.Y., Logarithmic Sobolev inequalities on noncompact Riemannian manifolds,
Probab. Theory Related Fields, 109 (1997), 417-424.
[36] Wang, F.Y., Harnack inequality for SDE with multiplicative noise and extension to Neu-
mann semigroup on nonconvex manifolds. Ann. Probab. 39 (2011), 1149-1467.
[37] Wang, F.Y., Integrability conditions for SDEs and semilinear SPDEs. Ann. Probab. 45
(2017), 3223-3265.
[38] Wang, F.Y., Estimates for invariant probability measures of degenerated SPDEs
with singular and path-dependent drifts. Probab. Theory Related Fields (2018),
https://doi.org/10.1007/s00440-017-0827-4.
[39] Wang, F.Y. and Zhang, X.C., Degenerate SDEs in Hilbert spaces with rough drifts. Infin.
Dimens. Anal. Quantum Probab. Relat. Top. 18 (2015), 1550026, 25.
[40] Wang, F.Y. and Zhang, X.C., Degenerate SDE with Ho¨lder-Dini drift and non-Lipschitz
noise coefficient. SIAM J. Math. Anal. 48 (2016), 2189-2226.
[41] Wu, L.M., Large and moderate deviations and exponential convergence for stochastic damp-
ing Hamiltonian systems, Stochastic Process. Appl. 91 (2001), 205-238.
[42] Yan, L., The Euler scheme with irregular coefficients, Ann. Probab. 30 (2002), 1172-1194.
[43] Zhang, Q.S., Gaussian bounds for the fundamental solutions of ∇(A∇u) +B∇u− ut = 0,
Manuscripta Math. 93 (1997), 381-390.
32
[44] Zhang, X.C., Strong solutions of SDES with singular drift and Sobolev diffusion coefficients.
Stochastic Process. Appl. 115 (2005), 1805-1818.
[45] Zhang, X.C., Stochastic homeomorphism flows of SDEs with singular drifts and Sobolev
diffusion coefficients. Electron. J. Probab. 16 (2011), 1096-1116.
[46] Zhang, X.C., Stochastic differential equations with Sobolev diffusion and singular drift and
applications, Annals Appl. Probab. 26 (2016), 2697-2732.
33
