In the past years, many properties of the critical behavior of the largest connected components on the high-dimensional torus, such as their sizes and diameter, have been established. The order of magnitude of these quantities equals the one for percolation on the complete graph or Erdős-Rényi random graph, raising the question whether the scaling limits or the largest connected components, as identified by Aldous (1997) , are also equal.
Introduction and results
In the past years, the investigation of percolation on various high-dimensional tori has attracted tremendous attention. In [5, 6] , the phase transition of the largest connected component was investigated for percolation on general high-dimensional tori, including the complete graph, the hyper-cube in high dimensions, as well as finite-range percolation in sufficiently high dimensions. The phase transition of percolation on high-dimensional tori is mean-field, i.e., it shares many features with that on the complete graph as identified in [9] (see, e.g., [2, 4, 16, 17, 21] ).
In [5] , the subcritical and critical behavior was investigated under the so-called triangle condition, a general assumption on the underlying graph that ensures that the model is mean-field. The critical behavior of the model was identified in terms of the blow-up of the expected cluster size, which identifies a window of critical values of the edge occupation probabilities. For any parameter value in this critical window, the largest connected component was shown to be of order V 2/3 , as on the complete graph, where V denotes the number of vertices in the graph. In [6] , the triangle condition was proved to hold for the above-mentioned examples.
The situation of finite-range high-dimensional tori, which in the graph sense converge to the hypercubic lattice, was brought substantially further in [14, 15] , where, among others, it was shown that the percolation critical value on the infinite lattice lies inside the scaling window. We now know that the largest connected components are all of order V 2/3 , that the maximal connected component |C max | satisfies that |C max |V −2/3 and V 2/3 /|C max | are tight sequences of random variables that are non-concentrated, and that the diameter of large clusters is of order V 1/3 . These results (and more) are also known to hold on the Erdős-Rényi random graph, see e.g., [2, 22] , as well as the monographs [4, 17] . This raises the question whether the scaling limits agree.
Percolation in high dimensions
We consider bond percolation on a graph G. For a given parameter p ∈ [0, 1], this is the probability measure P p on subgraphs of G defined as follows. We delete edges of G with probability (1 − p) and otherwise keep them, independently for different edges. The edges of the resulting random subgraph of G are called open and the deleted edges are called closed. Connected components of this random subgraph are called open clusters. The graphs we investigate in this paper are (a) the d-dimensional torus T d r = {0, . . . , r − 1} d ; and (b) the hypercubic lattice Z d , where the dimension d is supposed to be sufficiently large. How large we need to take d depends on the edge structure of G. We consider two different settings: (a) In the nearest-neighbor model, two vertices are connected by an edge if they are nearest-neighbors on G. With our choice of G, every vertex has 2d nearest-neighbors. In this setting we take the dimension d large enough. (b) In the spread-out model with a parameter L, two vertices are connected by an edge if there is a hypercube of size L in G that contains these vertices. With our choice of G, every vertex has (2L + 1) d − 1 neighbors. Of course, we are only interested in the case when the size of the torus is much larger than L. In the spread-out setting with large enough L, we take the dimension d > 6.
To justify our choice of dimension, we recall a number of well-known results about percolation on Z d . For bond percolation on Z d with d > 1, there exists a critical probability p c ∈ (0, 1) such that, for p < p c , all open clusters are almost surely finite and, for p > p c , there is almost surely an infinite open cluster. At p = p c , it is widely believed that there is almost surely no infinite open cluster. This fact has been shown for d = 2 by Kesten [18] and for sufficiently large d by Barsky and Aizenman [3] and Hara and Slade [13] . Here, by sufficiently large d, we mean d > 18 for the nearest-neighbor model and d > 6 for the spread-out model with sufficiently large L. Showing this for all d > 1 still remains a challenging open problem.
The main assumption that we use in the paper concerns an estimate on the probability that, at criticality, two vertices x and y are in the same open cluster of bond percolation on Z d , which we denote by x ↔ y. We assume that there exist constants D 1 and D 2 such that, for all x and y in Z d ,
These bounds have been established using so-called lace expansion techniques, for the nearest-neighbor model with large enough d by Hara [11] , and for the spread-out model with d > 6 by Hara, van der Hofstad and Slade [12] . In fact, these papers give asymptotic formulas for such probabilities, but for our purposes, the bounds (1.1) suffice. It is believed that the estimates (1.1) hold for the nearest-neighbor model with d > 6, however the proof of this fact is beyond the current methods. It has been proved by Chayes and Chayes [8] (assuming the existence of critical exponents) that the bounds (1.1) are violated for d < 6. The dimension d = d c = 6 is usually referred to as the upper critical dimension.
A simple computation using the upper bound in (1.1) shows that ∇(p c ) =
x,y P pc (0 ↔ x)P pc (x ↔ y)P pc (y ↔ 0) < ∞.
(1.
2)
The bound in (1.2) is called the triangle condition, and is believed to be true for d > 6. The triangle condition implies that the sub-and critical phases of percolation on Z d behave similarly to the ones on a tree, for example, many critical exponents on Z d are equal to those on the tree. Intuitively, the geometry of large critical clusters trivializes, since the space is so vast that far away clusters are close to being independent. In recent years, a related condition has been proved to hold on the torus, which implies that the critical behavior of large connected components on the high-dimensional torus is similar to that on the complete graph. Sometimes this is called random graph asymptotics for percolation on the high-dimensional torus.
In this paper, we study the cycle structure of bond percolation on the d-dimensional torus in the above two settings. Despite the fact that, for any p ∈ (0, 1), the number of vertices in open cycles is dense in the torus, which is not the case for the critical and subcritical Erdős-Rényi random graph (see [21] ), most of such vertices belong only to short cycles, such as open squares of four bonds. Short cycles vanish in the scaling limit of large critical clusters, and are thus irrelevant to the scaling limit. Therefore, we focus on the existence of open long cycles, where we say that a cycle is long when it passes through the boundary of the cube of width r/2 centered around each of its vertices. Special cases of long cycles are non-contractible cycles, which are cycles that cannot, when considered as continuous curves, be contracted to a point, and thus wind around the torus at least once.
Our main results show that the mean number of vertices in open long cycles grows like V 1/3 , and that such cycles (when they exist) contain the order of V 1/3 vertices. Moreover, we show that the probability of the existence of at least one open long cycle in a large cluster is bounded away from 0 and 1, uniformly in the volume of the graph. As we discuss in more details below, this situation is analogous to the situation on the complete graph, as investigated in [1, 2, 21] . We also refer the reader to [21, pages 722-723] for the discussion of more refined results about the structure of connected components of the critical Erdős-Rényi random graph.
For simplicity of presentation, we restrict ourselves hereafter to the nearest-neighbor model. The results of this paper still hold for the spread-out model on the d-dimensional torus with d > 6.
The remainder of this section is organized as follows. In Section 1.2, we describe our main results, in Section 1.3 we describe some results on critical percolation on Z d and the torus that are used in the proofs of our main results and are interesting in their own right, and in Section 1.4, we discuss the results and their relation to the work on the Erdős-Rényi random graph.
Main results
We start by introducing some notation. For a ∈ R, we write |a| for the absolute value of a, and, for a site x = (x 1 , . . . , x d ) ∈ Z d , we write |x| for max(|x 1 |, . . . , |x d |). For n > 0 and x ∈ Z d , let Q n (x) = {y ∈ Z d : |y − x| ≤ n} and ∂Q n (x) = {y ∈ Z d : |y − x| = n}. We write Q n for Q n (0) and ∂Q n for ∂Q n (0).
For a positive integer r, we consider the torus T d r = ({0, . . . , r − 1} d , E d r ) with the origin 0 = (0, . . . , 0) and the edge set
. We denote the number of vertices in the torus or volume by V = r d . For p ∈ [0, 1], we consider the probability space (Ω T,p , F T,p , P T,p ), where Ω T,p = {0, 1} E d r , F T,p is the σ-field generated by the finite-dimensional cylinders of Ω T,p , and P T,p is a product measure on (Ω T,p , F T,p ), P T,p = e∈E d r µ e , where µ e is given by µ e (ω e = 1) = 1 − µ e (ω e = 0) = p, for vectors (ω e ) e∈E d r ∈ Ω T,p . We write E T,p for the expectation with respect to P T,p . We further consider the hypercubic lattice (Z d , E d ), where the edge set is given by E d = {x, y} ∈ Z d × Z d : |x − y| = 1 . We often abuse notation and write
, we consider a probability space (Ω Z,p , F Z,p , P Z,p ), where Ω Z,p = {0, 1} E d , F Z,p is the σ-field generated by the finitedimensional cylinders of Ω Z,p , and P Z,p is the product measure on (Ω Z,p , F Z,p ), P Z,p = e∈E d µ e , where µ e is given by µ e (ω e = 1) = 1 − µ e (ω e = 0) = p, for vectors (ω e ) e∈E d ∈ Ω Z,p . In both settings, we say that an edge e is open or occupied if ω e = 1, and e is closed or vacant if ω e = 0.
The event that two sets of sites
Similarly, the event that two sets of sites K 1 , K 2 ⊂ Z d are connected by an open path is denoted by {K 1 ↔ K 2 in Z d }, and the event that two sets of sites
For two nearest-neighbor vertices x and y in T d r , we let e x,y be the unit vector (y − x) mod(r). Let e i be the i th unit vector. We write e, f for the scalar product of vectors e and f . For a nearest-neighbor path π = (x(1), . . . , x(m)) in T d r , we define its absolute winding as
For a nearest-neighbor path π = (x(1), . . . , x(m)) in T d r , we define the subpath π n by π n = (x(1), . . . , x(n)). We define the maximal displacement of π as
This is an important notion for Proposition 2.1, which is in the heart of our proofs. We call π = (x(1), . . . , x(m)) a cycle if x(1) = x(m) and x(i) = x(j) for all other i = j, i.e., π is a self-avoiding polygon. We say that a cycle π is non-contractible if w(π) = 0. (Note that w(π) = 0(mod r).) We further say that a cycle π = (x(1), . . . , x(m)) is long if δ(π (n) ) ≥ r/2 for every n = 1, . . . , m, where π (n) = (x(n), . . . , x(m), x(1), . . . , x(n)) is the cycle π starting and ending at x(n). Non-contractible cycles are examples of long cycles, but not every long cycle is non-contractible. Note further that if π is long then the reverse of π is also long.
For two functions g and h from a set X to R, we write g(z) h(z) to indicate that g(z)/h(z) is bounded away from 0 and ∞, uniformly in z ∈ X . Throughout this paper we write log for log 2 . All the constants (C i ) in the proofs are strictly positive and finite and depend only on the dimension, unless the dependence on other parameters is explicitly stated. Their exact values may be different from section to section.
We first give bounds on the probability that a vertex of the torus is in an open long cycle.
Theorem 1.1 (Expected number of vertices in long cycles). Assume (1.1). Let p c be the critical threshold for bond percolation on
Consequently,
In the next theorem we show that, with high probability, large open clusters of the torus may only contain long cycles of length of order V 1/3 . Here, the length of a cycle is the number of edges it contains. (b) There exists a constant C > 0 such that for all ε > 0, and r ≥ 1,
Theorem 1.2(b) follows rather directly from Theorem 1.1. We prove Theorem 1.2(a) and Theorem 1.1 at the same time. The proof of Theorem 1.2(a) consists of two main steps. We first rule out the possibility of the existence of long cycles with displacement shorter than V 1/6 . In words, these are the cycles that do not wind around the torus too often. After that, we show that long cycles with few edges cannot have large displacement.
We next study the number of long cycles. We start by defining what this is. For a subgraph G of the torus, we define Y G as the smallest k for which there exist edges e 1 , . . . , e k in G such that G \ {e 1 , . . . , e k } does not contain any long cycles. For δ > 0, we define
where the sum is over all open clusters of the torus. We prove the following theorem: Theorem 1.3 (A bound on the number of long cycles in large clusters). Assume (1.1). There exists a finite constant C such that for all r and δ > 0,
In particular, the random variables Y δ are tight. (b) For any δ > 0 there exists c > 0 such that for all r ≥ 1,
In other words, with positive probability uniformly in r, there are no long cycles in clusters of size > δV 2/3 .
Related results on critical percolation
In this section, we state a few results that are interesting in their own right, for the ease of future reference. We start with a result that shows that short arms are unlikely: Theorem 1.5 (Short arms are unlikely). Assume (1.1). There exist constants C, a such that, for all ε > 0,
(1.8) Theorem 1.6 (Connections inside balls). Assume (1.1). There exists C < ∞ such that (a) for all n ≥ 1,
(1.9) Theorem 1.7 (Torus two-point function). There exists a finite constant C such that for all x ∈ T d r , 
Discussion
In this section, we compare our results to those for the Erdős-Rényi random graph (ERRG), as proved, for example, by Aldous in [2] , and formulate some open problems. We refer to [2] for the extensive literature on the cycle structure of the ERRG. The ERRG is obtained by removing each edge of the complete graph K n independently with probability p. On the ERRG, within the critical window p = (1 + λn −1/3 )/n, the number of cycles of large clusters is a random variable whose distribution can be explicitly characterized in terms of a Poisson random variable with a random parameter. This random parameter can be described as the area of the cluster exploration process. Since this parameter is a.s. bounded, in particular, each large cluster has an a.s. bounded number of cycles, and the probability that the i th largest cluster does not contain any cycle is strictly positive. Since there is just a finite number of clusters of size at least δn 2/3 this immediately implies that the probability that there are no connected components of size at least δn 2/3 containing cycles is strictly positive. Further, all cycles have macroscopic length. Indeed, the largest connected components in the ERRG have diameter of the order n 1/3 , and the length of cycles (when they exist) is also of the same order of magnitude. Cycles play a crucial role in describing the scaling limit of the largest critical clusters on the ERRG, as identified in [1] . Indeed, clusters locally look like trees, with cycles creating shortcuts between the different branches of the tree. Since cycles have a macroscopic length, these shortcuts are also macroscopic and thus the scaling limit of large critical clusters on the ERRG within the critical window is not a tree.
In this paper, we have proved similar properties for critical percolation on the high-dimensional torus, in order to provide yet another argument why the scaling limit of critical percolation on high-dimensional tori should be related to that for the critical ERRG.
We complete this section by formulating a few interesting extensions to our work. The first extension deals with the values of p within the so-called scaling window. The results in [14, 15] , in conjunction with those in [5, 6] , show that when p = p c (1 + ε), where V 1/3 |ε| remains uniformly bounded, the largest clusters obey similar scaling as for p = p c . It would be of interest to extend our work to the full scaling window. The main difficulty therein lies in the extension of Theorems 1.5-1.6 to the relevant values of n and p. The second extension is to more general high-dimensional tori, for example, the n-cube as studied in [7] . Due to the simpler nature of the graph, it might be possible to prove stronger versions of our results. For example, is it possible to prove that the probability that there are no long cycles is strictly bounded away from 0 and 1?
Organization of this paper. This paper is organized as follows. In Section 2, we collect some preliminary results that we use in the proof. In Section 3, we prove Theorem 1.1. In Section 4, we prove Theorem 1.2. In Section 5, we prove Theorems 1.3 and 1.4. In Section 6, we prove Theorems 1.5 and 1.6, and in Section 7 we prove Theorem 1.7.
Preliminary results
In this section we collect some results that we use in the proofs.
Coupling clusters on the torus and the lattice
We say that two vertices x and y in Z d are r-equivalent and write x r ∼ y, if y = x + rz for some z ∈ Z d . We say that two edges e 1 = {x 1 , y 1 } and e 2 = {x 2 , y 2 } in E d are r-equivalent (e 1
Let ∆ n (x) be the event that the origin is connected to x in T d
r by an open path π with δ(π) ≤ n. We denote by C T (0; n) the set of all x ∈ T d r such that ∆ n (x) occurs. We also denote by C Z (0; n) the set of all x ∈ Z d such that 0 ↔ x in Q n . Let LC n be the event that the origin is in an open long cycle π = (x(1) = 0, . . . , x(m)) with δ(π) ≤ n.
In the proof of Theorem 1.1, we need an extension of [14, Proposition 2.1]:
Proposition 2.1 (Coupling of clusters on torus and lattice). Consider bond percolation on Z d and on
There exists a probability law P Z,T,p on the joint space of percolation on Z d and T d r such that, for all n and for all events E,
and P Z,T,p -almost surely, for all x ∈ T d r , 
implies that there exist distinct r-equivalent vertices v 1 and v 2 in Q n and a vertex z ∈ Q n such that the following disjoint connections take place in Q n :
Proof. We prove the proposition by defining an exploration of C T (0; n) and C Z (0; n) simultaneously for all n from a percolation configuration on Z d . At each step k of the exploration, we will keep track of the following sets of edges: the active edges A(k), the occupied edges O(k), the vacant edges V (k), the ghost edges G(k), and the explored edges
We number the edges of Z d in such a way that, for any two edges e 1 = {x, x } and e 2 = {y, y } in Z d , e 1 has a smaller number than e 2 if (a) max(|x|, |x |) < max(|y|, |y |) or (b) max(|x|, |x |) = max(|y|, |y |) and min(|x|, |x |) < min(|y|, |y |). Thus, edges with small numbers are close to the origin.
We initiate the exploration by taking A(0) to be the set of all edges that are neighbors of the origin, and E(0) = ∅. Assume that A(k), O(k), V (k) and G(k) are defined. If A(k) = ∅, then we stop the exploration. Otherwise, we take the edge e ∈ A(k) with the smallest number. We define G(k + 1) = G(k) ∪ {f : f = e, f r ∼ e}. To make the other updates, we consider two cases: (a) if e is open, we define
, where e ∼ f means that e and f share an end-vertex; (b) if e is closed, we define
The exploration eventually stops at some step T + 1, which is the first step T such that A(T + 1) = ∅. Note that T is at most the number of edges in T d r , i.e., T ≤ dV . We call the above procedure the T-exploration. As a result of the T-exploration, we obtain an embedding O(T ) of the edge set of C T (0) into Z d . However, because of the particular choice of the numbering of the edges of Z d used for the exploration, which is such that if e 1 < e 2 , then e 1 is closer to the origin that e 2 , we can say much more about the structure of the embedding. Indeed, let T n + 1 be the first time an edge from Q c n is explored. Then O(T n ) is an embedding of the edge set of C T (0; n) into Q n .
The exploration of C Z (0) is similar to the T-exploration, with the only difference that G(k) is taken to be the empty set for all k. This exploration may terminate at some finite time, in which case C Z (0) is finite, or continue forever, which corresponds to the case of infinite C Z (0).
Most of the properties of the coupling (defined in the statement of the proposition) are immediate from the construction.
To see that the last property holds, we assume that the event 0 ↔ y in Q n holds for some x r ∼ y, while ∆ n (x) does not hold. We fix an open path π from 0 to y in Q n . Since ∆ n (x) does not occur, there exists an edge e on this path, such that e ∈ G(T n ). Let e be the last edge on π from G(T n ). By construction, there exists an edge f ∈ V (T n ) ⊂ Q n such that f = e, f r ∼ e, and the origin is connected to one of the end vertices of f by an open path inside O(T n ). We denote this vertex by v 2 , and let v 1 be the end-vertex of e which is r-equivalent to v 2 . Note that none of the edges in the part of π from e to y is in O(T n ). Indeed, let {g 1 , . . . , g s } ⊂ Q n be the edges in the part of π from e to y, and assume that g i ∈ O(T n ) for some i ∈ {1, . . . , s}. Since all the g j 's are open on Z d , are in Q n , and, by the definition of e, none of them is a ghost edge, we conclude that the edges g j , j ≥ i are also in O(T n ). This is in contradiction to the assumption that ∆ n (x) does not occur. Therefore, we conclude that the event
We finish the proof by observing that if 0 is connected to v 1 and v 2 by open paths in Q n , then there exists z ∈ Q n such that the following disjoint open paths exist in
The following corollary is used in the proof of Theorem 1.1: Proof. We use the coupling from Proposition 2.1. We define the reverse of a pathπ = (x(1), . . . , x(m)) asπ −1 = (x(m), . . . , x(1)). Note that for any pathπ,
Indeed, consider the pathπ as the concatenation of two pathsπ
2 ) = w(π 2 ). It follows from the triangle inequality that w(π 2 ) ≤ w(π) + w(π 1 ). Moreover, by the definition of the maximal displacement ofπ, we have the bounds w(π) ≤ δ(π) and w(π 1 ) ≤ δ(π).
Let π be an open long cycle starting at the origin. If LC 3n does not occur, then δ(π) > 3n. Moreover, there exists x = x(k) ∈ π such that for any pair of disjoint open paths π 1 and π 2 from 0 to x and from x to 0, respectively, which form a long cycle, their displacements satisfy δ(π 1 ) ≥ n and δ(π 2 ) ≥ 2n. Indeed, one can take x on the boundary of C T (0; n). (Mind that δ(π 1 ) + δ(π 2 ) ≥ δ(π).) Since δ(π 2 ) ≥ 2n, by the above property of the displacement of the reverse path, we have δ(π −1
2 ) ≥ δ(π 2 )/2 ≥ n. The result now follows from Proposition 2.1(b).
From now on, we only consider the probability measure P Z,T,p defined in Proposition 2.1 and in the remainder of the paper, we write P p for P Z,T,p .
In particular, P p (E) = P Z,p (E) for E ∈ F Z,p , and P p (E) = P T,p (E) for E ∈ F T,p (see Section 2.1 for notation), and we always assume without mentioning the coupling from Proposition 2.1 when we consider events from F Z,p and F T,p simultaneously.
Previous results
In the next theorem, we summarize a number of results on high-dimensional percolation on Z d that we will often use in the proofs in this paper.
Theorem 2.1 (Critical behavior of high-dimensional percolation). Assume (1.1). Then, there exist c > 0 and C < ∞ such that for all positive integers n,
2)
and for any given z ∈ Z d and a positive integer r with r ≤ n,
Proof. The first statement is [19, Theorem 1] . Statements (ii) and (iii) easily follow from (1.1).
The next theorem gives an upper bound on E T,pc |C(0)|, which is used often in the proofs:
Theorem 2.2 (Expected critical cluster size on torus). There exists a finite constant C such that for all r ≥ 1,
Proof. The statement follows from [14, (1.6)] and [6, Theorem 1.6(iii)]. Alternatively, it follows from (1.10) and (2.2), where we note that the proof of (1.10) in Section 7 only relies on (2.1) and Proposition 2.1.
3 Proof of Theorem 1.1
In this section, we prove Theorem 1.1. We give the proof of the upper bound in Proposition 3.1 and the proof of the lower bound in Proposition 3.2. The results of these propositions are more general than the result of Theorem 1.1, and also give bounds on the probability that the origin is in a long cycle with small displacement. In particular, the upper bound on the probability of such an event will be used in the proof of Theorem 1.2 to show that large open clusters do not contain long cycles with few edges. Recall the definitions of ∆ n (x) and LC n from Section 2.1. We prove the following bounds:
Proposition 3.1 (Upper bound on long cycles). Assume (1.1). There exists a constant C such that
Proof. Let A be the event that the origin in an open long cycle and the event LC 3V 1/6 does not occur. We split
We first estimate the probability of A. By Corollary 2.1, the event A implies the existence of two disjoint paths from 0 to ∂Q V 1/6 in Z d . This observation and the BK inequality (see, e.g., [10, Theorem 2.12]) imply
where the last inequality follows from (2.1).
We now bound the probability of the event LC 3V 1/6 . The event LC 3V 1/6 implies that there exists a vertex x ∈ ∂Q r/2 such that (a) there are two disjoint paths π 1 and π 2 from 0 to x in T d r , (b) the path π 1 is contained inside Q r/2 , and (c) δ(π 2 ) ≤ 3V 1/6 . We use the BK inequality to bound the probability of the event LC 3V 1/6 by x∈∂Q r/2
It follows from Proposition 2.1 that if ∆ 3V 1/6 (x) occurs, then there exists y ∈ Z d with y r ∼ x and |y| ≤ V 1/6 such that 0 ↔ y in Q 3V 1/6 . By (2.3) and the fact that |y| ≥ r/2,
where the constant C 2 does not depend on x or r. Finally, Theorem 1.6(a) implies
Therefore, we arrive at
This completes the proof of the first statement of Proposition 3.1. The proof of the second statement is similar to the proof of the bound for P pc (LC 3V 1/6 ), now for n instead of 3V 1/6 . In particular, (3.2) is replaced by
We omit further details.
Proposition 3.2 (Lower-bound on long cycles). Assume (1.1). There exist positive constants ε 0 and c such that
and, for any n ∈ [ε
Proof. The first statement immediately follows from the second one for n = ε 0 V 1/6 . We now prove the second statement. Let K be a large positive integer. Let ε and α be small positive numbers. The precise choice of these numbers will be made later in the proof. Let n be an integer in [α −1 r, εV 1/6 ]. First of all, note that it suffices to prove the result for r > 4K. Indeed, once we fix K, the result for r ∈ [1, 4K] will follow by adjusting the constant c. Therefore, throughout the proof we assume that r > 4K. The proof consists of several steps.
Step
We use the second moment method to show that
for some constant c which does not depend on r, n, ε or K.
We first show that
We take α ∈ (0, 1/2) and write
Since r ≤ αn and r > 4K, the first sum is bounded from below by C 7 (αn) 2 /V by (1.1) and (2.2). We use the BK inequality, Theorem 1.6(a), (2.3), (1.1) and the assumption r > 4K, to bound the second sum from above by
The desired lower bound on E pc N (A) follows by taking α small enough. From this moment on, α remains unchanged. Next, we bound the second moment of N (A). Let be the sum over all distinct x, y ∈ Q n such that x, y = 0 and x, y r ∼ 0. We obtain
Note that if 0 ↔ u(x) in Q n and 0 ↔ u(y) in Q n , then there exists z ∈ Q n such that the following open paths occur disjointly: 0 ↔ z, z ↔ u(x) and z ↔ u(y). Therefore, the BK inequality implies
By translation invariance and the fact that u(
Since x, y and z are distinct and r-equivalent, at least two of them are at distance at least r/2 from the origin. Therefore, the above sum is at most
∼z;x,y,z∈Q 2n ;|x|,|y|≥r/2
Remember that we assume that r > 4K. Therefore, |u(x)| ≥ r/4 when |x| ≥ r/2. We can use (2.2), (2.3) and the fact that r ≤ n ≤ εV 1/6 to bound the above sum by
when ε is sufficiently small. A second moment estimate, using (3.4) and (3.6), yields
Step 2. Consider the event
r by an open path π with w(π) ≥ r/2 and δ(π) ≤ n}.
In other words, the event E implies that 0 is connected to u(0) in T d r by a path which, considered as a continuous path in the continuous torus, cannot be contracted into a path from 0 to u(0) in Q K . Moreover, this path does not wind around the torus too often. We show that for small enough ε and large enough K,
when ε is chosen small enough, and K large enough. If N (A) = 0 and E does not occur, then according to Proposition 2.1, there exist x ∈ Q n with x r ∼ 0 and x = 0, a vertex z ∈ Q n , and distinct vertices v 1 and v 2 in Q n with v 1 r ∼ v 2 such that the following disjoint connections take place in Q n :
Therefore, the probability of the event {N (A) = 0} \ E is bounded from above by
Note that, since v 1 and v 2 are distinct and r-equivalent, either |v 1 − z| ≥ r/2 or |v 2 − z| ≥ r/2. Assume first that |v 2 − z| ≥ r/2. It follows from (2.3) that for any v 1 and z,
where C 10 does not depend on n, v 1 or z. Further, it follows from (2.4) that 10) where in the last inequality we used the assumption that r > 4K, implying that |u(x)| ≥ |x|/2 for x r ∼ 0, and the fact that n ≤ εV 1/6 . Therefore, for v 2 and z with |v 2 − z| ≥ r/2, the sum (3.9) is, uniformly in K, bounded from above by C 10 C 12 ε 6 n 2 /V.
Next, consider the sum (3.9) in the case |v 1 − z| ≥ r/2. By translation invariance, the sum (3.9) equals
By the definition of u(x), the translation of u(x) by (v 2 − v 1 ) equals u(x + (v 2 − v 1 )). Since v 1 r ∼ v 2 , the translation of x (r-equivalent to 0) by (v 2 − v 1 ) is still r-equivalent to 0. Note that x + (v 2 − v 1 ) ∈ Q 2n and it is also possible that x + (v 2 − v 1 ) = 0. These observations imply that the above sum is bounded from above by
Since we only consider the above sum in the case z and v 1 satisfy |v 1 − z| ≥ r/2, we obtain as before that
It remains to bound the sum
There are two cases depending on whether x = 0 or x = 0. The case x = 0 can be considered similarly to (3.10), so the above sum is bounded from above by C 13 ε 6 in this case (the constant changes, since we now sum over x ∈ Q 2n instead of x ∈ Q n ). It remains to consider the case x = 0. In this case |u(x)| = K, and we only need to bound the sum over z, v 2 ∈ Z d . This sum is bounded from above by C 14 K 6−d by (2.4), where C 14 is independent of K. Therefore, for v 1 and z with |v 1 − z| ≥ r/2, the sum (3.9) is bounded from above by
Now take K large and ε small so that (3.8) holds. We obtain from (3.7) and (3.8) that
Step 3. We now show that there exists C 15 = C 15 (K) such that
This follows from a local modification argument as follows. Note that if E occurs, there exist z and z on ∂Q K such that z is connected to z by a path in T d r \ Q K which can not be contracted into a path from z to z inside Q K and, at the same time, does not wind around the torus too often. More precisely, this path π satisfies w(π) ≥ r/2 and δ(π) ≤ n + K. We can therefore modify the configuration of bonds inside Q K to make sure that {0 ↔ z in Q K } • {0 ↔ z in Q K }, which implies that the origin is in a long cycle π with δ(π ) ≤ n + 3K. Since there are only finitely many edges in Q K , the above inequality follows.
We can now complete the proof of Proposition 3.2. We pick α so that (3.4) holds for all r > 4K. We then pick ε and K to satisfy (3.6) and (3.8). It follows from Steps 2 and 3 of the proof that for all r > 4K and n ∈ [α −1 r + 3K, εV 1/6 ],
Finally, we adjust the constant C 16 so that the result remained valid for r ≤ 4K.
Proof of Theorem 1.2
We start by proving Theorem 1.2(b), which is a simple consequence of Theorem 1.1. Indeed, when there exists a long cycle of length at least ε −1 V 1/3 , then the number of vertices in long cycles is at least ε −1 V 1/3 . Denote the number of vertices in long cycles by M . Then, by the Markov inequality and Theorem 1.1,
by Theorem 1.1. In the remainder of this section, we prove Theorem 1.2(a).
In the first lemma of this section, we provide sufficient conditions for non-existence (with high probability) of long cycles with few edges contained in large open clusters. A more intuitive sufficient condition will be given later in Lemma 4.2.
Lemma 4.1. Assume (1.1). Let ε be a positive number, and let k and n be positive numbers (possibly depending on ε and V ) satisfying the following assumption: Proof. We first give an upper bound on the probability that the origin is in a long cycle of length at most k. Let E k denote this event. Recall that LC 3n is the event that the origin is in a long cycle π with δ(π) ≤ 3n. It follows from Theorem 1.1 that P pc (LC 3n ) ≤ C 2 n 2 /V . It follows from Corollary 2.1 that the event E k \ LC 3n implies the existence of two disjoint paths of length at most k from the origin to ∂Q n in Z d . These observations imply
where in the last bound we also used the BK inequality.
It is now easy to finish the proof of Lemma 4.1. Indeed, by the Markov inequality and translation invariance,
2/3 and C T (x) contains a long cycle of length ≤ k ≤ V δV 2/3 P pc (C T (0) contains a long cycle of length ≤ k) . If C T (0) contains a long cycle of length at most k, then there exists a vertex x ∈ C T (0) such that the following events occur disjointly: {0 ↔ x in T d r } and {x is in a long cycle of length ≤ k}. Therefore we can use the BK inequality to bound
is in a long cycle of length ≤ k) .
The sum x∈T d r P pc 0 ↔ x in T d r = E T,pc |C T (0)| is the expected size of C T (0). Using (2.5) and translation invariance, we bound P pc ∃x : |C T (x)| > δV 2/3 and C T (x) contains a long cycle of length
Lemma 4.1 follows by using the upper bound on the probability of E k in (4.2).
The next lemma gives a more intuitive sufficient condition for Theorem 1.2. To show that the assumption of Lemma 4.1 holds, we take k = εn 2 and n = γ(ε) 1/2 V 1/6 . The result follows, since P pc (0 ↔ ∂Q R ) R −2 by (2.1).
We are now ready to complete the proof of Theorem 1.2. Let I be the set of z ∈ C T (0) such that {0 ↔ z} • {z is in a long cycle}. Theorem 1.3 follows from Lemma 5.1:
Lemma 5.1 (Bound on the number of long cycles).
Moreover, when (1.1) holds, there exists a finite constant C such that
Before we prove Lemma 5.1, we show how to use it to complete the proof of Theorem 1.3:
as required. In the remaining part of this section, we prove Lemma 5.1.
Proof of Lemma 5.1. Let E be the set of edges of the torus adjacent to at least one of the vertices from I. We will show that Y C T (0) ≤ |E|. Let G = C T (0), and let G = G \ E denote the subgraph of G obtained by removing every edge of G that is in E. Note that every vertex from I is an isolated vertex in G. We claim that the graph G does not contain long cycles. Indeed, assume that there is a long cycle π in G. Since G is a subgraph of G, π is a long cycle in G. In particular, there exists z ∈ π such that 0 is connected to z in G by a path that does not use any edges from π. Therefore, z ∈ I and z is not an isolated vertex in G. This is a contradiction.
We have just shown that by removing every edge adjacent to a vertex in I, we obtain a subgraph of C T (0) without long cycles. This implies that Y C T (0) ≤ |E| ≤ 2d|I|.
Further, by the BK inequality, (2.5) and Theorem 1.1,
Proof of Theorem 1.4(a): existence of long cycles
In this section we prove Theorem 1.4(a). We show that there exists c > 0 such that P pc there exists a long cycle of length > cV 1/3 > c.
Take ε > 0. The precise value of ε will be determined later. Define M = |{x : x is in a long cycle of length > εV 1/3 }|.
Then, clearly, P T,pc ∃ a long cycle of length > εV 1/3 = P T,pc (M = 0).
By the second moment method, we can bound
We first show that E T,pc M ≥ C 3 V 1/3 , and then that E T,pc M 2 ≤ C 4 V 2/3 . By translation invariance, E T,pc M = V P T,pc (0 in a long cycle of length > εV 1/3 ).
Let E k = {0 in a long cycle of length ≤ k}. We write P T,pc (0 in a long cycle of length > εV 1/3 ) ≥ P T,pc (0 in a long cycle) − P T,pc (E εV 1/3 ).
It follows from Theorem 1.1 that
Therefore, it remains to show that for some ε > 0,
By (4.2) with k = εV 1/3 and n = δV 1/6 for some δ > 0,
It follows from Theorem 1.5 and (2.1) in Theorem 2.1 that there exists r 0 = r 0 (ε, δ) such that for all r ≥ r 0 (i.e., V ≥ r d 0 ),
We choose δ = ε 1/3 . Then, by taking ε small enough, we deduce (5.2) for all r ≥ r 0 . Therefore, P T,pc (0 in a long cycle of length > εV
for small enough ε and for all r ≥ r 0 = r 0 (ε). We then choose C 3 = C 3 (ε) so that P T,pc (0 in a long cycle of length > εV 1/3 ) ≥ C 3 V −2/3 for all r ≥ 1. This implies that E T,pc M ≥ C 3 V 1/3 . It remains to prove that E T,pc M 2 ≤ C 4 V 2/3 . Since
x,y P T,pc x, y in long cycles of length > εV 1/3 , it suffices to show that
We split the above sum, depending on whether the events {x in long cycle} and {y in long cycle} occur disjointly or not. The contribution where these events do occur disjointly can be bounded, using the BK-inequality and Theorem 1.1, by C 9 V 2/3 , so that
where the event {x, y in overlapping long cycles} indicates that all pairs of long cycles, one of which contains x and the other y, share at least one edge. Proof. When x and y are in overlapping long cycles, there exist u, v such that (a) u and v both are part of the long cycle that contains x as well as the one that contains y, (b) the connections x ↔ u, u ↔ v, x ↔ v, y ↔ u, y ↔ v all occur disjointly, and (c) at least one of the connections in (b) has displacement at least r/6. Therefore, using symmetry and the BK inequality, we can upper bound the sum in (5.3) by 4
x,y,u,v
By Theorem 1.7, we can bound P T,pc (x ↔ u with displacement ≥ r/6) ≤ C 10 V −2/3 . Let
It follows from [6, Theorem 1.6(iii)] and [14, (1.6) ] that ∇ T,pc < ∞. Therefore, we can bound the first sum in (5.4) by
and the second sum in (5.4) by
These estimates complete the proof.
We have just shown that E T,pc M 2 ≤ C 4 V 2/3 . By the second moment method, we obtain P T,pc ∃ a long cycle of length > εV
This completes the proof of the fact that a long cycle of length > εV 1/3 exists with positive probability.
Proof of Theorem 1.4(b): non-existence of long cycles
In this section we prove that, for any positive δ, with positive probability uniformly in r, the clusters of size > δV 2/3 do not contain any long cycles. In other words, recalling the definition of Y δ in Section 5.1, we will prove the following proposition:
Proposition 5.1 (Non-existence of long cycles). For any positive δ there exists c > 0 such that, for all r ≥ 1,
Proof. For x ∈ T d r , run the following exploration of the edges of C T (x) started from x. Enumerate the edges of T d r . (In the algorithm we describe now, if there are several edges to choose from, we always pick the edge with the smallest number.) The first stage of the algorithm is the standard depth-first exploration. At this stage, after n steps, the algorithm produces
• the set of explored vertices X n (which will be a subset of the vertices of C T (x)),
• the set of explored edges E n (these will be the explored edges, the occupancy of which we will check),
• the set of open explored edges T n and the open cluster induced by these edges, also denoted by T n (which will be part of the depth-first spanning tree of C T (x)), and
• the set of unexplored edges U n (the algorithm will not check the occupancy of these edges).
Further, let
Assume that X n , E n , T n and U n are defined. If there is no edge {a, b} with a ∈ X n and {a, b} / ∈ W n , then we stop the algorithm and write A x = A n for all A ∈ {X, E, T, U, W }. Otherwise, pick the vertex a ∈ X n which is the farthest from x in T n for which there exists b ∈ T d r such that {a, b} / ∈ W n . Such a vertex, if it exists, is always unique, since we explore depth-first. (We prove this statement in Lemma 5.3(a) at the end of the section.)
Let e = {a, b} be the smallest such edge. We distinguish two cases:
1. If b / ∈ X n , then we define E n+1 = E n ∪ {e}, U n+1 = U n , and check the occupancy of e.
(a) If e is open, then we define X n+1 = X n ∪ {b} and T n+1 = T n ∪ {e}.
(b) If e is closed, then we define X n+1 = X n and T n+1 = T n .
2. If b ∈ X n (in this case we call e a surplus edge), then we define X n+1 = X n , T n+1 = T n , E n+1 = E n , and U n+1 = U n ∪ {e}, and do not check the occupancy of e.
Since the number of edges of T d r is finite, this stage of the algorithm will terminate at some step N < ∞. We then write A x = A N for all A ∈ {X, E, T, U, W }. In particular, X x is the vertex set of C T (x), T x is the "depth-first" spanning tree of C T (x) with root at x, and W x is the set of edges with at least one end vertex in C T (x). The occupancy of edges in E x is known. In particular, the graph induced by sets of open edges in E x is T x . The occupancy of edges in U x has not been checked. The sets E x and U x are disjoint. Also note that, given the set of unexplored edges U x , the edges in U x are open independently of each other. An example of an edge {a, b} ∈ U x is given in Figure 1 below.
We proceed by describing the second stage of the algorithm. The aim of this second stage is to select those surplus edges {a, b} that (i) close a long cycle; and (ii) are such that x ←→ b is completely disjoint from the long cycle that is created by the addition of the edge {a, b}; and (iii) there are no long cycles precisely when all these selected edges are closed.
After n steps, the algorithm produces
• the set of open explored edges G n and the open cluster induced by these edges, also denoted by G n (which will be a subgraph of C T (x) without long cycles), x b a Figure 1 : Example of an edge {a, b} ∈ U x .
• the set of explored edges F n (which will be a subset of edges of U x , the occupancy of which we will check), and
• the set of special edges Z n (the algorithm will not check the occupancy of these edges; each e ∈ Z n will have the property that in the graph G n ∪ {e}, e is in a long cycle π, and there exists a path ρ connecting one of the end-vertices of e to x which is edge disjoint of π).
Note that, according to the first stage of the algorithm, each edge e ∈ U x can be written as {a, b} such that the unique path from a to x in the spanning-tree T x passes through b. (We prove this statement in Lemma 5.3(b) at the end of the section.) Denote by B x the set of end-vertices with this property, that is, a vertex b is in B x if and only if there exists a vertex a such that the edge {a, b} is in U x and the unique path from a to x in the spanning tree T x passes through b.
We enumerate the vertices of B x subject to the following restriction: a vertex b ∈ B x receives a smaller number than b ∈ B x if the unique path from b to x in the spanning tree T x passes through b. This ordering of the vertices in B x can be better understood by introducing an auxiliary abstract tree T x rooted at x with the vertex set {x} ∪ B x and the following set of oriented (away from the root) edges: For b, b ∈ B x , there is an edge from b to b in T x , if the unique path from b to x in the depth-first spanning tree T x passes through b, and the unique path between b and b in T x does not contain any other vertices from B x . With this definition, we can alternatively say that a vertex b ∈ B x has a smaller number than b ∈ B x if there is an oriented path from b to b in T x . In other words, we enumerate the vertices of B x according to their distance to x in the abstract tree T x . An example of a collection of cycles and the corresponding tree T x is given in Figure 2 below.
The second stage of the algorithm goes as follows. Let G 0 = T x , F 0 = ∅, Z 0 = ∅ and B 0 = B x . Assume that, for n ≥ 0, the sets G n , F n , Z n and B n are defined. If B n = ∅, then we stop the algorithm and define G x = G n , F x = F n and Z x = Z n .
Otherwise, pick a vertex b ∈ B n with the biggest number. We distinguish two cases:
1. If there are at least two vertices a and a such that the edges {a, b} and {a , b} are in U x \ (F n ∪ Z n ), then define B n+1 = B n and we select the admissible edge with the smallest number. (This is the same numbering of the edges of the torus as in the first stage of the algorithm.)
2. If the vertex a such that the edge {a, b} is in U x \(F n ∪Z n ) is unique, then we define B n+1 = B n \{b} and select this edge.
Assume that the edge e = {a, b} is selected.
1. If the graph G n ∪ {e} does not contain a long cycle, then we define F n+1 = F n ∪ {e} and Z n+1 = Z n and check the occupancy of e. (b) If e is closed, then define G n+1 = G n .
2. If the graph G n ∪ {e} does contain a long cycle, then we define G n+1 = G n , F n+1 = F n and Z n+1 = Z n ∪ {e} and do not check the occupancy of e. Note that, by the special ordering of the vertices in B x , every long cycle of the graph G n ∪ {e} passes through e and it is edge disjoint with the unique path from b to x in the tree T x .
Since the number of edges of T d r is finite, this stage of the algorithm will terminate at some step N < ∞. We then write A x = A N for all A ∈ {G, F, Z}. The sets F x and Z x are disjoint, and their union is U x . The occupancy of edges in F x is known. In particular, the graph induced by set of open edges in E x ∪ F x is G x . The occupancy of edges in Z x has not been checked. In particular, given the set Z x , the edges in Z x are open independently of each other. By the definition of Z x , any edge e ∈ Z x is in a long cycle in the graph G x ∪ {e}, and every long cycle of the graph G x ∪ {e} passes through e. Moreover, by the special ordering of the vertices in B x , any edge e ∈ Z x can be written as {a, b} so that the unique path from b to x in the spanning tree T x is edge disjoint from some long cycle of the graph G x ∪ {e} (but not necessarily from all long cycles of the graph G x ∪ {e}).
We run the above defined exploration algorithm for all the open clusters of the torus. We pick a vertex x 1 uniformly on the torus and determine the depth-first spanning tree of the cluster of x 1 with root at x 1 , T x 1 , the set of explored edges E x 1 ∪ F x 1 , and the set of special edges Z x 1 . We then pick a vertex x 2 uniformly from the remaining vertices and determine the depth-first spanning tree of C T (x 2 ), T x 2 , the set of explored edged E x 2 ∪ F x 2 , and the set of special edges Z x 2 . We then proceed similarly by selecting x 3 , . . . , x M and determining T x i , E x i ∪ F x i and Z x i . Here M = M (ω) is the number of open clusters in the realization ω.
Given the sets of explored edges E x i ∪ F x i , the number of long cycles is defined by the status of the special edges Z x i . In particular, if all the edges in Z x i are closed, then C T (x i ) does not contain long cycles. Note that given the set of explored edges E x i ∪ F x i , the event that all the edges in Z x i are closed has probability
Also, the size of a cluster is determined by the number of vertices in a spanning tree. Therefore, (remember that M is the number of open clusters in the torus)
The last step follows from Jensen's inequality. Let C (1) , . . . , C (M ) be all the clusters of the torus sorted from the largest (in the number of vertices) to the smallest with ties broken in an arbitrary way. We will show that
Fix a percolation realization on the torus. Remember the way we select the vertices x 1 , . . . , x M : select x 1 uniformly on the torus, select
, and so on. Given a percolation realization on the torus, we can select the vertices x 1 , . . . , x M in two steps: first select a permutation σ of {1, . . . , M } (the distribution of σ is irrelevant to us), and then select x i uniformly from C (σ(i)) . Note that the sum
) does not depend on σ, i.e., on the order in which we select clusters, and only depends on which points in clusters we select as x i 's. This implies (5.8) .
Note that
Therefore, it follows from (5.7) and (5.8) that
Proposition 5.1 follows once we show that
Recall that I is the set of z ∈ C T (0) such that {0 ↔ z} • {z is in a long cycle}, and let E be the set of edges with at least one end-vertex in I. By the properties of Z 0 , if e ∈ Z 0 is open, then e ∈ E. Therefore,
The claim (5.9) now follows from Lemma 5.1. This completes the proof of Proposition 5.1.
In the remainder of this section, we prove some properties of the exploration algorithm defined in the proof of Proposition 5.1. Remember the notation used in the description of the algorithm.
Lemma 5.3 (Structure depth-first tree). (a) For n ≥ 0, let X n be the set of vertices a ∈ X n for which there exists b ∈ T d r such that the edge {a , b } / ∈ W n . For each n ≥ 0, there exists a unique vertex a ∈ X n which is the farthest from x in the tree T n , and all the other vertices from X n belong to the unique path from a to the root x in T n . (b) For all e ∈ U x , there exist a, b ∈ X x such that e = {a, b} and the unique path from a to x in the tree T x passes through b.
Proof. The proof of part (a) is by induction on n. The result is obvious for n = 0, since X 0 = {x}. Assume that the result holds for all n ≤ n. Pick the unique vertex a ∈ X n which is the farthest from x in T n . Let {a, b} / ∈ W n . (If there are several choices, then we pick the smallest edge according to the numbering of the edges of the torus.) If {a, b} satisfies 1(a) of the first stage of the algorithm, then b ∈ X n+1 , and the unique path from b to x in T n+1 contains X n , by the induction assumption. If {a, b} satisfies 1(b) or 2 of the first stage of the algorithm, then either X n+1 = X n (if there is more than one edge {a, b } / ∈ W n ) or X n+1 = X n \ {a} (if there is the unique edge {a, b } / ∈ W n ). In both cases X n+1 satisfies the statement in part (a) of the lemma, by the induction hypothesis. This completes the proof of (a). To prove part (b), let e ∈ U x . There exists n ≥ 0 such that U n+1 \ U n = {e}. By the definition of the algorithm, there exist a and b such that e = {a, b} and a is the farthest vertex in X n from x in T n . Note that the edge e satisfies condition 2 of the first stage of the algorithm. In particular, b ∈ X n and e / ∈ W n . Therefore, b ∈ X n . The result in part (b) now follows from part (a) of the lemma.
6 Proof of Theorems 1.5 and 1.6
In this section, we restrict to percolation on Z d . In particular, all the paths are assumed by default to be in Z d , and we write here {x ↔ y} for {x ↔ y in Z d } and C(x) for C Z (x). This section is organized as follows. In Section 6.1, we start with some preparatory lemmas based on the techniques in [19, 20] . We prove Theorem 1.6(a) in Section 6.2, and Theorems 1.6(b) and 1.5 in Section 6.3.
Preparatory lemmas
The following lemma produces the factor √ ε that is present in Theorems 1.5 and 1.6(b):
Lemma 6.1. There exists a finite constant C such that for any ε > 0, positive integer n, and x ∈ Z d with |x| ≥ n 2 ,
Proof of Lemma 6.1. This proof is a slight modification of the proof of [20, Lemma 2.5] . The event
←→ ∂Q n } is measurable with respect to B I (εn 2 ) = {x ∈ Z d : 0 ≤εn 2 ←→ x}. Therefore, [20, Lemma 2.5] implies that for any x ∈ Z d with |x| sufficiently large,
In fact, it follows from the proof of [20, Lemma 2.5] that the above inequality holds for all x ∈ Z d with |x| ≥ n 2 . Finally, remember that P pc (E) ≤ C 2 n −2 by (2.1). This completes the proof.
It follows from Lemma 6.1 and (2.2) that x∈Q 2n 2 \Q n 2
which shall be used crucially later on. We next recall some notation from [19] . Recall the definition of a K-regular vertex from [19, Definition 4.1]: For A ⊆ Z d , let C(x; A) be the set of vertices y such that x ↔ y in A. For x ∈ ∂Q n and positive integers s and K, we say that x is s-bad if C(x; Q n ) satisfies
We further say that x ∈ ∂Q n is K-irregular if there exists s ≥ K such that x is s-bad. Otherwise we say that x is K-regular. We say that a pair of vertices (x, y) is (n, K, ε)-admissible if the following conditions hold: (a) y ∈ ∂Q n and x ∈ Q 2n 2 \ Q n 2 ; (b) 0 ≤εn 2 ←→ y in Q n and y ↔ x; (c) y is K-regular; and (d) the edge {y, y} is pivotal for the event 0 ↔ x, where y is the neighbor of y not in Q n (if more than one exist, then we choose the first in lexicographical order).
We define Y (n, K, ε) as the number of (n, 
Proof. A word for word repetition of the proof of [19, Lemma 5 .1] (taking into account Remark 2) gives Lemma 6.2. Indeed, with the notation of [19] , the only difference in the proofs arises in the proof (and the statement) of [19, Lemma 5.3] , where instead of the event
we use the event
However, the event E 1 still can be determined by observing only the edges of C(0; Q j ). Therefore, the proof of Lemma 5.3 in [19] remains unchanged if we replace the event E 1 with the event E 1 . The proof of Lemma 5.5 in [19] also requires only that the event E 1 must be determined by observing only the edges of C(0; Q j ), and therefore also holds with E 1 replaced with E 1 .
Note that for every x ∈ Q 2n 2 \ Q n 2 there exists at most one y ∈ ∂Q n such that the pair of vertices (x, y) is (n, K, ε)-admissible. Therefore,
←→ y in Q n } and {0 ↔ x} both occur. We use this observation to bound the expected number of (n, K, ε)-admissible pairs from above by x∈Q 2n 2 \Q n 2 P pc ∃y ∈ ∂Q n : 0
We can now combine these bounds with the results of (6.1) and Lemma 6.2 to get E pc {y ∈ ∂Q n : 0
for all large enough K, positive integers n and for all ε > 0 with the constants C 3 from (6.1) (not depending on K, n and ε) and C 4 (K) from Lemma 6.2 (not depending on n and ε). We next investigate the contribution from K-irregular y's: 
Proof of Lemma 6.3. Recall the definition of an s-locally bad vertex from [19, Definition 4.3] : Let T loc s (x) be the event that (a) for all y ∈ Q s (x), |C(y; Q s 2d (x)) ∩ Q s (x)| < s 4 log 4 s; and (b) there exist at most log 3 s disjoint open paths starting in Q s (x) and ending at ∂Q s 2d (x). For x ∈ ∂Q n and positive integers s and K, we say that a cluster C in Q s 4d 2 (x) ∩ Q n is a "spanning cluster" if (a) C ∩ Q n intersects both ∂Q s 4d 2 (x) and Q s 2d (x), or (b) C = C(x). We say that x is s-locally bad if there exist spanning clusters
Note that the event that x is s-locally bad is determined by the status of the edges in the box Q s 4d 2 (x)∩Q n . Moreover, it follows from [19, Claim 4.2] that if x is not K-regular, then there exists s ≥ K such that x is s-locally bad. Therefore, we need to bound from above the probabilities
←→ y in Q n , y is s-locally bad for y ∈ ∂Q n , s ≥ K and large enough n.
Since we are only interested in large n, we may assume that nε > 1. We consider two different cases: 2d(s 4d 2 ) d < n and 2d(s 4d 2 ) d ≥ n. We start with the case 2d(s 4d 2 ) d < n. Note that in this case the ball Q s 4d 2 contains at most εn 2 edges. We bound the sum y∈∂Qn P pc 0 ≤εn 2 ←→ y in Q n , y is s-locally bad from above by
Since the events {0 ≤εn 2 ←→ Q s 4d 2 (y) in Q n } and {y is s-locally bad} depend on the states of edges in disjoint subsets of Z d , they are independent. In particular, the above sum equals 
We apply this result to "extend" the path 0 ≤εn 2 ←→ Q s 4d 2 (y) in Q n to a path 0 ≤2εn 2 ←→ y in Q n :
Here we also use the fact that the number of edges in Q s 4d 2 (y) is at most εn 2 , which implies that if two vertices z and z in Q s 4d 2 (y) are connected by an open path in Q s 4d 2 (y) then the length of this path is at most εn 2 . It follows from [19, Lemma 4.3] that P pc (y is s-locally bad) ≤ C 9 exp −C 10 log 4 s .
We now put these bounds together. Let be the sum over all s such that s ≥ K and 2d(s 4d 2 ) d < n. We obtain that y∈∂Qn P pc 0 ≤εn 2 ←→ y in Q n , y is s-locally bad is bounded from above by
where the constants C 11 and C 12 do not depend on n, ε or K.
We now consider the case 2d(
. For s ≥ s 0 , we simply bound
We again use [19, Lemma 4.3 ] to bound the above expression by
, and where the constants C 13 and C 14 do not depend on n, K, or ε. We take K so large that C 11 exp −C 12 log 4 K < 1/2. Remember [19, Claim 4.2] which states that if y is K-irregular, then there exists s ≥ K such that y is s-locally bad. Therefore, for such choice of K, the sum
The result of Lemma 6.3 follows.
With Lemma 6.3 at hand, we are now ready to prove Theorems 1.6 and 1.5 in Sections 6.2 and 6.3.
Proof of Theorem 1.6(a)
The proof of Theorem 1.6(a) is similar to the proof of Lemma 6.3, but easier. We refer the reader to Section 6.1 for definitions and notation. Remember the definition of a K-regular vertex from Section 6.1. Let X K−reg n be the number of K-regular vertices on the boundary of Q n connected to the origin by an open path in Q n .
Let Y (n, K, L) be the random variable defined in the proof of [19, Theorem 2] : We say that a pair of vertices (x, y) are (n, K, L)-admissible if the following conditions hold: (a) x ∈ ∂Q n and y ∈ Q L (x); (b) 0 ↔ x in Q n and x ↔ y; (c) x is K-regular; and (d) the edge {x, x} is pivotal for the event 0 ↔ y, where x is the neighbor of x not in Q n (if more than one exist, we choose the first in lexicographical order). We define Y (n, K, L) as the number of (n, K, L)-admissible pairs.
It follows from [19, Lemma 5.1] and Remark 2 that there exists C 15 = C 15 (K) such that for all large enough K and for all n and L,
Lemma 6.4. For all large enough K and for all n,
Proof. The proof of this lemma is very similar to the proof of Lemma 6.3, but simpler. In the same way as in the proof of Lemma 6.3 and with the same choice of K, we bound the sum x∈∂Qn P pc (0 ↔ x in Q n , x is not K-regular) from above by 1 2 x∈∂Qn P pc (0 ↔ x in Q n ) + C 13 exp −C 14 log 4 K .
We then use the result of [19, Lemma 3.1]: For all positive integers n, x∈∂Qn P pc (0 ↔ x in Q n ) ≥ 1.
We increase K if necessary to fulfill the bound C 13 exp −C 14 log 4 K < 1/6. The result follows. Theorem 1.6(a) follows in a straightforward way from (6.4), Lemma 6.4 and the fact that
The last inequality follows from (2.2). ←→ y in Q n . Theorem 1.6(a) implies that there exists a finite constant C 17 such that F (ε) ≤ C 17 for all ε > 0. It follows from (6.2) and Lemma 6.3 that for all ε > 0,
We apply the above inequality k times to get
with C 18 = C 3 √ 2/C 4 ( √ 2 − 1) and where we use that F (2 k ε) ≤ C 17 by Theorem 1.6(a). This inequality holds for any fixed k. We complete the proof of Theorem 1.6(b) by taking k such that 2 k √ ε > 1.
Proof of Theorem 1.5. Take ε > 0 and n ≥ 1. Let k = Kε 1/2 n , for large enough K. The precise choice of K will be made later in the proof. It suffices to prove Theorem 1.5 for small enough ε, therefore, we assume that Kε 1/2 < 1. (Our choice of K later will be made independently of ε.) Let M = 1/(Kε 1/2 ) − 1 > 0.
Note that the event {0
≤εn 2 ←→ ∂Q n } implies the existence of x 1 , . . . , x M such that for all i ∈ {1, . . . , M }, x i ∈ ∂Q k (x i−1 ) (where we assume x 0 = 0) and the following connections all occur disjointly:
←→ x i in Q k (x i−1 )}, i ∈ {1, . . . , M }, and {x M ↔ ∂Q k (x M )}.
By the BK inequality and translation invariance, we get
It follows from (2.1) and the definition of k that The constant C 20 does not depend on ε. We choose K large enough so that C 20 /K < e −1 . Putting the bounds together, we obtain lim sup
Since M = 1/(Kε 1/2 ) − 1, the result follows.
7 Proof of Theorem 1.7
We prove the first statement of Theorem 1.7 in Lemma 7.1, and the second statement of Theorem 1.7 in Lemma 7.2.
Lemma 7.1. There exists a finite constant C such that for all x ∈ T d r ,
Proof. Remember the definition of ∆ n (x) in Section 2.1. Take x ∈ T d r . We write
It follows from Proposition 2.1 and (2.3) that P pc (∆ V 1/6 (x)) ≤ τ Z,pc (0, x) + C 1 V −2/3 .
Let n = V 1/6 /4 . For x ∈ T d r and k ≥ 1, we denote by C T (x; k) the set of all y ∈ T d r such that x and y are connected in T d
r by an open path with displacement ≤ k. By Proposition 2.1 and Corollary 2.1, the event {0 ↔ x in T d r } \ ∆ V 1/6 (x) implies that (a) ∂C T (0; n) = ∅, (b) ∂C T (x; n) = ∅, and (c) C T (0; n) and C T (x; n) do not intersect. We refer the reader to Section 2.1 for the basic properties of C T (z; n).
Let G be a subgraph of T d r . We define C T (0; n; G) in the same way as C T (0; n), except that we are now only allowed to use edges from G. A coupling similar to the one in Proposition 2.1 gives sup G P pc (∂C T (0; n; G) = ∅) ≤ P pc (0 ↔ ∂Q n ) .
Indeed, the only difference is that now we do not explore edges of Z d corresponding to the edges in T d r \ G. Let G be the subgraph of T d r obtained by removing all edges needed to calculate C T (x; n). Note that the events (a)-(c) imply that ∂C T (x; n) = ∅ and ∂C T (0; n; G ) = ∅. By conditioning on the set of edges needed to calculate C T (x; n) (with ∂C T (x; n) = ∅), we obtain that the probability of the intersection of the events (a)-(c) is bounded from above by sup G P pc (∂C T (0; n; G) = ∅) P pc (∂C T (x; n) = ∅) ≤ P pc (0 ↔ ∂Q n ) 2 , which is bounded from above by C 2 n −4 ≤ C 3 V −2/3 by (2.1). This completes the proof of the lemma. Proof. We start with the proof of (7.1). Let x ∈ T d r . Let n be a positive integer smaller than r/2. We distinguish two cases: |x| < 2n/3 and |x| ≥ 2n/3. In the first case, we observe that the event {0 ↔ x by a path with displacement > n} implies that there exists a vertex y ∈ ∂Q n such that {0 ↔ y in Q n } • {y ↔ x}.
By the BK inequality, Theorem 1.6(a) and Lemma 7.1,
r by a path with displacement > n) (7.3) ≤ y∈∂Qn P pc (0 ↔ y in Q n )P pc (y ↔ x) ≤ C 4 τ Z,pc (y, x) + C 4 V −2/3 .
Since |x| < 2n/3, the distance between x and y is at least n/3. Therefore, by (1.1), τ Z,pc (y, x) ≤ C 5 n 2−d , and (7.1) follows. In the case |x| ≥ 2n/3, the event {0 ↔ x by a path with displacement > n} implies that there exists a vertex y ∈ ∂Q n/3 such that {0 ↔ y in Q n/3 } • {y ↔ x}.
Similarly to the calculation in the case |x| < 2n/3, we obtain
r by a path with displacement > n) ≤ C 6 τ Z,pc (y, x) + C 6 V −2/3 .
Since, again, y is chosen so that |x − y| > n/3, we obtain (7.1). This completes the proof of (7.1) for all x ∈ T d r . To complete the proof of (7.2), we take n = r/6 . Since r 2−d < V −2/3 = r −2d/3 when d > 6, (7.2) follows.
