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Algebraic independence of certain entire functions
of two variables generated by linear recurrences
Haruki Ide
Abstract
In this paper we construct an entire function of two variables having the
property that its values and its partial derivatives of any order at any distinct
algebraic points are algebraically independent. Such an entire function is
generated by a linear recurrence. In order to prove this result, we reduce
the algebraic independency to that of Mahler functions of several variables by
shifting the linear recurrence and apply the theory of Mahler functions.
1 Introduction and the results
In transcendental number theory, various authors have investigated necessary and
sufficient conditions for the values of analytic functions at algebraic numbers to
be algebraically independent. The earliest such result is the famous Lindemann-
Weierstrass theorem, which asserts that the values eα1 , . . . , eαn of the exponential
function at algebraic numbers α1, . . . , αn are algebraically independent if and only
if α1, . . . , αn are linearly independent over the rationals (cf. Shidlovskii [8]).
Some complex or p-adic entire functions are known to have the notable property
that their values and their derivatives of any order at any nonzero distinct algebraic
numbers are algebraically independent. As the first such result, Nishioka established
Theorem 1 below. Before stating the theorem, we introduce some notation used
throughout this paper.
Let p be ∞ or a prime number. Let | · |p denote the usual absolute value or
the standarized p-adic absolute value of the field Q of rational numbers according
respectively as p is ∞ or a prime number. We denote by Qp the completion of Q
with respect to | · |p, by Qp the algebraic closure of Qp, and by Cp the completion
of Qp. Note that Q∞ is the field R of real numbers, and that Q∞ and C∞ are the
field C of complex numbers. We also denote by | · |p the absolute value of Cp. Let Q
denote the field of algebraic numbers, that is, the algebraic closure of Q in C. We
denote by Q
×
the set of nonzero algebraic numbers. For each prime number p, we
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fix an embedding of Q into Cp. We denote by f
(l)(x) the derivative of f(x) of order
l.
Theorem 1 (Nishioka [5]). Let p be ∞ or a prime number. Let a be an algebraic
number with 0 < |a|p < 1. Define f(x) =
∑∞
k=0 a
k!xk. Then the infinite subset
{f (l)(α) | α ∈ Q
×
, l ≥ 0} of Qp is algebraically independent over Q.
First we consider the case where p is ∞. Fix an algebraic number a with 0 <
|a|∞ < 1 in what follows. Nishioka also proved the following
Theorem 2 (Nishioka [6]). Let d be an integer greater than 1. Define g(x) =∑∞
k=0 a
dkxk. Then the infinite subset {g(l)(α) | α ∈ Q
×
, l ≥ 0} of C is algebraically
independent over Q.
Theorem 2 was proved by using the fact that the function g(x; z) =
∑∞
k=0 x
kzd
k
satisfies the functional equation
g(x; z) = xg(x; zd) + z, (1)
which is essentially different from the situation of Theorem 1. Mahler functions
are analytic functions satisfying the functional equations such as (1) or those of
more general forms. In order to prove Theorem 2 above, Nishioka [6] established a
criterion for the algebraic independence of the values of Mahler functions. Mahler’s
method, which treats the algebraic independence of the values of Mahler functions,
has further applications as follows.
Let {Rk}k≥0 be a linear recurrence of nonnegative integers satisfying
Rk+n = c1Rk+n−1 + · · ·+ cnRk (k ≥ 0), (2)
where n ≥ 2, R0, . . . , Rn−1 are not all zero, and c1, . . . , cn are nonnegative integers
with cn 6= 0. We define a polynomial associated with (2) by
Φ(X) := Xn − c1X
n−1 − · · · − cn. (3)
Define
F (x) :=
∞∑
k=0
aRkxk. (4)
The following theorem was proved by applying Nishioka’s criterion.
Theorem 3 (Tanaka [9]). Suppose that Φ(±1) 6= 0 and that the ratio of any pair of
distinct roots of Φ(X) is not a root of unity. Then the infinite subset {F (l)(α) | α ∈
Q
×
, l ≥ 0} of C is algebraically independent over Q.
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Using Mahler’s method, Tanaka also constructed a complex entire function de-
fined by an infinite product and having the property that its values and its deriva-
tives of any order at any nonzero distinct algebraic numbers except its zeros are
algebraically independent. Define
G(y) :=
∞∏
k=0
(
1− aRky
)
. (5)
The following theorem was proved by applying another criterion, which was proved
by Kubota [2] and improved by Nishioka [7].
Theorem 4 (Tanaka [12]). Suppose that Φ(±1) 6= 0, that the ratio of any pair of
distinct roots of Φ(X) is not a root of unity, and that {Rk}k≥0 is not a geometric
progression. Then the infinite subset {G(m)(β) | β ∈ Q
×
\ {a−Rk}k≥0, m ≥ 0} of C
is algebraically independent over Q.
Remark 1. It is shown in Remark 2 of Tanaka [10] that, if Φ(±1) 6= 0 and if the
ratio of any pair of distinct roots of Φ(X) is not a root of unity, then Rk = cρ
k+o(ρk),
where ρ > 1 and c > 0, so that F (x) and G(y) are complex entire functions.
Remark 2. In the case where {Rk}k≥0 is a geometric progression, Theorem 4 is not
valid (cf. Tanaka [12, Remark 2]). Note that {Rk}k≥0 is a geometric progression if
and only if R1 6= 0 and RkRk+2 = R
2
k+1 for all k with 0 ≤ k ≤ n− 2.
One of the main purpose of this paper is to construct an entire function of two
variables which possesses the notable algbraic independence property such as the
functions stated in Theorems 1–4 even for its partial derivatives. In what follows,
we consider not only the complex case but also the p-adic case. Again let p be∞ or
a prime number and fix an algebraic number a with 0 < |a|p < 1. Let {Rk}k≥0 be
a linear recurrence of nonnegative integers satisfying (2) and Φ(X) the polynomial
defined by (3). We note that the degree n of Φ(X) is greater than 1. In the case
where p is ∞, we suppose that {Rk}k≥0 satisfies the following condition, which is
the same as that assumed in Theorem 4:
(R)∞ Φ(±1) 6= 0, the ratio of any pair of distinct roots of Φ(X) is not a root of
unity, and {Rk}k≥0 is not a geometric progression.
On the other hand, in the case where p is a prime number, we suppose that {Rk}k≥0
satisfies the following condition, which is stronger than (R)∞ (cf. Tanaka [10, Re-
mark 1]):
(R)p Φ(X) is irreducible over Q and the roots ρ1, . . . , ρn of Φ(X) satisfy ρ1 >
max{|ρ2|∞, . . . , |ρn|∞}.
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Then F (x) and G(y) defined respectively by (4) and (5) are entire functions on Cp.
We define a two-variable function Θ(x, y), the main object in this paper, by
Θ(x, y) :=
∞∑
k=0
aRkxk
∞∏
j=0
j 6=k
(
1− aRjy
)
.
By Remark 1, Θ(x, y) is an entire function on Cp × Cp. We assert that F (x) and
−G′(y) are specializations of Θ(x, y). Indeed, substituting y = 0 into Θ(x, y), we
have Θ(x, 0) = F (x), so that
∂lΘ
∂xl
(x, 0) = F (l)(x) (l ≥ 0). (6)
On the other hand, substituting x = 1 into Θ(x, y), we see by the logarithmic
derivative of G(y) that
Θ(1, y) =
∞∏
j=0
(
1− aRjy
)
×
∞∑
k=0
aRk
1− aRky
= −G′(y),
so that
∂mΘ
∂ym
(1, y) = −G(m+1)(y) (m ≥ 0). (7)
To state our main theorem, let us introduce the following notation. For each alge-
braic number β, we define
Nβ := ♯{k ≥ 0 | a
−Rk = β} = ord
y=β
G(y).
Then, by Remark 1, Nβ is 0 or 1 for all but finitely many β. The following theorem,
which establishes the algebraic independence of the “direct product” of the infinite
sets treated in Theorems 3 and 4, is the main theorem of the present paper.
Theorem 5. Let p be ∞ or a prime number. Suppose that {Rk}k≥0 satisfies the
condition (R)p. Then the infinite subset{
∂l+mΘ
∂xl∂ym
(α, β)
∣∣∣∣ α ∈ Q×, β ∈ Q, l ≥ 0, m ≥ Nβ}⋃{G(Nβ)(β) ∣∣∣ β ∈ Q×}
of Qp is algebraically independent over Q.
By (6), (7), and Theorem 5, we can refine Theorems 3 and 4, namely we obtain
the algebraic independence of the union of the infinite sets treated in Theorems 3
and 4 as well as the nonzero derivatives at the zeros of the infinite product G(y).
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Corollary 1. Let p be ∞ or a prime number. Suppose that {Rk}k≥0 satisfies the
condition (R)p. Then the infinite subset{
F (l)(α)
∣∣∣ α ∈ Q×, l ≥ 0}⋃{G(m)(β) ∣∣∣ β ∈ Q×, m ≥ Nβ}
of Qp is algebraically independent over Q.
Let us describe another corollary of Theorem 5. We define
Ξ(x, y) :=
∂Θ
∂y
(x, y) =
∞∏
j=0
(
1− aRjy
)
×
∑
k1,k2≥0
k1 6=k2
−aRk1+Rk2xk1
(1− aRk1y)(1− aRk2y)
. (8)
Theorem 5 implies that, if {Rk}k≥0 is strictly increasing, then the entire function
Ξ(x, y) on Cp × Cp have the following notable property: The infinite set consisting
of its values and its partial derivatives of any order at any distinct algebraic points
(α, β) with α 6= 0 is algebraically independent.
Corollary 2. Let p be ∞ or a prime number. Suppose that {Rk}k≥0 satisfies the
condition (R)p. Assume in addition that {Rk}k≥0 is strictly increasing. Then the
infinite subset {
∂l+mΞ
∂xl∂ym
(α, β)
∣∣∣∣ α ∈ Q×, β ∈ Q, l ≥ 0, m ≥ 0}
of Qp is algebraically independent over Q.
Example 1. Let p be ∞ or a prime number and fix an algebraic number a with
0 < |a|p < 1. Let {Fk}k≥0 be the Fibonacci numbers defined by
F0 = 0, F1 = 1, Fk+2 = Fk+1 + Fk (k ≥ 0).
Regarding {Fk+2}k≥0 as {Rk}k≥0, we define the entire function Ξ(x, y) on Cp × Cp
by (8), namely,
Ξ(x, y) =
∞∏
j=2
(
1− aFjy
)
×
∑
k1,k2≥2
k1 6=k2
−aFk1+Fk2xk1−2
(1− aFk1y)(1− aFk2y)
.
Then by Corollary 2 the infinite subset{
∂l+mΞ
∂xl∂ym
(α, β)
∣∣∣∣ α ∈ Q×, β ∈ Q, l ≥ 0, m ≥ 0}
of Qp is algebraically independent over Q.
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Theorem 5 is deduced from Theorem 6 below. We define
H(x, y) :=
∞∑
k=0
aRkxk
1− aRky
and
Fm(x) :=
∂mH
∂ym
(x, 0) = m!
∞∑
k=0
a(m+1)Rkxk (m = 0, 1, 2, . . .).
Then H(x, y) is a holomorphic function on Cp×(Cp\{a
−Rk}k≥0) and Fm(x) (m ≥ 0)
are entire functions on Cp.
Theorem 6. Let p be ∞ or a prime number. Suppose that {Rk}k≥0 satisfies the
condition (R)p. Then the infinite subset{
∂l+mH
∂xl∂ym
(α, β)
∣∣∣∣ α ∈ Q×, β ∈ Q× \ {a−Rk}k≥0, l ≥ 0, m ≥ 0}⋃{
F (l)m (α)
∣∣∣ α ∈ Q×, l ≥ 0, m ≥ 0}⋃{G(β) ∣∣∣ β ∈ Q× \ {a−Rk}k≥0}
of Qp is algebraically independent over Q.
This paper is organized as follows. In Section 2, we reduce Theorem 5 to Theorem
6 by shifting the linear recurrence {Rk}k≥0 so as to avoid the zeros of the infinite
product G(y). In Section 3, we establish a criterion for the algebraic independence
of the values of Mahler functions. Our criterion, which is valid not only in the
complex case but also in the p-adic case, includes that of Nishioka and a special case
of that of Kubota. In the last section, using our criterion, we reduce Theorem 6 to
the existence of nontrivial rational function solutions of certain types of functional
equations and complete the proof by applying Tanaka’s results.
2 Proof of Theorem 5
In this section, we deduce Theorem 5 from Theorem 6.
Proof of Theorem 5. Since
G′(y) =
∞∏
j=0
(
1− aRjy
)
×
∞∑
k=0
−aRk
1− aRky
= G(y)(−H(1, y)),
we see inductively that, for any m ≥ 1,
G(m)(y) = G(y)Am
(
H(1, y), . . . ,
∂m−1H
∂ym−1
(1, y)
)
,
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where Am(X1, . . . , Xm) ∈ Z[X1, . . . , Xm]. Hence, by
Θ(x, y) =
∞∏
j=0
(1− aRjy)×
∞∑
k=0
aRkxk
1− aRky
= G(y)H(x, y),
we have
∂l+mΘ
∂xl∂ym
(x, y)
= G(y)
∂l+mH
∂xl∂ym
(x, y)
+G(y)Bm
(
H(1, y), . . . ,
∂m−1H
∂ym−1
(1, y),
∂lH
∂xl
(x, y), . . . ,
∂l+m−1H
∂xl∂ym−1
(x, y)
)
(9)
for any l, m ≥ 0, where Bm(X1, . . . , Xm, Y1, . . . , Ym) ∈ Z[X1, . . . , Xm, Y1, . . . , Ym].
Then, for any l, m ≥ 0, we see that
∂l+mH
∂xl∂ym
(x, y)
=
1
G(y)
∂l+mΘ
∂xl∂ym
(x, y)
+ Cm
(
Θ(1, y)
G(y)
, . . . ,
1
G(y)
∂m−1Θ
∂ym−1
(1, y),
1
G(y)
∂lΘ
∂xl
(x, y), . . . ,
1
G(y)
∂l+m−1Θ
∂xl∂ym−1
(x, y)
)
,
(10)
where Cm(X1, . . . , Xm, Y1, . . . , Ym) ∈ Z[X1, . . . , Xm, Y1, . . . , Ym]. In particular, sub-
stituting y = 0 into both sides of (9) and (10), we see that, for any l, m ≥ 0,
∂l+mΘ
∂xl∂ym
(x, 0) = F (l)m (x) +Bm
(
F0(1), . . . , Fm−1(1), F
(l)
0 (x), . . . , F
(l)
m−1(x)
)
(11)
and
F (l)m (x)
=
∂l+mΘ
∂xl∂ym
(x, 0) + Cm
(
Θ(1, 0), . . . ,
∂m−1Θ
∂ym−1
(1, 0),
∂lΘ
∂xl
(x, 0), . . . ,
∂l+m−1Θ
∂xl∂ym−1
(x, 0)
)
,
(12)
respectively.
Let α1, . . . , αr be any nonzero distinct algebraic numbers with α1 = 1 and
β1, . . . , βs any nonzero distinct algebraic numbers. To simplify our notation, we
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denote Nj := Nβj (1 ≤ j ≤ s). In order to prove the theorem, it is enough to prove
that, for any sufficiently large L and M , the finite set
T1 :=
{
∂l+mΘ
∂xl∂ym
(αi, βj)
∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, Nj ≤ m ≤ Nj +M}⋃{ ∂l+mΘ
∂xl∂ym
(αi, 0)
∣∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M}⋃{
G(Nj)(βj)
∣∣ 1 ≤ j ≤ s}
is algebraically independent over Q. Following several steps, we reduce the algebraic
independency of T1 to that of another set. We see by (11) and (12) that the algebraic
independency of T1 is equivalent to that of
T2 :=
{
∂l+mΘ
∂xl∂ym
(αi, βj)
∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, Nj ≤ m ≤ Nj +M}⋃{
F (l)m (αi)
∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M}⋃{
G(Nj)(βj)
∣∣ 1 ≤ j ≤ s} .
Then, since
∂mΘ
∂ym
(1, βj) = −G
(m+1)(βj) (1 ≤ j ≤ s, Nj ≤ m ≤ Nj +M)
by (7) in Section 1, we see that the algebraic independency of T2 is equivalent to
that of
T3 :=
{
∂l+mΘ
∂xl∂ym
(αi, βj)
∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L, Nj ≤ m ≤ Nj +M}⋃{
F (l)m (αi)
∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M}⋃{
G(m)(βj)
∣∣ 1 ≤ j ≤ s, Nj ≤ m ≤ Nj +M + 1} ,
where
l0(i) :=
{
1 (i = 1),
0 (2 ≤ i ≤ r).
Since Rk →∞ as k tends to infinity, there exists a sufficiently large integer k0 such
that 1 − aRkβj 6= 0 (1 ≤ j ≤ s) for all k ≥ k0. We let R˜k := Rk+k0 (k ≥ 0) and
define the functions Θ˜(x, y), F˜m(x) (0 ≤ m ≤ M), and G˜(y) corresponding to the
linear recurrence {R˜k}k≥0 by
Θ˜(x, y) :=
∞∑
k=0
aR˜kxk
∞∏
j=0
j 6=k
(1− aR˜jy),
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F˜m(x) := m!
∞∑
k=0
a(m+1)R˜kxk (0 ≤ m ≤ M),
and
G˜(y) :=
∞∏
k=0
(1− aR˜ky).
We assert that the algebraic independency of T3 is equivalent to that of
S1 :=
{
∂l+mΘ˜
∂xl∂ym
(αi, βj)
∣∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L, 0 ≤ m ≤M
}
⋃{
F˜ (l)m (αi)
∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M}⋃{
G˜(m)(βj)
∣∣∣ 1 ≤ j ≤ s, 0 ≤ m ≤M + 1} .
To see this, we prove that T3 modulo Q and S1 modulo Q generate the same Q-vector
space. First, we show that F
(l)
m (αi) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤ M) can be
represented as linear combinations of F˜
(l)
m (αi) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤ M)
modulo Q. Since
Fm(x) = m!
∞∑
k=k0
a(m+1)Rkxk +m!
k0−1∑
k=0
a(m+1)Rkxk
= R(x)F˜m(x) +m!
k0−1∑
k=0
a(m+1)Rkxk (0 ≤ m ≤ M),
where R(x) := xk0 , we have
F (l)m (αi) ≡
l∑
h=0
(
l
h
)
R(l−h)(αi)F˜
(h)
m (αi) (mod Q)
for 1 ≤ i ≤ r, 0 ≤ l ≤ L, and 0 ≤ m ≤M . Hence we find that
Fm(αi)
F ′m(αi)
...
F
(L)
m (αi)
 ≡

αk0i
αk0i 0
. . .
∗ αk0i


F˜m(αi)
F˜ ′m(αi)
...
F˜
(L)
m (αi)
 (mod QL+1)
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for 1 ≤ i ≤ r and 0 ≤ m ≤M . Letting
fim :=
t(Fm(αi), F
′
m(αi), . . . , F
(L)
m (αi)) (1 ≤ i ≤ r, 0 ≤ m ≤M),
f := t(tf10, . . . ,
tf1M ,
tf20, . . . ,
tf2M , . . . ,
tfr0, . . . ,
tfrM),
f˜im :=
t(F˜m(αi), F˜
′
m(αi), . . . , F˜
(L)
m (αi)) (1 ≤ i ≤ r, 0 ≤ m ≤M),
f˜ := t(tf˜10, . . . ,
tf˜1M ,
tf˜20, . . . ,
tf˜2M , . . . ,
tf˜r0, . . . ,
tf˜rM),
Ai :=

αk0i
αk0i 0
. . .
∗ αk0i
 ∈ GLL+1(Q) (1 ≤ i ≤ r),
and
A := diag(A1, . . . , A1︸ ︷︷ ︸
M+1
, A2, . . . , A2︸ ︷︷ ︸
M+1
, . . . , Ar, . . . , Ar︸ ︷︷ ︸
M+1
) ∈ GLr(L+1)(M+1)(Q),
we obtain
f ≡ Af˜ (mod Q
r(L+1)(M+1)
).
Secondly, we show that G(m)(βj) (1 ≤ j ≤ s, Nj ≤ m ≤ Nj + M + 1) can be
represented as linear combinations of G˜(m)(βj) (1 ≤ j ≤ s, 0 ≤ m ≤ M + 1). For
1 ≤ j ≤ s, we define
Pj(y) := (1− β
−1
j y)
Nj ∈ Q[y], Qj(y) :=
k0−1∏
k=0
aRk 6=β−1j
(1− aRky) ∈ Q[y].
Since
G(y) =
k0−1∏
k=0
(1− aRky)×
∞∏
k=k0
(1− aRky) = Pj(y)Qj(y)G˜(y) (1 ≤ j ≤ s),
we see that, for 1 ≤ j ≤ s and 0 ≤ m ≤M + 1,
G(Nj+m)(βj) =
m∑
h=0
(
Nj +m
Nj m− h h
)
pjQ
(m−h)
j (βj)G˜
(h)(βj),
where pj := P
(Nj)
j (y) ∈ Q
×
. Then, noting that qj := Qj(βj) ∈ Q
×
(1 ≤ j ≤ s), we
have
G(Nj)(βj)
G(Nj+1)(βj)
...
G(Nj+M+1)(βj)
 =

pjqj (
Nj+1
Nj
)
pjqj 0
. . .
∗ (Nj+M+1
Nj
)
pjqj


G˜(βj)
G˜′(βj)
...
G˜(M+1)(βj)

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for 1 ≤ j ≤ s. Letting
gj :=
t(G(Nj)(βj), G
(Nj+1)(βj), . . . , G
(Nj+M+1)(βj)) (1 ≤ j ≤ s),
g := t(tg1, . . . ,
tgs),
g˜j :=
t(G˜(βj), G˜
′(βj), . . . , G˜
(M+1)(βj)) (1 ≤ j ≤ s),
g˜ := t(tg˜1, . . . ,
tg˜s),
Bj :=

pjqj (
Nj+1
Nj
)
pjqj 0
. . .
∗ (Nj+M+1
Nj
)
pjqj
 ∈ GLM+2(Q) (1 ≤ j ≤ s),
and
B := diag(B1, . . . , Bs) ∈ GLs(M+2)(Q),
we obtain
g = Bg˜.
Finally, we show that ∂l+mΘ/∂xl∂ym(αi, βj) (1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤
L, Nj ≤ m ≤ Nj +M) can be represented as linear combinations of ∂l+mΘ˜/∂xl∂ym
(αi, βj) (1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L, 0 ≤ m ≤ M) and G˜(m)(βj)
(1 ≤ j ≤ s, 0 ≤ m ≤M + 1). For 1 ≤ j ≤ s, we define
Uj(y) := (1− β
−1
j y)
max{Nj−1,0} ∈ Q[y]
and
Vj(x, y) :=
k0−1∑
k=0
aRkxk
k0−1∏
j′=0
j′ 6=k
(1− aRj′y)
 /Uj(y) ∈ Q[x, y].
It is easy to check that
Θ(x, y) = R(x)Pj(y)Qj(y)Θ˜(x, y) + Uj(y)Vj(x, y)G˜(y) (1 ≤ j ≤ s).
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Using the fact that Nj −max{Nj − 1, 0} = min{1, Nj} (1 ≤ j ≤ s), we have
∂l+Nj+mΘ
∂xl∂yNj+m
(αi, βj)
=
l∑
h1=0
(
l
h1
)
R(l−h1)(αi)
m∑
h2=0
(
Nj +m
Nj m− h2 h2
)
pjQ
(m−h2)
j (βj)
∂h1+h2Θ˜
∂xh1∂yh2
(αi, βj)
+
m+min{1,Nj}∑
h3=0
((
Nj +m
max{Nj − 1, 0} m+min{1, Nj} − h3 h3
)
×uj
∂l+m+min{1,Nj}−h3Vj
∂xl∂ym+min{1,Nj}−h3
(αi, βj)G˜
(h3)(βj)
)
(13)
for 1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L, and 0 ≤ m ≤ M , where uj :=
U
(max{Nj−1,0})
j (y) ∈ Q
×
. In particular, when i = 1, from (7) in Section 1, (13),
and the fact that α1 = 1, we have
∂l+Nj+mΘ
∂xl∂yNj+m
(1, βj)
=
l∑
h1=1
(
l
h1
)
R(l−h1)(1)
m∑
h2=0
(
Nj +m
Nj m− h2 h2
)
pjQ
(m−h2)
j (βj)
∂h1+h2Θ˜
∂xh1∂yh2
(1, βj)
+
m+min{1,Nj}∑
h3=0
((
Nj +m
max{Nj − 1, 0} m+min{1, Nj} − h3 h3
)
×uj
∂l+m+min{1,Nj}−h3Vj
∂xl∂ym+min{1,Nj}−h3
(1, βj)G˜
(h3)(βj)
)
−R(l)(1)
m∑
h4=0
(
Nj +m
Nj m− h4 h4
)
pjQ
(m−h4)
j (βj)G˜
(h4+1)(βj) (14)
for 1 ≤ j ≤ s, 1 ≤ l ≤ L, and 0 ≤ m ≤M . Let
θijl :=
t(
∂l+NjΘ
∂xl∂yNj
(αi, βj),
∂l+Nj+1Θ
∂xl∂yNj+1
(αi, βj), . . . ,
∂l+Nj+MΘ
∂xl∂yNj+M
(αi, βj)
)
,
θ˜ijl :=
t(
∂lΘ˜
∂xl
(αi, βj),
∂l+1Θ˜
∂xl∂y
(αi, βj), . . . ,
∂l+MΘ˜
∂xl∂yM
(αi, βj)
)
(1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L)
and let
θij :=
t(tθij l0(i),
tθij l0(i)+1, . . . ,
tθijL), θ˜ij :=
t(tθ˜ij l0(i),
tθ˜ij l0(i)+1, . . . ,
tθ˜ijL)
(1 ≤ i ≤ r, 1 ≤ j ≤ s).
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Then, from (13) and (14), we have
θijl =
l∑
h=l0(i)
(
l
h
)
R(l−h)(αi)Ej θ˜ijh +Dijlg˜j (1 ≤ i ≤ r, 1 ≤ j ≤ s, l0(i) ≤ l ≤ L),
where
Ej :=

pjqj (
Nj+1
Nj
)
pjqj 0
. . .
∗ (Nj+M
Nj
)
pjqj
 ∈ GLM+1(Q)
and Dijl ∈MM+1,M+2(Q), so that we have
θij = Cij θ˜ij +Dij g˜j (1 ≤ i ≤ r, 1 ≤ j ≤ s),
where
Cij :=

αk0i Ej
αk0i Ej 0
. . .
∗ αk0i Ej
 ∈ GL(L+1−l0(i))(M+1)(Q)
and
Dij :=

Dij l0(i)
Dij l0(i)+1
...
DijL
 ∈M(L+1−l0(i))(M+1),M+2(Q).
Letting
θ := t(tθ11, . . . ,
tθ1s,
tθ21, . . . ,
tθ2s, . . . ,
tθr1, . . . ,
tθrs),
θ˜ := t(tθ˜11, . . . ,
tθ˜1s,
tθ˜21, . . . ,
tθ˜2s, . . . ,
tθ˜r1, . . . ,
tθ˜rs),
C := diag(C11, . . . , C1s, C21, . . . , C2s, . . . , Cr1, . . . , Crs)
∈ GLsL(M+1)+(r−1)s(L+1)(M+1)(Q),
and
D :=

diag(D11, . . . , D1s)
diag(D21, . . . , D2s)
...
diag(Dr1, . . . , Drs)
 ∈MsL(M+1)+(r−1)s(L+1)(M+1),s(M+2)(Q),
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we obtain
θ = Cθ˜ +Dg˜.
Therefore we have fg
θ
 ≡
 A 0 00 B 0
0 D C
 f˜g˜
θ˜
 (mod QN ),
where N := r(L+1)(M +1)+ s(M +2)+ sL(M +1)+(r−1)s(L+1)(M+1). This
implies the assertion since the coefficient matrix of the right-hand side is a lower
triangular matrix with entries in Q whose diagonal entries are nonzero.
Since
G˜(m+1)(βj) = −
∂mΘ˜
∂ym
(1, βj) (1 ≤ j ≤ s, 0 ≤ m ≤M)
by (7) in Section 1, we see that the algebraic independency of S1 is equivalent to
that of
S2 :=
{
∂l+mΘ˜
∂xl∂ym
(αi, βj)
∣∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤ M
}
⋃{
F˜ (l)m (αi)
∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤ M}⋃{
G˜(βj)
∣∣∣ 1 ≤ j ≤ s} .
Then we see by (9) and (10) that the algebraic independency of S2 is equivalent to
that of
S3 :=
{
∂l+mH˜
∂xl∂ym
(αi, βj)
∣∣∣∣∣ 1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤ M
}
⋃{
F˜ (l)m (αi)
∣∣∣ 1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤ M}⋃{
G˜(βj)
∣∣∣ 1 ≤ j ≤ s} ,
where
H˜(x, y) :=
∞∑
k=0
aR˜kxk
1− aR˜ky
.
This concludes the proof since Theorem 6 for the linear recurrence {R˜k}k≥0 asserts
that S3 is algebraically independent over Q.
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3 Mahler functions of several variables
3.1 Multiplicative transformation Ω
We denote by F (z1, . . . , zn) and by F [[z1, . . . , zn]] the field of rational functions and
the ring of formal power series in the variables z1, . . . , zn with coefficients in a field
F , respectively, and by F× the multiplicative group of nonzero elements of F .
Let p be∞ or a prime number. Let Ω = (ωij) be an n×nmatrix with nonnegative
integer entries. Then the maximum ρ of the archimedean absolute values of the
eigenvalues of Ω is itself an eigenvalue of Ω (cf. Gantmacher [1, p. 66]). We define
a multiplicative transformation Ω : Cnp → C
n
p by
Ωz :=
(
n∏
j=1
z
ω1j
j ,
n∏
j=1
z
ω2j
j , . . . ,
n∏
j=1
z
ωnj
j
)
(15)
for any z = (z1, . . . , zn) ∈ Cnp . Then the iterates Ω
kz (k = 0, 1, 2, . . .) are well-
defined. Let α = (α1, . . . , αn) be a point with α1, . . . , αn nonzero algebraic numbers.
We consider the following four conditions on Ω and α.
(I) Ω is nonsingular and none of its eigenvalues is a root of unity, so that ρ > 1.
(II) Every entry of the matrix Ωk is O(ρk) as k tends to infinity.
(III)p If we put Ω
kα = (α
(k)
1 , . . . , α
(k)
n ), then
log |α(k)i |p ≤ −cρ
k (1 ≤ i ≤ n)
for all sufficiently large k, where c is a positive constant.
In the case where p is ∞, the last condition is the following
(IV)∞ For any nonzero f(z) ∈ C[[z1, . . . , zn]] which converges in some neighbor-
hood of the origin of Cn, there are infinitely many positive integers k such
that f(Ωkα) 6= 0.
On the other hand, in the case where p is a prime number, the last condition is the
following
(IV)p For any nonzero f(z) ∈ Cp[[z1, . . . , zn]] which converges in some neighbor-
hood of the origin of Cnp and for any positive integer a, there are infinitely
many positive integers k such that f(Ωakα) 6= 0.
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3.2 Vanishing theorems
In the case where p is ∞, the condition (IV)∞ stated above has been studied by
Mahler, Kubota, Loxton and van der Poorten, and Masser. The following lemma is
Masser’s vanishing theorem.
Lemma 1 (Masser [4]). Let p be ∞ and Ω an n × n matrix with nonnegative
integer entries satisfying the condition (I). Let α be an n-dimensional vector whose
components α1, . . . , αn are nonzero algebraic numbers such that Ω
kα→ (0, . . . , 0) in
Cn as k tends to infinity. Then the negation of the condition (IV)∞ is equivalent to
the following: There exist integers i1, . . . , in, not all zero, and positive integers a, b
such that
(α
(k)
1 )
i1 · · · (α(k)n )
in = 1
for all k = a+ lb (l = 0, 1, 2, . . .).
On the other hand, in the case where p is a prime number, Masser’s vanishing
theorem is unsolved. However, the following lemma, which is the p-adic analogue
of Mahler’s vanishing theorem [3], can be proved in the same way as in the proof of
Theorem 2.2 in Nishioka [7].
Lemma 2. Let p be a prime number and Ω an n×n matrix with nonnegative integer
entries. Suppose that the characteristic polynomial of Ω is irreducible over Q and
that Ω has an eigenvalue ρ > 1 which is greater than the archimedean absolute values
of any other eigenvalues. We denote by Aij the (i, j)-cofactor of the matrix Ω−ρE,
where E is the identity matrix. Then Ai1 6= 0 (1 ≤ i ≤ n). Moreover, if nonzero
algebraic numbers α1, . . . , αn satisfy
n∑
i=1
|Ai1|∞ log |αi|p < 0,
then the matrix Ω and the point α = (α1, . . . , αn) satisfy the conditions (I), (II),
(III)p, and (IV)p.
3.3 Criterion for algebraic independence
Mahler functions of several variables are analytic functions which satisfy certain
types of functional equations under the transformation z 7→ Ωz defined by (15).
Kubota [2] studied Mahler functions g1(z), . . . , gm(z) satisfying respective functional
equations g1(z)...
gm(z)
 =
 e1(z) 0. . .
0 em(z)

 g1(Ωz)...
gm(Ωz)
+
 b1(z)...
bm(z)
 ,
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where eh(z), bh(z) ∈ Q(z1, . . . , zn) (1 ≤ h ≤ m), and established a criterion for the
algebraic independence of their values as well as that of the functions themselves
(see also Nishioka [7]). On the other hand, Nishioka [6] studied Mahler functions
fij(z) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) satisfying a system of functional equations f1(z)...
fl(z)
 =
 A1 0. . .
0 Al

 f1(Ωz)...
fl(Ωz)
+
 b1(z)...
bl(z)
 ,
where
fi(z) =
t(fi1(z), . . . , fin(i)(z)) (1 ≤ i ≤ l), (16)
Ai =

ai
a
(i)
21 ai 0
...
. . .
a
(i)
n(i)1 · · · a
(i)
n(i)n(i)−1 ai
 ∈ GLn(i)(Q), ai 6= 0, a(i)s s−1 6= 0, (17)
and
bi(z) =
t(bi1(z), . . . , bin(i)(z)) ∈ Q(z1, . . . , zn)
n(i) (1 ≤ i ≤ l), (18)
and established a criterion for the algebraic independence of their values as well as
that of the functions themselves.
In order to prove Theorem 6, we need the following criterion for the algebraic
independence of the values of Mahler functions, which includes Nishioka’s and a
special case of Kubota’s criteria. In what follows, we call a subfield K of Q a
number field if K is a finite extension of Q.
Theorem 7. Let p be ∞ or a prime number, K a number field, and Ω an n × n
matrix with nonnegative integer entries. Let fij(z), gh(z) ∈ K[[z1, . . . , zn]] (1 ≤
i ≤ l, 1 ≤ j ≤ n(i), 1 ≤ h ≤ m) with gh(0) 6= 0 (1 ≤ h ≤ m) converge in
an n-polydisc U around the origin of Cnp . Suppose that they satisfy the system of
functional equations
f1(z)
...
fl(z)
g1(z)
...
gm(z)

=

A1 0
. . . 0
0 Al
e1(z) 0
0 . . .
0 em(z)


f1(Ωz)
...
fl(Ωz)
g1(Ωz)
...
gm(Ωz)

+

b1(z)
...
bl(z)
0
...
0

,
where fi(z), Ai ∈ GLn(i)(Q), and bi(z) ∈ Q(z1, . . . , zn)n(i) (1 ≤ i ≤ l) are as in
(16), (17), and (18), respectively, and eh(z) ∈ Q(z1, . . . , zn) (1 ≤ h ≤ m). Let
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α = (α1, . . . , αn) be a point in U whose components are nonzero algebraic numbers.
Assume that Ω and α satisfy the conditions (I), (II), (III)p, and (IV)p. Assume
further that bij(Ω
kα) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) and eh(Ωkα) (1 ≤ h ≤ m) are
defined and eh(Ω
kα) 6= 0 (1 ≤ h ≤ m) for all k ≥ 0.
Then, if the numbers fij(α) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) and gh(α) (1 ≤ h ≤ m)
of Qp are algebraically dependent over Q, then at least one of the following two
conditions holds:
(i) There exist a nonempty subset {i1, . . . , ir} of {1, . . . , l} and nonzero algebraic
numbers c1, . . . , cr such that
ai1 = · · · = air
and
R(z) := c1fi11(z) + · · ·+ crfir1(z) ∈ Q(z1, . . . , zn).
Here R(z) satisfies the functional equation
R(z) = ai1R(Ωz) + c1bi11(z) + · · ·+ crbir1(z).
(ii) There exist integers d1, . . . , dm, not all zero, and S(z) ∈ Q(z1, . . . , zn)× such
that
S(z) = S(Ωz)
m∏
h=1
eh(z)
dh .
The proof consists of two parts. The first is Theorem 8 below, the algebraic
independence over the field of rational functions of Mahler functions themselves,
which can be obtained by combining the proof of Theorem 3 in Nishioka [6] and the
second half of that of Theorem 3.5 in Nishioka [7].
Theorem 8. Let C be a field of characteristic 0 and M the quotient field of
C[[z1, . . . , zn]]. Let Ω be an n× n matrix with nonnegative integer entries satisfying
the condition (I). Suppose that fij(z) ∈ M (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) satisfy the
system of functional equations
fi1(Ωz)
...
...
fin(i)(Ωz)
 =

ai
a
(i)
21 ai 0
...
. . .
a
(i)
n(i)1 · · · a
(i)
n(i)n(i)−1 ai


fi1(z)
...
...
fin(i)(z)
+

bi1(z)
...
...
bin(i)(z)
 ,
where ai, a
(i)
st ∈ C, ai 6= 0, a
(i)
s s−1 6= 0, and bij(z) ∈ C(z1, . . . , zn). Assume that
gh(z) ∈M
× (1 ≤ h ≤ m) satisfy the functional equations
gh(Ωz) = eh(z)gh(z) (1 ≤ h ≤ m),
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where eh(z) ∈ C(z1, . . . , zn) (1 ≤ h ≤ m).
Then, if fij(z) (1 ≤ i ≤ l, 1 ≤ j ≤ n(i)) and gh(z) (1 ≤ h ≤ m) are algebraically
dependent over C(z1, . . . , zn), then at least one of the following two conditions holds:
(i) There exist a nonempty subset {i1, . . . , ir} of {1, . . . , l} and nonzero elements
c1, . . . , cr of C such that
ai1 = · · · = air
and
R(z) := c1fi11(z) + · · ·+ crfir1(z) ∈ C(z1, . . . , zn).
Here R(z) satisfies the functional equation
R(Ωz) = ai1R(z) + c1bi11(z) + · · ·+ crbir1(z).
(ii) There exist integers d1, . . . , dm, not all zero, and S(z) ∈ C(z1, . . . , zn)
× such
that
S(Ωz) = S(z)
m∏
h=1
eh(z)
dh .
The second part, Theorem 9 below, asserts the algebraic independence of the val-
ues of Mahler functions under the assumption that the Mahler functions themselves
are algebraically independent over the field of rational functions.
Theorem 9. Let p be ∞ or a prime number, K a number field, and Ω an n × n
matrix with nonnegative integer entries. Let fi(z), gh(z) ∈ K[[z1, . . . , zn]] (1 ≤ i ≤
l, 1 ≤ h ≤ m) with gh(0) 6= 0 (1 ≤ h ≤ m) converge in an n-polydisc U around
the origin of Cnp . Suppose that fi(z) (1 ≤ i ≤ l) satisfy the system of functional
equations  f1(z)...
fl(z)
 = A
 f1(Ωz)...
fl(Ωz)
+
 b1(z)...
bl(z)
 , (19)
where A is an l × l matrix with entries in K and bi(z) ∈ K(z1, . . . , zn) (1 ≤ i ≤ l).
Assume that gh(z) (1 ≤ h ≤ m) satisfy the functional equations
gh(z) = eh(z)gh(Ωz) (1 ≤ h ≤ m), (20)
where eh(z) ∈ K(z1, . . . , zn) (1 ≤ h ≤ m). Let α = (α1, . . . , αn) be a point in U
whose components are nonzero algebraic numbers. Suppose that Ω and α satisfy the
conditions (I), (II), (III)p, and (IV)p and that bi(Ω
kα), eh(Ω
kα) (1 ≤ i ≤ l, 1 ≤ h ≤
m) are defined and eh(Ω
kα) 6= 0 (1 ≤ h ≤ m) for all k ≥ 0.
Then, if the functions fi(z) (1 ≤ i ≤ l) and gh(z) (1 ≤ h ≤ m) are algebraically
independent over K(z1, . . . , zn), then the numbers fi(α) (1 ≤ i ≤ l) and gh(α)
(1 ≤ h ≤ m) of Qp are algebraically independent over Q.
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We prove Theorem 9 in the next subsection. Let us now introduce some notation
which will be used in the proof of Theorem 9. For any algebraic number α, we denote
by α the maximum of the archimedean absolute values of the conjugates of α and
by den(α) the least positive integer d such that dα is an algebraic integer. We define
‖α‖ := max{ α , den(α)}.
It is easily seen that ∥∥∥∥∥
n∑
i=1
αi
∥∥∥∥∥ ≤ n
n∏
i=1
‖αi‖
and ∥∥∥∥∥
n∏
i=1
αi
∥∥∥∥∥ ≤
n∏
i=1
‖αi‖
for any algebraic numbers α1, . . . , αn. Furthermore, for any nonzero algebraic num-
ber α, we have
‖α−1‖ ≤ ‖α‖2[Q(α):Q]
(cf. Nishioka [6]) and the fundamental inequality
|α|p ≥ ‖α‖
−2[Q(α):Q] (21)
(cf. Waldschmidt [13]).
3.4 Proof of Theorem 9
We denote by N the set of nonnegative integers. If λ is a vector whose components
are nonnegative integers, then we denote by |λ| the sum of the components of λ.
The following lemma plays a crucial role in the proof.
Lemma 3 (Nishioka [6]). Let p be ∞ or a prime number, Ω an n × n matrix
with nonnegative integer entries, and α an n-dimensional vector whose components
α1, . . . , αn are nonzero algebraic numbers. Suppose that Ω and α satisfy the condi-
tions (I), (II), (III)p, and (IV)p. Define the function
ψ(z; x) =
q∑
i=1
di∑
j=1
xj−1γxi hij(z),
where γ1, . . . , γq are nonzero distinct elements of Cp and hij(z) ∈ Cp[[z1, . . . , zn]]
(1 ≤ i ≤ q, 1 ≤ j ≤ di) converge in an n-polydisc U around the origin of Cnp . Then,
if ψ(Ωkα; k) = 0 for all sufficiently large k, then hij(z) = 0 for every i, j.
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This lemma was proved by Nishioka [6] in the case where p is ∞. The proof is
also valid in the case where p is a prime number.
Proof of Theorem 9. We may assume that α1, . . . , αn and the eigenvalues of A are all
contained inK. Since f1(z), . . . , fl(z) are algebraically independent overK(z1, . . . , zn),
we have detA 6= 0. We let f (z) := t(f1(z), . . . , fl(z)), b(z) := t(b1(z), . . . , bl(z)),
and g(z) := t(g1(z), . . . , gm(z)). Iterating the functional equations (19) and (20),
we see that
f (z) = Akf (Ωkz) + b(k)(z) (k ≥ 0) (22)
and
gh(z) = e
(k)
h (z)gh(Ω
kz) (1 ≤ h ≤ m, k ≥ 0), (23)
where
b(k)(z) = t(b
(k)
1 (z), . . . , b
(k)
l (z)) :=
k−1∑
j=0
Ajb(Ωjz) ∈ K(z1, . . . , zn)
l (24)
and
e
(k)
h (z) :=
k−1∏
j=0
eh(Ω
jz) ∈ K(z1, . . . , zn). (25)
We note here that, any power of Ω and the point α also satisfy the conditions (I),
(II), (III)p, and (IV)p. Indeed, it is clear that they satisfy the conditions (I), (II),
and (III)p. If p is∞, then we see by Lemma 1 that they satisfy the condition (IV)∞,
and if p is a prime number, then it is obvious that they satisfy the condition (IV)p.
Therefore, taking a sufficiently large integer k0 and replacing Ω, A, bi(z), and eh(z)
with Ωk0 , Ak0, b
(k0)
i (z), and e
(k0)
h (z), respectively, we may assume that Ω
kα ∈ U for
all k ≥ 0 and that the multiplicative subgroup G of K× generated by the eigenvalues
of A is torsion free. Since eh(Ω
kα) 6= 0 (1 ≤ h ≤ m) for all k ≥ 0, by the functional
equation (20) and the condition (IV)p, we see that gh(Ω
kα) 6= 0 (1 ≤ h ≤ m) for all
k ≥ 0.
To prove the theorem, we assume on the contrary that fi(α) (1 ≤ i ≤ l) and
gh(α) (1 ≤ h ≤ m) are algebraically dependent over Q. Then there exist a positive
integer L and integers τλµ (λ ∈ L, µ ∈M), not all zero, such that∑
λ∈L
µ∈M
τλµf (α)
λg(α)µ = 0,
where L := {λ ∈ Nl | |λ| ≤ L} and M := {0, 1, . . . , L}m. Let xij (1 ≤ i, j ≤ l),
wi (1 ≤ i ≤ l), yi (1 ≤ i ≤ l), x′h (1 ≤ h ≤ m), w
′
h (1 ≤ h ≤ m), and tλµ
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(λ ∈ L, µ ∈M) be variables and let
X :=
 x11 · · · x1l... ...
xl1 · · · xll
 , w :=
 w1...
wl
 , y :=
 y1...
yl
 ,
x′ :=
 x
′
1
...
x′m
 , w′ :=
 w
′
1
...
w′m
 , x′w′ :=
 x
′
1w
′
1
...
x′mw
′
m
 ,
and
F (z; t) :=
∑
λ∈L
µ∈M
tλµf (z)
λg(z)µ.
We define Tλµ(t;X ;y;x
′) (λ ∈ L, µ ∈M) by the equality∑
λ∈L
µ∈M
tλµ(Xw + y)
λ(x′w′)µ =:
∑
λ∈L
µ∈M
Tλµ(t;X ;y;x
′)wλw′µ,
namely,
Tλµ(t;X ;y;x
′)
= x′µ
∑
ν=(ν1,...,νl)∈N
l
|λ|≤|ν|≤L
tνµ
∑
ν1,...,νl∈N
l+1
νi=(νi0,νi1,...,νil)
|νi|=νi (1≤i≤l)∑l
i=1 νij=λj (1≤j≤l)
l∏
i=1
(
νi
νi0 νi1 · · · νil
)
yνi0i x
νi1
i1 · · ·x
νil
il
for any λ = (λ1, . . . , λl) ∈ L and µ ∈M. Letting
e(k)(z) := t(e
(k)
1 (z), . . . , e
(k)
m (z))
and
e(k)(z)g(Ωkz) := t(e
(k)
1 (z)g1(Ω
kz), . . . , e(k)m (z)gm(Ω
kz)),
by the functional equations (22) and (23), we have
F (z; t) =
∑
λ∈L
µ∈M
tλµf (z)
λg(z)µ
=
∑
λ∈L
µ∈M
tλµ(A
kf (Ωkz) + b(k)(z))λ(e(k)(z)g(Ωkz))µ
=
∑
λ∈L
µ∈M
Tλµ(t;A
k; b(k)(z); e(k)(z))f (Ωkz)λg(Ωkz)µ
= F (Ωkz;T (t;Ak; b(k)(z); e(k)(z)))
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for all k ≥ 0. Hence
F (Ωkα;T (τ ;Ak; b(k)(α); e(k)(α))) = F (α; τ ) = 0 (k ≥ 0). (26)
We define an ideal V (τ ) of K[t] by
V (τ ) := {Q(t) ∈ K[t] | Q(T (τ ;Ak;y;x′)) = 0 for all k ≥ 0}.
Lemma 4. V (τ ) is a prime ideal of K[t].
For the proof we use the following
Lemma 5 (Skolem-Lech-Mahler, cf. Nishioka [7]). Let C be a field of characteristic
0. Let γ1, . . . , γs be nonzero distinct elements of C and P1(X), . . . , Ps(X) ∈ C[X ]
nonzero polynomials. Then, if {k ∈ N |
∑s
i=1 Pi(k)γ
k
i = 0} is an infinite set, then
γi/γj is a root of unity for some distinct i, j.
Proof of Lemma 4. We define a subset R1 of (K[y;x′])N by
R1 :=

{∑
γ∈Γ
pγ(k)γ
k
}
k≥0
∣∣∣∣∣∣ Γ is a finite subset of G independent of k,pγ(Y ) ∈ (K[y;x′])[Y ] (γ ∈ Γ)
 .
Then R1 forms a commutative ring including K[y;x′] under termwise addition and
multiplication. If we put Ak =: (a
(k)
ij ), then {a
(k)
ij }k≥0 ∈ R1 for any 1 ≤ i, j ≤ l.
Since Tλµ(τ ;X ;y;x
′) ∈ (Z[y;x′])[{xij}], we have {Tλµ(τ ;Ak;y;x′)}k≥0 ∈ R1 for
any λ ∈ L and µ ∈ M. Therefore, if P (t) ∈ K[t], then {P (T (τ ;Ak;y;x′))}k≥0 ∈
R1, so that there exist a finite subset Γ = Γ(P ) of G and nonzero polynomials
pγ(Y ) ∈ (K[y;x′])[Y ] (γ ∈ Γ) such that
P (T (τ ;Ak;y;x′)) =
∑
γ∈Γ
pγ(k)γ
k
for all k ≥ 0.
To prove the lemma, we let P1(t), P2(t) ∈ K[t] and suppose that P1(t)P2(t) ∈
V (τ ). Since P1(T (τ ;A
k;y;x′))P2(T (τ ;A
k;y;x′)) = 0 for all k ≥ 0, we may assume
that P1(T (τ ;A
k;y;x′)) = 0 for infinitely many k. Hence, if Γ(P1) 6= ∅, then Lemma
5 implies that there exist distinct γ, γ′ ∈ Γ(P1) such that γ/γ′ is a root of unity, which
contradicts the fact that G is torsion free. Thus Γ(P1) = ∅ and P1(t) ∈ V (τ ).
Proposition 1. The following two conditions are equivalent for any P (z; t) ∈
K[z; t].
(i) P (Ωkα;T (τ ;Ak; b(k)(α); e(k)(α))) = 0 for all sufficiently large k.
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(ii) If we put P (z; t) =:
∑
η∈HQη(t)z
η, where Qη(t) ∈ K[t] (η ∈ H) and H is a
finite subset of Nn, then Qη(t) ∈ V (τ ) for any η ∈ H.
Proof. We only prove that the condition (i) implies (ii) since the converse is trivial.
We define a subset R2 of (Qp[w1, . . . , wl,
1
w′
1
, . . . , 1
w′m
])N by
R2 :=

{∑
γ∈Γ
qγ(k)γ
k
}
k≥0
∣∣∣∣∣∣ Γ is a finite subset of G independent of k,qγ(Y ) ∈ (Qp[w1, . . . , wl, 1w′1 , . . . , 1w′m ])[Y ] (γ ∈ Γ)

=


∑
ν∈N
ξ∈X
(∑
γ∈Γ
rνξγ(k)γ
k
)
wνw′−ξ

k≥0
∣∣∣∣∣∣∣∣
N ⊂ Nl, X ⊂ Nm, Γ ⊂ G
are finite sets independent of k,
rνξγ(Y ) ∈ Qp[Y ]
(ν ∈ N , ξ ∈ X , γ ∈ Γ)
 .
Then R2 forms a commutative ring including Qp[w1, . . . , wl,
1
w′
1
, . . . , 1
w′m
] under term-
wise addition and multiplication. In the same way as in the proof of Lemma 4, we
see that {Qη(T (τ ;Ak; f (α) − Akw; g(α)/w′))}k≥0 ∈ R2 for any η ∈ H, where
g(α)/w′ := t(g1(α)/w
′
1, . . . , gm(α)/w
′
m). Hence there exist finite sets N ⊂ N
l and
X ⊂ Nm, distinct elements γ1, . . . , γq of G, and positive integers d1, . . . , dq such that
Qη(T (τ ;A
k; f (α)− Akw; g(α)/w′)) =
∑
ν∈N
ξ∈X
Rηνξ(k)w
νw′−ξ
for all k ≥ 0 and η ∈ H, where
Rηνξ(k) =
q∑
i=1
di∑
j=1
rηνξijk
j−1γki , rηνξij ∈ Qp.
We claim that every {Rηνξ(k)}k≥0 is the null sequence. Since gh(0) 6= 0 (1 ≤
h ≤ m),
hij(z) :=
∑
η∈H
∑
ν∈N
ξ∈X
rηνξijf (z)
νg(z)−ξzη (1 ≤ i ≤ q, 1 ≤ j ≤ di)
are formal power series in the variables z1, . . . , zn with coefficients in Qp which
converge in an n-polydisc around the origin of Cnp . Define
ψ(z; x) :=
q∑
i=1
di∑
j=1
xj−1γxi hij(z).
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By the condition (i) of the proposition and the functional equations (22) and (23),
we see that
0 = P (Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))
=
∑
η∈H
Qη(T (τ ;A
k; b(k)(α); e(k)(α)))(Ωkα)η
=
∑
η∈H
∑
ν∈N
ξ∈X
Rηνξ(k)f (Ω
kα)νg(Ωkα)−ξ
 (Ωkα)η
= ψ(Ωkα; k)
for all sufficiently large k. Then Lemma 3 implies that hij(z) = 0 for any 1 ≤
i ≤ q and 1 ≤ j ≤ di. Therefore, noting that f1(z), . . . , fl(z), g1(z), . . . , gm(z)
are algebraically independent over Qp(z1, . . . , zn) (cf. Nishioka [7, p. 6]), we have
rηνξij = 0 for any η, ν, ξ, i, and j. This proves our claim.
By the claim we have
Qη(T (τ ;A
k; f (α)− Akw; g(α)/w′)) = 0
for all k ≥ 0 and η ∈ H. Noting that detA 6= 0 and that gh(α) 6= 0 (1 ≤ h ≤ m),
we obtain
Qη(T (τ ;A
k;y;x′)) = 0
for all k ≥ 0 and η ∈ H, which implies the condition (ii) of the proposition.
Definition 1. For P (z; t) =
∑
η∈Nn Pη(t)z
η ∈ (K[t])[[z1, . . . , zn]] we define
indexP (z; t) := min{|η| | Pη(t) /∈ V (τ )},
where min ∅ :=∞.
In what follows, c1, c2, . . . denote positive constants independent of N and k. If
they depend on N , then we denote them by c1(N), c2(N), . . .. We denote by OK
the ring of algebraic integers of K. The following proposition is proved in the same
way as in the proof of Proposition 5 in Nishioka [6] by using the condition (IV)p,
the fact that F (z; τ ) 6≡ 0, and Lemma 4.
Proposition 2. Let N be a sufficiently large positive integer. Then there exist N+1
polynomials P0(z; t), . . . , PN(z; t) ∈ OK [z; t] with degree at most N in each of the
variables zi, tλµ (1 ≤ i ≤ n, λ ∈ L, µ ∈M) such that the following two conditions
are satisfied.
(i) indexP0(z; t) <∞.
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(ii) index(
∑N
h=0 Ph(z; t)F (z; t)
h) ≥ c1(N + 1)
1+1/n.
Let E(z; t) be the
∑N
h=0 Ph(z; t)F (z; t)
h in Proposition 2 and ρ the maximum
of the archimedean absolute values of the eigenvalues of Ω.
Proposition 3. If k > c2(N), then
log |E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))|p ≤ −c3(N + 1)
1+1/nρk.
Proof. Since fj(Ω
kα) → fj(0) (k → ∞) for 1 ≤ j ≤ l, by the functional equation
(22) we have |b(k)i (α)|p ≤ c
k
4 for 1 ≤ i ≤ l. Similarly, since gh(Ω
kα) → gh(0) 6= 0
(k →∞) for 1 ≤ h ≤ m, by the functional equation (23) we have |e(k)h (α)|p ≤ c5 for
1 ≤ h ≤ m. Hence |Tλµ(τ ;Ak; b(k)(α); e(k)(α))|p ≤ ck6 for λ ∈ L and µ ∈ M. We
note that E(z; t) is a polynomial in the variables tλµ (λ ∈ L, µ ∈M) with degree
at most 2N in each variable whose coefficients are power series convergent in U . Let
E(z; t) =:
∑
ν∈{0,1,...,2N}s
hν(z)t
ν , hν(z) =:
∑
ξ∈Nn
hνξz
ξ ∈ K[[z]],
where s := ♯L × ♯M =
(
L+l
l
)
(L+ 1)m. Then we have
|hνξ|p ≤ c7(N)c
|ξ|
8 (ν ∈ {0, 1, . . . , 2N}
s, ξ ∈ Nn)
and
E(z; t) =
∑
ξ∈Nn
 ∑
ν∈{0,1,...,2N}s
hνξt
ν
 zξ.
Therefore
|E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))|p ≤ c9(N)c
Nk
10
∑
ξ∈Nn
|ξ|≥I
c
|ξ|
8 |(Ω
kα)ξ|p,
where I := indexE(z; t). By the condition (III)p, there exists a positive constant
θ < 1 such that |α(k)i |p ≤ θ
ρk for 1 ≤ i ≤ n and for all sufficiently large k. Hence
|E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))|p ≤ c9(N)c
Nk
10
n∑
i=1
∑
ξ=(ξ1,...,ξn)∈Nn
ξi≥I/n
(c8θ
ρk)|ξ|
≤ nc9(N)c
Nk
10 (c8θ
ρk)I/n/(1− c8θ
ρk)n.
Since I ≥ c1(N + 1)1+1/n by the condition (ii) of Proposition 2, we see that, if
k ≥ c2(N), then
log |E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))|p ≤ −c3(N + 1)
1+1/nρk.
Proposition 4. If k > c4(N), then
log ‖E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α)))‖ ≤ c5Nρ
k.
Proof. From (26) we have
E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α))) = P0(Ω
kα;T (τ ;Ak; b(k)(α); e(k)(α))).
Letting Ak =: (a
(k)
ij ), we have ‖a
(k)
ij ‖ ≤ c
k
6 for 1 ≤ i, j ≤ l. By the condition (II) we
see that ‖bi(Ωkα)‖ ≤ c
ρk
7 for 1 ≤ i ≤ l and that ‖eh(Ω
kα)‖ ≤ cρ
k
8 for 1 ≤ h ≤ m.
Hence we have
‖b(k)i (α)‖ ≤ kl
k−1∏
j=0
(cj6c
ρj
7 )
l ≤ cρ
k
9 (1 ≤ i ≤ l)
and
‖e(k)h (α)‖ ≤
k−1∏
j=0
cρ
j
8 ≤ c
ρk
10 (1 ≤ h ≤ m)
by (24) and (25), respectively. Therefore
‖Tλµ(τ ;A
k; b(k)(α); e(k)(α))‖ ≤ cρ
k
11
for λ ∈ L and µ ∈M. Since the degree of each variable of P0(z; t) ∈ OK [z; t] is at
most N , we obtain
‖P0(Ω
kα;T (τ ;Ak; b(k)(α); e(k)(α)))‖ ≤ c12(N)c
Nρk
13 .
This implies the proposition.
Completion of the proof of Theorem 9. By the condition (i) of Proposition 2 together
with Proposition 1, there exists a positive integer k greater than both c2(N) and
c4(N) such that
E(Ωkα;T (τ ;Ak; b(k)(α); e(k)(α))) = P0(Ω
kα;T (τ ;Ak; b(k)(α); e(k)(α))) 6= 0.
Therefore, by Propositions 3, 4, and the fundamental inequality (21), we have
−c3(N + 1)
1+1/nρk ≥ −2[K : Q]c5Nρ
k.
Hence
c3(N + 1)
1+1/n ≤ 2[K : Q]c5N,
which is a contradiction if N is large.
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4 Proof of Theorem 6
In this section, we prove Theorem 6 by using Theorem 7 and Tanaka’s results. Let
{Rk}k≥0 be a linear recurrence of nonnegative integers satisfying (2) and let
Ω :=

c1 1 0 · · · 0
c2 0 1
. . .
...
...
...
. . .
. . . 0
...
...
. . . 1
cn 0 · · · · · · 0
 . (27)
We define a monomial
M(z) := z
Rn−1
1 · · · z
R0
n , (28)
which is denoted similarly to (15) by
M(z) = (Rn−1, . . . , R0)z. (29)
It follows from (2), (15), and (29) that
M(Ωkz) = z
Rk+n−1
1 · · · z
Rk
n (k ≥ 0).
Lemma 6. Let p be ∞ or a prime number. Suppose that {Rk}k≥0 satisfies the
condition (R)p stated in Section 1. Then, if α is an algebraic number with 0 <
|α|p < 1, then the matrix Ω defined by (27) and the point α = (1, . . . , 1︸ ︷︷ ︸
n−1
, α) satisfy
the conditions (I), (II), (III)p, and (IV)p stated in Section 3.1.
In the case where p is ∞, Lemma 6 was proved by Tanaka [10], and in the case
where p is a prime number, it can be proved by using Lemma 2 (cf. Mahler [3]).
The following lemmas are central to the proof of Theorem 6.
Lemma 7 (A special case of Theorem 1 of Tanaka [11]). Let C be an algebraically
closed field of characteristic 0. Suppose that {Rk}k≥0 satisfies the condition (R)∞
stated in Section 1. Assume that R(z) ∈ C[[z1, . . . , zn]] satisfies the functional
equation of the form
R(z) = αR(Ωz) +Q(M(z)),
where α 6= 0 is an element of C, Ω is defined by (27), M(z) is defined by (28), and
Q(X) ∈ C(X) is defined at X = 0. Then, if R(z) ∈ C(z1, . . . , zn), then R(z) ∈ C
and Q(X) ∈ C.
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Lemma 8 (A special case of Theorem 2 of Tanaka [11]). Let C be an algebraically
closed field of characteristic 0. Suppose that {Rk}k≥0 satisfies the condition (R)∞
stated in Section 1. Assume that S(z) is a nonzero element of the quotient field of
C[[z1, . . . , zn]] satisfying the functional equation of the form
S(z) = Q(M(z))S(Ωz),
where Ω is defined by (27), M(z) is defined by (28), and Q(X) ∈ C(X) is defined
and nonzero at X = 0. Then, if S(z) ∈ C(z1, . . . , zn)×, then S(z) ∈ C
×
and
Q(X) = 1.
Proof of Theorem 6. Assume on the contrary that there exist distinct α1, . . . , αr ∈
Q
×
, distinct β1, . . . , βs ∈ Q
×
\ {a−Rk}k≥0, and nonnegative integers L,M such that
the values
∂l+mH
∂xl∂ym
(αi, βj) (1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤M),
F (l)m (αi) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M), and G(βj) (1 ≤ j ≤ s) (30)
are algebraically dependent over Q. Shifting the linear recurrence {Rk}k≥0, we may
suppose that Rk (k ≥ 0) are sufficiently large. Let z1, . . . , zn be variables and let
z := (z1, . . . , zn). Define
hjm(x; z) :=
∞∑
k=0
xk
(
M(Ωkz)
1− βjM(Ωkz)
)m+1
(1 ≤ j ≤ s, 0 ≤ m ≤M),
fm(x; z) :=
∞∑
k=0
xkM(Ωkz)m+1 (0 ≤ m ≤M),
and
gj(z) :=
∞∏
k=0
(
1− βjM(Ω
kz)
)
(1 ≤ j ≤ s),
where Ω and M(z) are defined by (27) and (28), respectively. Furthermore, define
hijlm(z) :=
∂lhjm
∂xl
(αi; z) (1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤ M)
and
film(z) :=
∂lfm
∂xl
(αi; z) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M).
Since M(Ωkz) = z
Rk+n−1
1 · · · z
Rk
n , letting
γ := (1, . . . , 1︸ ︷︷ ︸
n−1
, a), (31)
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we see that
hijlm(γ) =
1
m!
∂l+mH
∂xl∂ym
(αi, βj) (1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤M),
film(γ) =
1
m!
F (l)m (αi) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M),
and
gj(γ) = G(βj) (1 ≤ j ≤ s).
Since the values (30) are algebraically dependent over Q, so are the values
hijlm(γ) (1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤M),
film(γ) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤M), and gj(γ) (1 ≤ j ≤ s).
Here we see that
hjm(x; z) = xhjm(x; Ωz) +
(
M(z)
1− βjM(z)
)m+1
(1 ≤ j ≤ s, 0 ≤ m ≤M),
and hence
∂lhjm
∂xl
(x; z) = x
∂lhjm
∂xl
(x; Ωz) + l
∂l−1hjm
∂xl−1
(x; Ωz)
(1 ≤ j ≤ s, 1 ≤ l ≤ L, 0 ≤ m ≤M).
Thus we see that hijlm(z) (1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ l ≤ L, 0 ≤ m ≤ M) satisfy
the functional equations
hij0m(z)
hij1m(z)
...
hijLm(z)
 = Ai

hij0m(Ωz)
hij1m(Ωz)
...
hijLm(Ωz)
+

(M(z)/(1 − βjM(z)))m+1
0
...
0

(1 ≤ i ≤ r, 1 ≤ j ≤ s, 0 ≤ m ≤M),
where
Ai :=

αi
1 αi 0
2
. . .
. . .
. . .
0 L αi
 (1 ≤ i ≤ r).
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Similarly, we see that film(z) (1 ≤ i ≤ r, 0 ≤ l ≤ L, 0 ≤ m ≤ M) satisfy the
functional equations
fi0m(z)
fi1m(z)
...
fiLm(z)
 = Ai

fi0m(Ωz)
fi1m(Ωz)
...
fiLm(Ωz)
+

M(z)m+1
0
...
0
 (1 ≤ i ≤ r, 0 ≤ m ≤M).
Furthermore, we see that gj(z) (1 ≤ j ≤ s) satisfy the functional equations
gj(z) = (1− βjM(z))gj(Ωz) (1 ≤ j ≤ s).
By Lemma 6, the matrix Ω and the point γ defined by (31) satisfy the conditions
(I), (II), (III)p, and (IV)p stated in Section 3.1. Therefore, since αi (1 ≤ i ≤ r) are
distinct, by Theorem 7 at least one the following two cases arises:
(i) There exist i ∈ {1, . . . , r}, cjm ∈ Q (0 ≤ j ≤ s, 0 ≤ m ≤ M), not all zero,
and R(z) ∈ Q[[z1, . . . , zn]] ∩Q(z1, . . . , zn) such that
R(z) = αiR(Ωz) +
M∑
m=0
c0mM(z)
m+1 +
s∑
j=1
M∑
m=0
cjm
(
M(z)
1− βjM(z)
)m+1
. (32)
(ii) There exist integers d1, . . . , ds, not all zero, and S(z) ∈ Q(z1, . . . , zn)× such
that
S(z) = S(Ωz)
s∏
j=1
(1− βjM(z))
dj . (33)
If the functional equation (32) is satisfied, then by Lemma 7
M∑
m=0
c0mX
m+1 +
s∑
j=1
M∑
m=0
cjm
(
X
1− βjX
)m+1
= δ ∈ Q (34)
holds, where X is a variable. If the functional equation (33) is satisfied, then by
Lemma 8
s∏
j=1
(1− βjX)
dj = 1 (35)
holds. Taking the logarithmic derivative of (35) and then multiplying both sides by
−X , we get
s∑
j=1
βjdj
X
1− βjX
= 0,
31
which is a special case of (34) since βjdj (1 ≤ j ≤ s) are not all zero. It is easily
seen that (34) does not hold since βj (1 ≤ j ≤ s) are nonzero distinct numbers and
since cjm (0 ≤ j ≤ s, 0 ≤ m ≤ M) are not all zero. Therefore neither the case (i)
nor (ii) arises, which is a contradiction.
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