We consider the topological space of composition operators C(H 2 ) on the Hardy space H 2 (D) of the unit disc D with operator norm topology. We prove a necessary condition for two composition operators to lie in the same path components and as a consequence we are able to determine path components of composition operators induced by analytic self-maps of the unit disc D which are analytic in a neighborhood of the closed unit disc D. We also provide necessary and sufficient conditions for the differences of such operators to be compact Email address: arslan@math.lsu.edu (Mustafa Arslan).
Introduction
Let D be the unit disc, B the class of all analytic self maps of D (i.e. analytic functions satisfying ϕ(D) ⊆ D) and B * the class of those members of B having analytic extensions to a neighborhood of the closed unit disc D. It is a consequence of Littlewood's Subordination Principle that each member ϕ of B induces a bounded composition operator C ϕ , defined by C ϕ f = f • ϕ on Hardy spaces C(H p ) of the unit disc. The set of all composition operators C(H p ) on H p (D) is considered as a topological subspace of the space of all bounded operators on H p (D).
The study on the topological structure of C(H p ) is initiated by an interesting discovery of E. Berkson [1] . He showed that if ϕ has radial limits of modulus 1 on a set of positive measure then the component of C(H p ) containing the composition operator C ϕ is a singleton. Later works, [6] and [8] , established deeper relations between boundary behavior of the map ϕ and compactness or path components of the induced composition operator.
The problem of determining the component structure of (H 2 ) is not solved yet in full generality. The task we take on in this article is to investigate the component structure of composition operators which are induced by elements of B * . The source of the motivation for choosing this task is P. Bourdon's article [2] on the components of linear fractional composition operators, i.e. those induced by linear fractional self maps of D. In [2] , he showed that two linear fractional composition operators C ϕ and C ψ are in the same path component of the space C(H 2 ) of composition operators on the Hardy space H 2 (D) of the unit disc if and only if the linear fractional transformations ϕ and ψ share the same first order boundary data i.e.
• ϕ(ζ) = ψ(ζ) • ϕ ′ (ζ) = ψ ′ (ζ) whenever ζ ∈ ∂D and |ϕ(ζ)| = 1 or |ψ(ζ)| = 1. The key factor why linear fractional composition operators have this property is that the image of D under a non-automorphic linear fractional transformation has second order of contact with the boundary ∂D if it has any, as already noted in [2] itself. This means that the result still holds if the operators are induced by arbitrary maps having order of contact 2. In this article we develop a similar type of characterization (theorem 3.2) for the path components of composition operators induced by maps which admit analytic extensions to a neighborhood of the closed unit disc D. Instead of order of contact we use a better suited notion, the "degree of tangency" (see section 2.2 for definition) for members of B * . Our main result is the following: suppose ϕ and ψ are elements of the class B * , then C ϕ and C ψ lie in the same component if and only if
• ϕ and ψ have the same order of tangency at any boundary point and • if degree of tangency of both maps is n at a boundary point then at that point they share at least (n − 1)-st order boundary data, i.e. they have the same derivatives up to order n−1 at that point. An interesting and simple consequence of the main result is the following: the component containing C ϕ where ϕ(z) = 1 8 (3 + 6z − z 2 ) ∈ B * does not contain any other composition operator induced by a polynomial self map of D of degree less than 4. We can further say that the component of C ϕ contains no linear fractional composition operator. We finish this section by an outline of the paper: all the necessary notations except a few are introduced in this section. Section 2 is divided into two parts, the first part includes a brief description of the Hardy spaces and a few facts about the composition operators on them. The second part involves facts about maps having finite order of tangency at any boundary point. The main theorem (Theorem 3.2) is in the first part of the section 3. Since our approach allows us to determine when two composition operators both induced by B * -functions differ by a compact operator, we kept the second part of the section 3 for this problem.
Preliminaries
In this section we introduce some of the notions and facts. A very good source of background on composition operators is [4] .
Throughout the rest of this article the letters ϕ and ψ will be used to denote analytic self maps of the unit disc i.e. analytic functions from D into itself. If S is a set in the complex plane S will denote its closure.
Hardy Spaces and Composition Operators
For 0 < p ≤ ∞, the Hardy space H p (D) of the unit disc D is the Banach space of analytic functions f on D satisfying
where σ is the normalized Lebesgue measure on the unit circle. It is known that the value of the integral in (1) is increasing as r increases to 1 (see [5, theorem 1.5] ). It is also known that for any H p -function f the radial limit
exists for almost all θ (see [5, theorem2.2] ). Therefore by Lebesgue dominated convergence theorem f * must be an L p (dσ)-function on ∂D and lim r→1 ∂D
Henceforth for all H p -functions f , we will denote the boundary function with the same symbol i.e. without star. We will follow this convention for members of B too, unless it is necessary to make a distinction.
Let ϕ be an analytic self map of D. We have the following norm estimate for the composition operator C ϕ on H p (D),
Moreover the upper and lower estimates are best possible, i.e. there are operators for which the equalities hold in (2) We will consider the space of composition operators C(H 2 ) on the Hardy space H 2 (D) equipped with the operator norm topology and henceforth we will write C for it.
Degree of Tangency at a Boundary Point
Unless otherwise stated, we assume that an analytic self map ϕ of D has radial limits of modulus < 1 almost everywhere on the boundary ∂D.
For positive numbers α and M and η ∈ ∂D, we define Ω α (η, M) by
We say that an analytic self map ϕ of D has order of contact at most (resp. at least) α with the boundary, at η ∈ ∂D if there is a neighborhood U of η in C such that
for some M > 0. In this case we also say ϕ has finite order of contact with the boundary at η. If ϕ is in B * , then near ζ = e iθ the 1 − |ϕ| has the Taylor series expansion of the form
where the coefficients p k are polynomials of first k + 1 coefficients and their conjugates in the Taylor expansion of ϕ around ζ. So in this case it is reasonable to consider n, the degree of tangency of ϕ at ζ. We define this degree in a more convenient way as follows.
is finite (resp. infinite) then we say ϕ has degree of tangency at least (resp. at most) α at ζ ∈ ∂D.
Observe that, in (5) , Ω α (ζ, M) becomes an approach region.
For any function f analytic in a neighborhood of the closed unit disc D, 1−|f | 2 expands as in (4) which, together with the boundedness of the derivative on D, guarantees the finiteness of (5) for ϕ = f and α = n. Hence the definition may be extended to a larger class of functions not necessarily self maps of D.
If 1 − |ϕ| 2 expands as in (4) then ϕ has the degree of tangency n at ζ = e iθ , and ϕ maps a neighborhood of ζ to a neighborhood of η = ϕ(ζ) having order of contact n at η. Therefore the order of contact at a point η is the maximum of the degrees of tangency at points in the preimage of η. 
Proof. We move to right-half plane using the Cayley transform
The function
is continuous on the closure of τ 
for some α > 1 and M > 0. Let n be the largest integer strictly less than α.
Then there are complex numbers a 1 , . . . , a n such that on Ω α ,
Moreover the polynomial 1 + a 1 (z − 1) + · · · + a n (z − 1) n has degree of tangency at least n + 1 at 1.
Proof. Induction on n. For the case n = 1, write ϕ(z)
Replacing γ with γ − L(z − 1), we have
This is possible only if 1 + L(z − 1) have degree of tangency at least 2 at 1 and this means that
Suppose that the assertion is true for some n ≥ 1 and
for some α > n + 1. Then by the induction hypothesis
If the origin, w ∈ ∂Ω n+1 and z ∈ ∂Ω α lie on the same line then we have
which, together with lemma 2.1, means that γ(z)/(z − 1) n+1 is bounded on Ω α . Let z k be a sequence on ∂Ω α such that
Replacing P by P + L(z − n) n+1 and γ by γ − L(z − 1) n+1 we get
Since P is a polynomial, this can happen only if P has degree of tangency at least n + 2 at 1 therefore
on ∂Ω α (M) − {1} and, by lemma 2.1, on Ω α (M).
Let ϕ and ψ be two analytic self-maps of D with the degree of tangency at least α > 1 at a boundary point ζ, and let n be the largest integer strictly smaller than α and k ≤ n a positive integer. Then, by the theorem 2.1, on Ω α (ζ, M) ϕ and ψ have expressions (7) and
We say that ϕ and ψ share k-th order boundary data in Ω α (M) if |a 0 | = 1 and
Remarks.
1. Our definition of sharing k-th order data actually makes sense only in the region Ω α (M) (and hence, most probably, is different from ones given in other contexts). However, when the maps have expressions as above in a neighborhood of a boundary point in D, the coefficients will be as suggested by the theorem 2.1. Therefore, within the context, we can safely remove Ω α (M) from the definition. 2. It can be easily shown that if ϕ has degree of tangency α > 1 and
then ϕ and ψ share n-th order boundary data at 1, where n is the largest integer strictly smaller than α. 2. If both ϕ and ψ have analytic extensions to a neighborhood of D then they share k-th order boundary data at ζ if and only if they have the same derivatives up to order k at ζ. 
for almost all ζ in ∂D then C ϕ and C ψ lie in the same path component of C(H 2 ).
The purpose of (9) is to have a control over the distance between ϕ and ψ as the image of either ϕ or ψ gets closer to the boundary ∂D. It could as well be replaced by
Proof. First observe that if (9) holds then
which means that (1 − |ϕ|)/(1 − |ψ|) and its reciprocal, by symmetry, are bounded by M + 2. So
and therefore sup h>0,ζ∈∂D is finite for some α > 1 and M > 0. Then unless |ϕ − ψ|/|z − 1| α is bounded on Ω α (M)
Proof. This follows from a norm computation using the normalized reproducing kernels k w at w.
. (12) We necessarily have |ϕ(w)−ψ(w)| 1−|w| bounded on Ω α (M) otherwise its reciprocal gets arbitrarily small and since
so does the last term in (12). This means that the function ϕ(w)−ψ(w)
(1−w) α is bounded on the boundary of Ω α (M). The rest of the proof involves the Pragmén-Lindelöf theorem and is just like proof of lemma 2.1.
An immediate consequence of lemma 3.2 together with theorem 2.1 is that if C ϕ and C ψ are close enough and ϕ is as in the theorem 2.1 then ϕ and ψ must share n-th order boundary data at 1, n being the largest integer strictly smaller than α. Theorem 3.1 Let ϕ and ψ be analytic sef-maps of the unit disc. Suppose that ϕ has degree of tangency at least α > 1 at a point ζ ∈ ∂D and n is the largest integer strictly smaller than α. If C ϕ and C ψ lie in the same path component of C then ϕ and ψ must share the n-th order boundary data at ζ.
Proof. Assume without loss of generality that ζ = 1 and ϕ(1) = 1. Let K be the constant in (11) and ε < 1/(K + 1) a positive number. If C ϕ and C ψ lie in the same path component, then there is a chain of composition operators
Since ε < 1/(K + 1), by lemma 3.2, |ϕ − ϕ 1 |/|z − 1| α must be bounded on Ω α (M), say by K 1 . Replacing M with a larger number if necessary, we may assume that M > mK 1 . Then for z ∈ Ω α (M) we have
and hence, on Ω α (M), 
Replacing ϕ and ϕ 1 by ϕ k and ϕ k+1 , and repeating the same argument, we obtain,
for all k = 1, . . . , k. Therefore ϕ m = ψ has degree of tangency at least α at 1 and on some Ω α (M) |ϕ − ψ| |z − 1| α < 1 which proves the claim (see the remarks at the end of the proof of theorem 2.1)
The following is the main theorem of this article. The reader should keep in mind that a function analytic in a neighborhood of the closed unit disc has at least second order tangency at any boundary point if it is non-surjective self map of the unit disc.
Proof of 3.2
We may assume that both ϕ and ψ are non-automorphic since both conditions necessarily require ϕ and ψ to be the same otherwise (see [1] ). So there can only be finite number of points on ∂D at which they agree and thus there is no danger in assuming that they agree only at 1. This also means that max{|ϕ(ζ)|, |ϕ(ζ)|} is strictly less than 1 everywhere else.
(i) ⇒ (ii). By theorem 3.1 we know that if C ϕ and C ψ lie in the same path component and if ϕ have degree of tangency n, they must share n − 1-st order boundary data.
(ii) ⇒ (i). The Taylor series expansions of 1 − |ϕ(e it )| 2 and 1 − |ψ(e it )| 2 at 0 must be of the form 1 − |ϕ(e it )| 2 = p n t n + p n+1 t n+1 + . . . with p n = 0 (13) and 1 − |ψ(e it )| 2 = q n t n + q n+1 t n+1 + . . . with q n = 0.
Then near t = 0 we have
Therefore by lemma 3.1 we have (i).
As we mentioned in 2.2, if ϕ is analytic in a neighborhood of D we can determine the degree of tangency at a point ζ = e iθ by looking at the Taylor series expansion of 1 − |ϕ(e it )| 2 as in (4) (1) C ϕ and C ψ lie in the same component of C (2) ϕ and ψ have the same first order boundary data.
Proof. By the above theorem it is enough to prove that any non-automorphic linear fractional self map of D makes either no contact or second order contact with the boundary (or equivalently the degree of tangency is 2 if not 0). Suppose that ϕ(z) = az+b cz+d is a non-automorphic linear fractional self map of D and ϕ(1) = 1. Since ϕ ′ (1) = 0, by the conformality of ϕ at 1, ϕ should have contact of order strictly greater than 1. Suppose now that ϕ has contact of order ≥ 3. Then we must have
If a = c then b = d and the ϕ = 1 which is not an analytic self map of D. So, in (16) we must have Re( d−c c+d ) = 0 which accounts to |c| = |d|. So we may assume that ϕ(z) = az+b z+d with |d| = 1. In this case, however, the map ϕ will have either a pole at z = −d or d = b/a both of which leads to obvious contradictions.
Compactness of Differences of Composition Operators
The following theorem answers the question of whether the difference of two composition operators is compact if they are induced by maps having analytic extensions to a neighborhood of D. (1) C ϕ − C ψ is compact, (2) ϕ and ψ have the same degree of tangency n ζ at each point ζ of ∂D and share the boundary data of order n ζ .
For the proof we will need the following lemma. 
Proof. This is a consequence of [7, Proposition 2] and can be proven in a similar way as lemma 3.1.
Proof of 3.3
We may again assume that the only point where ϕ or ψ have contact with the boundary is 1 and ϕ(1) = ψ(1) = 1.
(i) ⇒ (ii). First suppose that the maps ϕ and ψ have different degree of tangencies m and n respectively. Without loss of generality assume that n < m. Then the last term in (12) gets arbitrarily small but the first term remains away from 0 as w ∈ ∂Ω m (1) approaches to 1. Moreover, as w goes to 1, normalized reproducing kernels k w converge to 0 uniformly on compact subsets of D and hence by Schwartz's theorem ([4, Proposition 3.11]) C ϕ − C ψ cannot be compact. So we may assume that both maps have the degree of tangency n and expansions (7), (8) , (13) and (14). Suppose that ϕ and ψ share at most (k − 1)-st order boundary data at 1 for some k ≤ n i.e. the coefficients in (7) and (8) satisfy a j = b j for j = 1, . . . , k − 1 and a k = b k . Let w j = e iθ j be a sequence on ∂D approaching to 1 and define f j to be the normalized reproducing kernel at ϕ(w j ). Then f j is a sequence of H 2 functions converging uniformly to 0 on each compact subset of D. We will show that (C ϕ − C ψ )f j remains away from 0. For this let R be the supremum of |ϕ ′ | or |ψ ′ | on D, and h j = |1 − w j | n . Then
To show that the right-hand side stays away from 0 observe the following: for w ∈ ∂D and |w − w j | < h j
here we used ≈ to mean that the ratio of one side to the other converges to 1 as j → ∞. Putting all together we obtain
Again by Schwartz's theorem C ϕ − C ψ cannot be compact.
(ii) ⇒ (i) Since we assume that the only point of contact for both maps is 1 we only have to look at the values of the quotient in (17) near ζ = 1. We have expansions (7), (8), (13) and (14), with a k = b k for all k = 1, . . . , n in (7) and (8) (and as a result p n = q n ). Since both ϕ and ψ have degree of tangency n and share the n-th order boundary data, for ζ = e it close to 1 |ϕ(ζ) − ψ(ζ)| 2 (1 − |ϕ(ζ)|)(1 − |ψ(ζ)|) = |(p n+1 − q n+1 )t n+1 + O(|t| n+2 )| 2 |p n q n t 2n + O(|t 2n+1 |)| = O(|ζ − 1| 2 ).
Hence by lemma 3.3 C ϕ − C ψ must be compact (Note that in the above inequality we did not restrict z in some Ω n , this is because the functions are analytic in a neighborhood of D).
The conjecture of Shapiro and Sundberg [8] claiming the equality of the compact difference and path connectedness found negative answer from two dif-ferent sources, [2] and [7] . In both papers counterexamples of path connected composition operators which do not differ by a compact operator were given. On the other hand there seems to be neither proof nor a disproof for the opposite direction. Indeed the examples suggest that it is true. In the particular case we considered in this paper this holds and actually the condition on the inducing maps can be weakened to having C 1 -boundary functions, the statement will still hold. The proof is very simple, and actually one needs to know only [4, Theorem 3.12 ].
