Abstract. Interactive distributed simulation environments consist of interconnected communicating components. The performance of such a system is determined by the execution time of the executing components and the amount of data that is exchanged between components. We describe an interactive distributed simulation system in the scope of a medical test case (simulated vascular reconstruction) and present a number of techniques to improve performance.
Introduction
Interactive simulation environments are dynamic systems that combine simulation, data presentation and interaction capabilities that together allow users to explore the results of computer simulation processes and influence the course of these simulations at run-time [4] (see also Fig. 1 ). The goal of these interactive environments is to shorten experimental cycles, decrease the cost of system resources and enhance the researcher's abilities for the exploration of data sets or problem spaces.
In a dynamic environment, the information presented to the user is regenerated periodically by the simulation process. The environment is expected to provide (1) a reliable and consistent representation of the results of the simulation at that moment and (2) mechanisms enabling the user to change parameters in the environment. An example of an application where this structure is used has previously been described in [5] . This test case environment allows vascular reconstruction procedures to be simulated using a fluid flow simulator that simulates the effect of a planned surgical procedure on a patient's blood circulation. An interactive immersive virtual reality environment allows a surgeon to study the effect of a reconstructive procedure and interactively explore alternatives for the best possible treatment for a specific patient.
Performance of interactive simulation environments
The most important factor in the performance of a dynamic simulation environment is update time; the delay between consecutive updates in the environment. Usability increases when update time is as short as possible, so for a highly responsive environment, delays should be minimized. Fig. 2 shows a schematic representation of the most typical delay imposing factors in a simple dynamic simulation environment. The main factors on delay in interactive environments are the execution times of the components and the delay caused by the communication of data from one component to the next. This paper describes a number of methods to improve the performance of interactive simulation environments.
The ideas and methods in this paper have been applied to a test case, that of the simulated vascular reconstruction test case described in [5] which will be briefly described in section 2. Section 3 focuses on methods to maximize the performance of an interactive simulation environment. Section 4 presents some of the results obtained thus far. Finally, conclusions and future work are described in section 5.
Test case: interactive simulated vascular reconstruction in a virtual operating theater
The performance considerations described in the previous section are validated by analysis of a prototypical case study of simulated vascular reconstruction. This application combines simulation, visualization and interaction in an exemplary fashion. By a detailed analysis of the spatial and temporal characteristics of this test case we attempt to recognize generic elements for the design of an interactive simulation environment. Before we describe the methods that have been implemented to obtain a high performance interactive simulation environment, we begin with a description of the test case.
Introduction: interactive simulated vascular reconstruction
The purpose of vascular reconstruction is to redirect and augment blood flow or perhaps repair a weakened or aneurysmal vessel through a surgical procedure. The optimal procedure is often obvious but this is not always the case, for example, in a patient with complicated or multi-level disease. Pre-operative surgical planning will allow evaluation of different procedures a priori, under various physiological states such as rest and exercise, thereby increasing the chances of a positive outcome for the patient. The aim of this case study is to provide a surgeon with an environment in which he/she can explore the effect of a number of different vascular reconstruction procedures before it is put to practice. Our approach combines parallel flow simulation, interactive virtual reality and high performance computing and networking techniques into an interactive dynamic exploration environment that together allows human-in-the-loop types of experimentation [5] .
Blood flow simulation: the lattice-Boltzmann method
The lattice-Boltzmann method (LBM) is a mesoscopic approach for simulating fluid flow based on the kinetic Boltzmann equation [7] . In this method fluid is modeled by particles moving on a regular lattice. At each time step, particles propagate to neighboring lattice points and re-distribute their velocities in a local collision phase. This inherent spatial and temporal locality of the update rules makes this method ideal for parallel computing [11] . During recent years, LBM has been successfully used for simulating many complex fluid-dynamical problems, such as suspension flows, multi-phase flows, and fluid flow in porous media [13] . All these problems are quite difficult to simulate by conventional methods [10, 12] . The data structures required by LBM (Cartesian grids) bare a great resemblance to the grids that come out of CT and MRI scanners. As a result, the amount of preprocessing can be kept to a minimum which reduces the risk of introducing errors due to data structure conversions. LBM has the benefit over other fluid flow simulation methods that flow around (or through) irregular geometries (like a vascular structure) can be simulated relatively easy. In addition, velocity fields, pressure and shear stress on the arteries can be calculated directly from the densities of the particle distributions [2] . This may be beneficial in cases where we want to interfere with the simulation while the velocity and the stress field are still developing, thus supporting fast data-updating given a proposed change in simulation parameters as a result of user interaction.
High performance interactive visualization
The simulated vascular reconstruction operating theater provides visualization and interaction methods to simulate a vascular reconstruction procedure and visualize the effect of that procedure on a patient's blood circulation in real time. The environment can be used in a CAVE [8] but also on low cost commodity hardware in conjunction with a projection display and tracking hardware [6] . Multi-modal interaction methods such as speech recognition, hand gestures, direct manipulation of virtual 3D objects and measurement tools allow researchers to explore simulation results [3] .
High performance interactive simulation
The responsiveness of an interactive system is directly related to the rate at which updates are generated by each of the components in the system. To increase responsiveness, the delays between the consecutive components in the interactive system should be minimized. The accumulation of all delays is referred to as "update time". In an interactive system there will always be some delay from the moment interaction takes place until the moment that the environment has reacted to this interaction. This delay is referred to as "response time".
Update and response time
In a non-interactive environment, the update time T U is the sum over the execution time for the different components (T sim for simulation, T vis for visualization and T ren for rendering) and the communication delay between components (T sim→vis and T vis→ren ):
Decreasing update time means that the delays imposed by the different components must be minimized. In the case of executing components this means that the time between the acceptance of input data and the production of results should be minimized. In the case of communication between components, the dominating factor on delay is the time that is required to transfer data from one component to the next.
In an interactive system, the response time T R depends on which component the interaction is directed to since only this and subsequent components need to be updated. In case the user interacts with the simulation component, the response time will be T R = T i(sim) + T U , where T i(sim) is the time required to "apply" the interaction to the simulation component.
Distributed pipelined execution
A dynamic system differs from a static system in that the simulation component is an iterative process that repeatedly produces (intermediate) results. Basically, the delay at which these intermediate results become available is given by equation (1). However, since the simulation component has no dependency on the execution of subsequent components, the update time of the whole environment can benefit from a pipelined execution model. In this model, a component resumes execution as soon as its output data has been accepted by the next (see Fig. 3 ). In this case simulation, visualization and rendering execute in parallel. Once all components in the pipeline have executed at least once, and provided sufficient resources are available to execute all components simultaneously, the update time becomes
Although the components in Fig. 1 show a close coupling between them, it is not necessary, or even beneficial, to execute all on the same computing system. It is often more efficient to execute the components on systems that have optimized resources available for the most time consuming type of operations. The flow simulation component described in section 2, for example, runs more efficient on a parallel system, while the visualization component performs better on a system with optimized visualization libraries and the rendering component performs better on a system with specialized graphics hardware on board.
High performance network communication
Distributing components over different systems means that some form of communication must be established to allow the output of one component to be transferred to the next. It could be that the overhead generated by this communication mechanism annuls the benefits obtained by the distribution (i.e. although T c1 decreases through the use of optimized resources, T c1→c2 increases because of the extra communication overhead between two components c1 and c2). To reduce the delays caused by communication it may be beneficial to reduce the amount of transferred data as much as possible. This reduction itself, however, also takes time so careful consideration is often necessary. We have implemented three mechanisms to increase the throughput of data transfers over a network. These mechanisms are cascaded into a pipeline to decrease the amount of transferred data and spread the remaining data over multiple network connections, in an effort to maximize throughput (see Fig. 4 ).
Hiding latency by using multiple connections. This method increases communication throughput by using multiple network connections between peers at the same time [9] . There are two reasons why this increases throughput (see also Fig. 5 ). First; in the case of reliable network connections (such as connections using the TCP protocol), delays caused by waiting for acknowledgment packets can be "hidden" by serving other connections that are ready. Second; the technique can exploit "intelligent" network devices that spread communication over different routes. This technique therefore performs best when there are many such devices between peers (which is often the case when peers are geographically dispersed). In principle, data can travel along different routes from peer to peer, thereby circumventing congestion caused by other traffic on the network.
Note that the total volume of data that is transferred between peers is not decreased by this method. Instead, it increases throughput by exploiting as much available bandwidth as possible. The techniques described next aim to increase throughput by decreasing the volume of communicated data.
Data encoding. Data encoding is a data specific type of data reduction technique that aims to reduce the volume that is needed to represent the data to a minimum. This technique relies on the fact that the receiving side may not always be interested in the most accurate representation of the data that was calculated by the sender. Because this type of data reduction throws away unnecessary information, this method is frequently referred to as lossy compression. Although a significant reduction in volume can be achieved using this technique, the receiver should be conscious of the fact that the data it has received is not of the same accuracy as was originally produced. Although this reduction may be acceptable under some circumstances, unexpected side effects may occur when the errors that are present in the data are accumulated due to an integrating method of analysis on the data. For example, an often used technique in vector field visualization is to represent the path of the flow using streamlines. These streamlines are created by integrating over individual vectors. Due to the accumulation of (small) errors in each individual vector, a streamline may follow a radically different path.
Data compression. Freely available compression libraries (such as zlib [1] ) provide means of reducing data volumes very effectively. This data reduction does not make any assumption about the data contents and is therefore without any loss of information. Most compression libraries can be parameterized to indicate the level of compression that should be achieved at the expense of higher execution time. This type of data reduction is commonly referred to as lossless compression as the data is unchanged after decompression. The amount of compression depends on (1) the type of data and (2) the amount of data. In general, the compression ratio decreases when the amount of data decreases. Note that this is important in parallelized applications in which the original data volume is often decomposed into smaller subvolumes.
Results
The simulated vascular reconstruction environment described in section 2 has been implemented using the methods described in section 3. In this section we show some preliminary results on the performance of the environment. Fig. 6 illustrates the performance increase that is achieved by using a parallelized implementation of the flow simulation kernel. Because the test case en- vironment's architecture uses the distributed pipeline architecture described in section 3.2 and because the simulation component is, in general, the slowest executing component, the performance of the simulation environment in total is greatly increased (as shown by equation 2). Fig. 7 shows the mean throughput over 200 measurements of the multiple connection stage in the communication pipeline. As can be seen from this figure, the average throughput increases as more connections are used, but up to a maximum. Using more connections congests the network and no further increase in throughput can be obtained. Fig. 8 shows the mean performance over 5 measurements of the complete network communication pipeline on a typical medical data set; using compression, multiple network connections, both with and without encoding. This figure illustrates that, on average, encoding doubles throughput. Although this figure shows the typical throughput that can be achieved, in some situations the total performance of the network communication pipeline resulted in a throughput of 62 Mbyte/s, which is over 5 times the bandwidth of the slowest network link (100 Mbit/s). 
Performance of the distributed simulation pipeline

Performance of the network communication pipeline
Conclusions and future work
Preliminary tests show a great performance increase over earlier versions of the interactive simulated vascular reconstruction environment. The results presented here were obtained using unoptimized algorithms; we expect future versions to increase performance even more. The different stages in the communication pipeline require a certain amount of time to execute which adds delay to communication time. By tuning the parameters that influence this execution time, throughput can (in principle) be automatically optimized. For example; networks are generally shared by many institutes so that available bandwidth changes over time. The multiple connection technique can sense this change by measuring the effect of employing more or fewer connections during communication. An optimal number of connections can thus be determined dynamically (and transparently), while peers communicate. However, a different parameterization at one stage influences the execution time of subsequent stages which implies that parameter optimization is not a trivial task. 
