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Abstract
We find the stable homotopy classification of elliptic operators on stratified man-
ifolds. Namely, we establish an isomorphism of the set of elliptic operators modulo
stable homotopy and theK-homology group of the singular manifold. As a corollary,
we obtain an explicit formula for the obstruction of Atiyah–Bott type to making
interior elliptic operators Fredholm.
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1 Introduction
In the classical paper [1], Atiyah observed that the elements of K-homology groups of a
compact space X are realized as abstract elliptic operators on X . (Recall that the latter
are Fredholm operators acting in C(X)-modules and commuting with multiplications
by functions modulo compact operators.) Moreover, Kasparov [2] and Brown–Douglas–
Fillmore [3] showed that one can obtain not only elements of K-homology groups but also
K-homology as a generalized homology theory if one factorizes abstract elliptic operators
by a special equivalence relation known as stable homotopy.
However, it turns out that, at least for sufficiently smooth spaces, the K-homology
group can already be obtained if, instead of abstract elliptic operators, we restrict ourselves
to differential or pseudodifferential operators, which are natural in the theory of partial
differential equations. For example, on closed smooth manifolds it suffices to consider
pseudodifferential operators (ψDO in what follows), and if the manifold is equipped with
a spinc-structure, then one can take the class of (twisted) Dirac operators. This example
serves as a motivation for the natural problem of comparing the K-homology group with
the group generated by elliptic operators on singular manifolds (cf. Singer’s problem in [4]).
The main theorem of the present paper establishes a group isomorphism
Ell(X) ≃ K0(X) (1)
on any compact stratified manifoldX with arbitrary number of strata, where Ell(X) is the
group generated by elliptic pseudodifferential operators on X modulo stable homotopy.
Special cases of such isomorphisms were obtained in [5–9] for manifolds with two strata.
The isomorphism (1) enables one to apply topological methods of K-homology theory
in elliptic theory. As examples of such applications, in Sec. 8 we compute the obstruc-
tion of Atiyah–Bott type to making interior elliptic operators Fredholm and obtain a
generalization of the cobordism invariance of the index.
Apart from already mentioned applications to elliptic operators, the isomorphism (1)
has an interesting interpretation in the framework of noncommutative geometry. More
precisely, the groups in (1) can be represented as the left- and right-hand sides in the
Baum–Connes conjecture [10]. The point is that from the viewpoint of noncommutative
geometry the algebra of ψDO on a stratified manifold is related to a certain groupoid
(see [11, 12]). Moreover, the group Ell(X) is related to the K-group of the groupoid C∗-
algebra [13]. The Baum–Connes conjecture claims that the latter K-group is isomorphic
to the topological K-group of the classifying space of the groupoid (see [14]). Explicit
computations for simplest stratified manifolds show that the K-group of the classifying
space is isomorphic to K0(X), that is, the right-hand side of (1). It would be of interest
to make further comparison of (1) with the Baum–Connes map.
We are grateful to Prof. T. Fack (Lion) for pointing out the relation with the Baum–
Connes isomorphism for groupoids. The results of this paper were presented at the Inter-
national conference “Workshop on index theory” in Mu¨nster (November 4–8, 2005).
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2 Stratified manifolds and ψDO
In this section, we define a class of manifolds and a class of pseudodifferential operators
on them and study ellipticity and Fredholm property for such operators. These topics
are well known in the literature (e.g., see [15–17]). Hence the exposition will be rather
concise.
2.1 Stratified manifolds
In the sequel, we adopt the following terminology. A manifold with singularities is a triple
pi :M −→M,
where M is a Hausdorff space, M is a manifold with corners,1 and pi is a continuous pro-
jection. The manifold M is called the blow-up ofM. We shall not discuss the uniqueness
of the blow-up and always assume when speaking about manifolds with singularities that
the triple (pi :M −→M) is fixed.
A diffeomorphism of such manifolds is a pair f :M1 →M2, f˜ : M1 → M2 such that
f is a homeomorphism, f˜ is a diffeomorphism, and the diagram
M1
f˜
−−−→ M2
pi1
y ypi2
M1 −−−→
f
M2,
where pi1,2 are the natural projections, commutes. A special class of manifolds with
singularities can be obtained as follows: given a smooth Riemannian metric on a manifold
M with corners, nondegenerate in the interior and possibly degenerate at the boundary,
define M as the quotient of M by the following equivalence relation determined by the
metric: two points are equivalent if the distance between them in our metric is zero. (Of
course, the Hausdorff property of M should be additionally assumed.)
Now let us describe the class of manifolds with singularities to be studied in the present
paper, namely, stratified manifolds. The definition is by induction.
Definition 2.1. A filtration of length k on a topological space M is a sequence
M =Mk ⊃Mk−1 ⊃ . . . ⊃M0 (2)
of embedded subspaces, closed in M, such that each Mj is contained in the closure of
M◦j+1 =Mj+1 \Mj , j = 0, . . . , k − 1.
Definition 2.2 (base of induction). A stratified manifold of length 0 is an arbitrary
smooth manifold.
In this case, we set M = M and pi = id, and the blow-up M is a smooth manifold
without boundary.
1Recall that a manifold of dimension n with corners is a Hausdorff space locally homeomorphic to the
product R
k
+ × R
n−k, 0 ≤ k ≤ n.
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Definition 2.3 (inductive step). A stratified manifold of length k > 0 is a Hausdorff
space M equipped with a filtration (2) such that
1. M0 is a smooth manifold.
2. M\M0 is equipped with the structure of a stratified manifold of length k− 1 with
respect to the filtration
M\M0 =Mr \M0 ⊃Mk−1 \M0 ⊃ . . . ⊃M1 \M0.
3. OverM0 there is a given bundle with fiber KΩ, where KΩ is a cone with base Ω that
is a compact stratified manifold of length less than or equal to k − 1. There is also
a given homeomorphism of a neighborhood U ⊂M of M0 onto a neighborhood of
the subbundle formed by the cone tips; this homeomorphism restricts to the identity
map on M0.
4. The structure described in Condition 3 should be compatible with that in Condition
2 on M\M0 in the sense described below.
First, note that one can prove by induction that the definition implies that
• The sets Mj \Mj−1 ≃ M
◦
j (called open strata) are smooth manifolds for all j =
0, . . . , k.2
• Given any open stratum M◦j , j < k, there exists a neighborhood Uj ⊂ M homeo-
morphic to a bundle with fiber KΛj , where the base of the cone Λj is a stratified
manifold of length ≤ k − j − 1.
Let us give the precise statement of Conditions 3 and 4.
The cone KΩ in Condition 3 is the set
KΩ = {R+ × Ω}
/
{{0} × Ω}.
We require that the transition functions of the bundle with fiber KΩ leave the variable
r ∈ R+ invariant and are induced by diffeomorphisms of the stratified manifold Ω of length
≤ k− 1, i.e., diffeomorphisms of manifolds with singularities preserving the stratification
and the fibrations of neighborhoods of strata into cones. Hence we actually require that
our bundle is obtained from a bundle over M0 with fiber Ω by fiberwise conification.
We claim that the complement U \ M0 is equipped with a natural structure of a
stratified manifold of length ≤ k − 1 as an open subset of the bundle over M0 with fiber
K◦Ω ≃ R+ × Ω
equal to the cone minus the cone tip. Indeed, the local trivializations of this bundle
are V × R+ × Ω, where V ⊂ R
l, l = dimM0 is a coordinate patch on M0. Therefore,
they are stratified manifolds of the same length as Ω, i.e., ≤ k − 1. Now we can take
2We set M−1 = ∅ for convenience. These sets are the interior parts of the corresponding blow-ups,
which are smooth manifolds with corners.
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V × R+ × Ωj for strata in V × R+ × Ω, where Ωj are the corresponding strata in Ω, and
bundles with conical fibers of neighborhoods of these strata are obtained from the bundles
of neighborhoods of the corresponding strata in Ω by taking products with V × R+.
Let us clarify Condition 4. By virtue of the preceding, U \M0 is equipped with two
stratified manifold structures: the first is the restriction of the corresponding structure to
M \M0, and the second comes from the bundle. The compatibility condition requires
that these two structures coincide (i.e., the identity map is a diffeomorphism).
Finally, let us define the blow-up of M. Let pi : M˜ −→M\M0 be the projection of
the blow-up M\M0 (it is defined by the inductive hypothesis). The blow-up M of M
is obtained if we augment M˜ with a certain set “at infinity over M0.” Hence to describe
M and the projection pi : M −→ M it suffices to study what happens over U . We can
assume that U itself is fibered over M0; then pi
−1(U \ M0) is fibered over M0 by the
composition map
pi−1(U \M0)
p˜i
−→ U \M0 −→M0.
The structure of this bundle is easy to describe in local trivializations; the bundle has the
form
V × R+ × Ω˜
id× id×p
−−−−−→ V × R+ × Ω −→ V,
where p : Ω˜ −→ Ω is the projection of the blow-up of the cone base. In this local
trivialization, the blow-up M of M is simply defined by adding the point r = 0 to the
second factor, i.e., by passing from R+ to R+; the projection takes each point (v, 0, ω) to
v.
Now the meaning of Definition 2.3 is completely clear.
Each of the strataMj is a stratified manifold itself (of length j). It has a blow-up Mj
and the corresponding projection pj :Mj −→Mj.
Remark 2.1. By Condition 3, conical bundles are defined over the open strata M◦j in
M. However, Condition 4 readily implies that these bundles can be canonically extended
to the closed strata Mj . This remark will be important below, since the operator-valued
symbols of our pseudodifferential operators will be defined on the closed strata.
Metrics, measures, and L2-spaces. We introduce some natural metrics and measures
on stratified manifolds. They are used in the definition of spaces of square integrable
functions.
First, we give an inductive definition of metrics. On a stratified manifold of length 0
we consider an arbitrary Riemannian metric. Let us describe the inductive step. Given a
metric dω˜2 on Ω˜ supplied by the induction hypothesis, we can define a metric locally on
V × R+ × Ω˜ by the formula
ds2 = dv2 + dr2 + r2dω˜2. (3)
Globally on M , the metric is obtained with the use of a partition of unity from the
local expressions described above in a neighborhood of M0 and the metric d˜ρ
2 defined
on M\M0 by the induction hypothesis outside a slightly smaller neighborhood of M0.
Metrics of this form are called edge-degenerate.
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The metric naturally produces the measure defined as the volume element equal to
unity on an orthonormal frame. In terms of the inductive formula (3), the corresponding
formula for the volume form is
d vol = rndv dr d volΩ,
where d volΩ is the volume form on Ω (known by the induction hypothesis) and n = dimΩ
is the dimension of Ω.
From now on, all operators on M are considered in the space
L2(M) ≡ L2(M, d vol),
and the operators on the cone KΩ are considered in the space
L2(KΩ) ≡ L
2(KΩ, r
n dr d volΩ).
The cotangent bundle. We define a space VectM of vector fields on M. If M is
smooth, then VectM is the space of all vector fields on M. In the general case, VectM is
defined as a C∞(M)-module locally as follows. Over the product V × R+ × Ω˜, the space
VectM is formed by vector fields of the form
θ = a
∂
∂v
+ b
∂
∂r
+
1
r
θ1,
where a and b are smooth functions and θ1 ∈ VectΩ.
The metric ds2 defines a C∞(M)-valued pairing on VectM, and the formula
〈ϕ(θ), µ〉 = ds2(θ, µ)
gives a bijection ϕ of the space VectM onto some C
∞(M)-module Λ1(M) ⊂ Λ1(M) of
differential forms on the blow-up M . (To see this, it suffices to note that the embedding
VectM ⊂ VectM is dense on the main stratum.)
Definition 2.4. The cotangent bundle T ∗M is the vector bundle (existing by Swan’s
theorem) over M whose space of sections is Λ1(M).
Remark 2.2. Note that the elements of Λ1(M) are precisely the forms vanishing on the
fibers of the projection pi :M −→M.
Remark 2.3. Since differential operators on M are just polynomials in vector fields
X ∈ VectM with smooth (C
∞(M)) coefficients, one can readily show that their interior
symbols are smooth functions on T ∗M.
The cotangent bundles of the strata Mj are defined similarly.
The space C∞(M). By definition, the elements of this space are smooth functions on
the blow-up M of M that depend only on x for small r in the coordinates (x, r, ω) in a
neighborhood of each stratum of nonmaximal dimension.
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2.2 Pseudodifferential operators and symbols
Here we describe an algebra of zero-order ψDO on a stratified manifold. More precisely,
we define families of ψDO with parameter v ranging in a finite-dimensional vector space V ;
by successive trivial generalizations at each inductive step, we also obtain ψDO smoothly
depending on some additional parameters x and then ψDO parametrized by points of a
finite-dimensional vector bundle over a smooth manifold. Details of these generalizations
are left to the reader.
Negligible families. We introduce the space of operator families modulo which ψDO
will be defined below. Let M be a stratified manifold (possibly, noncompact). Let
J∞(V,M) ≡ J∞(M) ≡ J∞ be the space of smooth operator families
D(v) : L2(M) −→ L2(M), v ∈ V, (4)
such that all operators D(v) are compact in L2(M) and satisfy the estimates∥∥∥∥∂βD(v)∂vβ
∥∥∥∥ ≤ CβN(1 + |v|)−N , |β|, N = 0, 1, 2, . . . , (5)
and these conditions hold if we replace D(v) by the product
V1 · · ·VpD(v)Vp+1 · · ·Vp+q
of arbitrary length p+ q ≥ 0. Here V1, . . . , Vp+q are smooth vector fields on M that have
the form V = (V (x), 0, V˜ (x, ω)) in local coordinates (x, r, ω) ∈ Rm × R+ × Ω near each
stratum, where V (x) is a smooth vector field on the stratum and V˜ (x, ω) is a vector field,
smoothly depending on x ∈ X , with the same properties on the manifold Ω of lower
dimension.
ψDO on smooth manifolds. We are now in a position to define ψDO. Our definition
is by induction. We start from the class of families of ψDO on smooth manifolds.
Definition 2.5. An operator family
D(v) : L2(M) −→ L2(M)
on a smooth manifold M is called a pseudodifferential operator with parameter v ∈ V if
it is a zero-order ψDO on M with parameter v ∈ V in the sense of Agranovich–Vishik.
(These are often called parameter-dependent ψDO.)
The symbol (corresponding to the unique stratum of M) is by definition the symbol
σ(D)(x, ξ, v) in the sense of Agranovich–Vishik. It is defined on the total space of the
vector bundle T ∗M× V over M minus the zero section.
The space of pseudodifferential operators with parameter v ∈ V on M is denoted by
Ψ(V,M). (In what follows, V will be suppressed if it is clear from the context or trivial.)
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ψDO on stratified manifolds. Here we define ψDO by induction over the length k
of the stratified manifold. Note that we simultaneously define ψDO and their symbols.
Definition 2.5 will serve as the inductive statement for k = 0.
Definition 2.6. Let M be a stratified manifold of length k > 0. A smooth family of
linear operators
D(v) : L2(M) −→ L2(M)
is called a pseudodifferential operator on M (with parameter v ∈ V in the sense of
Agranovich–Vishik) if the following conditions hold.
1. Given ϕ, ψ ∈ C∞(M) such that suppϕ ∩ suppψ = ∅, we have ψAϕ ∈ J∞.
2. D is a ψDO with parameter on3 M\M0; in a neighborhood U ofM0, the operator
D is representable in the form
D = P
(
x, r, rv,−ir
∂
∂x
, ir
∂
∂r
+ i
n+ 1
2
)
, n = dimΩ (6)
modulo the ideal J∞(V,M), where P (x, r, v, η, p) ∈ Ψ(V ×T
∗
xM0×R,Ω) is a ψDO
with parameters on Ω, depending smoothly on additional parameters x ∈ M0 and
r ∈ R+; moreover, P = 0 for r > r0, where r0 is small.
By definition, the symbols σj(D) of D corresponding to the strata Mj \Mj−1, j > 0,
of M, are its symbols as an element of Ψ(V,M\M0). The symbol of D corresponding
to the stratum M0 is the operator family
σ0(D) = P
(
x, 0, rv, rξ, ir
∂
∂r
+ i
n + 1
2
)
: L2(KΩ) −→ L
2(KΩ) (7)
parametrized by the points of the bundle V × T ∗M0 over M0 minus the zero section.
The symbols σj(σ0(D)) of the symbol σ0(D) are just the symbols σj(P (x, 0, v, η, p)) of
the ψDO P (x, 0, v, η, p) with parameters on Ω, j = 1, . . . , k.
Let us give some explanations concerning formulas (6) and (7). One can prove by
induction over the length of M that a pseudodifferential operator A ∈ Ψ(V,M) satisfies
the estimates ∥∥∥∥∂αA(v)∂vα
∥∥∥∥ ≤ Cα(1 + |v|)−|α|, |α| = 0, 1, 2, . . . , (8)
where all derivatives starting from the first are compact-valued. Indeed, using this fact
for M = Ω, we see that the operator family
F (x, t, v, ξ, p) = P (x, e−t, ve−t, ξe−t, p)
satisfies the estimates∥∥∥∥ ∂F (x, t, v, ξ, p)∂xα∂tl∂vβ∂ξγ∂pk
∥∥∥∥ ≤ Cαlβγk(1 + |v|+ |ξ|)−|β|−|γ|(1 + |p|)−k,
|α|+ l + |β|+ |γ|+ k = 0, 1, 2, . . . , (9)
3The stratum M0 has measure zero in M. Hence D is automatically interpreted as an operator on
L2(M\M0).
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and the operator family
F˜ (x, t, v, ξ, p) = P (x, 0, ve−t, ξe−t, p)
satisfies the estimates∥∥∥∥∥ ∂F˜ (x, t, v, ξ, p)∂xα∂tl∂vβ∂ξγ∂pk
∥∥∥∥∥ ≤ Cαlβγk(et + |v|+ |ξ|)−|β|−|γ|(1 + |p|)−k
≤ Cαlβγk(|v|+ |ξ|)
−|β|−|γ|(1 + |p|)−k, |α|+ l + |β|+ |γ|+ k = 0, 1, 2, . . . . (10)
Moreover, both families have compact variation in the parameters (v, ξ, p). It is not
difficult to show that the operators on the right-hand sides in (6) and (7) are well defined
as ψDO in the sense of Luke [18]. Indeed, the change of variable r = e−t transforms the
cone KΩ into the cylinder Ω × R and the operator ir∂/∂r into −i∂/∂t. It remains to
note that the operator −i∂/∂t+ i(n+1)/2 is self-adjoint in the L2 space with the weight
e−(n+1)t on the cylinder. This space is just the image of L2(KΩ) under our change of
variables. Therefore, the substitution of this operator as an operator argument into (7)
is well defined. In addition, the constructed ψDO satisfies the estimates (8). This ends
the inductive step.
Remark 2.4. Since the cone is noncompact (in r), the operator-valued symbol (7) only
has almost compact variation in (ξ, v) in the general case. (That is, the variation becomes
compact if we multiply it by a cut-off function finite in r). However, as we shall see shortly,
the fiber variation of the symbol in (7) is compact provided that all symbols σj(σ0(D))
are zero, j = 1, . . . , k.
Definition 2.7. The conormal symbol σc(σ0(D)) ∈ Ψ(M
◦
0 × V × R,Ω) of the family (7)
is the family σc(σ0(D)) = P (x, 0, v, 0, p).
Compatibility conditions. We have defined the notion of ψDO with parameters on
a stratified manifold M. Such ψDO have symbols defined a priori on the cotangent
bundles of the open strata times the parameter space minus the zero section. However,
if we compare the representation (6) with the representation valid in U \ M0 by the
inductive statement, then we can see that actually the symbols extend continuously (and
smoothly) up to the boundary of the cotangent bundle and hence are defined on the
cotangent bundles of the corresponding closed strata. Moreover, at the points where a
stratum Mj meets a stratum Mi, j > i, the following compatibility conditions hold:
σl(σj(D))|Mi = σl(σi(D)), l = j, . . . , k. (11)
Here we write σj(σj(D)) = σj(D) for brevity.
Main properties of the calculus of ψDO. Let us state the main properties of the
calculus of ψDO on a compact stratified manifold. The proofs (except for the proof of
Proposition 2.2) are omitted; they can be found in [19].
The set of all symbols (7) on X =M0 is denoted by Ψ(T
∗X × V ,KΩ).
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Proposition 2.1. Ψ(T ∗X × V ,KΩ) is a local C
∗-algebra.
The norm is given by the supremum of the operator norm over all parameter values.
Theorem 2.1 (Main properties of ψDO). Pseudodifferential operators enjoy the fol-
lowing properties.
(1) Ψ(V,M) is an algebra with the usual composition of operators and is a local C∗-
algebra with respect to the supremum of the operator norm over the parameter space.
Pseudodifferential operators compactly commute with the operators of multiplication by
continuous functions on M.
(2) The symbol map
σ : Ψ(V,M) −→
k⊕
j=0
Ψ(T ∗Mj × V ,KΩj),
D 7−→ (σ0(D), . . . , σk(D))
(12)
is a local C∗-algebra homomorphism and induces an isomorphism
σ : Ψ(V,M)
/
J(V,M) −→ Σ(V,M) ⊂
k⊕
j=0
Ψ(T ∗Mj × V ,KΩj )
onto the local C∗-algebra of symbols subject to the compatibility conditions (11). Here
J(V,M) ⊂ Ψ(V,M) denotes the ideal of compact-valued operator families vanishing at
infinity.
(3) Ψ(V,M) is invariant under diffeomorphisms of M.
Definition 2.8. An operator D ∈ Ψ(V,M) is said to be elliptic if all its symbols σj(D),
j = 0, . . . , k, are invertible in the complements of the zero sections of the corresponding
bundles.
As a corollary of Theorem 2.1, we obtain the following assertion
Theorem 2.2. (1) On a compact manifold M, elliptic operators are Fredholm (for all
parameter values).
(2) If V 6= {0}, then an elliptic operator with parameter is invertible for large |v|.
The following proposition will be useful.
Proposition 2.2. Let Σ0 ⊂ Ψ(V,KΩ) be the set of symbols whose symbols corresponding
to the strata of Ω× R+ are zero. Then each symbol σ ∈ Σ0 has compact variation in v.
Proof. By the definition (see Eq. (7)),
σ(v) = P
(
rv, ir
∂
∂r
+ i
n + 1
2
)
: L2(KΩ) −→ L
2(KΩ)
for an operator function P (w, p) ∈ Ψ(V × R,Ω). Theorem 2.1 implies that P (w, p) ∈
J(V × R,Ω) and P (w, p) satisfies the estimates (8) with respect to (w, p).
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We have to show that, given v 6= 0, ∂σ/∂v is compact. We have
∂σ
∂v
= r
∂P
∂w
(
rv, ir
∂
∂r
+ i
n + 1
2
)
.
The symbol r∂P/∂w(rv, p) possesses all estimates needed for it to define a bounded
operator on L2(KΩ) (cf. (10)). Furthermore, it is compact-valued. It remains to show
that it tends to zero as r → 0 or r → ∞. For r → 0, this is obvious (by virtue of the
factor r), and for r →∞ we use the representation
r
∂P
∂w
(rv, p) =
1
|v|
|rv|
∂P
∂w
(rv, p) =
1
|v|
[
|w|
∂P
∂w
]
w=rv
and apply the following lemma to P (w, p).
Lemma 2.1. Let f ∈ C2(Rn) be an operator function such that f(ξ)→ 0 as ξ →∞ and
|f ′′(ξ)| ≤ C|ξ|−2 for large ξ. Then |ξ||f ′(ξ)| → 0 as ξ →∞.
Semiclassical quantization. Consider the quantization (7) with a “semiclassical” pa-
rameter h:
Th : Ψ(T
∗X × R,Ω) −→ Ψ(T ∗X,KΩ) ⊂ B(L
2(KΩ)).
This map takes a family with parameter on the base of the cone to a family of operators
on the infinite cone and is defined as
(ThD)(ξ) := D
(
2
rξ, ih
1
r
∂
∂r
+ ih(n + 1)/2
)
. (13)
By the same argument as in [7, Appendix], it can be proved that this quantization is
asymptotic in L2, i.e., satisfies the estimates
Th(a)Th(b) = Th(ab) + o(1), h→ 0, (14)
in the sense of operator norm.
We shall use this quantization below in the computation of the boundary map in
K-theory of ψDO algebras.
3 Ell-groups
From now on, we fix a compact stratified manifold M.
Definition 3.1. Two elliptic operators
D : L2(M, E)→ L2(M, F ) and D′ : L2(M, E ′)→ L2(M, F ′)
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acting between sections of vector bundles over the blow-up M are said to be stably ho-
motopic if there exists a continuous homotopy 4 of elliptic operators
D ⊕ 1E0 ∼ f
∗
(
D′ ⊕ 1F0
)
e∗,
where E0, F0 ∈ Vect(M) are vector bundles and
e : E ⊕E0 −→ E
′ ⊕ F0, f : F
′ ⊕ F0 −→ F ⊕ E0
are vector bundle isomorphisms.
Here ellipticity means the invertibility of symbol components on all the strata (see
Def. 2.8), and we consider only homotopies of ψDO preserving ellipticity.
Even groups Ell0(M). Stable homotopy is an equivalence relation on the set of all
elliptic pseudodifferential operators acting between vector bundle sections. Let Ell0(M)
be the quotient by this equivalence relation. This set is a group with respect to the direct
sum of elliptic operators. The inverse is defined by the almost inverse operator (that is,
inverse modulo compact operators).
Odd groups Ell1(M). We can similarly define the odd elliptic theory Ell1(M) as
the group of stable homotopy classes of elliptic self-adjoint operators. In this case, the
stabilization is done in terms of the operators ±Id.
Remark 3.1. An equivalent definition of the odd Ell-group can be given in terms of
elliptic families on M parametrized by the circle S1 modulo constant families.
We consider the following homotopy classification problem for elliptic operators: com-
pute the group Ell∗(M).
4 Main theorem
The map into K-homology. Let
D : L2(M, E) −→ L2(M, F )
be an elliptic operator. By Theorems 2.2 and 2.1, (1), this operator can be treated as an
abstract elliptic operator in the sense of Atiyah [1] on M. Thus it defines an element in
the K-homology of M. The corresponding Fredholm module is defined in the standard
way. Namely (cf. [20]), if D is self-adjoint (and E = F ), then consider the normalization
D = (PkerD +D
2)−1/2D : L2(M, E) −→ L2(M, E), (15)
where PkerD is the projection onto the null space of D.
In the general case, we consider the self-adjoint operator
D =
(
0 D(PkerD +D
∗D)−1/2
(PkerD +D
∗D)−1/2D∗ 0
)
: L2(M, E ⊕ F )→ L2(M, E ⊕ F ),
(16)
which is odd with respect to the Z2-grading of L
2(M, E)⊕ L2(M, F ).
4We can and will always assume that the homotopies are such that all symbols and their derivatives
are continuously homotopic in the corresponding norms.
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Proposition 4.1. 1. The operators (15) and (16) define K-homology elements denoted
by [D] ∈ K∗(M), where ∗ = 1 in the self-adjoint case and ∗ = 0 otherwise.
2. There is a well-defined group homomorphism
Ell∗(M)
ϕ
−→ K∗(M),
D 7→ [D].
Proof. The operators D in (15) and (16) are self-adjoint and act in ∗-modules over the
C∗-algebra C(M). To end the proof of the first part of the proposition, it suffices to check
that, given f ∈ C(M), one has
[D, f ] ∈ K, (D2 − 1)f ∈ K, (17)
where K is the ideal of compact operators. The compactness follows easily from the com-
position formula for pseudodifferential operators (since D is a pseudodifferential operator).
The map is well defined, since homotopies of elliptic operators give continuous homotopies
of the corresponding Fredholm modules, i.e., give the same K-homology element. Bundle
isomorphisms give degenerate Fredholm modules. (Recall [20] that a module is degenerate
if all expressions in (17) are zero.)
The classification theorem. The following theorem solves the classification problem
on stratified manifolds.
Theorem 4.1. The map
Ell∗(M)
ϕ
≃ K∗(M)
that takes each elliptic operator D to the element defined in Proposition 4.1 is an isomor-
phism.
The nondegeneracy of the index pairing K0(M)×K
0(M) −→ Z (on the torsion-free
parts of the groups) gives the following assertion.
Corollary 4.1. Two elliptic operators D1 and D2 are stably rationally homotopic if and
only if their indices with coefficients in any vector bundle over M are equal.
We shall obtain Theorem 4.1 as a special case of a more general theorem, which we
now state.
The classification of partially elliptic operators. An operator D on M is said to
be elliptic on M\Mj if the symbol components σk(D), . . . , σj+1(D) are invertible on their
domains, i.e., everywhere on the complement of the zero section in T ∗Mk, . . . , T
∗Mj+1.
Let Ell∗(M,Mj) be the group of stable homotopy classes of pseudodifferential oper-
ators elliptic on M\Mj. We assume that the homotopies are also taken in this class.
By analogy with the map ϕ in Proposition 4.1, we define
Ell∗(M,Mj)
ϕ
−→ K∗(M\Mj).
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There is one important difference: to define ϕ in this case, we replace (PkerD +D
∗D)−1/2
in (15) and (16) by self-adjoint pseudodifferential operators, with leading k − j symbol
components equal to
(σk(D)
∗σk(D))
−1/2, . . . , (σj+1(D)
∗σj+1(D))
−1/2.
Note that the two constructions give the sameK-homology element for an operator elliptic
on the entire M.
Theorem 4.2. Given −1 ≤ j ≤ k − 1, one has the isomorphism
Ell∗(M,Mj)
ϕ
≃ K∗(M\Mj).
The proof of Theorem 4.2 occupies Sections 5–7. First, in Section 5, Ell-groups are
represented asK-groups of certain algebras (noncommutative analog of the Atiyah–Singer
difference construction). This enables us to define exact sequences for Ell-groups. Then
the proof is done inductively over the strata in Sections 6 and 7.
5 Relationship between Ell-groups and K-theory
Ell-groups as K-groups of C∗-algebras. The embedding
C∞(M) ⊂ Ψ(M)
(the embedding corresponds to the usual action of functions as multiplication operators)
of algebras of scalar operators enables one to describe pseudodifferential operators in
vector bundle sections. Namely, an arbitrary zero-order ψDO acting between spaces of
vector bundle sections can be represented as
D′ : ImP −→ ImQ,
where P and Q are matrix projections (P 2 = P,Q2 = Q) with entries in C∞(M) and D′
is a matrix operator with entries in Ψ(M).
Denote by
Σ(M\Mj)
def
= Im(σk, . . . , σj+1) ⊂
⊕
l≥j+1
C∞(S∗Ml,B(L
2(KΩl)))
the algebra of leading k − j components of the principal symbol.
Theorem 4 in [6] gives isomorphisms
Ell∗(M,Mj)
χ
≃ K∗(Con(C
∞(M)
f
→ Σ(M\Mj))) (18)
of the Ell-groups and the K-groups of special local C∗-algebras. Here
f : C∞(M) −→ Σ(M\Mj)
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is the embedding taking a smooth function on the blow-up M to the symbol of multipli-
cation operator by this function, and
Con(A
f
−→ B) =
{
(a, b(t)) ∈ A⊕ C0([0, 1), B) | f(a) = b(0)
}
is the mapping cone of the algebra homomorphism f : A→ B.
In most cases, one can eliminate the mapping cone from Eq. (18) by using the following
lemma.
Lemma 5.1. The K-group of the mapping cone can be represented as
K∗+1(Con(C
∞(M)→ Σ(M\Mj))) ≃ K∗(Σ(M\Mj))/K∗(C
∞(M)),
provided that M has a nonsingular vector field. (This condition is satisfied if, say, M has
no components with empty boundary.)
Proof. A vector field M → S∗M defines a section Σ(M \Mj) → C
∞(M). Thus the
mapping cone exact sequence (induced by the embedding of algebras) splits. The splitting
gives the desired isomorphism.
Remark 5.1. In the odd case, the composition of the latter isomorphism with χ shows
that, modulo stable homotopy, elliptic self-adjoint operators are isomorphic to symbols-
projections modulo projections onto bundle sections (cf. [21]).
Exact sequence of the pair in Ell-theory. Let us construct the exact sequence
corresponding in elliptic theory to the pair
Mj \Mj−1 ⊂M \Mj−1.
We define the maps in the desired sequence in K-theoretic terms. To this end, consider
the commutative diagram
0→ ker(σk, . . . , σj+1) −→ Σ(M\Mj−1)
(σk,...,σj+1)
−→ Σ(M\Mj) → 0
↑ ↑ ↑
0→ 0 −→ C∞(M) = C∞(M) → 0
(19)
with exact rows. The ideal ker(σk, . . . , σj+1) of symbols with leading k − j components
equal to zero is denoted for brevity by Σ0. The diagram induces the exact sequence
0→ SΣ0 → Con(C
∞(M)→ Σ(M\Mj−1))→ Con(C
∞(M)→ Σ(M\Mj))→ 0 (20)
of the mapping cones of the vertical embeddings. Here SΣ0 = C0((0, 1),Σ0) stands for
suspension.
The K-groups of the mapping cones in (20) classify elliptic operators on M\Mj−1
andM\Mj, respectively (see Eq. (18)). It turns out that the K-groups of the ideal also
classify elliptic operators.
Lemma 5.2. The K-groups of SΣ0 classify operators that are elliptic on M\Mj−1 and
have symbols (σk, . . . , σj+1) induced by constant functions in C
∞(M).
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Proof. To be definite, we consider K0(SΣ0). Here K0(SΣ0) = K1(Σ0) = K1(Σ
+
0 ), where
Σ+0 denotes the algebra with identity adjoined. Now it follows from the definition of K1
and Σ0 that K1(Σ
+
0 ) classifies elliptic operators described in the lemma.
Using this lemma, we can define a map (cf. Proposition 4.1)
ϕ : K∗(SΣ0)→ K∗(Mj \Mj−1) (21)
that restricts elliptic operators to a neighborhood U of the subsetMj \Mj−1. We assume
that U has the structure of a bundle pi : U →Mj \Mj−1 with conical fiber. Note that
the structure of a C0(Mj \Mj−1)-module
C0(Mj \Mj−1)
pi∗
−→ C(U)→ B(L2(U))
on the corresponding L2-spaces where the operator acts is obtained by the pull-back
from the base of the bundle. The restriction of the operator is well defined, since in the
complement of an arbitrarily small neighborhood of Mj \Mj−1 the operator acts as the
multiplication by some function.
We shall show in Lemma 7.1 that
K∗(SΣ0) ≃ K
∗
c (T
∗Mj) = Ell∗(Mj,Mj−1). (22)
Therefore, we can replace all K-groups by Ell-groups in the exact sequence induced in
K-theory by (20). As a result, we obtain the periodic six-term exact sequence relating
the Ell-groups:
Ell0 (Mj,Mj−1) // Ell0 (M,Mj−1)
))SS
SS
SS
SS
SS
SS
SS
Ell1 (M,Mj)
∂
55llllllllllllll
Ell0 (M,Mj)
∂uukkk
kk
kk
kk
kk
kk
k
Ell1 (M,Mj−1)
iiRRRRRRRRRRRRRR
Ell1 (Mj,Mj−1) .oo
(23)
We do not dwell upon the question of defining all maps in this sequence directly in terms
of elliptic operators.
6 Induction
For j ranging from k down to −1, we shall prove by induction that the map ϕ in Theo-
rem 4.2 is an isomorphism on the set M\Mj.
For j = k, this is obvious. Let us prove the inductive step: the isomorphism for j + 1
implies an isomorphism for j.
The pair Mj \Mj−1 ⊂M \Mj−1 gives the diagram
. . .→ Ell∗+1(M,Mj)
∂
→ Ell∗(Mj,Mj−1)→ Ell∗(M,Mj−1)→ Ell∗(M,Mj)
∂
→ . . .
↓ ↓ ↓ ↓
. . .→ K∗+1(M\Mj)
∂
→K∗(Mj \Mj−1)→K∗(M\Mj−1)→K∗(M\Mj)
∂
→ . . .
(24)
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Note that the vertical maps are defined in Proposition 4.1 and Eqs. (21) and (22). Once
we prove that the diagram commutes, the inductive assumption, in conjuntion with the
5-lemma, will imply that the vertical map ranging in K∗(M\Mj−1) is an isomorphism,
as desired. Let us establish the commutativity.
The commutativity of the square
Ell∗(M,Mj−1) −→ Ell∗(M,Mj)
↓ ↓
K∗(M\Mj−1) −→ K∗(M\Mj)
is obvious, since the horizontal maps are induced by forgetting some of the structures.
The commutativity of the square
Ell∗(Mj,Mj−1) −→ Ell∗(M,Mj−1)
↓ ↓
K∗(Mj \Mj−1) −→ K∗(M\Mj−1),
corresponding to the embedding i : Mj \ Mj−1 −→ M \Mj−1, is also easy to prove.
Indeed, consider the composition of the maps through the top right corner of the square:
it takes an operator elliptic on M\Mj−1 and equal to a multiplication operator in the
complement of a neighborhood U of Mj \Mj−1 to the same operator with the natural
C0(M \Mj−1)-module structure on the spaces between which the operator acts. We
restrict the operator to a neighborhood of Mj \ Mj−1 (this does not change the K-
homology element, since the corresponding Fredholm module changes by a degenerate
module) and make a homotopy of the module structure to the composition
C0(M\Mj−1)
i∗
→ C0(Mj \Mj−1)
pi∗
→ C(U)→ B(L2(U)),
where pi : U → Mj \ Mj−1 is the projection. This gives the very same element as the
composition of arrows through the bottom left corner of the square. This proves the
commutativity of the square.
To justify the inductive step, it remains to show the commutativity of the squares
containing the boundary maps in (24). This is the most technically involved part of the
proof. We do this in the next section.
7 Comparison of boundary maps
In this section, we prove the commutativity of the squares containing the boundary maps
in (24). The proof is carried out in terms of K-groups of symbol algebras. The proof is
rather long; therefore, here we list the main steps:
• We show that the K-homology boundary map is the composition of the restriction
to the boundary of the stratum and the direct image (see Subsec. 1 below).
• The K-theory boundary map is also the composition of the restriction map and
a certain boundary map ∂′ related to the algebra Ψ(T ∗Mj, KΩ) of symbols on Mj
(Subsec. 2). Hence the comparison of the boundary maps in K-theory and K-
homology is reduced to Mj .
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• Unfortunately, the boundary map ∂′ is not so easy to work with. Therefore, we
replace Ψ(T ∗Mj, KΩ) by the simpler algebra Ψ(T
∗Mj × R,Ω) of families with pa-
rameters. It turns out that the boundary map ∂′′ for the latter algebra is easy do
compute. More precisely, in Subsec. 3 we define an asymptotic homomorphism of
one algebra into the other, and in Subsec. 4 we show that the asymptotic homomor-
phism induces an isomorphism on K-groups.
• The boundary map ∂′′ is computed in Subsec. 5 in terms of the families index of
an elliptic family with parameters. Then the compatibility of the boundary map ∂′′
and the direct image in K-homology is verified in Theorem 7.1 in Subsec. 5. This
finishes the proof of the commutativity in (24).
Let us now give the details of the proof.
1. The boundary map in K-homology in (24). We start with some notation. Let
U be a neighborhood of Mj \Mj−1 = M
◦
j fibered with conical fiber over the stratum,
and let pi : U →Mj \Mj−1 be the corresponding projection. The bundle of cone bases
is denoted by
pi′ : Ξ −→Mj \Mj−1.
The typical fiber is Ω. One obviously has U \M◦j ≃ R+ × Ξ.
We claim that the boundary map ∂ : K∗(M\Mj) → K∗+1(Mj \Mj−1) is equal to
the composition
K∗(M\Mj) −→ K∗(U \M
◦
j) = K∗+1(Ξ)
pi′
∗−→ K∗+1(Mj \Mj−1) (25)
of the restriction to U \M◦j , the periodicity isomorphism, and the direct image map. This
decomposition is easy to obtain by using the fact that the boundary map is natural.
2. Reduction to the boundary. Let us start the computation of the boundary map
in K-theory of algebras. First, being natural, the boundary map
∂ : K∗(Con(C
∞(M)→ Σ(M\Mj)))→ K∗+1(SΣ0)
is equal to the composition
K∗(Con(C
∞(M) → Σ(M \Mj))) −→ K∗(Con(C
∞(∂jM) → ΣMj ))
∂′
−→ K∗+1(SΣ0)
(26)
of the restriction of symbols to Mj and the boundary map ∂
′, where ΣMj ≡ Σ(T
∗Mj ,Ω)
denotes the algebra of symbols of ψDO on Ω with parameters in T ∗Mj and ∂jM ⊂ ∂M
is the closure of pi−1M◦j .
5
5One can readily see that ∂jM is a manifold fibered over Mj with fiber isomorphic to the blow-up of
Ω.
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3. The asymptotic homomorphism. Recall that Ψ(T ∗Mj , KΩ) is the algebra of jth
symbols on Mj . To compute the boundary map ∂
′ in (26), we replace Ψ(T ∗Mj , KΩ)
(preserving its K-group) by an algebra of pseudodifferential operators with parameters,
for which the boundary map is simpler.
To this end, consider the map (see (13))
Th : Ψ(T
∗Mj × R,Ω) −→ Ψ(T
∗Mj , KΩ), h ∈ (0, 1],
(Thu)(ξ) = u
2r ξ, ih 1r ∂
∂r
+ih(n+ 1)/2
 , (ξ, p) ∈ T ∗Mj × R, (27)
where Ψ(T ∗Mj × R,Ω) is the algebra of smooth families of ψDO on the fibers Ω with
parameters in T ∗Mj × R. As h→ 0, we have
Th(ab) = Th(a)Th(b) + o(1), (Th(a))
∗ = Th(a
∗) + o(1), (28)
where a, b ∈ Ψ(T ∗Mj × R,Ω) are arbitrary and o(1) is understood in the uniform norm.
Note that this semiclassical quantization is a special case of the so-called asymptotic
homomorphisms, playing an important role in C∗-algebra theory [22–24]. In particular,
Eqs. (28) imply that Th induces a K-group homomorphism
T : K∗(Ψ(T
∗Mj × R,Ω))→ K∗(Ψ(T
∗Mj , KΩ)).
Consider the commutative diagram
0→ J(T ∗Mj × R,Ω) → Ψ(T
∗Mj × R,Ω) → ΣMj → 0
↓ Th ↓ Th ↓ th
0→ Σ0 → Ψ(T
∗Mj , KΩ) → ΣMj → 0,
(29)
where th is the induced map on the symbols. (Actually, it is an algebra isomorphism.)
The algebra C∞(∂jM) is a subalgebra in Ψ(T
∗Mj × R,Ω),ΣMj and Ψ(T
∗Mj , KΩ).
The diagram of the mapping cones of these embeddings gives the square
K∗(Con(C
∞(∂jM)→ ΣMj ))
∂′′
−→ K∗(C0(T
∗Mj × R))
‖ ↓ T
K∗(Con(C
∞(∂jM)→ ΣMj ))
∂′
−→ K∗+1(SΣ0).
(30)
(The horizontal maps are just the boundary maps in the corresponding sequences.) Here
we have used the fact that
K∗(J(T
∗Mj × R,Ω)) ≃ K∗(C0(T
∗Mj × R)).
This isomorphism is induced by the embedding J(T ∗Mj × R,Ω) ⊂ C0(T
∗Mj ×R,K) of a
local C∗-algebra into its closure.
The commutativity in (30) follows, since the K-theory boundary map is natural with
respect to asymptotic homomorphisms (e.g., see [25]).
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4. The map T : K∗(C0(T
∗Mj × R)) −→ K∗(Σ0) is an isomorphism. First, we
compute K∗(SΣ0). To this end, consider the short exact sequence
0→ ker σc −→ Σ0
σc−→ J(Mj × R,Ω)→ 0 (31)
of local C∗-algebras. (Here σc is the conormal symbol map, see Def. 2.7.) The kernel
ker σc is formed by families of compact operators.
6 Since the embeddings
ker σc ⊂ C(S
∗Mj ,K(KΩ)) and J(Mj × R,Ω) ⊂ C0(Mj × R,K(Ω))
induce isomorphisms in K-theory, the K-theory long exact sequence induced by (31) can
be written as the top row of the diagram
→ K∗(S∗Mj) → K∗(Σ0) → K
∗
c (Mj × R) →
‖ ↓ L ‖
→ K∗(S∗Mj) → K
∗+1
c (T
∗Mj) → K
∗
c (Mj × R) →,
(32)
where the bottom row is the sequence of topological K-groups of the pair S∗Mj ⊂ B
∗Mj
of the unit sphere and ball bundles in T ∗Mj and the map L is the difference construction
for ψDO with operator-valued symbols in the sense of Luke (see [18,26]). Recall that this
map is defined as follows: given σj ∈ Σ
+
0 , we treat it as an operator-valued function on
S∗Mj of compact variation in the fibers of S
∗
xMj (see Proposition 2.2); if this function is
invertible, then L takes [σj ] ∈ K1(Σ0) to the index
L[σj ] := ind σ˜j ∈ Kc(T
∗Mj) (33)
of an extension σ˜j of σj to the unit ball bundle in T
∗Mj preserving the compact variation
property in the fibers. (The extension is Fredholm in B∗Mj and invertible on S
∗Mj ; thus
its index is an element of the above mentioned K-group with compact supports.) The
index (33) is independent of the choice of the extension. For even K-groups, the map is
defined in a similar way.
Lemma 7.1. The diagram (32) commutes, and hence L is an isomorphism.
Proof. 1. The commutativity in
K∗(S∗Mj) −→ K∗(Σ0)
‖ ↓ L
K∗(S∗Mj) −→ K
∗+1(T ∗Mj)
follows from the fact that for finite-dimensional symbols L coincides with the Atiyah–
Singer difference construction.
2. Consider the square
K∗(Σ0)
σc−→ K∗c (Mj × R)
↓ L ‖
K∗+1c (T
∗Mj)
j∗
−→ K∗+1(Mj),
6Just as in the theory of operators on manifolds with isolated conical singularities, a family in Σ0 is
compact if and only if its conormal symbol is zero.
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where j : Mj → T
∗Mj is the embedding of the zero section. Its commutativity follows
from the index formula (e.g., see [27])
β indDy = ind σc(Dy) ∈ K
1
c (Y × R) (34)
for an elliptic family Dy, y ∈ Y with unit interior symbol on the infinite cone. Here Y is
a compact parameter space, and β is the periodicity isomorphism K(Y ) ≃ K1c (Y × R).
Indeed, given a ∈ K1(Σ0), the elements j
∗L(a) and σc(a) are, respectively, the left-
and the right- hand side in (34). The case of elements in the K0-group can be verified if
we first consider the suspension and then apply (34).
3. Now consider the square
K∗+1c (Mj × R)
∂
−→ K∗(S∗Mj)
‖ ‖
K∗(Mj)
p∗
−→ K∗(S∗Mj)
,
where p : S∗Mj → Mj is the natural projection. Its commutativity follows from the
index formula. More precisely, let us represent a ∈ K1c (Mj ×R) by an invertible family of
conormal symbols with unit principal symbol. On the one hand, going through the left
bottom corner of the square, we obtain p∗ ind a ∈ K0(S∗Mj). On the other hand, going
through the upper right corner, we obtain
∂a = p∗ ind â,
where â denotes the operator family on KΩ with unit interior symbol and with conormal
symbol a. Note that the latter equality follows from the fact that ∂ takes an invertible
symbol to the index of the corresponding operator. Applying (34), we obtain the desired
relation p∗ ind a = p∗ ind â ∈ K0(S∗Mj). For the case of elements in K0 one should first
use suspension.
Lemma 7.2. The map
T : K∗(C0(T
∗Mj × R)) −→ K∗(Σ0)
is the inverse of the isomorphism L in (32).
Proof. To be definite, we consider the map
T : K1(C0(T
∗Mj × R)) −→ K1(Σ0).
Let us prove that LT is the identity map.
1. Given a symbol u(ξ, p) ∈ (1 + J(T ∗Mj × R,Ω)) invertible for (ξ, p) ∈ T
∗Mj × R
and equal to the identity in the complement of a compact set, we obtain
LT [u] = ind u
2r ξ, ih 1r ∂
∂r
+ih(n + 1)/2
 ∈ K0c (T ∗Mj)
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(for h small), where [u] ∈ K1c (T
∗Mj × R). The index is well defined, since (Thu)(ξ)
has compact variation on the fibers in T ∗Mj \ 0 and is invertible whenever ξ 6= 0 (see
Proposition 2.2 and formula (14), respectively).
2. Let Thu be the family of Fredholm operators parametrized by T
∗Mj \ 0 and equal
to Thu for |ξ| < 1 and to
u
(2r +|ξ| − 1)ξ, ih 1r ∂
∂r
+ih(n + 1)/2

otherwise.
For small h, this family is invertible for all ξ. (This follows from the boundedness of
the support of 1 − u and since (14) is uniform for const > λ ≥ 0 if in (13) we replace rξ
by (r + λ)ξ). We obtain, by construction,
indThu = indThu.
However, Thu is the family of identity operators for large ξ. Hence its index can be
calculated by (34) and is equal to the index of the family of conormal symbols u(ξ, p)
(modulo the Bott periodicity isomorphism); i.e., it actually gives the original element
LT [u] = [u].
5. Comparison of boundary maps. Let us compare the obtained expressions for
the boundary maps in K-homology and K-theory (see (25) and (26), (30)). We omit the
restriction maps from Subsecs. 1 and 2. Consider the diagram (here and below, I = (0, 1))
K∗(Ξ× I)
pi′
∗−→ K∗(M
◦
j × I)
ϕ ↑ ↑ ϕ
K∗(Con(C
∞(∂jM)→ ΣMj ))
∂′′
−→ K∗c (T
∗Mj × R)
‖ ↑ L
K∗(Con(C
∞(∂jM)→ ΣMj ))
∂′
−→ K∗(Σ0),
(35)
containing the boundary maps in the middle and bottom rows. All maps in the diagram
have already been defined except for ϕ in the left column. To define it, we note that
K∗(Con(C
∞(∂jM) → ΣMj )) classifies elliptic families σ(x, ξ, p) on Ω with parameters
(x, ξ, p) ∈ T ∗Mj × R. Such a family defines an operator on the product Ξ × I by the
formula
σ
(
x,−i
∂
∂x
,−i
∂
∂t
)
.
This operator gives an element in K∗(Ξ× I) provided that σ(x, ξ, p) is elliptic.
The bottom square in (35) is isomorphic to (30) by Lemma 7.2. Hence it commutes.
We claim that the top square is also commutative. Indeed, consider any element z ∈
K∗(Con(C
∞(∂jM)→ ΣMj )) defined by an elliptic family σ(x, ξ, p). Ellipticity implies the
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Fredholm property, and ∂′′ takes z simply to the index of the family with parameters in
T ∗Mj × R. On the other hand, pi
′
∗z corresponds to the elliptic operator
σ
(
x,−i
∂
∂x
,−i
∂
∂t
)
in C0(M
◦
j × I)-modules. The last two elements actually coincide. This is a consequence
of the following general result.
Theorem 7.1. Let p(x, ξ) be an operator-valued symbol elliptic in the sense of Luke [18]
on a compact manifold X with corners. Then[
p
(
x,−i
∂
∂x
)]
= ϕ (ind p(x, ξ)) ∈ K∗(X
◦), (36)
where X◦ is the interior of the manifold, square brackets denote an element in K-homo-
logy, and ϕ : K∗c (T
∗X)→ K∗(X
◦) is the Poincare´ isomorphism on manifolds with corners
(e.g., see [28]).
The proof of this theorem is given in the supplement.
Thus Theorem 7.1 proves that (35) commutes. Hence we also have the commutativity
of the squares in (24) containing the boundary maps.
This concludes the proof of Theorem 4.2.
8 Applications
A topological obstruction to Fredholm property. Let M ⊃ X be a stratified
pair. It is of interest to find conditions under which an operator elliptic in M \ X can
be transformed into an operator elliptic in M without changing the components of the
principal symbol on the setM\X . This question is similar to the Atiyah–Bott problem of
determining the topological conditions on the symbol on a smooth manifold with boundary
under which there exists a Fredholm boundary condition for the corresponding operator.
We shall answer a similar question for the elements of Ell-groups in the case of an
arbitrary stratification. To this end, consider the diagram
Ell(M) //
ϕ≃

Ell(M, X)
ϕ ≃

K0(M) // K0(M\X)
∂ //K1(X).
It obviously commutes, since we deal with forgetful maps. Therefore, the nonvanishing of
∂ϕ(a) is a necessary and sufficient condition for the existence of a lifting of a ∈ Ell(M, X)
to Ell(M).
The boundary map in K-homology plays a similar role in other problems (see Baum–
Douglas [29], Roe [30], and Monthubert [31]).
Note that the equation ∂ϕ(a) = 0 is a condition on the interior symbol alone (a
finite-dimensional condition) if X =Mk−1 is the set of all singularities of M =Mk.
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Cobordism invariance of the index. Let us give a generalization of the usual cobor-
dism invariance of the index of Dirac operators. Suppose that X is a smooth stratum.
Then we have the commutative diagram
Ell1(M, X) //
≃

Ell(X)
≃

K1(M\X) //K0(X) // K0(M).
Since the map K0(X) → K0(M) preserves the index (in Z), we see that the index of D
on X is zero provided that [D] ∈ Ell(X) can be pulled back to Ell1(M, X).
Remark 8.1. For nonsmooth X , the construction of this commutative diagram is an
open problem. (Even the exact sequence in Ell-theory is not known.)
9 Supplement. Proof of Theorem 7.1
Note that Theorem 7.1 is a strengthening of the Luke theorem [18] for the index of
operators with operator-valued symbols. (The index theorem is obtained from Eq. (36) if
∂X = ∅ and we consider only the indices of the corresponding K-homology elements.)
For the case of symbols homogeneous for large |ξ|, the proof carries over from [18]
word for word. The general case (nonhomogeneous symbols) is reduced to the case of
homogeneous symbols by the method suggested in [26], where it was adapted to the index
computation. The reduction used in the present paper is based on the following standard
fact of Kasparov’s KK-theory.
Proposition 9.1. Let Pt be a ∗-strongly continuous homotopy of bounded operators such
that
f [PtP
∗
t − 1], f [P
∗
t Pt − 1], [f, Pt], [f, P
∗
t ] ∀f ∈ C0(X
◦)
are norm continuous families of compact operators. Then the corresponding element in
K-homology does not depend on the parameter:
[P0] = [P1] ∈ K∗(X
◦).
Proof. It follows from the conditions that the family {Pt} defines an operator in the
C0(X
◦) − C([0, 1]) bimodule C0(X
◦ × [0, 1], L2(H)). This operator defines a homotopy
(in the sense of KK-theory) between P0 and P1 (e.g., see [32]). Hence the invariance
of the K-homology element [Pt] on t follows from the equivalence of the definitions of
K-homology in terms of homotopies and in terms of operator homotopies.
Let us apply this proposition. Without loss of generality, we can assume that the
symbol p(x, ξ) is smooth up to the zero section in T ∗X and normalized: p∗(x, ξ)p(x, ξ) = 1
for large |ξ|. Let ψ(t), t ≥ 0, be a smooth positive function such that
ψ(t) =
{
1 for t < 1,
1/t for t > 2.
(37)
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Consider the family of symbols
pε(x, ξ) = p(x, ξψ(ε|ξ|)). (38)
The following properties are obtained by a straightforward computation (cf. [33, Theo-
rem 19.2.3]):
1. p0 = p. For ε > 0, the symbol pε is homogeneous for large |ξ|, and for ε small it is
elliptic.
2. pε and p
∗
ε are uniformly bounded in the class of symbols of compact variation in the
fibers of T ∗X for ε ∈ [0, 1].
3. For small ε > 0, pεp
∗
ε−1 and p
∗
εpε−1 are compactly supported and compact valued
symbols independent of ε.
Consider the operator
Pε = pε
(
x,−i
∂
∂x
)
. (39)
(We fix an atlas of charts and a subordinate partition of unity independent of ε on X .)
We claim that (for small ε ≥ 0)
(a) ind pε ∈ Kc(T
∗X) is independent of ε.
(b) Pε satisfies the conditions of Proposition 9.1.
This will imply Theorem 7.1, since, on the one hand, pε is homogeneous at infinity for
small ε > 0, and hence [Pε] = ϕ(ind pε) (by the first part of the proof) and on the other
hand, the passage to the limit as ε → 0 is possible by Proposition 9.1. Thus it remains
to prove (a) and (b).
Claim (a) follows from the homotopy invariance of the index, since pε changes under
variations of ε only in the complement of a large ball {|ξ| > R}, where R ≃ 1/ε, and is
invertible on this complement.
Claim (b) is proved as follows.
1) The families Pε and P
∗
ε are strongly continuous, since they are uniformly bounded
and each summand in their definitions in coordinate patches on X is strongly continuous
on the set of functions whose Fourier transform has compact support.
2) Given f ∈ C0(X
◦), the operators f(PεP
∗
ε − 1) and f(P
∗
ε Pε − 1) are compact and
continuously depend on ε. Indeed, compactness is obvious, and the continuity follows
from the fact that their complete symbols and their derivatives in local coordinates are
uniformly continuous in ε on compact subsets in ξ, are uniformly bounded and decay to
zero as ξ →∞, and hence, are uniformly continuous in ε for all ξ.
The compactness and continuity of the commutators [f, Pε] and [f, P
∗
ε ] can be proved
along the same lines.
The proof of Theorem 7.1 is complete.
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