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Despite extensive research in the past years,
the computational modeling of argumenta-
tion remains challenging. The primary rea-
son lies in the inherent complexity of the hu-
man processes behind, which commonly re-
quires the integration of extensive knowledge
far beyond what is needed for many other nat-
ural language understanding tasks. Existing
work on the mining, assessment, reasoning,
and generation of arguments acknowledges
this issue, calling for more research on the in-
tegration of common sense and world knowl-
edge into computational models. However, a
systematic effort to collect and organize the
types of knowledge needed is still missing,
hindering targeted progress in the field. In
this opinionated survey paper, we address the
issue by (1) proposing a pyramid of types of
knowledge required in computational argu-
mentation, (2) briefly discussing the state of
the art on the role and integration of these
types in the field, and (3) outlining the main
challenges for future work.
1 Introduction
As a direct reflection of human reasoning in natural
language, the phenomenon of argumentation has
fascinated scholars and researchers across Western
and Eastern societies since ancient times (Aristotle,
ca. 350 B.C.E./ translated 2007; Lloyd, 2007). To
this day, the computational analysis processing of
argumentation, dubbed Computational Argumen-
tation (CA), has become an established subfield
focused on NLP (Lippi and Torroni, 2015), cov-
ering several mining, assessment, reasoning, and
generation tasks. While CA has relations to more
traditional NLP areas such as sentiment analysis
and opinion mining, prior work acknowledged the
specific complexity of CA (Habernal et al., 2014):
opinion mining assesses people’s stances towards
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controversies by asking what are their opinions,
but CA adds an extra dimension by asking why do
they think so. The mastery of this added dimension,
which targets the reasoning processes only partially
explicated in text, requires advanced natural lan-
guage understanding capabilities and a substantial
amount of background knowledge (Moens, 2018).
For example, it is known that the assessment of
argument quality does not only depend on the ac-
tual content of an argumentative text but also on
social and cultural factors, such as speaker and
audience characteristics, including their individ-
ual backgrounds, values, ideologies, and relation-
ships (Wachsmuth et al., 2017a).
Even though the CA community is aware of the
need for knowledge integration, research on what
types of knowledge are beneficial for CA and how
to model them has been little and unsystematic so
far. While general surveys on CA (e.g., Cabrio
and Villata, 2018; Lawrence and Reed, 2020) and
subareas (e.g., Al Khatib et al., 2021; Schaefer
and Stede, 2021) define starting points for targeted
research along these lines, there is no systematic
overview of the role of knowledge in the different
CA tasks, nor any attempts in this direction.
Contributions To inform research in CA on inte-
grating knowledge more systematically as well as
to encourage the community to tackle the related
challenges, this paper presents the first overview of
the state of the art on modeling knowledge in CA.
To this end, we (1) propose a pyramid-like taxon-
omy systematizing the types of knowledge relevant
to CA tasks by their specificity: from linguistic and
general to argumentation-specific and task-specific
knowledge. Starting from 161 publications in the
field, we (2) survey existing research efforts around
the integration of the various types of knowledge
and respective modeling approaches, organizing
them according to our taxonomy in a manual an-






















challenges, leading to three key recommendations
for future research:
1. Research on all CA tasks may benefit from
modeling world and common-sense knowl-
edge. Such knowledge shows promising im-
pact in different CA studies, yet it still remains
the exception across tasks.
2. Research on argument mining tasks may ben-
efit from modeling argumentation- and task-
specific knowledge. Such knowledge often
proves effective in assessment, reasoning, and
generation tasks, yet it is used sporadically
only in mining so far.
3. Research on all CA tasks may benefit from ap-
plying key techniques to other types of knowl-
edge. As an example, embeddings are key
to leverage linguistic knowledge, yet they are
rarely used for other types of knowledge. As
the precondition for applying certain methods
for modeling knowledge is the availability of
suitable resources, we also strongly encour-
age CA researchers to foster the creation of
knowledge-rich corpora.
Structure First, we provide an overview of the
field of CA, introducing its four high-level tasks:
argument mining, argument assessment, argument
reasoning, and argument generation (Section 2).
We then discuss the taxonomy and the different
types of knowledge in CA with respect to existing
approaches to each task (Section 3). On this basis,
we identify emerging trends (Section 4).
2 Computational Argumentation:
Background
The study of argumentation in Western societies
can be traced back to the fifth century BEC in An-
cient Greece. With the development of democracy,
and, thereby, the possibility to influence public de-
cisions, the art to convince the other became an
essential aspect of participation (Aristotle, ca. 350
B.C.E./ translated 2007). In that period, rhetori-
cal theories also came up in Eastern societies, for
example, in the Nyaya Sutra (Lloyd, 2007).
Since then, various aspects of argumentation,
such as fallacies (Hamblin, 1970) and argument
schemes (Walton et al., 2008), have been studied
for several domains, including science (Gilbert,
1977) and law (Toulmin, 2003). With the growing





































Figure 1: The four high-level tasks in computational
argumentation (argument mining, argument assessment,
argument reasoning, and argument generation) along
with main subtasks of each high-level task.
in web debates, scientific publications, and other
internet sources, the computational processing of
argumentation in NLP, computational argumenta-
tion, became more and more popular.
As illustrated in Figure 1, computational argu-
mentation can be divided into four main areas that
represent the main high-level tasks being tackled:
(1) argument mining, (2) argument assessment, (3)
argument reasoning, and (4) argument generation.
Argument Mining Argument mining deals with
the extraction of argumentative structures from nat-
ural language text (e.g., Stab and Gurevych, 2017a).
Traditionally, it has been approached as a pipeline
of analysis tasks, such argument component seg-
mentation, argument component identification, and
argument relation extraction (Lippi and Torroni,
2015). These tasks are based on some argument
model, which reflects the rhetorical, dialogical, or
monological structure of argumentation (Bentahar
et al., 2010). For instance, according to the model
of Toulmin (2003), a legal argument consists of six
parts: a claim with an optional qualifier, data (in
terms of facts) connected to the claim via a warrant
and its backing, as well as a rebuttal to the claim.
Argument Assessment A number of tasks con-
sist in the computational assessment of an argu-
ment according to some property. This includes the
classification of stance towards some target (Bar-
Haim et al., 2017a) as well as the identification of
frames (or aspects) covered in argument (Ajjour
et al., 2019). Another popular task is argument
quality assessment, which has been studied under a
variety of conceptualizations, such as clarity (Pers-
ing and Ng, 2013) or convincingness (Habernal and
Gurevych, 2016b). Wachsmuth et al. (2017a) pro-
pose a taxonomy, which divides overall argument
quality in three main types (logic, rhetoric, and
dialectic), each being composed of several aspects,
e.g., local acceptability (logic).
Argument Reasoning In argument reasoning,
the task is to understand the reasoning process be-
hind an argument. In NLP, it has, for instance, been
studied as predicting the entailment relationship be-
tween a premise, and a hypothesis in the popular
natural language inference (Williams et al., 2017)
task, or as the more complex task of reconstructing
a missing warrant, which underlies the inference
relationship (Tian et al., 2018). Others have clas-
sified an argument’s inference scheme (Feng and
Hirst, 2011) or detected certain types of fallacies,
such as ad-hominem (Habernal et al., 2018c).
Argument Generation With conversational AI
being heavily studied, the task of generating argu-
mentative language is getting more focus. Main
sub-tasks here include to summarize existing ar-
guments (Wang and Ling, 2016), to synthesize
new claims or other argument components (Bilu
and Slonim, 2016), and to synthesize entire argu-
ments, possibly following some rhetorical strate-
gies (El Baff et al., 2019).
3 Knowledge in Argumentation
In this section, we first explain the methodology
that we pursued to organize the knowledge em-
ployed in computational argumentation research so
far. On this basis, we propose a pyramid showing
the types of knowledge we identified, before we dis-
cuss a selection of 40 prototypical computational
approaches, 10 for each high-level task.
3.1 Methodology
We survey the state of the art in computational ar-
gumentation within our scope, that is, with respect
to the types of knowledge involved in existing ap-
proaches. To this end, we conducted a literature
research in a pre-study and an in-depth study.
Scope We cover the four areas of computational
argumentation explained above, but restrict our
view to the following scope:
In argument mining, we exclude approaches tai-
lored to domain-specific features, such as the re-
search lines on argumentative zoning in scientific
articles (e.g., Teufel et al., 1999) and on citation
analysis (Athar, 2011; Lauscher et al., 2017; Jur-
gens et al., 2018, e.g.,). Rather, we focus on the
general mining of argumentative structures, includ-
ing those in scientific articles (e.g., Lauscher et al.,
2018). In argument assessment, we exclude work
on general sentiment analysis (e.g., Socher et al.,
2013). Accordingly, we also exclude work on gen-
eral natural language inference and common-sense
reasoning in argument reasoning. While there is
much work on the injection of external knowledge
on these tasks (e.g., Forbes et al., 2020; Lauscher
et al., 2020a), they can rather be considered an un-
derlying core capability of the more argumentative
reasoning (e.g., Habernal et al., 2018b) we are in-
terested in. For argument generation, finally, we
again restrict our view to truly argumentative cases,
as in argument summarization (e..g, Syed et al.,
2020) and claim synthesis (e.g., Bilu and Slonim,
2016). We consider work on general natural lan-
guage generation out of scope.
Pre-Study We decided to complement our own
view of relevant papers in the domain with search
results retrieved by querying the ACL Anthology1
and Google Scholar.2 In particular, we query for
search terms related to each high-level task. For
argument mining, for example, we queried for “ar-
gument mining”, “argumentation mining”, “argu-
ment component”, “argument relation”, and “ar-
gument structure” and for argument generation, we
used the terms “argument generation”, “argument
synthesis”, “claim generation”, and “argument
summarization”. Additionally, we checked explic-
itly for relevant papers in the proceedings of the
Argument Mining workshop series.3 We only in-
cluded publications that describe computational
approaches to solving problems in these areas, as
opposed to presentations of tasks (Habernal et al.,
2018b) or creations of knowledge bases (Al Khatib
et al., 2020a). With this procedure, we collected a
total of 161 papers, listed in the Appendix. Based
on these papers, we designed the pyramid of knowl-
edge introduced below. Moreover, we categorized
each paper according to the most specific type of
knowledge involved in the approach.
In-Depth Study For a more in-depth analysis,
we selected 40 publications, 10 for each area. Our
goal was to include prominent approaches (based
on the number of citations and our expert knowl-
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Figure 2: (a) The proposed argumentation knowledge pyramid, with four types of knowledge of increasing specificity
from bottom to top. (b) Proportions of the 40 papers in our in-depth study that model the respective knowledge type,
grouped by the high-level task tackled (argument mining, assessment, reasoning, and generation, respectively).
proaches and authors covered. Using the pyramid
we propose, three authors of this paper categorized
all types of knowledge used in the approaches in or-
der to learn both about the knowledge captured and
the agreement on this. While we are aware that we
cannot draw empirically valid conclusions based
on this sample size, we think that the community
can profit more from this in-depth perspective.
3.2 Knowledge Pyramid
Based on the results of the pre-study, we propose
the pyramid model in Figure 2a, which organizes
the four types of knowledge employed in the com-
putational argumentation papers we surveyed. We
chose a pyramid layout, as it allows us to express
a hierarchical relationship between the types of
knowledge according to their specificity (from bot-
tom to top), from the linguistic knowledge needed
in all NLP tasks to task-specific knowledge needed
only for the specific task tackled. In detail:
Linguistic Knowledge Under this category, we
capture the knowledge needed in all NLP tasks.
This includes features derived from word n-grams,
basic linguistic information such as part-of-speech
as well as distributional semantics, both in terms of
pre-trained word embedding models and in terms
of those trained on a task-related corpus.4
General Knowledge This category represents
knowledge that may benefit various natural lan-
guage understanding tasks, but cannot be derived
from a text directly. This includes task-independent
world knowledge, common-sense knowledge, and
general logical axioms and rules.
4We see task-related embeddings as a way modeling lin-
guistic knowledge, because the embeddings are based on pat-
terns derived only from textual data in an unsupervised way.
Argumentation-specific Knowledge This cate-
gory targets knowledge that is likely relevant to
many tasks from (or closely related to) computa-
tional argumentation but usually irrelevant for oth-
ers. This includes argumentative structure, models
of cultural aspects and moral values, subjectiveness-
related lexicons and classifier outputs, and similar.
Task-specific Knowledge As the most specific
type of knowledge, this category covers knowledge
relevant to specific computational argumentation
tasks only. For instance, for argument mining tasks
such as relation identification, general discourse
structure may be beneficial. More examples are
given in the following subsections.
The proportion of the 10 papers from each area
in our in-depth study that model the respective
knowledge category is shown in Figure 2b. Be-
low, we discuss what techniques the respective ap-
proaches employ for which kind of knowledge. We
measured the inter-annotator agreement in terms
of the top-level knowledge category on the subset
of 40 papers between two of our annotators and
obtained a Cohen’s κ score of 0.54, which can be
considered moderate agreement. All cases of dis-
agreement were resolved jointly.
3.3 Knowledge in Argument Mining
Pre-Study From the 161 papers we surveyed, 55
fall under argument mining, the second biggest
category after argument assessment (see Appendix).
The years of publication range from 2012 to 2020.
Among the 55 papers, 18 were assigned linguistic
knowledge as their most specific type, two general
knowledge, 29 argumentation-specific knowledge,
and six task-specific knowledge.
Task Approach Linguistic General Arg.-specific Task-specific
Mining Cabrio and Villata (2012) 7 3 7 7
Peldszus and Stede (2015) 3 7 3 3
Daxenberger et al. (2017) 3 7 7 7
Eger et al. (2017) 3 7 7 3
Niculae et al. (2017) 3 7 7 7
Lawrence and Reed (2017b) 3 3 3 7
Levy et al. (2017) 3 3 7 7
Ajjour et al. (2017) 3 7 3 7
Galassi et al. (2018) 3 7 7 7
Lugini and Litman (2018) 3 7 7 3
Assessment Persing and Ng (2015) 3 7 3 7
Habernal and Gurevych (2016b) 3 7 3 7
Wachsmuth et al. (2017b) 7 7 3 7
Bar-Haim et al. (2017a) 3 3 3 7
Durmus and Cardie (2018) 3 7 3 3
Trautmann (2020) 3 7 7 7
Kobbe et al. (2020b) 3 7 3 7
El Baff et al. (2020) 3 7 3 3
Al Khatib et al. (2020b) 3 7 7 3
Gretz et al. (2020b) 3 7 7 7
Reasoning Feng and Hirst (2011) 7 7 7 3
Lawrence and Reed (2015) 3 7 7 3
Boltužić and Šnajder (2016) 3 7 7 7
Habernal et al. (2018c) 3 7 7 7
Choi and Lee (2018) 3 3 7 7
Tian et al. (2018) 3 7 7 7
Botschen et al. (2018) 3 3 7 7
Delobelle et al. (2019) 3 7 7 7
Niven and Kao (2019) 3 7 7 7
Liga (2019) 3 7 7 7
Generation Zukerman et al. (2000) 7 7 3 3
Sato et al. (2015) 3 7 3 7
Bilu and Slonim (2016) 3 7 3 3
Wang and Ling (2016) 3 7 7 7
El Baff et al. (2019) 3 7 7 3
Hua et al. (2019b) 3 3 7 7
Bar-Haim et al. (2020) 3 7 3 7
Gretz et al. (2020a) 3 7 7 7
Alshomary et al. (2021) 3 7 7 3
Schiller et al. (2021) 3 7 3 3
Table 1: The types of knowledge involved in the approaches of all publications that we included in the second stage
of our literature survey (in-depth study) ordered by the high-level task they tackle and the year.
In-Depth Study Table 1 shows the results of our
in-depth analysis in which we assigned all cate-
gories of knowledge to a paper that are present in
the approach it proposes. This revealed that all but
one of the publications (spanning a period from
2012 to 2018) include linguistic knowledge, some-
times captured with traditional features (e.g., Peld-
szus and Stede, 2015; Lugini and Litman, 2018),
but with embeddings being the most prominent rep-
resentation in later years (e.g., Eger et al., 2017;
Niculae et al., 2017; Daxenberger et al., 2017;
Galassi et al., 2018).
In contrast, we find a smaller constant amount
of papers including the other types of knowledge.
For instance, Cabrio and Villata (2012) employ en-
tailment knowledge via an external classifier for
analyzing online debates interactions. Similar to
this, Lawrence and Reed (2017b) use, in addition
to embeddings, general knowledge from WordNet
and argumentation-specific knowledge in terms of
structural assumptions for mining large-scale de-
bates. As another example, Ajjour et al. (2017)
combine linguistic knowledge in the form of gen-
eral GloVe embeddings (Pennington et al., 2014)
and other linguistic features with an argumentation-
specific lexicon of discourse markers. Task-specific
mining knowledge relates to multi-task learning
scenarios (Lugini and Litman, 2018) or to struc-
tural aspects (Eger et al., 2017; Peldszus and Stede,
2015). For instance, Peldszus and Stede (2015)
jointly predict different aspects of the argument
structure and then apply standard minimum span-
ning tree decoding, based on the knowledge that
discourse parsing and argument mining share many
of their properties. The only covered template-
based approach is the one of Levy et al. (2017)
who use these templates for constructing queries
and Wikification for grounding sentences in gen-
eral knowledge for unsupervised claim detection.
3.4 Knowledge in Argument Assessment
Pre-Study The biggest part of our initial set of
publications belongs to the area of argument assess-
ment (68 in total), whose years of publication span
from 2008 to 2021. The most dominant top-level
category is linguistic knowledge (30 publications),
followed by task-specific knowledge (20 publica-
tions). None of the surveyed publications got as-
signed general knowledge as the most specific type
of knowledge employed.
In-Depth Study The in-depth study reveals that,
again, most of the selected 10 papers (2015–2020)
model linguistic knowledge (e.g., Trautmann, 2020;
Kobbe et al., 2020b). As one example, Gretz et al.
(2020b) assess argument quality based on a bag-
of-words representation of an argument as well as
GloVe embeddings and BERT (Devlin et al., 2019).
Within this level of the pyramid, linguistic features
are the dominant approach (e.g., Persing and Ng,
2015; Bar-Haim et al., 2017b; Durmus and Cardie,
2018; Al Khatib et al., 2020b; El Baff et al., 2020).
Only a single among the 10 selected publica-
tions focuses on including general knowledge: Bar-
Haim et al. (2017a) map claims to Wikipedia for
stance detection. A common concept in argument
assessment is to include argumentation-specific
knowledge about sentiment or subjectivity, based
on the intuition that these features affect quality
and stance prediction.5 The modeling approaches
are lexica (e.g., Bar-Haim et al., 2017a; Durmus
and Cardie, 2018; El Baff et al., 2020) and external
classifiers (Habernal and Gurevych, 2016b). Some
approaches also derive properties from argumenta-
tive graph structure (Wachsmuth et al., 2017b).
A notable task-specific knowledge category is
the use of user information in argument quality as-
sessment. According to theory (Wachsmuth et al.,
2017a), argument quality does not only depend on
purely textual properties but also on the speaker
and the audience, for example, on their prior be-
liefs and their cultural context. To model this, Dur-
mus and Cardie (2018) include information about
users’ prior beliefs in their approach, Al Khatib
et al. (2020b) predict persuasiveness by represent-
ing debaters via feature vectors, and El Baff et al.
(2020) create audience-specific classifiers.
3.5 Knowledge in Argument Reasoning
Pre-Study Argument reasoning is the smallest
area with a total set of 15 surveyed papers pub-
lished between 2011 and 2019. The tasks covered
are argument scheme classification, warrant identi-
fication, and fallacy recognition. The most promi-
nent top-level category is linguistic knowledge (10
publications) which is followed by general knowl-
edge (three publications).
In-Depth Study In our selected subset of 10
publications from argument reasoning, general-
purpose embeddings are by far the most employed
knowledge modeling approach (Boltužić and Šna-
jder, 2016; Habernal et al., 2018c; Choi and Lee,
2018; Tian et al., 2018; Botschen et al., 2018; De-
lobelle et al., 2019; Niven and Kao, 2019).
In contrast, Lawrence and Reed (2015) use tra-
ditional linguistic features in their approach, and
Liga (2019) model syntactic features in tree kernels.
Task-specific knowledge is modeled by Feng and
Hirst (2011) who design scheme-specific features
for classifying argumentation schemes. Similar to
this, Lawrence and Reed (2015) utilize features
relating to the individual types of premises and
conclusions. For injecting general knowledge to
the model, Choi and Lee (2018) train a model on
natural language inference and combine the ob-
tained embeddings with representations obtained
from an LSTM for adding inference knowledge.
5Note, for instance, that emotional appeal, which is clearly
related to the sentiment of the text, is a sub-aspect of argument
effectiveness (Wachsmuth et al., 2017a).
Botschen et al. (2018) use entity and frame embed-
dings which they also combine via late fusion.
3.6 Knowledge in Argument Generation
Pre-Study For argument generation, finally, we
surveyed 23 publications ranging from 2000 to
2021. The most specific category in these papers is
predominantly argumentation-specific knowledge
(10 publications), followed by task-specific (six
publications) and general knowledge (four publi-
cations). Only three publications describe a purely
linguistic approach. At a certain abstraction level,
the focus here includes argument summarization,
claim synthesis, and argument synthesis.
In-Depth Study As in the case of argument rea-
soning, many generation approaches employ lin-
guistic knowledge in the form of general-purpose
embeddings (Wang and Ling, 2016; Hua et al.,
2019a; Bar-Haim et al., 2020; Gretz et al., 2020a;
Schiller et al., 2021), whereas Alshomary et al.
(2021) capture argumentative language by fine-
tuning a GPT model on argumentative text. Only
a single publication describes traditional linguistic
features (Sato et al., 2015), but Bilu and Slonim
(2016) used feature-based classifiers to predict the
suitability of candidate claims.
General knowledge is utilized by Hua et al.
(2019a) who retrieve claim candidates as passages
from Wikipedia. As argumentation-specific knowl-
edge, Bar-Haim et al. (2020) use an external qual-
ity classifier. Likewise, Schiller et al. (2021) in-
corporate the output from external argument and
stance detection classifiers from the ArgumenText
API and condition the generation model on control
codes. Thereby, they model knowledge about topic,
stance, and aspect of the argument. Alshomary et al.
(2021) condition their model on a user belief-based
bag-of-words representation. Sato et al. (2015)
model knowledge about values (argumentation-
specific knowledge). Predicate and sentiment lex-
ica are employed by Bilu and Slonim (2016), and
El Baff et al. (2019) learn likely sequences of argu-
mentative units from argumentation-specific style
features. These authors also include task-specific
knowledge by using a knowledge base with com-
ponents of claims. A pioneer work that stands out
is the approach of Zukerman et al. (2000) which
uses argumentation-specific knowledge about the
micro-structure of arguments in combination with
task-specific templates.
4 Emerging Trends and Discussion
Based on our analyses of the use of knowledge in
the four CA areas, we now summarize the emerging
trends and challenges that we identify. They lead
to key recommendations for the community when
modeling knowledge in CA tasks.
General Observations Most of the 161 publica-
tions that we reviewed aim to model some kind of
“advanced” knowledge, that is, knowledge beyond
what can be inferred from a text itself: while 61
publications rely on linguistic knowledge only, all
remaining 100 model at least one of the other three
types. We conclude from this that, generally, the
modeling of knowledge is an important topic within
the CA community. Concretely, argumentation-
specific knowledge turned out to be the most com-
mon top-level category.
In contrast, world and common-sense knowledge
are fairly underrepresented with only nine of the
40 publications in our in-depth study. This is some-
what surprising, given that it often leads to superior
results. We therefore recommend researchers on all
CA tasks to consider modeling such general knowl-
edge, following the examples outlined above.
Comparison across CA Areas We also note dif-
ferences across the four high-level CA tasks. For in-
stance, the most dominant top-level categories dif-
fer. Concretely, for argument mining and argument
assessment, linguistic and argumentation-specific
knowledge are most common, whereas for argu-
ment reasoning, general knowledge (e.g., knowl-
edge about reasoning mechanisms) was among
the most prominent top-level categories besides
linguistic knowledge. In contrast, argumentation-
specific and task-specific knowledge were the
common top-level categories in argument gener-
ation. We hypothesize that this is due to the na-
ture of the tasks: predicting argumentative struc-
tures is strongly driven by lexical cues (linguistic
knowledge) and structural aspects (argumentation-
specific knowledge). Still, we observe that, de-
spite being studied so extensively, argument mining
makes little use of knowledge beyond what can be
inferred from a text. We therefore recommend re-
searchers on argument mining tasks to also explore
the use of argumentation-specific and task-specific
knowledge beyond purely linguistic information.
Furthermore, as Wachsmuth et al. (2017a) sug-
gested for argument quality, argument assessment
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Figure 3: Techniques of employing knowledge in CA
organized by defined time periods (x-axis), knowledge
category (y-axis), and area (color). The size of the term
indicates the number of occurrences of the techniques
in our sample of 40 papers (between 1 and 7).
aspects and higher-level argument-related proper-
ties of the text (argumentation-specific knowledge),
such as sentiment, which can be assessed individ-
ually. In contrast, argumentative reasoning relies
strongly on the basic rules of inference and general
knowledge about the world (general knowledge),
while argument generation is grounded in specific
strategies for generating good arguments.
Analogous to the different types of knowledge
modeled in the respective areas, the approaches for
injecting knowledge also differ. This is most likely
not only related to the area but rather an artifact
of the type of knowledge and the available related
resources. For instance, while linguistic features
can be extracted directly from a text, adding knowl-
edge about semantically higher-level aspects of the
text (e.g., sentiment) requires external resources
in the form of lexica or classifiers, and knowledge
about the structural aspects can be well-reflected
via inductive biases in the final model architecture.
Most variation in terms of knowledge modeling
techniques is found in the argument generation
area. Here, the techniques range from template-
and structure-based approaches over embeddings,
and external lexica as well as classifiers to infusion.
We think that this reflects the complexity of the
task, which often involves the entire computational
argumentation pipeline, thereby incorporating the
need for knowledge from the other fields.
Diachronic Analysis In Figure 3, we depict the
temporal development of the use of techniques for
modeling knowledge as word clouds, organized by
year, area, and knowledge type. The four manually
defined time periods represent pioneer work (2000–
2010), the rise of CA in NLP (2011–2015), the
shift to distributional methods (2016–2018), and
the most recent trends (2019–2021).
This diachronic analysis reveals that CA is gen-
erally aligned with trends observed in other NLP
areas in related work: in the pre-neural era before
2016, knowledge has traditionally been modeled
via features, sometimes using output from exter-
nal or previously trained classifiers. Later, more
advanced techniques such as grounding, infusion,
and above all embeddings became more popular.
However, we note that partly distinct techniques
are used for the different types of knowledge, es-
pecially embeddings have so far nearly only been
used for linguistic knowledge. We therefore recom-
mend researchers on all CA tasks to consider ex-
ploring new combinations of techniques and types
of knowledge. Naturally, this requires more knowl-
edge resources for training and similar. Some
works have been proposed in this direction (e.g.,
Toledo-Ronen et al., 2016; Al Khatib et al., 2020a),
but more may be needed in the future.
5 Conclusion
Motivated by the theoretical importance of knowl-
edge in argumentation and by preceding work
pointing out the need for more research on incor-
porating advanced knowledge in computational ar-
gumentation approaches, we have studied the role
of knowledge in the body of research works in
the field. In total, we surveyed 161 publications
spanning the areas of argument mining, argument
assessment, argument reasoning, and argument gen-
eration. To organize the approaches described in
the publications, we proposed a pyramid-like taxon-
omy systematizing the types of knowledge accord-
ing to their specificity from linguistic knowledge to
task-specific knowledge. Our study yields some in-
teresting findings: for instance, most of the papers
employed advanced knowledge and demonstrated
its effectiveness. The different types of knowledge
seem to be dependent on the task, and the ways
of modeling the knowledge depend on the type of
knowledge as well as on the time of the publication.
We hope that this study encourages researchers to
integrate advanced knowledge in their approaches.
References
Pablo Accuosto and Horacio Saggion. 2019. Trans-
ferring knowledge from discourse to arguments:
A case study with scientific abstracts. In Pro-
ceedings of the 6th Workshop on Argument Min-
ing, pages 41–51, Florence, Italy. Association
for Computational Linguistics.
Yamen Ajjour, Milad Alshomary, Henning
Wachsmuth, and Benno Stein. 2019. Model-
ing frames in argumentation. In Proceedings
of the 2019 Conference on Empirical Meth-
ods in Natural Language Processing and the
9th International Joint Conference on Natural
Language Processing (EMNLP-IJCNLP), pages
2922–2932, Hong Kong, China. Association for
Computational Linguistics.
Yamen Ajjour, Wei-Fan Chen, Johannes Kiesel,
Henning Wachsmuth, and Benno Stein. 2017.
Unit segmentation of argumentative texts. In
Proceedings of the 4th Workshop on Argument
Mining, pages 118–128, Copenhagen, Denmark.
Association for Computational Linguistics.
Ahmet Aker, Alfred Sliwa, Yuan Ma, Ruishen Lui,
Niravkumar Borad, Seyedeh Ziyaei, and Mina
Ghobadi. 2017. What works and what does not:
Classifier and feature analysis for argument min-
ing. In Proceedings of the 4th Workshop on
Argument Mining, pages 91–96, Copenhagen,
Denmark. Association for Computational Lin-
guistics.
Khalid Al Khatib, Tirthankar Ghosal, Yufang Hou,
Anita de Waard, and Dayne Freitag. 2021. Argu-
ment mining for scholarly document processing:
Taking stock and looking ahead. In Proceedings
of the Second Workshop on Scholarly Document
Processing, pages 56–65, Online. Association
for Computational Linguistics.
Khalid Al Khatib, Yufang Hou, Henning
Wachsmuth, Charles Jochim, Francesca Bonin,
and Benno Stein. 2020a. End-to-end argumenta-
tion knowledge graph construction. In Proceed-
ings of the Thirty-Fourth AAAI Conference on
Artificial Intelligence, pages 7367–7374. AAAI.
Khalid Al Khatib, Michael Völske, Shahbaz Syed,
Nikolay Kolyada, and Benno Stein. 2020b. Ex-
ploiting personal characteristics of debaters for
predicting persuasiveness. In Proceedings of the
58th Annual Meeting of the Association for Com-
putational Linguistics, pages 7067–7072, Online.
Association for Computational Linguistics.
Khalid Al Khatib, Henning Wachsmuth, Matthias
Hagen, Jonas Köhler, and Benno Stein. 2016.
Cross-domain mining of argumentative text
through distant supervision. In Proceedings
of the 2016 Conference of the North Ameri-
can Chapter of the Association for Computa-
tional Linguistics: Human Language Technolo-
gies, pages 1395–1404, San Diego, California.
Association for Computational Linguistics.
Milad Alshomary, Wei-Fan Chen, Timon Gurcke,
and Henning Wachsmuth. 2021. Belief-based
generation of argumentative claims. In Proceed-
ings of the 16th Conference of the European
Chapter of the Association for Computational
Linguistics: Main Volume, pages 224–233, On-
line. Association for Computational Linguistics.
Milad Alshomary, Nick Düsterhus, and Henning
Wachsmuth. 2020a. Extractive snippet gener-
ation for arguments. In Proceedings of the
43rd International ACM SIGIR Conference on
Research and Development in Information Re-
trieval, SIGIR ’20, page 1969–1972, New York,
NY, USA. Association for Computing Machin-
ery.
Milad Alshomary, Shahbaz Syed, Martin Potthast,
and Henning Wachsmuth. 2020b. Target infer-
ence in argument conclusion generation. In Pro-
ceedings of the 58th Annual Meeting of the As-
sociation for Computational Linguistics, pages
4334–4345, Online. Association for Computa-
tional Linguistics.
Aristotle. ca. 350 B.C.E./ translated 2007. On
Rhetoric: A Theory of Civic Discourse. Oxford
University Press, Oxford, UK. Translated by
George A. Kennedy.
Awais Athar. 2011. Sentiment Analysis of Cita-
tions Using Sentence Structure-based Features.
In Proceedings of the ACL 2011 Student Ses-
sion, HLT-SS ’11, pages 81–87, Stroudsburg,
PA, USA. Association for Computational Lin-
guistics.
Roy Bar-Haim, Indrajit Bhattacharya, Francesco
Dinuzzo, Amrita Saha, and Noam Slonim.
2017a. Stance classification of context-
dependent claims. In Proceedings of the 15th
Conference of the European Chapter of the Asso-
ciation for Computational Linguistics: Volume
1, Long Papers, pages 251–261, Valencia, Spain.
Association for Computational Linguistics.
Roy Bar-Haim, Lilach Edelstein, Charles Jochim,
and Noam Slonim. 2017b. Improving claim
stance classification with lexical knowledge ex-
pansion and context utilization. In Proceedings
of the 4th Workshop on Argument Mining, pages
32–38, Copenhagen, Denmark. Association for
Computational Linguistics.
Roy Bar-Haim, Yoav Kantor, Lilach Eden, Roni
Friedman, Dan Lahav, and Noam Slonim. 2020.
Quantitative argument summarization and be-
yond: Cross-domain key point analysis. In
Proceedings of the 2020 Conference on Empir-
ical Methods in Natural Language Processing
(EMNLP), pages 39–49, Online. Association for
Computational Linguistics.
Jamal Bentahar, Bernard Moulin, and Micheline
Bélanger. 2010. A taxonomy of argumentation
models used for knowledge representation. Arti-
ficial Intelligence Review, 33(3):211–259.
Yonatan Bilu, Ariel Gera, Daniel Hersh-
covich, Benjamin Sznajder, Dan Lahav, Guy
Moshkowich, Anael Malet, Assaf Gavron, and
Noam Slonim. 2019. Argument invention
from first principles. In Proceedings of the
57th Annual Meeting of the Association for
Computational Linguistics, pages 1013–1026,
Florence, Italy. Association for Computational
Linguistics.
Yonatan Bilu and Noam Slonim. 2016. Claim syn-
thesis via predicate recycling. In Proceedings
of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 2: Short
Papers), pages 525–530, Berlin, Germany. Asso-
ciation for Computational Linguistics.
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Appendix
We list the full set of publications considered in this
survey for each of the computational argumentation
areas in Tables 2–5 along with the task tackled in
the publication and the most specific category of
knowledge modeled according to our pyramid.
Task Level
Cabrio and Villata (2012) Relation Identification General
Stab and Gurevych (2014) Structure Prediction Argumentation-specific
Boltužić and Šnajder (2014) Argument Recognition General
Ong et al. (2014) Component Identification Linguistic
Sobhani et al. (2015) Component Identification Argumentation-specific
Peldszus and Stede (2015) Structure Prediction Task-specific
Rinott et al. (2015) Component Identification Task-specific
Carstens and Toni (2015) Structure Prediction Argumentation-specific
Lawrence and Reed (2015) Structure Prediction Argumentation-specific
Sobhani et al. (2015) Structure Prediction Argumentation-specific
Persing and Ng (2016a) Structure Prediction Argumentation-specific
Al Khatib et al. (2016) Component Identification Linguistic
Liebeck et al. (2016) Component Identification Linguistic
Hou and Jochim (2017) Relation Identification Task-specific
Lawrence and Reed (2017a) Structure Prediction Argumentation-specific
Saint-Dizier (2017) Structure Prediction Task-specific
Potash et al. (2017b) Structure Prediction Argumentation-specific
Lawrence and Reed (2017b) Structure Prediction Argumentation-specific
Aker et al. (2017) Structure Prediction Argumentation-specific
Niculae et al. (2017) Structure Prediction Argumentation-specific
Stab and Gurevych (2017a) Structure Prediction Argumentation-specific
Shnarch et al. (2017) Component Identification Argumentation-specific
Cocarascu and Toni (2017) Relation Identification Linguistic
Habernal and Gurevych (2017) Component Identification Argumentation-specific
Dusmanu et al. (2017) Component Identification Argumentation-specific
Eger et al. (2017) Structure Prediction Linguistic
Daxenberger et al. (2017) Component Identification Linguistic
Levy et al. (2017) Component Identification Linguistic
Ajjour et al. (2017) Unit Segmentation Linguistic
Lauscher et al. (2018) Component Identification Argumentation-specific
Galassi et al. (2018) Relation Identification Linguistic
Lugini and Litman (2018) Component Identification Argumentation-specific
Eger et al. (2018) Structure Prediction Linguistic
Stab et al. (2018) Component Identification Argumentation-specific
Shnarch et al. (2018) Structure Prediction Linguistic
Schulz et al. (2018) Structure Prediction Linguistic
Morio and Fujita (2018) Structure Prediction Argumentation-specific
Hua et al. (2019b) Component Identification Argumentation-specific
Lin et al. (2019) Structure Prediction Argumentation-specific
Jo et al. (2019) Component Identification Linguistic
Accuosto and Saggion (2019) Structure Prediction Task-specific
Chakrabarty et al. (2019) Structure Prediction Argumentation-specific
Hewett et al. (2019) Structure Prediction Argumentation-specific
Haddadan et al. (2019) Structure Prediction Argumentation-specific
Mensonides et al. (2019) Component Identification Argumentation-specific
Gemechu and Reed (2019) Structure Prediction Linguistic
Eide (2019) Structure Prediction Argumentation-specific
Huber et al. (2019) Structure Prediction Argumentation-specific
Spliethöver et al. (2019) Unit Segmentation Linguistic
Petasis (2019) Unit Segmentation Linguistic
Reimers et al. (2019) Component Identification Argumentaton-specific
Morio et al. (2020) Structure Prediction Linguistic
Wang et al. (2020) Structure Prediction Argumentation-specific
Persing and Ng (2020) Structure Prediction Task-specific
Trautmann et al. (2020) Unit Segmentation Linguistic
Table 2: List of all publications surveyed in this study in the area Argument Mining sorted by year of publication
with the most specific level of knowledge employed in the approach.
Task Level
Liu et al. (2008) Quality Task-specific
Persing et al. (2010) Quality Linguistic
Somasundaran and Wiebe (2010) Stance Detection Argumentation-specific
Persing and Ng (2013) Quality Linguistic
Song et al. (2014) Quality Argumentation-specific
Ong et al. (2014) Quality Linguistic
Persing and Ng (2014) Quality Linguistic
Hasan and Ng (2014) Stance Detection Linguistic
Persing and Ng (2015) Quality Argumentation-specific
Sobhani et al. (2015) Stance Detection Argumentaton-specific
Wachsmuth et al. (2016) Quality Argumentation-specific
Stab and Gurevych (2016) Quality Linguistic
Wachsmuth et al. (2016) Quality Argumentation-specific
Wei et al. (2016) Quality Task-specific
Tan et al. (2016) Quality Task-specific
Toledo-Ronen et al. (2016) Stance Detection Task-specific
Habernal and Gurevych (2016a) Quality Linguistic
Habernal and Gurevych (2016b) Quality Linguistic
Ghosh et al. (2016) Quality Argumentation-specific
Persing and Ng (2016b) Stance Detection Argumentation-specific
Chalaguine and Schulz (2017) Quality Linguistic
Chalaguine and Schulz (2017) Quality Argumentation-specific
Stab and Gurevych (2017b) Quality Linguistic
Bar-Haim et al. (2017a) Stance Detection Argumention-specific
Bar-Haim et al. (2017b) Stance Detection Task-specific
Wachsmuth et al. (2017b) Quality Task-specific
Wachsmuth et al. (2017b) Quality Argumentation-specific
Boltužić and Šnajder (2017) Stance Detection Task-specific
Potash et al. (2017a) Quality Linguistic
Persing and Ng (2017) Quality Task-specific
Sobhani et al. (2017) Stance Detection Linguistic
Lukin et al. (2017) Quality Task-specific
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Durmus and Cardie (2018) Quality Task-specific
Simpson and Gurevych (2018) Quality Linguistic
El Baff et al. (2018) Quality Task-specific
Ranade et al. (2013) Stance Detection Argumentation-specific
Passon et al. (2018) Quality Argumentation-specific
Gu et al. (2018) Quality Linguistic
Gu et al. (2018) Quality Linguistic
Rajendran et al. (2018a) Stance Detection Linguistic
Sun et al. (2018) Stance Detection Argumentation-specific
Ji et al. (2018) Quality Task-specific
Rajendran et al. (2018b) Stance Detection Argumentation-specific
Kotonya and Toni (2019) Stance Detection Linguistic
Dumani and Schenkel (2019) Quality Linguistic
Potthast et al. (2019) Quality Linguistic
Durmus and Cardie (2019) Stance Detection Task-specific
Gleize et al. (2019) Quality Linguistic
Ajjour et al. (2019) Stance Detection Task-specific
Toledo et al. (2019) Quality Linguistic
Potash et al. (2019) Quality Linguistic
Yang et al. (2019) Persuation Strategies Linguistic
Durmus et al. (2019) Stance Detection Linguistic
Gretz et al. (2020b) Quality Linguistic
Kobbe et al. (2020b) Moral Sentiment Task-specific
Kobbe et al. (2020a) Stance Detection Argumentation-specific
Trautmann (2020) Stance Detection Linguistic
Porco and Goldwasser (2020) Stance Detection Task-specific
Toledo-Ronen et al. (2020) Stance Detection Linguistic
Scialom et al. (2020) Stance Detection Task-specifiic
Li et al. (2020) Quality Argumentation-specific
Al Khatib et al. (2020b) Quality Task-specific
Lauscher et al. (2020b) Quality Task-specific
El Baff et al. (2020) Quality Linguistic
Sirrianni et al. (2020) Stance Detection Argumentation-specific
Wachsmuth and Werner (2020) Quality Linguistic
Skitalinskaya et al. (2021) Quality Linguistic
Table 3: List of all publications surveyed in this study in the area Argument Assessment sorted by year of publication
with the most specific level of knowledge employed in the approach.
Task Level
Feng and Hirst (2011) Argument Scheme Classification Task-specific
Song et al. (2014) Argument Scheme Classification Task-specific
Lawrence and Reed (2015) Argument Scheme Classification Linguistic
Boltužić and Šnajder (2016) Warrant identification Linguistic
Botschen et al. (2018) Warrant identification General
Liebeck et al. (2018) Warrant identification Linguistic
Habernal et al. (2018c) Fallacy Recognition Linguistic
Habernal et al. (2018a) Fallacy Recognition Linguistic
Tian et al. (2018) Warrant identification Linguistic
Brassard et al. (2018) Warrant identification Linguistic
Sui et al. (2018) Warrant identification Linguistic
Choi and Lee (2018) Warrant identificationn General
Liga (2019) Argument Scheme Classification Linguistic
Niven and Kao (2019) Warrant identification General
Delobelle et al. (2019) Fallacy Recognition Linguistic
Table 4: List of all publications surveyed in this study in the area Argument Reasoning sorted by year of publication
with the most specific level of knowledge employed in the approach.
Task Level
Zukerman et al. (2000) Argument synthesis Task-specific
Carenini and Moore (2006) Argument synthesis Task-specific
Sato et al. (2015) Argument synthesis Linguistic
Reisert et al. (2015) Argument synthesis Argumentation-specific
Bilu and Slonim (2016) Claim synthesis Task-specific
Egan et al. (2016) Summarization Linguistic
Wang and Ling (2016) Summarization Linguistic
Wachsmuth et al. (2018) Argument synthesis Argumentation-specific
Chen et al. (2018) Claim synthesis General
Hua and Wang (2018) Argument synthesis General
Le et al. (2018) Argument synthesis Argumentation-specific
Hidey and McKeown (2019) Claim synthesis Argumentation-specific
Hua et al. (2019a) Argument synthesis General
Bilu et al. (2019) Argument synthesis Task-specific
El Baff et al. (2019) Argument synthesis Argumentation-specific
Hua and Wang (2019) Argument synthesis General
Alshomary et al. (2020b) Claim synthesis Argumentation-specific
Syed et al. (2020) Summarization Argumentation-specific
Alshomary et al. (2020a) Summarization Argumentation-specific
Bar-Haim et al. (2020) Summarization Argumentation-specific
Gretz et al. (2020a) Claim synthesis Argumentation-specific
Alshomary et al. (2021) Claim synthesis Task-specific
Schiller et al. (2021) Argument synthesis Task-specific
Table 5: List of all publications surveyed in this study in the area Argument Generation sorted by year of publication
with the most specific level of knowledge employed in the approach.
