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Abstract— In this letter we propose a method for sparse
allocation of resources to control spreading processes – such
as epidemics and wildfires – using convex optimization, in
particular exponential cone programming. Sparsity of alloca-
tion has advantages in situations where resources cannot easily
be distributed over a large area. In addition, we introduce a
model of risk to optimize the product of the likelihood and the
future impact of an outbreak. We demonstrate with a simplified
wildfire example that our method can provide more targeted
resource allocation compared to previous approaches based on
geometric programming.
I. INTRODUCTION
Contagious diseases, computer viruses, and wildfires can
all be thought of as spreading processes in which an initial
localized outbreak spreads rapidly to neighboring nodes in a
network [1]–[3]. Because of the real-world risks associated
with such events, there has been significant research into
methods for modeling, prediction, and control.
Spreading processes typically evolve over very large net-
works, e.g. global travel networks for epidemics, large ge-
ographic areas for wildfires and the internet for computer
viruses. Therefore scalability of computational methods is
important. Furthermore, sparsity of resource allocation solu-
tions is often needed, because it can be difficult to distribute
resources broadly.
Spreading processes are commonly modeled as Markov
processes. The most well-known models are the Susceptible-
Infected-Susceptible (SIS) model and the Susceptible-
Infected-Removed (SIR) model [4], [5]. These stochastic
models can be approximated as ordinary differential equation
(ODE) models, which can in turn be approximated by a
linear model [3], [6], [7] which is proven by [7] to be an
upperbound and is therefore usually the object of study.
The problems of minimizing the spreading rate by remov-
ing either a fixed number of links or nodes in the network
are both NP-hard [8]. This fact has motivated the study of
heuristics methods based on node-rankings of various forms
[9]–[11]. However, in general these approaches will not be
optimal in any sense and furthermore the assumption of
complete link or node removal is often unrealistic.
A more realistic assumption is that spreading rate can
be decreased and the recovery rate increased. This can be
achieved applying resources to the nodes and links. Various
methods have been proposed where the resource allocation
is subject to budget constraints (e.g. [2], [3], [12]–[22]).
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However, most of these do not result in sparse resource
allocation. In addition, most of these papers consider min-
imizing the dominant eigenvalue of the linear dynamics,
i.e. the overall spreading rate across the network. However,
in many cases it is important to take into account node-
dependent costs. For example, higher cost may associated
with nodes representing populated areas when controlling a
wildfire, or more vulnerable members of the community in
an epidemic.
A multi epidemic problem is considered in [17] and treated
as a knapsack problem and sparse resource allocation is
obtained. Another method for sparse resource allocation for
linear network spread dynamics is proposed in [18], and
global optimality is proven in the special case of diagonally
symmetrizable matrices.
In general, the problem of designing sparse feedback
gains for linear systems is non-convex and computationally
challenging [23]. However, linear spreading processes are
positive systems [24], which enables control based on linear
programming (LP) [25] and geometric programming (GP)
[26], which allows global optima to be found with efficient
numerical methods.
Optimal resource allocation via geometric programming
has been studied in [19]–[22], [27]. The work most similar
to ours is [19], but our approach differs in both the cost
function associated with spread and the resource model.
In particular, the contributions of this paper are two-
fold: firstly, a risk model that based on the product of the
likelihood of an outbreak with its discounted future cost, with
node-dependent weightings. Secondly, we propose a resource
model which leads to sparse resource allocation. Taken
together, we show via a simplified wildfire example that
our approach can lead to more precisely targeted allocation
of resources. Our proposed formulation is not technically
a GP, but is similar in the sense that it is convex under
logarithmic transformation, in particular it is an exponential
cone program. Furthermore, under this transformation our
resource model corresponds to `1 type constraints which are
known to encourage sparsity [28]–[30] and sparsity can be
further increased using reweighted iterations [31].
II. PROBLEM AND MODEL FORMULATION
A. Notations
The Hadamard product, i.e. element-wise multiplication, is
indicated with the  notation. A ≥ B indicates all elements
aij ≥ bij , in particular A ≥ 0 indicates all elements are
non-negative. All other notation is standard.
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B. SIS Spreading Process Model
We study a spreading process on a graph G with n nodes
and edge set E , where each node i ∈ {1, 2, ..., n} has a state
Xi(t) associated with it. For the basic SIS model [4] a node
can be in two states: infected, i.e. Xi(t) = 1, or susceptible
to infection from neighboring nodes, i.e. Xi(t) = 0. An
infected node recovers with probability δi∆t to Xi(t+∆t) =
0 and the process spreads from infected node j to susceptible
node i with probability βij∆t.
We now define xi(t) = E(Xi(t)) = P (Xi(t) = 1) as
the probability of a node i being infected at time t. Using a
mean-field estimation and Kolmogorov forward equations to
build an approximate deterministic model from the stochastic
model [3], [19], we obtain n coupled nonlinear Markov
differential equations
x˙i(t) = (1− xi(t))
n∑
j=1
βijxj(t)− δixi(t). (1)
Here, the main assumption taken is that all pairs of random
variables have zero covariance.
A linear model is now obtained by linearizing this deter-
ministic model around the infection-free equilibrium point
(x = 0) [19] and we can define the system on the graph by
the linear differential equation
x˙(t) = Ax(t) (2)
where x(t) = [x1(t), ..., xn(t)]T with t ≥ 0, is the state of
the system and the sparse state matrix A is defined by
aij =

−δi ≤ 0 if i = j,
βij ≥ 0 if i 6= j, (i, j) ∈ E ,
0 otherwise.
(3)
Because all off-diagonal entries aij are assumed to be
nonnegative, A is Metzler and the system is positive, i.e.
if xi(0) ≥ 0 for all i, then xi(t) ≥ 0 for all t ≥ 0 [24].
It is proven in [32], [33] that the obtained probabilities
from the approximation (1) upper bound the true values. Fur-
thermore the linear model also upper bounds the nonlinear
model [7], [19]. Therefore similar to many papers, we study
the linear model to control the underlying process. The linear
model accurately captures the initial exponential phase of
growth in which intervention is essential, however becomes
less accurate as a large percentage of nodes is affected.
C. Risk Model
To construct our model of risk, we first define the follow-
ing cost function:
J (x(0)) =
∫ ∞
0
e−rtCx(t)dt (4)
with the system where x(t) satisfies (2) and C = [c1, ..., cn]
is a row vector defining the cost associated with each node
i, with each ci ≥ 0. The discount rate r > 0 can be tuned to
emphasize near-term cost over long-term cost. If r is large
enough such that A−rI is Hurwitz-stable, i.e. all eigenvalues
have negative real parts, then J (x(0)) is finite for all x(0)
and a linear function of the initial state, i.e.∫ ∞
0
e−rtCx(t)dt =
n∑
i=1
pixi(0) (5)
where pixi(0) can be seen as the discounted cost-to-go
associated with each node i. That is, if a spreading process
would start at node i what will the future discounted cost
be of the process spreading from there over the graph G.
We, therefore, define the vector p as the node impact, which
can also be interpreted as a node priority for surveillance of
spreading processes as was proposed in [34].
We can now find the node impact p via two different
methods. First, by direct calculation
pT = C (rI −A)−1 (6)
as derived in [34]. From this representation we can establish
two useful properties:
Lemma 1: Each element of p is non-negative and a mono-
tone function of each element of A.
Proof: (rI − A) is a positive-stable M-matrix, which
is inverse positive [24, p. 134], i.e. all elements of the
matrix (rI −A)−1 are non-negative, as are all elements of C
by construction. Therefore pi will always be non-negative.
Furthermore (rI − A) is non-singular and given two non-
singular M-matrices A and B, if A ≥ B, then B−1 ≥ A−1
[35]. When we combine this with the fact that all elements
of C are non-negative, this implies that reducing spreading
rate βij , i.e. reducing A, hence making rI −A less negative
element wise, i.e. making it larger element wise and hence
reducing the inverse, will reduce the node impact p as given
in (6), i.e. pi is a monotone function of Ajk.
Lemma 1 implies that reducing the spreading rate or
increasing recovery rate can never increase the node impact
and vice-versa. An important application of this is robust
solutions: if spreading or recovery rates are uncertain, but
known to be in an interval, then worst-case node impact can
be calculated using the boundary values of the intervals.
The second method to find the node impact p is via a
linear program (LP) which is suitable for extension to include
resource allocation. The equivalent LP is
minimize |p|1
such that p ≥ 0, pTA− rpT ≤ −C (7)
Lemma 2: The LP (7) is equivalent to (6).
Proof: Equivalence can be shown by application of
Lemma 1 and the properties of LPs. Let p¯ be the node impact
calculated using (6), then p¯ ≥ 0 and p¯TA − rp¯T = −C
hence p¯ is feasible for the LP, but any other feasible p has
pTA − rpT ≤ −C or pT ≥= C(rI − A)−1 = p¯, so |p|1 =∑
pi ≥
∑
p¯i = |p¯1|and p = p¯ is optimal for the LP.
We can now define a risk model associated with the
spreading process on the graph G. We define the risk Ri at
node i as the product of the likelihood of an outbreak starting
at node i, i.e. the estimated probability xˆi(0), and the node
impact pi. The bounded risk of an outbreak occurring can
now be defined as
R = xˆ(0) p. (8)
In this letter we focus on minimizing the maximum risk
maxi(Ri), i.e. we allocate resources to reduce the impact
of the worst expected localized outbreak. However the total
risk, i.e.
∑
iRi, can also be taken. We compare our risk
model with the cost function in [19] and others:
Jλ = λmax(A) (9)
where λmax is the dominant eigenvalue, i.e. the eigenvalue
with largest real part.
D. Resource Allocation Model
Now that the spreading process model and risk associated
with it are defined, we can look into how to allocate resources
to the system. We aim to reduce the risk by reducing the
spreading rate and increasing recovery rate within defined
bounds. That is the updated βij and δi are restricted by
respectively 0 < β
ij
≤ βij ≤ βij and 0 < δi ≤ δi ≤ δi < 1.
We now propose to define the resource allocation models as
fij (βij) = wij log
(
βij
βij
)
, gi (δi) = wiilog
(
1− δi
1− δi
)
(10)
where wij and wii are weightings that indicate the cost of
respectively reduction of spreading rate βij and increase of
recovery rate δi. E.g. wij log(2) is the cost of reducing the
spread rate from i to j to half its original value.
These logarithmic resource models can be understood as a
proportional decrease. That is, a reduction in β (and increase
in δ) in certain proportion always takes the same amount of
resources, because dfij = − dβijβij . Furthermore this implies
that it is impossible for βij to become 0. This corresponds
with real spreading scenarios where it is impossible to
completely eliminate the possibility of spread.
We compare our proposed resource model with the re-
source model in [19], i.e.
fij (βij) =
β−1ij − β
−1
ij
β−1
ij
− β−1ij
, gi (δi) =
(1− δi)−1 − (1− δi)−1
(1− δi)−1 − (1− δi)−1
(11)
as visualized for the spreading rate in Fig. 1 for β = 0.05 and
β = 1. Notice that the proposed model associates higher cost
for low resource investments, encouraging sparse allocation.
E. Problem Statements
We want to keep both the risk and the allocation of
resources small. Therefore we study two closely related prob-
lems of sparse resource allocation for spreading processes:
Problem 1 (Resource-Constrained Risk Minimization):
Given a defined resource allocation budget Γ, a cost ci
associated with each node i, find the optimal spreading and
recovery rates βij and δi that via sparse resource allocation
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Fig. 1: Comparison of resource models (10) and (11) for
investment on spreading rate β
minimize the maximum risk xˆ(0)  p, i.e. find the updated
state matrix A that minimizes
minimize
p,β,δ
max(xˆ(0) p) (12)
such that pTA− rpT ≤ −C (13)∑
ij
fij (βij) +
∑
i
gi (δi) ≤ Γ (14)
p ≥ 0, 0 < β
ij
≤ βij ≤ βij (15)
0 < δi ≤ δi ≤ δi < 1 (16)
where A is defined as per (3).
Problem 2 (Risk-Constrained Resource Minimization):
Find the optimal spreading and recovery rates βij and δi
that via sparse resource allocation minimize the amount of
resources required, given an upper bound on the maximum
risk γ and a cost ci associated with each node i, i.e. find
the updated state matrix A that minimizes
minimize
p,β,δ
∑
ij
fij (βij) +
∑
i
gi (δi) (17)
such that pTA− rpT ≤ −C (18)
pixˆi(0) ≤ γ, p ≥ 0 (19)
0 < β
ij
≤ βij ≤ βij (20)
0 < δi ≤ δi ≤ δi < 1 (21)
where A is defined as per (3).
III. A CONVEX FRAMEWORK FOR SPARSE
RESOURCE ALLOCATION
In this section we show that Problems 1 and 2 can be
reformulated as convex optimization problems, in partic-
ular exponential cone programs, which recent versions of
commercially available solvers, e.g. MOSEK, can solve effi-
ciently. Furthermore, we discuss how the proposed resource
model leads to sparse resource allocation. Our problem
formulations are not technically GPs, but are similar in that
they are convex after logarithmic transformation.
To save space we present here the constraints needed in
both the optimization problems that we formulate below:
log
∑
i 6=j
exp
(
yi + log
(
βij
1 + r
)
− uij − yj
)
+ exp
(
log
(
1− δ
1 + r
)
− vj
)
+exp
(
log
(
Cj
1 + r
)
− yj
))
≤ 0 ∀j, (22)
0 ≤ uij ≤ wij log
(
βij
β
ij
)
, (23)
0 ≤ vi ≤ wiilog
(
1− δi
1− δi
)
. (24)
Proposition 1: Problem 1 is equivalent to the following
convex optimization problem under the transformation y =
log(p) and uij = fij (βij) and vi = gi (1− δi)
minimize
y,u,v
max(log(xˆ(0)) + y) (25)
such that (22), (23), (24),∑
ij
uij +
∑
i
vi ≤ Γ. (26)
Proof: The objective function (25) follows directly from
(12) and y = log(p). To obtain constraint (22) from (13) we
take that (13) is equivalent to
∑n
i=1 pi (Aij − rI) ≤ −Cj
for all j. Now using (3) this can be rewritten as∑
i6=j
piβij − pjδj − pjr ≤ −Cj , ∀j (27)
which is equivalent to∑
i 6=j
piβij
pj(1 + r)
+
1− δj
1 + r
+
cj
pj(1 + r)
≤ 1 ∀j. (28)
Taking the log of both sides and rewriting gives (22). Now,
(26) follows directly from (14) and uij = fij (βij) and
vi = gi (1− δi). Finally rewriting (15) gives 0 <
β
ij
βij
≤
βij
βij
≤ 1 which is equivalent to 0 ≤ log
(
βij
βij
)
≤ log
(
βij
β
ij
)
and can be rewritten to (23) using uij = wij log
(
βij
βij
)
. The
bounds on vi (24) can be found in the same way. To show
that this optimization problem is convex, we can use the
fact that monomials and posynomials are convex in log-
scale [36]. The objective and all constraints except (13) of
Problem 1 are already defined as such. Using the rewritten
constraint (28), we obtain a posynomial constraint and hence,
our optimization problem is convex in log scale.
Proposition 2: Problem 2 is equivalent to the following
convex optimization problem under the transformation y =
log(p) and uij = fij (βij) and vi = gi (1− δi)
minimize
y,u,v
∑
ij
uij +
∑
i
vi (29)
such that (22), (23), (24),
max(log(xˆ(0)) + y) ≤ log(γ). (30)
Proof: Similar to the proof of Proposition 1.
The convex optimization formulation also clearly shows
why our proposed resource model encourages sparsity. Our
resource model, now formulated as constraint (26) and
objective (29) are an `1 type constraint and objective that
are known to encourage sparsity [28]–[31].
A. Reweighted `1 minimization
If the goal is maximal sparsity, i.e. minimal number of
nodes with non-zero resources allocation, then we can apply
the reweighted `1 optimization approach of [31]. We can
apply this to our problem by iteratively solving Problem 1
or 2, but with a reweighted resource model that approximates
the number of nodes with non-zero allocation:
hk =
∑
ij
ukij
uk−1ij + 
+
∑
i
vki
vk−1i + 
(31)
where k is the iteration number and  a very small number to
improve numerical stability. For Problem 1 we now replace
constraint (26) with hk ≤ M where M is the bound on
the number of nodes and links that can have resources
allocated to them. For Problem 2 the objective changes from
minimizing (29) to minimizing hk. This iteration has no
guarantee of convergence or global optimality, but has been
found to be very effective in many cases.
IV. NUMERICAL RESULTS
We illustrate our method with a simplified model of a
wildfire. Let us consider the fictional landscape given in Fig.
2 consisting of different vegetation types, a city and water.
We represent this landscape as a network graph with n =
1000 nodes, where the set of edges E is based on an 8-node
spreading direction grid, i.e. fire can spread from each node
to its direct neighboring 8 nodes (horizontal, vertical and
diagonal).
The spreading rates are now determined by the vegetation
type, wind speed and direction. These values are computed
based on data from wildfire models given in [1] and [37],
where the stochastic spreading rates are of the form
β = βbβvegβw. (32)
The baseline spreading rate βb = 0.5 and βveg = 0.1, 1
and 1.4 for respectively desert, grassland and eucalyptic
forest. Water is considered unburnable and those edges are
removed, resulting in a total number of 3486 non-zero edges.
βw is calculated following [37] for a northeasterly wind of
V = 4 m/s. Furthermore the spreading rate β is corrected
for spreading between diagonally connected nodes, following
[1]. The cost of the city nodes is taken as ci = 1, whereas
ci = 0.01 for all other nodes. Finally, the discount rate is set
to r = 3.5 and we take into account a fire likelihood map
as depicted in Fig. 3. For simplicity we will only consider
resource allocation on the spreading rate β and take δ = 0.2
and wij = 1 for all edges (i, j).
Fig. 2: Fictional landscape with different area types, repre-
sented as a grid with n = 1000 nodes.
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Fig. 3: Likelihood Map representing the likelihood of a fire
outbreak in landscape Fig. 2.
The optimization problems are solved with YALMIP [38]
and MOSEK in Matlab, and all can be solved on a standard
desktop computer within seconds.1
We compare both our proposed risk model and resource
model with those presented in [19]. But to have a comparable
results we must consider each in turn.
Firstly, we compare our proposed risk model (8) with
minimizing the dominant eigenvalue (9). We do this via
Problem 1, the budget-constrained resource allocation: we
fix a constraint the proposed resource model (10) and com-
pare minimizing (8) to minimizing (9). We take a resource
allocation budget of Γ = 25 and βi = 1×10−4 for all nodes.
The resulting allocations are shown in Fig. 4. If the link is
plotted that indicates there is a resources allocation to that
edge, where the color indicates the ratio of reduction uij .
Here red indicates full reduction to β
i
and the darker blue
the lower the investment on that edge.
Our approach allocates resources in such a way that the
worst-case risk of any localised outbreak is minimized. In
particular in Fig. 4a it can be seen that the model results in
containment lines to protect high cost areas from areas with
high risk of spread. If the dominant eigenvalue is minimized
(Fig. 4b), all areas of the landscape is considered equally
important and containment lines are not obtained.
Secondly, we compare resource models. We do this via
Problem 2, i.e. risk-constrained resource minimization. The
risk bound that we use is γ = 0.0516, which was the risk
bound achieved via Problem 1 above, as plotted in Fig. 4a.
Therefore, Fig. 4a also shows the solution for Problem 2
minimizing our proposed resource model (10) subject to
1Code available on https://github.com/imanchester/SpreadingProcesses.
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(a) Minimize the proposed risk function (8) subject to constraints
on the proposed resource model (10).
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(b) Minimize the dominant eigenvalue (9) from [19] subject to
constraints on the proposed resource model (10).
Fig. 4: Resource Allocation Map for Problem 1.
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Fig. 5: Resource Allocation Map for Problem 2 for minimiz-
ing the resource model (11) from [19] subject to constraints
on the proposed risk model (8).
this resource constraint. In Fig. 5 we show the results for
minimizing resource model (11) from [19] subject to this
same resource constraint.
We can observe that the resource model of [19] allocates
a low investment on a large number of nodes. This is due to
the low penalty for small investments, whereas our proposed
method encourages more sparse allocation. Out of 3486 total
edges, resource model (11) from [19] allocates resources
on 1109 edges (Fig. 5), whereas our proposed method only
invests on 89 edges (Fig. 4a).
To further improve sparsity we solve Problem 2 with
the reweighted `1 minimization as explained in Section III-
A. For Problem 2 we keep the constraints the same, but
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Fig. 6: Proposed resource allocation after using reweighted
`1 minimisation on Fig. 4a.
iteratively minimize (31). The obtained results are displayed
in Fig. 6. Here the resource allocation is reduced to only 23
edges while achieving the same risk as the results in Figs 4a
and 5, which allocated to 89 and 1109 edges, respectively.
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