Algoritmeja moniulotteisen datan klusterointiin by Kampman, Ilari
ILARI KAMPMAN
ALGORITHMS FOR CLUSTERING HIGH-DIMENSIONAL
DATA
Master of Science thesis
Examiner: Prof. Tapio Elomaa
Examiner and topic approved by the
Faculty Council of the Faculty of
Natural Sciences
on 27th September 2017
IABSTRACT
ILARI KAMPMAN: Algorithms for Clustering High-Dimensional Data
Tampere University of Technology
Master of Science thesis, 59 pages, 17 Appendix pages
December 2017
Master of Science (Tech) Degree Programme in Science and Engineering
Major: Mathematics
Examiner: Prof. Tapio Elomaa
Keywords: Machine Learning, Clustering, High-dimensional Data, Principal Component
Analysis
In the context of artiﬁcial intelligence, clustering refers to a machine learning method
in which a data set is grouped into subsets based on similarities in the features of data
samples. Since the concept of clustering is broad and complex, clustering algorithms
are often designed for solving speciﬁc problems. Especially, for overcoming the
challenges proposed by high-dimensional data, specialized techniques are required.
The existing algorithms for clustering high-dimensional data are often too dependent
on prior information about the data, which is why they are not necessarily suitable
for autonomous applications of artiﬁcial intelligence.
This thesis introduces two new algorithms for clustering high-dimensional shapes:
CHUNX and CRUSHES. The clusters of both algorithms are based on a hierarchical
tree structure which is formed using matrix diagonalization done in Principal Com-
ponent Analysis (PCA). Due to its expressiveness, the constructed tree structure
can be used eﬃciently for detecting noise clusters and outliers from the data. In
addition, the clustering parameter setup in CHUNX and CRUSHES is more ﬂexible
than in other PCA-based clustering algorithms.
In the empirical part of this thesis, CHUNX and CRUSHES are compared with
k-means, DBSCAN and ORCLUS clustering algorithms. The algorithms are evalu-
ated by their usability in situations where there is no prior information about the
structure of data to be clustered. The data used in the empirical algorithm eval-
uation consists of energy curve shapes from the Finnish electrical grid. According
to the algorithm evaluation, CHUNX and CRUSHES produce more detailed results
and are more suitable for situations, where there is no prior information about the
data, than the other algorithms of the evaluation.
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Tekoälytutkimuksessa klusteroinnilla tarkoitetaan koneoppimismenetelmää, jolla da-
tajoukko voidaan ryhmitellä osajoukkoihin datahavaintojen ominaisuuksien saman-
kaltaisuuden perusteella. Klusterointi on laaja ja monisyinen käsite, minkä vuoksi
klusterointialgoritmit on suunniteltu ratkaisemaan tarkasti rajattuja ongelmia. Eri-
tyisesti moniulotteisen datan klusterointiin liittyy haasteita, joiden ratkaisemiseksi
tarvitaan erikoistuneita menetelmiä. Olemassa olevat, moniulotteisen datan kluste-
rointiin tarkoitetut algoritmit nojaavat usein liikaa datasta saatuihin ennakkotietoi-
hin, minkä vuoksi ne eivät välttämättä sovellu osaksi autonomisia tekoälysovelluksia.
Tässä työssä esitellään kaksi uutta algoritmia moniulotteisten muotojen kluste-
rointiin: CHUNX ja CRUSHES. Algoritmien tuottamat klusterit perustuvat pää-
komponenttianalyysissa tehtävän matriisin diagonalisoinnin avulla muodostettavaan
hierarkiseen puurakenteeseen  ilmaisuvoimaista puurakennetta voidaan hyödyn-
tää erityisesti poikkeavien datahavaintojen ja klustereiden tunnistamisessa. Lisäksi
CHUNX- ja CRUSHES-algoritmien klusterointiparametrien asettelu on joustavam-
paa kuin muissa pääkomponenttianalyysiin perustuvissa klusterointialgoritmeissa.
Työn kokeellisessa osiossa CHUNX- ja CRUSHES-algoritmeja verrataan k-means-,
DBSCAN- ja ORCLUS-algoritmeihin. Vertailu painottuu algoritmien käytettävyy-
teen tapauksessa, jossa datan rakenteesta ei ole ennakkotietoja saatavilla. Kokeel-
lisena datana vertailussa käytetään suomalaisen sähköverkon sähkönkulutuskäyrien
muotoja. Vertailun perusteella CHUNX- ja CRUSHES-algoritmit tuottavat yksityis-
kohtaisempia tuloksia ja soveltuvat vertailualgoritmeja paremmin tapauksiin, joissa
datan rakennetta ei etukäteen tunneta.
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11. INTRODUCTION
During the last decade the use of Machine Learning techniques in the analysis of
large-scale data has rocketed not just in every ﬁeld of engineering but in almost every
ﬁeld of science as well [47]. There seems to be no saturation for the exponential
growth of the numerous large data sets belonging to broad spectrum of actors from
devices of regular people to the broad data acquisition systems of global enterprises,
universities, and governments of states world wide [17, 39]. The unlimited resources
of data have encouraged diﬀerent data collectors to make predictions continuously
about the history data using more and more complex machine learning methods.
An automated process capable of reasoning, which resembles human thinking, is
referred as an Artiﬁcial Intelligence (AI) system. Over the last ﬁve years the fast
development of computational technologies has opened possibilities for applications
of AI which use computationally expensive machine learning algorithms.
Ever since the 1950s, long before the modern computer technology, machine learn-
ing has been an important topic in the research of AI [60]. Machine learning, in
the ﬁeld of AI, has been described as the computer's capabilities of adaptation un-
der changing circumstances and distinguishing characteristic patterns or similarities
within data. Since AI tries to imitate the processes of human mind, learners and
other units of rational acting are referred as agents in the ﬁeld of AI. In machine
learning, the tasks given to an actor are often classiﬁed under three main-categories:
supervised learning, reinforcement learning, and unsupervised learning. The cate-
gory of a speciﬁc learning task is determined based on the type of feedback the
agent receives. In supervised learning, the inference of the output value on certain
input is done based on previous observations of input-output pairs given to an agent
as predeﬁned feedback. Reinforcement learning is based on rewards or punishments
given to an agent as an instant feedback after acting over the learning process.
Unlike in supervised learning, where the agent has generated a static predictive
function, the reinforcement learning is a gradual, iterative process. The category
of unsupervised learning consists of tasks in which the agent gets no feedback but
detects distinguishable patterns from the input. Since the categories of machine
learning are quite strictly deﬁned, there exists methods which fall into the category
of semi-supervised learning, in which the agent has to deal with incomplete or false
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explicit feedback. In practical applications, it is often hard or even impossible to
deﬁne, in which output category a certain input belongs to or how many categories
there are in total. Sometimes the goal is to let the agent detect whether some fea-
tures are relevant or not, which makes the study of unsupervised learning methods
important. [51, p. 2, 694695]
Clustering is the most common unsupervised learning technique [51, p. 695]. It has
been studied broadly not just in the ﬁeld of machine learning but in the ﬁeld of
data mining [11] and in the applications of diﬀerent sciences from Earth sciences
to Medicine as well [8]. Clustering aims at partitioning the given data into charac-
teristic subsets in which the members are mutually as similar as possible. The use
of clustering has traditionally focused on Euclidean space applications of diﬀerent
ﬁelds of study where the distances between data points can be visualized in spaces
which have two or three dimensions [37]. In the recent years, the subject of high-
dimensional clustering has been studied actively [37]. As the number of dimensions
in data rises, traditional similarity measures and clustering algorithms utilizing them
usually become meaningless and the visualization of distances between data points
becomes harder [37]. The set of problems the clustering of high-dimensional data
faces is often referred as The Curse of Dimensionality [10, 37].
This thesis introduces two new correlation clustering algorithms called Clustering
Hierarchical correlations of cUrve shapes uNtil clusters satisfy maXimum size crite-
rion (CHUNX) and CoRrelation clUStering based on Hierarchical mutual correlation
Estimation of curve Shapes (CRUSHES) which are based on Principal Component
Analysis (PCA). The algorithms are suitable especially for high-dimensional data
which has multiple, variable-size subsets with distinguishable characteristic behav-
ior. The main objective for the development of CHUNX and CRUSHES algorithms
has been to detect subgroups of characteristic behavior from a large data set of time-
dependent time series. Although there are distinguishable subgroups in the data, a
large proportion of samples have a similar overall shape. It can be hard to determine
subgroups from high-dimensional data in which a single feature dominates. CHUNX
and CRUSHES try to solve this problem by representing each data point using a
ﬁnite number of each data point's most signiﬁcant components computed in PCA.
Both algorithms produce a hierarchical cluster structure according to variations of
components in data point representations.
Chapter 2 provides an overview on the earlier work related to the subject of cluster-
ing algorithms. The chapter explains brieﬂy a categorization of clustering algorithms
with the help of example algorithms from certain categories. The focus of Chapter 2
is on the challenges high-dimensional data proposes to clustering and on the features
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of diﬀerent algorithms trying to overcome the challenges.
Chapter 3 describes CHUNX and CRUSHES algorithms for clustering high-dimen-
sional data in detail. The chapter includes mathematical background, descriptions,
and pseudocode representations of both CHUNX and CRUSHES.
Chapter 4 evaluates the results of CHUNX and CRUSHES algorithms for a large
set of real-life electricity grid energy consumption data. The results of CHUNX
and CRUSHES are evaluated by comparing the user experiences and the results
of diﬀerent existing clustering algorithms. CHUNX and CRUSHES are compared
not only by the results they produce but by their sensitivity to diﬀerent algorithm
parameter settings.
The ﬁnal chapter concludes the main achievements and the results of this thesis.
The chapter's discussion focuses on the beneﬁts and drawbacks of CHUNX and
CRUSHES algorithms but provides also ideas for algorithm improvements and future
work related to the subject of this thesis.
42. RELATED WORK
Clustering, the most common unsupervised learning technique, tries to partition
a set of data into smaller subsets of similar data based on the internal features
of data [26, p. 383]. Even though the general level deﬁnition of clustering is not
strict, there are few points that traditionally have deﬁned clustering [46]. According
to the traditional deﬁnition, the elements in a cluster are as similar as possible,
the elements in diﬀerent clusters are as dissimilar as possible, and the measure of
similarity or dissimilarity between elements must be intuitive [26, 64]. On the other
hand, clustering can be used as method for detecting noise or outliers  observations
in data which are clearly dissimilar from other observations. The reason that there
is no consensus about the deﬁnition of clustering lies in the broad spectrum of
challenges and settings diﬀerent applications present [26].
Even though clustering algorithms are often specialized in a focused problem setting
due to the wide variety of clustering applications, there are some common features
that are often required. In order to solve a real-life problem by clustering, the
algorithm used must be usable without intensive study of an appropriate hyper-
parameter setting. Complicated hyperparameter requirements not just make the
algorithm hard to use but often make the clustering result hard to control. Another
algorithm usage related requirement for a clustering algorithm is to produce results
that are comprehensible and practical. [26]
Since clustering algorithms are designed to be as general as possible, they must
determine the types and shapes of data it can be used for. The data used in clustering
is often numerical but some applications require categorical, binary, ordinal or a
combination of these formats to be clustered. Clustering is often performed for
data that cannot be easily classiﬁed into categories due to the complexity of the
relationships between similar observations or due to the large scale of observations.
Therefore, the algorithms must be able to detect clusters with arbitrary shapes in
variable size data sets. It is often required from an algorithm to able to distinguish
noise from actual clusters too. [26]
One of the most diﬃcult requirements a clustering algorithm has to satisfy is the
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ability to cluster high-dimensional data. There are many clustering algorithms that
cluster two- or three-dimensional data producing quality results but fail when the
number of dimensions gets high. Many clustering algorithms aim at satisfying the
most of these requirements, but due to diﬀerent problem settings, the algorithms
have to focus on few of these requirements in order to solve specialized and appli-
cation oriented problems. [26]
2.1 Measuring Dissimilarity
In order to partition a set of data D of n d-dimensional data points, where n ∈ N
and d ∈ N, a clustering algorithm must either get dissimilarity information about
D as a precomputed input parameter or the dissimilarity structure must be inferred
within the algorithm. In a situation where the dissimilarity information of D is




0 d1,2 · · · d1,n




. . . dn−1,n
dn,1 dn,2 · · · 0
 ∈ Rn×n, (2.1)
where di,j represents the the dissimilarity of the i
th and jth data points, di,j = dj,i,
di,i = 0, and i, j ∈ {1, 2, . . . , n}. If the similarity of the ith and jth data points is
high, the value of di,j is close to 0. In a situation, where the clustering algorithm
does not operate on precomputed dissimilarity information, D must be represented
as a data matrix
X =
[








xn,1 · · · xn,d
 ∈ Rn×d, (2.2)
where xi ∈ Rd, i = 1, 2, . . . , n, and operator T denotes the transpose of a matrix.
Each row inX represents a d-dimensional data point. The rows ofX are sometimes
referred as samples and the columns as attributes [26]. A dissimilarity matrix can
be computed from a data matrix using diﬀerent measures of dissimilarity.
Over the last century, there has been at least 76 diﬀerent measures of binary dissim-
ilarity or similarity and distance used in scientiﬁc literature [16]. The most common
measures of distance used in clustering are Euclidean distance [16] and Manhattan
distance [35]. Euclidean distance refers to the shortest distance between two points
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in d-dimensional space,
dEuclidean(xi,xj) = ‖xi − xj‖2 =
√√√√ d∑
k=1
(xi,k − xj,k)2, (2.3)
which is also the L2-norm of vector xi − xj. When the number of dimensions is at
most three, Euclidean distance is the most intuitive measure of distance to visualize
and understand. Manhattan distance or taxicab distance is the shortest distance
between data points along the coordinate axes in d-dimensional spaces,




which is also the L1-norm of vector xi − xj. Another commonly used measure of
distance is Chebyshev distance,
dChebyshev(xi,xj) = ‖xi − xj‖∞ = max
k
|xi,k − xj,k|,
which is the maximum distance between vectors xi and xj in any dimension  the
L∞-norm of vector xi − xj [15, p. 301].
Rather than measuring distance of vectors by computing the diﬀerence of a chosen
norm of a vector, cosine distance or correlation measures the angle between vectors,






where operator 〈·, ·〉 denotes the inner product and corr (·, ·) denotes the correlation
of vectors [15, p. 302]. Correlation between vectors xi and xj is denoted by ρi,j. It
should be noted that correlation of 1 represents the angle of 0 radians and correla-
tion of −1 the angle of pi radians. In order to use correlation distance data as in
Equation (2.1), the distances of vectors must be represented as the angles between









1 ρ1,2 · · · ρ1,n




. . . ρn−1,n
ρn,1 ρn,2 · · · 1

, (2.5)
where corr (X) denotes the correlation matrix of X whose diagonal elements are 1
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and other elements ρi,j ∈ [−1, 1], where i, j ∈ {1, . . . , n}, represent the correlations
between row vectors of X.
Euclidean, Manhattan, Chebyshev, and cosine distances satisfy the properties of a
metric. A metric is a nonnegative function d : X ×X → [0,∞) for set X, where for
all x, y, z ∈ X
d(x, x) = 0, (2.6)
function d is symmetric,
d(x, y) = d(y, x),
and satisﬁes the triangle inequality,
d(x, z) ≤ d(x, y) + d(y, z).
By Equation (2.6), if d(x, y) = 0, then x = y [1].
2.2 Clustering Algorithms
The number of existing clustering algorithms is large and the purpose of clustering
varies a lot in applications. As some of the clustering algorithms share similar
features but produce completely diﬀerent results, it can be diﬃcult to categorize
a clustering algorithm unambiguously. It is actually quite rare that a clustering
algorithm would strictly belong to a certain category. There are diﬀerent ways to
categorize the main features of clustering algorithms [22, 26, 64]. In this thesis the
cluster categorization presented in the textbook of Han and Kamber [26] is used.
The main categories of clustering are: partitioning methods, hierarchical methods,
density-based methods, grid-based methods, model-based methods, constraint-based
methods, and clustering high-dimensional data. The characteristic features of each
main category will be described this section with example algorithms from chosen
categories.
Partitioning clustering algorithms partition a data set D of n elements into k strict
partitions, where n ≥ k. In general, each of the k clusters must contain at least one
element and each element in D must belong to a single cluster. The main goal of a
partitioning algorithm is to optimize the function used for measuring total similarity
within clusters or dissimilarity between clusters. The partitioning algorithms usually
start by initializing a partitioning which is improved through iterations in which the
initial partitions are modiﬁed until a satisfactory partitioning is reached. Since the
problems of ﬁnding the optimal partitioning of D into k partitions in 2-dimensional
Euclidean space and into two partitions in d dimensions are NP-hard [24], there are
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heuristic methods for partitioning a data set eﬃciently. [26]
The most famous and the most common partitioning and clustering algorithm, k-
means [40], partitions a data set D of n into a chosen number of k partitions. In
the beginning of k-means algorithm, k data points from D are selected randomly
as the initial centers of clusters. All the remaining data points in D are assigned to
the cluster their distance is the smallest to. After the initial partitioning, the center
of each cluster, centroid, is computed. This process continues to assign points and
compute new centroids until a criterion function converges. The iterations of k-
means is illustrated in Figure 2.1 Most typical stopping criterion used in k-means is
Figure 2.1 The iterations of k-means algorithm: (a) The initial cluster partitioning, where
centroids are marked with + (b) The partitioning after the centroid computation marked
with darker dashed line (c) The assignment of points the clusters nearest to them marked
with solid line [26, p. 403].
the square-error criterion which refers to the sum of squared errors from the centroid







It should be noted that k-means produces clusters with spherical shape. In the
implementations of k-means variants, the distance information of D is computed
within the implementation from data matrix given in Equation (2.2) [54]. A common
implementation of k-means called Lloyd's algorithm has a running time in Θ(dkni),
where i refers to the number of iterations [42, p. 364].
Even though the partitioning algorithms are computationally eﬃcient and widely
used, they have drawbacks especially in the situations where the clusters are not
clearly separate from each other or there are hierarchical structures within the clus-
ters. The issues lie in the nondeterminism of partitioning algorithms: Since the
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results of some of the partitioning algorithms varies a bit with every run, the clus-
tering results can become hard to interpret [42, p. 377]. The hierarchical methods
of clustering produce a hierarchy of elements within input data D often in a de-
terministic manner. The hierarchical methods are classiﬁed into divisive and ag-
glomerative methods. The divisive, or top-down, methods start with the complete
data D and proceed by dividing D recursively into subsets until there are only
single-element clusters or predeﬁned terminal conditions are satisﬁed. The agglom-
erative, or bottom-up, methods operate on D to the opposite direction: They start
with single-element clusters and proceed by merging the clusters into larger clus-
ters based on their similarity. Both the divisive and agglomerative methods often
produce a tree-structure representing the individual relationships within the data.
Even so, it is possible that the algorithms make a bad choice of dividing a cluster or
merging clusters. Fortunately, the study of hierarchical clustering methods [66] has
found ways to overcome the problems of straightforward merging of clusters. [26,
p. 408413]
Especially in the lower data dimensions, it is common that the input data is clearly
clustered but the cluster shapes are arbitrary or some clusters surround other clus-
ters. Even though there would be a ﬁxed number of clusters in such data, common
partitioning algorithms would not be able to detect the clusters since they operate
on ﬁxed cluster shapes [40]. The study of density-based clustering methods has de-
veloped methods for detecting clusters with arbitrary shape by calculating densities
based on ﬁxed density criteria [21], by creating an order of data points for density
structure [9], and by modelling densities using a set of distribution functions [28].
Density-Based Spatial Clustering of Applications with Noise (DBSCAN) algorithm
has approached the density detection by deﬁning a minimum number of points in one
clusterMitPts and the maximum radius of neighborhood for each data point ε [21].
DBSCAN iterates through the whole data set marking each visited data point. It
starts by selecting a data point p and computes which data points are within the
radius of  from it. If the number of data points within the ε-neighborhood is less
than MinPts, p is considered as noise [21, p. 228]. Otherwise, a point is considered
as a core point and a cluster is formed. The formed cluster is expanded by computing
the ε-neighborhood for all the data points in the ε-neighborhood of p. A data point
q within the ε-neighborhood of p will be considered as a core point and the points
within its ε-neighborhood belonging to the same cluster if the number of points in
its ε-neighborhood is greater or equal to MinPts. Otherwise q will belong to the
same cluster with p but it will be considered as a border point and the points within
its ε-neighborhood won't necessarily belong to the same cluster with q. DBSCAN
continues forming clusters and expanding them until every data point is marked as
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visited. The cluster formation of DBSCAN is illustrated in Figure 2.2. DBSCAN
Figure 2.2 The illustration of DBSCAN algorithm's cluster formation with MinPts = 3,
where the red points marked with A are the core points, the yellow points marked with
B and C are the border points, and the blue point marked with N is noise [63].
has an average run time complexity in O(n log n) and the worst-case complexity in
O(n2) [21].
In the grid-based methods of clustering, the object space of data is somehow parti-
tioned into a grid of cells. In other words, the continuous numeric data is mapped
into a discrete form. The grid-based methods often oﬀer a possibility to investi-
gate the internal hierarchical structures of data formed by the grid [26, p. 424428].
Depending on the grid-based method, the shape of a grid cell and the procedures
performed for a group of cells vary a lot. One of the most intuitive ways of forming a
grid is used in Statistical Information Grid (STING) algorithm where a spatial area
is divided into cells with rectangular shape. Each cell is then divided recursively into
rectangular cells forming diﬀerent layers of resolution for data. For each cell a set of
statistical parameters are computed and stored. The statistical information is useful
for processing queries to the clustered data [62]. There also exists methods which
summarize a generated grid structure by projecting the original data using a trans-
formation function such as Wavelet transformation in WaveCluster algorithm [55].
The model-based methods of clustering rely on some assumption about the underly-
ing model of the input data such as a certain probabilistic function [18, 58] or even
an artiﬁcial neural network (ANN) [14, 34]. In the Expectation Maximization ap-
proach of model-based clustering, each of the k clusters in data is expected to behave
mathematically as a parametric probability distribution. Therefore, the complete
data forms a ﬁnite mixture density model of k diﬀerent probability distributions [26,
p. 429]. The Conceptual Clustering approach implements the classiﬁcation of data
into the clustering process: Instead of considering the objects in a single cluster sim-
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ilar, the conceptual clustering algorithms try to explain the characteristic features of
each group [26, p. 431]. A common conceptual clustering method COBWEB algo-
rithm [23] detects conceptual clusters by generating a classiﬁcation tree from hierar-
chical clustering model. Another model-based approach, Neural Network approach,
focused for several years almost only on the study of clustering with Self-Organized
feature Map (SOM) ANNs due to computational limitations. In the recent years,
as the computational resources have become more and more accessible, research has
been made about the use of Convolutional Neural Networks (CNN) in model-based
clustering as well [65].
Despite the major diﬀerences between the types of clustering, most of the algorithms
discussed above share a common feature in their design: Apart from the individual
parameter setups, the algorithms operate on data without application-speciﬁc con-
straints or additional user interaction. There are diﬀerent ways to set constraints
to resulting clusters by preprocessing the input data, ﬁltering the clustering results
itself or selecting a suitable range for a speciﬁc parameter of a clustering algorithm.
The methods which take the application-speciﬁc constraints into account during the
process of clustering are called constraint-based clustering methods  the constrain-
ing operations which are performed outside the clustering process are not considered
as constraint-based methods. An example of constraint-based clustering called Clus-
tering with Obstacle Objects is a method in which a distance function of a clustering
algorithm is restricted to operate only on a predeﬁned set of distances between data
points. In other words, the data space can contain obstacles which have to be taken
into account while computing distances between data points. These algorithms typ-
ically use a visibility graph for expressing the shortest valid distances between data
points  the data points in the visibility graph may not be visible to each other at
all. [26, p. 444448]
2.3 Clustering in High Dimensions
Even though there is a broad spectrum of clustering methods from diﬀerent types
of approaches, a signiﬁcant proportion of them have been designed to function only
when the number of dimensions is low. As the number of dimensions in a clustering
task is in hundreds or thousands, unintuitive problems start to arise and clustering
often becomes cumbersome [37]. In high-dimensional data, it is usual that only
a small number of dimensions is relevant in terms of clustering  the remaining
dimensions tend to produce a lot of noise and mask the relevant features. High-
dimensional data is often sparsely distributed and the most of the data vectors
tend to be mutually orthogonal. The curse of dimensionality is a well-known set
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of problems related to high-dimensional data in general [10]. In the concept of
clustering, the curse of dimensionality can be highlighted with 4 basic problems [37,
p. 4346] which will be described in the following paragraphs.
Problem 1 The more there are dimensions, the more there are possibilities for
values. Since clustering in general assumes that a data set can be generated by a
ﬁnite number of functions, the functions mapping the data become more complex
as the number of dimensions, function parameters, increases. Visualization of high-
dimensional data is another topic related to this particular problem.
Problem 2 As the number of dimensions in data increases, the concepts of distance
and proximity of two distinct data points become almost useless. It has been proven






where d is the number of dimensions in the data set, Dmax is the maximum distance,
and Dmin minimum distance between two data points in the data set. Therefore,
using distance as a measure of similarity in high-dimensional spaces, it can be hard
to say whether two data points are similar to each other or not.
Problem 3 The applications of clustering low-dimensional data aim at grouping
data points whose attributes are the most similar to each other. As the number of
dimensions increases, the data points can be related to each other by only a number
of relevant attributes. The other remaining irrelevant attributes are considered as
noise which often masks the relevant features.
Problem 4 Even though many high-dimensional clustering algorithms aim to ex-
tract the most signiﬁcant attributes for clustering the data, it is possible that some
attributes that are considered as noise are actual characteristic features of data.
Therefore, attention must be paid when reducing noise in high-dimensional data.
The study of high-dimensional clustering has been very application-oriented and it
has produced many highly eﬀective and important algorithms for applications of
genealogy, biology, and text analysis [7, 13, 19]. Even though the study has been
highly active in the recent years, it has lacked a consistent approach to overcome
the problems caused by the curse of dimensionality [37]. In the survey on clustering
high-dimensional data, Kriegel et al. [37] present a comprehensive categorization
of diﬀerent high-dimensional clustering methods and give suggestions for problem-
oriented study of high-dimensional clustering and standardized vocabulary to be
used in related literature.
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2.3.1 Clustering in Axis-Parallel Subspaces
According to the survey of Kriegel et al. [37, p. 920], a large number of existing
high-dimensional clustering algorithms focus on clustering in axis-parallel subspaces.
In this approach, the inﬁnite search space of all possible subspaces is limited to sub-
spaces which are parallel to dimesional axes. Even though the number of possible
subspaces in this approach is ﬁnite, the number is still quite large in higher dimen-







= 2d − 1,
where 1 ≤ k ≤ d and d, k ∈ N. On the other hand, the ﬁnite search space can be
very useful in applications where Problem 3 is on display.
The algorithms that cluster in axis-parallel subspaces can be categorized based on
the assumptions they make about the underlying problem. The Projected Clustering
Algorithms assume that every data point can be assigned uniquely to a single cluster
or considered as noise. These algorithms produce a projection to clusters from the
original data. Some projected clustering algorithms may assume that there is a ﬁxed
number of clusters to which the data can be optimally assigned. These algorithms are
referred as Soft Projected Clustering Algorithms, since they are not producing hard
unique assignments but optimized and approximate projections avoiding Problem 4.
In another category called Subspace Clustering Algorithms, the algorithms compute
all the possible subspaces where the clusters can be identiﬁed. The algorithms
that combine the methods from the other categories of axis-parallel clustering are
referred as Hybrid Clustering Algorithms. The algorithms within these categories
can be again be categorized either as agglomerative or as divisive. [37, p. 1012]
2.3.2 Clustering Based on Patterns in the Data Matrix
Clustering in axis-parallel subspaces sometimes collides with Problem 2 by deter-
mining the similarity of data points using a measure of distance or density. In the
next category of high-dimensional clustering, called Pattern-Based Clustering Al-
gorithms, the approaches look for characteristic behavior of data points concerning
certain attributes of data. These algorithms also operate in axis-parallel subspaces.
The algorithms which cluster data based on patterns in the data matrix are often
referred as biclustering algorithms. The biclustering algorithms operate on both the
set of row vectors X = {x1, . . .xn} and the set of column vectors Y = {y1, . . . ,yd}
of data matrix X ∈ Rn×d, where n is the number of data points and d the number
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of attributes in X. Since xp,q ∈ X is element on row vector xp ∈ X and column
vector yq ∈ Y , where p ∈ {1, . . . , n} and q ∈ {1, . . . , d}, matrix X can be denoted
by a tuple (X, Y ). In general, biclustering algorithms try to ﬁnd a set of submatri-
ces {(I1, J1), . . . , (Ik, Jk)} of X, where Ii ⊆ X, Ji ⊆ Y , i ∈ {1, . . . , k} and k ∈ N.
Each of the k submatrices, also know as biclusters must satisfy a given homogeneity
criterion [37, p. 21]. There are four types of biclusters formed by the pattern-based
clustering algorithms: constant biclusters, biclusters with constant values in rows or
columns, biclusters with coherent values, and biclusters with coherent evolutions [41].
2.3.3 Clustering in Arbitrarily Oriented Subspaces
Even though the processes of ﬁnding patterns in biclustering algorithms are easy
to interpret, they tend to ﬁnd patterns which are quite special or even artiﬁcial.
The main problem of biclustering is caused by Problem 1: The patterns produced
by biclustering algorithms often rely on simple mathematical models and cannot
represent complex relationships between data points. Contrary to axis-parallel ap-
proaches, such as biclustering and axis-parallel subspace clustering, the Correlation
Clustering algorithms assume that the clusters in data appear in arbitrarily oriented
subspaces of Rd, where d denotes the number of dimensions. Correlation clustering
algorithms are able to ﬁnd clusters in which data points have strong linear relation-
ships: The data points can be located along a line or a hyperplane both of which
are not axis-parallel. The approaches of correlation clustering diﬀer from each other
by the methods they use to determine the orientation of subspaces. [37, p. 3133]
A large number of existing correlation clustering algorithms use PCA for subspace
projection [37, p. 35]. The mathematical background of PCA has been studied from
the 19th century and the modern formalization of PCA was introduced by Hotelling
in 1933 [29, 56]. PCA is a well-known statistical multivariate method for extracting
important features from data by simplifying data representation and describing the
structure of multivariate data [2]. LetX ∈ Rn×d be an arbitrary data matrix deﬁned
in Equation (2.2). The sample covariance of vectors xi,xj ∈ col (X), where col (·)
denotes the set of column vectors of a matrix, is deﬁned as
σi,j = cov (xi,xj) =
1
n− 1〈(xi − µi1n), (xj − µj1n)〉, (2.8)
where µi and µj are the mean values of i
th and jth vectors of col (X), i, j ∈
{1, 2, . . . , n} and 1n ∈ Rn is a vector of ones [67, p. 998]. The sample covariance of
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vector xi with itself is called sample variance which can be represented as
σ2i = var (xi) = cov (xi,xi) =
1
n− 1〈(xi − µi1n), (xi − µi1n)〉 =
1
n− 1‖xi − µi1n‖
2
2,
where µi is the mean value of xi and i ∈ {1, 2, . . . , n} [67, p. 987]. PCA starts
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 = ΣX . (2.9)
In Equation (2.9), centered data matrix XC is deﬁned as
XC = X − 1nµT , (2.10)
where µ =
[
µ1 · · · µd
]T
is a vector containing mean values of each random vari-
able. Covariance matrix ΣX of Equation (2.9) has the variances of each vector of
col (X) as its diagonal elements and the covariances of all vectors in its other ele-
ments. After computing the covariance matrix of X, PCA proceeds by solving the
eigenvalues λ ∈ R+ which are the roots of the equation
det (ΣX − λI) = 0, (2.11)
where det (·) denotes the determinant of a matrix and I denotes the identity matrix.
Equation (2.11) is called the characteristic equation [57, p. 235]. Thus, for each
distinct eigenvalue λ there exists an eigenvector v ∈ Rn such that
ΣXv = λv. (2.12)
Equation (2.12) is called the eigenvalue equation. If the roots λ ∈ R+ of Equation
(2.11) are distinct, eigenvectors of matrix ΣX diagonalize the matrix:
ΣX = V ΛV
−1, (2.13)
where V is the eigenvector matrix, V −1 denotes the inverse of matrix V , and Λ is the
eigenvalue matrix which has the eigenvalues as its diagonal in a decreasing order [57,
p. 245]. The vectors of V in Equation (2.13) are mutually orthogonal [38, p. 576].
Matrix Λ in Equation (2.13) can be taught as the presentation of covariance matrix
ΣX in a diﬀerent coordinate system where the ﬁrst eigenvector v1 ∈ col (V ) points
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to the direction of highest variance in X [37, p. 34]. The PCA-based correlation
clustering algorithms diﬀer from each other in the way they determine the most
interesting subspaces genereated by PCA and in the similarity measures they use.
The algorithm, proposed as the ﬁrst generalized projected clustering by Aggarwal
and Yu [6], called ORCLUS determines the desired number of clusters k, as in k-
means, from the input data. ORCLUS proceeds iteratively reducing the number of
initial clusters from k0 to desired k by merging existing clusters and reducing their
full dimensionality from l0 to desired l according to predeﬁned factors. ORCLUS
proceeds according to the following steps:
1. ORCLUS starts by selecting kc = k0 > k seeds s1, . . . , skc from the original
data set and assigning all the data points to the closest clusters C1, . . . , Ckc
represented by the seeds according to the chosen distance function in each
cluster's current eigensystem Ei ∈ {E1, . . . , Ekc}. Each eigensystem is a set of
vectors representing the current projection of coordinate axes which is initially
the original coordinate system for all eigensystems Ei ∈ {E1, . . . , Ekc}.
2. Each cluster's Ci centroid is computed according to the distance function dist
and assigned as the cluster's new seed si. Similarly as in PCA, the orthogo-
nal basis of each cluster Ci is computed and set as the new eigensystem Ei of
the cluster. As ORCLUS reduces the dimensionality of cluster eigensystems
through its iterations, only the lc vectors corresponding the lc smallest eigen-
values are selected as the cluster's eigensystem. When the eigensystems are
computed for the initial kc = k0 clusters, l0 is used as the number of vectors
in an eigensystem.
3. Throughout every iteration of ORCLUS, the number of clusters is reduced from
the initial number of k0 clusters. The number of clusters and dimensionality












where α is the factor reducing the number of clusters and β the factor reducing
the dimensionality of each cluster. The larger the values of α and β are, the
less iterations are performed in a process, where k0 clusters are merged to k
resulting clusters.
4. The number of clusters is reduced by merging the current clusters: Two clusters
with the smallest projected energy in their joint eigensystem are combined. The
2.3. Clustering in High Dimensions 17
projected energy of a cluster is the mean value of squared distances between
each data point and the cluster centroid in the cluster's eigensystem:




Pdist(xi,mC , E)2, (2.14)
where C denotes an arbitrary cluster, E the eigensystem of C, mC the centroid
of C, and Pdist(xi,mC , E) the projected distance between a data point xi and
mC in the eigensystem of C. The projected distance Pdist the same distance
function as distmentioned in Step 2 of ORCLUS but it is computed in a chosen
eigensystem. The cluster merging continues until the number of clusters has
decreased by the factor of α.
5. Steps 24 will continue until kc = k.
Even though ORCLUS is able to ﬁnd correlating clusters in arbitrarily oriented
subspaces by eliminating the most sparse subspaces, it is computationally quite
expensive and it does not provide any clear mathematical structure of the resulting
clusters. In addition, the algorithm's optimal hyperparameter setting can be hard
to ﬁnd which makes the usage of ORCLUS unintuitive. [6]
Even though PCA-based correlation clustering algorithms can detect correlation
clusters in arbitrarily oriented subspaces in a mathematically expressive way, they
often collide with Problem 2. A general method for improving PCA-based algorithms
has been proposed by Kriegel et al. [36]: Before applying PCA on data, each data
point is assigned to a correct correlation neighborhood based dense regions in data.
PCA is applied to each correlation neighborhood separately. Since the method relies
on dense regions in data, it does not solve Problem 2 in truly high dimensions. It is
evident that study of PCA-based algorithms needs to focus on overcoming Problem
2 in the future.
Some approaches in correlation clustering use Hough Transform [3] for ﬁnding the
arbitrarily oriented subspaces in multidimensional spaces. The Hough transform
was originally designed to map data points from picture space to parameter space
for detecting complex patterns in data [30]. Since the mapped data points are rep-
resented as trigonometric functions in parameter space, the locality assumption is
totally dismissed [37, p. 39]. Thus, the challenges related to Problem 2 are not
present. The recent study of clustering algorithms using Hough transform [32] has
produced impressive results on detecting clusters from data with non-linear corre-
lation relationships. Other interesting approaches for ﬁnding clusters in arbitrarily
oriented subspaces in high dimensions include the use of fractal dimensions [25] for
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overcoming Problem 3 and random sampling [27] for lowering the computational
costs.
As the curse of dimensionality proposes several unexpected problems in clustering
high-dimensional data, the large number of existing algorithms designed for this
purpose often solve problems within a certain application. Fortunately, the study of
correlation clustering algorithms seems to be heading towards a direction of gener-
alized and problem-oriented solutions. Especially, the PCA-based algorithms have
succeeded in producing mathematically expressive clusters and hierarchies between
them. Since the matrix diagonalization itself is a powerful technique for getting
information about the internal structures of a matrix, it provides endless possibili-
ties in terms of clustering  the full potential of PCA-based correlation algorithms
has not been reached yet. This thesis proposes two new PCA-based algorithms
which hierarchically cluster high-dimensional based on the variations of the most
signiﬁcant eigenvectors of each data point. The design of these algorithms relies on
mathematically expressive result presentation and intuitive hyperparameter setting.
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3. ALGORITHMS FOR CLUSTERING
HIGH-DIMENSIONAL DATA
This chapter introduces two new PCA-based correlation clustering algorithms
CHUNX and CRUSHES. From a problem-oriented view of clustering high-
dimensional data, PCA is a sophisticated method to overcome several issues related
to Problem 1 and therefore it is suitable as the basis of CHUNX and CRUSHES. The
main objective of CHUNX and CRUSHES is to provide not only easy-to-use and
mathematically expressive clustering algorithms for applications of high-dimensional
data but generic tools for exploring the internal structures of data exposed by ma-
trix diagonalization. These algorithms are designed to be used on their own or as
an extended version of PCA.
3.1 Illustration of CHUNX and CRUSHES
CHUNX and CRUSHES cluster high-dimensional data hierarchically into clusters
based on the angles between single data points x ∈X and vectors in the orthogonal
basis V of X. The angles between the data points and each vector in V are labeled
as ±θi, where i = 1, . . . , d and 0 ≤ θi < pi2 . Since the vectors in V are mutually
orthogonal, it is essential to take both the positive and negative vector directions
into account. Thus, each x can be labeled as permutations of component labels,
where the labels are in an increasing order by the size of each angle between x and
vector in V . The vector of V which has the smallest angle between x is referred to
as the most signiﬁcant component of x
In principle, CHUNX iterates through each formed component label permutation
starting from the component which has the smallest angle with each x ∈ X. The
data points in X with the same most signiﬁcant components form a set of clusters
{C1, . . . , Ck}, where k is the number of unique most signiﬁcant components. Thus,
the ﬁrst level of clustering hierarchy is formed. If the data point count in Ci ∈
{C1, . . . , Ck} is below the value of hyperparameter maximum cluster size nmax, Ci
remains as a cluster. Otherwise CHUNX proceeds recursively by clustering each Ci
by the next most signiﬁcant components of data points in the subclusters of each
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Ci. CHUNX continues until each cluster satisﬁes the maximum size criterion. The
resulting CHUNX clusters labeled as variations of component labels. Even though
the name CHUNX is an abbreviation, it has its etymology in the word chunk,
since CHUNX is a straightforward process of splitting a blob of data into chunks of
diﬀerent sizes and shapes.
Unlike CHUNX, which clusters X hierarchically into clusters with a size less than
nmax, CRUSHES produces clusters in which the data points correlate mutually at
certain level. CRUSHES aims at representing each x ∈X with a minimum number
of most signiﬁcant components. The minimum number of components is determined
by hyperparameter mutual correlation ρ  a representation of a data point must
have a correlation greater than ρ with its original data point. As in CHUNX, the
cluster labels in CRUSHES are variations of component labels. The name CRUSHES
refers to crushing which produces crumbs  a large number of tiny ones but some
signiﬁcantly larger as well.
Using the component labeling information, both algorithms construct a tree data
structure in which the root node represents the entire data set. Figure 3.1 illustrates
the principle structure of a tree resulting from CHUNX and CRUSHES. Each child
X
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Figure 3.1 The principal tree structure formed by CHUNX and CRUSHES.
node of the root represent the set of sample vectors which have the smallest angle
with the same vector in V or in −V . There are at most 2d child nodes for the root.
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As the depth of the tree increases, the maximum number of possible child nodes
for each node reduces by two, since both the parent node's vector and its opposite
vector are reduced from the number of possible child nodes. The maximum number
of nodes in a tree with depth of D can be expressed as the sum of angle label
variations,
nmax nodes(D) = 1 + 2d+ 2d(2d− 2) + · · ·+ 2d(2d− 2) · · · (2d− 2D)
= 20 + 21d+ 22d(d− 1) + · · ·+ 2Dd(d− 1) · · · (d−D)
= 20
d!
(d− 0)! + 2
1 d!
(d− 1)! + 2
2 d!








(d− i)! , (3.1)
where 0 ≤ D ≤ d and ! denotes the factorial of an integer. It should be noted
that the maximum number of nodes in a tree with any depth would only appear
for uniformly distributed spherical data over d dimensions which obviously does not
cluster well. Each cluster label in CHUNX and CRUSHES is a path  a sequence of
node labels  between the root and a descendant node.
The diﬀerence between CHUNX and CRUSHES is clearly visible in the structures
of the trees they construct  in a CHUNX tree the clusters appear only in its leaf
nodes which is not a necessary for a CRUSHES tree. An imaginary example of a
CHUNX tree is illustrated in Figure 3.2 in which a data matrix X ∈ R500×d, where




















Figure 3.2 An imaginary example of CHUNX clustering hierarchy with n = 500 and
nmax = 100. The number in each node represents the data point count. The leaf nodes
marked with grey ﬁll represent the clusters.
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element counts represent the formed clusters in Figure 3.2, where the labels of the 8
clusters are: [−θ1,−θ3], [−θ1,+θ4,+θ2], [−θ1,+θ4,−θ3], [−θ1,+θ4,+θ5], [+θ2,+θ1],
[+θ2,+θ3,−θ1], [+θ2,+θ3,+θ4], and [+θ3]. For comparison, Figure 3.3 illustrates
an imaginary example of a CRUSHES tree, where a data matrix X with similar






















Figure 3.3 An imaginary example of CRUSHES clustering hierarchy with n = 500, where
the number in each node represents the element count. The nodes with grey ﬁll of the tree
represent the clusters.
grey ﬁll and element counts in Figure 3.3 represent the clusters with labels [−θ1],
[−θ1,−θ3], [−θ1,−θ3,−θ2], [−θ1,−θ3,+θ4], [+θ2], [+θ2,+θ1,+θ3], [+θ2,+θ1,−θ3],
and [+θ3,+θ4,−θ5]. Unlike the CHUNX clusters, the CRUSHES clusters are not
necessarily leaf nodes. It should be noted that in Figure 3.3 the cluster counts of
nodes which are not leaves represent the data points which belong only to that
particular cluster  the clusters appearing in the child nodes of those clusters are
not included in the ancestor node's element count. Hence the cluster counts sum up
to the total number of instances which is 500 in the above example.
The trees representing the clustering hierarchy of CHUNX and CRUSHES provide
a mathematically expressive illustration of the complex relationships within the
data matrix and they provide a data structure for noise reduction: As a tree is
constructed, it can be ﬁltered with queries related to certain component variations
and cluster sizes. Since both CHUNX and CRUSHES build their tree hierarchies
based on the most signiﬁcant components of data, they are not sensitive for Problem
3. Contrary to many PCA-based algorithms, CHUNX and CRUSHES avoid Problem
4 by not dismissing any component of the data sets orthogonal basis V . The ways to
3.2. Mathematical Background 23
overcome the issues related to Problem 2 are discussed in the next section in which
the mathematical background of CHUNX and CRUSHES is presented in detail.
3.2 Mathematical Background
This section describes mathematical features of CHUNX and CRUSHES algorithms
and workarounds for Problem 2 which is a common issue in most correlation clus-
tering algorithms. Since the main features of PCA are already described in subsec-
tion 2.3.3, this section focuses on mathematical constructions derived from it.
Both CHUNX and CRUSHES operate on data matrix X ∈ Rn×d similar to (2.2).
Since both algorithms are designed for clustering shapes of multidimensional data
series, X is centered and its data vectors are normalized. Each data point x ∈
row (X) is centered around origin by removing the mean values of each column
of X from each data point x similarly as in Equation (2.10). Data points are




where ‖x‖2 is the Euclidean norm of x described in (2.3). Thus, Xˆc denotes the
centered and normalized data matrix. In order to clarify the mathematical notations,
X = Xˆc (3.2)
in further mathematical expressions.
CHUNX and CRUSHES base their mathematical inference on the orthogonal basis
{v1,v2, . . . ,vd} for Rd which is computed for the covariance matrix ΣX of matrix
X using the methods of PCA described in section 2.3.3. In order to compute the
angle magnitudes between each data point and each projected coordinate axis, it
must be shown that the set {Xv1,Xv2, . . . ,Xvd} is orthogonal as well.
The set {Xv1,Xv2, . . . ,Xvd} is orthogonal if
〈Xvi,Xvj〉 = 0,








n− 1(X − 0)
T (X − 0) = 1
n− 1X
TX, (3.3)
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where 0 ∈ Rn×d denotes a matrix with only zero elements. For arbitrary eigenvectors










i (n− 1)ΣXvj = vTi (n− 1)λjvj
= (n− 1)λjvTi vj = (n− 1)λj〈vi,vj〉 = 0,
since the eigenvectors vi and vj are orthogonal. Thus the set {Xv1,Xv2, . . . ,Xvn}
is orthogonal.
The matrix forming the orthogonal basis of X,
V =
[
v1 · · · vd
]
∈ Rd×d, (3.4)
can be computed by diagonalizing matrix ΣX as given in Equation (2.13). Since
the vectors in V are orthogonal, each data point xi ∈ row (X) can be represented
as a linear combination of every vector vj ∈ col (V ):
〈xi,vj〉 = 〈ai,1v1 + ai,2v2 + · · ·+ ai,dvd,vj〉
= 〈ai,1v1,vj〉+ 〈ai,2v2,vj〉+ · · ·+ 〈ai,dvd,vj〉
= ai,1〈v1,vj〉+ ai,2〈v2,vj〉+ · · ·+ ai,d〈vd,vj〉
= 0 + · · ·+ 0 + ai,j〈vj,vj〉+ 0 + · · ·+ 0
= ai,j, (3.5)
where i ∈ {1, 2, . . . , n} and j ∈ {1, 2, . . . , d}. Since the lengths of vectors in row (X)
are normalized, coeﬃcient ai,j corresponds to
ai,j = ‖xi‖2‖vj‖2 cos (θi,j) = ‖xi‖2‖vj‖2 cos (θi,j)‖xi‖2‖vj‖2 =
〈xi,vj〉
‖xi‖2‖vj‖2 = corr (xi,vj),
where θi,j is the angle between xi and vj. Correlation represents well the angle
magnitude between two vectors. Correlations between each data point x ∈ row (X)
and each positive eigenvector v ∈ col (V ), factor loads of X, can be computed from
the matrix product
P = XV (3.6)
and the angles between each x ∈ row (X) and each positive eigenvector v ∈ col (V )
from
Θ+ = arccos (P ). (3.7)
Similarly, the angles between the negative eigenvectors can be computed from
Θ− = arccos (−P ). (3.8)
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In order to take into account both the positive and negative signs of each eigenvector







The mathematical constructions required for CHUNX algorithm are presented in
Equations (3.3), (3.4), (3.6), (3.7), and (3.9). Beyond the constructions of CHUNX,
CRUSHES needs a way to investigate the proportions of each v ∈ col (V ) explaining
the variance of each x ∈ row (X). Let x ∈X be an arbitrary vector, V the matrix





where k ∈ Rk is a vector of indices of k most signiﬁcant components of x and





































hence the correlation of x and x′ is decomposed as a sum in which each element
represents the proportion each v ∈ col (V ) explain from the variance of x. In order
to compute the proportions of explained variance for each v ∈ col (V ) over the
whole data row (X), one must simply compute
P 2 =





a2n,1 · · · a2n,d
 , (3.12)
where P is the factor load matrix of Equation (3.6) and the matrix squaring operator
denotes element-wise squaring.
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Since both CHUNX and CRUSHES operate on centered and normalized data, they
dismiss the clustering by data scale. As CHUNX and CRUSHES focus on approx-
imate data vector directions by grouping data points by the angles between them
and their most signiﬁcant components, they operate very loosely on Euclidean dis-
tances between data points. In other words, CHUNX and CRUSHES cluster shapes
of high-dimensional data. Therefore, they practically avoid Problem 2.
3.3 CHUNX Algorithm
CHUNX is a correlation clustering algorithm for high-dimensional data which clus-
ters the input data X ∈ Rn×d recursively into clusters by the ascending order of
angles between an individual data point and each vector in the orthogonal basis of
X. CHUNX assumes that the data matrix X is represented as the one in Equa-
tion (2.2)  data points are d-dimensional vectors x ∈ col (X). It is also required
that Equation (3.2) holds. Algorithm 1 presents CHUNX in pseudocode and uses
the symbols of mathematical constructions deﬁned in Section 3.2 in its presentation.
Algorithm 1 CHUNX algorithm
1 function CHUNX(X, pmax, cmax)
2 inputs: X, Centered Rn×d matrix, where n > d, with data points as
3 length normalized rows and attributes as columns.
4 pmax, Relative maximum cluster size
5 cmax, Maximum depth of recursion. (Optional)
6 returns the list of cluster labels for rows of input matrix X
7
8 ΣX ← cov (X) . Covariance matrix of X
9 V ← eigenvectors (ΣX) . The orthogonal basis
10 P ←XV . Factor loads of X
11 Θ+ ← arccos (P ) . Angles with positive eigenvectors
12 Θ− ← arccos (−P ) . Angles with negative eigenvectors
13 Θ± ← concatenate (Θ+,Θ−)
14 L′ ← argsort (Θ±, row-wise)
15 L← L′[ : , range (n/2)] . Only the ﬁrst n/2 columns are needed
16 nmax ← ceil (pmaxn) . Closest natural number with ceiling function
17 return CHUNX-PARTITION(L, nmax, cmax)
18 end function
In addition toX, CHUNX takes two hyperparameters relative maximum cluster size
pmax andmaximum depth of recursion which is an optional parameter. On the line 16
of Algorithm 1, the product of hyperparameter pmax ∈ (0, 1) and the number of data
points n rounded up to closest integer sets the maximum cluster size nmax which has
been mentioned in Section 3.1 on page 19. CHUNX returns a list of cluster labels
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each of which are variations of angle labels. The format of cluster labels has been
explained in Section 3.1 starting from page 21.
CHUNX starts by mapping each data point x ∈ col (X) into an angle label per-
mutation which are used in the actual cluster formation. In order to generate the
permutations, CHUNX computes the orthogonal basis V of X, deﬁned in Equa-
tion (3.4). This is done by computing V for the covariance matrix ΣX ofX deﬁned
in Equation (3.3). The computations required for evaluation of V are presented on
lines 8 and 9 of Algorithm 1. Starting from line 10 of Algorithm 1, the factor loads
of each data point are computed and transformed into angles between a data point
and each vector of col (V ) as in Equations (3.6) and (3.7).
In order to get angles that are in [0, pi) for both positive and negative directions of
each eigenvector, a matrix Θ± of Equation (3.9) is formed on line 13 of Algorithm 1.
The indices of positive and negative eigenvectors of each row in matrix Θ± are sorted
into an ascending order L′ ∈ Rn×2d by their angle magnitudes. The eigenvectors
with a negative sign have indices in the range from d + 1 to 2d. On line 15 of
Algorithm 1, the last d columns of L′ are discarded, since they are complementary
angles of the ﬁrst n elements in a reverse order an not in [0, pi).
After each data point has been mapped as a permutation of eigenvector labels, the
matrix L is passed to CHUNX-PARTITION function in which it is referred as A.
CHUNX-PARTITION clusters X recursively based on A and hyperparameters of
CHUNX nmax and cmax. Algorithm 2 presents CHUNX-PARTITION in pseudocode.
It starts by initializing an empty array of eigenvector label variations. Before every
run, on lines 1015 of Algorithm 2, the optional hyperparameter cmax is decremented
and checked  if the maximum number of labels in a variation is exceeded, the
recursion terminates with an empty list of variations.
After the optional check of label count, on line 16 of Algorithm 2, CHUNX selects
the ﬁrst column a1 of A, which represents the eigenvectors with the smallest angle
between the data points from which the unique elements A1 and the counts of the
unique elements C1 are computed on lines 17 and 18 of Algorithm 2. The unique
elements A1 determine the ﬁrst level of clustering hierarchy. In the beginning of
for-loop on lines 1931 of Algorithm 2, the indices of a1, which have the same label
(A1[j]), are selected (line 20 of Algorithm 2) and initialized to the list of variations
l at their original index in a1 (lines 2123 of Algorithm 2). After the initialization,
on line 24 of Algorithm 2, the current cluster size is compared with hyperparameter
nmax. If the current cluster size is less or equal to nrelax, the recursion will terminate
and the eigenvector label variations in the current cluster will be returned. Oth-
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Algorithm 2 CHUNX-PARTITION algorithm
1 function CHUNX-PARTITION(A, nmax, cmax)
2 inputs: A, The sorted order of arguments in the original matrix X,
3 where the arguments correspond to the order of the
4 eigenvectors of the original data matrix X.
5 nmax, The maximum cluster size
6 cmax, The maximum depth of recursion. (Optional)
7 returns an array of eigenvector label permutations l
8
9 l← ∅ . The array of permutations for each data point
10 if cmax 6= null then . Limitation for permutation size
11 cmax ← cmax − 1




16 a1 ← A[ : , 1 ] . The most signiﬁcant components for each element
17 A1 ← {a | a ∈ a1} . The list of unique elements in a1
18 C1 ← {count (a) | a ∈ a1} . The list of element counts in a1
19 for j ∈ range (size (A1)) do
20 i← {index (a) | a ∈ a1, a = A1[ j ]} . The index list where a = A1[ j ]
21 for i ∈ i do
22 l[ i[ i ] ]← {A1[ j ]} . Initialize the permutation
23 end for
24 if C1[ j ] > nmax then . Check if cluster is over nmax
25 A′ ← A[ i, range (2, size (A)) ] . Rows in i without a1 ∈ A
26 l′ ← CHUNX-PARTITION (A′, nmax, cmax)
27 for k ∈ range (size (i)) do






erwise the recursion will continue by calling CHUNX-PARTITION, on line 26 of
Algorithm 2, with the submatrix A′ of A where only the rows corresponding the
current cluster are selected and the ﬁrst column of A is omitted. As the CHUNX-
PARTITION terminates its recursion, the eigenvector label variations are returned
to a temporary list l′ whose elements are appended to the resulting list l and assigned
to their original indices at l on lines 2729 of Algorithm 2.
The ﬁnal list of eigenvector label variations returned by CHUNX-PARTITION on
line 17 of Algorithm 1 is the result of CHUNX algorithm. The labels of the clusters
can be determined by ﬁnding the unique variations from the resulting list. As the
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resulting cluster labels are variations of angle labels, a CHUNX tree illustrated in
Figure 3.2 can be generated from them.
3.4 CRUSHES Algorithm
CRUSHES is a correlation clustering algorithm for high-dimensional data which
clusters the input data X ∈ Rn×d into clusters by a mutual correlation estimation
set for clusters. The same assumptions as in CHUNX, described in Section 3.3,
hold also for CRUSHES: The data points are d-dimensional vectors x ∈ col (X) and
Equation (3.2) holds. The pseudocode of CRUSHES is presented in Algorithm 3.
Algorithm 3 CRUSHES algorithm
1 function CRUSHES(X, ρ)
2 inputs: X, Centered Rn×d matrix, where n > d, with data points as length
3 normalized rows and attributes as columns.
4 ρ, Mutual correlation within cluster
5 returns the list of cluster labels for rows of input matrix X
6
7 ΣX ← cov (X) . Covariance matrix of X
8 V ← eigenvectors (ΣX) . The orthogonal basis
9 P ←XV . Factor loads of X
10 Θ+ ← arccos (P ) . Angles with positive eigenvectors
11 Θ− ← arccos (−P ) . Angles with negative eigenvectors
12 Θ± ← concatenate (Θ+,Θ−)
13 L′ ← argsort (Θ±, ascending, row-wise) . Sorted angle labels
14 L← L′[ : , range (n/2)] . Only the ﬁrst n/2 columns are needed
15 ∆← sort (P 2, descending, row-wise) . Sorted correlation proportions
16
17 l← ∅n . Initialize label list of n elements
18 for i ∈ [1, n] do . Angle label count for each sample
19 sρ ← 0 . Initialize cumulative correlation
20 j ← 0
21 while sρ < ρ do . Continue until sρ satisﬁes ρ
22 j ← j + 1
23 sρ ← sρ + ∆[ i , j ] . Add correlation proportion to sρ
24 end while




It takes data matrix X and hyperparameter mutual correlation within cluster ρ as
input. Hyperparameter ρ represents the required level of variance each cluster must
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explain of its elements. Even though CRUSHES shares the same mathematical back-
ground and has a similar cluster structure with CHUNX, the computation of cluster
labels for each element is more straightforward in CRUSHES than in CHUNX.
CRUSHES computes the angle labels used for cluster label evaluation similarly as
CHUNX does. Thus, lines 815 in Algorithm 1 are identical with lines 714 in
Algorithm 3  this process is explained in detail in Section 3.3. Beside the sorted
angle label matrix L, as in Equation (3.12), CRUSHES computes matrix P 2, whose
rows are the proportions of explained variance of each v ∈ col (V ), before starting
the actual clustering of X. Matrix ∆, whose rows are the rows of P 2 sorted in
descending order, is computed on line 15 in Algorithm 3.
On lines 1826 in Algorithm 3, cluster labels are formed for each x ∈ row (X) based
on matrices Θ± and ∆. The number of angle labels required for representing a data
point x at the level of ρ is determined in a while-loop on lines 2124 in Algorithm 3
 the proportions of explained variance are iteratively summed up (line 23) starting
from the most signiﬁcant component until the value of ρ is exceeded. Since each
eigenvector has either positive or negative coeﬃcient in the linear combination of
each x ∈ row (X), the angle labels deﬁning each cluster label can be determined
by selecting the number of required columns from the rows of Θ± (line 25 in Algo-
rithm 3).
As the cluster labels are deﬁned for each x, CRUSHES returns list l of angle label
variations. The unique labels of CRUSHES clusters can be determined by ﬁnding
the unique variations of l from which a CRUSHES tree structure, illustrated in
Figure C.2, can be generated. Since CRUSHES does not produce clusters in a
recursive manner as CHUNX does, the formed clusters are not necessarily the leaves
of the formed tree structure.
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4. EMPIRICAL RESULTS
This chapter evaluates the cluster analyses of CHUNX and CRUSHES for a real-
life high-dimensional data set and compares them with k-means, DBSCAN and
ORCLUS cluster analyses performed for same data set. For each algorithm the
process of selecting the satisfactory hyperparameter conﬁguration, the suitability
for particular problem, and the quality of produced clusters are evaluated. The
empirical data used in the evaluation is sequential time series data  the data samples
with similar shape should belong to the same cluster.
The data used in cluster analysis was preprocessed into a suitable form using Python
programming language [50] with the help of its packages, NumPy [61] and Pan-
das [44], for numerical and statistical computing. The implementations of CHUNX
and CRUSHES were programmed using the same technologies. All the ﬁgures re-
lated to empirical results are visualized using Matplotlib [31]  a package for plotting
in Python.
The clustering results of k-means and DBSCAN are computed with scikit-learn
project's [45] Python implementations for k-means algorithm [54] and DBSCAN
algorithm [53]. The results of ORCLUS were computed exceptionally in R pro-
gramming language [48] using its orclus package [59], since there were no ORCLUS
implementations available in Python.
4.1 Empirical Data
The data used in empirical analysis is derived from Finnish energy consumption data.
The data consists of energy consumption time series whose values are in the unit
of kW h from diﬀerent types of metering points such as detached houses, terraced
houses, blocks of ﬂats, municipal real estates, factories of diﬀerent manufacturing
industries, summerhouses, public lighting, agrarian real estates, business spaces,
health care real estates, and link stations. The data has been collected from 6959
metering points between the midnight of the 6th of January 2014 and the midnight
of the 23rd of May 2016 consisting of 125 full weeks starting from Monday. The
energy consumption values of each time series have been collected on the hour and
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their time stamps are in Coordinated Universal Time (UTC).
A sample of the energy consumption data is a time series which typically can be
decomposed into a macro-scale seasonal component, a micro-scale repeating pattern
component, and a stochastic noise component. Seasonal component represents the
total consumption at certain time interval [ts, te], where ts is the start time and
te the end time of the time interval, and repeating pattern component the relative
distribution of consumption over [ts, te]. Thus, each energy observation of a sample
time series can be represented as function of time t:
E(t) = (µ(t) + η(t))Eseasonal(t),
where ts ≤ t ≤ te, Eseasonal(t) denotes the total energy consumption at time interval
[ts, te], µ(t) the mean proportion of consumed energy at t from the total energy of
the interval, and η(t) the noise component. Figure 4.1 illustrates a decomposition
of a sample energy curve E(t) into its seasonal component Eseasonal(t) and repeating
pattern component µ(t) + η(t). The seasonal component Eseasonal(t), plotted in blue




































Figure 4.1 Reducing the seasonal component Eseasonal(t) from a sample time series E(t).
in the upper graph of Figure 4.1, is presented as a time series in which the total
energy consumption of each speciﬁc day is distributed uniformly over the hours of
that day. As the energy values of each day in the sample energy curve are divided by
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the corresponding total daily consumption, the resulting curve in the lower graph of
Figure 4.1 consists of multiple consecutive relative time distributions of daily energy
consumption.
If there is a repeating weekly pattern in the sample energy curve, distributions
representing the same weekday should have similar shapes. By computing the av-
erage shape of each weekday's time distribution over the complete time range of
the data set, the amount of processed data reduces signiﬁcantly. In order to detect
distinguishable shapes of assumed clusters of energy curve behavior, the random
variations in the distributions of individual weekdays must be ignored. Figure 4.2
represents the decomposition of consecutive daily time distributions µ(t) + η(t) into
repeating weekly pattern in the daily time distribution µ(t) and noise component
η(t). Although there seems to be relationship between the variances of µ(t) and η(t)
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Figure 4.2 Repeating weekly pattern µ(t) and noise component η(t) of a sample time
series.
in the two-week time range of Figure 4.2 taken from the sample energy curve's data,
the relationship is not signiﬁcant in terms of detecting characteristic shapes.
The repeating pattern of an energy curve can be expressed as a partially deﬁned




µMon(t), if t ∈ Monday
µTue(t), if t ∈ Tuesday
µWed(t), if t ∈Wednesday
µThu(t), if t ∈ Thursday
µFri(t), if t ∈ Friday
µSat(t), if t ∈ Saturday
µSun(t), if t ∈ Sunday
, (4.1)
where t is in UTC and each weekday is a range of its hours [0, 23] ∈ N. The relative












































Figure 4.3 The repeating shapes of each weekdays energy consumption from a sample
energy curve.
value of µ(t) for each element of t =
[
t1 · · · t168
]T
, where t1 is the ﬁrst hour of
Monday, t168 the last hour of Sunday and all the other elements are the ordered
hours between t1 and t168, and dividing the result with the sum of each daily curve,












Figure 4.4 illustrates an example of x of Equation (4.2)  the shape of the repeating
pattern in a energy consumption curve. The complete data set of 6959 energy
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Figure 4.4 An example of a characteristic shape of the repeating pattern in a energy
consumption curve.
consumption curves is represented as
X =
[
x1 · · · x6959
]T
∈ R6959×168, (4.3)
where each xi ∈ R168 is in the format of Equation (4.2) and i ∈ {1, . . . , 6959}. Thus,
X corresponds the matrix of Equation (2.2). Figure 4.5 illustrates X as a surface
formed by the shapes of repeating patterns in the energy curves. Even though the
surface of Figure 4.5 is noisy, it is obvious that a large number samples in X share
a common overall shape: There is more consumption in the daytime than at night.
When clustering the shapes of energy consumption curves, it is crucial to use only
their current time alignment. From the perspective of energy production and mar-
keting, it is important to know the timing of energy demand in the grid [49]. If
the shapes of repeating patterns in energy curves cluster well, the resulting informa-
tion could be beneﬁcial for forecasting dynamically overall energy demand without
complete hour-based energy consumption data.
4.2 Results with k-means
As mentioned in Section 2.2 on page 8, k-means is the most well-known clustering
algorithm mainly due to its intuitive user parameter setting and interpretable re-
sults  the number of resulting clusters is strictly the predeﬁned k found at a local
optimum of E given in Equation (2.7). If a metric is used as a measure of distance,
the resulting clusters are represented directly by their centroids. On the other hand,
the determination of the right or even suitable k can be a challenging and compu-
tationally exhaustive task. Noise in the input data will also aﬀect the quality of
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Figure 4.5 Relative energy consumption data over hours of week from 6959 metering
points.
resulting clusters as k-means does not have any mechanisms for detecting outliers.
If there is no information available about the internal relationships of data points,
it can be hard to decide whether a cluster is a collection of similar data points or
noise.
Since k-means takes its input data as a data matrix of Equation (2.2), the energy
consumption data of Equation (4.3) is passed to k-means as such. The imple-
mentation of k-means used in this evaluation [54], uses the Euclidean distance of
Equation (2.3) by default to compute the distances between data points. All the
other parameters of the k-means implementation [54] except the desired number of
clusters k take their default values in the computations  these parameters are used
for ﬁne-tuning the computation and convergence of k-means.
In situations, where there is no prior information about the number of groups in
the input data, the desired number of resulting clusters k has to be inferred from
the clustering results run with diﬀerent values of k. A common way of determining
the suitable k for k-means is to ﬁnd a value of k for input data where the value of
Equation (2.7) does not improve signiﬁcantly as k is incremented [33]. Figure 4.6
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illustrates the relationship of E of Equation (2.7) and k. Each value of E for diﬀerent
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Converged values of E (n = 6959)
Figure 4.6 The converged values of E for diﬀerent values of k.
k is a mean value of 5 consecutive runs with the same value of k. As it can be seen
from Figure 4.6, there is no clear point  an elbow  from which the value k could
be determined by ﬁnding a local minimum from the rate of change of E. For the
computations of the empirical evaluation, let k = 50.
The ﬁrst 10 clusters of k-means for energy consumption shape data of Equation 4.3
are illustrated as separate surfaces of diﬀerent colors in Figure 4.7.1 The remaining
40 clusters are illustrated in the ﬁgures of Appendix A. The resulting clusters of k-
means for energy consumption data are surprisingly good when the suitable number
of clusters has been determined. The most of the produced clusters represent distinct
shapes of repeating patterns of energy consumption. There seems to be clusters of
data points without a clear repeating patterns.
Even though the k-means clusters are intuitively recognizable, k-means does not
enlighten the relationships between the resulting clusters. Without any noise detec-
tion mechanisms, it can be quite unclear whether some clusters represent a distinct
subgroup of data or are they just collections of outliers. In addition, k-means as an
1The surface plots visualizing clusters have various view angles due to invalid rendering in
mplot3d library of Matplotlib [43].
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Figure 4.7 The shapes of the ﬁrst 10 k-means clusters.
iterative algorithm which ﬁnds a local optimum, produces results which can signif-
icantly diﬀer from each other between the runs with the same value of k. Despite
its intuitive user interface and convenient empirical results, k-means is not suitable
for automated, reliable energy consumption pattern proﬁling due to its exhaustive
process of selecting satisfactory k and lack of structures explaining the relationships
between clusters.
4.3 Results with DBSCAN
As described in Section 2.2 on page 9, DBSCAN forms clusters from the dense
regions of input data. Unlike in k-means, where the clusters have spherical shape,
DBSCAN clusters have arbitrary shapes. Since DBSCAN reduces noise from the
data, each cluster has to satisfy criteria set by MinPts and ε. Without the prior
setting of expected k clusters, DBSCAN has potential of detecting high quality
clusters of diﬀerent sizes.
Since implementation of DBSCAN used in the evaluation [53] supports the use
precomputed distance data as input data, the angle distance matrix Dangles given
in Equation (2.5) is computed from the input data given in Equation (4.3). Before
computing Dangles, X is centered and normalized as in Equation (3.2).
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Similarly as in k-means, the determination of a suitable parameter setup can be a
challenging task if there is no prior information about the input data. A method
for determining the satisfactory ε for certain MinPts without computing clustering
results of DBSCAN beforehand has been proposed by Elbatta et al. [20, p. 127]. In
this method, for a certain value of k = MinPts, the distance of each data point of
input data X to its kth nearest neighbor is computed. As these distances are sorted
in ascending order, there should be a similar elbow point in the curve as explained
in Section 4.2  the value of suitable ε for chosen MinPts. [20, p. 127]. The density
of produced clusters decreases rapidly if the value of ε is chosen beyond the elbow
point. Figure 4.8 illustrates the selection of ε and MinPts as a point on a surface
which represents the sorted distances to the kth nearest neighbor for each value
of MinPts. As can be seen in Figure 4.8, the diﬀerences between angles between
Figure 4.8 The distances to the kth nearest neighbor for all values of k represented as a
surface. The white circle on the surface represents the chosen values of ε and MinPts for
clustering the empirical data.
data points are subtle and there are no clear elbow points on the surface. In the
chosen parameter setup, ε = 0.18 and MinPts = 8. The white circle in Figure 4.8
represents the point which determines the parameter values. The values beyond the
limits of axes in Figure 4.8 are not visualized since they increase smoothly through
the whole surface.
With the chosen parameter setting of DBSCAN, only 6 clusters were produced. The
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clusters of DBSCAN for energy consumption shape data of Equation 4.3 are illus-
trated as separate surfaces of diﬀerent colors in Figure 4.9. The clusters produced
Figure 4.9 The shapes of the DBSCAN clusters.
by DBSCAN are deﬁnitely distinct shapes but the there are only 6 clusters and
6653 data points marked as noise leaving only the total of 306 points in clusters.
The previous results of k-means reveal that there are certain shapes, represented by
multiple data points, DBSCAN considers as noise.
Even though DBSCAN detects clusters without prior number of clusters given with
selected ε andMinPts, it seems to be extremely sensitive to Problem 2. This results
into clusters which have only a few members and the most of the data is marked
as noise. To improve the results produced by DBSCAN, it would be necessary to
select another method for determining suitable ε andMinPts. In addition, without
any information about the hierarchical relationships of data points, DBSCAN is not
suitable to be used on its own for clustering high-dimensional shapes.
4.4 Results with ORCLUS
Contrary to k-means and DBSCAN, ORCLUS, as a correlation clustering algorithm,
is designed for detecting clusters in high-dimensional spaces. ORCLUS requires at
least three parameters k, k0, and l to be set. Fortunately, authors of ORCLUS have
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proposed a method for determining suitable value of projected dimensionality l [6].
To measure the quality of clusters at certain projected dimensionality l, a quality
measure called cluster sparsity coeﬃcient is computed for a ﬁnal clustering result:






where R is the projected energy of the produced clusters given in Equation (2.14)
and U is the complete set of data points. A small value of S indicates a good
selection of l. Aggarwal and Yu [6] suggest deﬁning a certain threshold for S and
selecting the value of l which produces a value of S which is just below the threshold.
In order to run ORCLUS, the empirical dataX given in Equation (4.3) does not need
normalization. Unfortunately, a bug was found from the implementation of orclus
package [59] while running the cluster analyses with diﬀerent parameter settings:
If k-means, assigning the initial number k0 of eigensystems, ends up with a result
with single-element clusters, the covariance matrix cannot be computed for every
cluster and the algorithm will terminate unexpectedly. Due to this unpredictable
behavior of orclus, comprehensive algorithm parameter setting evaluation could not
be performed. The ORCLUS cluster analysis was done using k = 30, k0 = 35, and
l = 160. The value of k was meant to be chosen similarly as in Section 4.2, but
due to the bug in the implementation, the largest values the implementation did
not crash were k = 30 and k0 = 35. The value of l was chosen as the smallest value
ORCLUS converged with and did not crash during computation.
The ﬁrst 10 clusters of ORCLUS for energy consumption shape data of Equation 4.3
are illustrated as separate surfaces of diﬀerent colors in Figure 4.10. The remaining
20 clusters are illustrated in the ﬁgures of Appendix 5. For the resulting ORCLUS
clusters, S(C1, . . . , C30, E1, . . . , E30) = 0.262614. ORCLUS certainly detects distinct
shapes from empirical data X and represents them as consistent clusters. As a
clustering algorithm which requires a prior selection for the resulting number of
clusters, ORCLUS does not clearly distinguish outlier data points. Similarly as in
k-means, ORCLUS merges the outliers with the clusters they are the most similar
with and seems to produce quality clusters.
Even though a complete parameter selection process could not be performed for
ORCLUS, it is clear that ORCLUS is not suitable for clustering high-dimensional
data in applications where the parameter setup needs to be automated: The selection
of k and k0 combined with the computationally exhaustive runs of ORCLUS for
determining a suitable l require too much computational resources and information
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Figure 4.10 The shapes of the ﬁrst 10 ORCLUS clusters.
about the data to be clustered. Since ORCLUS does not produce any information
about the hierarchical relationships between the data points, it is not even beneﬁtial
to use ORCLUS with overestimated values k and k0. ORCLUS seems to useful
in applications of data mining where the number of natural clusters are known
beforehand.
4.5 Results with CHUNX
As explained in Section 3.3, CHUNX requires the centering and normalization of
its input data  data matrix X given in Equation (4.3) must be modiﬁed to satisfy
Equation (3.2). Since the CHUNX produces a hierarchical structure explaining the
relationships between the data points, its only required input hyperparameter, rel-
ative maximum cluster size pmax, works as a limit which terminates the hierarchical
structure formation. The optional hyperparameter, maximum depth of recursion
dmax, serves the similar purpose of setting a limit for the depth of recursion in
CHUNX-PARTITION function which corresponds to the depth of of the produced
hierarchical tree structure. In other words, it is only important to ﬁnd the satistac-
tory level of clustering instead of ﬁnding a single suitable parameter setting as in
k-means, DBSCAN and ORCLUS. If the produced CHUNX clustering is too de-
tailed, the clusters with the same parent nodes could be merged as bigger clusters.
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In addition, the formed tree structure oﬀers an elegant way of detecting outliers: In-
stead of deciding whether a data point is an outlier during the run of the algorithm,
the produced tree structure can be pruned afterwards by removing clusters under
certain size or with certain components labels.
The clustering results of CHUNX were produced with pmax = 0.1 without setting the
optional dmax and there were 213 clusters produced. The ﬁrst 10 CHUNX clusters of
X whose size nCi , where i = 1, . . . , 58, is greater than 10 are illustrated as separate
surfaces of diﬀerent colors in Figure 4.11. The remaining 48 clusters clusters are
Figure 4.11 The shapes of the ﬁrst 10 CHUNX clusters which have a size greater than
10.
illustrated in the ﬁgures of Appendix 5. Figure C.1 of Appendix 5 visualizes the
hierarchy between the produced clusters as a tree. Each node of the tree, except the
root node, represents a distinct signed component in the orthogonal basis of input
data X. The component labels are in a descending order by their signiﬁcance in
the data set. The data point counts of each cluster are presented below the last
component label of each branch of the tree in Figure C.1  the nodes without a
cluster count do not represent a cluster. In Figure C.1, only the clusters which have
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nCi > 10 are shown. Besides generating a tree structure, the cluster labels can be
used for sorting the clusters by their similarity. Figure 4.12 illustrates the CHUNX
clusters sorted by their cluster labels. The surface of Figure 4.12 contains all data
Figure 4.12 The energy data sorted by CHUNX cluster labels.
points of X.
Since each cluster in CHUNX result is a label variation of components from the
orthogonal basis of X, each data point can be represented by the shapes each
component label represents. Figure 4.13 illustrates the components representing a
cluster [−2,+1] and Figure 4.14 the reconstruction of a data point using only the
components of data point's cluster [−2,+1]. The cluster components can be used for
creating a shape representing the whole cluster by computing the mean proportions
of each component from the individual component proportions each data point.
CHUNX is turns out to be a useful algorithm for detecting high-dimensional shapes
and fundamental relationships relationships between data points and its easy-to-
4.5. Results with CHUNX 45


























Figure 4.13 Components −2 and +1 of data set X.


















Normalized and centered x [−2,+1] reconstruction
Figure 4.14 Data point reconstruction using only the components of cluster [−2,+1] in
CHUNX.
use and ﬂexible parameter setup is suitable for applications in which the parameter
setup needs to be automated. In addition, the resulting hierarchical clusters oﬀer a
broad range of possibilities to detect noise and to merge small clusters into larger
ones.
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4.6 Results with CRUSHES
Even though the implementation and functionality of CHUNX is similar to
CRUSHES, their main diﬀerence lies in the semantics of their hyperparameters 
CHUNX clusters data into subgroups under the size set by pmax, whereas CRUSHES
forms clusters whose data points share the same components explaining a selected
proportion variance of a data point ρ. As mentioned in Section 3.1, unlike CHUNX
which produces a tree structure in which the clusters are only the leaf nodes, the
clusters of a CRUSHES tree are not always the leaf nodes of the tree. Hyperparam-
eter ρ should be set as pmax of CHUNX: It is not necessary to ﬁnd a single suitable
value for ρ but a level which produces results that are detailed enough. Similarly
as in the CHUNX clustering, the input data X passed to CRUSHES needs to be
centered and normalized.
The clustering results of CRUSHES were produced with ρ = 0.75 and there were
3766 clusters produced. The number of produced clusters in CRUSHES may seem
large but it should be noted that there are 3448 single-element clusters and 3706
clusters with a size less than or equal to 10. The ﬁrst 10 CRUSHES clusters whose
size nCi , where i = 1, . . . , 58, is greater than 10 are illustrated as separate surfaces
of diﬀerent colors in Figure 4.15. The remaining x clusters are illustrated in the
ﬁgures of Appendix 5. The CRUSHES tree structure is illustrated in Figure C.2 of
Appendix 5. The tree in Figure C.2 has the same properties as the CHUNX tree of
Figure C.1 explained in Section 4.5. Figure 4.16 visualizes the CRUSHES clusters
sorted by their cluster labels. The surface of Figure 4.16 contains all data points
of X. The overviews of sorted CHUNX data in Figure 4.12 and sorted CRUSHES
data in Figure 4.16 visualize the similarity in the results of the algorithms.
As the CRUSHES clusters have been formed, each data point can be reconstructed
at certain accuracy by using only the components denoted by the cluster label. The
data point of Figure 4.14 which belonged to cluster [−2,+1] in CHUNX belongs to
cluster [−2,+1,+4,+3] in CRUSHES. Figure 4.17 illustrates the components +4 and
+3 of cluster [−2,+1,+4,+3] and Figure 4.18 illustrates the reconstruction of the
data point using only the components of cluster [−2,+1,+4,+3]. The components
−2 and +1 are the components of Figure 4.13. Since CRUSHES forms clusters
by the order and proportion of each component, whereas CHUNX uses only the
order of a components, the CRUSHES representation is more accurate than the
corresponding CHUNX representation.
Even though CRUSHES produces a large number of clusters for the energy con-
sumption shape data set, it turns out to be a powerful tool for exploring detailed
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Figure 4.15 The shapes of the ﬁrst 10 CRUSHES clusters whose size is greater than 10.
internal relationships of data points. Due to its clustering tree structure in which
the clusters can appear in multiple levels, the produced clusters can be ﬁltered even
better than in CHUNX. Since hyperparameter ρ ensures that a certain proportion of
each data point in a cluster is explained by the components representing the cluster,
it is improbable that the produced clusters contain outliers. Straightforward param-
eter setting, the high accuracy of produced clusters, and clusters which appear on
multiple levels of the clustering hierarchy are the key factors which make CRUSHES
to stand out from other correlation clustering algorithms as an algorithm which can
be implemented as a part of an automated machine learning process.
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Figure 4.16 The energy data sorted by CRUSHES cluster labels.
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Figure 4.17 Components +4 and +3 of data set X.


















Normalized and centered x [−2,+1,+4,+3] reconstruction




Since the amount of produced and collected data has not shown any signs of de-
celeration in the recent years, it is evident that the applications of advanced data
analysis using the techniques of machine learning and AI will become more and
more common. Especially, the unsupervised learning methods are likely to play an
important role in the predictive analysis in the applications of data sets too large to
be manually classiﬁed.
Even though the study of unsupervised learning techniques using ANNs has been
active in the recent years and has produced astonishing results, it has not been math-
ematically explained, what actually happens inside the complex ANNs. In addition
to the mathematical expressiveness and predictable behavior, clustering algorithms
require often less computational resources than ANNs which is why diﬀerent clus-
tering methods have become common tools of quantitative analysis in many ﬁelds
of science and engineering.
Since many clustering algorithms are designed for clustering data in at most three
dimensions, clustering has not been a popular approach for solving machine learn-
ing problems in high-dimensions. The challenges in clustering set by the curse of
dimensionality have been acknowledged and ways to overcome the challenges have
been proposed. Although the study of data mining has produced multiple power-
ful algorithms for clustering high-dimensional data, the parameter settings of these
algorithms have not served the purpose of using them as a part of an automated
application.
In this thesis, two PCA-based correlation clustering algorithms called CHUNX and
CRUSHES were introduced. The main objective in the design of CHUNX and
CRUSHES was an algorithm which avoids the problems set by the curse of dimen-
sionality in clustering high-dimensional data, provides an intuitive and simple user
interface, and produces highly expressive and accurate clustering results. Since both
CHUNX and CRUSHES were designed to detect characteristic shapes of curves, they
operate only on normalized and centered data. Therefore, CHUNX and CRUSHES
are not suitable for applications in which the magnitude of a data point is an im-
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portant characteristic feature.
For applications in which the magnitude of data does not play an important role,
CHUNX and CRUSHES avoid Problem 2 by operating on angles in arbitrarily ori-
ented subspaces of normalized and centered data, Problem 3 by considering the most
signiﬁcant components of each data point without reducing the components of the
data set beforehand, and Problem 4 by not reducing noise during the execution.
Although matrix diagonalization done in PCA is a powerful method for detecting
relationships between data points, it cannot detect nonlinear dependencies between
data points which is why CHUNX and CRUSHES cannot fully overcome Problem
1.
When it comes to the design of an algorithm user interface, both algorithms require
only one hyperparameter which deﬁnes, how detailed the produced clustering will
be. Since the results of both algorithms include a hierarchical structure explaining
the relationships between data points, the produced results oﬀer a possibility to
improve the clustering results by merging small clusters or removing outliers without
rerunning the algorithms.
The empirical evaluation of CHUNX and CRUSHES was conducted by comparing
the user experience and clustering results of k-means, DBSCAN, ORCLUS, CHUNX,
and CRUSHES. The evaluation ORCLUS could not be fully executed due to a bug
in the available algorithm implementation which was discovered during the analy-
sis. The data used in the empirical evaluation consisted of shapes of weekly energy
consumption from Finnish energy consumption data. Each algorithm managed to
recognize distinct shapes quite well but there were major deﬁciencies the usability
of k-means, DBSCAN, and ORCLUS. Without a hierarchical structure explaining
the clustering results, the produced clusters became useless if the chosen parameter
setting was not suitable. Contrary to k-means, DBSCAN, and ORCLUS, the hierar-
chical clusters and ﬂexible parameter settings of CHUNX and CRUSHES oﬀered an
easy and expressive way to detect clusters from data and to explore data in which
the number of clusters is not known beforehand.
Even without the bug, ORCLUS is not suitable as a part of an automated process.
Despite that, further comparisons with CHUNX and CRUSHES need to be exe-
cuted with functioning algorithms designed for high-dimensional data. There are
algorithms such as COPAC [5] and ERiC [4] which seem to outperform ORCLUS in
computational eﬃciency and mathematical expressiveness by providing hierarchical
structures of constructed clusters [37, p. 37]. These algorithms are provided only
in ELKI Data Mining framework which is implemented in Java programming lan-
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guage [52]. Unfortunately, the framework was discovered too late to be used as a
part of this project.
Both CHUNX and CRUSHES propose a new PCA-based way of clustering high-
dimensional data without extensive prior knowledge about the input data. The
simple user interfaces allow a straightforward usage of both algorithms in appli-
cations where the algorithm parameter setup must be automated. The empirical
analysis of energy consumption data indicated also, that the hierarchical clustering
structures of CHUNX and CRUSHES are extremely useful in ﬁltering outliers oﬀ
the data. Even though both algorithms stood out in the empirical evaluation, fur-
ther experiments and more detailed analysis must be performed with other existing
algorithms designed for clustering high-dimensional data in order to reveal the true
potential of CHUNX and CRUSHES.
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APPENDIX A. K-MEANS CLUSTERS
Figure A.1 The shapes of k-means clusters from 11 to 20.
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Figure A.2 The shapes of k-means clusters from 21 to 30.
Figure A.3 The shapes of k-means clusters from 31 to 40.
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Figure A.4 The shapes of k-means clusters from 41 to 50.
63
APPENDIX B. ORCLUS CLUSTERS
Figure B.1 The shapes of ORCLUS clusters from 11 to 20.
Figure B.2 The shapes of ORCLUS clusters from 21 to 30.
64
APPENDIX C. CHUNX AND CRUSHES TREES
FOR ENERGY DATA
This appendix contains ﬁgures for illustrating constructed CHUNX and CRUSHES
trees for real life energy consumption data. Contrary to the format of component
labels presented in Figures 3.2 and 3.3, the labels are presented in a format, where the
component label is includes the sign of component and the order in the orthogonal
basis of the data matrix. Figure C.1 illustrates the CHUNX tree of the energy
data and Figure C.2 illustrates the CRUSHES tree. Both ﬁgures are presented on
separate pages due to their large sizes. Figure C.1 displays 78 clusters from the
total number of 178 clusters whereas Figure C.2 displays 99 clusters from the total
number of 3875 clusters.




























































































































































































































































































































































































































































































































































































































































































































































APPENDIX D. CHUNX CLUSTERS
Figure D.1 The shapes of CHUNX clusters from 11 to 20.
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Figure D.2 The shapes of CHUNX clusters from 21 to 30.
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Figure D.3 The shapes of CHUNX clusters from 31 to 40.
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Figure D.4 The shapes of CHUNX clusters from 41 to 50.
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Figure D.5 The shapes of CHUNX clusters from 51 to 58.
72
APPENDIX E. CRUSHES CLUSTERS
Figure E.1 The shapes of CRUSHES clusters from 11 to 20.
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Figure E.2 The shapes of CRUSHES clusters from 21 to 30.
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Figure E.3 The shapes of CRUSHES clusters from 31 to 40.
APPENDIX E. CRUSHES clusters 75
Figure E.4 The shapes of CRUSHES clusters from 41 to 50.
APPENDIX E. CRUSHES clusters 76
Figure E.5 The shapes of CRUSHES clusters from 51 to 60.
