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I. INTRODUCTION 
In this paper we examine existence of solutions and their domains of 
definition for initial value problems for first- and second-order ordinary dif- 
ferential equations that are singular in either the independent or dependent 
variables. For the second-order problem 
Y” + F(t, y, Y’) = 0, y(0) = a 2 0, y’(0) = p, 
F is allowed to be suitably singular at t =0 and at y = 0; for example, 
F( t, y, y’) = t -‘/‘y ~ “* is allowed. The particular equation y” + d(t) y PA = 0 
(A > 0) with 4 continuous on [0, co) arises in applications [2,3,7] and has 
been studied for the initial value problem in [9]. The boundary value 
problem for the same equation and for generalizations has also been 
studied [ 1,6, lo]. Some of our results generalize those of [9]; however, 
our estimates of the size of the domain of existence are new even for 
y” + $(t) y -” = 0. Our approach for existence is to establish local existence 
of positive solutions by means of the topological transversality theorem 
[S] and the n use standard extension results. 
For the first-order problem 
Y’ + F(t, Y) = 0, Y(O) = x 
we first allow F to be singular at t = 0 only. Again using the topological 
transversality theorem and suitable a priori estimates, we prove global 
existence of a solution on [0, T]; for a certain class of functions F, T is 
shown to be maximal. This approach differs markedly from the customary 
local existence result followed by extension [S]. Finally, we extend these 
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II. THE SECOND-ORDER EQUATION 
We shall study nonnegative solutions of the problem 
$(t)Y”+f(t,Y,Y’)=o, y(0) = a 3 0, y’(0) = p (1) 
subject to the following hypotheses: 
H,:$(t)>O on (0, co), $EC[O, cc), and JAII/-‘(t)dt<co; 
H,: f( t, U, u) is positive, continuous, and nonincreasing in u and u on 
[IO, ~)X(O, co)X(-% a); 
H,: if a = 0, then ,9 > 0 and jh $-l(t) fit, (b/2) t, p/2) dt < co. 
Note that if H, - H, hold, then jh Ic/ -i(t) f(t, fit, fl) dt < 03. Clearly, the dif- 
ferential equation (1) is allowed to be singular at t = 0 and also at y = 0. 
Since f > 0, it follows that y’(t) 6 /I and y(r) < a + /It as far as a solution 
y(t) of (1) may extend. Therefore, any nonnegative solution y of (1) may be 
extended to the right as a C2 solution until y = 0, but no further. Existence 
of nonnegative solutions of (1) is thus a matter of local existence at t = 0. 
First we shall establish some estimates useful in proving existence near 
t = 0. 
Henceforth, by a solution of (1) we shall mean a nonnegative, C2 
function that satisfies (1). 
Our first result is a comparison lemma. 
LEMMA 1. Let H, - H3 be satisfied, let F satisfy H, and H,, and suppose 
that F(t, 4, <) < f(t, 5, c) on (0, T) x (0 co) x (- 00, co). Let y be a solution 
of (1) on [0, T] and let Y satisfy 
tj(t) Y”+F(t, Y, Y’)=O (t E (0, T)), Y(0) = A 2 a, Y’(0) = B > j?. 
Then Y(t)>y(t) and Y’(t)>y’(t) on (0, T]. 
ProoJ Were the lemma false, there would exist an EE (0, T] such that 
the conclusion holds on (0, E) but at E either Y= y or Y’ = y’. Then on 
(09 El 
@(t)y"(t)= -f(t,Y(t),.Y'(t))d -f(4 Y(t), Y'(t)) 
< -F(t, Y(t), Y’(t))=+(t) Y”(t). 
From this it follows that Y’(E) > y’(s) and Y(E) > y(s), a contradiction. 1 
In order to apply the topological transversality theorem of Granas [4], 
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we must first obtain local a priori lower bounds on .V and y’ where )’ = y, is 
any solution of 
~(t)y”+Af(t,y,1”)=0, v(0) = a 3 0, y’(0) = p, (1);. 
and 1”~ [0, 11. 
LEMMA 2. Let H, - H, hold. Then there exist z(t) and t, > 0 independent 
of I E [0, 1 ] such that 
(1) z(t)>0 on (0, d, 
(2) y(t) 2 z(t), y’(t) 3 z’(t) on [0, to] for any solution y of (l)>.. 
Proof: Define 
z(t)=ol+/?t-i; (t-s)$--‘(s)f(s,a+;s, ;)ds; 
the integral exists because of the hypotheses on t,~5 and J: Let t, be such that 
z exists and satisfies z’(t) 3 p/2 on [0, t,]. Then z satisfies there 
z(t) > IX + (/I/2) t as well, and we may assume that z > 0 on (0, toI. Thus 
from 
*(t)z~~+/(t,a+;i, g=o 
we get that 
$(t) ZN + vzf(t, z(t), z'(t)) 6 0, z(0) = a, z'(0) = /?. 
Then y(t) 2 z(t), y’(t) Z z’(t) on [0, to] by the comparison lemma. 1 
THEOREM 1. Let H, -H, hold. Then (1) has a solution such that either 
(1) y(t) is defined on [0, 00) and y’ > 0, or 
(2) y(t) is defined on some [0, T] and lim,, r- v(t) = 0. 
Proof: As already remarked, we have only to prove local existence near 
t = 0. We begin with the case a > 0. Let z(t) be the function of Lemma 2; 
then any solution of (1 )1 satisfies 
z(t) <y(t) 6 a + Bt, z’(t) <y’(t) 6 8. 
Thus there exist a constant M, and positive constants M,, M,, indepen- 
dent of I E [0, 11, such that 
MI <y(t) < Mz> Mo <y’(t) < M, 
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on (0, to]. Note for use with the case a =0 that A4, may be chosen 
independent of a for c1 E (0, 11. 
We pause to establish some notation. Set 
II4 1 = ll~llo + II4lOI 
Ml = IId I + sup Iti U”(f)l? 
(0, lOI 
GT?={uEC(O,t,]: sup (u(t)l<oo), 
(0. rol 
K2 = (UE C'[O, to] n C2(0, to]: I/u/l2 < co ), 
K; = {u E K2: u(0) = a, u’(0) = /3}. 
Then WY sup(, rol I. I ), CC’ CO, toI, II . II 1), and W2, II . II A are Bana& spaces 
and Ki is a convex subset of K2. 
Consider the following triangle of maps: 
where 
ju = 24 
LEMMA 3. (1) The injection map j is completely continuous. 
(2) FA is continuous. 
(3) L-’ exists and is continuous. 
Proof. (1) Let Q be a bounded subset of Ki. Then jsZ = ( ju: u E a} is 
bounded in II . II r ; we therefore have to show only that jQ is equicontinuous 
and apply the Ascoli-Arzela theorem. Suppose sup, llull 2 < M. Then for 
UEQ and O<s<t<t,, 
lu’(t) - u’(s)1 <s’ lu”(q)l dq d M J* II/-‘(q) dq 
s s 
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and the final integral is small for t near s because l/1,5 is integrable. 
Similarly 
b(t) - u(s)1 G i“ lu’(q)l dq d M It --sI. 
F 
(2) Obvious. 
(3) Set Ki= { UE K*: u(O)= u’(0) =O}, a Banach space, and define 
N: Ki -+ %? by Nu = Ic/( t) IA”. N is continuous because 
sup INu(t)l = sup 1$(t) u”(t)1 < Ibllz. 
(0% Qll (0, to1 
N is clearly l-l. To see that N is onto, let gE%‘. Then the solution of 
$(t) u”(t) = g(t), u(0) = 0, u’(0) = 0 
is given by 
u(t)=J; (t-s)t,-“(s)g(s)ds; 
the integral exists because $ - ’ is integrable and g is bounded. It follows 
easily that (IuI(~ c co. Therefore N -’ is a continuous linear operator by the 
bounded inverse theorm. Since N -lu + tl+ /?t is clearly the inverse of L, 
the lemma follows. 1 
We have 
I$(t)y”(t)l G If(t, y(t), y’(t))1 < 1.04 z(t), z’(t))1 CM,, 
where M, 3 sup oGtGt,lf(t, 4th z’(t))1 + 1. Define 
V={uEK~:M1<u(t)<M,, M,<u’(t)<M,, sup IIC/(t)u”(t)l<M,}, 
(0. Ql 
an open subset of K& and 
H,: P+ K:, 
by 
H,u= L-IF, ju. 
Then H, is a compact homotopy whose fixed points are the solutions of 
( l)i with f replaced by F. By choice of V and the a priori estimates, this 
homotopy is fixed-point free on the boundary of V. Clearly, 
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is a constant map to an interior point of V. Thus Ho is essential [S]. The 
topological transversality theorem guarantees that H, is also essential and 
therefore has a fixed point [S]. Thus (1) with f replaced by F has a 
solution y on [0, t,]. In view of the a priori estimates that y must satisfy, 
F(t, y(t), y’(t)) =f(t, y(t), y’(t)), so y is a solution of (1). 
It remains to treat the case tl= 0, fi > 0. Let y, be a solution of 
ICl(t) Y:: +f(t, Yn, YiJ = 03 Y,(O) = l/4 YN) = P. 
The preceding argument shows the existence of y, for n = 1,2, . . . . In 
addition, it is clear from the proof above and Lemmas 1 and 2 that there 
are a constant M2 and a function z(t) positive on some (0, to], all indepen- 
dent of n, such that 
z(t) G y,(t) < M,Y z’(t) < y;(t) < M,. 
Moreover, for each small E > 0, 
SUP I4Qt)Yi(t)l 6 SUP If(t, z(t), z'(t))l < 0. 
Cc (01 C&3 @I 
Thus the Ascoli-Arzela theorem can be used to extract a subsequence 
(actually the whole sequence because yh J by the comparison lemma) such 
that 
Yn+Y uniformly on [0, lo] 
and 
Y;+Y’ uniformly on [E, to]. 
Standard arguments how that y is a solution of (1) with c( = 0. 1 
We now turn to the question of whether solutions of (1) exist for all 
t > 0. 
THEOREM 2. Let hypotheses H, -H3 hold and let B>O. 
(A) Zfj$ I+-‘(t)f(t, a + Bt, B) dt= 00, then solutions of(l) have only 
finite domains of existence for p < B. 
(B) Zf j: tj - l(t) f( t, a + Bt, B) dt < 00, then there exists fi such that 
for j? < p solutions of (1) have only finite domains of existence but for /? > jl 
solutions are defined on [0, co). 
Proof. Let y(t) be a solution of (1 ), and observe that 
f(t, y(t), y’(t)) >f(t, a + #k B); 
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moreover, f(t, o! + fit, /?) is a nonincreasing function of fi and of x. 
Integrating the differential equation, we get that 
Since y” < 0, ~‘(0 = 0 implies the existence of T > i such that 
lim r-T- y(t) = 0, and y cannot be extended beyond T as a C2 solution of 
(1). Conclusion (A) follows from this. Also, if J? $ -l(t) 
f(t, a + Et, B) dt < co, (2) implies that there is some /? such that solutions 
of (1) with B < j? ultimately have negative slopes and therefore finite 
domains of existence. 
Continuing with case (B), let 
then /?> B. Suppose y’(t) > B on [0, r) but y’(r) = B. Then on [0, r] we 
have y(t) 2 a + Br, so by integrating the differential equation from 0 to r we 
get that 
B - B = -j’ $ - ‘fs)f(s, Y(S), Y’(S)) ds. 
0 
Thus 
w+j; V’(s)f( s,a+B.s,B)ds<B+ I om tj-‘(s)f(s, a + Bs, B) ds, 
a contradiction. Hence y’(t) > B 2 0 on [0, co); in particular, y has infinite 
domain. The remainder of the conclusion (B) follows from the comparison 
lemma, which shows that the domain is an increasing function of the initial 
slope. 1 
Remark. For the problem studied by Taliaferro [9] we have 
f(t, y, [)=4(t) y-l (A > 0) and II/ = 1. For a > 0, j3 > 0 we have that 
Z(a, /I) = jrn f(t, a + Pt, /3) dt = jm &t)(a + fit)-” dt 
0 0 
Similarly, since a + fit < (a + fi) t for t 2 1, 
Z(a,8)>(a+D)-1 I’ &t)dt+(a+&’ flrn #(t)r-“dt. 
0 
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Thus finiteness of j;” d(t) tP’ dt is equivalent to finiteness of Z(a, /I) for all 
cl>O, /?>O. Our result therefore reduces to that of [9] when restricted to 
this case. 
Next we obtain lower and upper bounds for the length of the interval of 
existence of a solution of (1). A sequence of upper bounds is generated in 
the following theorem. 
THEOREM 3. Let y be a solution of (1) defined on [0, T]. Let 
ul(t) = cx + /It and define 
(n = 2, 3, . ..) as far as u, ~ 1 is positive, say [0, T,, _ 1 ). Then for all n, 
CO, TV]= CO, T,l and, on CO, T,], ul(t)2u2(t)Z ... >y(t) and u;(t)2 
u;(t)> .‘. >y’(t). 
Proof: Since y’(t) < /I, we have that 
u,(t)aa+P- s ; (t-s)~~‘(s)f(s,y(s),y’(s))ds=y(t) 
and 
u;(t) 2 B - j-; VQ -l(s) f(s, Y(S), Y’(S)) ds = y’(t). 
u,(t)<cr+Bt- s ; (t-s)II/~‘(s)f(s,~,_~(s),U:,-Z(s))ds=U,-,(t) 
by H, ; similarly, uh( t) < uk _ i(t). Also, 
u,(W>a+Bt-j-t(t-s)~-l(s)f(s,~(s),~’(s))ds=y(t) 
0 
and u;(t) 2 y’(t). 1 
In order to get useful lower bounds on the domain, we must strengthen 
somewhat he hypotheses onf: 
Hi: f(t, u, v) is positive, continuous, and f(t, u, v) < b(t) g(u) on 
(O,co)x(O,co)x(-oo,oo),where~>Oiscontinuouson[O,co)andg>O 
is continuous and nonincreasing on (0, co). 
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THEOREM 4. Let H,, Hi hold and let y with domain of existence [0, T] 
be a solution of (1) with a > 0. 
(A) If /3 < 0, then T 3 i, where i is the unique solution of 
5 d (i-s)$-‘(s)b(F)ds--& i=s-&. 
(B) If /I > 0, then T 2 7, where i satisfies 
= max 
L, 
‘sI,-~(s) d(s) ds, Ji (i-s) I,-‘(S) b(s) ds], (3) 0 
where h, the maximum value of 
e(t)zx+fit-g(a) ji (t-s)t+k’(s)d(s)ds 
is a lower bound on the maximum of y. 
ProoJ: (A) Integration of the inequality y” 3 -I++ -l(t) 4(t) g(y) yields 
y’(t) > B -gMt)) 1’ V’(s) 4(s) ds. 0 
Therefore 
y’(t) P 
s ’ g(y(t)) %m- 
II/ -%I 4(s) ds 
0 
and so a second integration, from 0 to T, yields 
s a du IBI T - 0 g(u) Gm+foT (T-s) ICI-‘(s) 4(s) ds. 
Since the right-hand side is increasing in T, the result follows. 
(B) Restricting ourselves to the interval [0, I] where y’(r) 2 0, we get 
that 
Therefore a second integration yields y max 2 y(t) 2 O(t). Since W’(0) < 0, 6 
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has a unique maximum or is unbounded. In the latter case h = co; this 
situation arises when /I/g(a) > j: I,-~(s) 4(s) ds. 
On the interval [0, i] we have that 
-p’(t)=/iy”(s)ds2 
I 
on [i, T) we have correspondingly 
-&v(t)) (i @-‘(s) 4s) & 
that 
y’(z) = J 
i 




Dividing by g( y(t)) and integrating from 0 to i, we get from (4) that 
I Ymar 2%d i i ’ * If t?(U) 0 z t,b - l(s) q&s) ds dt = s SI) ~ l(s) d(s) ds. 0 
A similar operation on (5) yields 
s 
ymax du 
0 g(u)? f 













Now the derivative with respect to i of the right-hand side is 
(2i- T) II/ -l(2) 4(i), which vanishes only for i = +T. Moreover, this 
derivative is negative at i = 0 and positive at i = T; hence the right-hand 
side has a minimum at Z = ;T. Therefore it has its maximum at 0 or at T, 
and (6) yields 
224 BOBISUD AND O’REGAN 
6 max T sic, ‘(s) #(s) ds, j-’ (T-s) I) ‘(s) 4(s) ds . 
0 
Since the right-hand side of this inequality is increasing in T, there is a 
unique solution 1 to (3), and T3 1. 1 
From this result we easily get a lower bound on the domain of existence 
when c( = 0 and H, holds. To see this, suppose y’> p/2 on [0, x] and 
y’(x) = p/2; then y(t) > Pt/2 there. integration of the inequality 
y”(t)+$p’(t)$(t)g(y(t))>O from 0 to x yields 
providing in effect a lower bound on x. Denote by 2 the solution of 
/%/2=!,‘1,~~(s) 4(s) g((&‘2) s) ds. Let z be the solution on [Z, T] of the 
initial value problem Ic/( t) z” +f(t, z, z’) = 0, z(X) = (p/2) X, z’(X) = p/2; 
Theorem 4 provides a lower bound for T - X. An obvious modification of 
Lemma 1 shows that y(t) bz(t) on [X, T], and thus the domain of y 
includes [IO, T].. 
EXAMPLE. Let g(y)zy-“, A>O, ,I#l, let $=d= 1, and let cc>O, 
/? > 0. By elementary calculus, the maximum h of 8 is cc + #‘c? and occurs 
at /?a”. Thus 
is a lower bound on the interval of existence. 
Suppose now that u = 0, j > 0. H, implies that 0 <A < 1, and com- 
putation shows that 
By the preceding, the length of [X, T] is at least equal to 
Thus any solution of (1) has domain of existence at least equal to X + F. 
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III. FIRST-ORDER EQUATIONS AND SYSTEMS 
We first study the question of existence of solutions to the first-order 
problem 
e(1) Y’ =f(k Y)? ~(0) = r (7) 
under the hypothesis that f is continuous in y, a restriction which we sub- 
sequently remove. As we noted in the Introduction, our approach directly 
yields global existence and a lower bound on the domain. 
We introduce the following notation: 
ll~llo= sup lu(t)l 
CO. Tl 
lllclu’ll m = sup IIL(f) u’(t)1 
to. 7-l 
Ilull, = max{ IIullo, IIWII m > 
K’= {z.xC[O, T] nC’(0, T]: llull, < CD}. 
THEOREM 5. Let f:[O,T]x(-oo,m)+(-co,m) and +:[O,T]+ 
[0, 00) be continuous with 1+5 > 0 on (0, T]. Suppose in addition that there are 
funcrions g: [0, 00) + (0, 00) and 4: [0, T] + (0, 00) with g continuous on 
[0, CD), Ic/-‘d integrable ouer [0, T], and 
If( <4(t) &dlYl). 
Then (7) has a solution in K1 provided T satisfies 
s T 4(t) - dt< I m du 0 e(t) IFI go’ (8) 
Proof: We begin by obtaining a priori bounds independent of I for 
solutions to 
+(t)Y'=~ff(tYY)? ~(0) = r (7), 
for 1~ [0, 1). Let y(t) be a solution to (7),; then tj(t) ly’( = I,lf(t, y)l < 
d(t)g(lyl). Since Iy(t)l’<<y’(t)l for y(t)#O, we have that 
q(t) IYI’ G d(t) g(lvl) (9) 
at any t for which y(t) # 0. Suppose 1 y(t)1 > (rJ for some t E [0, T]. Since 
409/133/l-15 
226 BOBISUD AND O’REGAN 
y(O)=r there is an interval [p, t] c [O, T] such that /y(s)/ > It-1 on 
,D<s< t and /&)I = Irl. This together with (9) yields 
i I,(N du f -= g(u) s IYb)l’ ds< ’ d(s) & Id Ir kaY(S I- ’ P VW) 
From this inequality and (8) it follows that there is a constant M, indepen- 
dent of 1, such that Iy(t)l <M for TV [0, T]. Therefore 
IIYII~Q~, -max{M Id}. 
The differential equation itself now yields a bound for /l+(t) y’( t)ll co that is 
independent of A: 
IIICl(t).Y’(t)ll m 6 M, = sup I f(t, Y)l 
(0.7-1X C-MI, MI1 
Consider the following triangle of maps: 
CC& 7’1 
,/ IFi 
where KL = (uEK’: u(O) = r}, V = (u~C(0, T]: SU~~,,~, [u(t)1 < co}, 
F,u(t)=lf(t, u(t)), ~u=u, and Ly(t)=$(t) y’(t). Clearly %? and K’ are 
Banach spaces, as before. Also by the arguments of the previous section, FA 
is continuous, j is completely continuous, and L-’ is continuous. Let 
M, =max{M,, M,} and 
Then the map 
given by 
V={u~K~:Ilull,<M,+l}. 
H,: r+ K; 
H,u=L-‘F,ju 
is a compact homotopy whose fixed points are precisely the solutions to 
(7),. To see this, suppose H,u = U. Then L-‘F, ju = u, i.e., ,If(t, u(t)) = 
Lu = $(t) u’(t). The choice of V guarantees that this homotopy is fixed- 
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point free on 8 V. Since the constant map H, = r is essential, the topological 
transversality theorem implies that H, has a tixed point, and thus (7) has a 
solution on [0, T] as claimed. 1 
Remark. Theorem 5 is best possible in that it gives the maximal inter- 
val of existence for the following class of problems: 
b+(t) Y’ = 4(f) s(l.Yl ), y(O)=r>O; (10) 
i.e., (10) can have a solution on [0, T] only if 
To see this, let y(t) defined on some [0, T] be a solution to (10). Now 
Ii/(t) y’(t) = d(t) g(ly(t)l) 2 0. Since e(t) > 0 on (0, Tl, y’(t) 2 0 on (0, T], 
which implies that y is nondecreasing on [0, T]. Thus y(t) > r >O on 
[0, T]. Therefore 
r(/(t) Y’ = d(t) g(Y)> 
so 
-dt= - s T y’(t) dt = y(T) du < 0 dY(f)) s - r g(u) 
EXAMPLES. (1) Consider Py =f(t, y), y(O) = r, where 0 -K a < 1 and 
If(t,y)l <A lylP+B (06~~ 1). Since S; du/(AP+B)= cc and 
jr tea dt = T’-*/(l -a), this problem has a solution on [0, T] for any 
T>O. 
(2). For any 0 -=z tl< 1 let Py’ =f(t, y), y(O) = 0, where I f( t, JJ)I 6 
A I yl* + B. Since 10” du/(Au” + B) = 7r/(2 m), this problem has a solution 
on [0, T] for any T satisfying 
T,-a<(l-Con 
2Jz‘ 
Theorem 5 is formulated for a scalar equation; however, the proof 
extends immediately to the case of first-order systems. Thus we obtain the 
following theorem, in which jI.II denotes the usual norm in 8’. 
THEOREM 6. Let f: [0, T] x 9” + 9, I(/: [0, T] + [0, co) be continuous 
with $ > 0 on (0, T]. Suppose in addition that 
II f(c YNI G 4(t) dIMI) 
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w’ith 4, g satisfying the conditions in Theorem 5. Then 
$(t) I” =.f(t, .v)> y(O) = r 
has a solution in C[O, T] n C’(0, T] provided T satisfies 
s T d(l) dt< 7- du 0 *([I Illrll go’ 
We conclude this section by examining problems of the form 
y’+F(t,y)=O, ~(0) = r, 
where F may be singular at y = 0 as well as at t = 0. In particular we study 
problems of the form 
ti(t)y’+ IYl-“f(t,Y)=o, Y(O) = 0, (11) 
where CI is a positive constant. 
THEOREM 7. Let f: [0, T] x W -+W and I& [0, T] + [0, co) be con- 
tinuous with t+G > 0 on [0, T]. Suppose in addition there are functions 
g: [0, CO) + (0, co) and 4: [0, T] + (0, oo), with g continuous on [0, co) and 
t,b - ‘4 integrable over [0, T], such that 
If(t, u)l Gd(t)g(lul). 
Then ( 11) has a solution in C[O, T] n C ‘(0, T] provided T satisfies 
(a+ 1)joT$ dt< jam g(u,$+“). 
Proof: Making the change of variables 
a+1 
v(a+l) j; IWs={J‘(-y)“‘l 
if ~30 
if y<O 
together with dv/dt = (TV + 1) 1 yl a (dy/dt), we see that y is a solution to ( 11) 
if and only if v is a solution to 
$(t)v’=F(t, v)= 
-(a+ l)f(t, (vI1’(m+l)), u 3 0, 
-(a+ l)f(t,-Ivl”‘““‘), v < 0, 
v(0) = 0. 
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Now since l/(~ + 1) > 0, F(t, u) is not singular at u = 0, so Theorem 5 
implies u has a solution in C[O, T] n C ‘(0, T] provided T satisfies 
EXAMPLE. Consider 
t%‘= IYl-“*f(~,Y), Y(O) = 0 
with 0</3<1 and If(t,y)l <A Iy13+B. Here A>O, B>O are constants. 
This problem has a solution on [0, T] for any T satisfying 
Finally, we examine the more general case 
fi(t)Y’=v(Y)f(4Y)> Y(O) = 0, ( 
where q is singular at 0 and 4 > 0 on 93\ (0). Suppose in addition that 
12) 
llrl 
is integrable on (-cc, co). Let G(z) = J; du/q(u), so G is an increasing 
function from (-co, co) into (-co, co); thus G-’ exists. 
THEOREM 8. Suppose $ and f satisfy the conditions of Theorem 7. Then 
(12) has a solution in C[O, T] n C ‘(0, T] provided T satisfies 
I 
T d(f) -dt< O” du 
0 ICl(t) I o gW’(4)’ 
Proof: Making the change of variables u = fi du/q(u), we see that y is a 
solution of (12) if and only if u satisfies 
Ii/(t) o’=f(t, G-‘(u)), u(0) = 0. 
Now Theorem 5 yields the result. 
REFERENCES 
1. L. E. BOBISUD, D. O’REGAN, AND W. D. ROYALTY, Solvability of some nonlinear boun- 
dary value problems, Nonlinear Anal., to appear. 
2. A. J. CALLEGARI AND M. B. FRIEDMAN, An analytic solution of a nonlinear singular boun- 
dary value problem in the theory of viscous fluids, J. Math. Anal. Appl. 21 (1968), 
510-529. 
230 BOBISUD AND O’REGAN 
3. A. CALLEGARI ANU A. NATHMAN, Some singular nonlinear differential equations arising in 
boundary layer theory, J. Math. Anal. Appl. 64 (1978), 96-105. 
4. A. GRANAS, Sur la mithode de continuiti de Poincark, C.R. Acad. Sci. Puris 282 (1976). 
983-985. 
5. A. GRANAS, R. B. GUENTHER, AND J. W. LEE, Nonlinear boundary value problems for 
ordinary differential equations, Dissertationes Math. jRozprwy Mat.) (1985). 
6. C. D. LUNING AND W. L. PERRY, Positive solutions of negative exponent generalized 
Emden-Fowler boundary value problems, SIAM J. Mafh. Anal. 12 (1981), 874-879. 
7. A. NACHMAN AND A. CALLEGARI, A nonlinear singular boundary value problem in the 
theory of pseudoplastic fluids, SIAM J. Appl. Math. 38 (1980), 275-281. 
8. G. SANSONE AND R. CONTI, “Non-Linear Differential Equations,” Macmillan, New York, 
1964. 
9. S. TALIAFERRO, On the positive solutions of y” + b(f) yi = 0, Nonlinear Anal. 2 (1978), 
431446. 
10. S. D. TALIAFERRO, A nonlinear singular boundary v/alue problem, Nonlinear Anal. 3 
(1979), 897-904. 
