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Abstract
Several tasks in artificial intelligence require to be able to find models about
knowledge dynamics. They include belief revision, fusion and belief merging,
and abduction. In this paper we exploit the algebraic framework of mathemati-
cal morphology in the context of propositional logic, and define operations such
as dilation or erosion of a set of formulas. We derive concrete operators, based
on a semantic approach, that have an intuitive interpretation and that are for-
mally well behaved, to perform revision, fusion and abduction. Computation
and tractability are addressed, and simple examples illustrate the typical results
that can be obtained.
Key words: Mathematical Morphology, Morphologic, Knowledge
Representation, Knowledge Dynamics, Belief Revision, Fusion, Abduction
1. Introduction
Several tasks in artificial intelligence require to be able to find models about
knowledge dynamics. In particular, how do beliefs change in the light of a
new observation, how can we extract a coherent source of information of many
sources of information (eventually contradictory), or how can a given observa-
tion be explained? All these questions fall more precisely under the following
topics: belief revision, belief merging or fusion, and abduction, respectively.
Such tasks have been formalized and axiomatized in various logics. It is out
of the scope of this paper to review the huge amount of work done in this direc-
tion, and we will rely on existing postulates, now rather widely accepted, such
as AGM postulates for revision [27], integrity constraints postulates for merg-
ing and fusion [30, 31, 32], rationality postulates for abduction and explanatory
relations [37, 38].
Here the propositional logic is considered, and propositional formulas are
used to encode either pieces of knowledge (which may be generic, for instance
integrity constraints, or factual such as observations) or “preference items” (such
as beliefs, opinions, desires or goals). Such formulas are then used for complex
reasoning or decision making tasks.
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In this paper, we propose to build tools for modeling knowledge dynamics
based on mathematical morphology operators applied to propositional formulas.
Mathematical morphology is originally based on set theory. It has been intro-
duced in 1964 by Matheron [34, 35], in order to study porous media. But this
theory evolved rapidly to a general theory of shape and its transformations, and
was applied in particular in image processing and pattern recognition [48]. Ad-
ditionally to its set theoretical foundations, it also relies on topology on sets, on
random sets, on topological algebra, on integral geometry, on lattice theory. In
particular, the general algebraic framework of lattices allows developing mathe-
matical morphology in various domains of information processing, beyond sets
and functions, such as fuzzy sets, logics, graphs, hypergraphs, formal concept
analysis, etc. [7, 8, 9, 11, 45].
The aim of this paper is to develop mathematical morphology in proposi-
tional logics, called morphologic, and to propose concrete morphological opera-
tors to perform revision, fusion and abduction, which are tractable and have an
intuitive meaning. In particular we will make use of two important operations,
dilations and erosions. Intuitively, when applied to a set, the effect of dilation
is to expand the set while the effect of erosion is to shrink the set.
The following ideas explain intuitively why morphologic is an adequate tool
for knowledge dynamics:
• Belief revision: let ϕ and ψ be two propositional formulas. The models of
the revision ϕ ◦ ψ of ϕ by ψ are the models of ψ which are closest (with
respect to a given proximity notion) to a model of ϕ. Intuitively, using
the language of morphologic, it means that ϕ has to be dilated enough to
become consistent with ψ.
• Belief merging: finding the best compromise between a finite set of for-
mulas ϕ1, ... ϕn amounts to selecting the models which minimize the
aggregation (using some given operator) of the distances to each of the
ϕi. This amounts intuitively to dilate simultaneously all the ϕi until they
constitute a consistent set.
• Abductive reasoning: preferred explanations of a formula are defined based
on a set of axioms, several of which being closed to properties of morpho-
logical operators, in particular erosion.
An important noticeable aspect is that the framework of morphologic gives
us not only natural and general notions to deal with many tasks of knowledge
dynamics, but this approach is also well behaved. Actually, the operators and
relations obtained via the morphological tools enjoy good rationality properties.
Moreover, last but not least, under certain assumptions there are interesting
ways of computing some of our proposed operators.
The main contribution of this work is to propose such models in the frame-
work of morphologic, based on a semantic approach. One interesting aspect is
that the proposed operators include some of existing ones, and also new ones.
For each of them, the properties will be analyzed and discussed. Finally, the
outcome is a toolbox of operational methods, among which a user can choose
according to the required properties.
This paper is organized as follows: Section 2 is devoted to the presentation
of concepts in mathematical morphology and to introduce logical morphology
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(morphologic). Section 3 shows the general techniques of computation of the
operators when the metric over the space of valuations is given by the Hamming
distance. Section 4 is devoted to show how well-known revision operators can
be interpreted in the framework of morphologic. Section 5 proposes a similar
analysis in the framework of fusion. It shows how belief merging operators
can be interpreted in the framework of morphologic. Section 6 is devoted to
abduction (explanatory relations) built on morphological operations aiming to
capture the notion of the most central part. Based on a common notion of
pre-order relation on models, derived from morphological operators, Section 6.4
presents a unified framework for revision and abduction. In Section 7 we finish
with some concluding remarks and perspectives for future work.
2. From mathematical morphology to logical morphology
In this section we recall the main concepts and tools used in mathematical
morphology and their interpretation in mathematical logic. This interpretation
is possible via the identification between a logical formula and a set of interpre-
tations (its models) in the framework of finite propositional logic.
2.1. Algebraic framework: complete lattices
Mathematical morphology relies on concepts and tools from various branches
of mathematics: algebra (lattice theory), topology, discrete geometry, integral
geometry, geometrical probability, partial differential equations, etc. [35, 48];
in fact any mathematical theory that deals with shapes, their combinations or
their evolution, can be brought to contribute to morphological theory. When
adopting a logics point of view, the algebraic framework is particularly relevant,
and we will concentrate on it in the sequel.
The basic structure in this framework is a complete lattice (L,≤)1. We
denote the supremum by
∨
, the infimum by
∧
, the smallest element by 0L and
the greatest element by 1L. We have 0L =
∧
L =
∨ ∅ and 1L = ∨L = ∧ ∅. The
framework of complete lattices is fundamental in mathematical morphology, as
explained in [25, 46, 45].
All the following definitions and results are detailed in textbooks on mathe-
matical morphology, such as [24, 36, 49]. We restrict the presentation to oper-
ators from (L,≤) into itself.
An algebraic dilation is defined as an operator δ on L that commutes with
the supremum, and an algebraic erosion as an operator ε that commutes with
the infimum, i.e. for every family (xi)i∈I of elements of L (finite or not), where
I is an index set, we have:
δ(
∨
i∈I
xi) =
∨
i∈I
δ(xi), (1)
ε(
∧
i∈I
xi) =
∧
i∈I
ε(xi). (2)
1Although mathematical morphology has also been extended to complete semi-lattices and
general posets [28], based on the notion of adjunction, in this paper we only consider the case
of complete lattices.
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These are the two main operators, from which a lot of others can be built.
Among the numerous examples of complete lattices, one will be particularly
interesting for the extension to logics: (P(E),⊆), the set of subsets of a set E,
endowed with the set theoretical inclusion. It is a Boolean lattice (i.e. comple-
mented and distributive). The smallest and greatest elements are 0L = ∅ and
1L = E, respectively.
Algebraic dilations and erosions in (L,≤) satisfy the following properties:
• δ(0L) = 0L and ε(1L) = 1L,
• δ and ε are increasing with respect to the partial ordering on L,
• in (P(E),⊆), δ(X) = ∪x∈Xδ({x}).
Another important concept is the one of adjunction. A pair of operators
(ε, δ) defines an adjunction on (L,≤) if:
∀(x, y) ∈ L2, δ(x) ≤ y ⇔ x ≤ ε(y). (3)
If a pair of operators (ε, δ) defines an adjunction, the following important
properties hold:
• δ(0L) = 0L and ε(1L) = 1L,
• δ is a dilation and ε is an erosion (in the algebraic sense expressed by
Equations 1 and 2);
• δε ≤ Id, where Id denotes the identity mapping on L (i.e. δε is anti-
extensive);
• Id ≤ εδ (i.e. εδ is extensive);
• δεδε = δε and εδεδ = εδ, i.e. the composition of a dilation and an erosion
are idempotent operators (δε is called a morphological opening and εδ a
morphological closing).
The following representation theorem holds: an increasing operator δ is an
algebraic dilation iff there is an operator ε such that (ε, δ) is an adjunction;
the operator ε is then an algebraic erosion and ε(x) =
∨{y ∈ L, δ(y) ≤ x}.
Similarly, an increasing operator ε is an algebraic erosion iff there is an operator
δ such that (ε, δ) is an adjunction; the operator δ is then an algebraic dilation
and δ(x) =
∧{y ∈ L, ε(y) ≥ x}.
Finally, let δ and ε be two increasing operators such that δε is anti-extensive
and εδ is extensive. Then (ε, δ) is an adjunction.
Further properties and derived operators can be found in seminal works such
as [24, 48, 49], or in more recent ones [9, 36].
In this paper, the fact that dilations and erosions are increasing operators
that commute with the supremum and the infimum, respectively, will play an
important role.
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2.2. Structuring element and morphological dilations and erosions
Let us now consider the lattice (P(E),⊆) of the subsets of E. We have
δ(X) = ∪x∈Xδ({x}). If E is a vectorial or metric space (e.g. Rn), and if δ and
ε are additionally supposed to be invariant under translation, then it can be
proved that there exists a subset B, called structuring element, such that
δ(X) = {x ∈ E | Bˇx ∩X 6= ∅} (4)
and
ε(X) = {x ∈ E | Bx ⊆ X}, (5)
where Bx denotes the translation of B at point x (i.e. x + B), and Bˇ is the
symmetrical of B with respect to the origin. The operators are then called
morphological dilations and erosions. Details on these definitions and their
properties can be found e.g. in [9, 24, 36, 48].
The structuring element B defines a neighborhood that is considered at
each point. This is typically the case in image processing and computer vision,
where the underlying lattice is built on sets or functions of the spatial domain.
It is a subset of E with fixed shape and size, directly influencing the extent
of the morphological operations. It is generally assumed to be compact, so as
to guarantee good properties. In the discrete case (that will be considered all
through this paper), we assume that it is connected, according to a discrete
connectivity defined on E.
The general principle underlying morphological operators consists in trans-
lating the structuring element at every position in space and checking if this
translated structuring element satisfies some relation with the original set (in-
tersection for dilation, Equation 4, inclusion for erosion, Equation 5) [48].
An example on a binary image is displayed in Figure 1.
(a) (b) (c) (d)
Figure 1: (a) Structuring element B (ball of the Euclidean distance). (b) Subset X in the
Euclidean plane (in white). (c) Its dilation δB(X). (d) Its erosion εB(X).
The structuring element can also be seen as a binary relation between
points [9], i.e. y ∈ Bx iff R(x, y) where R denotes a relation on E×E. Dilation
and erosion are then expressed as follows:
δ(X) = {x ∈ E | ∃y ∈ X,R(y, x)},
ε(X) = {x ∈ E | ∀y ∈ E,R(x, y)⇒ y ∈ X}.
These formulas apply for any binary relation R. If R is reflexive (i.e. R(x, x)
for all x), then δ is extensive (X ⊆ δ(X)) and ε is anti-extensive (ε(X) ⊆ X).
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These properties hold in the case illustrated in Figure 1. The objects in the
original image are then expanded by dilation, to an extent that depends on
the shape and the size of the structuring element, and reduced by erosion.
Similar interpretations hold for any relation R, and these properties will also be
important in the remainder of this paper.
2.3. Lattice of formulas and morpho-logic
The idea of using mathematical morphology in a logical framework has been
first introduced in [10, 11]. Let PS be a finite set of propositional symbols, with
|PS| = N . The set of formulas (generated by PS and the usual connectives)
is denoted by Φ. Well-formed formulas are denoted by Greek letters ϕ, ψ...
The set of all interpretations for Φ is denoted by Ω = 2|PS|, interpretations are
denoted by ω, ω′..., and JϕK = {ω ∈ Ω | ω |= ϕ} is the set of all models of ϕ
(i.e. all interpretations for which ϕ is true).
The underlying idea for constructing morphological operations on logical for-
mulas is to consider formulas and interpretations from a set theoretical perspec-
tive. Since Φ is isomorphic to 2Ω up to the syntactic equivalence, i.e., knowing
a formula defines completely the set of its models (and conversely, any set of
models corresponds to a subset of Φ built of syntactic equivalent formulas), we
can identify ϕ with the set of its models JϕK, and then apply set-theoretic mor-
phological operations. We recall that Jϕ∨ ψK = JϕK∪ JψK, Jϕ∧ ψK = JϕK∩ JψK,JϕK ⊆ JψK iff ϕ |= ψ, and ϕ is consistent iff JϕK 6= ∅. Considering the inclusion
relation on 2Ω, (2Ω,⊆) is a Boolean complete lattice. Similarly a lattice (which
is isomorphic to 2Ω) is defined on Φ≡, where Φ≡ denotes the quotient space of
Φ by the equivalence relation between formulas (with the equivalence defined
as ϕ ≡ ψ iff JϕK = JψK). In the following, this is implicitly assumed, and we
simply use the notation Φ. Any subset {ϕi} of Φ has a supremum
∨
i ϕi, and
an infimum
∧
i ϕi (corresponding respectively to union and intersection in 2
Ω).
The greatest element is > and the smallest one is ⊥ (corresponding respectively
to 2Ω and ∅).
Based on this lattice structure, it is straightforward to define a dilation as
an operation that commutes with the supremum and an erosion as an operation
that commutes with the infimum, as in Equations 1 and 2. They naturally
inherit all general properties of the algebraic framework.
2.4. Morphological dilation and erosion of logical formulas
Using the previous equivalences, we propose to define morphological dilation
and erosion of a formula with a structuring element as follows, according to the
preliminary work in [10, 11]. The underlying lattice is (Φ≡, |=), or equivalently
(2Ω,⊆). Since these two lattices are isomorphic, we will use the same notations
for morphological operations on each of them.
Definition 1. A morphological dilation of a formula ϕ with a structuring ele-
ment B (B ∈ 2Ω) is defined through its models as:
JδB(ϕ)K = δB(JϕK) = {ω ∈ Ω | Bˇω ∧ ϕ consistent}. (6)
Similarly, a morphological erosion is defined as:
JεB(ϕ)K = εB(JϕK) = {ω ∈ Ω | Bω |= ϕ}. (7)
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In these equations, the structuring element B represents a relationship be-
tween worlds, i.e. ω′ ∈ Bω iff ω′ satisfies some relationship with ω. The condi-
tion in Equation 6 expresses that the set of worlds in relation to ω should be
consistent with ϕ. The condition in Equation 7 is stronger and expresses that
all worlds in relation to ω should be models of ϕ. Note that in this paper we
only consider symmetrical structuring elements.
There are several possible ways to define structuring elements in the con-
text of formulas. We suggest here a few ones. The relationship can be any
relationship between worlds and defines a “neighborhood” of worlds. If it is
symmetrical, it leads to symmetrical structuring elements. If it is reflexive, it
leads to structuring elements such that ω ∈ Bω, which leads to interesting prop-
erties, as will be seen later. For instance, this relationship can be an accessibility
relation as in normal modal logics [26] (see [6] for its use to define modalities as
morphological operators).
An interesting way to choose the relationship is to base it on distances
between worlds. This allows defining sequences of increasing structuring ele-
ments defined as the balls of a distance. From any distance d between worlds
(d : Ω × Ω → R+), a distance from a world to a formula is derived as a dis-
tance from a point to a set: d(ω, ϕ) = minω′|=ϕ d(ω, ω′). The most commonly
used distance between worlds in knowledge representation (especially in belief
revision [14], belief update [27], merging [30] or preference representation [33])
is the Hamming distance dH where dH(ω, ω
′) is the number of propositional
symbols that are instantiated differently in both worlds. By default, we take d
to be dH , and this is the distance we will use in most of the examples developed
in this paper. In this case, the distance takes values in N. The extension of
what follows to distances taking values in R+ is straightforward. Note that all
what follows applies for general dilations, not necessarily derived from dH .
Then dilation and erosion of size n are defined from Equations 6 and 7 by
using the distance balls of radius n as structuring elements (i.e. Bnω = {ω′ |
d(ω, ω′) ≤ n}):
Jδn(ϕ)K = {ω ∈ Ω | ∃ω′ ∈ Ω, ω′ |= ϕ and d(ω, ω′) ≤ n} = {ω ∈ Ω | d(ω, ϕ) ≤ n},
(8)Jεn(ϕ)K = {ω ∈ Ω | ∀ω′ ∈ Ω, d(ω, ω′) ≤ n⇒ ω′ |= ϕ} = {ω ∈ Ω | d(ω,¬ϕ) > n}.
(9)
Note that we have δ0(ϕ) = ε0(ϕ) = ϕ. By convention, when there is no
ambiguity, we will set δ(ϕ) = δ1(ϕ) and ε(ϕ) = ε1(ϕ). More generally, whatever
the operator f , we define f1(ϕ) = f(ϕ) and fn(ϕ) = f(fn−1(ϕ)) for n > 1.
From operations with the unit ball we define the external (respectively in-
ternal) boundary of ϕ as δ1(ϕ) ∧ ¬ϕ (respectively ϕ ∧ ¬ε1(ϕ)), corresponding
to the worlds that are exactly at distance 1 of ϕ (respectively of ¬ϕ).
As an illustrative example, let us consider the case where we have three
propositional symbols a, b and c. The set of worlds Ω has then 8 elements, which
can be represented as the vertices of a cube. In this example, we consider the
unit cube of R3 (for N propositional symbols, this generalizes to the hypercube
of RN ). For the sake of simplicity, we assimilate a formula formed by a simple
conjunction of symbols with its corresponding model. For instance a ∧ b ∧ c is
assimilated to the corresponding world in 2Ω, represented by the point (1, 1, 1)
in the unit cube. The edges link two worlds differing by one instantiation
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of a propositional symbol (i.e. at a Hamming distance of 1). For instance
vertices representing a ∧ b ∧ c and ¬a ∧ b ∧ c are linked by an edge (we have
d(a ∧ b ∧ c,¬a ∧ b ∧ c) = 1). This is a convenient representation for graphically
illustrating the morphological operations, as shown in Figures 2 and 3. The
balls of the Hamming distance are used as structuring elements. In Figure 2, we
consider a formula ϕ = (a∧b∧c)∨(¬a∧¬b∧c). Its dilation (of size 1, i.e. by a ball
of radius 1) is then δ(ϕ) = ¬((a∧¬b∧¬c)∨(¬a∧b∧¬c)) = (¬a∨b∨c)∧(a∨¬b∨c).
The dilation of size one just amounts to add to the vertices representing ϕ
the vertices linked by an edge to them. In Figure 3, an example of erosion is
illustrated, for ϕ = (a∧b∧c)∨(¬a∧b∧c)∨(a∧¬b∧c)∨(¬a∧¬b∧c)∨(¬a∧¬b∧¬c) =
c ∨ (¬a ∧ ¬b). The erosion of size 1 is then ε(ϕ) = ¬a ∧ ¬b ∧ c. It amounts to
keep in the result only the vertices having all their neighbors (according to the
graph defined by the cube) in ϕ.
φ
δ(φ)
(1, 0, 0)
(0, 1, 1) (1, 1, 1)
(1, 0, 1)(0, 0, 1)
(0, 0, 0)
(0, 1, 0) (1, 1, 0)
Figure 2: Example of a dilation of size 1: ϕ = (a ∧ b ∧ c) ∨ (¬a ∧ ¬b ∧ c) and δ(ϕ) =
(¬a∨ b∨ c)∧ (a∨¬b∨ c). Note that in all figures, the models of the formulas are represented.
φ
ε(φ)
(0, 0, 0)
(0, 0, 1)
(0, 1, 1) (1, 1, 1)
(1, 0, 1)
(1, 1, 0)(0, 1, 0)
(1, 0, 0)
Figure 3: Example of an erosion of size 1: ϕ = (a ∧ b ∧ c) ∨ (¬a ∧ b ∧ c) ∨ (a ∧ ¬b ∧ c) ∨ (¬a ∧
¬b ∧ c) ∨ (¬a ∧ ¬b ∧ ¬c)(= c ∨ (¬a ∧ ¬b)) and ε(ϕ) = ¬a ∧ ¬b ∧ c.
The main properties of dilation and erosion, which are satisfied in mathemat-
ical morphology on sets, hold also in the logical setting proposed here. They are
summarized below. The proofs are not given here, but they are straightforward
based on set/logic equivalences.
The dilations and erosions defined in Equations 6, 7, 8, and 9 have the
following properties:
Adjunction relation: (εB , δB) is an adjunction, i.e. δB(ψ) |= ϕ iff ψ |= εB(ϕ),
for any structuring element B. This shows that the proposed definitions
are a particular case of general algebraic dilations and erosions.
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Commutativity with union or intersection: Dilation commutes with union or
disjunction (this is a fundamental property of dilation as mentioned in the
general algebraic framework, and is derived from the adjunction property):
for any family ϕ1, ...ϕm of formulas, we have: δB(∨mi=1ϕi) = ∨mi=1δB(ϕi).
Erosion on the other hand commutes with intersection or conjunction.
Note that this property is taken as definition in case of a general algebraic
dilation or erosion.
In general, dilation (respectively erosion) does not commute with intersec-
tion (respectively union), and only an inclusion relation holds: δB(ϕ∧ψ) |=
δB(ϕ) ∧ δB(ψ).
Monotonicity: Both operators are increasing with respect to ϕ, i.e. if ϕ |= ψ,
then δB(ϕ) |= δB(ψ) and εB(ϕ) |= εB(ψ), for any structuring element
B. Dilation is increasing with respect to the structuring element, while
erosion is decreasing, i.e. if ∀ω ∈ Ω, Bω ⊆ B′ω, then δB(ϕ) |= δB′(ϕ) and
εB′(ϕ) |= εB(ϕ).
Extensivity and anti-extensivity: Dilation is extensive (ϕ |= δB(ϕ)) if and only
if B is derived from a reflexive relation (as is the case for distance based
dilation, since if ω |= ϕ, then d(ω, ϕ) = 0), and erosion is anti-extensive
(εB(ϕ) |= ϕ) under the same conditions. We will always assume extensive
dilations and anti-extensive erosions in the following.
Iteration: Dilation and erosion satisfy an iteration property:
∀B,B′,∀ϕ, δB(δ′B)(ϕ) = δδB(B′)(ϕ) εB(ε′B)(ϕ) = εδB(B′)(ϕ).
For instance for distance based operations, for a distance satisfying the
betweeness property2, this property can be expressed as:
δn+n
′
(ϕ) = δn
′
[δn(ϕ)] = δn[δn
′
(ϕ)],
εn+n
′
(ϕ) = εn
′
[εn(ϕ)] = εn[εn
′
(ϕ)].
This means that the effect of these operations increases with the size of
the structuring element, and that the computation can be done either by
successive applications of “small” structuring elements or directly by the
sum of the structuring elements.
Duality: Dilation and erosion are dual operators with respect to the negation:
εB(ϕ) = ¬δB(¬ϕ) which allows deducing properties of an operator from
those of its dual operator.
Relations to distances: Equation 8 shows how to derive a dilation from a
distance. Conversely, from Equation 8 we have: d(ω, ϕ) = min{n ∈ N |
ω |= δn(ϕ)}, and similarly, we have d(ω,¬ϕ) = min{n ∈ N | ω |= ¬εn(ϕ)}.
2Let d be a discrete metric on a set M . We say that d has the betweenness property if
for all x, y ∈ M and all k ∈ {0, 1, . . . , d(x, y)} there exists z ∈ M such that δ(x, z) = k and
δ(z, y) = d(x, y)− k. The Hamming distance has this property.
9
Distances between formulas can also be derived from dilation, as mini-
mum distance and Hausdorff distance3. For instance the minimum dis-
tance is expressed as: dmin(ϕ,ψ) = minω|=ϕ,ω′|=ψ dH(ω, ω′) = min{n ∈
N | δn(ϕ) ∧ ψ 6= ∅ and δn(ψ) ∧ ϕ 6= ∅}. This means that the minimum
distance is attained for the minimum size of dilation of both formulas
such that they become consistent. The Hausdorff distance is defined as:
dHaus(ϕ,ψ) = max(maxω|=ϕ d(ω, ψ),maxω′|=ψ d(ω′, ϕ)). It can be com-
puted from dilation by dHaus(ϕ,ψ) = min{n ∈ N | ϕ |= δn(ψ) and ψ |=
δn(ϕ)}.
These properties will be used intensively in the applications of these opera-
tors for knowledge representation and reasoning.
2.5. Some derived operators
Conditional dilation and erosion and reconstruction. In a number of problems
and applications, we may want to restrict the result of an operation to stay
within some domain, or to satisfy a particular formula. This is typically the
case for instance if a result has to satisfy a theory, or a set of integrity con-
straints. This idea calls for geodesic distances, from which structuring elements
are derived, as the balls of this distance. Using these structuring elements in
the definitions of dilation and erosion (Equations 6 and 7) leads to the notion of
geodesic, or conditional, operators. In the discrete case, that we consider here,
the expression of these operators is very simple:
δnψ(ϕ) = [δ
1(ϕ) ∧ ψ]n, (10)
where ψ denotes the conditioning formula, n is the size of the structuring el-
ement, δ1 denotes the dilation using a ball of radius 1 (not geodesic) and the
superscript n means that the succession of dilation of size 1 and conjunction
has to be performed n times. This equation is a short writing for the following
sequence of operations:
begin
ϕ0 := ϕ ∧ ψ;
For i = 1...n
ϕi := δ
1(ϕi−1) ∧ ψ;
end for
Return ϕn = δ
n
ψ(ϕ)
Similarly the geodesic erosion of ϕ conditionally to ψ can be computed as:
εnψ(ϕ) = [ε
1(ϕ) ∨ ψ]n. (11)
If the conditional dilations are iterated until convergence, then the result is
called reconstruction, and is denoted by R(ϕ | ψ):
R(ϕ | ψ) = [δ1(ϕ) ∧ ψ]∞. (12)
3Note that, in constrast to the Hausdorff distance, the minimum distance is improperly
called distance since it does not satisfy all the properties of a true metric.
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Note that in practice this sequence converges in a finite number of steps, when
we consider a finite discrete space, as is the case in this paper. An example is
illustrated in Figure 4, with the same type of representation as in the previ-
ous figures. The reconstruction results in the only connected component of ψ
“marked” by ϕ.
φ
ψ
R(    |    )φ ψ
U( )
Figure 4: Reconstruction: only the connected component of ψ which is “marked” by ϕ is
reconstructed.
Searching for the most central models satisfying a formula. In some problems,
it might be interesting to find the most relevant worlds that are models of a
formula. This problem is solved in [33] by taking the absolute maximum of the
internal distance function (i.e. the function that associates to each world its
distance to ¬ϕ). Mathematical morphology offers other tools that could also be
interesting:
Ultimate erosion is one of them. It consists in eroding iteratively ϕ and, at
each step n, keeping the connected components of εn(ϕ) that disappear
in εn+1(ϕ). It corresponds exactly to the regional maxima of the internal
distance (i.e. the function that assigns to each model of ϕ the distance
to its closest model of ¬ϕ). This approach may provide several compo-
nents, which represent all parts of ϕ, belonging to different connected
components, or connected by narrow sets of worlds. This notion can be
formalized using the reconstruction operator (Definition 2).
Last-non empty erosion only keeps track of the largest component. Erosions
are iterated and the last result before the erosion becomes empty is the
final result. The result is then more restrictive than with ultimate erosion,
and some component of ϕ may not be represented. Definition 3 formalizes
this idea.
Morphological skeleton is another approach to represent a formula in a com-
pact and “central” way. It is defined as the union of the centers of maximal
balls included in the initial formula (see [48] for definitions on sets and
corresponding properties). This approach will not be further investigated
in this paper.
Definition 2. The ultimate erosion is expressed using the reconstruction oper-
ator as:
UE(ϕ) = ∪n∈N
(
εn(ϕ) \R (εn+1(ϕ) | εn(ϕ))) . (13)
Again in the finite discrete case, the iterative erosion process stops in a finite
number of steps.
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Definition 3. The last erosion of a formula ϕ, denoted by ε`(ϕ), is the erosion
of ϕ of the largest possible size such that the set of worlds where ε`(ϕ) is satisfied
is not empty or the smallest size of erosion leading to a fixed point:
ε`(ϕ) = ε
n(ϕ)⇔
{
εn(ϕ) 6` ⊥,
and ∀m > n, εm(ϕ) ` ⊥ or εm(ϕ) = εn(ϕ), (14)
with n the smallest value for which this holds, and ε0(ϕ) = ϕ.
In the example of Figure 3, the first erosion is also the last non-empty erosion.
It is interesting to note that the idea of successive erosions is related to the
notions of supermodels [19] and of preferred explanations [37]. For instance, it
is easy to prove that ω |= εk(ϕ) iff ω is a (k, 0)-supermodel of ϕ. The application
to preferred explanations will be further investigated in Section 6.
Opening and closing. Two other important operators are opening and closing.
An algebraic opening is an operator that is increasing, idempotent and anti-
extensive, and an algebraic closing is an operator that is increasing, idempotent
and extensive. Typical examples are δε and εδ where (ε, δ) is an adjunction,
as seen in the general algebraic framework. An important property if that
any disjunction of openings is an opening, and any conjunction of closings is
a closing. Opening and closing of a formula ϕ by a structuring element B are
defined respectively as: OB(ϕ) = δB(εB(ϕ)), and CB(ϕ) = εB(δB(ϕ)).
These two basic morphological filters can be seen as approximation opera-
tors, since they “simplify” formulas by either suppressing some irregularities for
opening, or adding some parts of ¬ϕ for closing. Families of filters can be built
from these two ones. For instance, granulometry [48] consists in applying succes-
sively openings with structuring elements of increasing size, such decomposing
a formula in parts of different characteristic sizes. Another example is alternate
sequential filters [49], which consist in building sequences of opening/closing (or
closing/opening), with structuring elements of increasing size. Such transfor-
mations are increasing and idempotent, and allow filtering progressively parts
of ϕ and ¬ϕ.
Note that ε` is an anti-extensive and idempotent operator, but it is not
increasing (and hence not an opening). The same applies for ultimate erosion.
2.6. Morphological ordering
Given a formula, a natural ordering can be derived from the sequence of its
successive erosions and dilations, for a given elementary structuring element (of
size 1). This idea is illustrated on sets in Figure 5. This will be particularly
interesting in the following, when considering a theory, and for defining a partial
order on the models satisfying this theory (by identifying a theory with an
equivalent formula). We call it morphological ordering.
Definition 4. Let Σ be a theory (represented by a formula) or a formula. Let
n be the maximal size of dilation and m the size of the last non-empty erosion,
i.e.:
εm(Σ) = ε`(Σ),
δn(Σ) = δ`(Σ),
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Σy
z
x
Figure 5: Illustration of a natural partial ordering derived from successive erosions (in blue)
and dilations (in red) of Σ. We have x f y f z in this example.
where δ` is defined in a similar way as the last erosion (and δ`(Σ) can be either
> or a fixed point). Then we define the fundamental sequence (Ti) of subsets of
Ω associated with Σ, from i = 0 to i = n+m, as follows:
Ti =
{ Jεm−i(Σ)K if i ≤ mJδi−m(Σ)K if i > m
The morphological total pre-order associated to Σ is then defined by:
ω f ω′ def⇔ ∀k (ω′ ∈ T k ⇒ ω ∈ T k). (15)
The fact that this defines a pre-order is easy to check. Note that this ordering
depends on the choice of the elementary structuring element.
As an example, let us consider again three propositional symbols, with the
same representation as in Figures 2 and 3, and Σ = {a→ c, b→ c} (represented
by the same formula ϕ as in the example of Figure 3). The models of Σ are
Ω\{a∧b∧¬c, a∧¬b∧¬c,¬a∧b∧¬c}. We have Jδ(Σ)K = Ω, Jε(Σ)K = {¬a∧¬b∧c},
and Jε2(Σ)K = ∅, as illustrated in Figure 6.
δ(Σ)
(1, 0, 0)
(0, 1, 1) (1, 1, 1)
(1, 0, 1)(0, 0, 1)
(0, 0, 0)
(0, 1, 0) (1, 1, 0)
Σ
ε(Σ)
Σ\
Figure 6: Illustration of the morphological ordering (here n = 1,m = 1).
This provides a stratification of the elements of Ω, as given in Table 1.
Note that in case the last dilation yields a fixed point different from >, the
rank of the models in Ω \ Jδ`(Σ)K is set to +∞ by convention. This amounts to
ordering only Jδ`(Σ)K.
Proposition 1. The following properties hold:
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0 ¬a ∧ ¬b ∧ c
1 ¬a ∧ ¬b ∧ ¬c, a ∧ ¬b ∧ c,¬a ∧ b ∧ c, a ∧ b ∧ c
2 a ∧ ¬b ∧ ¬c,¬a ∧ b ∧ ¬c, a ∧ b ∧ ¬c
Table 1: Stratification of the elements of Ω according to the morphological ordering associated
with Σ = {a→ c, b→ c}.
• The subsets Ti of Ω are nested, i.e. ∀i ∈ [0...(n + m − 1)], Ti ⊆ Ti+1 for
the considered dilations and erosions (with structuring elements such that
ω ∈ Bω).
• The relation f is reflexive and transitive, i.e. a pre-order, which is more-
over total.
• Let Re be the relation defined on 2Ω by Re(ω, ω′) iff max{k ∈ [0...(n +
m)] | ω ∈ T k} = max{k ∈ [0...(n + m)] | ω′ ∈ T k}. This relation is an
equivalence relation and the ordering induced by f on the quotient space
2Ω/Re is a total ordering.
Let us briefly comment on the choice of the structuring element used in the
morphological operations. When it is taken as a ball of the Hamming distance,
as in all examples in this section so far, then the neighborhood it defines is
isotropic and all variables are taken into account in the same way. However,
different structuring elements could be used, and their choice is a way to impose
preferences, for instance on some variables over other ones. As an example, let
us consider the following structuring element, defining the neighborhood of any
world ω ∈ Ω:
Babω = {ω′ ∈ Bω | ω(c) = ω′(c)},
where B denotes the ball of radius 1 of the Hamming distance, and ω(c) =
ω′(c) means that c is instantiated in the same way in ω and in ω′. With this
structuring element, c is not handled in the same way as variables a and b. Note
that when performing successive erosions (respectively dilations) with such a
structuring element, we may not end up with ⊥ (respectively >), but we may
converge towards a fixed point (a subset of Ω). Figure 7 illustrates the effect
of this structuring element on the same example as in Figure 6. The derived
morphological ordering and the corresponding stratification of Ω is now given
in Table 2.
δ(Σ)
(1, 0, 0)
(0, 1, 1) (1, 1, 1)
(1, 0, 1)(0, 0, 1)
(0, 0, 0)
(0, 1, 0) (1, 1, 0)
Σ
ε(Σ)
Σ\ δ  (Σ)  δ(Σ)\2
Figure 7: Illustration of the morphological ordering (here n = 2,m = 1), using Bab as
structuring element.
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0 ¬a ∧ ¬b ∧ c, a ∧ ¬b ∧ c,¬a ∧ b ∧ c, a ∧ b ∧ c
1 ¬a ∧ ¬b ∧ ¬c
2 a ∧ ¬b ∧ ¬c,¬a ∧ b ∧ ¬c
3 a ∧ b ∧ ¬c
Table 2: Stratification of the elements of Ω according to the morphological ordering associated
with Σ = {a→ c, b→ c}, using Bab as structuring element.
As another way to handle variables differently, let us note that Ω does not
need to be “isotropic”, i.e. the cube in our illustrations could be a parallelepiped,
with different lengths of the edges, representing the elementary distances be-
tween worlds. A distance between two worlds can then be defined as the length
of a shortest path in this weighted graph. Structuring elements can be defined
as balls of this distance. However, in general this distance does not satisfy the
betweenness property, which makes is less interesting for our purpose.
It is important to note that the ordering of the elements of Ω depends on
both Σ and the definition of erosion and dilation, in particular the choice of the
structuring element.
This morphological ordering will be used to unify several reasoning tasks, in
particular abduction and revision, in Section 6.
3. Computational issues
Unless stated otherwise, for all the operators considered here we assume that
the structuring element is the ball of radius 1 for the Hamming distance.
3.1. Dilation
The commutativity of dilation with disjunction, along with the iteration
property, allows us to recover results of [33]. In particular, the following result
holds.
Proposition 2. Let ϕ be a consistent conjunction of literals, i.e. ϕ = l1 ∧ l2 ∧
... ∧ ln, then
δ1(ϕ) = ∨nj=1(∧i 6=j li).
Similarly, if ϕ is a disjunction of literals, i.e. ϕ = l1 ∨ ...∨ lm, then the erosion
is expressed as:
ε1(ϕ) = ∧mj=1(∨i 6=j li).
In these equations δ1 (respectively ε1) denotes the dilation (erosion) using as
structuring element a ball of radius 1 of the Hamming distance.
This property, together with the commutation of dilation with disjunction,
gives the following result [33]: if k is a fixed integer, then the dilation of size k
δk(ϕ) of a DNF formula ϕ can be computed in time O(nk) – thus in polynomial
time. In a similar way, erosion commutes with intersection and can be computed
in polynomial time from a CNF formula.
When ϕ is not under DNF, computing δk(ϕ) directly from ϕ (without rewrit-
ing ϕ under DNF first) is a difficult problem.
However, we can prove a slightly general result:
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Proposition 3. If φ1, . . . , φn are such that for all i, j, φi and φj do not share
variables, then δ(φ1 ∧ . . . ∧ φn) =
∨n
j=1
(
δ(φj) ∧
∧
k 6=j φk
)
.
Proof: For every interpretation ω let ωi = ω
↓V ar(ϕi) be the projection of ω on
the language of ϕi (V ar(ϕi)). We have ω |= δ(ϕ1 ∧ . . . ∧ ϕn) if and only if
(1) there exists ω′ such that ω′ |= ϕ1 ∧ . . . ∧ ϕn and d(ω, ω′) ≤ 1.
Now, d(ω, ω′) =
∑
i=1,...,n d(ωi, ω
′
i) (since the ϕi have no variable in common).
Therefore, d(ω, ω′) ≤ 1 if and only if there exists a j, j ≤ n, such that: (a)
d(ωj , ω
′
j) ≤ 1, and (b) for every k 6= j, ωk = ω′k. From this we get that (1) is
equivalent to:
(2) there exists a j, j ≤ n, such that ωj |= δ(ϕj) and for every k 6= j, ωk |= ϕk.
Now, δ(ϕj) is equivalent to a formula on the language V ar(ϕi), therefore ω |=
δ(ϕj) iff ωj |= δ(ϕj), Moreover, ω |= ϕk iff ωk |= ϕk. Therefore, ω |= δ(ϕ1 ∧
. . . ∧ ϕn) if and only if there exists a j, j ≤ n, such that ω |= δ(ϕj) ∧
∧
k 6=j ϕk,
from which the result follows. 
In particular:
• if V ar(ϕ) ∩ V ar(ψ) = ∅, then δ(ϕ ∧ ψ) = (ϕ ∧ δ(ψ)) ∨ (δ(ϕ) ∧ ψ);
• if ϕ1, . . . , ϕn are literals whose associated variables are all different, then
we recover the identity δ(l1 ∧ . . . ∧ ln) =
∨n
j=1
∧
k 6=j lk.
Now, how hard is it to compute dilations (respectively erosions) when ϕ is
not under DNF (respectively CNF)? First of all we have the following complexity
results.
Proposition 4.
1. Given an interpretation ω and a formula ϕ, deciding whether ω |= δ(ϕ) is
NP-complete.
2. Given an interpretation ω and a formula ϕ, deciding whether ω |= ε(ϕ) is
coNP-complete.
Proof: In both cases membership is straightforward. For hardness for point 1
we consider the following reduction from sat: we map every formula α to 〈ϕ, ω〉
where ϕ = p ∧ α with p 6= V ar(α), and ω being any interpretation satisfying
p. Using Proposition 3 we have δ(p ∧ α) ≡ (p ∧ δ(α)) ∨ (δ(p) ∧ α), which is
equivalent to α ∨ (p∧ δ(α)). Now, if α is satisfiable, then so is δ(α). Therefore,
ω |= α ∨ (p ∧ δ(α)). If α is unsatisfiable, then so are δ(α) and α ∨ (p ∧ δ(α)).
Therefore ω 6|= α∨(p∧δ(α)). The reduction from unsat for point 2 is similar. 
This shows that, a fortiori, computing erosion or dilation in the general case
is hard. Moreover, the size of ε(ϕ) and δ(ϕ) is not polysize, except if P = NP.
It is not sure that there is a way of computing erosion (dilation) being more
efficient than first rewriting ϕ under CNF (DNF).
Note that inference from the dilation of a formula is (theoretically) not harder
than inference from the formula itself. Namely, given any two formulas ϕ and ψ
and any integer k, determining whether δk(ϕ) |= ψ is coNP-complete. Obviously,
a similar result holds for inference from erosion.
However, interesting results can be obtained for erosion by decomposing
a formula into its connected components. Based on the graph interpretation
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used all through this paper, a connected component is classically defined as a
connected component in the graph: we say that ψ is a connected component
of ϕ if JψK is a connected component of the graph associated with ϕ (whose
set of vertices is JϕK) and whose set of edges is defined by (ω, ω′) whenever
d(ω, ω′) ≤ 1).
Proposition 5. If d(ϕ,ψ) ≥ 2, for d being the minimum distance between for-
mulas, then ε(ϕ ∨ ψ) ≡ ε(ϕ) ∨ ε(ψ).
Proof: Assume d(ϕ,ψ) ≥ 2. We already know that ε(ϕ) ∨ ε(ψ) |= ε(ϕ ∨ ψ),
so it remains to be proven that ε(ϕ ∨ ψ) |= ε(ϕ) ∨ ε(ψ). Let ω |= ε(ϕ ∨ ψ).
This implies ω |= ϕ∨ψ if the erosion is anti-extensive (which is the case in this
paper). Without loss of generality, assume ω |= ϕ. Because d(ϕ,ψ) ≥ 2, we
have d(ω, ψ) ≥ 2. Now, assume that ω 6|= ε(ϕ), i.e., d(ω,¬ϕ) ≤ 1; this means
that there exists a ω′ such that ω′ |= ¬ϕ and d(ω, ω′) = 1 (d(ω, ω′) = 0 is im-
possible because ω |= ϕ and ω′ |= ¬ϕ). Now, we must have ω′ |= ψ; otherwise
we would have ω′ |= ¬ϕ ∧ ¬ψ, hence d(ω,¬ϕ ∧ ¬ψ) ≤ 1, which contradicts
ω |= ε(ϕ∨ψ). Therefore, d(ϕ,ψ) ≤ d(ω, ω′) ≤ 1, which contradicts the assump-
tion that d(ϕ,ψ) ≥ 2. 
Proposition 6. Let ϕ1, . . . , ϕp be the connected components of ϕ. Then we
have:
ε(ϕ) ≡
p∨
i=1
ε(ϕi).
Proof: For any two distinct connected components ϕi, ϕj of ϕ we have d(ϕi, ϕj) ≥
2, therefore, ε(
∨p
i=1 ϕp) ≡
∨p
i=1 ε(ϕi); the fact that ϕ ≡
∨p
i=1 ϕp enables us to
conclude that ε(ϕ) ≡ ∨pi=1 ε(ϕi). 
Now, we have to find a way of (a) computing the connected components of
ϕ and (b) computing ε(ϕ). The first step is easy when ϕ is under DNF. We first
note the following fact:
Proposition 7. Let ϕ = ψ1 ∨ . . . ∨ ψq be a DNF formula. For any i, j ∈
{1, . . . , q}, d(ψi, ψj) is equal to the number of disagreeing literals between ψi
and ψj.
For instance, we have d(a∧¬b∧ c, b∧¬c∧d) = 2, d(a∧¬b∧ c, b∧ c∧d) = 1,
and d(a ∧ ¬b ∧ c, c ∧ d) = 0.
Proposition 8. Let ϕ = ψ1 ∨ . . . ∨ ψq be a DNF formula. Let Gϕ be the undi-
rected graph defined by its set of vertices JϕK, which can be grouped into subsets
{a1, . . . , aq} where ai = JψiK, and containing an edge {ai, aj} iff d(ψi, ψj) ≤ 1.
Then the connected components of Gϕ correspond to the connected components
of ϕ, and {ai, i ∈ I ⊆ {1, . . . , q}} is a connected component of Gϕ iff
∨
i∈I ψi is
a connected component of ϕ.
Example 1. Let us consider ϕ = (a ∧ b) ∨ (a ∧ c) ∨ (b ∧ c) ∨ (¬a ∧ ¬b ∧
¬c ∧ ¬d) (Figure 8). The graph Gϕ has 8 vertices, grouped into 4 subsets ai,
and its edges are {a1, a2}, {a1, a3}, {a2, a3}, plus the reflexive edges {a1, a1},
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{a2, a2}, {a3, a3}, {a4, a4}. Gϕ has two connected components: {a1, a2, a3} =
{(0, 1, 1), (1, 1, 1), (1, 0, 1), (1, 1, 0)} and {a4} = {(0, 0, 0)} (the valuation of d is
not represented here), therefore ϕ has two connected components: ϕ1 = (a ∧
b) ∨ (a ∧ c) ∨ (b ∧ c) and ϕ2 = ¬a ∧ ¬b ∧ ¬c ∧ ¬d, from which we have ε(ϕ) =
ε(ϕ1) ∨ ε(ϕ2) = (a ∧ b ∧ c) ∨ ⊥ = a ∧ b ∧ c.
φ
φ
1
2
ε(φ)
(0, 0, 1)
(1, 1, 1)
(1, 0, 1)
(0, 1, 0) (1, 1, 0)
(1, 0, 0)(0, 0, 0)
(0, 1, 1)
Figure 8: Decomposition of ϕ into two connected components ϕ1 and ϕ2, and its erosion (only
a, b and c are considered in this representation).
3.2. About last erosion and ultimate erosion
Let us consider the last erosion (Definition 3). Denote by `(ϕ) the number
of iterations to reach the last non-empty erosion of ϕ.
Proposition 9. If 6|= ϕ and ϕ 6≡ > then `(ϕ) ≤ N − 1, where N is the number
of propositional symbols in the language.
Proof: Let k = `(ϕ). We have ω |= εk(ϕ) if for all ω′ |= ¬ϕ we have d(ω, ω′) > k.
Therefore, k < N , because it can never be the case that d(ω, ω′) > N . 
Actually, we can find a better bound for `(ϕ):
Proposition 10. If 6|= ϕ and ϕ 6≡ > then `(ϕ) is less than the length of the
shortest prime implicate of ϕ (the set of prime implicates being denoted by
PI(ϕ)).
Proof: The result follows easily from ϕ ≡ ∧PI(ϕ), from the fact that erosion
commutes with conjunction, and from the following expression of the erosion of
a disjunction of literals:
ε(l1 ∨ ... ∨ lm) = ∧mj=1(∨i 6=j li),
this result being obtained by duality from Proposition 2 (or directly by induc-
tion on m). 
For instance let us consider ϕ = (a↔ b). We have PI(ϕ) = {a∨¬b,¬a∨ b},
i.e., every prime implicate of ϕ is of length 2; ε1(ϕ) = ⊥, therefore `(ϕ) = 0.
This example shows that `(ϕ) can be strictly lower than the bound expressed
in Proposition 10.
Proposition 9 enables us to say that deciding whether ω |= ε`(ϕ) is in BH2
in the Boolean hierarchy of NP sets.
Let us now consider ultimate erosion (Definition 2). The following result
directly follows from Proposition 6.
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Proposition 11. Let ϕ1, . . . , ϕp be the connected components of ϕ. Then we
have: UE(ϕ) ≡ ∨pi=1 UE(ϕi).
Using Proposition 11, the following algorithm computes the ultimate erosion
of ϕ.
UE(ϕ):
begin
decompose ϕ into its connected components ϕ1, . . . , ϕp;
if p = 1
then if ε(ϕ) ≡ ⊥
then return ϕ
else return UE(ε(ϕ))
endif
else return UE(ϕ1) ∨ . . . ∨ UE(ϕn)
endif
3.3. About opening and skeleton
A morphological opening is the composition of an erosion followed by a
dilation: O(ϕ) = δ(ε(ϕ)). Computing O(ϕ) is not an easy task. If ϕ is in CNF,
then δ(ϕ) is computable in polynomial time, and expressible as a polysize CNF,
but then δ(ε(ϕ)) is not (and can be exponentially long). If ϕ is in DNF, then ε(ϕ)
is not polynomially computable (and can be exponentially long). Proposition 5
gives a hint on how to compute O(ϕ), when ϕ is under DNF.
Proposition 12. Let ϕ1, . . . , ϕp the connected components of ϕ. Then we have:
O(ϕ) ≡ ∨pi=1O(ϕi).
This results directly follows from Proposition 6.
Let us now consider the skeleton Sk(ϕ). It is defined as the centers of
maximal balls of the Hamming distance included in ϕ. In the finite discrete
case, it can be computed by the following algorithm:
begin
Sk(ϕ) := ϕ ∧ ¬O(ϕ); ψ = ϕ
While ψ 6≡ ⊥ do
Sk(ϕ) := Sk(ϕ) ∨ (ε(ψ) ∧ ¬O(ε(ψ)));
ψ := ε(ψ)
end while
Return Sk(ϕ)
We note that the number of iterations performed by this algorithm is equal
to min{i, εi(ϕ) ≡ ⊥} and therefore is no larger than N .
Example 2.
Let us consider again ϕ = (a ∧ b) ∨ (a ∧ c) ∨ (b ∧ c) ∨ (¬a ∧ ¬b ∧ ¬c), as in
Figure 8. We have:
• O(ϕ) = (a ∧ b) ∨ (a ∧ c) ∨ (b ∧ c) and ϕ ∧ ¬O(ϕ) = (¬a ∧ ¬b ∧ ¬c) which
is the center of a maximal ball of radius 0;
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• ε(ϕ) = a ∧ b ∧ c, O(ε(ϕ)) = ⊥, and ε(ϕ) ∧ ¬O(ε(ϕ)) = a ∧ b ∧ c, which is
the center of a maximal ball of radius 1;
• the next erosion provides ⊥, so we stop here and return Sk(ϕ) = (¬a ∧
¬b ∧ ¬c) ∨ (a ∧ b ∧ c).
This is illustrated in Figure 9.
(0, 0, 1)
(1, 1, 1)
(1, 0, 1)
(0, 1, 0) (1, 1, 0)
(1, 0, 0)(0, 0, 0)
(0, 1, 1)
φ
center of maximal ball of radius 0
center of maximal ball of radius 1
U (φ)Skel
Figure 9: Skel(ϕ): it is composed of the centers of maximal balls of radius 0 and 1.
We see that computing Sk(ϕ) heavily relies on computing O(ϕ). Using the
previous results on erosions and openings, we have:
Proposition 13. Let ϕ1, . . . , ϕp the connected components of ϕ. Then we have:
Sk(ϕ) ≡ ∨pi=1 Sk(ϕi).
4. Belief revision
In this section, we briefly survey some existing revision operators, and show
that they can be equivalently expressed using morphological dilations. This
establishes a first link between the proposed morpho-logic formalism and some
reasoning tools developed for addressing aspects of knowledge dynamics. The
morphological expressions will prove useful in Section 6.4 when proposing a
unified framework for several reasoning tasks, using both erosions and dilations,
and exploiting the morphological ordering introduced in Section 2.6.
We start with some basics about belief revision. The aim of belief revision
is to model how to incorporate in a coherent way a piece of information to a
corpus of beliefs. In the most studied model, the AGM model [4], the corpus of
beliefs is represented by a logical theory K and the (new) piece of information
by a formula ψ. The result of incorporating ψ to K, i.e. the revision of K by ψ,
is denoted by K ? ψ. We give here a very simple presentation of this model in
finite propositional logic due to Katsuno and Mendelzon [27] in which the (old)
beliefs K are indeed represented by a formula ϕ (that is, K = Cn(ϕ)) and the
revision of ϕ by ψ is denoted ϕ ◦ψ. Note that ◦ is a function mapping a couple
of formulas into a formula. This kind of function is called a revision operator4
when it satisfies the following rationality postulates:
(R1) ϕ ◦ ψ ` ψ (Success)
4It is is easy to see that we can define an AGM operator ? starting from ◦, by letting
K ? ψ = Cn(ϕ ◦ ψ) where ϕ satisfies K = Cn(ϕ).
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(R2) If ϕ ∧ ψ 0 ⊥ then ϕ ◦ ψ ≡ ϕ ∧ ψ (Minimality)
(R3) If ψ 0 ⊥ then ϕ ◦ ψ 0 ⊥ (Coherence)
(R4) If ϕ1 ≡ ϕ2 and ψ1 ≡ ψ2 then ϕ1 ◦ψ1 ≡ ϕ2 ◦ψ2(Syntax independence)
(R5) (ϕ ◦ ψ) ∧ θ ` ϕ ◦ (ψ ∧ θ) (Superexpansion)
(R6) If (ϕ ◦ ψ) ∧ θ 0 ⊥ then ϕ ◦ (ψ ∧ θ) ` (ϕ ◦ ψ) ∧ θ (Subexpansion)
A very powerful tool in order to construct revision operators is the repre-
sentation theorem [27], based on the notion of faithful assignment. A faithful
assignment is a mapping which associates to each formula ϕ a total pre-order
≤ϕ on Ω such that the following conditions hold:
(1) if ω |= ϕ and ω′ |= ϕ then ω ∼ϕ ω′;
(2) if ω |= ϕ and ω′ |= ¬ϕ then ω <ϕ ω′;
(3) if |= ϕ1 ↔ ϕ2 then ≤ϕ1=≤ϕ2 .
The representation theorem proven by Katsuno and Mendelzon [27] is the
following one:
Theorem 1. An operator ◦ is a revision operator ◦, i.e. that satisfies R1-
R6, iff there exists a faithful assignment that maps each formula ϕ to a total
pre-order ≤ϕ such that for every propositional formula ψ we have5
Jϕ ◦ ψK = min(JψK,≤ϕ)
Intuitively, the pre-order ≤ϕ is a qualitative way to express the distance of
a world ω to ϕ, i.e., ω ≤ϕ ω′ means that ω is closer to ϕ than ω′. Actually, a
faithful assignment can be defined from a distance d from a world to a formula
in the following way: ω ≤ϕ ω′ iff d(ω, ϕ) ≤ d(ω′, ϕ), where d(ω, ϕ) is defined
as min{d(ω, ω′′) | ω′′ |= ϕ}. In particular, the revision operator induced by the
choice of the distance dH is known as Dalal’s revision operator.
Now, let us consider the morphological dilation δ defined using as structuring
element the ball of radius one of the distance d. It can be easily seen that we
have
ϕ ◦ ψ = δn(ϕ) ∧ ψ,
with n = min{k ∈ N | δk(ϕ) ∧ ψ is consistent}.
This approach is very natural since it corresponds to a principle of minimal
change. The following example illustrates in a precise manner the behavior of
this operator.
Example 3 (Revision). John knew Linda6 when both of them were PhD stu-
dents in Philosophy in a very prestigious university. He remembers Linda’s
activism in feminism, her brilliant record and her great beauty. Both obtained
their PhD degree at the same time. Since then, five years after, John has no
news from Linda. However, he thinks that Linda is for sure an activist in fem-
inism, that she occupies an excellent position in a Philosophy Department of
5The notation min(A,≤) where ≤ is a total pre-order, stands for {ω ∈ A | ∀ω′ ∈ A, ω ≤
ω′}.
6This story is inspired by a famous example in Cognitive Psychology of an experiment by
Tversky and Kahneman [50].
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one prestigious university and she maintains her beauty. John meets Peter, a
common classmate, who says him that, surprisingly, Linda is now a bank teller.
With this new piece of information John revises his beliefs and he thinks now
that Linda is a bank teller who keeps her feminist activism and keeps her beauty.
In this problem we code by the atoms a, b and c the facts Linda is a feminist
activist, Linda is beautiful and Linda is a Professor respectively, and by ¬c the
fact that Linda is not a Professor (for instance the fact that Linda is a bank
teller). The formula ϕ := a ∧ b ∧ c codes the beliefs of the agent (John) and
the formula ψ := ¬c codes the new information. Then, following the previous
definition of the revision operator ◦, we have ϕ◦ψ = δ1(ϕ)∧¬c. That is because
ϕ∧ψ is inconsistent and δ1(ϕ)∧ψ is consistent. We have δ1(ϕ)∧¬c = a∧b∧¬c,
that is Linda keeps her feminist activism, her beauty and she is a bank teller.
This example is illustrated in Figure 10, using the same conventions as in
Section 2.
φ
ψ
φ ο ψ
(0, 0, 0) (1, 0, 0)
(0, 1, 0)
(0, 0, 1)
(0, 1, 1) (1, 1, 1)
(1, 1, 0)
(1, 0, 1)
Figure 10: Example of revision ϕ ◦ ψ, obtained here for a dilation of size n = 1.
It is important to point out that within the previous approach, using as
structuring element the standard ball of radius 1 (with respect to the Hamming
distance in the example), there always exists n such that δn(ϕ) ≡ > (when ϕ
is consistent). This is essentialy the reason why ϕ ◦ ψ is consistent when ϕ is
consistent. Also it is the reason why the so called success postulate in belief
revision (ϕ ◦ ψ ` ψ) holds.
We have also remarked that there are some cases (with special structuring
elements) in which we have a fixed point for the dilation, which is not necessary
>. For instance, we can have ϕ and n such that δn(ϕ) = δn+1(ϕ) and δn(ϕ) 6≡ >.
What is interesting is that even in such a case we can define interesting and more
general revision operators, namely credibility-limited revision operators [13, 23].
The precise way to do that is as follows:
ϕ ◦ ψ =
{
δn(ϕ) ∧ ψ where n = min{k ∈ N | δk(ϕ) ∧ ψ is consistent}
ϕ if there is no k such that δk(ϕ) ∧ ψ 6` ⊥
What is interesting to note is that in this general case, we can encode the
credible worlds (see [13]) as Jδn(ϕ)K, where n is the least integer such that
δn(ϕ) = δn+1(ϕ).
Let us now consider the more general case, where δ is not necessarily a
dilation defined from a distance. We have the following result:
Proposition 14. Let δ be an extensive and exhaustive operator (i.e. satisfying
the following fillingness property: ∀ϕ,∃n ∈ N, δn(ϕ) ≡ >) on the lattice of
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propositional formulas. Then the operator ◦ defined by:
∀ϕ,ψ, ϕ ◦ ψ = δn(ϕ) ∧ ψ
with n = min{k ∈ N | δk(ϕ) ∧ ψ is consistent} (the existence of n is guaranteed
by the fillingness property), δ0(ϕ) = ϕ and δk(ϕ) = δ(δk−1(ϕ)) for k ≥ 1, is a
revision operator satisfying the postulates R1-R6.
The proof of the previous proposition is based on Theorem 1. Actually, the
mapping which associates ϕ to ≤ϕ defined by:
∀ω, ω′, ω ≤ϕ ω′ ⇔ ∀n ∈ N, ω′ ∈ Jδn(ϕ)K⇒ ω ∈ Jδn(ϕ)K
is a faithful assignment and it is not hard to see that for all ψ, Jϕ ◦ ψK =
min(JψK,≤ϕ), which by Theorem 1 says that ◦ is a revision operator.
Typically, δ can be any extensive and exhaustive dilation, but this propo-
sition is slightly more general since it does not require δ to commute with the
supremum, nor to be increasing.
The minimality property of revision operators has been widely discussed in
the literature (see e.g. [29, 43, 44]). Although it is not easy to define in any
context in a general way, let us note that, in the particular case of propositional
logic, the proposed morphological definition of revision provides a natural way
to achieve this minimality in the sense that the set of models is minimally
enlarged, which corresponds to the meaning of minimal change in [27]. The
proposed approach also provides sound and precise tools to compute minimal
revisions.
5. Belief merging
In this section, we briefly survey some existing belief merging operators, and
show the link with morphological dilations.
We now recall some basics about belief merging7. Belief merging [30, 31, 32]
aims at combining several pieces of information when there is no strict prece-
dence between them. The agent faces several conflicting pieces of information
coming from several sources of equal reliability8, and he has to build a coherent
description of the world from them.
More precisely the inputs of a merging problem are a profile Φ = {ϕ1, . . . , ϕn},
defined as a multi-set of propositional formulas encoding the different sources of
information, and the integrity constraints encoded by a propositional formula
µ. The result of merging Φ under the constraint µ is a propositional formula
which will be denoted ∆µ(Φ) (when µ ≡ >, we will write simply ∆(Φ) instead
of ∆>(Φ)). Thus, the merging model is based on the study and construction of
well behaved functions ∆ mapping a couple (Φ, µ) into a formula ∆µ(Φ). Such
functions are called merging operators. More precisely, an integrity constraint
merging operator (an IC merging operator for short) is a function ∆ satisfying
7In knowledge dynamics the fusion of pieces of information having a logical representation
is usually called belief merging [30, 31, 32].
8Actually the sources can have different reliabilities, but we will focus on the case where
all the sources have the same reliability; there is already a lot to say in this case.
23
the following rationality postulates:
(IC0) ∆µ(Φ) ` µ
(IC1) If µ is consistent, then ∆µ(Φ) is consistent
(IC2) If
∧
Φ is consistent with µ, then ∆µ(Φ) ≡
∧
Φ ∧ µ
(IC3) If Φ1 ≡ Φ2 and µ1 ≡ µ2, then ∆µ1(Φ1) ≡ ∆µ2(Φ2)
(IC4) If ϕ1 ` µ and ϕ2 ` µ, then ∆µ({ϕ1, ϕ2}) ∧ ϕ1 is consistent if and only
if ∆µ({ϕ1, ϕ2}) ∧ ϕ2 is consistent
(IC5) ∆µ(Φ1) ∧∆µ(Φ2) ` ∆µ(Φ1 unionsq Φ2)
(IC6) If ∆µ(Φ1)∧∆µ(Φ2) is consistent, then ∆µ(Φ1 unionsqΦ2) ` ∆µ(Φ1)∧∆µ(Φ2)
(IC7) ∆µ1(Φ) ∧ µ2 ` ∆µ1∧µ2(Φ)
(IC8) If ∆µ1(Φ) ∧ µ2 is consistent, then ∆µ1∧µ2(Φ) ` ∆µ1(Φ)
where
∧
Φ denotes the conjunction of all the formulas of Φ; Φ1 ≡ Φ2 means
that there is a bijection f from Φ1 into Φ2 such that for any formula ϕ ∈ Φ1, we
have ϕ ≡ f(ϕ) (in particular, Φ1 and Φ2 have the same cardinality as multisets);
the symbol unionsq stands for the multiset union.
For a detailed explanation of these postulates, see [31]. However, let us make
a comment about Postulate (IC4), known as the fairness postulate. As a matter
of fact, this is a very restrictive postulate. Indeed, the only operators satisfying
all the postulates are the operators built from distance and aggregation functions
(see [32]). Very natural operators fail to satisfy (IC4). In Section 5.2 of [31]
there are interesting results around this problem.
An operator ∆ is called an IC quasi-merging operator if it satisfies all the
previous postulates except (IC6), but instead of this postulate it satisfies the
following one:
(IC6’) If ∆µ(Φ1)∧∆µ(Φ2) is consistent, then ∆µ(Φ1unionsqΦ2) ` ∆µ(Φ1)∨∆µ(Φ2)
In order to establish a representation theorem we need to introduce the
notion of syncretic assignment. This is a function mapping each profile Φ to a
total pre-order ≤Φ over interpretations such that for any profiles Φ,Φ1,Φ2 and
for any belief bases ϕ,ϕ′ the following conditions hold:
(1) If ω |= Φ and ω′ |= Φ, then ω 'Φ ω′
(2) If ω |= Φ and ω′ 6|= Φ, then ω <Φ ω′
(3) If Φ1 ≡ Φ2, then ≤Φ1=≤Φ2
(4) ∀ω |= ϕ ∃ω′ |= ϕ′ ω′ ≤ϕunionsqϕ′ ω
(5) If ω ≤Φ1 ω′ and ω ≤Φ2 ω′, then ω ≤Φ1unionsqΦ2 ω′
(6) If ω <Φ1 ω
′ and ω ≤Φ2 ω′, then ω <Φ1unionsqΦ2 ω′
When the condition (6) is replaced by the following condition
(6’) If ω <Φ1 ω
′ and ω <Φ2 ω
′, then ω <Φ1unionsqΦ2 ω
′
the assignment is called a quasi-syncretic assignment, that is a function mapping
each profile Φ to a total pre-order ≤Φ over interpretations satisfying (1)-(5) and
(6’).
Now we can state the following representation theorem for merging opera-
tors:
Theorem 2 ([31]). An operator ∆ is an IC merging operator (or IC quasi-
merging operator respectively) if and only if there exists a syncretic assignment
(or quasi-syncretic assignment respectively) that maps each profile Φ to a total
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pre-order ≤Φ such that J∆µ(Φ)K = min(JµK,≤Φ)
A very useful technique to build such operators is based on a distance (ac-
tually a pseudo-distance) between interpretations and a numerical aggregation
function. We describe how this works more precisely in what follows.
A pseudo-distance9 between interpretations is a function d : Ω × Ω 7→ R+
such that for any ω, ω′ ∈ Ω: d(ω, ω′) = d(ω′, ω), and d(ω, ω′) = 0 iff ω = ω′.
An aggregation function f is a function mapping for any positive integer
n, each n-tuple of non negative reals into a positive real such that for any
x1, . . . , xn, x, y ∈ R+:
• if x ≤ y, then f(x1, . . . , x, . . . , xn) ≤ f(x1, . . . , y, . . . , xn) (monotony)
• f(x1, . . . , xn) = 0 iff x1 = . . . = xn = 0 (minimality)
• f(x) = x (identity)
With the help of d and f , a distance between interpretations and an aggre-
gation function respectively, we can construct a total pre-order ≤Φ on interpre-
tations associated with Φ = {ϕ1, ..., ϕn} in the following way. First, remember
that d(ω, ϕ) is minω′|=ϕ d(ω, ω′). Then, define d(ω,Φ) = f(d(ω, ϕ1) . . . , d(ω, ϕn)).
Finally, ω ≤Φ ω′ iff d(ω,Φ) ≤ d(ω′,Φ). This process is, actually, an assignment
which is in fact a syncretic (or a quasi-syncretic) assignment when the aggrega-
tion function has good additional properties such as symmetry, composition and
decomposition (see [32]). For instance when f is the function sum or leximin, we
obtain a syncretic assignment by the previous process. When f is the function
max, we obtain a quasi-syncretic assignment. Thus, in virtue of Theorem 2,
the operator defined by the equation J∆µ(Φ)K = min(JµK,≤Φ) is an IC merging
operator when the aggregation function used is the sum or leximin (Gmax) and
is an IC quasi-merging operator when the aggregation function used is the max.
They are called in the literature ∆Σ, ∆Gmax and ∆max respectively10.
Let us now establish the links with dilations. Again we consider a dilation δ
defined using the balls of the distance d as structuring elements. Then it is not
hard to see the following:
∆maxµ (ϕ1, ..., ϕm) = δ
n(ϕ1) ∧ δn(ϕ2) ∧ ... ∧ δn(ϕm) ∧ µ, (16)
where n = min{k ∈ N | δk(ϕ1) ∧ ... ∧ δk(ϕm) ∧ µ is consistent}.
∆Σµ (ϕ1, ..., ϕm) =
∨
(n1,...,nm)
δn1(ϕ1) ∧ δn2(ϕ2) ∧ ... ∧ δnm(ϕm) ∧ µ, (17)
where the values n1, . . . , nm are such that
∑m
i=1 ni is minimal with δ
n1(ϕ1) ∧
δn2(ϕ2) ∧ ... ∧ δnm(ϕm) ∧ µ consistent.
An example illustrating the behavior of ∆max is displayed in Figure 11, with
the same conventions as in Section 2 and the Hamming distance. Let us consider
ϕ = ¬a ∧ ¬b ∧ ¬c, ψ = a ∧ b ∧ ¬c and µ = >. While ϕ ∧ ψ is not consistent,
δ1(ϕ)∧ δ1(ψ) is, and ∆max(ϕ,ψ) = δ1(ϕ)∧ δ1(ψ) = (a∧¬b∧¬c)∨ (¬a∧ b∧¬c)
(i.e. the merging provides either a or b, exclusively, and ¬c).
9The triangle inequality is not required.
10Strictly, they are called ∆d,Σ, ∆d,Gmax and ∆d,max respectively, to emphasize the chosen
distance d.
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φψ
max∆     (φ, ψ)
Figure 11: Example of fusion ∆max(ϕ,ψ), obtained for a dilation of size n = 1.
Next we give a less abstract example.
Example 4 (Fusion). Let us consider two agents who want to travel together
but have inconsistent preferences. The set of propositional symbols is the set
of all countries in the world. Preferences are denoted by formulas ϕ. In this
example, we show how dilation can help reaching an agreement between agents.
Let us assume that Agent 1 prefers to travel in Spain: ϕ1 = Spain. On the
other hand, Agent 2 prefers to travel in Morocco: ϕ2 = Morocco. Hence the
two agents have conflicting preferences. However, each agent is now ready to
extend his preferences so that the two agents can travel together. This can be
simply modeled by a dilation δ, such that some neighbor countries are included
in the preferences:
δ(ϕ1) = Spain ∨ France ∨ Portugal ∨Morocco
δ(ϕ2) = Morocco ∨Algeria ∨ Portugal ∨ Spain
Now the preferences are no more conflicting. The fusion of the agents’ pref-
erences, denoted ∆(ϕ1, ϕ2), can be expressed as the conjunction of the dilated
preferences:
∆(ϕ1, ϕ2) = δ(ϕ1) ∧ δ(ϕ2) = Spain ∨ Portugal ∨Morocco.
A solution for traveling can then be found in the set of models of these formulas.
To go one step further, we can add constraints the agents have to satisfy.
For instance if Agent 1 has to stay in Europe and Agent 2 has to stay in a
Mediterranean country, these constraints can be taken into account by condi-
tional dilations, thus modifying preferences as:
ϕ′1 = δ(ϕ1) ∧ ψ1 = Spain ∨ France ∨ Portugal,
ϕ′2 = δ(ϕ2) ∧ ψ2 = δ(ϕ2),
where ψ1 and ψ2 encode the constraints. Then the new set of consistent prefer-
ences is given by ϕ′ = ϕ′1 ∧ ϕ′2 = Spain ∨ Portugal.
Now suppose that the integrity constraints are encoded by a formula µ, which
establishes the fact that one and only one country can be visited except Spain
and Morocco. In this case, the fusion of ϕ1 and ϕ2 under the constraint µ,
denoted ∆µ(ϕ1, ϕ2) is exactly δ(ϕ1) ∧ δ(ϕ2) ∧ µ, i.e.,
∆µ(ϕ1, ϕ2) = Portugal
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Equations 16 and 17 allow defining more general merging operators when δ
is an extensive and exhaustive operator congruent with logical equivalence, i.e.
if ϕ1 ≡ ϕ2 then δ(ϕ1) ≡ δ(ϕ2). We are going also to consider the following
symmetry property for δ, related to the fairness postulate: (IC4):
(sym) δn(ϕ) ∧ ϕ′ 6` ⊥ iff δn(ϕ′) ∧ ϕ 6` ⊥
In particular we have the following results:
Proposition 15. Let δ be an extensive and exhaustive operator which is con-
gruent with logical equivalence on the lattice of propositional formulas. Then
∆maxµ defined by:
∆maxµ (ϕ1, ..., ϕm) = δ
n(ϕ1) ∧ δn(ϕ2) ∧ ... ∧ δn(ϕm) ∧ µ,
where n = min{k ∈ N | δk(ϕ1) ∧ ... ∧ δk(ϕm) ∧ µ is consistent} (the existence
of n being guaranteed by the fillingness property), is a merging operator satis-
fying (IC1-IC3), (IC5), (IC6’) and (IC7-IC8). Moreover it satisfies (IC4) iff
δ satisfies (sym). Thus, if δ is an extensive and exhaustive operator which is
congruent with logical equivalence and satisfies (sym), the operator ∆max is an
IC quasi-merging operator.
Proof: Define d(ω, ϕ) = n where n = min{k | ω ∈ Jδk(ϕK}. This function d is
well defined because of exhaustivity of δ. Define d(ω,Φ) = max(d(ω, ϕ1), . . . , d(ω, ϕn)))
where Φ = {ϕ1, . . . , ϕn}. Now let ω ≤Φ ω′ iff d(ω,Φ) ≤ d(ω′,Φ). Finally let
∆µ(Φ) be a formula satisfying the following equation: J∆µ(Φ)K = min(JµK,≤Φ).
This is well defined because δ is congruent with logical equivalence. It is easy
to see that ∆maxµ (Φ) = ∆µ(Φ). By the hypothesis about δ and the fact that
the aggregation function taken is the max function, it is also easy to check that
the assignment Φ 7→≤Φ is a quasi-syncretic assignment (property (4) is indeed
equivalent to property (sym)). Thus, by virtue of Theorem 2, ∆max is an IC
quasi-merging operator. 
Proposition 16. Let δ be an extensive and exhaustive operator which is con-
gruent with logical equivalence on the lattice of propositional formulas. Then
∆Σµ defined by:
∆Σµ (ϕ1, ..., ϕm) =
∨
(n1,...,nm)
δn1(ϕ1) ∧ δn2(ϕ2) ∧ ... ∧ δnm(ϕm) ∧ µ,
where the numbers n1, . . . , nm are such that
∑
i ni is minimal with δ
n1(ϕ1) ∧
δn2(ϕ2) ∧ ... ∧ δnm(ϕm) ∧ µ consistent, is a merging operator satisfying (IC1-
IC3), (IC5-IC8). Moreover it satisfies (IC4) iff δ satisfies (sym). Thus, if δ is
an extensive and exhaustive operator which is congruent with logical equivalence
and satisfies (sym), the operator ∆Σ is an IC merging operator.
Proof: Similar to the proof of the previous proposition but using the sum (Σ)
function instead of the max function. 
This approach has been extended in [21] to first order logic, by combining
dilation and comparison ordering operators. The merging postulates are then
adapted, and conditions on these two operators are established in order to sat-
isfy these postulates. An implementation using binary decision diagrams has
furthermore been proposed in [20].
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6. Abduction
The process of inferring the best explanation of an observation is usually
known as abduction. In the logic-based approach to abduction, the background
theory is given by a consistent set of formulas11 Σ. The notion of a possible
explanation is defined by saying that a formula γ that is consistent with Σ is an
explanation of α if Σ ∪ {γ} ` α (this will be written γ `Σ α). An explanatory
relation is a binary relation  where the intended meaning of α γ is “γ is a
preferred explanation of α”.
In [37], a set of postulates that should be satisfied by preferred explanatory
relations was proposed and discussed.
The aim of this section is threefold: first, to propose very natural explanatory
relations using morphologic that in some cases are computationally tractable;
secondly, to examine the adequacy of logical postulates proposed in [37], and
thirdly, the discovery of new logical properties for explanatory reasoning.
Morphologic allows us to define the most central part of a formula, according
to the fundamental principles of this theory (see e.g. [48, 49], and Section 2).
Using this notion we define two explanatory relations. The first one, `ne , has
the following intended meaning: γ is a preferred explanation of α if every model
of Σ∪{γ} belongs to the most central part of Σ∪{α}. For the second one, `c ,
we define a sequence which approximates the most central part of Σ; then we
say that γ is a preferred explanation of α if γ `Σ α and moreover every model
of Σ ∪ {γ} is one of the closest elements of the sequence which are also model
of α.
In this section, we mostly consider cases where Σ ∧ α 6` ⊥.
6.1. Explanatory relations based on erosion
In this section we define precisely the concept of most central part of a
formula with the help of the erosion operator. Then, based on this concept, we
define two explanatory relations.
6.1.1. Using the last non-empty erosion
In this section, we propose to exploit the idea of last erosion ε`(ϕ), as intro-
duced in Definition 3.
φ
ε(φ)
Figure 12: An example of ϕ and its last erosion, equal to ε(ϕ) in this case.
11Often in this work we will identify a finite set of formulas Σ with the conjunction of all
its formulas and, by abuse of language, we continue to call this formula Σ. Thus, for instance,
we denote the conjunction of formulas of Σ ∪ {α} by Σ ∧ α.
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Let us take (see Figure 12) ϕ = (a ∨ ¬b ∨ ¬c) ∧ (a ∨ b ∨ c), and an erosion
defined using the balls of the Hamming distance as structuring elements. Using
the properties of erosion, and in particular the fact that it commutes with the
conjunction, it is easy to derive:
ε1(ϕ) = (a∨¬b)∧(a∨¬c)∧(¬b∨¬c)∧(a∨b)∧(a∨c)∧(b∨c) = (a∧¬b∧c)∨(a∧b∧¬c).
Since ε2(ϕ) ` ⊥, we have ε1(ϕ) = ε`(ϕ) (its models are in red in Figure 12).
A preferred explanation of α is then defined from this operator applied on
Σ ∧ α, more precisely:
Definition 5. The explanation relations derived from the last non-empty ero-
sion are defined as follows:
α`ne1 γ
def⇔ γ ≡Σ ε`(Σ ∧ α). (18)
α`ne2 γ
def⇔ γ `Σ ε`(Σ ∧ α). (19)
The idea of taking the last erosion of Σ ∧ α can be interpreted in terms of
robustness. An erosion of size n of a formula is a formula that can be changed
while still proving the initial formula. If at most n symbols are changed in
εn(ϕ) then ϕ is always satisfied. Here, considering ε`(Σ∧α) means that we are
looking at the most reduced formula that satisfies Σ ∧ α, i.e. the one that can
be changed the most while satisfying Σ ∧ α.
Taking ≡Σ or `Σ in Definition 5 is interesting because γ could then have
models outside Σ, which may lead to more interesting explanations from a syn-
tactic point of view (note that the syntax of Σ is not taken into account in
the proposed approach, since all operations are performed on the models, at
a semantic level). However this may also add noise to the explanations. Two
possibilities can be suggested to limit this effect: (i) to use ≡ or `, at the price
of loosing meaningful explanations in some cases from a syntactical point of
view; (ii) to impose that explanations have to be built from a user defined set
of atoms.
It is interesting to note that using `ne2 , we have for each γ
′ such that γ∧γ′
is consistent α `ne2 γ ∧ γ′. Using `ne1 avoids this very strong relations with
conjunctions.
In the following we illustrate the behavior of `ne2 (similar illustrations can
be provided for `ne1 ). We denote by PE`ne2 (α) = {γ | α `ne2 γ} the set of
preferred explanations of α. We can distinguish a subset of PE`ne2 (α) that con-
tains the simpler (or purer) preferred explanations of α, denoted PPE`ne2 (α),
defined by the following equation:
PPE`ne2 (α) = {γ | γ ` ε`(Σ ∧ α) and γ is consistent}
Actually, it is easy to see that the preferred explanations can be defined
starting with the pure preferred explanations and adding a little noise. More
precisely, PE`ne2 (α) = {γ ∨ δ | γ ∈ PPE`ne2 (α) and δ ∈ R}, where R, the
noise, is defined by R = {δ | δ ∧ Σ ` ⊥}.
Let us take Σ = {a ∨ b ∨ c} and α = ϕ where ϕ is defined as in the pre-
vious example (Figure 12). Note that Σ ∧ α = ϕ. Thus, the pure preferred
explanations of α are
PPE`ne2 (α) = {(a ∧ ¬b ∧ c), (a ∧ b ∧ ¬c), (a ∧ ¬b ∧ c) ∨ (a ∧ b ∧ ¬c)}.
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Erosion does not take in account all “parts” of a formula. Let us take for
instance: Σ ∧ α = (a ∨ b) ∧ (a ∨ c) ∧ (b ∨ c) and Σ ∧ β = ((a ∨ b) ∧ (a ∨ c) ∧ (b ∨
c))∨ (¬a∧¬b∧¬c) (Figure 13). Then we have: ε`(Σ∧α) = ε`(Σ∧β) = a∧ b∧ c
and PE`ne2 (α) = PE`ne2 (β) (as well as PPE`ne2 (α) = PPE`ne2 (β)). The
set of worlds satisfying Σ ∧ β is disconnected, and the connected component
containing only (¬a∧¬b∧¬c) is not represented in the explanations of β. This
should not be surprising, since any explanatory relation will select some part of
an observation as the most relevant one. However, if this is considered to be a
problem, it can be avoided by considering the ultimate erosion instead of the
last erosion, which will select at least one element of each connected component
of an observation (see Section 2.5).
Σ Λ α
ε(Σ Λ α) = ε(Σ Λ β)
U Σ Λ β
Figure 13: An example of Σ ∧ α and Σ ∧ β that have the same last erosion. Σ ∧ β has two
connected components (blue models on the one hand and the cyan one on the other hand),
the second one being not represented in the final result.
6.1.2. Using thew last consistent erosion
Another idea consists in eroding Σ as much as possible but still under the
constraint that it remains consistent with α:
ε`c(Σ, α) = ε
n(Σ) (20)
where{
n = sup{k ∈ N | εk(Σ) ∧ α 6` ⊥} if n < +∞
n = min{k ∈ N | ∀k′ > k, εk′(Σ) = εk(Σ), εk(Σ) ∧ α 6` ⊥} otherwise.
From this operator, we define the following explanatory relation:
Definition 6. The explanation operator derived from the notion of last consis-
tent erosion is defined as:
α`c γ
def⇔ γ `Σ ε`c(Σ, α) ∧ α. (21)
This definition has a different interpretation. Here we consider erosion of
Σ alone, which means that we are looking at the formulas that satisfy α while
being the most in the theory, i.e. that can be changed while remaining in the
theory.
As before, we denote PE`c(α) = {γ | α `c γ} the set of preferred expla-
nations of α. We define the set of simpler (or purer) preferred explanations of
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α (with respect to the relation `c ), denoted PPE`c(α), by the following
equation:
PPE`c(α) = {γ | γ ` ε`c(Σ, α) ∧ α and γ is consistent}
Also, as in the case of last non-empty erosion, we have PE`c(α) = {γ ∨ δ | γ ∈
PPE`c(α) and δ ∈ R}.
Σ
ε(Σ)
ε (Σ)2
α
Figure 14: An example of last consistent erosion.
Let us come back to the illustrative example, and take (see Figure 14):
Σ = a ∨ b ∨ c, and α = (a ∧ ¬b ∧ c) ∨ (a ∧ b ∧ ¬c) ∨ (a ∧ ¬b ∧ ¬c). We have:
ε1(Σ) = (a ∨ b) ∧ (a ∨ c) ∧ (b ∨ c), ε2(Σ) = a ∧ b ∧ c, and finally ε3(Σ) ` ⊥.
Therefore:
ε1(Σ) ∧ α = (a ∧ ¬b ∧ c) ∨ (a ∧ b ∧ ¬c)
and ε2(Σ) ∧ α ` ⊥. The value of n in Equation 20 is then equal to 1.
For Definition 6, γ can be anything in the set
PPE`c(α) = {(a ∧ ¬b ∧ c), (a ∧ b ∧ ¬c), (a ∧ ¬b ∧ c) ∨ (a ∧ b ∧ ¬c)}.
To compare `c with `ne , notice that ε1(Σ∧α) =⊥. Hence α`ne γ for any
γ `Σ α. In particular, α`ne (a ∧ ¬b ∧ ¬c) which does not hold for `c .
There is an alternative way of looking at `c which will be particularly useful
in the next section. The iteration of the erosion operator provides a method of
linearly pre-ordering the models of Σ, according to the morphological ordering
introduced in Section 2 (Definition 4 and Equation 15, considering here only the
sequence of successive erosions). It is not difficult to verify that the following
holds:
α`c γ if and only if JΣ ∧ γK ⊆ min(JΣ ∧ αK,f ). (22)
One of the original features of the proposed approach is that minimality is
obtained directly, by construction. There is no need for a second step aiming
at selecting minimal explanations among hypotheses obtained in a first step.
An interpretation can be that the morphological ordering provides a kind of
plausibility order among the possible explanations. The preferred explanation
is then the most plausible one according to this ordering.
6.2. Examples
We will explore some ways of defining structuring elements which are more
appropriate for the task of finding explanations. We will analyze the following
example through different structuring elements.
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Example 5. Let us consider the very simple theory Σ1 = {a → c, b → c}
(represented by the same formula ϕ as the one in Figure 3), and suppose that
the observation is c. What are the “good” explanations of c? We present three
different interpretations where the most natural answers would be different. We
usually expect that the causes of c are among a, b. Let us consider the following
three interpretations, where different explanations may be expected:
1.
a = rained last night
b = sprinkle was on
c = grass is wet
The “common sense cautious explanation” of c is a ∨ b.
2.
a = low taxes
b = investment increases
c = economy grows
An explanation that enhances the chances of achieving the goal of making
the economy to grow is a ∧ b.
3.
a = book was left somewhere else
b = somebody took the book
c = book is not in the shelf
An explanation based on the principle of the “Ockham’s razor” will select
either a or b but not both, that is to say, (a ∧ ¬b) ∨ (¬a ∧ b).
Example 6. Let Ab be a set of atoms (sometimes are called abducibles). As
before, Bω denote the ball of radius 1 centered at ω (with respect to the Hamming
distance for instance). Let
Babω = {ω′ ∈ Bω | ω(x) = ω′(x) for all x 6∈ Ab}.
Babω contains those valuations in Bω which agree with ω outside Ab. Recall that
in Example 5 we consider the following domain theory:
Σ1 =
{
a → c
b → c
In this example c is the observation to be explained. We usually expect that the
causes of c are among a, b, so we set Ab to be {a, b}. We will work with the
notion of explanation given by `c .
1. If we use the standard structuring element Bω we obtain that ε
1(Σ) =
¬a ∧ ¬b ∧ c and ε2(Σ) = ⊥. Thus a preferred explanation of c is
¬a ∧ ¬b ∧ c.
2. Now we use Babω as structuring element. Then ε
1(Σ) = ε2(Σ) = Σ ∧ c.
Thus a preferred explanation of c is c.
The preferred explanation given in the first example above seems to be
“wrong” because the expected causes of c should be among a and b. And
the second example says nothing about an explanation of c. We will make some
comments about this after the next example.
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Example 7. Let Σ1 and Ab as in Example 6. Let
Σ2 = Σ1 ∪ {a ∨ b}.
Notice that Σ2 is logically equivalent to {(a ∧ c) ∨ (b ∧ c)}. It models explicitly
that a ∨ b is part of the theory, and then causes of c can be found among a and
b.
1. With the standard ball Bω we get ε
1(Σ2) = ⊥. Thus, ε`c(Σ2, c) = Σ2. In
particular,
c`c (a ∨ b).
2. Now we use Babω . Then ε
1(Σ2) = a ∧ b ∧ c and ε2(Σ2) = ⊥. Thus
c`c (a ∧ b).
Notice that c 6`c(a ∨ b).
3. Consider the following structuring element
Babω,2 = {ω} ∪ {ω′ ∈ Ω | d(ω, ω′) = 2 and ω(x) = ω′(x) for all x 6∈ Ab}
where d denotes the Hamming distance. Then ε1(Σ2) = ε
2(Σ2) = (¬a ∧
b ∧ c) ∨ (a ∧ ¬b ∧ c). Thus,
c`c (a ∧ ¬b) ∨ (¬a ∧ b).
Notice that c 6`c(a ∧ b).
In Example 7 we get the “expected” solutions, as described in Example 5.
One way to understand it is as follows. Given Σ and a set of atoms Ab, let
AbForm be the set of formulas that use only atoms from Ab. Given an ob-
servation formula α, the cautious explanation of α (with respect to (Σ, Ab)) is
defined by:
ce(α) =
∨
{γ ∈ Abform | Σ 6` ¬γ and Σ ∪ {γ} ` α}.
Since the language is finite, restricting the formulas γ appearing in the definition
of ce(α) to be a conjunction of literals from Ab, we get that ce(α) is well defined.
For instance, in Example 6 we have ce(c) = a ∨ b. By adding to Σ the cautious
explanation of the observation we are imposing an extra constraint that helps
to find some of its “natural” explanations. The expanded theory seems to be a
useful tool for the task of finding “correct” explanations. All this is illustrated
by Example 7, where the choice of an appropriate structuring element allows us
to find the expected explanations in the three situations presented in Example 5.
Table 3 summarizes the results for the last two examples, for Σ1 and Σ2 and
the three considered structuring elements (Figure 15).
These examples illustrate how different explanations can be obtained using
appropriate structuring elements. Roughly speaking, if a and b are incompatible,
then the exclusive disjunction is appropriate, and it is obtained using Babω,2. If
they are compatible, a parcimonious explanation is the disjunction (as required
for instance in model-based diagnosis), obtained for Bω, while a more sure or
constrained explanation is the conjunction, obtained for Babω .
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Σ 1
Σ 2
B ω
ab
B ω
ab
ω
Bω
2
Figure 15: Illustration of Σ1 and Σ2 (left) and of three different structuring elements centered
at ω (right).
Σ1 Σ2
Bω ¬a ∧ ¬b ∧ c a ∨ b
Babω c a ∧ b
Babω,2 c (a ∧ ¬b) ∨ (¬a ∧ b)
Table 3: Explanations of observation c for two backgroung theories and three different struc-
turing elements.
6.3. Rationality postulates
In this section we study the properties of the two proposed explanatory re-
lations according to the postulates introduced in [37]. The basic rationality
postulates for explanatory relations are the following:
LLEΣ: If `Σ α↔ α′ and α γ then α′  γ.
RLEΣ: If `Σ γ ↔ γ′ and α γ then α γ′.
E-CM: If α γ and γ `Σ β then (α ∧ β) γ.
E-C-Cut: If (α ∧ β) γ and ∀δ [α δ ⇒ δ `Σ β ] then α γ.
RS: If α γ, γ′ `Σ γ and γ′ 6`Σ ⊥ then α γ′.
ROR: If α γ and α δ then α (γ ∨ δ).
LOR: If α γ and β  γ then (α ∨ β) γ.
E-DR: If α γ and β  δ then (α ∨ β) γ or (α ∨ β) δ.
E-R-Cut: If (α ∧ β) γ and ∃δ [α δ & δ `Σ β] then α γ.
E-Reflexivity: If α γ then γ  γ.
E-ConΣ: 6`Σ ¬α iff there is γ such that α γ.
The intended meaning and motivation for these postulates can be found in
[37].
It is immediate from the definition of `c and `ne that LLEΣ, RLEΣ, RS,
ROR, and E-ConΣ are satisfied. Moreover, from the representation of 
`c given
by Equation 22 and some general results of [37] we get the following proposition.
Proposition 17. `c is a causal E-rational explanatory relation. In particular,
it satisfies LLEΣ, RLEΣ, RS, ROR, E-ConΣ, E-CM and E-R-Cut.
From the results in [37] we also know that by being E-rational, `c also
satisfies E-C-Cut, E-Reflexivity, E-DR and LOR. However, the situation for `ne1
and `ne2 is quite different since the basic postulates E-CM and E-C-Cut do not
hold (for a proof of this claim see Appendix A).
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We introduce a weaker form of these postulates:
E-W-CM: If α γ and β  γ then (α ∧ β) γ.
E-W-C-Cut: If (α ∧ β) γ and ∀δ [α δ ⇒ β  δ ] then α γ.
These new postulates might also look natural. However, `ne1 and 
`ne
2
are the first natural non trivial examples known in the literature that satisfy
E-W-CM and E-W-C-Cut but neither E-CM nor E-C-Cut12.
The next proposition collects all the facts we know about `ne1 and 
`ne
2 .
Proposition 18. The explanatory relations `ne1 and 
`ne
2 satisfy LLEΣ,
RLEΣ, ROR, E-W-CM, and E-ConΣ. Moreover 
`ne
1 satisfies E-Reflexivity and
E-W-C-Cut but `ne2 does not, and 
`ne
2 satisfies RS but 
`ne
1 does not.
The proof of this result can be found in Appendix A.
For some properties, they may be required or not, depending on the appli-
cation. For instance the fact that `ne2 does not satisfy E-Reflexivity is a good
point if one wants to avoid “self-explanations”, i.e. γ  γ.
We end this section by considering the postulate LOR. Actually, the relations
`ne1 and 
`ne
2 do not satisfy the postulate LOR (for a counter-example see
Appendix A). Since E-DR implies LOR [37], then we already know that E-DR
fails for `ne1 and 
`ne
2 .
Table 4 summarizes the results we obtained so far.
Property `ne1 
`ne
2 
`c
(Equation 18) (Equation 19) (Equation 21)
LLE
√ √ √
RLE
√ √ √
E-CM × × √
E-W-CM
√ √ √
E-C-Cut × × √
E-R-Cut × × √
E-W-C-Cut
√ × √
E-Reflexivity
√ × √
ROR
√ √ √
RS × √ √
LOR × × √
E-DR × × √
E-ConΣ
√ √ √
Table 4: Properties of the proposed relations.
12E-W-CM in fact was already considered by Flach [18] but he did not provide any example
for it not satisfying already the stronger version E-CM.
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6.4. Unified view using the fundamental pre-order f
We present in this section a unified treatment of abduction and revision.
In particular, we propose to put in the same framework some of the results of
Sections 4 and 6 (and [10, 12]), using the fundamental morphological pre-order
relation f .
In the following we still assume anti-extensive erosions and extensive dila-
tions.
There is an alternative way of looking at `c which will be particularly
useful in what follows. The iteration of the erosion operator provides a method
of linearly pre-ordering the models of Σ. We have already noted that, when α
is consistent with Σ, we have a representation of the relation `c in terms of
the morphological order given by the equivalence (22).
Actually, if we take the following pre-order over the models of Σ:
ω ≤E ω′ def⇔ ∀k (ω′ ∈ εk(Σ)→ ω ∈ εk(Σ)), (23)
it is clear that ≤E and f coincide over JΣK. Thus equivalence (22) can be
rewritten as:
α`c γ if and only if Jγ ∧ ΣK ⊆ min(JΣ ∧ αK,≤E). (24)
Let us now come back to the revision based on dilation. As described in
Section 4 (see also [10]), the idea is to dilate Σ (which is not necessarily consis-
tent with α) until it becomes consistent with α. Note that Σ is then no more
considered as a fixed theory but rather as a background knowledge, which can
evolve. More precisely, we define ◦ as:
Σ ◦ α =
{
δn(Σ) ∧ α where n = min{k ∈ N | δk(Σ) ∧ α is consistent}
Σ if there is no k such that δk(ϕ) ∧ ψ 6` ⊥
(25)
The iteration of the dilation operator provides a method of linearly pre-
ordering the models of Jδ`(Σ)K. Consider the following relation among models:
ω ≤D ω′ def⇔ ∀k (ω′ ∈ δk(Σ)→ ω ∈ δk(Σ)). (26)
Indeed, it is clear that ≤D is a total pre-order over Jδ`(Σ)K; we will call it
the total preorder associated with Σ using successive dilations. It is not difficult
to verify that the following holds:
JΣ ◦ αK = { min(JαK,≤D). if α ∧ δ`(Σ) 6` ⊥JΣK if α ∧ δ`(Σ) ` ⊥ (27)
Indeed, it is easy to check that over the set Jδ`(Σ)K \ JΣK the relations ≤D
and f coincide.
By the representation theorem for credibility-limited revision operators (see [13]),
it follows from Equation 27 that ◦ is credibility-limited revision operator [13, 23],
operators that generalize the classical AGM-revision operators [4, 27].
The pre-order defined by Equations 23 and 26 can be merged in the mor-
phological ordering f introduced in Section 2. By the previous observations,
the morphological order f is ≤E over JΣK and ≤D over the set Jδ`(Σ)K \ JΣK.
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Based on the morphological ordering, we can associate with each observation
α the following set of valuations:
M(α) =
{
min(JαK,f ) if α ∧ δ`(Σ) 6` ⊥JΣK if α ∧ δ`(Σ) ` ⊥
Note that the criterion used to define M(α) is based on the morphology opera-
tors δ and ε. The interpretation we give to M(α) is that it contains those worlds
that are (morphologically) more relevant given the observation α. Therefore for
the task of revising Σ or explaining α we only look at M(α). This will be made
precise in the result that follows. We will denote by C(α) the formula whose
models are exactly M(α).
Theorem 3. Let Σ, α and γ consistent formulas.
1. If α is consistent with Σ, then α`c γ iff γ ` C(α).
2. If α is inconsistent with Σ, then Σ ◦ α = C(α).
The previous result suggests the following definitions
αf γ
def⇔ γ ` C(α) (28)
and
Σ ◦f α = C(α) (29)
where α and γ are consistent formulas.
As an example, let us consider the example in Figure 6 for Σ = Σ1. For
α = (¬a ∧ ¬b ∧ ¬c) ∨ (¬a ∧ ¬b ∧ c) ∨ (¬a ∧ b ∧ ¬c), α is consistent with Σ and
its explanation is γ ≡Σ ¬a∧¬b∧ c, which corresponds to the rank 0 in Table 1.
Now if α is reduced to α = ¬a ∧ b ∧ ¬c, then it is no more consistent with Σ
and the revision applies.
Some comments about these definitions should be made. First of all, even
when an observation is inconsistent with the background theory Σ there is a
formula γ such that αf γ. That is to say, we can “explain” more observations
with f than with 
`c . The interpretation we give to this fact is that for
explaining an observation it is allowed (if necessary) to “change” the background
theory. Thus in the explanatory process described by f the observation is
absolutely reliable. Notice also that f makes it explicit that some explanations
might not be consistent with Σ.
The operator ◦f is not an AGM revision operator for Σ (even not a credibility-
limited revision operator), since when the observation α to be incorporated is
consistent with Σ we have only Σ ◦f α ` Σ ∧ α, not the equivalence (the equiv-
alence in the case where α and Σ are consistent is just the vacuity postulate,
usually denoted by K*4, which is related to the minimality R2). The reason for
this is that ◦f is based on preferences on models of Σ , so even when Σ ∧ α is
consistent, some sort of central reason for accepting α has to be found. Note
that the previous remark says that ◦f does not satisfy the postulate K*4, which
has been criticized by some authors in particular in [47]. Unlike Ryan’s opera-
tors, which are based on ordered theory presentations, K*4 and success are the
only postulates which are not satisfied by ◦f . However, note that ◦f satisfies
the modified version of success of credibility-limited revision operators, that is:
Σ ◦ α ` α or Σ ◦ α ≡ Σ.
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7. Final remarks and perspectives
We have given the fundamental concepts and techniques in mathematical
morphology, and have shown how to interpret these techniques in terms of
mathematical logic, namely in propositional logic. This connection has orig-
inated a new domain called morphologic. We have used dilation operators in
order to define belief revision operators and belief merging operators.
We have shown that we can find some operators defined in the literature
when the dilation operators come from a distance. Moreover we have extended
the class of belief revision operators and the class of belief merging operators
by using a larger class of operators, in particular having the extensivity and
exhaustivity properties.
A similar work has been done using contraction operators. These operators
are used in two ways in order to define explanatory relations. It is interesting
to note that the use of different structuring elements is determinant in the way
the information is structured. The examples in Section 6.2 point out in a clear
way this phenomenon.
Under the assumption that the geometry comes from the Hamming distance
between interpretations, we have shown how to compute dilation, erosion, last
erosion, ultimate erosion, opening and skeleton operators over formulas. These
calculations constitute the basis of our applications to different tasks in knowl-
edge representation.
We have proven that our general operators of revision and fusion are well
behaved, in particular they satisfy the AGM postulates and the postulates of
integrity constraints belief merging. We have also proven that the explanatory
relations defined using morphologic satisfied suitable structural properties.
Potential extensions would be to analyze how minimality criteria for could
be expressed in the proposed framework, as the ones proposed for abduction [5,
17, 22], revision for Horn clauses [15, 16, 52] or for description logics [1, 39, 40,
41, 42, 51], or more generally for institutions [2] and satisfaction systems [3].
One interesting feature that is worth to remark is the fact that morphologic
allows us to give an ordered structure to the pieces of information. That is, it
allows having preferences over the formulas. It is exploited by the morphological
total pre-order defined by Equation 15. Note that these preferences depend on
the structuring element used for defining dilations and erosions.
Finally, our approach provides a reusable framework for performing numer-
ous operations on formulas, and includes computational and axiomatic building
blocks, to be applied in different reasoning problems.
Future work will aim to apply the tools of morphologic in order to explain
multiple observations and for putting dynamics in the explanatory process. We
also expect to treat mediation process using the tools developed in this work.
A. Proofs
In this appendix, we provide proofs of certain technical claims.
A counter-example of E-CM for `ne1 and 
`ne
2 .
Note that a counter-example of E-CM for `ne1 is also a counter-example of
E-CM for `ne2 .
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In this example Σ will be {>}, so we will remove it altogether. Let us consider
the following formulas:
α = ¬a ∨ b ∨ c, β = (¬a ∨ ¬b ∨ ¬c) ∧ (¬a ∨ b ∨ ¬c)
α ∧ β = (¬a ∨ ¬b ∨ ¬c) ∧ (¬a ∨ b ∨ ¬c) ∧ (¬a ∨ b ∨ c).
Using the computation formulas for erosion of a formula under CNF (Propo-
sition 2), we get:
ε1(α) = (¬a ∨ b) ∧ (¬a ∨ c) ∧ (b ∨ c),
ε2(α) = ¬a ∧ b ∧ c = ε`(α).
A unique world satisfies this formula, and therefore no further erosion can be
performed (ε3(α) ` ⊥). Similarly, we have:
ε1(α ∧ β) = ¬a ∧ b ∧ ¬c = ε`(α ∧ β)
which is the last non-empty erosion. It follows that α `ne1 (¬a ∧ b ∧ c); more-
over (¬a ∧ b ∧ c) ` β, but clearly the formula (¬a ∧ b ∧ c) is not a preferred
explanation of α ∧ β.
A counter-example of E-C-Cut for `ne1 and 
`ne
2 .
As the same counter-example works for `ne1 and 
`ne
2 , we omit the subscript
in the notation of the relation. Again Σ will be {>}. Consider
α = a ∨ b ∨ c and β = a ∨ ¬b ∨ ¬c.
We have then:
ε1(α) = (a ∨ b) ∧ (a ∨ c) ∧ (b ∨ c),
ε2(α) = a ∧ b ∧ c = ε`(α),
ε1(β) = (a ∨ ¬b) ∧ (a ∨ ¬c) ∧ (¬b ∨ ¬c),
ε2(β) = a ∧ ¬b ∧ ¬c = ε`(β),
α ∧ β = (a ∨ b ∨ c) ∧ (a ∨ ¬b ∨ ¬c),
ε(α ∧ β) = (a ∧ b ∧ ¬c) ∨ (a ∧ ¬b ∧ c) = ε`(α ∧ β).
Let us now set γ = (a ∧ b ∧ ¬c) ∨ (a ∧ ¬b ∧ c), then (α ∧ β)`ne γ. On the
other hand, we have that α`ne δ iff δ ≡ a∧ b∧ c (in this case there is no noise
because Σ = >). Thus if α`ne δ, then δ `Σ β. But it is clear that α 6`neγ.
A counter-example of LOR for `ne1 and 
`ne
2 .
Again in this counter-example Σ will be {>}. Consider, for `ne2 :
α = (a ∨ b ∨ c) ∧ (a ∨ ¬b ∨ ¬c)
and
β = (¬a ∨ ¬b ∨ c) ∧ (a ∨ ¬b ∨ c) ∧ (a ∨ b ∨ c).
We have:
ε1(α) = (a ∧ b ∧ ¬c) ∨ (a ∧ ¬b ∧ c) = ε`(α),
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ε1(β) = a ∧ ¬b ∧ c = ε`(α),
α ∨ β = a ∨ b ∨ c,
ε1((α ∨ β)) = (a ∨ b) ∧ (a ∨ c) ∧ (b ∨ c),
ε2(α ∨ β) = a ∧ b ∧ c = ε`(α ∨ β).
Let γ = a ∧ ¬b ∧ c. Then α`ne2 γ and β `ne2 γ, but (α ∨ β) 6`ne2 γ.
Now for `ne1 , let us consider the example in Figure 16. We have α
`ne
1 γ and
β`ne1 γ for γ = ¬a¬b¬c. But the explanations of α∨β are (¬a¬b¬c)∨(a¬b¬c).
α
γ
β
ε(α   β)V
Figure 16: Counter-example for LOR for `ne1 .
Proof of Proposition 18.
In what follows, we detail E-W-CM, E-W-C-Cut, and E-Reflexivity for `ne1
and `ne2 . The other properties are straightforward. In particular it is clear
that `ne1 does not satisfy RS but 
`ne
2 does satisfy RS.
(i) E-W-CM. First we prove this property for `ne1 . Let us assume that γ ≡Σ
ε`(Σ ∧ α) with ε`(Σ ∧ α) = εn(Σ ∧ α), and γ ≡Σ ε`(Σ ∧ β) with ε`(Σ ∧ β) =
εm(Σ ∧ β).
1. Let us first consider the case where εn+1(Σ∧α) = ⊥ and εm+1(Σ∧β) = ⊥.
Let us assume that ε`(Σ∧α∧β) = εk(Σ∧α∧β). Since erosion commutes
with infimum, we have εk(Σ∧α∧ β) = εk(Σ∧α)∧ εk(Σ∧ β). If k > n or
k > m this conjunction would be inconsistent. Therefore we necessarily
have k ≤ n and k ≤ m. Without loss of generality, we take n ≤ m. Then
εn(Σ ∧ α ∧ β) = εn(Σ ∧ α) ∧ εn(Σ ∧ β). We have εn(Σ ∧ α) ≡Σ γ and
γ `Σ εn(Σ ∧ β) since n ≤ m. Hence εn(Σ ∧ α ∧ β) ≡Σ γ. Moreover
εn+1(Σ ∧ α ∧ β) = ⊥. Finally (α ∧ β)`ne1 γ.
2. Let us now consider the case where εn(Σ ∧ α) and εm(Σ ∧ β) are fixed
points, and assume n ≤ m. For k = n, we have εk(Σ ∧ α ∧ β) = εn(Σ ∧
α) ∧ εn(Σ ∧ β) ≡Σ γ, for the same reasons as in the first case. Similarly,
εn+1(Σ∧α∧β) = εn+1(Σ∧α)∧εn+1(Σ∧β) = εn(Σ∧α)∧εn+1(Σ∧β) ≡Σ γ
(since γ `Σ εn+1(Σ∧β), or γ ≡Σ εn+1(Σ∧β) if n = m). This means that a
fixed point has been reached (for n erosions or earlier), and (α ∧ β)`ne1 γ.
3. If εn+1(Σ ∧ α) = ⊥ and εm+1(Σ ∧ β) = εm(Σ ∧ β) (fixed point), then the
first relation would imply ε(Σ ∧ γ) = ⊥ and the second one ε(Σ ∧ γ) =
εm+1(Σ ∧ β) which is consistent. This leads to a contradiction and this
case is not possible. The same reasoning applies if εn+1(Σ∧α) = εn(Σ∧α)
and εm+1(Σ ∧ β) = ⊥.
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Now we prove the property for `ne2 . Thus, let us assume that γ `Σ ε`(Σ∧α)
with ε`(Σ∧α) = εn(Σ∧α), γ `Σ ε`(Σ∧β) with ε`(Σ∧β) = εm(Σ∧β), and that
the next erosions are empty. Let us assume that the last non-empty erosion of
Σ ∧ α ∧ β is obtained for k. Since the erosion commutes with the conjunction,
we have: ε`(Σ ∧ α ∧ β) = εk(Σ ∧ α ∧ β) = εk(Σ ∧ α) ∧ εk(Σ ∧ β).
We necessarily have k ≤ n and k ≤ m since otherwise either εk(Σ ∧ α) or
εk(Σ∧β) would be inconsistent. This implies, due to the monotonicity property
of erosion that: `Σ εn(Σ∧α)→ εk(Σ∧α) and `Σ εm(Σ∧ β)→ εk(Σ∧ β) from
which we derive:
`Σ ε`(Σ ∧ α) ∧ ε`(Σ ∧ β)→ ε`(Σ ∧ α ∧ β).
This interesting general result proves that γ `Σ ε`(Σ ∧ α ∧ β).
The proof for the other two cases is similar to the ones for `ne1 .
(ii) E-W-C-Cut. First we prove this property for `ne1 . Let γ ≡Σ ε`(Σ∧α∧ β).
From E-ConΣ, for each consistent α, there exists δ such that α  δ. Since
δ ≡Σ ε(Σ ∧ α), δ is unique modulo Σ. We then have β  δ. From E-W-CM,
we have α ∧ β  δ, and since the explanation is unique modulo Σ, δ ≡Σ γ, and
α  γ. This is a general result: if explanations are unique, then E-ConΣ and
E-W-CM imply E-W-C-Cut.
Now, let us examine the property for `ne2 . Thus assume γ `Σ ε`(Σ∧α∧β) =
εn(Σ∧α∧ β). For all δ such that α`ne2 δ, i.e. δ `Σ ε`(Σ∧α) = εm(Σ∧α), we
have β`ne2 δ, i.e. δ `Σ ε`(Σ∧ β) = εk(Σ∧ β). Let us detail in which situations
we have γ `Σ εm(Σ ∧ α).
First we consider the case where the erosion of the last non-empty erosion
is empty. Since Σ ∧ α ∧ β `Σ Σ ∧ α we have:
εn(Σ ∧ α ∧ β) 6`Σ ⊥ ⇒ εn(Σ ∧ α) 6`Σ ⊥.
Therefore n ≤ m. For the same reason, we necessarily have n ≤ k.
Let us first assume that n < m. Since the set of preferred explanations of α
is included in the one of β, we have: εm(Σ ∧ α) `Σ εk(Σ ∧ β). Since m > n, we
have:
εm(Σ ∧ α ∧ β) = εm(Σ ∧ α) ∧ εm(Σ ∧ β) `Σ ⊥.
Let us now assume n < k. Then similarly, we have:
εk(Σ ∧ α ∧ β) = εk(Σ ∧ α) ∧ εk(Σ ∧ β) `Σ ⊥.
If k > m, we have: εm(Σ∧β) 6`Σ ⊥, and, since the erosion is decreasing with
respect to the size of the structuring element: εk(Σ∧β) `Σ εm(Σ∧β). Therefore:
εm(Σ∧α) `Σ εk(Σ∧β) `Σ εm(Σ∧β), which implies: εm(Σ∧α∧β) 6`Σ ⊥ which
leads to a contradiction.
Similarly, if k < m, we have: εk(Σ ∧ α) 6`Σ ⊥, and εm(Σ ∧ α) `Σ εk(Σ ∧ α).
Therefore, since we had εm(Σ ∧ α) `Σ εk(Σ ∧ β), we have:
εk(Σ ∧ α ∧ β) = εk(Σ ∧ α) ∧ εk(Σ ∧ β) 6`Σ ⊥
which also leads to a contradiction. From these two contradictions, we can
conclude that necessarily k = m. Then εm(Σ ∧ α) `Σ εk(Σ ∧ β) becomes
εm(Σ ∧ α) `Σ εm(Σ ∧ β) and therefore we have:
εm(Σ ∧ α ∧ β) = εm(Σ ∧ α) 6`Σ ⊥
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which is in contradiction with n < m. Therefore the case n < m and n < k is
not possible.
If n = m. In this case, we have:
εn(Σ∧α∧ β) `Σ εn(Σ∧α)∧ εn(Σ∧ β) = εm(Σ∧α)∧ εm(Σ∧ β) `Σ εm(Σ∧α),
and therefore:
γ `Σ εn(Σ ∧ α ∧ β)⇒ γ `Σ εm(Σ ∧ α),
i.e. α`ne2 γ. This shows that in this particular case, the property holds.
Finally, in the last possibility where n < m and k = n, the property does
not hold, as shown by the following counter-example, illustrated in Figure 17:
Σ = >, Σ ∧ α ∧ β = Σ ∧ β = ε`(Σ ∧ α ∧ β) = ε`(Σ ∧ β), this last erosion being
obtained for n = k = 0. For α, ε`(Σ ∧ α) is obtained for m = 1 and has only
one model. It is easy to check that for all δ such that δ `Σ ε`(Σ ∧ α), we have
δ `Σ ε`(Σ∧β). But there is a γ such that γ `Σ ε`(Σ∧α∧β) and γ 6`Σ ε`(Σ∧α).
Σ    α
Σ     β = Σ     α     β
ε(Σ    α)
γ
Figure 17: Counter-example for E-W-C-Cut for `ne2 .
Now consider the case where last erosions can be fixed points. Actually,
several cases can occur. But before to explore the possible cases, we establish a
useful claim:
Claim: Under the assumption that the premises of E-W-C-Cut hold, if εk(Σ∧β)
is a fixed point, then εm(Σ ∧ α) `Σ εk(Σ ∧ β) `Σ εk′(Σ ∧ β) for all k′.
The reason is that we have εm(Σ∧ α) `Σ εk(Σ∧ β) by the hypothesis. And
we have εk(Σ ∧ β) `Σ εk′(Σ ∧ β) for k′ < k because of the decreasingness of
erosion with respect to k. Also we have εk(Σ ∧ β) `Σ εk′(Σ ∧ β) for k ≤ k′
because of the fixed point property.
Now we examine the possible cases:
1. If the last erosion of Σ∧α∧β is a fixed point, i.e. ε`(Σ∧α∧β) = εn(Σ∧α∧
β) = εn
′
(Σ∧α∧β) for all n′ ≥ n. This implies that εn′(Σ∧α)∧εn′(Σ∧β)
can never be inconsistent (for all n′). Hence the last erosions of Σ ∧ α
and Σ ∧ β have to be fixed points too. Let us denote by m and k the
first size of erosions where these fixed points are reached. By the Claim,
εm(Σ ∧ α) `Σ εk(Σ ∧ β) `Σ εk′(Σ ∧ β) for all k′. If n ≥ m we have
εn(Σ ∧ α ∧ β) = εn(Σ ∧ α) ∧ εn(Σ ∧ β) = εn(Σ ∧ α) = εm(Σ ∧ α), and
γ `Σ εm(Σ∧α). If n < m, then similarly εn(Σ∧α∧β) = εm(Σ∧α∧β) =
εm(Σ ∧ α) and γ `Σ εm(Σ ∧ α).
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2. If the last erosion of Σ∧α is a fixed point. Then, εm(Σ∧α) `Σ εk(Σ∧ β)
implies that the last erosion of Σ ∧ β is a fixed point too. By the Claim,
εm(Σ ∧ α) `Σ εk′(Σ ∧ β) for all k′. This means that εn+1(Σ ∧ α ∧ β) =
εn+1(Σ∧ α)∧ εn+1(Σ∧ β) can never be inconsistent, and the last erosion
of Σ ∧ α ∧ β is a fixed point too. Hence this case is equivalent to the first
one.
3. If the last erosion of Σ ∧ β is a fixed point, and εm+1(Σ ∧ α) = ⊥. Then
εm+1(Σ ∧ α ∧ β) = ⊥, which implies n ≤ m and εn+1(Σ ∧ α ∧ β) = ⊥. If
n < m, then, by the Claim, εm(Σ ∧ α) `Σ εn+1(Σ ∧ α) ∧ εn+1(Σ ∧ β) =
εn+1(Σ ∧ α ∧ β) which can therefore not be inconsistent. Hence n = m.
Then we have εn(Σ ∧ α ∧ β) = εm(Σ ∧ α) ∧ εm(Σ ∧ β) = εm(Σ ∧ α), and
γ `Σ εm(Σ ∧ α).
(iii) E-Reflexivity. The definition of `ne1 is based on the notion of largest possible
erosion, and therefore no further erosion can be performed. More precisely, let
α `ne1 γ and suppose that the last non empty erosion of Σ ∧ α is εn(Σ ∧ α).
Then we have γ ≡Σ εn(Σ ∧ α). Let us now consider two cases:
1. If εn+1(Σ∧α) = ⊥, then ε0(Σ∧γ) = Σ∧γ and ε1(Σ∧γ) = εn+1(Σ∧α) = ⊥.
Therefore ε`(Σ ∧ γ) = Σ ∧ γ and γ ≡Σ ε`(Σ ∧ γ). Hence γ `ne1 γ.
2. If εn+1(Σ∧α) = εn(Σ∧α) (fixed point). Then ε0(Σ∧γ) = εn(Σ∧α) = Σ∧γ
and ε1(Σ ∧ γ) = εn+1(Σ ∧ α) = εn(Σ ∧ α) = Σ ∧ γ, which is a fixed point
of the erosions. Therefore ε`(Σ ∧ γ) = Σ ∧ γ and γ ≡Σ ε`(Σ ∧ γ). Hence
γ `ne1 γ.
Now, if we consider `ne2 , the same reasoning applies in the first case (when
the successive erosions end up with ⊥). However it does not apply in the case
of non-empty fixed point. Let us for instance consider erosions performed with
Bab, as in Example 6, and let us assume that ε`(Σ ∧ α) = c. Let us take
γ = (¬a ∧ b ∧ c) ∨ (a ∧ ¬b ∧ c) ∨ (a ∧ b ∧ c) as an explanation of α (we have
γ `Σ ε`(Σ ∧ α)). Then ε1(Σ ∧ γ) = a ∧ b ∧ c = ε`(Σ ∧ γ) (still with Bab
as structuring element). However γ 6`Σ a ∧ b ∧ c and therefore γ is not an
explanation of γ in this case.

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