Abstract. We present a very elementary proof of the uniqueness of Markoff numbers which are prime powers, in the sense that it uses nothing on algebraic number theory or hyperbolic geometry.
Introduction
The Markoff numbers are the numbers appeared in the Markoff triples which are the positive integer solutions, (x, y, z), of the Markoff equation
In the ascending order of their lengths, x + y + z, the first few Markoff triples are (1, 1, 1), (1, 1, 2), (1, 2, 5) , (1, 5, 13) , (2, 5, 29) , (1, 13, 34) , (1, 34, 89) , (2, 29, 169) . So the Markoff numbers are 1, 2, 5, 13, 29, 34, 89, 169, 194, 233, · · · . The above short list gives one the impression that, to obtain all the Markoff numbers with no repetition, one only needs to pick up the largest entry from each Markoff triple. The following conjecture was made by G. Frobenius [7] in 1913.
Markoff Conjecture. If (x, y, z) and (x 1 , y 1 , z) are Markoff triples, where x ≤ y ≤ z and x 1 ≤ y 1 ≤ z, then x = x 1 and y = y 1 .
In other words, it asserts that a Markoff triple up to permutation is determined uniquely by its largest entry.
This conjecture is so far still open and in fact there are few progresses towards it. The following theorem which was first proved independently by Baragar [1] , Button [2] [3] and Schmutz [10] is almost all what is known up to date.
Theorem 1. A Markoff triple up to permutation is determined uniquely by its largest entry if the latter is a prime power.
Lang and Tan [8] recently gave a short, simple proof of Theorem 1, which uses some elementary facts from the hyperbolic geometry of the modular torus with one cusp. The reader who is not very familiar with hyperbolic geometry might, however, not be able to appreciate it.
In this short note we demonstrate that Lang-Tan's proof can actually be made entirely elementary by removing its reliance on hyperbolic geometry. Indeed, our proof presented here makes even no explicit use of the notion of a group.
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Notation
Since we want the exposition of this note be entirely elementary, we would like to say a few words about the notations, although they are quite standard.
We use N, Q, C to denote respectively the sets of natural, rational, complex numbers. The set of all 2 by 2 matrices of determinant 1, with entries in N, will be denoted SL(2, N); similarly for SL(2, C). Finally, tr(·) will denote the trace of a matrix, namely, the sum of all its diagonal entries.
Markoff Theorem and tree structure of Markoff triples
It is clear that (1, 1, 1) is the simplest Markoff triple. In deed, A. A. Markoff [9] proved the following 
where (x, y, z) is arranged so that x ≤ y ≤ z, and z ′ = 3xy − z.
It is easy to see that z and hence z ′ are actually the roots of the quadratic equation (1) 
is in deed a Markoff triple. A simple proof of this theorem can be found on pages 17-18, [6] . Here, for completeness as well as for the convenience of the reader, we give a conceptually clearer one.
Proof. The operation (x, y, z) −→ (x, y, z ′ ) reduces the length x + y + z of Markoff triples exactly when z ′ < z. Therefore, after a finite number of times of length reduction, one stops when z ′ ≥ z, or equivalently, 2z ≤ 3xy. We claim that z = 1 in this case, and hence (x, y, z) = (1, 1, 1). In deed, if z ≥ 2 then one obtains from x ≤ y ≤ z and 2z ≤ 3xy that
This forces that x = y, z = 2 and x = 1, y = z both hold, a contradiction.
Markoff Theorem tells us there is a natural infinite binary tree structure on the permutation classes of all the Markoff triples. This is depicted in Figure 1 , in which each permutation class of Markoff triples appears around a vertex in the infinite binary tree. It is left to the reader to extend the tree a few steps from the trivial Markoff triple (x, y, z) = (1, 1, 1).
In terms of this infinite binary tree, the Markoff Conjecture then amounts to the assertion that each Markoff number, except the numbers 1 and 2, appears exactly six times in all the "regions" associated to the whole tree.
Markoff matrices
In this section we reformulate the Markoff Conjecture using the so-called Markoff matrices which was introduced by Harvey Cohn [ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . The standard reduced form of a rational r is the unique fractional expression r = a/b where a, b are coprime integers with b ≥ 1. In particular, we call b the Farey level of r.
Two rationals r, s are said to be Farey neighbors if they have standard reduced forms r = a/b and s = c/d so that ad − bc = ±1.
The Farey sequence of level n is formed by arranging in the ascending order all rationals between 0 and 1 inclusive of Farey levels at most n. It is a well known fact and can be found in almost any book on number theory that any adjacent pair of rationals in a Farey sequence are Farey neighbors.
An easy way to form the Farey sequence of level n + 1 from that of level n is to make the so-called Farey sums for appropriate Farey neighbors.
Given two rationals r, s which are Farey neighbors, with standard reduced forms r = a/b and s = c/d, their Farey sum is defined as
which is automatically in standard reduced form. Note that r ⊕ s falls in between r and s and is a Farey neighbor of both r and s. It follows from the Euclid algorithm that every rational between 0 and 1 can be split as the Farey sum of two rationals of smaller Farey levels. Thus all rationals between 0 and 1 will appear in above process of making Farey sums.
Markoff matrices.
Following H. Cohn, we associate a matrix to each rational between 0 and 1. Initially, we set
and define
In general, for rationals r, s ∈ [0, 1] which are Farey neighbors, where r < s, we set
In this way we have defined a Markoff matrix, M r ∈ SL(2, N), for every rational r ∈ [0, 1]. As a few examples, one finds
It is easy to observe that tr(M r ) ∈ N is always a multiple of 3, which is to be proved in §5 as part (iii) of Proposition 3 there.
Thus one may write
and so on. Then (m r , m s , m r⊕s ) is a Markoff triple. This follows from the following well-known Fricke trace identity for matrices X, Y in SL(2, C):
(the verification of (9) is straightforward), since it can be easily shown that
for every pair of Farey neighbor r, s ∈ Q ∩ [0, 1]. In deed, since
one only needs to check (10) for the initial pair (r, s) = ( Similarly, Theorem 1 also has the following matrix form reformulation, it is which that we will prove in §6. 
Properties of Markoff matrices
The Markoff matrices defined in §4 have certain nice properties which can be easily observed by inspecting a few examples.
5.1.
Comparing the entries of a Markoff matrix. First we have the following monotonicity among the entries of a Markoff matrix.
Proof. We prove the proposition by induction on the Farey levels of r. The conclusion is easily seen to be true for r ∈ Q ∩ (0, 1) of small Farey levels. Now suppose r, s ∈ Q ∩ (0, 1), where r < s, are Farey neighbors. Let
and let t = r ⊕ s. Then
First, to prove (ii), one only needs to observe that
Next, we prove (iii), that is,
The inductive hypothesis gives
It follows that (15) is equivalent to 2dx = bz + cy.
On the other hand, there exists a unique t ′ ∈ Q ∩ (0, 1) such that t ′ = t and that t ′ is a Farey neighbor of both r and s. Note that t ′ has lower Farey level than the largest of those of r and s.
There are two possibilities: s = r ⊕ t ′ or r = t ′ ⊕ s. In the case s = r ⊕ t ′ we have 
Now the inductive hypothesis on M t ′ gives (dx − bz) + (−cy + aw) = 3(−cx + az)
which is, by (16), equivalent to (17). The proof for the case r = t ′ ⊕ s is entirely similar and is therefore omitted. This proves (iii).
Finally, we prove (i). The first and the last of the three inequalities in (i) ax + bz < ay + bw, cx + dz < cy + dw follow easily from the inductive hypothesis x ≤ y, z ≤ w, of which at least one inequality is strict. It remains to prove ax + bz > cy + dw.
By (15), this is equivalent to 3(cx + dz) > 2(cy + dw)
which is true since we have from the inductive hypothesis that 3x ≥ 2y and 3z ≥ 2w, and of these two inequalities at least one inequality is strict. This finishes the proof of Proposition 3.
