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Improving the performance of elevator systems Tight bounds for break minimization in
using exact reoptimization algorithms [p. 224] tournament scheduling [p. 235]
Henzinger, Radovanovic and Stein Rutten
Scheduling a Large Datacenter [p. 227] Scheduling in a complex setting [p. 237]
19:00 DinnerFriday
9:30 Invited Speaker: Frits C.R. Spieksma
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Author Index 265Online Broadcast Scheduling: New Perspectives and Results
Chandra Chekuri∗
(Invited speaker)
Abstract:
We consider algorithms for pull-based broadcast scheduling. The setting is as follows. There
is a server with n pages of information and requests arrive online for them. When the server
broadcasts a page p, all outstanding requests for that page are satisﬁed. This model was
introduced about a decade ago to the algorithms community and has sustained interest due
to the algorithmic challenges posed by basic problems. Several questions in both oﬄine and
online algorithms are not understood well. In this talk I will describe some recent results with
my students on online algorithms for broadcast scheduling. We obtain new results and insights
for a range of traditional metrics such as average ﬂow time (also referred to as response time),
Lk norms of ﬂow time and the maximum ﬂow time. We also discuss a new metric called delay
factor, its relationship to ﬂow time, and our results for this.
Joint work with Sungjin Im and Ben Moseley at University of Illinois.
∗chekuri@cs.uiuc.edu. University of Illinois, Dept. of Computer Science, 201 N. Goodwin Ave, Urbana, IL
61820, USA
1Speed Scaling with an Arbitrary Power Function
Nikhil Bansal∗ Ho-Leung Chan † Kirk Pruhs (speaker) ‡
“What matters most to the computer designers at Google is not speed, but power,
low power, because data centers can consume as much electricity as a city.”
—Dr. Eric Schmidt, CEO of Google.
Energy consumption has become a key issue in the design of microprocessors. Major chip
manufacturers, such as Intel, AMD and IBM, now produce chips with dynamically scalable
speeds, and produce associated software that enables an operating system to manage power
by scaling processor speed. Within the last few years there has been a signiﬁcant amount of
research on the scheduling problems that arise in this setting. Generally these problems have
dual objectives as one wants both to optimize some schedule quality of service objective (for
example, total ﬂow) and some power related objective (for example, the total energy used).
Scheduling algorithms for these problems have two components: A job selection policy that
determines which job to run and a speed scaling policy to determine the speed at which the
processor is run.
All of the theoretical speed scaling research to date has assumed that the power function,
which expresses the power consumption P as a function of the processor speed s,i so ft h ef o r m
P = sα,w h e r eα>1 is some constant. Let us call this the traditional model. The traditional
model was motived by the fact that in CMOS based processors, the well known cube-root rule
states that the speed is approximately the cube root of the power. So historically P = s3 was a
reasonable assumption. In the literature one ﬁnds diﬀerent variations on this traditional model
based on which speeds are allowable. Most of the literature assumes the unbounded speed model,
in which a processor can be run at any real speed in the range [0,∞). Some of the literature
assumes the bounded speed model in which the allowable speeds lie in some real interval [0,T].
Some of the literature on oﬄine algorithms, assumes the discrete speeds model in which there
are a ﬁnite number of allowable speeds.
In [1] we initiated theoretical investigations into speed scaling problems with more general
power functions, and develop algorithmic analysis techniques for this setting. A secondary
contribution is to introduce a model for allowable speeds that generalizes all of various models
found in the literature.
We will consider the objective of minimizing a linear combination of total (possibly weighted)
ﬂow and total energy used. Our third contribution is to improve on the known results for this
∗IBM. nikhil@us.ibm.com
†Computer Science Department, University of Pittsburgh. hlchan@cs.pitt.edu
‡Computer Science Department, University of Pittsburgh. kirk@cs.pitt.edu Supported in part by an IBM
faculty award, and from NSF grants CNS-0325353, CCF-0514058, IIS-0534531, and CCF-0830558.
2important fundamental problem. Optimizing a linear combination of energy and total ﬂow has
the following natural interpretation. Suppose that the user speciﬁes how much improvement in
ﬂow, call this amount ρ, is necessary to justify spending one unit of energy. For example, the
user might specify that he is willing to spend 1 erg of energy from the battery for a decrease
of 4 micro-seconds in ﬂow. Then the optimal schedule, from this user’s perspective, is the
schedule that optimizes ρ = 4 times the energy used plus the total ﬂow. By changing the units
of either energy or time, one may assume without loss of generality that ρ =1 .W e i g h t e dﬂ o w
generalizes both total ﬂow, and total/average stretch, which is another common QoS measure.
The stretch/slowdown of a job is the ﬂow divided by the work of the job. When the user is
aware of the size of a job (say if the user knows that he/she is downloading a video ﬁle instead
of a text ﬁle) then perhaps slowdown is a more appropriate measure of the happiness of a user
than ﬂow. Many server systems, such as operating systems and databases, have mechanisms
that allow the user or the system to give diﬀerent priorities to diﬀerent jobs. For example, Unix
has the nice command. In a speed scaling setting, the weight of a job is indicative of the ﬂow
versus energy trade-oﬀ for this job. The user may be willing to spend more energy to reduce
the ﬂow of a higher priority job, than for a lower priority job.
We assume that the allowable speeds are a countable collection of disjoint subintervals of
[0,∞). We assume that all the intervals, except possibly the rightmost interval, are closed on
both ends. The rightmost interval may be open on the right if the power P(s) approaches
inﬁnity as the speed s approaches the rightmost endpoint of that interval. We assume that P
is non-negative, and P is continuous and diﬀerentiable on all but countably many points. We
assume that either there is a maximum allowable speed T, or that the limit inferior of P(s)/s
as s approaches inﬁnity is not zero (if this condition doesn’t hold then, then the optimal speed
scaling policy is to run at inﬁnite speed). Let us call this the general model. We give two main
results in the general model.
Theorem 1 Consider the scheduling algorithm that uses Shortest Remaining Processing Time
(SRPT) for job selection and power equal to one more than the number of unﬁnished jobs for
speed scaling. In the general model, this scheduling algorithm is (3 + ǫ)-competitive for the
objective of total ﬂow plus energy on arbitrary-work unit-weight jobs.
Theorem 2 Consider the scheduling algorithm that uses Highest Density First (HDF) for job
selection and power equal to the fractional weight of the unﬁnished jobs for speed scaling. In
the general model, this scheduling algorithm is (2+ǫ)-competitive for the objective of fractional
weighted ﬂow plus energy on arbitrary-work arbitrary-weight jobs.
We establish these results through an amortized local competitiveness argument. Obtaining
a competitive ratio independent of α for the objective of (integral) weighted ﬂow plus energy
is ruled out since resource augmentation is required to achieve O(1)-competitiveness for the
objective of weighted ﬂow on a ﬁxed speed processor.
Let us consider what these theorems say in the traditional model. Theorem 1 slightly im-
proves the best known competitive ratios, when the cube root rule holds, in both the unbounded
and bounded speed models. The potential functions used in all previous papers are speciﬁcally
tailored toward the function P = sα. Moreover, these potential functions can not be used to
show competitive ratios of o( α
lnα) for arbitrary work jobs. So while the competitive ratios were
O(1)-competitive for a ﬁxed α,t h e yw e r en o tO(1)-competitive for a general power function of
3the form sα. Our new potential function not only allows us to break the barrier of α
lnα,a n di t
allows us to obtain O(1)-competitiveness for general power functions. This is a good example of
the inventor’s paradox, that somehow attacking a more general problem allows clearer insights
into a more speciﬁc problem.
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4Near-Optimal Solutions and Large Integrality Gaps for
Almost All Instances of Single-Machine
Precedence-Constrained Scheduling
Andreas S. Schulz1 Nelson A. Uhan2
We consider the following classic scheduling problem. We have a set of jobs N = {1,...,n}
that needs to be scheduled nonpreemptively on a single machine, which can process at most one
job at a time. Each job i ∈ N has a processing time pi ∈ R≥0 and weight wi ∈ R≥0. Precedence
constraints are represented by an acyclic, transitively closed directed graph G =( N,A): if
(i,j) ∈ A,t h e nj o bi must be processed before job j. The objective is to schedule these jobs in
a way that respects the precedence constraints and minimizes the sum of weighted completion
times. In the notation of Graham et al. [7], this problem is denoted as 1|prec|
￿
wjCj.T h e
problem 1|prec|
￿
wjCj is strongly NP-hard [10, 11]. Currently, the best known approximation
algorithms all have a performance guarantee of 2 [8, 4, 3, 6, 12]. On the inapproximability front,
Amb¨ uhl et al. [1] showed that a PTAS is not possible, assuming NP-complete problems cannot
be solved in randomized sub-exponential time. Bansal and Khot [2] showed that it is NP-hard
to compute a (2 − ǫ)-approximate schedule for any ǫ>0, assuming a stronger version of the
Unique Games Conjecture [9] holds.
In this paper, we focus on 0-1 bipartite instances of 1|prec|
￿
wjCj,i nw h i c ht h es e to f
jobs is partitioned into N = N1 ˙ ∪N2, and precedence constraints take the form of a directed
bipartite graph (N1 ˙ ∪N2,A)w h e r e( i,j) ∈ A implies i ∈ N1 and j ∈ N2. The jobs in N1
have unit processing time and zero weight, and the jobs in N2 have zero processing time and
unit weight. This scheduling problem on 0-1 bipartite instances can equivalently be viewed as
a linear ordering problem on a mixed bipartite graph, in which there is an undirected edge
between every pair of nodes i ∈ N1, j ∈ N2,f o rw h i c h( i,j)  ∈ A. The goal is to ﬁnd an
orientation B of the undirected edges, such that the resulting directed graph (N1 ˙ ∪N2,A∪ B)
is acyclic and has as few arcs that are directed from N1 to N2 as possible.
These 0-1 bipartite instances have further appeal than their simple combinatorial struc-
ture: it turns out that these simple instances eﬀectively capture the inherent diﬃculty
of 1|prec|
￿
wjCj. Chekuri and Motwani [3] used a class of 0-1 bipartite instances to
show that the linear programming relaxation due to Potts [14] has an integrality gap of
2. Moreover, Woeginger [16] showed that a ρ-approximation algorithm for 0-1 bipartite in-
stances of 1|prec|
￿
wjCj implies a (ρ + ǫ)-approximation algorithm for arbitrary instances of
1|prec|
￿
wjCj; that is, the approximability behavior of 0-1 bipartite instances and arbitrary
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5instances are virtually identical. In fact, the previously mentioned inapproximability result due
to Bansal and Khot [2] was proved using 0-1 bipartite instances.
Contributions of this work. We study 0-1 bipartite instances of the precedence-constrained
scheduling problem from a probabilistic lens. One appealing feature of 0-1 bipartite instances is
that they are completely deﬁned by their precedence constraints. Since precedence relations in
bipartite partial orders are independent, we can apply the model of Erd¨ os and R´ enyi [5] often
used in random graph theory to deﬁne classes of random 0-1 bipartite instances. Our analysis
of these random 0-1 bipartite instances yields various “almost all”-type results that lead to
some intriguing insights. To the best of our knowledge, our results are the ﬁrst of their kind for
scheduling problems.
  First, we show that almost all 0-1 bipartite instances are non-Sidney-decomposable.T o -
gether with the work of Chekuri and Motwani [3], Margot et al. [12], and Goemans and
Williamson [6], this result implies that for almost all 0-1 bipartite instances, any feasi-
ble schedule is a 2-approximation. As surprising as this result may seem, as we will see
below, it turns out something much stronger can be shown. This result also strengthens
the connection between 1|prec|
￿
wjCj and the vertex cover problem: Pulleyblank [15]
analogously showed that for almost all graphs under the random graph model in which an
edge appears independently with constant probability, the associated minimum cardinal-
ity vertex cover problem cannot be decomposed using the so-called persistency property
[13].
  Using two-dimensional Gantt charts, we show that for almost all 0-1 bipartite instances,
all feasible schedules are arbitrarily close to optimal. This result oﬀers an interesting
paradox: despite mounting evidence that the scheduling problem is inapproximable within
any factor strictly better than 2, we show that for any given ǫ>0, any feasible schedule is
a( 1+ǫ)-approximation with high probability, when the number of jobs is suﬃciently large.
In some sense, the “hard” instances suggested by the strongest existing inapproximability
results are well-hidden.
  We give a lower bound on the integrality gap of various linear programming relaxations
of 1|prec|
￿
wjCj for almost all 0-1 bipartite instances. For the random models of 0-
1 bipartite instances that we study, this lower bound approaches 2 as the precedence
constraints become sparser in expectation. This result generalizes a result of Chekuri and
Motwani [3].
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7Minimizing the makespan for an interval ordered precedence
graph on m processors with communication delays and unit
execution time tasks
Alix Munier Kordon (Speaker) ∗ Fadi Kacem † Benoit Dupont de Dinechin ‡
Lucian Finta §
1 Introduction
Minimizing the makespan for an interval ordered precedence graph G =( T,A) on a limited
number of processors and unit execution time tasks was intensively studied. For our best
knowledge, this class of graph was introduced by Papadimitriou and Yannakakis in [6] who
developed a polynomial time algorithm for m identical processors. More recently, Jansen [3]
extends this result to typed tasks systems: processors are partitioned into K classes M1,···,M K
and each task t ∈ T must be executed by a processor from a ﬁxed class m(t) ∈{ M1,···,M K}.
In a computer science context, tasks may model instructions and precedence constraints
correspond to data transfers. For any precedence constraint between two tasks i and j,a
minimun additional delay ℓij ≥ 0 between the end of i and the beginning of j is usually
considered. If ti and tj denotes respectively the starting times of tasks i and j, the corresponding
constraint is ti +1+ℓij ≤ tj.
For any task i ∈ T,Γ +(i)( resp. Γ−(i)) denotes the immediate successors (resp. predeces-
sors) of i in G. A monotone interval ordered precedence graph is an interval ordered precedence
graph such that,
∀((i,j),(i,k)) ∈ A2,Γ−(j) ⊂ Γ−(k) ⇒ ℓij ≤ ℓik.
Palem and Simons [5] developed a polynomial-time list scheduling algorithm to solve the deter-
mination of a feasible schedule for a monotone interval ordered precedence graph with deadlines
and m identical processors. Leung et al. [4] developed an original list scheduling algorithm for
solving this last problem with additional release dates. Lastly, Dupont de Dinechin [2] ex-
tended this last algorithm to solve the determination of a feasible schedule for a monotone
interval ordered precedence graph with release dates, deadlines and typed tasks system.
Another way to model data transfers is communication delays, for which the delay is removed
between two adjacent tasks i and j when executed by a same processor. More formally, if cij
∗Alix.Munier@lip6.fr. LIP6, universit´ e P. et M. Curie, 4 place Jussieu, 75252 Paris cedex 05, France.
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8denotes the minimum communication delay between tasks i and j, the precedence constraint is
ti +1+xijcij ≤ tj where xij is a boolean variable equal to 0 if i and j are performed by the
same processor. Ali and Rewini [1] developed a polynomial-time algorithm for the minimization
of the makespan for an interval ordered precedence graph, m identical processors and unit
communication delays. Verriet [7] developed a polynomial algorithm to solve the determination
of a feasible schedule for an interval ordered precedence graph with release dates, deadlines,
unit communication delays and m identical processors.
2 Main results and perspectives
The question tackled here is essentially the possible extension of the result of Dupont de Dinechin
[2] to communication delays.
Complexity for non-monotone communication delay Let us ﬁrst consider dedicated
processors, for which there is exactly one processor per type. First result concerns the impor-
tance of the monotone values for communication delays.
Theorem 1. The makepan minimization for a (non-monotone) communication delay interval
ordered precedence graph and 2 dedicated processors is NP-hard.
Proof of Theorem 1 is based on a reduction from a two processors ﬂow-shops with unit exe-
cution time operations and delays [8]. In the rest of the talk, it is assumed that communication
delays are monotone.
Extension of Leung-Palem-Pnueli algorithm to communication delays The idea of
the Leung-Palem-Pnueli algorithm [4] is to improve initial deadlines of every tasks i ∈ T using
a relaxation of the scheduling problem expressed on Γ+(i)a n dt a s k sj ∈ T with no precedence
relation with i. These improvements are executed until a stabilization of the system is ob-
served. Tasks are then executed using a classical list schedule algorithm with smallest improved
deadlines ﬁrst. Theorem 2 expressed our main result:
Theorem 2. An extension of the Leung-Palem-Pnueli algorithm [4] solves the determination
of a feasible schedule for a monotone communication delays interval ordered precedence graph
with release dates, deadlines and m dedicated processors.
Theorem 2 is obtained by proving by contradiction that every task from T is executed by
the list algorithm before its improved deadline.
List schedules are not optimal for m identical processors with communication delays
For m identical processors, list schedules may be never optimal, as shown by Figure 1. Thus,
the extension of Leung-Palem-Pnueli to m processors nor typed task systems are not optimal,
even without initial release dates and deadlines.
Perspective The main perspective of this work concerns the extension to unit communication
delays and typed task system. We conjecture that a new extension of the Leung-Palem-Pnueli
may lead to a polynomial-time algorithm.
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Figure 1: List schedules are not optimal for 2 identical processors
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10Routing and Scheduling Messages through Communication
Networks: Approximation Algorithms and Complexity
Ronald Koch Britta Peis Martin Skutella Andreas Wiese ∗
1 Introduction
In a distributed real-time system, processes residing at diﬀerent nodes of the network communi-
cate by passing messages. One of the most challenging and important tasks for the design of a
distributed system is the problem of sending a given set of messages through the network from
the respective origin- to the destination nodes on time. This problem involves critical routing
and scheduling decisions. In order for messages to meet their deadlines, one has to determine a
suitable (short) origin-destination path for each message and resolve conﬂicts between messages
whose paths share a communication link of the network.
The message routing problem. To model the problem we represent the communication
network by a (directed or undirected) graph G =( V,E), whose edges correspond to the com-
munication links of the network. In the message routing problem, each message Mi =( si,t i,l i)
of a given set of messages {Mi}i∈I consists of li packets of unit size that have to be sent from
the origin node si ∈ V to the destination node ti ∈ V within a certain time horizon T>0.
Usual constraints are (see e.g., [1, Chapter 37]):
1. it takes one time unit to send a packet on any edge e ∈ E,
2. at most one packet can traverse an edge per time unit,
3. a message has to be completely received by a node before the node can start to transmit
it to any other node.
The last constraint is due to integrity checks performed by each node and implies that each
message Mi has to be sent along a unique path Pi from its origin to its destination node. In the
special case where all messages consist of only one packet message routing reduces to (store-
and-forward) packet routing, a fundamental routing problem in interconnection networks.
∗all authors are from TU Berlin, Institut f¨ ur Mathematik, Straße des 17. Juni 136, 10623 Berlin, Germany,
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11Message routing and job shop scheduling. A natural approach for solving the message-
and packet routing problem is the following two-stage strategy. In the ﬁrst stage (the routing
stage), determine the set of paths {Pi}i∈I. Then, in the second stage (the scheduling stage),
resolve conﬂicts between messages sharing an edge. However, the scheduling stage is exactly
an instance of the well-studied acyclic preemptive job shop scheduling problem.E v e r y e d g e
corresponds to a machine and a message is a job that has to be consecutively processed on the
machines corresponding to the edges on its path. In shop scheduling, the processing requirement
of a job is usually machine-dependent. In our case, however, we have the special property that
the processing requirement of a job/message is identical (namely equal to the size of the message)
on each machine/edge on its path. This special instance of the job shop scheduling problem is
well-studied and approximation algorithms are known which depend on the congestion
C =m a x
e∈E
￿
i∈I:e∈Pi
di,
i.e., the maximum number of packets that have to traverse a single edge, and on the dilation
D =m a x
i
(di|Pi|),
i.e., the maximum time necessary to send a message without any delays from its origin to its
destination. As usual, |Pi| denotes the number of edges in path Pi.
Our contributions. In [3] we established an algorithm that, given a set of messages {Mi}i∈I
on a communication network, and a desired dilation ∆, ﬁnds a set of paths of dilation at most
∆ and congestion smaller than C∗(∆) + ∆, where C∗(∆) denotes the congestion of an optimal
fractional solution with dilation at most ∆. The dilation ∆ that is given to the algorithm as
an input can be chosen arbitrarily (e.g., ∆ = T/2). Of course, the smaller the dilation ∆, the
larger is the optimal congestion C∗(∆). In practice it is thus reasonable to try several values of
∆ ≤ T in order to ﬁnd a good tradeoﬀ between dilation and congestion. In theory, one can, for
example, use binary search in order to determine ∆ such that ∆ + C∗(∆) or ∆ + (C∗(∆) + ∆)
(or some other function of ∆ and C∗(∆)) is minimal.
Although our algorithm can be applied for arbitrary message lengths, it even improves
upon the performance guarantee of Srinivasan and Teo’s constant factor approximation [2] for
the special case of store-and-forward packet routing by a multiplicative factor of two. The
main diﬀerence between our approach and the approach in [2] is our use of a path-based linear
programming formulation which turns out to be eﬃciently solvable as the corresponding sep-
aration problem is a special case of the length-bounded shortest path problem. (The latter can
be solved with a modiﬁcation of Dijkstra’s algorithm). Given an optimal solution to the linear
program, we iteratively round the fractional solution into an integral one, and guarantee that
the congestion is not increased by more than ∆.
Our path-ﬁnding algorithm works for arbitrary directed or undirected graphs. Combined
with either approximation algorithms for the acyclic job shop scheduling problem, or with
suitable priority heuristics, it therefore returns solutions for the message routing problem in
general.
In many situations in practice, however, the communication graphs are very simple. It
therefore makes sense to consider the problem on special graph classes such as paths, trees
12and grids. This way, we considered the message routing problem on directed paths (which is
already NP-hard [1]), and showed that the Farthest-Destination-First Algorithm (FDF) works
optimally on a directed path P in case the messages are not nested, i.e., in case
si <P sj =⇒ ti ≤P tj ∀i,j ∈ I.
Note that the packet routing problem is considerably easier. For example, it is well-known
that FDF is optimal for packet routing on directed paths, in- and out-trees. We achieved the
following complexity and approximation results for the packet routing problem (cf. [4],[5]) on
trees and grids:
We showed that FDF can perform arbitrarily bad on directed trees. However, we give a
2-approximation on trees in general which uses FDF as a subroutine. Moreover, we showed
that the problem on a tree is NP-hard to approximate within a factor of 10
9 − ǫ for ǫ>0( a n d
7
6 − ǫ or 6
5 − ǫ for planar graphs or graphs in general, respectively).
In case of directed trees, we even found an algorithm which constructs a schedule of length
C +D−1. (It is not hard to see that this bound is tight.) This algorithm is based on a feasible
coloring of the directed paths with not more than C colors. Furthermore, we showed that a
completely diﬀerent algorithm works optimal on directed trees in case the lengths of the paths
are pairwise diﬀerent.
Considering the packet routing problem on a grid, we proved that the problem with prede-
ﬁned paths is already NP-hard even if all packets share the same origin or destination. Allowing
the paths to be variable, we showed that the problem is NP-hard even if no two packets share
their origin or destination. However, in case the origins and destinations of all packets on a
grid are pairwise diﬀerent, we established a 2-approximation which is even optimal if we allow
an edge to be used in both directions at the same time. Finally, we established an algorithm
for packet routing on a grid whose schedule length diﬀers from the optimal one by at most an
additive factor of 8 in case all packets share the same origin or destination.
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13Precedence Constraint Scheduling:
Connections to Dimension Theory of Partial Orders and
Inapproximability Results
Christoph Amb¨ uhl ∗ Monaldo Mastrolilli † Nikos Mutsanas ‡ Ola Svensson §
The problem we consider in this paper is a classical problem in scheduling theory, known
as 1|prec|
￿
wjCj in standard scheduling notation (see e.g. Graham et al. [11]). It is deﬁned
as the problem of scheduling a set N = {1,...,n} of n jobs on a single machine, which can
process at most one job at a time. Each job j has a processing time pj and a weight wj,w h e r e
pj and wj are nonnegative integers. Jobs also have precedence constraints between them that
a r es p e c i ﬁ e di nt h ef o r mo fapartially ordered set (poset) P =( N,P), consisting of the set of
jobs N and a partial order i.e. a reﬂexive, antisymmetric, and transitive binary relation P on
N,w h e r e( i,j) ∈ P (i  = j)i m p l i e st h a tj o bi must be completed before job j can be started.
The described problem was shown to be strongly NP-hard in 1978 by Lawler [15] and
Lenstra & Rinnooy Kan [16]. While currently no inapproximability result is known (other than
that the problem does not admit a fully polynomial time approximation scheme), there are
several 2-approximation algorithms [18, 12, 6, 5, 17, 1]. Closing this approximability gap is a
longstanding open problem in scheduling theory (see e.g. [19]).
We show [4] that no Polynomial Time Approximation Scheme (PTAS) is possible, unless
NP-complete problems can be solved in randomized subexponential time. This result has been
obtained by using the Quasi-random PCP by Khot [14], and a gap preserving reduction from
Maximum Edge Biclique problem. Furthermore, we prove that the scheduling problem is as
hard to approximate as Vertex Cover when the so-called ﬁxed cost, that is present in all feasible
solutions, is subtracted from the objective function.
Secondly, we survey recent results [1, 2, 3, 4, 7] where several connections between the
scheduling problem, vertex cover and the dimension theory of partial orders are established.
The results in [1, 7] imply that 1|prec|
￿
wjCj is a special case of the weighted vertex cover
problem. More precisely, every instance S of 1|prec|
￿
wjCj c a nb et r a n s l a t e di np o l y n o m i a l
time into a weighted graph GP, such that ﬁnding the optimum of S can be reduced to ﬁnding
an optimum vertex cover in GP. This result even holds for approximate solutions: Finding an
α-approximate solution for S can be reduced to ﬁnding an α-approximate vertex cover in GP.
Dimension is one of the most heavily studied parameters of partial orders, and many beau-
tiful results have been obtained (see e.g. [20]). Dushnik & Miller [9] introduced dimension as
a parameter of partial orders in 1941. Since that time, many theorems have been developed.
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14The dimension of a partial order P is the minimum number of linear extensions which yield
P as their intersection. Moreover, there is a very natural connection between dimension and
chromatic number: With a ﬁnite poset P it is possible to associate a hypergraph HP so that
the (fractional) dimension of P is equal to the (fractional) chromatic number of HP.T h i s
hypergraph is called the hypergraph of incomparable pairs.
By using the vertex cover characterization of 1|prec|
￿
wjCj, in [3, 2] an interesting connec-
tion is discovered between 1|prec|
￿
wjCj and the dimension theory of posets [20], by observing
that the graph GP is well known in dimension theory as the graph of incomparable pairs of a
poset P (graph GP is obtained by removing from the hypergraph HP all edges of cardinality
larger than two). This result allows to apply the rich vertex cover theory to 1|prec|
￿
wjCj
together with the dimension theory. For example one can conclude that two-dimensional prece-
dence constraints are solvable in polynomial time, as GP is bipartite in this case [8, 10, 7], and
the vertex cover problem is well-known to be solvable in polynomial time on bipartite graphs.
This considerably extends Lawler’s result [15] from 1978 for series-parallel precedence con-
straints. These connections between the 1|prec|
￿
wjCj and the vertex cover problem on GP,
and between dimension and coloring, yield a framework for obtaining (2− 2/f)-approximation
algorithms for classes of precedence constraints with bounded (fractional) dimension f [2, 3].
The framework is inspired by Hochbaum’s approach [13] for the vertex cover problem on “easily”
colorable graphs. It yields the best known approximation ratios for all previously considered
special classes of precedence constraints. Furthermore, it establishes the dimension as a param-
eter of the complexity of an instance.
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16Scheduling two interfering job sets on uniform parallel machines
with sum and makespan criteria
Donatas Elvikis (Speaker) ∗ Horst W. Hamacher † Vincent T’kindt ‡
1 Introduction
We consider a m uniform parallel machines scheduling problem of two jobs A and B with nA
and nB operations, respectively, and equal processing times. Further, we denote by n = nA+nB
the total number of operations and by pj =
p
vj,w i t hvj the processing speed of machine j,t h e
processing time of any operation scheduled on machine j.
To job A we associate a sum cost function, referred to as FA ￿ =
￿
i∈A fi(Ci)w i t hCi the
completion time of operation i and fi an increasing function, which is assumed to be minimized.
Similarly, we associate to job B criterion CB
max, deﬁned by CB
max =m a x i∈B(Ci), which is to be
minimized. Therefore, we faced with a two interfering job sets problem, i.e. scheduling each job
is done according to its own cost function while sharing common resources with the other job. It
is obvious that criteria are conﬂicting and the problem is referred to as Q|pi = p|#(FA ￿,CB
max)
according to the notation presented in [6].
As usual when dealing with multiple conﬂicting criteria, we focus on the calculation of strict
Pareto optima for FA ￿ and CB
max criteria. A schedule σ is a strict Pareto optimum iﬀ there does
not exist another schedule ˆ σ such that FA ￿(ˆ σ) ≤ FA ￿(σ)a n dCB
max(ˆ σ) ≤ CB
max(σ)w i t ha tl e a s t
one strict inequality. Note that each non-dominated criteria vector (FA ￿,CB
max) is associated
with at least one Pareto optimum. In this paper we focus on the enumeration of such solutions.
Scheduling interfering job sets is a quite recent research area. First, Agnetis et al. ([1])
introduce a jobshop scheduling problem with two competing players each one having its own
optimization goal: this was the starting point for interfering job sets problems. Later, Baker
and Smith ([3]), Yuan et al. ([7]) and Agnetis et al. ([2]) study several single machine problems
with two interfering job sets. The ﬁrst problem with more than two interfering job sets and
unit penalty criteria is dealt with by Cheng et al. ([4]) and is shown to be strongly NP-hard.
To the best of our knowledge, no work deals with parallel machine problems.
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172S o l v i n g t h e Q|pi = p|#(FA ￿,CB
max) problem
First, observe that as far as criterion on job A,s a yFA, is a regular one, we only need to restrict
the search for Pareto optima to the set of active schedules (see [6] for instance). Consequently,
and due to the fact that operations are of equal size we can deﬁne Tj = {t | t = kpj,k∈ N} as
the set completion of times for machine j.L e tt i m e s l o t si n
￿
j=1,...,m Tj be numbered ascending
w.r.t. completion times and, in case of ties, slot on a faster machine gets lower index. Denote
by T = {t1 ≤ t2 ≤   ≤tn}⊆
￿
j=1,...,m Tj the set of timeslots for any active schedule σ and
minimizing criteria FA and CB
max is equivalent to assign operations to their completions times.
In other words, the uniform parallel machines problem can be seen as a particular single machine
problem for which the sequence of completion times is ﬁxed and we only need to assign jobs to
timeslots which makes it more particular than the problems tackled by Agnetis et al. ([2]).
We now turn to the Q|pi = p|ε(FA/CB
max)p r o b l e m ,i.e. minimizing FA while imposing
CB
max ≤ ǫ, for any ﬁxed ǫ value. Assume that the last operation of job B completes at t.
Lemma 1. There exists an optimal schedule σ to the Q|pi = p|ε(FA/CB
max) problem such that
all operations of job B are sequenced in a single block completing at time CB
max.
Consequently, observe that we have at most nA + 1 strict Pareto optima in criteria space,
since there are no more than nA +1 completion times for job B. The enumeration of the strict
Pareto optima can be done by iteratively solving Q|pi = p|ε(FA/CB
max) problem with diﬀerent
ε values. A direct implementation of such procedure results in an O(nlog(m)+nAT)t i m e ,
with T the time complexity for optimally assigning operations of job A, algorithm. Observe
that sequencing job A can be basically achieved by solving an assignment problem in O(n3
A)
time, thus leading to an overall O(nlog(m)+n4
A) time complexity. Next we show that this
complexity can be reduced if the Hypothesis 1 holds (which will be assumed in the remainder).
Hypothesis 1. Let fi′ and fi′′ be two non-decreasing functions: ∀t2 ≥ t1 ≥ 0, we have either
(fi′−fi′′)(t1) ≤ (fi′−fi′′)(t2) or (fi′−fi′′)(t1) ≥ (fi′−fi′′)(t2),w i t h(fi′−fi′′)(t)=fi′(t)−fi′′(t).
The hypothesis holds for the
￿
i wiCi criterion for which fi(t)=wit,t h e
￿
i Ti criterion,
with fi(t)=m a x ( 0 ,t− di)a n dt h e
￿
i wiTi if weights wi and due dates di are agreeable,
i.e. di′ ≤ di′′ ⇒ wi′ ≥ wi′′. Further we make use of the following instrumental notations: σ(k)
denotes operation sequenced in position k in sequence σ and tk ∈T is its completion time.
Lemma 2. Assume that we have two sets of timeslots T ′ = {t′
1 ≤   ≤t′
n} and T ′′ = {t′′
1 ≤
    ≤ t′′
n} such that T ′  = T ′′.L e t σ′ (resp. σ′′) be the optimal sequence of operations for
criterion F￿ with respect to the timeslots of T ′ (resp. T ′′). We have σ′ = σ′′.
Hence, we solve the Q|pi = p|FA ￿ problem once, to produce the optimal sequence σ∗.T h e n
the operations of A are assigned to the free timeslots in their order in sequence σ∗, after job
B is scheduled according to Lemma 1. The overall complexity for ﬁnding all non-dominated
criteria vectors is in O(nlog(m)+T)t i m e ,w i t hT the time to solve the Q|pi = p|FA ￿ problem.
Recall the special cases for which Hypothesis 1 holds. It is well known ([5]) that the Q|pi =
p|
￿
i wiCi problem can be solved in polynomial time by Smith’s SWPT rule. Additionally,
both Q|pi = p|FA ￿ problems with FA ￿ =
￿
i TA
i and FA ￿ =
￿
i wiTA
i (with agreeable weights
and due dates) can be solved ([5]) by Jackson’s EDD rule. Hence, all non-dominated vectors
can be found in O(nlog(m)+nAlog(nA)) time for all of these problems.
Note that the total number of tardy jobs
￿
i UA
i does not answer Hypothesis 1. Dessouky
et al. ([5]) presents an algorithm for solving Q|pi =1 |
￿
i wiUi problem which can be adapted
18for Q|pi = p|
￿
i Ui. First sort operations in decreasingly w.r.t di’s and build list L.S t a r t i n g
with the last free timeslot tk ∈T sequence i = L[1] if tk ≤ di and continue with the earlier
timeslots. Finally, sequentially schedule tardy operations in the order of L to the free timeslots.
In the remainder of this section we assume w.l.o.g. that t1 ≤ di for all i ∈ A. Note that there
always exists a non-dominated solution σ of the Q|pi = p|#(
￿
i UA
i ,CB
max) problem with no
tardy operation u ∈ A sequenced before job B. Next we state stopping condition and which ε
value has to be chosen in order to generate succeeding non-dominated schedule.
Lemma 3. Let σ be a schedule with objective value (
￿
UA,CB
max). If there exists a timeslot
tk <C B
max with operation σ(k) ∈ A such that tk+1 >d σ(k), then there is no other non-dominated
solution ˆ σ such that
￿
UA >
￿ ˆ UA and CB
max < ˆ CB
max.
Lemma 4. Let σ be a schedule with objective value (
￿
UA,CB
max).L e tk be a time slot with
the ﬁrst tardy operation σ(k) ∈ A following job B. Then succeeding non-dominated schedule ˆ σ
with
￿
UA >
￿ ˆ UA and CB
max < ˆ CB
max is obtained by setting new ε value to tk.
Due to the lemmas above we can easily construct an eﬃcient algorithm. First build an
initial non-dominated solution σ such that Lex(CB
max,
￿
i UA
i ) is minimized. Then use results
of Lemma 4 to build succeeding non-dominated solutions until condition of Lemma 3 holds.
This algorithm can be implemented in O((nA + nB)log(m)+nAlog(nA)) time.
In case FA ￿ is equal to the weighted number of late jobs
￿
wiUA
i we have to fall back to the
general algorithm. Non-dominated criteria vectors for the Q|pi = p|#(
￿A wiUi,CB
max)p r o b l e m
can be found in O((nA + nB)log(m)+n2
AlognA)t i m e .
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19A new algorithm for multidimensional scheduling problems ∗
Thijs Urlings (Speaker) † Rub´ en Ruiz ‡
1 Introduction
In this work we consider the hybrid ﬂexible ﬂowline (HFFL) problem with a set of additional
constraints that apply in real-world industrial environments. A set of n jobs has to be scheduled
on a set of m ordered stages. All jobs are available at time 0, and job preemption is not allowed.
Each stage i consists in mi parallel unrelated machines. Jobs might skip stages; we denote the
stages visited by job j as the set Fj. At each stage i in Fj,j o bj should be processed by exactly
one machine in the set of eligible machines Eij.
Precedence constraints among jobs refrain job j from starting in the ﬁrst stage before ending
the process of its predecessor jobs Pj in the last stage. Setup times Siljk depend on both the
previous job j and the next job k, and on the stage i and machine l where the setup is executed.
These times can be anticipatory or non-anticipatory. Time lags lagilj between ﬁnishing a job
j at stage i and starting the job at the next stage, can be positive or negative and depend
on the machine l that job j is assigned to at stage i. Machines release dates are given by the
input parameter relij. The goal is to ﬁnd a schedule that minimises the makespan, that is, the
maximum job completion time.
The gap between HFFL theory and scheduling practice is named in two reviews on HFFL
problems [1, 2]. For a more recent review, see [3].
2 Solution representations
Distinct solution representations can be applied for the HFFL problem. First of all, we exclude
all non semi-active solutions: the solutions for which a job can be ﬁnished earlier without
changing the order of processing on any of the machines [4]. For the makespan objective the
optimal solution is guaranteed not to be semi-active.
In order to represent all semi-active solutions, for each machine the assigned jobs should be
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20given in the processing order. This represents the problem in its full dimension: both the
assignments and the permutations have to be decided. The disadvantage of this full solution
representation, is the huge size of the solution space and the relatively long time needed to
calculate makespan [6].
A more compact solution representation helps to thoroughly and eﬃciently scan a part of the
solution space. To do so, we introduce a single job permutation, that gives the order in which
the jobs are launched in the HFFL. Each time a job arrives at a stage, a machine assignment
rule is used to assign the job to one of the eligible machines. We call the machine assignment
rule we apply earliest preparation next stage (EPNS), which means that job j is assigned to
the machine with the lowest sum of completion time for job j and time lag towards next stage.
This reduces the size of the search space to n!.
The reduction of the search space, however, implies the risk to exclude the optimal solution or
even an entire set of good solutions. This is the main motivation for an algorithm that uses
both solution representations.
3 The proposed algorithm
The algorithm we propose with the name shifting representation iterated search (SRIS), starts
with the compact solution representation. An initial solution is created applying an adapta-
tion of the NEH heuristic [7]. We apply an iterated greedy (IG) algorithm to the solution:
iteratively we perform a local search, followed by exclusion and greedy insertion of a number
of randomly chosen jobs. When 1/2 · t · n ·
￿m
i=1 mi milliseconds of CPU time have passed (t
an input parameter to control the running time), the best found solution is transferred to the
full solution representation. Another 1/2 · t · n ·
￿m
i=1 mi milliseconds of CPU time are used
for iterated local search (ILS) in the full solution space: iteratively we perform a local search,
followed by a number of random mutations.
Both in IG and ILS, acceptance of the solution obtained in each iteration, depends on the simu-
lated annealing (SA) aspiration criterion: if the new solution is better than the previous solution
it is accepted directly, otherwise it is accepted with a probability given by e(C∗
max−Cmax)/temp,
where C∗
max is the previous makespan value, Cmax the new makespan and temp an algorithm
parameter that inﬂuences on how easily worse solutions are permitted.
4 Experimental results
We use an algorithm calibration in order to ﬁx the parameters. The number of jobs that is
excluded and inserted in each iteration of the compact representation phase, is ﬁxed to four.
The number of mutations done in each iteration of the full representation phase, is ﬁxed to two.
temp is ﬁxed at 0.01 and 0.001 for the compact and the full representation phase respectively.
The SRIS algorithm is compared to several algorithms presented in earlier work: an iterated
greedy algorithm, iterated local search, a memetic algorithm and a steady-state genetic algo-
rithm [5]. The code is compiled with Delphi 2007 in Windows XP on a computer with one
3.0GHz processor and 1 Gbyte internal memory. The algorithm is tested on a set of 192 in-
stances with 50 to 100 jobs and 8 to 32 machines. The input parameter t is set to 5, 25 and
125. For each instance, each algorithm and each value of t, ﬁve replicates are done.
21Since the optimum solution values are unknown for the instance set, and no tight lowerbounds
are available, the results are measured as a percentage over the best found solution value. An
ANOVA is used to analyse the statistical signiﬁcance of the results. The means are given in
Table 1, where one can see that the 99% Tukey conﬁdence intervals do not overlap for any of
the algorithms.
Table 1: Table of means with 99% conﬁdence intervals
Algorithm Count Mean Standard Error Lower Limit Upper Limit
SRIS 2880 5.81 0.052 5.68 5.95
IG 2880 6.84 0.052 6.71 6.98
ILS 2880 8.11 0.052 7.98 8.25
MA 2880 7.25 0.052 7.12 7.39
SGA 2880 7.62 0.052 7.48 7.75
5C o n c l u s i o n
To the best of our knowledge, the use of two solution representations is one algorithm is new in
the ﬁeld of machine scheduling. We have designed a SRIS algorithm using this novel technique
and we compare the new algorithm to the state of the art for the HFFL problem. The SRIS is
statistically better than all algorithms in the comparison.
The use of various solution representations in a single algorithm is likely to be interesting for
other multidimensional problems as well. In future research we plan to work on multiobjective
problems with two dimensions.
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22Scheduling ﬂexible multiprocessor tasks on parallel machines
Yakov Zinder (Speaker) ∗ Samuel Walker †
We consider the following scheduling problem. A ﬁnite set of tasks (jobs, operations) N =
{1,2,...,n} is to be processed on m>1 identical parallel machines (processors). The processing
of tasks begins at time t = 0. Each machine can process only one task at a time. The order
in which tasks can be processed is restricted by a transitive, antireﬂexive and antisymmetric
relation on N, called precedence constraints. If task j precedes task g, denoted j → g,t h e n
task g can not be processed until task j has been completed. In order to be completed, a task
j requires pj units of processing time. At diﬀerent points in time a task may be processed by
a diﬀerent number of machines. The maximum number of machines which can process task j
simultaneously is 1 ≤ uj ≤ m. The number of machines processing a task can change at any
point in time without penalty.
A schedule is a vector function σ(t)=[ σ1(t),σ 2(t),...,σ n(t)], where σj(t) speciﬁes the
number of machines that process task j at time t. Therefore, each σj takes on only nonnegative
integer values. If σj(t) = 0, then task j i sn o tp r o c e s s e da tt i m et. It is assumed that each σj is
continuous from the left and piecewise constant with a ﬁnite number of points of discontinuity.
Since all machines are identical, a schedule does not specify the actual assignment of tasks to
machines. The completion time Cj(σ)o ft a s kj in schedule σ is the largest point of discontinuity
of σj. The goal is to minimise the criterion of maximum lateness
Lmax(σ)=m a x
j∈N
{Cj(σ) − dj},
where dj is the time by which it is desired to complete the corresponding task j.I n t h e
scheduling literature, the parameter dj is often referred to as a due date. If all dj = 0, then the
maximum lateness problem converts into the makespan problem.
If uj = 1, for all j ∈ N, the considered problem converts into the classical parallel ma-
chine scheduling problem, which in the three ﬁeld notation (see for example [1]) is denoted
by P|prmp,prec|Lmax where P indicates that the tasks are processed on identical parallel ma-
chines, prmp shows that the processing of a task may be interrupted at any point in time and
resumed later on the same or diﬀerent machine, prec signiﬁes the presence of precedence con-
straints and Lmax speciﬁes the criterion of maximum lateness. Analogously to this, the problem
considered in this talk can be denoted by P|prmp,prec,uj|Lmax,w h e r euj indicates that each
task j can be processed by up to uj machines simultaneously. In this notation, prmp is used to
show that the processing of any task can be interrupted at any point in time and resumed at
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23the same point in time on a diﬀerent number of machines, or later on any number of machines.
As the title of this talk indicates, the P|prmp,prec,uj|Lmax p r o b l e mi sr e f e r r e dt oa sap r o b l e m
of scheduling ﬂexible mutliprocessor tasks. Another term which can be found in the literature
is malleable tasks (see for example [6]).
Since the P|prmp,prec,uj|Lmax problem is a generalisation of the classical
P|prmp,prec|Lmax problem, it is logical to try to generalise the results known for the
above classical problem. In fact, the results presented in this talk are not just generalisations
of what was known before, but also strengthen one of the previously known performance
guarantees and establish a new performance guarantee which to our knowledge was unknown
for the P|prmp,prec|Lmax problem.
The talk presents a modiﬁcation of the classical McNaughton’s Algorithm (similar idea also
can be found in [3] and [6]) and an algorithm (referred to as Algorithm P) which schedules
tasks using their priorities
pj(t,σ)
uj
+ µj,w h e r e
pj(t,σ)=
￿ ∞
t
σj(τ)dτ
is the remaining processing time of task j at time t in schedule σ and µj is some constant
associated with task j. Diﬀerent methods of calculating constants µj result in diﬀerent schedules
constructed by Algorithm P. Algorithm P is a generalisation of the algorithms presented in [7]
and [8].
Let K(j) be the set of all successors of task j in the partially ordered set (N,→). For any
N′ ⊂ N,t h eN′-reduction of the considered problem is the problem with the set of tasks N′,
the same precedence constraints which exist between tasks in N′ in the original problem, and
the same parameters for each j ∈ N′.F o re a c hj ∈ N such that K(j)  = ∅,l e tσ∗j be an optimal
schedule for the K(j)-reduction of the maximum lateness problem. We show that if µj = −dj
for all j ∈ N such that K(j)=∅,a n di f
−dj ≤ µj ≤ max
￿
−dj, max
g∈K(j)
￿
Cg(σ∗j) − dg
￿
￿
for all other j ∈ N,t h e n
Lmax(η) − Lmax(σ∗) ≤
m − umin
m
(l − r), (1)
where r =m i n
j∈N
pj
uj
, umin =m i n
j∈N
uj, l is the length of the longest path in the partially ordered set
of tasks where each task j has a weight
pj
uj
, σ∗ is an optimal schedule for the criterion Lmax,
and η is a schedule produced by Algorithm P. One of the algorithms satisfying this condition
is an algorithm which is a modiﬁcation of the classical Brucker-Garey-Johnson Algorithm [2].
Another performance guarantee for the considered modiﬁcation of the Brucker-Garey-Johnson
Algorithm is
Lmax (η) ≤
￿
2 −
umin
m
￿
Lmax (σ∗)+
￿
1 −
umin
m
￿
max
j
dj −
￿
1 −
umin
m
￿
r.
24We show that this performance guarantee holds for any selection of m, umin,a n dr.W ea l s o
show that if
uj ≥
￿
g∈[K(j)−∪v∈K(j)K(v)]
ug, for all j ∈ N such that K(j)  = ∅,
then the modiﬁed Brucker-Garey-Johnson Algorithm constructs an optimal schedule. If all
uj = 1, then this result transforms into a well known result that the modiﬁed Brucker-Garey-
Johnson Algorithm constructs an optimal schedule for the P|prmp,in−tree|Lmax problem (see
[5]), where in − tree speciﬁes that the precedence constraints take the form of an in-tree.
The performance guarantee (1) can be improved if all µj are calculated according to the
algorithm which is a modiﬁcation of the algorithm presented in [8]. We show that if uj+ug ≥ m
for all j and g, then the considered modiﬁcation of the algorithm in [8] constructs an optimal
schedule. In a particular case when all uj = 1 this gives the result (originally proven in [8])
that the algorithm presented in [8] constructs an optimal schedule if m = 2. We show that if
l ≥ 2r and m ≥ 2umin,t h e n
Lmax(δ) − Lmax(σ∗) ≤
m − 2umin
m
(l − r), (2)
where δ is a schedule constructed by the considered modiﬁcation of the algorithm in [8]. Oth-
erwise this modiﬁcation produces an optimal schedule. The performance guarantee (2) is tight
for any selection of m, umin, l and r. To our knowledge, (2) is new even for the case when all
uj =1 .
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Grid cyclic scheduling : the EGEE case
Grid computing is now a major way to tackle large, possibly distributed computations. The
european EGEE project [3] is a nice example of such systems. The EGEE grid is composed of
many sites all around Europe and abroad. Each site disposes of several hundreds of computer
units. Its ﬁrst aim is to provide enough computation and storage resources for scientists, and
especially for the physicists that will exploit the data from the LHC. Each experiment with the
collider will provide an enormous amount of data. The major issue when managing such large
systems is the load balancing, while keeping consistency and performance.
This presentation focuses on the management of one site. Each site receives a set of jobs,
and it schedules them in an autonomous way. Each site is a parallel system,and we suppose
here this system is a large cluster (that is the case for the site of the LPC, a physics laboratory
in Clermont Ferrand, France. See [2]).
The cluster receives a large number of tasks. These tasks are usually independent. They
come from diﬀerent users, and have diﬀerent characteristics (length, periodicity, memory re-
quirements,...). During these months before the use of the LHC as an operational system, many
simulations are done to verify if the grid, and the individual clusters, can bear the load. Typ-
ically, a LHC experiment will generate a ﬂow of tasks (50 per second) with a large variety of
durations (some with a few seconds of duration, some with a few hours). Furthermore, other
types of tasks will have to be dealt with in the same time.
A cyclic scheduling model for the grid clusters
In this presentation, it is considered a ﬂow of periodic tasks, called generic tasks,o nac l u s t e r
of m identical machines. The following hypotheses are done:
￿ <i , k>denotes the kth occurrence of task Ti. The total number of occurrences is
supposed to be inﬁnite.
￿ each occurrence has a release date rik = ri+k·αi,w h e r eαi is called the period of task Ti
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26￿ pi is the processing time of task Ti. It is supposed to be known by the scheduler. The
tasks are non preemptive. All durations are integer.
￿ Each task i is sent by a given user u.
The users may belong to diﬀerent groups. Each user sends a set of tasks (sometimes called
a bag of jobs). One characteristic of grid management (especially true for EGEE which is used
by a large number of diﬀerent users) is that the users are very sensitive to the equity between
them. This implies that the cluster manager must schedule the tasks so that the cluster holds
the load and the users are served with equity. We shall consider both requirements in turn.
The ﬁrst requirement means simply that during the periodic part of a schedule, on average
exactly one occurrence of Ti is processed during αi time units. Note that in many cyclic
scheduling problems, the task arrivals are not speciﬁed and the objective is to minimize the cycle
time. Informally, the cycle time is the maximum duration between the end of two successive
occurrences of the same task (see [1] for precise deﬁnitions and an overwiew). Our objective
is diﬀerent and can be expressed in terms of feasibility. A schedule is periodic of period T
if, from a time θ, when an occurrence <i , k>begins at time tik, then another occurrence
<i ,k ′ > begins at time tik+T.I fk′ = k+1, the schedule is 1-periodic, but it is not the case in
general. Furthermore, both occurrences may not be executed on the same machine. θ denotes
the start of the periodic part. Concerning the problem at hand, we are looking for a periodic
schedule which period is a multiple of each αi. In the following, T is ﬁxed to their least common
multiplier. The partial schedule executed in an interval of size T is called a pattern.A n o t h e r
issue adressed in this presentation is the value of θ, that is, the size of the transitory part.
Basically, each user wishes that his tasks are executed at the shortest possible time after
their submissions (release dates). But usually, a user will need the results of all the tasks of
a same bag. Hence a good way of assessing the performance of a schedule for a given user u
is to compute its presence time during one period of length T: the sum of the lengths of the
intervals, included into the period, during which at least one task of u is present in the system.
T h er a t i ob e t w e e nt h ep r e s e n c et i m ea n dT is denoted presence time ratio, it has value 1 if the
tasks of u are continuously present (waiting or being processed). This is the case if some tasks
have large durations (larger than T). In order to obtain fair schedules, we considered several
agregated criteria like the mean, or the maximum, presence time ratio between all users which
have no task of duration larger than or equal to T. The ratio might also be weighted by the
total amount of processing time for a user, thus generalizing the stretch criterion.
Two linear formulations for the grid cyclic scheduling problem
Let us ﬁrst remark that the feasibility problem is simple. Indeed, an adaptation of the Mc-
Naughton algorithm computes a feasible pattern of length T if any exists. Unfortunately, its
performances in terms of presence time are not predictable. Hence we consider linear formula-
tions with binary variables. They diﬀer mainly by the way they consider the transitory part.
In the ﬁrst formulation, the number of time intervals of duration T is ﬁxed to K. The goal
is to compute a partial schedule on the interval [0,K· T]. Constraints are added to force that
during the last interval, a complete pattern is obtained. A complete pattern contains exactly
the right processing amount of each task. Other constraints are added to force that, once the
27ﬁrst occurrence of a task is scheduled (at time t), other occurrences are scheduled at t + T,
t +2 T,...
The ﬁgure shows the result obtained for a problem with two users and three machines. The
ﬁrst user (light grey) has 3 tasks, the second user has 2 tasks. In this example all tasks have
same period 12, hence T = 12, and a release date of 0 for the ﬁrst user, of 9 for the second user.
The linear program has been written for K = 6. However, it can be observed that a complete
pattern appears at time θ = 24. The pattern is then repeated for each interval of length T.
Taking K = 3 would have been suﬃcient.
Several remarks can be done from this example. A task is not assigned to the same machine
on all intervals. On the contrary, the assignments of a task are obtained by circular permutation.
Such a schedule is called circular. But other schedules might exist for which the machine
assignments are obtained from a permutation that is not circular. This is an important point.
Let us also consider the presence time for each user. It is easy to see that for user 1, there exists
one task whose ﬁrst occurrence ﬁnishes after T (the task of duration 9 ﬁnishes at time 29). This
user is always present. For the second user, all occurrences of the second task ﬁnish 10 time
units after their release dates, hence the presence time for the second user is 10 (presence time
ratio equal to 5/6).
Figure 1: A cyclic schedule with its transitory part, obtained from the ﬁrst formulation.
For practical purposes, the ﬁrst formulation leads to a very large linear program that can
not be solved eﬃciently for medium size instances. The second formulation is based on the
search for circular patterns. Indeed, a circular pattern of size T can be obtained by solving a
1-machine problem on a time interval of size m × T. Then the m segments of size T might
be attributed to each machine. It is possible to build a linear program with binary variables
that uses this idea and minimizes one of our performance criteria. This, together with the fact
that only one pattern is built, not the transitory part, explains that the linear program is much
smaller. Furthermore, it is possible to compute from it the size of the transitory part necessary
to obtain the pattern. The main diﬃculty here is that circular patterns may not be dominant.
This major issue will be discussed during the presentation.
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1 The problem
We consider distributed sets of sensors that are charged with tracking targets in a surveillance
and monitoring environment. Usually a minimum of two bearing sensors are required to reliably
estimate the position of a target. Since the measurements are corrupted by noise, the accuracy
of tracking estimates is greatly inﬂuenced by the decision of which pair of sensors should be
assigned to every single tracked target. These imprecision of the cameras and noise lead to
measurement errors that can be modelled in various ways. Gfeller, Mihalak, Suri, Vicari &
Widmayer [2] discuss scenarios where the error mainly depends on the intersection angle of the
viewing cones subtended by the assigned cameras. Al-Hasan, Ramachandran & Mitchell [1]
consider a related scenario with moving cameras.
Formally, the sensors are 2n cameras that are to be assigned in pairs to n targets. The
2n cameras are located on a straight line, whereas the n targets are somewhere in the plane;
without loss of generality the straight line is the x-axis, and the 2n cameras are positioned
in the 2n points with coordinates (xi,0) with 1 ≤ i ≤ 2n. Isler, Khanna, Spletzer & Taylor
[3] discuss an error measure motivated by stereo reconstruction that mainly depends on the
y-coordinates y1,...,y n of the n targets: If the ith and the jth camera together are assigned
to the kth target, then the corresponding incurred (error) cost is
cijk =
yk
|xi − xj|
. (1)
Isler & al [3] argue that the measure in (1) gives a good error approximation in case the targets
are not too close to the cameras. The goal in the Focus of Attention problem (FOA, for short)
is to ﬁnd an assignment that minimizes the overall sum of all error costs. In the equi-distant
special case of FOA, the cameras are at unit distances from each other in the 2n points (i,0)
with 1 ≤ i ≤ 2n.
Among other results, [3] derive a polynomial time 2-approximation algorithm for FOA, and
a PTAS for the equi-distant special case.
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292 The generalization
We investigate a generalization of the cost structures in (1) that is based on a real parameter
p. An instance of problem p-FOA is speciﬁed by 2n real numbers x1,...,x 2n and by n real
numbers y1,...,y n. The cost-coeﬃcient for a triple (i,j,k)i s
cijk =
yk
|xi − xj|p. (2)
The goal of problem p-FOA is to ﬁnd an assignment that minimizes the overall sum of all error
costs.
3T h e r e s u l t s
We derive the following results on p-FOA.
First: For every real p with p<−1o rp>0, problem p-FOA is strongly NP-hard. For
every real p with −1 ≤ p ≤ 0, problem p-FOA is polynomially solvable. This fully resolves the
computational complexity status of p-FOA.
Second: Even the equi-distance special case of FOA is strongly NP-hard. This settles an
open question from [3].
Third: For every real p, we design a PTAS for problem p-FOA. Our PTAS substantially
extends the results of [3] that only covered the highly restricted equi-distant special case of
FOA. The design of this PTAS is quite intricate, and introduces a number of new ideas to the
area.
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1 Introduction
We consider the rectangle packing problem where a list I = {r1,...,r n} of rectangles of width
wi ≤ 1 and height hi ≤ 1 is given. An unlimited supply of unit sized bins is available to pack all
items from I such that no two items overlap and all items are packed axis-parallel into the bins.
The goal is to minimize the number of bins used. This problem is also known as two-dimensional
orthogonal bin packing. We present an algorithm for this problem with an absolute worst-case
ratio of 2, i.e., our algorithm uses at most twice the optimal number of bins. Leung et al. [6]
showed that it is strongly NP-complete to decide wether a set of squares can be packed into
a given square. Therefore our result is best possible unless P = NP and we thus settle the
question of absolute approximability of rectangle packing.
In general, multi-dimensional packing is strongly related to scheduling, as one dimension can
be associated with the processing time of the tasks (items) and the other dimensions make up
geometrically ordered resources. In two-dimensional packing, e.g., tasks have to be processed on
consecutive machines. The bin packing setting that we consider here applies when the machines
work in shifts, e.g., only during the daytime. Thus the schedule has to be ﬁxed into separate
blocks.
Most of the previous work on rectangle packing has focused on the asymptotic approxi-
mation ratio, i.e., the long-term behavior of the algorithm. In contrast, in the current paper
we consider the absolute worst-case ratio. Attaining a good absolute worst-case ratio is more
diﬃcult than attaining the same asymptotic worst-case ratio, because in the second case an
algorithm is allowed to waste a constant number of bins, which allows e.g. the classiﬁcation of
items followed by a packing where each class is packed separately. Bansal, Caprara & Sviri-
denko [1] gave the currently best algorithm for two-dimensional bin packing, with asymptotic
approximation ratio arbitrarily close to 1.525... which also holds if rotations by 90 degrees
are allowed. Unfortunately, the additive term for the approximation ratio is very large. In
terms of absolute approximation ratio, Zhang [8] gave an algorithm of ratio 3. Our algorithm
improves upon this result and gives the currently best-known approximation guarantees for
“normal-sized” inputs. For the case where rotations of the items by 90 degrees are allowed, we
presented a 2-approximation in 2008 [3]. Packing without rotations appears to be signiﬁcantly
more complicated.
A related two-dimensional packing problem is strip packing, where the items have to be
packed into a strip of unit basis and unlimited height such that the height is minimized. Stein-
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31berg [7] presented an absolute 2-approximation algorithm for strip packing without rotations,
which also directly yields an approximation ratio of 2 if rotations are allowed. Kenyon & R´ emila
[5] and Jansen & van Stee [4] gave asymptotic FPTAS’s for the problem without rotations and
with rotations, respectively.
2 Main ideas of the algorithm
As the asymptotic approximation ratio of the algorithm of Bansal et al. [1] is less than 2, there
exists a constant k such that for any instance with optimal value larger than k, the asymptotic
algorithm gives a solution of value at most 2OPT. We address the problem of approximating
rectangle packing within an absolute factor of 2, provided that the optimal value of the given
instance is less than k. We do not actually know the optimal value and thus apply our algorithm
and the algorithm of Bansal et al. to output the solution that uses less bins. In total, we get
an absolute approximation ratio of 2.
We use Steinberg’s Algorithm [7] and a polynomial time approximation scheme (PTAS)
for the problem of packing rectangles into a larger rectangle to occupy the maximum area by
Bansal et al. [2] as tools for our result. With these algorithms, an enumeration of large items
and a careful case analysis we get the following result.
Lemma 1 For any constant k, there exists a polynomial-time algorithm that packs instances I
with 1 < OPT(I) <kinto at most 2OPT(I) bins.
The case where OPT(I) = 1 turns out to be the most diﬃcult. For any δ<1/2w ed e n o t e
items of width greater than 1 − δ as δ-wide and we distinguish between two cases, according
to the total height of the δ-wide items. We ﬁrst derive packings into two bins for the case that
the total height of all δ-wide items is at most (2δ − 2ε)/(2 + 4δ)f o raﬁ x e dε>0. Finally, we
use diﬀerent packing methods for instances with total height of the δ-wide items larger than
(2δ − 2ε)/(2 + 4δ) to prove the feasibility in this case. This gives us our second main lemma.
Lemma 2 There exists a polynomial-time algorithm that packs instances I with OPT(I)=1
into two bins.
Thus the algorithm of Bansal et al. [1] together with Lemmas 1 and 2 gives our result.
Theorem 3 There exists a polynomial-time algorithm for rectangle packing with absolute ap-
proximation ratio 2.
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1I n t r o d u c t i o n
The traditional approach for analyzing online algorithms is competitive analysis [6], which char-
acterizes an online algorithm by its competitive ratio, i.e., the worst-case ratio of the objective
value achieved by the online algorithm to the optimal oﬄine solution value. One drawback of
competitive analysis is that it often provides rather pessimistic results due to its worst-case
character. One extreme example is the online bin coloring problem.
The online bin coloring problem was introduced by Krumke et al. [4]. It has applications
in scheduling commissioning vehicles [4], vehicle routing [2] and networking [5]. For the bin
coloring problem, we are given a sequence of unit-size items, each of which has one of C colors.
These items need to be packed sequentially into one of m initially empty bins of capacity B.
As soon as a bin is full, i.e., has exactly B items, it is replaced by an empty one. The goal is
to minimize the maximum number of diﬀerent colors in one bin. We will refer to the number
of diﬀerent colors in a bin as its colorfulness. In the online version, the items arrive one by
one and must be irrevocably assigned to a bin before the next item becomes known. A natural
algorithm for this problem is the algorithm GreedyFit [4]: it packs an item with an already
present color in the bin with that color and otherwise chooses a bin which currently has the least
number of diﬀerent colors. Another simple algorithm, OneBin, packs all items in the same bin.
Krumke et al. [4] analyzed these algorithms, showing the counterintuitive result that in terms
of the competitive ratio, the trivial algorithm OneBin is better than the more sophisticated
algorithm GreedyFit. However, in simulations GreedyFit is clearly superior to OneBin.
We propose a new approach for probabilistic analysis of online algorithms and apply it to
show that GreedyFit outperforms OneBin in a strong stochastic sense. The basic idea is to
compare the performance of algorithms on random input sequences using stochastic dominance.
A random variable X is stochastically dominated by a random variable Y , written X ≤st Y ,i f
Pr[X ≥ x] ≤ Pr[Y ≥ x] for all x ∈ R.
Suppose we can describe the performance of two online algorithms A and B by random vari-
ables χA and χB, respectively. We can then say that A is stochastically better than B (for a
minimization problem), if χA ≤st χB.
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342 Stochastic dominance results for online bin coloring algorithms
We assume that the color sequence is generated by chosing each color independently according to
a probability distribution γ over the colors. The operation of any online bin coloring algorithm
can be described, for ﬁxed parameters m, B,a n dC, by a ﬁnite Markov chain, the transitions
of which correspond to processing a new item. Each state s is associated with a performance
measure (i.e., the maximum colorfulness so far) χ(s). Showing stochastic dominance between
two online algorithms then reduces to showing stochastic dominance between random states of
the corresponding Markov chains at each point in (discrete) time.
Our analysis rests on the following new criterion that is based on stopping times.G i v e na
Markov chain X =( Xn)n∈N0 on state space S with valuation function χ: S→V , V ⊆ N0,w e
denote by Tv
X the ﬁrst time the Markov chain X reaches a state with valuation at least v.
Theorem 1 Let X =( Xn)n∈N0 and Y =( Yn)n∈N0 be Markov chains on state space S and let
χ: S→V be a valuation function for some V ⊆ N0. Assume that the transitions of X and Y
are such that the value of a state is nondecreasing in each step and that χ(X0)=χ(Y0).T h e n
the following are equivalent:
1. Tv
Y ≤st Tv
X ∀v ∈ V .
2. χ(Xn) ≤st χ(Yn) ∀n ∈ N0.
Using this theorem and a nontrivial induction technique employing properties of stochastic
dominance we are able to show the following result. It establishes that GreedyFit is stochas-
tically better than OneBin for any color distribution γ and any number of items n.
Theorem 2 Let OB and GF be the OneBin and GreedyFit Markov chains for ﬁxed param-
eters m,B,C and color distribution γ. We have for all n ∈ N0 that
χ
￿
GFn
￿
≤st χ
￿
OBn
￿
,
where χ(s) is the maximum colorfulness attained so far in state s.
Finally, we remark that certain stochastic dominance results admit a distribution-free, i.e.,
deterministic, interpretation. In particular, by choosing γ as the uniform distribution on C
colors, all sequences are generated with the same probability. Stochastic dominance of the
maximum colorfulness distribution then implies that GreedyFit achieves a low maximum
colorfulness on more instances than OneBin. In fact, stochastic dominance in this special case
is equivalent to a recent deterministic way to compare online algorithms, known as Bijective
Analysis [1]. Let Sn denote the sequences of length n and consider two online algorithms A1 and
A2. A1 is said to dominate A2 w.r.t. Bijective Analysis, if there is a bijective mapping φ: Sn →
Sn such that A1(σ) ≤A 2(φ(σ)) for any σ ∈ Sn.I n a s e n s e , φ matches sequences such that
A1 is never worse than A2. The above theorem therefore implies that GreedyFit dominates
OneBin w.r.t. Bijective Analysis.
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Elisabeth G¨ unther ∗ Felix G. K¨ onig ∗ Nicole Megow †
1 Introduction
We consider a natural generalization of multiprocessor scheduling, the bin scheduling problem.
Here, we model the situation in which working resources are available during separate time
windows, or shifts, only. Restricting to scheduling without job preemption, every task must
be processed completely during one shift. Our aim is to ﬁnd a feasible schedule in which the
number of required shifts is minimized.
This generalization corresponds to an analogous relationship between strip packing and two-
dimensional bin packing (see [4]) as demonstrated in Figure 1. This work is based on results
from the comprehensive study of bin scheduling in [2].
1
2
3
4
1
2
3
4
Figure 1: Corresponding instances of packing and scheduling: Strip packing and 2D bin packing
solutions on the left, and multiprocessor schedules without and with bins on the right.
More precisely, we are given a set of n tasks J which have to be executed without preemption
on m identical parallel processors subject to precedence constraints given by a partial order
(J ≺). The tasks are malleable, i.e., the processing time of each task depends on the number of
processors alloted to it. To reﬂect realistic conditions it is common to assume every function of
processing times pj to be nonincreasing in the number of alloted processors αj, and to have the
property that the resulting work function deﬁned as wj(αj) = αj  pj(αj) is nondecreasing in αj
for each task j ∈ J. Such an allotment (αj)j∈J together with an assignment of starting times
σj to each task is a feasible schedule if and only if the precedence constraints are respected and
the number of used processors never exceeds the number of available processors m.
We refer to such an instance with the objective to minimize the makespan, as makespan
problem. The input of the bin scheduling problem contains an additional constant D which rep-
resents the duration of each shift, or bin. A feasible bin schedule is given by a partition J1     Jb
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37of J together with feasible schedules for every subset Ji with individual makespan at most D.
Furthermore, the partition J1     Jb must respect (J ≺), i.e., the index ip of the subset Jip
containing a task p must not be greater than the index is of the subset Jis containing task s
for every p ≺ s. Our objective is to ﬁnd a feasible bin schedule requiring the minimum number
of bins.
Since the makespan of every sub-schedule must not exceed D, every task must be alloted
enough processors to have processing time no greater than D. Hence we have to extend the
input of the makespan problem by constants 1 ≤ ℓj ≤ uj ≤ m for each task j ∈ J as lower
and upper bound for the number of processors alloted to j and require pj(ℓj) ≤ D. This makes
parallel tasks with ﬁxed processing times a special case.
It is worth noting that the makespan as well as the bin scheduling problem and also many
special cases are NP-hard in the strong sense.
Related work. The bin scheduling problem was motivated in the context of a real-world
application, namely shutdown and turnaround scheduling, proposed in [6], where the considered
resources are only available during given shifts.
The makespan problem without bounds on a feasible allotment has been considered in [3]
and [5] where constant factor approximations have been derived. To the best of our knowledge
no approximation algorithms respecting such bounds exist.
The only approximation algorithm for tasks with a ﬁxed allotment we are aware of, arises
from the fact, that the makespan scheduling problem is somewhat related to the strip packing
problem. In fact tasks scheduled on contiguous processors can be seen as rectangles in packing.
Yet in general scheduling, multiprocessors are not required to be contiguous, again see ﬁgure 1.
In [1] precedence relations in strip packing are considered and a factor Θ(logn) approxima-
tion is presented. Due to the fact that the lower bound used also holds for the makespan in
nonmalleable scheduling approximation carries over.
2 Approximation Algorithms
Our most general result is an approximation algorithm for the bin scheduling problem with
an approximation factor Θ(logn). The approach is based on the observation that every ̺-
approximation algorithm for the makespan variant can be turned into a 2⌈̺⌉-approximation
algorithm for bin scheduling. Thus, the main diﬃculty within our framework lies in good
approximations for the makespan scheduling problem.
Although the algorithms in [3] and [5] are not directly applicable in our setting, because they
cannot handle arbitrary lower bounds on the number of processors alloted to each task, some
of their ideas can be adopted to ﬁnd an allotment yielding good lower bounds for our problem.
Applying the techniques from [1] for the precedence constrained strip packing problem with
this ﬁxed allotment we ﬁnally achieve a Θ(logn)-approximation algorithm for our makespan
problem and hence for bin scheduling. We can show that the analysis is tight and, following
leads in [1], that it is not possible to prove constant performance guarantees without devising
entirely new ideas for lower bounds. In this sense, our results are the best possible.
In case the structure of this core problem is simpler, that is, if we ﬁnd constant ratio ap-
proximation algorithms for the makespan problem, we achieve constant performance results for
38our general algorithm. We consider the problem class with partial orders of width bounded
by a constant κ. We prove that both problems, makespan scheduling and two-dimensional
packing, remain NP-hard for every κ ≥ 3. We design an FPTAS for the makespan problem
which also gives the ﬁrst constant factor approximation for a strip packing problem with prece-
dence constraints and polynomially bounded strip width. The FPTAS immediately results in
a 4-approximation for the corresponding bin scheduling problem. With a little more eﬀort, this
can be improved to a 3-approximation.
These ideas also lead to pseudopolynomial exact algorithms for the makespan and the bin
scheduling problem as well as precedence constrained strip packing and precedence constrained
2D bin packing respectively for arbitrary κ. For the special case κ = m = 2, we obtain an
eﬃcient algorithm solving bin scheduling to optimality.
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39A schedulability test for real-time dependant periodic task
systems with latency constraints
Liliana Cucu-Grosjean ∗ Yves Sorel †
1 Introduction
Context of the study Real-time systems are typically modeled as ﬁnite collections of simple
repetitive tasks. When diﬀerent instances of those tasks are separated by a known inter-arrival
time, we deal with periodic tasks. These tasks may also have precedence constraints. Such
tasks may need to be scheduled before a given delay calculated from the beginning of another
task. The latter delays are called latency constraints1.
Our contribution In this paper we provide a schedulability test for dependant periodic
task systems scheduled using non-preemptive policies. We consider the case of one processor
and the schedulability test is based on the periodicity of a feasible schedule [1]. A feasible
schedule is periodic if it repeats from a time instant s with a period p. In the case of one
processor, this property allows a real-time designer to check the deadlines only for instances of
tasks within the time interval [s s + p].
2 Model
We consider a periodic task system τ, where a task A ∈ τ is given by its period TA and its
worst-case execution time CA. In a feasible schedule two consecutive instances Ai and Ai+1 are
scheduled such that sAi + TA = sAi+1, where sAi is the start time of Ai.
Precedence constraints of tasks are deﬁned by a inﬁnite directed graph G = (τ E) where E ⊆
τ×τ the set of precedence constraints between tasks. For instance in Figure 1 τ = {A B C D}.
In Figure 1 we present two repetitions of the graph pattern.
In order to simplify the presentation and because of space limitation, we consider here that
the graph pattern contains at most one instance of each task.
We denote by M(A B) the set of tasks E with at least one path from A to E and at least
one path from E to B.
A latency constraint LAB ∈ N+ is deﬁned for a pair (A B) if there is, at least, one path
from A to B. In this case in a feasible schedule we have sB + CB − sA ≤ LAB.
∗liliana.cucu@loria.fr. INRIA Nancy-Grand Est, 615 rue du Jardin Botanique, 54600 Villers-les-Nancy,
France.
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Figure 1: System of tasks deﬁned by a inﬁnite directed graph
3 Schedulability test
As said before, we propose a schedulability test based on the periodicity of a feasible schedule.
In order to prove the periodicity we give an intermediary result (see Theorem 1) indicating that
all tasks within a latency constraint must have the same period.
Theorem 1 We consider a periodic task system τ with precedence and latency constraints. Let
LAB a latency constraint. If there is at least one task E ∈ M(A B) such that TE  = TA, then
the system is not schedulable.
Theorem 2 proves that a feasible schedule of a task system with all instances having constant
execution times is periodic.
Theorem 2 We consider a periodic task system τ with precedence and latency constraints. All
instances of any task have a constant execution time equal to the worst-case execution time of
the task. A feasible schedule of τ is periodic from the time instant s = 0 with a period p, where
p is the least common multiple of TA ∀A ∈ τ.
Thanks to Theorem 2 we have a schedulability test given in Corollary 1.
Corollary 1 We consider a periodic task system τ with precedence and latency constraints. In
the case of one processor, in order to decide the schedulability of the system, one has to check the
deadlines only for instances within the time interval [s s+p], with s and p deﬁned by Theorem
2.
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41Single machine due date assignment and scheduling with
positionally dependent processing times
Valery S. Gordon (Speaker) ∗ Vitaly A. Strusevich †
1 Introduction
Single machine due date assignment (DDA) and scheduling problems are considered in which
the processing time of each job is not constant but depends on its position in a processing
sequence. The objective function to be minimized includes the cost of due date assignment, the
total cost of discarded jobs and, possibly, the holding cost of the early jobs (total earliness). We
mainly focus on scheduling models with a deterioration eﬀect. Informally, under deterioration
the processing time is not a constant but changes according to some rule, so that the later a
job starts, the longer it takes to process. An alternative type of scheduling models with non-
constant processing times are models with a learning eﬀect, in which the later a job starts, the
shorter its processing time is. The two types of models are close but not entirely symmetric.
2 Problem formulation and main results
If the jobs are processed in accordance with a certain permutation π =( π(1),π(2),...,π(n)),
then the processing time of job j = π(r), i.e., of the job sequenced in the r−th position, is given
by p
[r]
j = pjg(r), where g(r) is a function (with g(1) = 1) that speciﬁes a positional deterioration
eﬀect (if g(r) ≤ g(r+1) foreach r,1 ≤ r ≤ n−1) or a learning eﬀect (if g(r) ≥ g(r+1)), and pj is
the normal or standard processing time. Under positional polynomial deterioration or learning,
the actual processing time of a job j that is sequenced in position r is given by p
[r]
j = pjrA,
where A is a given constant that is common for all jobs (A>0 for the deterioration model
and A<0 for the learning model). Under positional exponential deterioration or learning, the
actual processing time of a job j that is sequenced in position r is given by p
[r]
j = pjγr−1,w h e r e
γ is a given constant, which is common for all jobs, representing a rate of deterioration if γ>1,
and a rate of learning if 0 <γ<1. For the results on scheduling problems with positionally
dependent processing times deﬁned by polynomial functions, see Biskup (1999), Mosheiov (2001,
2005) and Gordon et al. (2008), and by exponential functions, see Wang (2005), Wang and Xia
(2005) and Gordon et al. (2008).
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42In the problems under consideration, the jobs have to be split into two subsets denoted by
NE and NT. The jobs of subset NT are essentially discarded, and a penalty αj is paid for a
discarded job j ∈ NT. In a feasible schedule only the jobs of subset NE are sequenced, and
each of these jobs is completed no later than its due date.
We consider two DDA models: (i) CON under which all jobs are given a common due date,
and (ii) SLK under which the due date of a job is computed by increasing its actual processing
time by a slack q, common to all jobs. The purpose is to select the due dates for the jobs and the
sequence of the early jobs in such a way that a certain penalty function is minimized. We focus
on two objective functions. One of them includes the cost of changing the due dates ϕ(d)a n d
the total penalty for discarding jobs, i.e., F1(d,π)=ϕ(d)+
￿
j∈NT αj,w h e r eπ is the sequence of
the early jobs, d is the vector of the assigned due dates. Another objective function additionally
includes the total earliness of the scheduled jobs, i.e., F2(d,π)=
￿
j∈NE Ej +ϕ(d)+
￿
j∈NT αj,
where the earliness Ej of job j is the diﬀerence between its due date and its completion time.
For the CON model, ϕ(d)=βd(π), where β is a positive constant and d(π) is a common
due date which depends on the sequence of early jobs. For the SLK model, ϕ(d)=βq(π), where
q(π) is the slack which depends on the sequence of the early jobs.
We show that for any positional deterioration model (polynomial or exponential) in an opti-
mal schedule the jobs are sequenced in LPT order of their normal processing times. We develop
dynamic programming algorithms that minimize the functions F1 and F2 for deterioration mode
of job processing times. The running times of our algorithms are O(n2)f o rt h eC O Nm o d e l
and O(n3) for the SLK model. We also discuss how the obtained results can be extended to
the models with a positional learning eﬀect.
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43Multiprocessor Speed Scaling for Jobs
with Arbitrary Sizes and Deadlines
Paul C. Bell ∗ Prudence W.H. Wong ∗
1 Introduction
Energy consumption has become an important concern in the design of modern processors, not
only for battery-operated mobile devices with single processors but also for server farms or laptops
with multi-core processors. A popular technology to reduce energy usage is dynamic speed scaling
(see e.g., [1, 2, 3, 6]) where the processor can vary its speed dynamically. The power consumption
is modelled by sα when the processor runs at speed s,w h e r eα is typically 3 [4]. Running a job
slower saves energy, yet it takes longer to ﬁnish the job. The study of speed scaling was initiated by
Yao et al. [6]. They studied deadline scheduling on a single processor in which jobs with arbitrary
sizes and deadlines arrive online and the aim is to ﬁnish all jobs by their deadlines using the
minimum amount of energy. They gave a simple online algorithm AVR which is 2ααα-competitive
and they also proposed an online algorithm OA which was later shown by Bansal et al. to be
αα-competitive [3]. Algorithms with better competitive ratios were later proposed in [3, 2].
Albers et al. [1] have extended the study to the multiprocessor setting in the special cases
of unit-size jobs or jobs with agreeable deadlines (jobs arriving earlier have earlier deadlines), and
presented constant competitive algorithms for both cases. In the multiprocessor setting, in addition
to determining processor speed, a job dispatching algorithm is required to assign jobs to processors.
In this paper we study the generalized problems where jobs have arbitrary sizes and arbitrary
deadlines. We ﬁrst observe that the classiﬁed round robin algorithm (CRR) [1] does not scale well
when jobs have arbitrary sizes and deadlines; the competitive ratio is at least mα−1 where m is
the number of processors. We take one step forward to propose a non-migratory job dispatching
algorithm, called DCRR, and show that DCRR coupled with AVR is O(logα P)-competitive, where
P is the ratio between the maximum and minimum job size; note that the competitive ratio is
independent of m and holds even against an optimal migratory oﬄine algorithm.
2M o d e l a n d D C R R
Model. W ea r et os c h e d u l eas e to fj o b so n t om processors. We denote the release time, deadline and
job size of a job J as r(J), d(J), and w(J), respectively. The span of job J is span(J)=d(J)−r(J)
and the density δ(J)=
w(J)
d(J)−r(J). Preemption of jobs is allowed without penalty. For any job set J
and any algorithm A, we overload the symbol A(J) to mean both the schedule of A on J and
the energy required by the schedule. In [1], a relationship between an optimal schedule on a single
This research is partly supported by EPSRC Grant EP/E028276/1.
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44processor and m processors is given (Lemma 1(a)). Furthermore, one can bound OPT by MIN(J)
and AVR(J), where MIN(J) is the minimum energy to run each job of J independently of other
jobs, i.e., MIN(J)=
￿
J∈J(δ(J))αspan(J); and AVR(J) is the energy of scheduling J by AVR on
a single processor. Then Lemma 1(b) follows from Lemma 1(a) and the competitive ratio of AVR.
Lemma 1 ([1]). (a) For any job set J, OPT(J) ≥ OPT1(J)/mα−1,w h e r eOPT and OPT1
are the optimal algorithm on m processors and on a single processor, respectively. (b) For any job
set J,( i )MIN(J) ≤ OPT(J); (ii) AVR(J) ≤ αα2α−1mα−1OPT(J).
CRR. Let ∆ be the maximum density of the jobs in J. CRR classiﬁes jobs with density ∆
into density-class-0, and jobs with density in [∆/2k,∆/2k−1) into density-class-k,f o rk>0. Jobs
within each class are dispatched to processors in round-robin independently. For each processor,
the speed is the sum of the densities of the unﬁnished jobs dispatched to that processor (i.e., AVR)
and the processor processes these jobs by splitting the speed equally among them. In [1], it is
shown that CRR is constant competitive for unit size jobs. Lemma 2 states that this is no longer
true for arbitrary size jobs. Roughly speaking, the adversary releases two types of jobs of two
diﬀerent spans but with the same density. Let m be the number of processors. A total of m2 jobs
are released, all with tiny span except every m-th job which has an arbitrarily large span; the spans
of the tiny span jobs do not overlap with each other. CRR will dispatch all large span jobs to the
same processor while OPT can schedule each of the m large span jobs into separate processors.
Lemma 2. For arbitrary size jobs, CRR has a competitive ratio of at least mα−1.
DCRR. Apart from having density classes, DCRR also classiﬁes jobs according to sizes. Let
Γ be the maximum job size of a job set J. Jobs with size in (Γ/2h+1,Γ/2h] are classiﬁed into
size-class-h,f o rh ≥ 0 (note the diﬀerence from the deﬁnition of density-classes). We then deﬁne
the set Ck,h to be the set of jobs in density-class-k and size-class-h. For simplicity, we assume that
∆ and Γ are known in advance (otherwise, the class deﬁnition can be modiﬁed slightly).
Algorithm 1 Algorithm DCRR
Job dispatching: Jobs of the same class Ck,h are dispatched (upon their arrival) to the m processors
using a round-robin strategy, i.e., the i-th job in Ck,h is dispatched to processor-(i mod m), and
diﬀerent classes are handled independently.
Speed running: The speed of each processor is determined by AVR on the jobs dispatched and
the speed is split equally among these jobs (note that this gives a feasible schedule).
To obtain a schedule for job set J, we transform J to a nice job set J ∗ such that each job in J ∗
has density ∆/2k and size Γ/2h for some k,h ≥ 0. We transform each J ∈J in Ck,h to J∗ (also in
Ck,h) by setting r(J∗)=r(J), w(J∗)=Γ /2h,a n dd(J∗)=r(J∗)+(Γ
2h · 2k
∆), i.e., δ(J∗)=∆ /2k.S o
job densities only decrease and sizes only increase for J∗ and span(J) ≤ span(J∗) ≤ 4 × span(J).
Lemma 3. For any job set J and its corresponding nice job set J ∗,( a )2αOPT(J) ≥ OPT(J ∗);
(b) DCRR(J) ≤ 22αDCRR(J ∗).
Analysis for nice job set J ∗. Let J ∗
i be the subset of J ∗ that are dispatched to processor i
by DCRR. Then DCRR(J ∗)=
￿
1≤i≤m AVR(J ∗
i ). The latter is bounded in Lemma 4. Then
Theorem 5 follows from Lemmas 1(b), 3 and 4.
Lemma 4. For any nice job set J ∗, we have
￿
1≤i≤m AVR(J ∗
i ) ≤ 22α((logα P)MIN(J ∗)+
AVR(J ∗)/mα−1).
Proof. (Sketch) We adapt the proof of CRR in [1]. Let si(t) denote the speed of AVR on proces-
sor i at time t.N o t et h a tsi(t) is the sum over all classes Ck,h of the quantity |Ck,h(t)
￿
J ∗
i |∆/2k,
45where Ck,h(t)i st h es e to fj o b si nCk,h such that t is within the span of those jobs. The classes
Ck,h can be divided into two types: type-1 are those with only one job dispatched to proces-
sor i at time t,a n dtype-2 are those with more than one such jobs. For each type-1 Ck,h,
the contribution to si(t)i s∆ /2k;f o re a c ht y p e - 2Ck,h, the contribution is |Ck,h(t)
￿
J ∗
i |∆/2k.
As J ∗ is a nice job set (all jobs in class Ck,h have the same size and same density), one
can show that |Ck,h(t)
￿
J ∗
i |≤
￿
|Ck,h(t)|
m
￿
.L e t s(t) denote the speed of AVR for the whole
job set J ∗.T h e n s(t)=
￿
k≥0
￿
h≥0 |Ck,h(t)|∆/2k. By arithmetic, one can then show that
si(t) ≤ 4 × max
￿
(logP) ∆
2k1 ,
s(t)
m
￿
, where k1 is the minimum k among type-1 Ck,h(t). Integrat-
ing (si(t))α over t and then summing over all 1 ≤ i ≤ m,w et h e nh a v e
￿
1≤i≤m AVR(J ∗
i ) ≤
22α((logα P)MIN(J ∗)+A V R ( J ∗)/mα−1). Details are omitted.
Theorem 5. For an arbitrary job set J, the competitive ratio of algorithm DCRR is at most
25α(logα P + αα2α−1),w h e r eP is the ratio between the maximum and minimum job size.
Simulation results. We simulate CRR and DCRR on random job sets of size 400. The inter-
arrival times and spans follow a Poisson distribution with average 0.1 and 5, respectively; and the
jobs sizes are uniformly distributed in the range [0.01,20] (Figure 1(a)). We observe that CRR
performs slightly better than DCRR. We also repeat the experiment but choose jobs randomly
(with equal probability) from the above job set and another one with spans and sizes increased by
a factor of 20 (to simulate the scenario of two jobs sets of diﬀerent demand characteristics). In this
case, DCRR performs slightly better.
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Figure 1: Simulation results (averaged over 100 instances).
Concluding remarks. We extend the study of energy eﬃcient deadline scheduling on multipro-
cessor for jobs with arbitrary sizes and deadlines. One may consider how DCRR can be coupled with
OA instead of AVR to improve the results. Another open question is to consider speed bounded
processors [5] and derive algorithms that are competitive both in throughput and energy.
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46Online Algorithms for Maximizing Weighted Throughput of Unit
Jobs with Temperature Constraints
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1 Introduction
Background on Temperature. The increase in processing power and packing density in
microprocessors in the past decade results in their power density being doubled every 3 years.
Thermal management in processors has therefore become a very important issue, and aﬀects
diﬀerent computing systems ranging from embedded systems to data centres. High temperature
aﬀects reliability, incurs higher cooling costs, accelerates failure mechanisms such as electromi-
gration and dielectric breakdown which can lead to permanent device failures, and worsens
leakage which leads to increased power consumption. Commonly, there is a critical temperature
threshold that cannot be exceeded. The temperature of a processor is related to its power usage
and the cooling mechanism. Since the power usage is a convex function of processor speed, one
way of managing temperature is to slow down the processor when the temperature is too high.
This is known as dynamic voltage scaling (DVS). Online thermal management algorithms using
DVS have been designed and analysed in [1]. However, those algorithms are competitive in min-
imizing the maximum temperature. Arguably, it is more useful to impose a ﬁxed temperature
threshold, and subject to this threshold, maximize some measure such as throughput.
Our model. Instead of slowing down the processor, the algorithms use heat characteristics
information of the jobs to make scheduling decisions. This can be done at the operating systems
level. Diﬀerent types of jobs tend to have diﬀerent patterns of heat contributions (e.g. a
CPU-intensive job vs. a memory-intensive one). Recent empirical work (see e.g. discussion
in [2]) suggests that using this information can help produce better schedules with minimal
performance degradation while maintaining a good thermal proﬁle.
As a simpliﬁed scenario, we consider a set of unit-length jobs, where each job j has a release
time r(j), a deadline d(j), a weight w(j) and a heat contribution h(j). All release times and
deadlines are integers. Jobs arrive online, and at each integral time step, the algorithm selects
(at most) one job to schedule. If the temperature at the end of time t is τ, then after running
aj o bj, the temperature at the end of t +1i s( τ + h(j))/R,w h e r eR>1i st h ec o o l i n gf a c t o r .
We assume the initial temperature is 0, and the temperature threshold of the processor is 1.
The objective is to maximize the weighted throughput, subject to the temperature threshold
∗pyfung@mcs.le.ac.uk. Department of Computer Science, University of Leicester, Leicester, LE1 7RH,
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47not being exceeded. Such a model was ﬁrst studied in [2] where the unit jobs represent unit
slices in an OS scheduler.
Aj o bj with h(j) >Rcan never be scheduled; hence we can assume that all jobs have
h(j) ≤ R.A j o b j with h(j)=R is said to have the maximum permissible heat,o rs i m p l y
full heat. We will see that allowing jobs to have full heat does not give useful results. Also,
full heat is not reasonable because it eﬀectively means that once any job has been scheduled,
then no full heat job can be scheduled, no matter how long afterwards. In practice, after some
ﬁnite amount of idle time, the processor is eﬀectively at the ambient temperature and can run
other jobs. Also, a full heat job will almost ‘burn’ the processor (starting from the ambient
temperature) in just one ‘quantum’ of time, which is not really that reasonable.
Previous results. Without temperature constraints, the problem is known as unit job
scheduling in the literature and received a lot of attention in recent years. Currently, the
best deterministic upper and lower bounds are 1.828 and 1.618, and the best randomized upper
and lower bounds are 1.582 and 1.25 (see [3] and references therein). The paper [2] introduces
temperature issues into such a model. It considered the unweighted case, i.e. the objective is
to maximize the number of completed jobs, and that the cooling factor R = 2. It showed that
all ‘reasonable’ deterministic algorithms are 2-competitive and this ratio is the best possible.
Our results. We consider the case where jobs have diﬀerent weights. We note that this
weighted version does not admit constant competitive algorithms, for both deterministic and
randomized cases. For the randomized case we give optimal Θ(log W)-competitive bounds
where W is maximum to minimum job weights. Our main result is a constant competitive
barely random algorithm when the heat contribution of all jobs are a constant factor 1−ǫ away
from the maximum permissible heat contribution. For any ǫ>0, the algorithm is O(log1/ǫ)-
competitive, and this competitive ratio is optimal up to a constant factor. Thus this gives a
tradeoﬀ between the competitiveness and the maximum heat contribution of jobs. The result
can be interpreted in a resource augmentation setting where the online algorithm has a slightly
higher temperature threshold than the oﬄine optimal algorithm. Most of the results work for
any R>1.
2 Randomized Case: Full Heat
It is easy to show that no deterministic algorithms can have bounded competitive ratio (as bad
as Ω(W)) if jobs can have full heat. For the randomized case, we show that the competitive
ratio is still unbounded (but smaller). The ratio can be attained by a barely random algorithm
using the classify-and-random-select technique to divide the jobs into O(logW) classes and then
run the 2-competitive algorithm in [2] (which works for any R ≥ 2) in one chosen class.
Theorem 1 No randomized algorithm is better than O(logW)-competitive, and for R ≥ 2 this
ratio can be attained by a barely random algorithm.
We note in passing the following. The 2-competitive algorithm for the unweighted case in
[2] holds for any cooling factor R ≥ 2 (with the same competitive ratio), but not for R<2. In
fact we note that
48Theorem 2 For R → 1, no deterministic algorithms for the unweighted case have bounded
competitive ratio, and no randomized algorithms are better than 2-competitive.
3 Randomized Case: Non-full Heat
Even if we relax the full heat condition by assuming all jobs have heat at most H,f o rs o m e
H<R , we can show that no deterministic algorithm can be constant competitive. Hence, we
again focus on the randomized case. Suppose all jobs have heat at most H = R(1 − 1/Rk),
for some k ≥ 2. Note that this can be arbitrarily close to R. Our algorithm ﬁrst uses any
existing online algorithm for scheduling unit jobs without heat consideration to produce a
schedule S. We then virtually create k schedules S1,S 2,...,S k,w h e r eSi schedules the same
job as S during slots t =( i − 1) + jk for j =0 ,1,2,..., and stays idle at all other slots. We
can show that each of the Si’s will never get overheat. The online algorithm chooses one of
S1,S 2,...,S k in the beginning, each with probability 1/k.L e tc<2 be the competitive ratio
of the underlying algorithm for unit job scheduling. It is then not diﬃcult to show that our
algorithm has a competitive ratio of k   c. We can rephrase the result as follows: let ǫ =1 /Rk.
Then k =l o g R(1/ǫ)=O(log(1/ǫ)) and therefore we have:
Theorem 3 For any 0 <ǫ≤ 1/R2, the above algorithm schedules jobs with H = R(1−ǫ) with
competitive ratio O(log(1/ǫ)).
We can prove a lower bound of ⌊logR(RH/(R−H))⌋ = ⌊logR(Rk+1−R)⌋ for any randomized
algorithm. This is equal to k (for R ≥ 1.618 and any ǫ ≤ 1/R2,o ra n yR>1 and suﬃciently
small ǫ), and thus the upper bound is optimal up to a constant factor of c.
Resource augmentation. Alternatively, we can use the above idea to give constant com-
petitive algorithms even for jobs with full heat, but against a slightly weaker adversary. In
our case, we compare an online algorithm with temperature threshold 1 + ǫ against an oﬄine
optimal algorithm with threshold 1. If the heat contribution of all jobs in a certain schedule are
multiplied by a factor λ, then the temperature at any point in the schedule is also multiplied
by λ. Based on this observation, we just need to scale the heat contribution of all jobs by an
appropriate factor, and then we can obtain an O(log(1 + 1/ǫ))-competitive algorithm.
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for Online Minimum Makespan Scheduling∗
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1 Introduction
In the classic minimum makespan scheduling problem, we are given an input sequence of jobs
with processing times. A scheduling algorithm has to assign the jobs to m parallel machines.
The objective is to minimize the makespan, which is the time it takes until all jobs are processed.
In this paper, we consider online scheduling algorithms without preemption.
Extensive work has been done to narrow the gap between upper and lower bounds on
the competitive ratio for online minimum makespan scheduling. Increasingly sophisticated
algorithms and complex analyses were developed. Nevertheless, even for the most basic case of
identical machines, in which each job has the same processing time on every machine, there is
still a gap between the best known lower and upper bounds on the competitive ratio of 1.880 [11]
and 1.9201 [7], respectively.
Adding lookahead is common practice to improve the quality of solutions for online problems.
The impact of lookahead has been studied for various problems, e.g., paging [9, 12]. However,
lookahead alone is not suﬃcient to improve the quality of solutions for the minimum makespan
scheduling problem. The lookahead window can always be rendered useless by ﬂooding it with
unimportant jobs having arbitrary small processing times.
For many problems, including minimum makespan scheduling, it is reasonable to not only
provide a lookahead to a certain number of future jobs, but additionally to allow the algorithm
to choose one of these jobs for processing next and, therefore, to reorder the input sequence.
The paradigm of online reordering is more powerful than lookahead alone and has received a
lot of attention [1, 2, 5, 6]. It has been studied, e.g., by Albers [1] and Feder et al. [6] for the
problem of web caching. In the context of minimum makespan scheduling, a number of special
cases have also been studied [4, 8, 10].
We present an extensive study of the power and limits of online reordering for minimum
makespan scheduling. In our model, a reordering buﬀer can be used to reorder the input
sequence of jobs in a restricted fashion. At each point in time, the reordering buﬀer contains
∗Supported by DFG grant WE 2842/1. A previous version appeared in Proc. of the 49th Annual IEEE
Symposium on Foundations of Computer Science (FOCS), 2008.
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50the ﬁrst k jobs of the input sequence that have not been assigned so far. An online scheduling
algorithm has to decide which job to assign to which machine next. Upon its decision, the
corresponding job is removed from the buﬀer and assigned to the corresponding machine, and
thereafter the next job in the input sequence takes its place.
As main result, we give, for m identical machines, tight and, in comparison to the problem
without reordering, much improved bounds on the competitive ratio for minimum makespan
scheduling with reordering buﬀers. Depending on m, the achieved competitive ratio lies between
4/3 and 1.4659. This optimal ratio is achieved with a buﬀer of size Θ(m). We show that larger
buﬀer sizes do not result in an additional advantage and that a buﬀer of size Ω(m) is necessary
to achieve this competitive ratio.
More precisely, for m identical machines, we present the following results.
• We prove a lower bound of rm on the competitive ratio of this problem with m identical
machines and a reordering buﬀer whose size does not depend on the input sequence.
• We introduce a fairly simple scheduling algorithm for m identical machines matching this
lower bound with a reordering buﬀer of size ⌈(1 + 2/rm)   m⌉ + 2 ≤ ⌈2.5   m⌉ + 2.
• We show a lower bound of 3/2 > rm on the competitive ratio of this problem with m
identical machines and a reordering buﬀer of size at most ⌊m/2⌋.
In the following table, we compare, for m identical machines, the competitive ratios of our
algorithm and the best known lower and upper bounds on the competitive ratio for the case
that reordering is not allowed.
m our results lower bounds upper bounds
reordering buﬀer no reordering no reordering
2 1.3333 1.5 1.5
3 1.3636 1.6667 1.6667
4 1.375 1.7321 1.7333
∞ 1.4659 1.8800 1.9201
Note that our results are tight, i.e., we show matching lower and upper bounds, in contrast
to the problem without reordering for which there are still gaps between the lower and upper
bounds.
For m uniformly related machines, i.e., machines with diﬀerent speeds, we give a scheduling
algorithm that achieves a competitive ratio of 2 with a reordering buﬀer of size m. Our algorithm
and analysis are extremely simple. Considering that the best known lower and upper bounds on
the competitive ratio for uniformly related machines without reordering are 2.438 and 5.828 [3],
respectively, this result emphasizes the power of online reordering further more.
The value of rm. In order to achieve our results, we assign diﬀerent weights to the machine.
The weight wi of the ith machine is deﬁned as wi := min{rm/m,(rm − 1)/i}. Now, rm is the
smallest positive solution to
Pm−1
i=0 wi = ⌈m−m/rm⌉ rm/m+(rm −1) 
Pm−1
i=⌈m−m/rm⌉ 1/i = 1,
i.e., we ensure that the weights of all machines sum up to 1. Unfortunately, we do not know a
closed-form formula for rm, but the value can be easily calculated for any given m (see Figure 1).
We can derive limm→∞ rm = LambertW−1(−1/e2)/(1 + LambertW−1(−1/e2)).1
1LambertW−1(−1/e
2) is the smallest real solution to x · e
x = −1/e
2.
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Figure 1: The values of rm for 2 ≤ m ≤ 30.
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52The power of preemption on unrelated machines
and applications to scheduling orders∗
Jos´ e R. Correa† Martin Skutella‡ Jos´ eV e r s c h a e ‡(Speaker)
Introduction. Consider the classical scheduling problem of minimizing the makespan on
unrelated parallel machines. In this problem we are given a set of jobs J and a set of machines
M to process the jobs. Each job j ∈ J has associated processing times pij, denoting the amount
of time that it takes to process job j on machine i. Every job has to be scheduled on exactly one
machine without interruption and each machine can schedule at most one job at a time. The
objective is to ﬁnd a schedule minimizing the point in time at which the last job is completed,
i.e., minimizing Cmax := maxj∈J Cj,w h e r eCj is the completion time of job j. In the standard
three-ﬁeld scheduling notation (see, e.g., Lawler et al. [6]) this problem is denoted by R||Cmax.
In a seminal work, Lenstra, Shmoys and Tardos [5] give a 2-approximation algorithm for
R||Cmax, and show that the problem is NP-hard to approximate within a factor better than
3/2. On the other hand, Lawler and Labetoulle [7] show that the preemptive version of this
problem, denoted R|pmtn|Cmax, where jobs can be interrupted and resumed later on the same
or a diﬀerent machine, can be formulated as a linear program and thus be solved in polynomial
time.
Power of preemption. The power of preemption is the worst-case ratio between the
makespan of an optimal preemptive and an optimal nonpreemptive solution. One contribu-
tion of this work is to prove that this ratio is exactly 4. This result is a deﬁnite answer to an
important basic open problem in scheduling. The proof consists of two steps — proving an
upper and a lower bound of 4. For the upper bound, we consider an optimal solution to the
linear programming formulation of Lawler and Labetoulle [7] for R|pmtn|Cmax, and round it
to obtain an assignment of jobs to machines in which the makespan is increased at most by
a factor of 4. For this, consider an optimal solution of Lawler and Labetoulle’s formulation
with makespan C, and set to zero all assignment variables whose corresponding processing time
is larger than 2C. By amplifying the remaining values, we can maintain a feasible fractional
assignment. It is easy to see that after doing this the makespan of the fractional assignment is
at most 2C. Finally, by applying the technique of Shmoys and Tardos [9], we obtain a nonpre-
emptive solution whose makespan is again at most doubled. We thus obtain a nonpreemptive
schedule whose makespan is less than 4C, proving the upper bound of 4.
∗This work was partially supported by Berlin Mathematical School, by DFG research center Matheon,b y
CONICYT through grants FONDECYT 1060035 and Anillo en Redes ACT08. The authors thank Nikhil Bansal
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53On the other hand, the proof of the lower bound is based on a clever recursive construction,
where in each iteration the gap of the instance is increased. Due to space restrictions we just
give the idea of the base case of the recursion, which already shows that the power of preemption
is at least 2. Let ε>0 be such that 1/ε ∈ N.C o n s i d e r1 /ε+1machinesand1/ε jobs. We deﬁne
the processing time of job j ∈{ 1,...,1/ε} as 2 on the j-th machine, 2ε on the (1/ε + 1)-th
machine, and ∞ on the rest. With this, any nonpreemptive schedule has makespan 2. Also,
we can obtain a preemptive schedule of makespan (1 + ε) by assigning half of job j to the j-th
machine, and the other half to the (1/ε + 1)-th machine. Thus, by talking ε to zero, we get
that the power of preemption is at least 2. By modifying the processing times in this example
and using the same ideas recursively, it is possible to construct an instance where the optimal
makespan of any nonpreemptive schedule is arbitrarily close to 4, and the makespan of an
optimal preemptive schedule is less than (1 + ε).
Scheduling orders of jobs. In the second part of the paper, we apply a generalization
of the rounding technique used for the previous result to a more general setting. Consider
the natural scheduling problem where clients place orders, consisting of several products, to a
manufacturer owning m unrelated parallel machines. Each product has a machine dependent
processing requirement. The manufacturer has to ﬁnd an assignment of products to machines
(and a schedule within each machine) so as to give the best possible service to his clients.
More precisely, we are given a set of machines M,as e to fj o b sJ (as before) and a set of
orders O ⊆ 2J, such that
￿
L∈O L = J. Each job j ∈ J takes pij units of time to be processed
in machine i ∈ M, and each order L has a weight factor wL depending on how important it
is for the manufacturer and the client. Also, job j is associated with a release date rij,s oi t
can only start being processed on machine i by time rij.A n o r d e r L ∈ O is completed once
all its jobs have been processed. Therefore, if Cj denotes the time at which job j is completed,
CL =m a x {Cj : j ∈ L} denotes the completion time of order L. The goal of the manufacturer
is to ﬁnd a nonpreemptive schedule on the m available machines so as to minimize the sum of
weighted completion times of orders, i.e., min
￿
L∈O wLCL. Let us remark that in this general
framework we are not restricted to the case where the orders are disjoint, and therefore one job
may contribute to the completion time of more than one order.
We adopt the three-ﬁeld scheduling notation by denoting this problem R|rij|
￿
wLCL,o r
R||
￿
wLCL in case all release dates are zero. When the processing times pij do not depend on
the machine, we replace “R”w i t h“ P”. Also, when we impose the additional constraint that
orders are disjoint subsets of jobs we will add part in the second ﬁeld of the notation.
It is easy to see that this setting generalizes several classical machine scheduling problems.
In particular our problem becomes R||Cmax when the total number of orders is one. Thus,
it follows from [5] that R||
￿
wLCL cannot be approximated within a factor better than 3/2,
unless P = NP. On the other hand, if orders are singletons our problem becomes R||
￿
wjCj.
As in the makespan case, this problem was shown to be APX-hard [4] and therefore there is
no PTAS, unless P = NP. So far, the best approximation algorithm [10] has a guarantee 2 for
the case with nontrivial release dates, and 3/2 when all jobs are available since the beginning.
Furthermore, on the single machine setting our problem 1||
￿
wLCL remains NP-hard, as it
is equivalent to 1|prec|
￿
wjCj. More precisely, we can show that the approximability thresholds
of 1||
￿
wLCL and 1|prec|
￿
wjCj coincide. In the latter problem, there is a partial order  
over the jobs, meaning that job j must be processed before job k if j   k. This problem is well
54known to be NP-hard, and recently Amb¨ uhl, Mastrolilli and Svensson [1] proved that there is
no PTAS unless NP-hard problems can be solved in randomized subexponential time.
Also, for the more general setting R|rij|
￿
wLCL there is no constant factor approximation
known. The best known result, due to Leung, Li, Pinedo, and Zhang [8], is an approximation
algorithm for the special case of related machines without release dates, denoted Q||
￿
wLCL,
where pij = pi/si and si is the speed of machine i. The performance ratio of their algorithm is
1+ρ(m−1)/(ρ+m−1), where ρ is the ratio of the speed of the fastest machine to that of the
slowest machine. In general this guarantee can be as bad as m/2.
We improve this result by presenting the ﬁrst constant factor approximation algorithm for
the general problem R|rij|
￿
wLCL and its preemptive variant R|rij,pmtn|
￿
wLCL,h a v i n g
performance guarantee of 27/2a n d4+ε respectively. This is achieved by considering the
interval indexed linear programs proposed by Dyer and Wolsey [2] and Hall et al. [3], and then
applying essentially the same rounding technique that is used to prove the previously mentioned
result on the power of preemption. Furthermore, we were able to develop a PTAS for some
special cases of P|part|
￿
wLCL, namely, we assume that either the orders are of constant size,
or there is a constant number of orders, or there is a constant number of machines. See [11] for
the details of this work.
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55Minimizing average ﬂow time on unrelated machines
Ren´ e Sitters ∗
Minimizing average ﬂow time on identical parallel machines is well-studied. Leonardi and
Raz [7] showed that the Shortest Remaining Processing Time (SRPT) rule gives an O(logP)-
approximate schedule, where P is the ratio of the maximum and minimum processing time.
Recently, Garg and Kumar [6] showed that for non-migratory schedules, no polynomial time
algorithm can be better than Ω(logP/loglogP)-approximate, unless P=NP. For the related
machine model in which machines have diﬀerent speeds, Garg and Kumar [3, 4] give an O(logP)-
approximation algorithm. The same authors [5] also give an O(logP)-approximation algorithm
for the problem in which each job is given a process time pj and a subset of the machines on
which it may be processed, i.e., the process time pij of job j on machine i is either pj or inﬁnite.
The problem of minimizing total ﬂow time on unrelated machines is wide open. For the
preemptive, non-migratory setting, Bansal [2] shows that a quasi-PTAS is possible if the num-
ber of machines is bounded by a constant. For the unbounded setting, we present an O(Q)-
approximation, where Q is the maximum number of diﬀerent process times on a machine.
Although Q may be larger than the O(logP) ratio we have for the more restricted models,
there are several interesting corollaries. For example, it yields an O(logP)-approximation for
unrelated machines, provided that all process times are a power of some constant ǫ.F u r t h e r ,i t
gives an O(1)-approximation if the number of diﬀerent process times is constant. Independently,
Garg et al. [6] gave an O(K)-approximation for this problem, where K is the total number of
diﬀerent process times. Their algorithm uses the single source unsplittable ﬂow problem as a
subroutine whereas our algorithm uses unweighted bipartite matching instead.
Our algorithm consists of four simple steps: linear programming, reordering jobs on each
machine, matching, and again reordering per machine. Except for the linear program, it diﬀers
substantially from any of the previous algorithms for minimizing total ﬂow time on parallel
machines.
It is not clear wether or not an O(logP)-approximation would be possible for unrelated
machines. From Table 1 one might be inclined to believe it is the case. But the unrelated
machine model could very well be much more diﬃcult than related machines or the subset
model. As a comparison, the average completion time in the preemptive setting is polynomial
time solvable in the subset model but is APX-hard for unrelated machines. A possible approach
for a negative answer would be to prove that there is no constant approximation ratio possible
in the case that all process times are between 1 and 2. Another interesting direction is is to
prove existence or non-existence of an O(1)-approximation for minimizing total ﬂow time on
parallel machines if migrations of jobs is allowed.
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56Problem Lower bound Upper bound
Single machine 1 1[ 1 ]
Identical machines Ω(logP/loglogP)[ 6 ] O(logP)[ 7 ]
Related machines Ω(logP/loglogP)[ 6 ] O(logP)[ 3 , 4]
Subset model Ω(logP/loglogP)[ 5 ] O(logP)[ 5 ]
Unrelated machines Ω(logP/loglogP)[ 5 ] O(Q)
Table 1: Approximability of average ﬂow time scheduling.
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57On Eulerian Extension Problems and their Application to
Sequencing Problems
Wiebke H¨ ohn ∗ Tobias Jacobs † Nicole Megow ‡
We present a new technique for investigating the complexity of sequencing problems such as
the variant of the Traveling Salesman Problem (TSP) studied ﬁrst by Gilmore and Gomory [3]
and related ﬂowshop scheduling problems. We show that those sequencing problems have a
natural interpretation as Eulerian Extension Problems which leads to new structural insights
and solution methods. On a high level view, for an instance of a sequencing problem we ﬁnd a
particular Eulerian graph in which all existing Eulerian circuits represent sequencing solutions
with the same cost. In fact, we provide the entire set of optimal solutions, instead of just a
single one. For a non standard ﬂowshop sequencing problem, the structural insights we gain by
this interpretation form the basis for fully settling the complexity status of any problem case.
A Eulerian extension is a set of additional edges E′ for a given graph G =( V,E)s u c h
that (V,E∪E′) is Eulerian. A Eulerian Extension Problem is, generally speaking, the problem
of ﬁnding a Eulerian extension minimizing the total cost of additional edges E′ according to
some cost function. Such problems are generally intractable as straightforward reduction from
TSP shows. We investigate Eulerian Extension Problems for special classes of cost functions
arising in the context of the following classes of sequencing problems.
Firstly, we consider one of the famous solvable subclasses of TSP, the so called Gilmore 
Gomory case [3] which we denote by G TSP. This is a problem variant in which each city i is
associated with two numbers Ai and Bi for i =1 ,...,n. The cost for traveling from city i to
city j is
￿ Aj
Bi f(x)dx if Aj ≥ Bi and
￿ Bi
Aj g(x)dx otherwise, where f,g are integrable functions
satisfying f(x)+g(x) ≥ 0 for any x.
A well known special case [3, 7] of G TSP is the no wait ﬂowshop scheduling problem to
minimize the makespan the maximum completion time of a job on two processing stages.
In ﬂowshop scheduling, we consider a production process where n jobs J1,...,J n must pass s
production stages L1,...,L s. Each job Jj consists of s operations each of which is dedicated to
a speciﬁc stage Li o nw h i c hi tm u s tp r o c e s sf o rpij time units without preemption. Each stage Li
has mi identical parallel machines available. The jobs pass the production stages L1,L 2,...,L s
in exactly this order. In a feasible no wait ﬂowshop schedule, there is no waiting time allowed
between the execution of two consecutive operations of the same job. Following the classical
three ﬁeld notation [4] we denote this problem by Fs|nwt|Cmax if there is only a single processor
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58available on each stage and by FFs|nwt|Cmax in the multiprocessor case, where s is some ﬁx
number of stages.
Our third sequencing problem concerns no wait ﬂowshop scheduling with the objective of
minimizing the number of interruptions, i.e., the number of maximal idle time intervals on the
last stage Ls. We denote this new objective by G.
This problem is motivated by a particular application in steel production, the continuous
casting process, in which ladles of melted steel have to pass several production stages. The
ﬁnal stage, the casting machine, plays a special role: the steel must ﬂow continuously into the
casting machine. When the ﬂow is broken (we call it interruption), then the casting machine
must be stopped for maintenance and extensive cleaning. Therefore, practitioners call it their
objective to minimize the number of interruptions.
Related work. Gilmore and Gomory [3] derived an algorithm to ﬁnd an optimal solution for
G TSP in time O(nlogn) which is best possible [9]. A slightly simpliﬁed algorithm has been
presented in [12].
Due to its practical importance in production planning, most of the existing literature on
no wait ﬂowshops addresses the objective of minimizing the makespan. The special case of two 
stage scheduling F2|nwt|Cmax can be solved to optimality directly with Gilmore and Gomory s
algorithm. The complexity status changes if there is more than one processor on one of the two
stages; then the problem becomes strongly NP hard [11].
The particular problem of scheduling the continuous casting process is investigated e.g. in [5,
6, 10] where mathematical programming approaches as well as meta heuristics and simulation
are considered. To the best of our knowledge, there is no literature on theoretical investigations
on the problem of minimizing the number of interruptions in a no wait ﬂowshop. The only
related theoretical work we are aware of, enforces the aim for interruption free scheduling as a
hard constraint. In [1, 2], the authors give complexity and approximation results for open  and
ﬂowshop problems with the objective to minimize the makespan when no interruption is allowed
on any machine. A more restricted variant of the same problem is considered in [13] with only
two production stages and unit processing times on the ﬁrst stage such that interruptions can
occur only on the second stage. Even though this processor environment is close to our setting,
we do not see how results could transfer between this problem and our problem of minimizing G.
Our contribution. We interpret Gilmore and Gomory s TSP as a Eulerian Extension Prob 
lem with a speciﬁc cost function and present a simple algorithm for solving it. Our algorithm
has similarities with the algorithms proposed in [3, 12]. However, our algorithm reveals a struc 
tural property that seems to be inherent in those kind of sequencing problems. Typically, an
optimal solution is not unique. With our method we keep an implicit representation of the set
of optimal solutions and defer the selection of a particular tour to the ﬁnal part of the algo 
rithm. This gives us the opportunity of conveniently accessing all optimal solutions. Besides the
theoretical signiﬁcance, this is meaningful to practical applications in which often a secondary
optimization criteria plays a role. In this case, one may choose accordingly from the set of all
optimal solutions regarding the ﬁrst criteria.
Clearly, the optimality result for G TSP applies also to the classical two stage ﬂowshop
scheduling problem F2|nwt|Cmax. The problem of minimizing the number of interruptions
in the same scheduling setting, F2|nwt|G, can be solved optimally through applying an op 
59timal algorithm for F2|nwt|Cmax at most log n times. However, an adapted interpretation
as a Eulerian Extension Problem with a particular cost function yields a more elegant and
faster algorithm. In this case, we obtain an implicit representation of all optimal solutions in
time O(nlogn), from which any particular optimum can be extracted in linear time. More 
over, we solve optimally the generalized problem FF2|nwt|G with a single machine on the
ﬁrst stage, m1 = 1. Notice, that this is a sharp contrast to the makespan variant of the same
problem which is known to be strongly NP hard [11].
Even though Fs|nwt|G can be reduced to Fs|nwt|Cmax for any s,w ed on o ts e ear e  
verse reduction. Therefore, the NP hardness of F3|nwt|Cmax [8] does not imply the same
complexity for F3|nwt|G. To resolve the complexity status of this problem, we deﬁne a nat 
ural generalization of the Eulerian Extension Problem where vertices correspond to points in
the two dimensional space. We show that this problem is NP hard and prove its equivalence
to F3|nwt |G. Finally, we complement our results with further ﬁndings that fully reveal the
computational complexity of FFs|nwt|G for each value of s and each machine conﬁguration.
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60Semi-Online Preemptive Scheduling:
One Algorithm for All Variants
Tom´ aˇ s Ebenlendr (Speaker)∗ Jiˇ r´ ı Sgall†
1 Introduction
We study online scheduling on uniformly related machines, which means that the time needed
to process a job with processing time p on a machine with speed s is p/s. Preemption is allowed,
i.e., each job may be divided into several pieces, which can be assigned to diﬀerent machines
in disjoint time slots. The objective is to minimize the makespan, i.e., the length of a schedule.
In the online problem, jobs arrive one-by-one and we need to assign each incoming job without
any knowledge of the jobs that arrive later. When a job arrives, its assignment at all times must
be given and we are not allowed to change this assignment later. In other words, the online
nature of the problem is given by the ordering of the input sequence and it is not related to
possible preemptions and the time in the schedule.
We focus on semi-online algorithms. This term encompasses algorithms that are essentially
online, but some partial information about the input is given to the scheduler in advance.
We give a semi-online algorithm for preemptive scheduling on uniformly related machines which
is optimal for any chosen semi-online restriction. The restriction can be given as an arbitrary
set of sequences that are allowed as inputs. For any semi-online restriction, the algorithm
achieves the best possible approximation ratio for any number of machines and any particular
combination of machine speeds; it is deterministic, but its approximation ratio matches the best
possible approximation ratio of any randomized algorithm.
For typical semi-online restrictions, we show that the optimal ratio can be computed by
linear programs (with machine speeds as parameters). Studying these linear programs allows
us to progress in two directions. First, we are able to completely analyze the optimal ratio for
particular cases with a small number of machines. Second, we are able to study the relations
between the optimal approximation ratios for diﬀerent semi-online restrictions and give some
bounds for a large number of machines.
Computing optimal approximation ratio for a given semi-online restriction, which works for
any number of machines and combination of speeds, appears to be much harder. Even in the
online case we only know that the ratio is between 2.054 and e ≈ 2.718; the lower bound is
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61shown by a computer-generated hard instance with no clear structure [2]. Only for identical
machines, the exact ratio for any number of machines is known (i) for the online case, where
it tends to e/(e − 1) ≈ 1.58 [1], and (ii) for non-increasing processing times, where it tends to
(1 +
√
3)/2 ≈ 1.366 [4].
2 The optimal algorithm
The new algorithm is based on the algorithm for online scheduling from [2]. Here we present the
key ideas with emphasis on the issues that need to be handled diﬀerently in the more general
semi-online setting.
We need to extend the deﬁnition of optimal makespan to sequences, which are preﬁxes
of valid input sequences. These preﬁxes may appear as an partial input sequence of an online
algorithm. We are interested in smallest possible makespan on any valid sequence which extends
such preﬁx. We use standard notation C∗
max for optimal (oﬄine) makespan.
Deﬁnition 1 For an input restriction Ψ and a partial input I which is a preﬁx of some valid
input w.r.t. Ψ, we deﬁne the optimal makespan as the inﬁmum over all possible end extensions
of J that satisfy Ψ:
C∗,Ψ
max[I]=i n f{C∗
max[J] |J∈Ψ&I is a preﬁx of J}
Note that for any input sequence J∈Ψw eh a v eC∗
max[J]=C∗,Ψ
max[J].
Our algorithm computes a parameter r at ﬁrst. This is the optimal competitive ratio (or an
upper bound) for the particular restriction and set of machines. Typically this ratio is computed
by a linear program, similar to the linear program in [2]. This is also the competitive ratio of
the algorithm. Given r, we want to schedule each incoming job, so that it completes at time
r   C∗,Ψ
max[J[j]], where J[j] is the partial input sequence which ends by the current job j.B y
the deﬁnition of C∗,Ψ
max[J[j]], any schedule for any possible extension of the current partial input
will have makespan at least C∗,Ψ
max[J[j]], in particular C∗,Ψ
max[J[j]] ≤ C∗
max[J]. Thus, if each job j
completes by time r C∗,Ψ
max[J[j]] ≤ r C∗
max[J], we have an r-approximation algorithm. The rest
of the algorithm is same as in [2].
The only parts of the algorithm that depend on the semi-online restriction are (i) the
computation of the optimal approximation ratio and (ii) the computation of C∗,Ψ
max[J]. The rest
of the algorithm is independent of the restriction and very eﬃcient. Computing C∗,Ψ
max[J]i s
usually simple. If the restriction is closed under taking preﬁxes, then it is equal to C∗
max[J].
In other cases it is easy to see which extension has the smallest makespan. Computing the
optimal approximation ratio is more diﬃcult, but in many natural restrictions it reduces to
linear programming and thus it is also eﬃcient. Alternatively, we can use any upper bound on
the approximation ratio and give it to the algorithm as a parameter.
3 Resulting bounds
Known sum of processing times Knowing the total sum of processing times in advance
improves the competitive ratio a lot for a small number of machines. E.g., knowing total
processing time is enough to create optimal schedule when scheduling on two machines. But we
62prove that knowing total processing time does not help in general. Thus the overall competitve
ratio is the same as for online scheduling (between 2.05 and e, see [2]).
In fact we prove a structural result that for any proper restriction Ψ, that allows padding,
scaling and is closed under taking preﬁxes the overall competitive ratio is same with or with-
out additional knowledge of total processing time. Proper restriction Ψ has to have following
property: If J is a valid input sequence w.r.t. Ψ, then any subsequence J ′ of J is also a valid
input sequence w.r.t. Ψ and moreover C∗,Ψ
max[J ′] ≤ C∗,Ψ
max[J]. Note that the jobs selected to J ′
need not to be adjacent in J. Only the ordering of the jobs has to be preserved. Many studied
restrictions are proper. Ψ allows scaling if multiplying all processing times by same constant
does not change validity of input sequence. Ψ allows padding if any valid sequence can be
extended by an arbitrary number of tiny jobs (of equal size ǫ<ǫ 0).
The result is achieved by extending the input set of machines by a large number m′ of
machines with speed close to zero. The padding jobs (which are used to extend the input
sequence to the given total processing time) may run on the slow machines, without increasing
the makespan. There are only n ≪ m′ original jobs, thus they can use only nǫ of speed on the
added machines. This is close to zero for ǫ suﬃciently small.
Known maximal processing time The overall upper bound is e,w h i c hi st h es a m ea sf o r
online scheduling. We used our technique to create the nonlinear program for m = 120. We
found a local optimum using computer. This way we obtained a sequence proving the lower
bound of 1.88 on approximation ratio. (There is another instance proving the lower bound of
2.05 with m = 100 for online scheduling, see [2].)
Non-increasing processing times By a computer-assisted proof we have shown that the
competitive ratio is upper bounded by 5
12(
√
7+1)≈ 1.52. It can be easily shown, that the worst
case instance has all jobs of equal size, thus the only parameter to examine is length of such
sequence. We conjecture that worst set of machines has all machines of same speed or maybe
one machine slower. Then the ratio would match the lower bound of (1 +
√
3)/2 ≈ 1.366 [4].
Small number of machines We also examined cases with small number of machines (m ≤ 3)
and we derived exact formulas with speeds as parameters for each of above models.
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64Online Tree Nodes Assignment with Resource Augmentation
Joseph Chan (Speaker)∗ F r a n c i sY .L .C h i n † Hing-Fung Ting† Yong Zhang†
1 Problem deﬁnition and background
The tree nodes assignment problem (TNAP), which is motivated by the OVSF code assignment
problem [2], is deﬁned as follows. Given a complete binary tree of height h, we serve a sequence
of requests. Every request is classiﬁed as either an assignment request or a release request.T o
serve an assignment request, which is associated with an integer parameter 0 ≤ i ≤ h, we assign
it a (tree) node at level (or height) i. To serve a release request, we mark the assigned node free.
There are two constrains in the node assignments, (1) any node can be assigned to at most one
assignment request, which has not been released; and (2) there is at most one assigned node in
any leaf-to-root path. The following ﬁgure gives a valid nodes assignment.
level 0
level 1
level 2
level 3
level 4
a
b
c
d
e f
g h
i j
The algorithms for the TNAP suﬀer from a kind of fragmentation problem. For example, in
the above ﬁgure, there is no node of level 2 that can be assigned (without violating constrain (2)
of node assignments). In fact, we can “defragment” the tree by reassigning the assigned node c
to free node f. Then, node a can be assigned to some assignment request of level 2. In this
paper, we consider the TNAP where reassignments of nodes are allowed. In addition, we assume
that the sequence of requests arrives in an online fashion, any online algorithm must serve all
requests, and all requests in the sequence can be served by some algorithm using only one tree
of height h.
The performance of an algorithm for the TNAP is measured by the number assign-
ments/reassignments, i.e., the cost, spent by the algorithm. The goal of an algorithm is to
minimize the cost. The oﬄine TNAP is proved to be NP-hard. Most of the previous work
studied the online TNAP, where performance is given in terms of competitive ratios, i.e., the
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65worst case ratio of the costs between the online algorithm and the optimal oﬄine algorithm.
Erlebach et al [2] gave an O(h)-competitive algorithm, where h is the height of the tree, and
proved a general lower bound on the competitive ratio of at least 1.5. Subsequent works have
improved both the upper and lower bounds. Very recently, Miyazaki and Okamoto [3] gave a
7-competitive algorithm and proved a lower bound on the competitive ratio of 2 for the problem.
In this paper, we focus on the online TNAP with resource augmentation. We assume that
the online algorithm can use k trees, where k ≥ 1, while the optimal oﬄine algorithm uses one
tree only. The competitive ratio is deﬁned to be the worst case ratio of the cost between the
online algorithm with k trees and the optimal oﬄine algorithm with one tree. This problem
has been studied before. Erlebach et al [2] gave a 4-competitive algorithm with two trees, and
Chin, Zhang and Zhu [1] gave a 5-competitive algorithm with 9/8 trees. The contribution of
this paper is to show how competitive ratio can be further reduced by making use of more trees.
2 Algorithms with cost per request bounded by a constant
First, we give an online algorithm with (h +1 ) /2 trees that matches the cost of the optimal
oﬄine algorithm with one tree. In fact, This algorithm even matches the cost of each request
with that of the optimal oﬄine algorithm with one tree, as it does not require reassignment.
The idea to achieve the optimal cost is to dedicate some subtrees to serve assignment requests
of particular levels. To describe this assignment scheme, we deﬁne a half-tree to be the subtree
rooted at either the left or right child of a root. This online algorithm uses h+1 half-trees. We
label the h + 1 half-trees from 0 to h. When there is a level-i assignment request with i<h ,
we pick from half-trees 0 to i + 1 any free node at level i and assign it to the request. If i = h,
we assign the root of any tree to the request, as there should be no other assigned nodes. For
any release request, we just release the assigned node and mark it free. This algorithm spends
the minimum cost.
Theorem 1 F o ro n l i n eT N A P ,w eh a v ea n1-competitive algorithm using (h+1)/2 trees, where
the costs of serving each assignment and release requests are one and zero, respectively.
We further show that for any online algorithm to match the cost of the optimal oﬄine
algorithm with one tree, (h +1 ) /2 trees are necessary. That implies that our 1-competitive
algorithm is optimal in terms of the number of trees used. The main idea of the adversary is to
send assignment requests in ascending order of their levels. The adversary then releases some
requests but makes sure that the remaining assigned nodes at low level block a signiﬁcant part
of the trees. Thus, the assignment requests of high level need to be served with extra trees.
Theorem 2 No algorithm for online TNAP matching the cost of the optimal oﬄine algorithm
with one tree uses less than (h +1 ) /2 trees.
Extending the idea of half-tree in the 1-competitive algorithm, we are able to reduce the
number of trees to 3h/8 + 3 but in an expense of increasing the competitive ratio to 2.
Theorem 3 F o ro n l i n eT N A P ,w eh a v ea2-competitive algorithm using 3h/8+2trees, where
the costs of serving each assignment and release requests are one.
663 O(1)-competitive algorithms with constant number of trees
When it is not necessary to bound the cost of individual requests to a constant, we give a
8/3-competitive algorithm with 11/4 trees. The algorithm is based on an extended concept of
compact conﬁguration of assigned nodes in trees [2]. Assume that the available trees to the
online algorithm are arranged on a line. In a compact conﬁguration, for any two nodes u and v
at the same level, if u is on the left of v and v is an assigned node, u is not free to assign, i.e.,
there is an assigned node in some leaf-to-root path going through u.
To maintain a compact conﬁguration after serving each request is very costly. To save cost,
we make use of a “less compact” conﬁguration, which is called the almost-compact conﬁguration.
The main idea of this conﬁguration is to allow at most seven consecutive “free” nodes on the
right of the rightmost assigned node at each level. See the ﬁgure below. These free nodes save
the cost in serving assignment requests in an expense of using more trees. Our algorithm is
mainly to assign and release nodes in greedy fashion and then maintains the almost-compact
conﬁguration by reassignments, if necessary.
level i
level i +2
level i +4
level-(i +2 )region level-i region
Theorem 4 For online TNAP, we have a 8/3-competitive algorithm using 11/4 trees.
Generalizing the almost-compact conﬁguration by a parameter α, which relates to the frac-
tion between the number of assigned nodes and the following free nodes at each level, we are
able to obtain a tradeoﬀ result between the competitive ratio and the number of trees used.
Theorem 5 For online TNAP, we have a (4/3+α)-competitive algorithm using 11/4+4/(3α)
trees, for any 0 <α≤ 4/3.
References
[1] F. Y. L. Chin, Y. Zhang, and H. Zhu. Online OVSF code assignment with resource
augmentation. In Proceedings of the Third International Conference on Algorithmic Aspects
in Information and Management (AAIM), pages 191–200, 2007.
[2] T. Erlebach, R. Jacob, M. Mihal´ ak, M. Nunkesser, G. Szab´ o, and P. Widmayer. An
algorithmic view on OVSF code assignment. Algorithmica, 47(3):269–298, 2007.
[3] S. Miyazaki and K. Okamoto. Improving the competitive ratio of the online OVSF code
assignment problem. In Proceedings of the 19th International Symposium on Algorithms
and Computation (ISAAC), pages 64–76, 2008.
67On the lower bound for online strip packing
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1 Introduction
This talk presents a lower bound of 3/2+
√
33/6 ≈ 2.457 on the competitive ratio for online
strip packing. The instance construction we use to obtain the lower bound was ﬁrst coined by
Brown, Baker and Katseﬀ [2]. Recently this instance construction is used to improve the lower
bound in computer aided proofs. We derive the best possible lower bound that can be obtained
with this instance construction.
In the two-dimensional strip packing problem a number of rectangles have to be packed
without rotation or overlap into a strip such that the height of the strip used is minimum. The
width of the rectangles is bounded by 1 and the strip has width 1 and inﬁnite height. Baker,
Coﬀman and Rivest [1] show that this problem is NP-hard.
We study the online version of this packing problem. In the online version the rectangles
are given to the online algorithm one by one from a list, and the next rectangle is given as
soon as the current rectangle is irrevocably placed into the strip. To evaluate the performance
of an online algorithm we employ competitive analysis. For a list of rectangles L, the height
of a strip used by online algorithm A and by the optimal solution is denoted by A(L)a n d
OPT(L), respectively. The optimal solution is not restricted in any way by the ordering of the
rectangles in the list. Competitive analysis measures the absolute worst-case performance of
online algorithm A by its competitive ratio supL{A(L)/OPT(L)}.
In the early 80’s, a lower bound of 2 on the competitive ratio is given by Brown, Baker and
Katseﬀ [2]. More recently, improved lower bounds have successively been obtained by Johannes
[5] and Hurink and Paulus [3], a lower bound of 2.25 and 2.43, respectively. Both results are
obtained in the setting of online parallel job scheduling, a closely related problem, and apply
directly to the online strip packing problem. These lower bounds are obtained by using the aid
of a computer program; the ﬁrst uses an enumerative process and the second an ILP-solver.
It is interesting to note that all lower bounds for online strip packing are based on the same
instance construction. The next section describes this construction. It was shown by Hurink
and Paulus [3] that this construction cannot lead to a lower bound higher than 2.5. In this talk
we close the gap between 2.43 and 2.5, by proving a lower bound of 3/2+
√
33/6 ≈ 2.457 on
the competitive ratio, and showing that this is the best possible bound that can be obtained
by this instance construction.
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68Regarding the upper bound on the competitive ratio for online strip packing, recent advances
have been made by Ye, Han and Zhang [6] and Hurink and Paulus [4]. Independently they
present an online algorithm with competitive ratio 7/2+
√
10 ≈ 6.6623, that is a modiﬁcation
of the well known shelf algorithm. We refer to these two papers for a more extensive overview
of the literature.
2 The instance construction
In this section we formalize the instance construction used to obtain the lower bound. In the
talk we present an online algorithm for packing the rectangles to show that no lower bound
larger that 3/2+
√
33/6 can be obtained by this instance construction.
We deﬁne Ln as the list of rectangles (p0,q 1,p 1,q 2,p 2,...,q n,p n), where pi denotes a rect-
angle of height pi and width no more than 1/(n +1 ) ,a n dqi denotes a rectangle of height qi
and width 1. The rectangle heights are deﬁned as
p0 =1 ,
pi = βi−1pi−1 + pi−1 + αipi + ǫ ∀i ≥ 2 ,
q1 = β0p0 + ǫ,
qi =m a x {αi−1pi−1,q i−1,β i−1pi−1} + ǫ ∀i ≥ 2 ,
where αipi and βipi are the distances the online algorithm has placed between earlier rectangles,
and ǫ is a small positive value. The value αipi denotes the vertical distance between rectangles
pi−1 and qi, and the value βipi denotes the distance between qi and pi. This is illustrated in
Figure 1. The values αi and βi completely characterize the behavior of the online algorithm
when processing Ln.
p0
p1
p2
q2
q1
q1
q2
p0
p1
p2
β2p2
α1p1
β0p0
β1p1
α2p2
Packing by the
online algorithm
An optimal packing
Figure 1: Online and optimal packing of L2.
69By deﬁnition of the rectangles’ heights and widths, an online algorithm can only pack the
rectangles one above the other in the same order as the rectangles appear in the list Ln.A n
optimal packing is obtained by ﬁrst packing the rectangles qi on top of each other and then
pack all pi next to each other on top of the q-rectangles.
3 Lower bound on the competitive ratio
To prove that no online algorithm can have a competitive ratio smaller than ρ =3 /2+
√
33/6,
we assume that there exists a (ρ−δ)-competitive online algorithm A (with δ>0). We present
Algorithm A with the list Ln,w i t hn arbitrarily large. To obtain a contradiction we deﬁne a
potential function Φi on the state of the online packing after packing rectangle pi.
After packing the rectangle pi,w em e a s u r ew i t hγi how much online algorithm A improves
upon the (ρ − δ) competitiveness bound: We deﬁne γi through
A(Li)+γipi =( ρ − δ)OPT(Li) .
The potential function Φi is deﬁned (after packing rectangle pi)b y
Φi :=
γi + βi − (ρ − δ − 2)αi
1 − αi
.
We argue that this potential function is bounded from below and that it decreases to −∞,
giving us the required contradiction.
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70Randomized online algorithms for the dynamic multi-period
routing problem
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1 Introduction
We study the Dynamic Multi-Period Routing Problem (Dmprp) which was introduced by
Angelelli, Savelsbergh and Speranza [1]. In the dynamic multi-period routing problem, at
the beginning of each time period a set of customers or orders becomes known. The customers
are requested to be served either in the current time period or in the following. Postponed
orders are to be served in the next time period. The objective of the problem is to minimize
the distance traveled over the planning horizons assuming that once decided which customers
to serve the route is constructed optimally. Decisions have to be made at the beginning of each
time period based on the knowledge of the location of the customers that were postponed from
the last time period and the location of the customers that have just arrived. No information
about future customers is known. Therefore decisions have to be made at each time period based
on incomplete knowledge. Since only some decisions are irrevocable, we call this a semi-online
problem.
The focus of our work is on randomized lower bounds and randomized (online) algorithms
for the dynamic multi-period routing problem (Dmprp). For the special case of two planning
periods (i.e., planning horizon two), we prove that any randomized online algorithm has a
competitive ratio greater than or equal to 1+
√
2
2 ≈ 1.20711 against an oblivious adversary on
the real line and a competitive ratio of at least 5/4 in the Euclidean plane.
Moreover, we discuss randomized online algorithms that choose randomly at the beginning
of each time period if the new requests are served or postponed. In particular, for the dynamic
multi-period routing problem with a planning horizon of two time periods, we present the
algorithm randserve, which has a competitive ratio of at most 1+
√
2
2 ≈ 1.20711 on the real
line against an oblivious adversary, which by our lower bound is best-possible. We also apply
randserve to instances on the Euclidean plane achieving a competitive ratio of 3/2 against an
oblivious adversary. The gap between the lower bound and the competitive ratio results from
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71randserve’s drawback that no online strategies that enable splitting of the request set between
time periods are included in the set of deterministic online algorithm, from which the online
player chooses. However, including such algorithms, it is not possible to improve upon the
competitive ratio in the worst case. Table 1 provides an overview of our results in comparison
to the knwon deterministic bounds by Angelelli et al. [1, 2].
Real line, T = 2 planning periods Euclidean plane, T = 2 planning periods
Deterministic Randomized Deterministic Randomized
Lower bound ≥
√
2
smart(1 +
√
2) ≤
√
2
Lower bound ≥ 1+
√
2
2
randserve ≤ 1+
√
2
2
Lower bound ≥ 3
2
smart(2) ≤ 3
2
Lower bound ≥ 5
4
randserve ≤ 3
2
Table 1: Results for the dynamic multi-period routing problem.
Future research includes the profound examination of the techniques used to analyse the
randomized online algorithms in order to extend the analysis to arbitrary time horizons.
2 Problem Deﬁnition and Notation
Let M =( X,d)b eam e t r i cs p a c ew h e r eX is a set and d: X × X → R+ is a metric satisfying
the triangle inequality. In our work, the space M is induced either by the real line or by the
Euclidean plane. An instance of the Dmprp i nt h em e t r i cs p a c eM consists of a sequence
σ =
￿
C1,C 1|2,C 2|3,...,C T−1|T,C T
￿
of customer sets, where a customer is a point in the metric
space. There are T planning periods 1,...,T. A server is located at a depot o ∈ X before the
ﬁrst period. In each period, the server serves a set of customers by visiting the points in the
metric space on a shortest tour starting end ending at the depot. The customer set of the next
period is released only after the server has returned to the depot.
At the beginning of time period one, the decision maker gets to know the customer sets C1
and C1|2. It may choose an arbitrary subset of C1|2, which is served together with C1 in the
ﬁrst period. The remaining customers from C1|2 have to be served in time period 2, together
with a subset of customers from C2|3. In general, the decision maker chooses a subset of Ct|t+1
in period t, which is served in that period with the unserved customers from period t−1. This
continues up to period T, in which all remaining customers have to be served together with CT.
The decision maker does not know T in advance. Note that the customers released in time
period t have to be served in time period t or t+ 1, with the exception of customers in C1 and
CT that have to be served in time periods 1 and T, respectively. The cost of serving a customer
set corresponds to the length of an optimal tour traveled to visit the customers of this set.
3 Lower bounds and randomized online algorithms
The basic tool for our constructions is the use of Yao’s Principle:
Theorem 1 Any randomized online algorithm for the Dmprp on the nonnegative real line has
a competitive ratio greater than or equal to 1+
√
2
2 ≈ 1.20711 against an oblivious adversary.
72Theorem 2 Any randomized online algorithm for the Dmprp on the Euclidean plane with
two planning periods has a competitive ratio greater than or equal to 5/4 against an oblivious
adversary.
Proof (Sketch): We will ﬁrst construct a most general instance representing a wide range
of possible input sequences, then we will deﬁne the pool of deterministic online strategies,
from which the randomized algorithm can choose. Afterwards, we will analyze the possible
input sequences depending on the strategy the online player has chosen. And ﬁnally, after
computing the competitive ratio for the diﬀerent scenarios, we derive a lower bound applying
Yao’s principle. ￿
Algorithm randserve(p)
Let Cmust be the set of customers that have to be visited in the current time
period and Cdec the set of customers that can either be visited in the current
or in the following time period. Serve with probability p all pending customers
Cmust ∪ Cdec and with probability 1 − p only customers of set Cmust.
Theorem 3 Choosing the probability paramter p = a+1
a2+1, the randomized online algorithm
randserve(p) is
￿
1+
√
2
2
￿
-competitive for the Dmprp with customer locations on the real line
and time horizon two.
Proof (Sketch): We ﬁrst show that every instance of the Dmprp with time horizon two
consists of three request sets, each one including at most one customer, i.e., σ =
￿
C1,C 1|2,C 2
￿
,
where the customer c1 ∈ C1 is located at distance 1 from the depot and the customer c1|2 ∈ C1|2
at distance a. Moreover, there can be only two input sequences leading to a worst case solution,
namely σ1 = {1,a,a}, if at the beginning of time period 2 an additional request is released or
σ2 = {1,a,0}, if no additional request is released. We then show that the competitive ratio
of the algorithm is max{1+p(a − 1)/(a +1 ),1+( 1− p)/(a)}. Since the ﬁrst ratio is an
increasing function in p and the second one a decreasing function in p, the maximum is minimal
for p(a) at the intersection of the two functions yielding p = a+1
a2+1. Plugging in shows that the
ratio is maximized for a =1+
√
2 which gives the bound stated. ￿
We complement our competitiveness result by showing that randomized online algorithms
that never split optional request sets between diﬀerent time periods cannot achieve a better
competitive ratio than 3/2 in the Euclidean plane. The algorithm randserve(p) actually
meets the competitive ratio of 3/2c h o o s i n gp =1 /2p r o v i n gt h a trandserve(1/2) is optimal
among randomized algorithms without splitting in R2.
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73Temporal Isolation In Multi-User Real-Time Environments
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Abstract:
Due to cost and related considerations, there is an increasing tendency in safety-critical embed-
ded systems towards implementing multiple functionalities on a single shared platform. Certain
features have been identiﬁed as being common to a large number of important emergent applica-
tion domains of this kind; these features must therefore be taken into consideration in designing
resource-allocation and scheduling policies for such integrated platforms. These features include
the following:
1. Diﬀerent applications sharing the same platform may have diﬀerent criticalities, in the
sense that their contribution to the overall platform-wide mission is diﬀerent;
2. These applications are typically implemented as collections of event-driven code each of
which is embedded within an inﬁnite loop (and hence essentially runs ”for ever”);
3. Often, the diﬀerent applications share additional resources (other than CPU’s); some of
these resources are serially reusable rather than preemptive; and
4. It is increasingly the case that such platforms are comprised of multiple processors, rather
than just a single processor.
This combination of features gives rise to a very rich workload model. In this talk, I will
describe a series of formalisms that have been proposed to represent workloads possessing these
features, and describe some open resource-allocation and scheduling problems concerning such
workloads.
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74Minimizing the sum of weighted completion times
in a concurrent open shop
Monaldo Mastrolilli1 Maurice Queyranne2 Andreas S. Schulz3 Ola Svensson4
Nelson A. Uhan5
Consider the following scheduling setting, sometimes known as the concurrent open shop
model,o rt h eorder scheduling model. W eh a v eas e to fm a c h i n e sM = {1,...,m},w i t he a c h
machine capable of processing one operation type. We have a set of jobs N = {1,...,n},w i t h
each job requiring speciﬁc quantities of processing for each of its m operation types. Each job
j ∈ N has a weight wj ∈ R≥0, and the processing time of job j s operation on machine i is
pij ∈ R≥0. Operations are independent of each other: in particular, operations from the same
job can be processed in parallel. A job is completed when all its operations are completed. In
this paper, we focus on minimizing the sum of weighted completion times in a concurrent open
shop. Following the notation of Leung et al. [7], we denote this problem by PD||
￿
wjCj in
the standard classiﬁcation scheme of Graham et al. [5].
The concurrent open shop model can be considered as a variant of the classical open shop
model in which operations belonging to the same job can be processed concurrently. In addition,
the concurrent open shop model can be seen as a special case of the assembly line model, in
which the operation of each job on the assembly machine has zero processing time. This model
has a variety of applications in manufacturing, including automobile and airplane maintenance
and repair [15], and orders with multiple components in manufacturing environments [12]. This
model also has applications in distributed computing [4].
The problem PD||
￿
wjCj was ﬁrst studied by Ahmadi and Bagchi [1]. A number of
authors have since shown that various special cases of this problem are NP hard [1, 12, 3, 7]; it
turns out that this problem is strongly NP hard, even when all jobs have unit weight, and the
number m of machines is ﬁxed to be 2 [9]. Recently, Garg et al. [4] showed that PD||
￿
wjCj
is APX hard, even when all jobs have unit weight and either zero or unit processing time.
Quite a bit of attention has been devoted to designing heuristics for this problem. For
example, Sung and Yoon [12], Wang and Cheng [13], and Leung et al. [7] have proposed various
priority rules for this problem; all of the priority rules they studied were shown to either have a
performance guarantee of m, or have an unbounded performance guarantee. Ahmadi et al. [2]
also proposed various heuristics for this problem and showed that they all have a performance
1IDSIA, Manno, Switzerland. e-mail: monaldo@idsia.ch
2Sauder School of Business, University of British Columbia, Vancouver BC, Canada. e-mail:
maurice.queyranne@sauder.ubc.ca
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75guarantee of m. Wang and Cheng [13] used a time indexed linear programming (LP) formulation
of this problem to obtain a 5.83 approximation algorithm. Finally, several groups of authors
have independently observed that a linear programming relaxation of this problem in completion
time variables with the parallel inequalities of Wolsey [14] and Queyranne [8], combined with
a result of Schulz [10], yields a 2 approximation algorithm [3, 4, 6]. Note that when m =1 ,o r
when each job consists of operations all with equal processing time, PD||
￿
wjCj reduces to
the classic problem of minimizing the sum of weighted completion times on a single machine
[11].
Contributions of this work. First, we show some interesting properties of various linear
programming relaxations for PD||
￿
wjCj that arise as natural extensions of well studied
formulations for other scheduling problems; in particular, we show that all these LP relaxations
have an integrality gap of 2. Second, we give a simple combinatorial approximation algorithm
that has a performance guarantee of 2. Although the approximation algorithm independently
proposed by Chen and Hall [3], Garg et al. [4], and Leung et al. [6] achieves the same performance
guarantee, their algorithm requires solving a linear program with an exponential number of
constraints. Our algorithm, on the other hand, requires O(n(m + n)) elementary operations.
Finally, we show that PD||
￿
wjCj is inapproximable within a factor of 6/5 −ǫ for any ǫ>0,
unless P = NP; under the increasingly prevalent assumption that the Unique Games Conjecture
holds, we can show that this scheduling problem is in fact inapproximable within a factor of
4/3 − ǫ for any ǫ>0, unless P = NP.
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77Scalably Scheduling Processes with Arbitrary Speedup Curves
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1 Introduction
We give a scalable ((1+ǫ)-speed O(1)-competitive) nonclairvoyant algorithm for scheduling
jobs with sublinear nondecreasing speed-up curves on multiple processors with the objective of
average response time.
2 The Model
We will consider the setting where n processes/jobs arrive to the system over time. Job Ji
arrives at time ri, and has a work requirement wi. An operating system scheduling algorithm
generally needs to be nonclairvoyant, that is, the algorithm does not require internal knowledge
about jobs, say for example the jobs work requirement, since such information is generally
not available to the operating systems. So at each point of time, a nonclairvoyant scheduling
algorithm speciﬁes which job is run on each processor at that time knowing only when jobs
arrived in the past, what the job assignment was in the past, and when jobs completed in the
past. Job Ji completes after its wi units of work has been processed. If a job Ji completes at
time Ci, then its response time is Ci −ri. In this paper we will consider the schedule quality of
service metric total response time, which for a schedule S is deﬁned to be F(S) =
Pn
i=1(Ci−ri).
For a ﬁxed number of jobs, total response time is essentially equivalent to average response
time. Average response time is by far the mostly commonly used schedule quality of service
metric. Before starting our discussion of multiprocessor scheduling, let us ﬁrst review resource
augmentation analysis and single processor scheduling.
For our purposes here, resource augmentation analysis compares an online scheduling algo-
rithm against an oﬄine optimal scheduler with slower processors. Online scheduling algorithm
A is s-speed c-competitive if
max
I
F(As(I))
F(Opt1(I))
≤ c
where As(I) is the schedule produced by algorithm A with speed s processors on input I, and
Opt1(I) is the optimal total response time schedule for unit speed processors on input I [5, 8].
A (1+ǫ)-speed O(1)-competitive algorithm is said to be scalable [10, 9]. (The constant in the
competitive ratio will generally depend upon ǫ.)
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78No nonclairvoyant scheduling algorithm can be O(1)-competitive for total response time if
compared against the optimal schedule with the same speed [7]. The intuition is that one can
construct adversarial instances where the load is essentially the capacity of the system, and
there is no time for the nonclairvoyant algorithm to recover from any scheduling mistakes.
The nonclairvoyant algorithm Shortest Elapsed Time First (SETF) is scalable [5] for schedul-
ing jobs on a single processor for the objective of total response time. SETF shares the processor
equally among all processes that have been processed the least to date.
One important issue that arises when scheduling jobs on a multiprocessor is that jobs can
have widely varying degrees of parallelism. That is, some jobs may be be considerably sped
up when simultaneously run on to multiple processors, while some jobs may not be sped up
at all (this could be because the underlying algorithm is inherently sequential in nature, or
because the process was not coded in a way to make it easily parallelizable). To investigate
this issue, we adopt the following general model used in [1]. Each job consists of a sequence
of phases. Each phase consists of a positive real number that denotes the amount of work in
that phase, and a speedup function that speciﬁes the rate at which work is processed in this
phase as a function of the number of processors executing the job. The speedup functions may
be arbitrary, other than we assume that they are nondecreasing (a job doesn’t run slower if it
is given more processors), and sublinear (a job satisﬁes Brent’s theorem, that is increasing the
number of processors doesn’t increase the eﬃciency of computation).
The most obvious scheduling algorithm in the multiprocessor setting is Equi-partition
(Equi), which splits the processors evenly among all processes. Equi is analogous to the Round
Robin or Processor Sharing algorithm in the single processor setting. In what is generally
regarded as a quite complicated analysis, it is shown in [1] that Equi is a (2+ǫ)-speed (2s
ǫ )-
competitive for total response time. It is also known that, even in the case of a single processor,
speed at least 2+ǫ is required in order for Equi to be O(1)-competitive for total response time [5].
3 Our Results
In this paper we introduce a nonclairvoyant algorithm, which we call LAPS β s , and show that
it is scalable for scheduling jobs with sublinear nondecreasing speedup curves with the objective
of total response time.
LAPShβ si(Latest Arrival Processor Sharing) Deﬁnition: This algorithm is parameter-
ized by a real β ∈ (0 1]. Let nt be the number of jobs alive at time t. The processors are
equally partitioned among the ⌈βnt⌉ jobs with the latest arrival times (breaking ties arbitrarily
but consistently). Here s is the speed of the processor, which will be useful in our analysis.
Note that LAPS β s  is a generalization of Equi since LAPS 1 s  identical to Equis. But as
β decreases, LAPS β s , in a manner reminiscent of SETF, favors more recently released jobs.
The main result of this paper is then:
Theorem 1 LAPS β s , with speed s = (1+β+ǫ) processors, is
￿
4s
βǫ
￿
-competitive algorithm
for scheduling processes with sublinear nondecreasing speedup curves for the objective of average
response time. The same result holds if LAPS β s  is given s times as many speed one processors
as the adversary.
79Essentially this shows that, perhaps somewhat surprisingly, that a nonclairvoyant scheduling
algorithm can perform roughly as well in the setting of scheduling jobs with arbitrary speedup
curves on a multiprocessor, as it can when scheduling jobs on a single processor. Our proof of
Theorem 1 essentially uses a simple amortized local competitiveness argument with a simple
potential function. When β = 1, that is when LAPS β s  = Equis, we get as a corollary of
Theorem 1 that Equi is (2+ǫ)-speed (2s
ǫ )-competitive, matching the bound given in [1], but
with a much easier proof.
There is one unique feature of LAPS β s  that is worth mentioning. LAPS β s  is only O(1)-
competitive when s is suﬃciently larger (depending on β) than 1. All the other scalability
analyzes of scheduling algorithms give O(1)-competitiveness for any speed greater than one.
For example, one one processor SETF is simultaneously (1+ǫ)-speed (1+1
ǫ)-competitive for all
ǫ > 0 simultaneously.
Theorem 1 also improves the best known competitiveness result for broadcast/multicast pull
scheduling. It is easiest to explain broadcast scheduling in context of a web server serving static
content. In this setting, it is assumed that the web server is serving content on a broadcast
channel. So if the web server has multiple unsatisﬁed requests for the same ﬁle, it need only
broadcast that ﬁle once, simultaneously satisfying all the users who issued these requests. [4]
showed how to convert any s-speed c-competitive nonclairvoyant algorithm for scheduling jobs
with arbitrary speedup curves into a 2s-speed c-competitive algorithm for broadcast scheduling.
Using this result, and the analysis of Equi from [1], [4] showed that a version of Equi (4+ǫ)-
speed O(1)-competitive for broadcast scheduling with the objective of average response time.
Using Theorem 1 we can then deduce that a broadcast version of LAPS β s  is (2+ǫ)-speed
O(1)-competitive for broadcast scheduling with the objective of average response time.
Acknowledgments: We thank Nicolas Schabanel and Julien Robert for helpful discussions.
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81Deadline Scheduling and Power Management
for Speed Bounded Processors
Xin Han∗ Tak-Wah Lam† Lap-Kei Lee† Isaac K.K. To‡ Prudence W.H. Wong‡
1 Introduction
Energy consumption has become an important issue in the study of processor scheduling. En-
ergy reduction can be achieved by allowing a processor to vary the speed dynamically (dynamic
speed scaling) [2–4,7,10] or to enter a sleep state [1,5,8]. In the past, these two mechanisms
are often studied separately. It is indeed natural to consider an integrated model in which a
processor, when awake, can run at any speed s>0, using power P(s)=sα + σ,w h e r eα is
typically 3 [6] and σ>0i sac o n s t a n t . 1 To have zero energy usage, the processor can enter
the sleep state, but wake-up requires ω>0 energy. Irani et al. [9] are the ﬁrst to consider
this integrated model; they studied deadline scheduling in the inﬁnite speed model (processor
speed can be scaled arbitrarily large). The aim is to minimize the energy for completing all
jobs by their deadlines. In this paper, we extend this study to the more realistic bounded speed
model [7] where a processor has a maximum speed T. With bounded speed, the system may
be overloaded and cannot meet all job deadlines. The objective is to maximize the throughput
(total size of jobs completed by their deadlines) while using the minimum amount of energy.
Adding a sleep state complicates the nature of speed scaling. To save energy in this model, a
scheduler has to be proactive, sometimes forcing the processor to work faster (instead of slower)
and to sleep more. In the inﬁnite speed model, it is “safe” to let the processor to oversleep, and
rely on extra speed to catch up with the deadlines. Yet this is no longer obvious for a speed
bounded processor. In this paper, we present an online algorithm SOA that can exploit speed
scaling and a sleep state more eﬀectively. SOA can be considered as the sleep-aware version of
the speed scaling algorithms OA [10] and OAT [7].
  In the inﬁnite speed model, SOA (coupled with EDF) completes all jobs and is (αα +2 ) -
competitive for energy, improving the ratio of Irani et al. [9] (which is 2α−1αα+2α−1+2).
  The major contribution of SOA is on the bounded speed model. SOA, capped at the
maximum speed T, can support the job selection strategy Slow-D (proposed in [2]) to
obtain an algorithm that is 4-competitive for throughput and (αα+α24α+2)-competitive
for energy (note that the throughput ratio is optimal).
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α is the dynamic power which is due to dynamic switching loss and increases with the processor speed; the
static power σ is dissipated due to leakage current and is independent of processor speed.
822 The online algorithm SOA
Jobs are arriving online, with arbitrary sizes and deadlines. SOA dynamically determines the
processor speed, as well as when to sleep and wake up. We ﬁrst deﬁne some notations. It is
useful to distinguish two types of awake state: idle state with zero speed, and working state
with positive speed. At time t,l e tw(t,t′), for any t′ >t , be the remaining work of jobs arriving
at or before t and with deadlines in (t,t′]. Deﬁne the density ρ(t,t′)=w(t,t′)/(t′ − t)a n dt h e
highest density ρ =m a x t′>t ρ(t,t′).
SOA in the inﬁnite speed model. Assuming no sleep state, a scheduler, to save energy,
probably runs a job as slow as its deadline allows. When a sleep state is allowed, we want to
let the processor sleep more. One possible way is to postpone job execution and work faster
later. This idea is ﬁrst used by Procrastinator [9], which relies on extra speed to catch up
with the delayed jobs. In contrast to Procrastinator, SOA only mildly increases the speed
to catch up with the delayed jobs. SOA prefers to extend an idle (or sleep) period when the
highest density ρ is small. If ρ is small after the processor has idled for ω/σ time units, then the
processor switches to the sleep state. Later when ρ is big enough, SOA is forced to set a high
speed to avoid missing any deadline. On the other hand, in the working state, it is simple to
determine the next transition. The processor keeps on working as long as there are unﬁnished
jobs; otherwise switches to the idle state.
Below scrit denotes the critical speed, deﬁned as (σ/(α − 1))1/α.2
Algorithm 1 SOA, Sleep-aware Optimal Available
Consider any time t.L e tρ be the highest density at time t.
In working state: If ρ>0, keep working on the job with the earliest deadline (EDF) at
speed max{ρ,scrit}; else (i.e., ρ = 0) switch to idle state.
In idle state: Let t′ ≤ t be the last time in the working state (t′ = 0 if undeﬁned). If ρ ≥ scrit,
switch to working state; Else if (t − t′)σ = ω, switch to sleep state.
In sleep state: If ρ ≥ scrit, switch to working state.
Bounded speed model. We will still use SOA, but when SOA returns a speed higher than
the speed bound T, we will just use T. In this case, we might not ﬁnish all jobs and so a job
selection algorithm is required. We adapt the algorithm Slow-D [2], which works when there
is no sleep state. Slow-D(SOA) simulates SOA running in the inﬁnite speed model and adopts
the speed computed in the simulation (but capped at T), as well as follows the state transition
in the simulation. Details of Slow-D can be found in [2].
Theorem 1 (i) In the inﬁnite speed model, SOA (coupled with EDF) can complete all jobs.
(ii) In the bounded speed model, Slow-D(SOA) is 4-competitive for throughput.
2.1 Energy consumption of Slow-D(SOA)
In this section, we sketch the idea of the analysis of the energy of Slow-D(SOA). We denote by
OPT the optimal oﬄine algorithm that achieves maximum throughput. We distinguish three
types of energy usage: the working energy used for processing jobs, the idle energy due to the
static power σ during idle periods, and the wake-up energy which is ω times the number of
wake-ups. As observed by Irani et al. [9], the idle energy and wake-up energy contribute only
a small factor when compared with the energy used by the optimal oﬄine algorithm.
2If a job J of size w(J) is run to completion using speed s, the energy usage is P(s)w(J)/s, which is minimized
when the speed s satisﬁes P(s)=s × P
′(s), i.e., s =( σ/(α − 1))
1/α. We call this speed the critical speed scrit.
83Lemma 2 If the working energy of an algorithm using the same idle and sleep strategy as SOA
is at most c times that of OPT, then its total energy is at most max{c+2,4} times that of OPT.
We then compare the working energy of Slow-D(SOA) and OPT. The analysis follows
the framework of that of OA [7], but using diﬀerent potential functions. The speed used by
Slow-D(SOA) at any time t is the minimum of T and the speed of SOA in the inﬁnite speed
model. We denote this speed function as SOAT(t). We let ASOAT and AOPT be the working
energy of SOAT and OPT; ASOAT(t)a n dAOPT(t) be the corresponding value up to time t.W e
give suitable potential functions φ(t)a n dβ(t), such that at a time te after all job deadlines,
φ(te)=0a n dβ(te) is small; and the following inequality holds at any time t:
ASOAT(t)+φ(t) − β(t) ≤ ααAOPT(t), (1)
We can then apply the inequality at te to obtain ASOAT ≤ ααAOPT + β(te).
Note that OPT does not aim to complete all jobs. We say a job is type-1 if OPT completes
the job, and type-0 otherwise. Roughly speaking, φ(t) captures the diﬀerence in progress
of SOAT and OPT, while β(t) captures the work SOAT would process for type-0 jobs. We can
then prove the following lemma. Details are omitted.
Lemma 3 β(te) ≤ α24αAOPT(te).
Applying Inequality (1) and Lemma 3, we have ASOAT ≤ (αα + α24α)AOPT. Together with
Lemma 2, Slow-D(SOA) is max{αα+α24α+2,4}-competitive, i.e., (αα+α24α+2)-competitive.
If T = ∞, both SOA and OPT complete all jobs, i.e., there is no type-0 job, and β(te)=0 ,
thus SOA is max{αα +2 ,4}-competitive in the inﬁnite speed model.
Theorem 4 (i) In the bounded speed model, Slow-D(SOA) is (αα + α24α +2 ) -competitive for
energy. (ii) In the inﬁnite speed model, SOA is max{αα +2 ,4}-competitive for energy.
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84The Bell is Ringing in Speed-Scaled Multiprocessor Scheduling
Gero Greiner ∗ Tim Nonner (Speaker) † Alexander Souza ‡
We investigate the problem of scheduling n jobs on m speed-scaled processors without
migration, i.e., there is constant α > 1 such that running a processor at speed s results in
energy consumption sα per time unit. We consider the general case where each job j has a
monotonously increasing cost function hj that penalizes delay. Speciﬁcally, if j is releases at
time rj and ﬁnished at time cj, then the delay cost of this job is hj(cj − rj). The cost of a
schedule is then the energy consumption of the processors plus the sum of delay costs of the
jobs. This includes the so far considered cases of deadlines [8] and ﬂow time objectives [2] as a
special case. Let Bα denote the αth Bell number [6], that is, the number of partitions of a set
of size α. It holds that Bα ≤ αα. Moreover, for the important values α = 2 and α = 3, B2 = 2
and B3 = 5, respectively. For technical reasons, we assume that m ≥ α. However, since α is
a small costant and m part of the input, this covers all relevant cases. Our main result is the
following theorem for speed-scaled multiprocessor scheduling:
Theorem 1 For any type of delay cost functions, any β-approximation algorithm for a sin-
gle processor yields a randomized βBα-approximation algorithm for multiple processors without
migration, whereas the running time stays the same. Analogously, any β-competitive online al-
gorithm for a single processor yields a randomized βBα-competitive online algorithm for multiple
processors without migration.
To prove Theorem 1, we simply assign the jobs uniformly at random to the processors, and
then apply the single processor algorithm separately to each processor. However, the analysis
of this simple strategy is non-trivial. A similar strategy was used in the previous multiprocessor
algorithms [7, 3], but they both used a deterministic round robin strategy to dispatch the jobs.
Using the method of conditional expectations, we even obtain a derandomized version:
Theorem 2 For any type of delay cost functions, any β-approximation algorithm for multiple
processors with migration yields a (deterministic) βBα-approximation algorithm for multiple
processors without migration, whereas we need to add O(nα+4) to the running time.
Both theorems hold analogously for unit size jobs. An interesting fact is that these theorems
can be applied to any type of delay cost functions, which includes deadlines and ﬂow time
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85objectives. Hence, using known algorithms for a single processor, Theorem 1 gives the following
new results and improvements for deadlines:
• The optimal YDS-algorithm [8] for deadlines yields a randomized Bα-approximation al-
gorithm for multiple processors, which gives the ﬁrst constant factor approximation al-
gorithm for arbitrary release times, deadlines, and job sizes. Moreover, this signiﬁcantly
improves the approximation guarantee for unit size jobs from [3] (e.g. for α = 2 and
α = 3, we improve 1024 and 14348907 to 2 and 5, respectively). Finally, since there
is a nontrivial extension of the YDS-algorithm that solves the multiprocessor case with
deadlines and migration in polynomial time [1], Theorem 2 implies that there is even a
deterministic Bα-approximation algorithm for multiple processors without migration.
• The BKP-algorithm [4] for deadlines yields a randomized 2(α (α−1))αeαBα-competitive
online algorithm for multiple processors and deadlines, which also gives the ﬁrst constant
competitive online algorithm for arbitrary release times, deadlines, and job sizes. This
improves again the approximation guarantee for unit size jobs from [3].
Moreover, we obtain the following new results and improvements for ﬂow time objectives:
• The optimal algorithm of Albers and Fujiwara [2] for ﬂow time objectives and unit size
jobs yields a randomized Bα-approximation algorithm for multiple processors and unit
size jobs.
• The BPS-algorithm [5] for ﬂow time objectives yields a randomized γ ǫBα-competitive
online algorithm for multiple processors. This algorithm does not meet the competitive
ratio of the online algorithm of Lam et al. [7] for large α. However, it is signiﬁcantly
better for small α (e.g. we improve the competitive ratio by the factor 2ηǫ Bα, which is
≈ 12 8 and ≈ 11 9 for α = 2 and α = 3, respectively.).
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87Charlemagne’s challenge: the periodic latency problem
Soﬁe Coene (Speaker) ∗ Gerhard J. Woeginger † Frits F.C.R. Spieksma ∗
Prologue
During his reign in the years 768-814, Charlemagne traveled constantly through his empire in
Western Europe. Counts had been appointed to govern diﬀerent pieces of Charlemagne’s empire
(called counties). On his travels, Charlemagne visited his counts regularly. One reason for these
visits was to ensure loyalty of his counts. Indeed, when a count was not visited for a certain
period, the count would no longer obey Charlemagne, and declare independence, thereby rising
against the emperor. Clearly, this would force Charlemagne to act, and start an expensive
war against the rebeling count. Charlemagne’s challenge was to ﬁnd a visiting sequence of his
counts so that the time elapsed between two consecutive visits to a count would not exceed the
“loyalty period” of that count.
1 Introduction
Consider the following problem. We are given a set of clients N = {1,2,...,n} with their
positions deﬁned by distinct vectors x1,x 2,...,x n in some metric space; for each pair of clients
i,j ∈ N, there is a distance dij. We are also given a server that travels at unit speed. There is a
number qi associated with every client i which indicates the periodicity of client i, i ∈ N.M o r e
precisely, qi is the maximal amount of time that is allowed to pass between two consecutive
visits to client i, i ∈ N. Each client i ∈ N has an associated proﬁt pi. A client i is called served
when the time elapsed between each two consecutive visits does not exceed qi, i ∈ N.T h e
goal is to ﬁnd a travel-plan for the server which maximizes the total proﬁt of the clients served.
This travel-plan can be represented by a list of clients (of inﬁnite length) that prescribes the
sequence in which the served clients are visited. Thus, in a feasible solution, (i) each served
client is visited an inﬁnite number of times, and (ii) the time elapsed between two consecutive
visits to client i does not exceed qi, i ∈ N. We assume that all data are integral. We call this
problem the Periodic Latency Problem with Proﬁts (PLPP).
Clearly, referring back to Charlemagne’s challenge, a count is a client, Charlemagne is the
server, and the loyalty periods are represented by the qi’s. If the proﬁt of a client represents
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88the area of the county, Charlemagne’s challenge is to maximize the size of his empire without
having to ﬁght internal wars.
In this work, we also consider the problem where multiple servers are available and all clients
need to be served. The goal is then to minimize the number of servers required to serve all
clients. We call this problem the Periodic Latency Problem (PLP).
Why ‘latency’?
Latency problems are characterized by their focus on total waiting time as an objective
function, see e.g. de Paepe et al. [1] and the references contained therein. Latency problems
diﬀer from problems where travel time of the server is the objective. Notice that the problems
that we study here, share the same fundamental property with latency problems: any period
in time matters to all clients. That is why we refer to the problems described here as periodic
latency problems; indeed, time matters for the clients, whereas the distance traveled by the
server is of no interest.
Motivation
Several applications of PLPP and PLP can be distinguished. Recently, Studer [2] described
“rounding”, a management process that can help to improve management and leadership skills.
Studer believes that managers should make regular rounds to check on their employees. In that
way, managers ﬁnd out what matters to employees, and potential problems can be dealt with
before they occur. This “rounding” model is based on the rounds doctors and nurses make to
check on their patients in a hospital. Dimov et al. [3] explore a method called “minirounds” that
appears to improve physician-patient communication and satisfaction at a hospital. Minirounds
are deﬁned as follows: “A series of short patient encounters [each lasting about a minute] during
which the physician asks patients about any changes in their condition and provide a concise
daily update” [3]. Eﬃciently organizing these mini-rounds is an instance of PLP. Notice that
the latter application suggests a speciﬁc topology of the clients.
2 Complexity Results
In this work we analyze complexity of the problems PLPP and PLP described above. We
consider diﬀerent metric spaces (line, circle, star, tree, general) and diﬀerent settings depending
on pi and qi. We show that on a line and circle topology, for arbitrary values of pi and qi,t h e
PLPP is solvable in polynomial time (O(n2)). For a star graph the PLPP is NP-hard, even if
all qi are equal; this can be proven by a reduction from the knapsack problem. When the qi are
arbitrary but the pi are equal for all clients, we can prove that the PLPP on a star is NP-hard
by a reduction from 3-partition. An O(n2) algorithm is developed for the PLPP on a general
tree, with equal pi and equal qi for all clients. This case on an arbitrary topology is proven to
be NP-hard by a reduction from Hamiltonian cycle.
In the PLP, the goal is to minimize the number of servers needed to visit all clients; proﬁts
are not applicable in this case. We develop a dynamic programming algorithm, running in
polynomial time, for the PLP on the line and on the circle. On a star graph, we prove NP-
hardness by a reduction from partition.
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90Solving Multi-Processor Task Scheduling Problem Using a
Combinatorial Evolutionary Algorithm
Auob Adineh-Vand ∗ Fariborz Parandin †
Mostafa Rahimi Azghadi (Speaker) ‡and Alireza Khalilzadeh §
1 Introduction
Scheduling problem in multiprocessor, parallel and distributed systems are placed in NP-hard
problems arena. These scheduling problems are employed in diﬀerent important applications
such as information processing, whether forecasting, image processing, database systems, pro-
cess control, economics, operation research, and other areas. The data for these applications
should be disseminated on diﬀerent processors. Consequently eﬃcient communication and well-
organized assignments of jobs to processors are our concerns in solving multiprocessor task
scheduling problems [1]. This paper presents a new scheduling method which uses a local
search technique. This local search algorithm is a combinatorial algorithm which combines
Shuﬄed Frog Leaping (SFL) [2], and Civilization and Society algorithms (CSA) [3]. This local
search technique is a general algorithm which has been used to solve other problems such as the
TSP before this. In addition to this combinatorial local search algorithm, a heuristic method is
used to increase convergence speed of the genetic algorithm. Simulation results show that the
proposed combinatorial method works better than other well known scheduling approaches.
2 Multiprocessor task scheduling problem
The multiprocessor task scheduling problem focuses on achieving minimum execution time
to perform all of the determined tasks in a right manner depend on the predeﬁned or non
predeﬁned number of processors [4]. Commonly the multiprocessor task scheduling problem is
described by a Directed Acyclic Graph (DAG). This graph represents the dependency among
tasks, execution time of each one and the communication cost between them if they execute on
diﬀerent processors.
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913 Related Works
Diﬀerent approaches have been applied for multiprocessor task scheduling such as heuristic
algorithms, evolutionary approaches and hybrid methods. Using Particle Swarm Optimiza-
tion (PSO) and Simulated Annealing (SA) are two examples of hybrid methods. However,
combinatorial evolutionary algorithm for solving multiprocessor scheduling problem is a rather
unexplored research area. solving the multiprocessor task scheduling problem using genetic and
evolutionary algorithms has attracted many attentions and various studies have been reported
in the literature. In these methods like other applications that GA is used for searching op-
timal solution, it is tried to use the past obtained solutions (Exploitation) and combine them
with new areas of the search space (Exploration). However, sometimes it would be better to
search the local and small search spaces properly to reach a better result at the ﬁnal level of
the algorithm. Because of this reason some researchers focus on a search method which follows
a bottom up search approach. Two nice methods for searching spaces are SFL [2] and CSA
[3] algorithms. This paper proposes an evolutionary algorithm which has combined GA idea,
Shuﬄed Frog Leaping (SFL) and Civilization and Society (CSA) algorithms and has made a
locally-globally search algorithm.
4 Proposed Evolutionary Locally-Globally Search Method
The proposed method is an evolutionary approach combined the GA idea, SFL and CSA. In a
classical genetic algorithm some parts are important and you should organize them based on
your desired problem. The ﬁrst point is the coding of solutions. An array representation is
used here to show the multiprocessor task scheduling chromosomes like that in [5]. The second
point which is important in forming a GA is the process of population initialization. Here we
use a heuristic method [4] to initialize our population. This heuristic can be useful in increasing
convergence speed of the GA. Fitness function is another important part in our problem. Since,
reaching the minimum execution time for all the tasks is our purpose the best chromosome is
the one which has the shortest execution time. The other points in the GA classical process
are mutation and crossover operators which play a fundamental role in the evolution of the
population. Here we can use various kinds of cross-over and mutation operators; since the
coding of the solution is a permutation of some random numbers each one presents a priority.
The contribution point of our method is started after completing a classical GA period. First a
new population of chromosomes is generated and all of its member’s ﬁtness values are computed.
Then through an ordinary GA process a new solution is generated. Now we can employ a locally
search method to search its entire neighborhood. This local search process employs SFL and
CSA algorithms to search the problem space eﬃciently. Maybe a good solution which was not
in our current search space is founded through this complete locally search process. When
the local search process was ﬁnalized, we can compare the new obtained chromosome from the
local search process, with the worst chromosome of the population and replace them if the new
chromosome is better. This process continues until the termination criterion is satisﬁed. In
essence, in the proposed method, by applying this local search technique, chromosomes become
enable to adapt and improve faster than classical evolution process which is used in conventional
GA. In addition, the problem search space will be searched meticulously. Hence, the proposed
algorithm resulted in better answers. Next section demonstrates some simulation results.
925 Simulation Results
To compare the proposed method with the previous heuristic, genetic and hybrid method, ﬁrst
we use some small graphs. Based on the simulation results, the presented method resulted in
a small improvement in execution time. This is because of the smallness of the problem space.
Here the local search process is not very eﬃcient. The other task graphs have been selected from
a standard task graph library on the web [6]. In these larger graphs, the proposed algorithm
has encountered two larger DAG and better results have been obtained.
6C o n c l u s i o n
A new combinatorial evolutionary algorithm was presented. This algorithm combines GA idea,
civilization and society algorithm (CSA) and shuﬄed frog leaping (SFL) mechanism to make
a locally-globally search method. Using the proposed method almost entire solution space is
searched and consequently some solutions which are not achievable using previous scheduling
methods can be founded. Simulation results showed that the presented method gains a signiﬁ-
cant improvement when problem space is large. In addition, for small problems, it reaches the
best result as previous methods do. Although the presented method is a little complex, it can
reach signiﬁcant improvements in decreasing execution time.
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1 Introduction
We consider the standard variant of the job shop scheduling problem, which is deﬁned as follows.
There are n jobs 1,2,...,nand m machines M1,M 2,...,M m. Each job j consists of a chain of m
operations O1j,O 2j,...,O mj.O p e r a t i o nOij (i =1 ,...,m;j =1 ,...,n)m u s tb ep r o c e s s e do n
a prespeciﬁed machine, which requires an uninterrupted period of length pij.O p e r a t i o nOi+1,j
can only be started when its predecessor in the chain Oij has been ﬁnished, for i =1 ,...,m−1.
The machines are assumed to be continuously available from time zero onwards, and have
capacity 1, implying that they can handle only one operation at a time. The goal is to ﬁnd a
feasible schedule in which the last job is completed as soon as possible.
The problem is NP-hard in the strong sense, and it cannot even be approximated within a
factor 5/4 in polynomial time, unless P = NP [1]. Therefore, many researchers have attempted
to solve it using Local Search. The majority of these local search algorithms use a neighborhood
that is based on swapping the order of two adjacent jobs that are on the longest path in the
disjunctive graph; this is commonly referred to as swapping machine arcs on the longest path.
We refer to [2] for an overview of the techniques used.
2 Local search with commonalities
We want to apply the concept of commonalities, as deﬁned by Schilham [3]. The idea hereafter is
both simple and beautiful: if a part of the solution occurs in many solutions, then presumably
this is a good part. Commonalities are comparable to the so-called building blocks, which
are considered as the drivers behind the success of a genetic algorithm. Schilham has applied
conmmonality-based local search to a number of problems, one of which is the job shop problem.
He applied Tabu Search with restarts. The start solution in each run is derived from previous
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94local optima by inheriting machine arcs, where the acceptance probability depends on the
number of times the machine arc is present in the previous local optima.
We apply a diﬀerent strategy based on Simulated Annealing. To obtain the commonalities,
we run a straightforward Simulated Annealing algorithm 100 times; we use the best k solutions
to retrieve commonalities. We determine three diﬀerent kinds of commonalities by establishing
relations between operations that are executed by the same machine. We look for
1. two operations that are executed consecutively ‘often enough’;
2. two operations that are executed in the same order ‘often enough’;
3. a part of the critical path that appears in ‘enough’ solutions. consecutively
For the ﬁrst type of commonality, one of the two operations can be a dummy, which we use as
the ﬁrst or last on the machine; hence, this then boils down to ﬁxing the ﬁrst or last operation
on the machine. If the operations are executed consecutively, then we allow that there is idle
time in between these two operations.
We use diﬀerent bounds for establishing the commonalities. For example, we only include
a commonality of type 2 if the order of these two operations is the same in at least something
like 80% of the solutions of the initial phase, whereas we establish a commonality of type 1 if
these two operations appear consecutively in this order in at least something like 50% of the
solutions of the initial phase.
After having established a set of commonalities, we generate an initial solution that obeys
these commonalities, after we apply simulated annealing with a neighborhood containing swaps
of operations on the critical path. In our initial experiments, we respected the commonalities
by forbidding swaps that would violate these. The results were a little disappointing, which is
presumably due to restricting the search space too much. Therefore, we do not strictly enforce
the commonalities anymore, but we use a penalty scheme: if a swap goes against a commonality,
then we allow this at a certain price, which becomes cheaper if we come further in the local
search process. We are currently testing our algorithm on the benchmark instances available
on the web (see [4]). Our preliminary computational results yield satisfactory results.
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Discrete Resource Sharing Scheduling Problem.
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1 Introduction
We present in this work a technique for designing approximation schemes and its application
to the discrete resource sharing problem (dRSSP). We use the (classical) oracle formalism,
in which a reliable oracle provides some information (usually called “a guess”) that helps to
construct a good approximated solution. This oracle technique is sometimes called “partial
enumeration” [ST07] or “output structuring” [SW00]. Generally, this oracle design technique
consists of two steps: construct an algorithm that, given the oracle guess, provides the approx-
imated solution, and then simply enumerates the set of all the possible guesses. The bigger
the guess length (number of bits), the better the approximated solution. However the set of
all possible guesses is also larger. The goal is to ﬁnd an “eﬃcient” guess, that is a small guess
containing a lot of information. Thus, we are interested in ﬁnding a compact way to encode
the guess. This (natural) idea has already been addressed [HS89] by mixing two techniques
(structuring the input, and apply partial enumeration on this simpliﬁed input). We propose in
this paper a slightly diﬀerent solution by approximating the guess itself through a contraction
function. We believe that this reﬁnement may lead to non trivial guesses, and enable to use
guesses which were too long before the contraction. Moreover, approximation schemes derived
from this technique have a complexity depending on two parameters (the complexity indeed
depends on the length of the guess, and the roughness of the guess approximation), which allows
a more ﬂexible tradeoﬀ between quality of the approximation and computational complexity.
In the second section, we present the targeted problem (dRSSP) and some associated results
(NP completeness, approximations algorithms and a worst case); in section three, we deﬁne
the guess approximation technique and apply it to the dRSSP.
2T a r g e t e d p r o b l e m : dRSSP
The discrete Resource Sharing Scheduling Problem (dRSSP) consists in allocating a set of
discrete resources to heuristics to solve given instances in minimum time. The idea in this
problem is to ﬁnd an eﬃcient partition of resources to deploy the set of heuristics on the
resources. This problem can formally be described as follows:
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96Deﬁnition 1 (discrete Resource Sharing Scheduling Problem (dRSSP))
Input: A ﬁnite set of instances I = {I1,...,I n},aﬁ n i t es e to fh e u r i s t i c sH = {h1,...,h k},a
set of m identical resources, a cost C(hi,I j,p) ∈ R+ for each Ij ∈ I, hi ∈ H and p ∈{ 1,...,m}
Output: Find a partition of resources S =( S1,...,S k),S i ∈{ 0,...,m},0 <
￿k
i=1 Si ≤ m
which minimizes
￿n
j=1 min
1≤i≤k
{C(hi,I j,S i)|Si > 0}
The individual instance cost ( min
1≤i≤k
{C(hi,I j,S i)}) introduced by Sayag et al. [SFM06] and
used here, stems from the fact that for each instance, all the diﬀerent heuristics are executed
with the deﬁned share and then stop their execution when at least one heuristic ﬁnds a solution.
We focus on the linear version, where the execution cost is anti-proportional to the number of
resources used (C(hi,I j,p)=
C(hi,Ij,m)m
p ). This problem has been studied in the continuous
case in [SFM06]. It has been shown in [BDG+09] that the discrete version has no polynomial
approximation algorithm within a constant factor unless P = NP. Thus we tackle a restriction
of this problem in which each heuristic must use at least one processor (Si ≥ 1). In [BDG+09],
several approximation schemes were provided for this restriction including a k
g+1 approximation
in O((km)gkn), for any g ∈{ 1,...,k− 1}. We complete this work by providing a tight worst
case for this algorithm, and the proof of the NP completeness of this restriction of dRSSP,
which was still opened in [BDG+09]. In the next section, we introduce the guess approximation
technique and we apply it to our problem, improving drastically the previous approximation
schemes.
3 The guess approximation technique
We start by introducing the appropriate oracle formalism. The two steps process (provide a
solution given a ﬁxed guess, and enumeration) described previously can by formalized as follows.
A ρ oracle approximation is an algorithm A that given an instance I,aq u e s t i o nq(I), and a
oracle response r∗ ∈ R (such that a particular property P(q(I),r∗) is true), delivers a feasible
solution S(r∗) ≤ ρS opt,w h e r eSopt is the optimal value for the instance I. Then, the set
R is enumerated to ﬁnd such an r∗. The standard notion of guess corresponds here to the
couple (q(I),r∗). This formalism is close to the “outline scheme” introduced in [HS89], but
it seems more general to use an arbitrary property P rather than a labelling function. The
guess approximation technique consists in ﬁnding a contraction function f : R → f(R)a n d
an algorithm A′ delivering S(f(r∗)) ≤ ρ′ Sopt, knowing that P(q(I),r∗)i st r u e . T h u s ,i ti s
suﬃcient to only enumerate the set f(R), which should be smaller than R.
We now focus on an application of the guess approximation technique to dRSSP. Recall
that a solution S for this problem is described by a k dimensional vector S =( S1,...,S k).
The k
g+1 oracle approximation in [BDG+09] is achieved using an algorithm denoted by A0,
an empty question q(I), and a response r∗ =[ ( i∗
1,...,i ∗
g),(r∗
1,...,r∗
g)] satisfying the following
property P(q(I),r): ∃S∗ such that (i1,...,i g) are the index of the most used heuristics, and
(S∗
i1,...,S∗
ig)=( r1,...,r g). We mean by “the most used heuristics” that T(hi1) ≥ .. ≥ T(hig) ≥
T(hi),∀i/ ∈{ i1,...,i g},w h e r eT(hi) is the sum of the execution time of all the instances j solved
by heuristic i. The length of the response is |r∗| = g(log(k)+log(m)).
We now look for an appropriate contraction function f. The oracle provides two types of
information: index of heuristics (which verify particular properties) and number of processors.
97The ﬁrst type of information seems to be hard to approximate. Indeed, the information here
is intrinsically binary, that is a given heuristic satisﬁes or not a given property. Thus, we
are more interested in approximating the second part of the oracle information: the number
of processors allocated to particular heuristics (in an optimal solution). Given any response
r =[ ( i1,...,i g),(r1,...,r g)] ∈ R, we consider a mantissa-exponent representation for the ri,
with a ﬁxed size j1 ∈{ 1,..,⌈log(m)⌉} of mantissa. Thus, we write ri = ai2ei + bi,w h e r eai
is encoded on j1 bits, 0 ≤ ei ≤⌈ log(m)⌉−j1, and bi ≤ 2ei − 1. Then, we deﬁne f(r)=
[(i1,...,i g),(a1,e 1),...,(ag,e g)]. Notice that |f(r)| =Σ
g
j=1(|ij| + |aj| + |ej|) ≤ g(log(k)+j1 +
log(log(m)). Using this contraction function and the same algorithm A0 it is straightforward
to derive a β +
k−g
g+1(1 − 1
2j1−1) approximation (with β =1+ 1
2j1−1)i nO((k2j1log(m))gkn), for
any g ∈{ 1,...,k− 1} and j1 ∈{ 1,...,log(m)}.
The guess approximation technique enabled to make usable a guess that contained a lot of
information. Moreover, the obtained approximation schemes can be adjusted according to two
parameters g and j1. The technique proposed in this work was applied to a speciﬁc scheduling
problem (dRSSP), improving previous existing approximation schemes. Remark that these
approximation schemes are even PTAS when k (the number of heuristics) is ﬁxed. We intend
to use this technique for other problems, including multi-organization scheduling problem.
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on the Basis of a Simulation and Approximation Model
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1 Pipeless Plants
Pipeless plants are a relatively new concept in the chemical industry. In contrast to traditional
batch plants where the substances are transported through pipes, in pipeless plants the sub-
stances are ﬁlled into movable vessels and moved to stationary processing stations by automated
guided vehicles (AGVs). The recipes of the products determine the sequence of processing sta-
tions to be visited. Since many batches of several products have to be produced in parallel for
optimal utilization of the plant, a combinatorial planning and scheduling problem arises. Given
the plant layout and a set of orders, the task is to ﬁnd a production schedule with minimum
makespan.
To this end, the following set of coupled problems has to be solved. (1) Scheduling: Several
batches of diﬀerent products are handled in parallel, thus the best production sequence and the
timing of the operations must be decided. A schedule must guarantee that the operations of
one product are executed in the sequence deﬁned by its recipe. (2) Assignment: Each operation
must be assigned to a vessel, an AGV and a station. The chosen equipment must be available
at the required time and has to possess the necessary technical functions. (3) Routing: For
every operation, an AGV must pick up a vessel and transport it to the corresponding station.
The AGVs must not collide with each other during transports.
The processing duration of an operation may depend on the chosen equipment and on the
routing of the vessels. For example, a heating operation may take longer when the material has
cooled down while the vessel waited for further processing. The mass and the temperature of
the content of a vessel should therefore be taken into account.
2 Simulation Optimization Framework
As with many real-world planning and scheduling problems, the optimization of the operation
of a pipeless plant is too complex to be treated by exact approaches if all details are taken
into account. It is nonetheless possible to model the problem at a high level of detail and to
simulate it by appropriate tools. Due to the large number of degrees of freedom it is, however,
unlikely to ﬁnd a good solution by extensive simulation studies. A promising approach is to
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99combine simulation with optimization in a way where some degrees of freedom are varied by the
optimization algorithm whereas others are handled directly by the simulation which includes
heuristics to solve subproblems. Evolutionary algorithms (EAs) are particularly suited for this
kind of hybrid optimization as they can embed simulations as black-box computations of cost
function values.
We propose the following hierarchical decomposition of the problem. On the upper level,
a part of the scheduling problem, namely the sequence in which operations are scheduled, is
optimized by an EA. The exact timing of the execution of the operations, the selection of
equipment, and the routing of the vessels are resolved on a lower level by the simulator. The
simulator thus takes the role of a schedule builder that transforms the sequence of the EA into
a complete schedule.
2.1 Evolutionary Optimization
The EA encodes candidate sequences as operation-based chromosomes. The order of the se-
quence indicates the priorities of the operations. The chromosome does not prescribe the exact
dispatching procedure but the schedule builder converts the list into a full schedule. A chromo-
some entry directs the schedule builder to schedule the operation as soon as possible without
delaying higher-priority operations.
Since each product ID must occur a certain number of times in the chromosome, a
permutation-based recombination operator is used. Since the newly created solutions may
be infeasible, direct as well as indirect constraint handling techniques are implemented. Using
information on the plant layout and on the production orders, certain infeasibilities can be
eliminated by repair algorithms that rearrange the operations in the chromosome. Sometimes,
however, it only becomes evident during the evaluation that a proposed solution is infeasible.
In this case the solution is penalized. It was shown that repair algorithms are important for
a good performance of the proposed framework [2]. The elimination of infeasibilities before
passing the solution to the simulator is more eﬀective than dealing with the constraints inside
the schedule builder by postponing infeasible operations.
2.2 Schedule Building
The pipeless plant simulator PPSiM [1] is used to compute a production schedule by the simple
“as-soon-as-possible” (ASAP) heuristic in which the operations are scheduled in a chronological
order according to their earliest possible start times. The initial population of the EA consists
of multiple copies of the schedule obtained by this heuristic.
The schedule builder assigns an available and suitable triple of equipment (a vessel, an
AGV and a station) with minimum execution time to each operation. The execution time is
t h es u mo ft h et r a n s f e rt i m eo ft h eA G Vt op i c ku pt h ev e s s e l ,t h et i m en e e d e dt ot r a n s p o r tt h e
vessel to the station, and the duration of the operation at the station. The transfer times are
calculated by the A* algorithm with subsequent collision elimination. The program simulates
the exact processing times of the operation and keeps track of the state changes of the masses,
the temperatures, and the concentrations of the substances.
1002.3 Routing Approximation
The proposed framework has the disadvantage that evaluating an individual by the simulator
using the detailed model is time consuming, especially when the problem size increases. To
speed up the algorithm, the degree of accuracy of the model is decreased temporarily. More
precisely, the exact calculation of the routing of the AGVs is substituted by an approximation.
The transfer times are approximated by the computationally cheap shortest path calculations
without considering collisions. This duration is increased by a factor that depends on the
number of AGVs that are travelling through the plant at the same time to allow suﬃcient time
to resolve conﬂicts due to collisions.
Two possible approaches to realize the routing approximations are compared. The ﬁrst
option is to evaluate all solutions exactly after several iterations of approximated evaluations.
This means that there are generations of the EA that include possibly infeasible individuals
whose ﬁtness is most likely overestimated. The other approach is to evaluate a subset of the
approximated solutions, namely those that are estimated to be of good quality, exactly in every
generation. Thereby it can be ensured that a certain percentage of the population of the EA
consists of feasible solutions in every generation. Both approaches imply an uncertainty in the
cost function of the EA. There is a trade-oﬀ between the precision of the evaluation of the cost
function and short computation times. The more often individuals are evaluated exactly, the
lower is the degree of uncertainty, but the higher is the runtime of the algorithm.
3 Summary
In this contribution, the optimization of the operation of pipeless plants is treated by simulation
optimization in a hierarchical manner. An EA determines the priorities of the production steps
and a simulator with heuristics for the assignment of equipment and for the routing is used as a
schedule builder. Starting from a heuristic ASAP solution, the framework ﬁnds good solutions
within short time [3]. The temporary use of approximated travel times is expected to increase
the speed of the algorithm such that problems of larger size can be handled. The incorporation
of this approximation into the proposed framework is currently under development.
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101A( 2− 1/m)-approximate feasibility test for sporadic
multiprocessor real-time scheduling∗
Vincenzo Bonifaci †‡ Alberto Marchetti-Spaccamela ‡ Sebastian Stiller §
We study the problem of scheduling recurring processes, or tasks, on a multiprocessor plat-
form. An instance of the problem is given by a ﬁnite set I of tasks, which need to be executed
by the system; each task generates a possibly inﬁnite sequence of jobs.
We focus on the sporadic case, where each task τ is described by three positive integers: a
processing time cτ, a relative deadline Dτ and a minimum separation time Tτ. Each occurrence
of task τ represents a job: the kth occurrence of task τ is released at time rτ(k), requires at most
cτ units of processor time and must complete its execution before time rτ(k)+Dτ;m o r e o v e r ,
value Tτ denotes the minimum time interval between successive occurrences of the task (that
is, for all k, rτ(k)−rτ(k−1) ≥ Tτ). Note that in a sporadic task system the time instant when
the next invocation of a task will be released after the minimal separation time has elapsed is
unknown. Therefore, a given task system implicitly describes inﬁnitely many job sequences.
The real-time character of the applications requires the actual scheduling policy to be simple.
Further, as the applications are often safety-critical it must be guaranteed that this simple policy
will meet every deadline. Therefore, the scheduling policy shall be accompanied by a feasibility
test that in advance identiﬁes those instances that are feasible under the chosen policy.
It has been shown [4] that any feasible task system on m machines of unit speed can be
scheduled using the Earliest Deadline First algorithm (EDF) on m machines of speed 2−1/m.
(The result in fact holds for every policy that will process every currently available job unless all
machines are busy.) Still, the result of [4] does not imply the existence of an eﬃcient feasibility
test to decide whether EDF (possibly with extra speed) can schedule a given sporadic task
system. A further observation in [4] shows that EDF requires at least a speed-up of 2 − 1/m
to schedule every instance that is feasible on unit-processors. These results have inspired the
search for approximate feasibility tests in the following sense: For any given sporadic task system
decide either that the system can be scheduled using the Earliest Deadline First algorithm on m
speed-σ machines for some σ ≥ 1 or that the system is infeasible for m speed-1 machines. Value
σ is called the speed-up factor. Note that by the cited result a feasibility test with speed-up
factor 2 − 1/m is best possible for EDF.
The problem has attracted a lot of attention in recent years both for its theoretical and
practical relevance in real time scheduling (cf. [1] for a survey). Lately, a ﬁrst test [3] with a
∗This work was partially supported by the Future and Emerging Technologies Unit of EC (IST priority - 6th
FP), under contract no. FP6-021235-2 (project ARRIVAL).
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102speed-up factor of 2.62 for sporadic systems with Dτ ≤ Tτ has been proposed and extended
later [2] to arbitrary sporadic task systems. We propose an approximate feasibility criterion
for Earliest Deadline First scheduling of arbitrary sporadic real-time instances on m processors
with the best possible speed-up factor, namely 2 − 1/m. Together with an FPTAS to evaluate
that criterion this yields an algorithm that, given a task system and ǫ>0, correctly decides
either that the system can be scheduled using EDF on m speed-(2 − 1/m + ǫ) machines, or
that the system is infeasible for m speed-1 machines. The running time of the algorithm is
polynomial in the size of the task system and 1/ǫ. We also provide an improved bound trading
oﬀ speed for additional machines.
Our analysis relies on a new concept for counting the workload of an interval, that might
also turn useful for analyzing other types of task systems.
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103Minimum Capacity Allocation for EDF-Scheduled Recurring
Tasks upon a Periodic Resource
Nathan Fisher∗ Farhana Dewan∗
1 Introduction
Traditional real-time schedulability analysis assumes that the tasks of a system are scheduled
upon a dedicated processor. Recently, researchers have removed this assumption to permit
“temporal partitions” of the processor among diﬀerent independent subsystems of tasks co-
executing upon a shared processor. One potential model for a temporal partition of a single
unit-speed processor is the the periodic resource model, proposed by Shin and Lee [3]. A periodic
resource, denoted by Γ = (Π,Θ), guarantees that a subsystem S executed upon resource Γ will
receive at least Θ units of execution (not necessarily contiguous) between successive time points
{t ≡ t0 + ℓΠ | ℓ ∈ N}, given some initial resource start-time t0. The parameters Π and Θ
are respectively referred to as the period and capacity of the periodic resource. A system-
level scheduling algorithm allocates the processor time among the diﬀerent periodic resources
that share the same processor, such that each resource receives (for every period) aggregate
processor time equivalent to its capacity. A subsystem’s tasks are then hierarchically scheduled
by a subsystem-level scheduling algorithm upon the processing time supplied to resource Γ.
The justiﬁcation for the periodic resource model is that it facilitates temporal abstraction of
the real-time constraints of independent subsystems for component-based system design.
In this paper, we consider the problem of determining the minimum capacity Θ for resource
Γ, given a ﬁxed Π and a subsystem comprised of n recurring tasks, such that all jobs generated by
each task complete by their respective deadlines. The model for recurring tasks that we consider
in this paper is the sporadic task model [2]. A sporadic task τi =( ei,d i,p i) is characterized by
a worst-case execution requirement ei,a(relative) deadline di,a n daminimum inter-arrival
separation pi, which is, for historical reasons, also referred to as the period of the task. Such
a sporadic task generates a potentially inﬁnite sequence of jobs, with successive job-arrivals
separated by at least pi time units. A job-arrival sequence is said to be legal if each task’s
minimum inter-arrival constraint on successive job arrivals is satisﬁed. Each job has a worst-
case execution requirement equal to ei and a deadline that occurs di time units after its arrival
time. Furthermore, we will assume that jobs of a subsystem are arbitrarily preemptible without
penalty. A sporadic task system τ
def = {τ1,...,τ n} is a collection of n such sporadic tasks. We
assume throughout this paper that jobs of τ are scheduled upon periodic resource Γ according
to edf.
∗{fishern, farhanad}@cs.wayne.edu. Department of Computer Science, Wayne State University, Detroit,
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Previously, Shin and Lee [3] proposed both suﬃcient and exact algorithms for minimizing the
resource capacity. Let ￿ Θ be the capacity returned by an algorithm for minimizing capacity,
given Π and τ. A suﬃcient algorithm for minimizing resource capacity only guarantees that
τ will always meet all deadlines upon Γ = (Π, ￿ Θ) (for any legal job-arrival sequence of τ and
allocation of processor time for Γ). An exact algorithm has the additional property that, for any
δ>0, there exists a legal job-arrival sequence for τ and legal allocation of processor time for
resource Γδ =( Π , ￿ Θ − δ)w h e r es o m ej o bo fτ misses a deadline when scheduled upon resource
Γδ. The time complexity of Shin and Lee’s exact algorithm is potentially exponential in n;t h e i r
proposed suﬃcient algorithm runs in linear time. However, Shin and Lee do not show prove
approximation ratios for the suﬃcient algorithm.
We show that Shin and Lee’s suﬃcient algorithm has a constant-factor approximation ratio,
as stated in the following theorem. A tight bound on the approximation ratio remains an open
problem.
Theorem 1 The approximation ratio of Shin and Lee’s linear-time algorithm for periodic-
resource capacity is between 3/2 and 3.
Given the existence of constant-factor approximation algorithms for minimizing resource
capacity, an interesting question is whether approximation schemes exist for the problem of
minimizing the resource capacity? For dedicated single processors, there is a fully-polynomial-
time approximation scheme for edf-schedulability analysis of a sporadic task system τ,p r o p o s e d
by Albers and Slomka [1], that makes the following guarantee:
If the algorithm returns “schedulable”, then τ is guaranteed to always meet all
deadlines when scheduled by edf upon a unit-speed processor. If the algorithm
returns “unschedulable”, the task set is guaranteed to miss a deadline (under some
legal job-arrival sequence) on a slower processor, of speed (1 − ǫ).
Unfortunately, the above algorithm does not trivially extend to the periodic resource model
since it inherently relies upon the assumption that the processor is dedicated to executing only
task system τ. For the periodic resource model, we were able to obtain the following result.
Theorem 2 There exists a fully-polynomial-time approximation scheme for minimizing peri-
odic resource capacity with time complexity O(
nlgn
ǫ ) for any ǫ>0.
Furthermore, we have conducted an empirical evaluation of our approximation scheme.
We have observed that for synthetically-generated task systems, the approximation scheme
has signiﬁcantly smaller relative error when compared with the linear-time approach for even
medium-sized values of ǫ (e.g., up to an absolute diﬀerence in relative errors of 50% for ǫ equal
to one-third).
3 Discussion
An open question is whether there exist polynomial-time exact algorithms for minimizing re-
source capacity. Such a question is of great interest, as determining the computational com-
plexity of this problem would also imply the (currently unknown) computational complexity
105of schedulability analysis for sporadic task systems on a unit-speed processor. Future work
will also involve obtaining approximation algorithms for the periodic resource model when a
resource is scheduled according algorithms other than edf (e.g., each task has a ﬁxed priority).
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106Online Scheduling of Bounded Length Jobs to Maximize
Throughput
Christoph D¨ urr∗   Lukasz Je˙ z (speaker)† Nguyen Kim Thang∗
Many Internet service providers use an ATM network, which has been designed to send
telephone communication, television broadcasts, and usual network data. The Internet however
uses TCP/IP, so at the joints of these networks IP packets have to be broken down into small
ATM cells and fed into the ATM network. This raises many interesting questions, as ATM
network works with ﬁxed sized cells (48 bytes), while IP network works with variable sized
packets. In general, packet sizes are bounded by the capacity of Ethernet, i.e. 1500 bytes, and
in many cases they actually achieve this maximal length. Ideally packets also have deadlines
and priorities (weights). The goal is to maximize the quality of service, i.e. the total weight of
packets that have been entirely sent out on time.
This problem can be formulated as an online-scheduling problem on a single machine, where
jobs arrive at their release times, have processing times, deadlines and weights, and the objective
is to maximize the total weight of jobs completed on time. Preemption is allowed, so a job i can
be scheduled in several separated time intervals, as long as their lengths add up to pi. Time is
divided into integer time steps, corresponding to the transmission time of an ATM cell, and all
release times, deadlines and processing times are assumed to be integer. This problem can be
denoted as 1|online-ri;pmtn|
P
wi(1 − Ui), according to the notation of [6].
1 Our results
We consider the case when processing times of all jobs are bounded by some constant k, and
the case when they equal k. Both variants are motivated by the network application in mind.
We study the competitive ratio as a function of k. Our main results are as follows.
• an optimal online algorithm for the bounded processing time case, with ratio O(k/logk),
• a simple 5-competitive algorithm for the equal processing time case,
• a 3
2
√
3-lower bound on the competitive ratio for the latter case,
• and we provide additional minor results.
– For bounded processing time case, we show that the well-known Smith Ratio Al-
gorithm is 2k-competitive; the analysis is tight up to a factor of 2. We also show
that asymptotically the competitive ratio of any deterministic algorithm is at least
k/lnk, improving the previous bound [12] of k/(2lnk) − 1 by a factor of 2.
∗{durr,thang}@lix.polytechnique.fr. CNRS, LIX UMR 7161, Ecole Polytechnique F91128 Palaiseau.
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107– For bounded processing time with unit weights, it is known that the competitive
ratio is Ω(logk/loglogk) when time points are allowed to be rationals [3]. We
provide an alternative proof for the more restricted integer variant, obtaining better
multiplicative constant at the same time.
– It was previously stated [9] that Shortest Remaining Processing Time First
is O(logk)-competitive for the bounded processing time, unit weight model. This
result follows from a larger proof. For completeness, we provide a concise proof that
Shortest Remaining Processing Time First is 2Hk-competitive.
2 Related work
It is known that the general problem without a bound on processing times has an unbounded
deterministic competitive ratio [3], so diﬀerent directions of research were considered. One is
to see if randomization helps, and indeed in [9] a constant competitive randomized algorithm
was given, although with a big constant. Another direction of research is to consider resource
augmentation, and in [10] a deterministic online algorithm was presented, which has constant
competitive ratio provided that the algorithm is allowed a constant speedup of its machine
compared to the adversary. Finally a third direction is to restrict to instances with bounded
processing time.
Bounded processing time, unit weights (Case ∀j : pj ≤ k,wj = 1) The oﬄine problem
can be solved in time O(n4) [1] even if the processing time is unbounded. Baruah et al.
[3] showed that any deterministic online algorithm is Ω(logk/loglogk)-competitive in a
model where processing times, release times and deadlines of jobs can be rational. The cur-
rently best known algorithm is Shortest Remaining Processing Time First, which
is O(logk)-competitive [9]. The same paper provides a constant competitive randomised
algorithm.
Bounded processing time, arbitrary weights (Case ∀j : pj ≤ k) For ﬁxed k the oﬄine
problem has not been studied to our knowledge, and when the processing times are un-
bounded the oﬄine problem is NP-hard by a trivial reduction from Knapsack Problem.
It is known that any deterministic online algorithm for this case has competitive ratio
k/(2lnk) − 1 [12]. For the variant with only tight jobs, Canetti and Irani [4] provide an
O(logk)-competitive randomized online algorithm and show a Ω(
p
logk/loglogk) lower
bound for any randomized competitive algorithm against an oblivious adversary.
Equal processing time, unit weights (Case ∀j : pj = k,wj = 1) The oﬄine problem can
be solved in time O(nlogn) [11], and it is well known that the same algorithm can be
turned into a 1-competitive online algorithm, see for example [13].
Equal processing time, arbitrary weights (Case ∀j : pj = k) The oﬄine problem can be
solved in time O(n4) [2]. For k = 1 the problem is well studied, and the deterministic
competitive ratio is between 1.618 and 1.83 [8]. For k ≥ 2, a deterministic lower bound
2.59 is given in [5]
Our model is sometimes called the preemptive model with resume, as opposed to preemptive
model with restarts [7], in which an interrupted job can only be processed from the very be-
ginning. Overloaded real-time systems [3] form another related model, in which all the job
parameters are reals, the time is continuous, and uniform weights are assumed.
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109Improved Randomized Online Scheduling of Intervals and Jobs ∗
Stanley P. Y. Fung † Chung Keung Poon ‡ Feifeng Zheng §
1 Introduction
We study two online preemptive scheduling problems. In the interval scheduling problem,w e
are to schedule a set of weighted intervals which arrive online so that at any moment, at most
one interval is being processed. We can abort the interval currently being processed in order to
start a new one. The goal is to maximize the sum of the weights of completed intervals. The
problem can be viewed as a job scheduling problem in which each job has, besides its weight,
an arrival time, a processing time and a deadline. Moreover, the deadline is always tight,
i.e., deadline always equals arrival time plus processing time. Thus, if one does not start an
interval immediately upon its arrival, or if one aborts it before its completion, that interval will
never be completed. The problem is fundamental in scheduling and is relevant to a number of
online problems such as call control and bandwidth allocation. We also study the more general
problem of job scheduling with restart. Here, the deadline of a job needs not be tight and we
can abort a job and restart it from the beginning some time later. Both problems are in fact
special cases of the broadcast scheduling problem which gains much attention recently due to
its application in video-on-demand, stock market quotation, etc. (see e.g. [5].)
Notations and types of instances. A job j is speciﬁed by its release time r(j), its deadline
d(j), its length (or processing time) p(j)a n di t sw e i g h tw(j). An interval is a job with tight
deadline, i.e. d(j)=r(j)+p(j). Next we deﬁne several types of instances. The unit length
case is where p(j) = 1 for all j. The remaining notions apply to intervals only. An instance is
monotone if for any two intervals i and j,i fr(i) <r (j)t h e nd(i) <d (j). That is, an interval
arriving strictly before the other must also has a deadline strictly before, so there are no ‘nested’
intervals. An instance is C-benevolent if the weights of the intervals are given by a function f of
their lengths where f satisﬁes the following properties: (i) f(0) = 0 and f(p) > 0f o rp>0, (ii)
f is strictly increasing, and (iii) f is convex. Finally, an instance is D-benevolent if the weights
of the intervals are given by a function f of their lengths where (i) f(0) = 0 and f(p) > 0f o r
p>0, and (ii) f is decreasing.
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110Previous work. The general case where intervals can have arbitrary lengths and weights
does not admit constant competitive algorithms [4], even with randomization [1]. Therefore,
special types of instances have been studied in the literature. For unit length intervals, the
deterministic case was settled in [4] where a 4-competitive algorithm and a matching lower
bound was given. For the randomized case, the best previous result is from a recent paper
[2] which gave a 2.455-competitive randomized algorithm, a 3.227-competitive barely random
algorithm, and a 1.693 lower bound on the randomized competitive ratio. Some of the unit-
length results applies to monotone, C- or D-benevolent instances as well (see e.g. the discussion
in [2]). A 3.732-competitive barely random algorithm for C-benevolent instances was given in
[3]. For the case of jobs with restarts, a 4.56-competitive deterministic algorithm was given in
[5]. We are not aware of previous results in the randomized case.
Our results. Much of our results concern barely random algorithms, i.e. randomized algo-
rithms using only very few (a constant number of) random bits. We ﬁrst give a 2-competitive
barely random algorithm for the case of unit length intervals. We show that this ratio is the best
possible for barely random algorithms that choose between two deterministic algorithms, not
necessarily with equal probability. Then we extend the algorithm to cover several other cases
of interval scheduling: monotone, C-benevolent, and D-benevolent instances, all with the same
competitive ratio of 2. All these algorithms are surprisingly simple but substantially improves
the competitive ratio of all previous (fully or barely) randomized algorithms. Finally, we extend
the idea to give a 3-competitive algorithm for unit length jobs.
2 The Algorithms
Unit-length instances. Algorithm RAN is barely random and consists of two deterministic
algorithms A and B. The time axis is divided into unit-length slots, where slot i covers time
[i − 1,i)f o ri =1 ,2,....I n t u i t i v e l y ,A takes care of odd slots and B takes care of even slots.
Let si =[ i − 1,i). Within each slot si where i is odd, A starts the interval arriving ﬁrst. If a
new interval I′ arrives in this slot while another interval I is being processed, A will abort I
and start I′ if w(I′) >w (I); otherwise I′ is discarded. At the end of this slot, A is running (or
about to complete) an interval with the largest weight among those that arrive within si. A
then runs this interval to completion without any abortion during the next (even) slot. It then
s t a y si d l eu n t i lt h en e x to d ds l o t .B runs similarly on si where i is even. RAN chooses one of
A and B with equal probability 1/2 at the beginning.
Theorem 1 RAN is 2-competitive for the online scheduling of unit-length intervals.
We can also show:
Theorem 2 No barely random algorithm choosing between two deterministic algorithms (pos-
sibly with unequal probability) has a competitive ratio better than 2 for unit-length intervals.
Monotone Instances. We can adapt the idea of RAN to the case of monotone intervals; we
call the algorithm RAN-M. It is similar to RAN, with the key diﬀerence that we must deﬁne
the lengths of the slots in an online manner. We omit the details here.
111Theorem 3 RAN-M is 2-competitive for monotone instances.
C-benevolent instances. We brieﬂy sketch the main idea of the algorithm RAN-C for C-
benevolent instances. Once again it consists of two deterministic algorithms A and B,e a c h
with probability 1/2 of being executed. At the beginning of a slot, one of A or B is running
an interval; the ending time of the slot is then the ﬁnishing time of this interval. The other
deterministic algorithm will start and complete the longest interval among those with arrival
time falling within this slot and with ﬁnishing time after the end of this slot.
Theorem 4 RAN-C is 2-competitive for C-benevolent instances.
D-benevolent instances. The basic idea here of the algorithm RAN-D for D-benevolent
instances is still the same. Unlike RAN-C, here when a slot ﬁnishes, the next slot is not
completely determined: its ending time will only get a provisional value, which may change
later. Intuitively, in a (say) even slot, A is running a ‘residual’ interval from the previous slot,
and B has started some other interval. If now a short (and hence of large weight) interval
arrives, it preempts both intervals in A and B, and sets the ending time of this slot earlier (to
its ﬁnishing time).
Theorem 5 RAN-D is 2-competitive for D-benevolent instances.
Unit Length Jobs. RAN can be naturally extended to the case of unit-length jobs with
restarts. The only diﬀerence is that, since jobs may not need to be immediately executed, we
maintain a pool of pending jobs. At the beginning of each slot, A or B considers all pending
jobs that can still be completed, and starts the one with the largest weight.
Theorem 6 RAN is 3-competitive for the online scheduling of unit-length jobs with restarts.
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112A Robust Reactive Scheduling Model for Intensive Care Units
Erhan Kozan ∗
1 Introduction
The ICU is an integral part of any hospital and is under great load from patient arrivals as
well as resource limitations. Scheduling of patients in the ICU is complicated by the two
general types; elective surgery and emergency arrivals. This complicated situation is handled
by creating a tentative initial schedule and then reacting to uncertain arrivals as they occur.
For most hospitals there is little or no ﬂexibility in the number of beds that are available for use
now or in the future. We propose an integer programming model to handle a parallel machine
reacting system for scheduled and unscheduled arrivals.
There are a number of studies that have focussed on the ICU. Operations research issues
investigated include scheduling of patients and resources, allocation of limited resources and
physical design of the facility. These will be discussed as well as general scheduling and resource
allocation methods that have been applied to hospitals or critical care or may be applicable to
this area. Kim, Horowitz et al. (1999), Kim, Horowitz et al. (2000), and Kim and Horowitz
(2002) describe models which are the closest to our proposed model. However they do not
encompass the whole of the operating theatre (OT) and ICU. In these studies the ICU is
modelled completely, and patients who require the ICU after a surgical intervention are included.
Their focus is also on balancing deterministic arrivals with stochastic arrivals. To accomplish
this they have used a quota system to specify the number of beds available to deterministic
arrivals each day. They experimented with 1 or 2 weeks scheduling windows. Simulation was
used to compare the diﬀerent scenarios.
Similar to research undertaken by Kim and Horowitz (2002), Ridge, Jones et al. (1998)
develops a simulation model of the ICU focussing on minimising the number of deterministic
arrivals that are rescheduled. Notable inclusions in the model developed here are that resched-
uled surgeries are re-enter the model and are not ignored, and a queuing theory model is used
to verify the output. This queuing theory model was much simpler than the full simulation
model but was used to determine if the simulation was working correctly. Some sensitivity
analysis was performed to ascertain the eﬀects that important variables had on the system.
These variables were the number of beds in the ICU, length of reschedule times and the number
of beds reserved for emergency admissions. The results were intended to be used as part of a
decision analysis tool to decide allocation of beds. While the main focus was on the number
of emergency patient transfers it was concluded a more eﬀective patient admission scheduling
system could beneﬁt the hospital being analysed. Due to the stochastic nature of arrivals to the
critical care facility it is a requirement to reduce their eﬀect on the objective of the schedule.
∗School of Mathematical Sciences,Queensland University of Technology, GPO Box 2434 Brisbane Qld 4001
Australia, Email: e.kozan@qut.edu.au,
113A number of papers have developed reactive scheduling models which in the rescheduling
phase aim to reduce the deviation from the current schedule. El Sakkout and Wallace (2000)and
Alagoz and Azizoglu (2003) all look at minimizing the diﬀerence between start times of jobs in
the old and new schedules.
Rejection in scheduling looks at the problem of scheduling a set of jobs where we have the
choice not to schedule certain jobs and incurring a penalty for this. Engels and Karger (2003)
look at the objective of minimizing the sum of the weighted completions times of jobs scheduled
plus the sum of jobs rejected while (Bartal and Leonardi (1996) focussed on the makespan.
Both these papers use a dummy machine to place all those jobs that are not scheduled. This
machine is not constrained in the same way as the normal machines to allow any job to be
placed on it.
2 ICU scheduling model
Ensuring a timely and eﬃcient ﬂow of patients through the ICU is crucial for optimising patient
care. In recent years, ICU overcrowding and its impact on patient ﬂow has become a major
issue facing the health sector in many countries. There are numerous factors and systems that
inﬂuence patient ﬂow (eg: number and rate of patient arrivals, number of beds, length of stay,
staﬃng arrangements, etc.). Elective patients are known about one week in advance and they
arrive at regular times on weekdays. Emergency patients arrive with a short notice to the ICU.
Emergency patients may be admitted anytime, they are admitted if a bed is free else rejected
from the system and transferred elsewhere. This uncertainty adds complexity to the scheduling
of patients. Patients are transferred to wards as soon as it is appropriate. Patients never leave
the hospital directly from the ICU. Patients may only be transferred from the ICU to a ward
during business hours.
The aims of the proposed scheduling model are to: increase utilisation of the ICU; reduce
rejection; and reschedule rates of patients. These aspects of the model add complexity and
set it apart from many conventional scheduling problems. An integer programming model for
generating a schedule is developed. The size of the model is determined by the number of
patients, beds and time intervals. There are the following two objectives of the model: i)
minimising the total number of rejected patients; and ii) minimising weighted total waiting
time of admitted patients.
A schedule is created with elective patients over the scheduling horizon and subsequent
schedules are generated when emergency patients arrive in addition to the schedule of the
current patients. In the case where a conﬂict occurs and the patient cannot be ﬁt in the current
schedule a re-scheduling step is taken. The model can be solved for a small size problem with
the aid of CPLEX libraries. Using the input ﬁle the software generates a list of patients that
will arrive in the time window speciﬁed. Patient arrival times and length of stays are generated
and initially don’t coincide with the time slots. When a list of patients is generated, it is used
for diﬀering number of beds assigned for elective patients and emergency patients to determine
how much impact this factor has on the schedule. This can be measured in number of patients
rejected and utilisation of the ICU. 7 Patients are split into groups at the point of the expected
arrival of the new patient. Basically we have those patients that have their admission time
and bed ﬁxed or ﬂexible. The patients that are currently being treated in the ICU have their
bed and admission time ﬁxed. Patients that have not arrived yet may have their admission
time ﬁxed by the scheduler if their admission time has been changed a certain number of times,
or if they are set to arrive within a certain amount of time. Flexible patients may have their
114admission time and bed changed. This information is then used to determine bed availability
times for subsequent schedules. Once the new schedule is found this information is fed into the
next one and so on. The approach for this re-scheduling step is to generate a new schedule
that is as close to the previous one as possible. Fixing patients to reduce the impact of future
schedule changes on them is one part of the approach, in this re-scheduling step, a new schedule
is generated that is as close to the previous one as possible.
3C o n c l u s i o n
It was our aim to keep the model as general as possible to increase its applicability to other
ICU’s. The focus of the model is scheduling of patients that incur a penalty for admission of a
patient start time changes, while allowing for admission rejections in a dynamic environment.
This model could be modiﬁed to ﬁt other units within the hospital, as well as external practices
that handle patients in a similar manner.
To extend the model we aim to remove the deterministic length of stay values that we
currently assume for patients. This can be replaced by stochastic values calculated from past
data. This data may be gathered and kept up to date from the databases within the hospital.
As well as this expert information that may give a deﬁnite departure date can be used once the
patient is nearly ready to leave the ICU.
Due to size and complexity of the real life ICU scheduling problems, constructive and/or
meta-heuristics should be developed in the future. The accuracy of these proposed techniques
can be tested and validated with the exact solutions, which is obtained in this paper for small
size problems.
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115On bilevel machine scheduling problems
Tam´ as Kis (Speaker) ∗ Andr´ as Kov´ acs †
1 Introduction
Bilevel optimization is concerned with two-level optimization problems, where there is a top level
decision maker or leader, and there is one (or more) bottom level decision maker or follower.
Each decision maker optimizes its own objective function and is aﬀected by the actions of the
other. The follower makes its decisions after, and in view of, the decisions of the leader. For an
overview and references, see [1].
There are only sporadic results for solving bilevel machine scheduling problems, see e.g., [2],
[3]. However, such models may occur naturally, as we demonstrate it next. Suppose there is a
shop with parallel machines and two decision makers: a top level planner who decides about
the assignment of jobs to machines, and a bottom level shop manager who decides about the
processing order of jobs on each machine. The production planner is concerned with customers,
and aims at minimising the total weighted completion time with job weights w1
j. In contrast,
the shop manager is concerned with production costs and technology, which means that there
is a most economical processing order on each machine. To impose such an ordering, the
shop manager sets appropriate job weights w2
j and requires that the jobs assigned to each
machine be processed in weighted-shortest-processing-time (WSPT) order. Since the WSPT
order minimizes the weighted ﬂow time, the shop manager can equivalently require that the
schedule of each machine has to minimize the total weighted ﬂow time with respect to job-
weights w2
j. Clearly, the planner aims to ﬁnd an assignment of jobs to machines such that his
objective function is minimized knowing the strategy of the shop manager. If he is optimistic, he
may assume that the shop manager would cooperate, i.e., in case of ties with respect to weights
w2
j, the machines will process the jobs with larger w1
j/pj ratio (WSPT order). However, if he
was pessimistic, then he prepares for the worst case, i.e., in case of ties with respect to weights
w2
j, the machines will process the jobs with smaller w1
j/pj ratio (anti WSPT order).
Notice that such a solution cannot be modelled by imposing precedence constraints among
the jobs, because the assignment of jobs to machines is not known in advance.
In the following we formalize bilevel optimization problems and discuss some results on two
basic machine scheduling problems: (1) bilevel scheduling of parallel machines with resource
allocation at the top level and sequencing at the bottom level, and weighted completion time
minimization at both levels, and (2) bilevel single machine scheduling with accept/reject deci-
sions at the top level for minimising the weighted number of rejected jobs, and sequencing at
the bottom level for minimising the weighted completion time.
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1162 Bilevel optimization
There are two basic scenarios. In the optimistic case the leader trusts the follower that it
will help him to achieve the best objective function, i.e., in case of ties, the follower chooses
an optimal solution which is the most advantageous for the leader. Mathematically, assuming
that both the leader and the follower minimize its objective function, the optimistic bilevel
optimization problem can be formalized as follows:
min
x,y f(x,y)
s.t. (x,y) ∈ Ω
y ∈ argmin
w g(x,w)
s.t. (x,w) ∈ Ψ.
Here, the leader’s objective function and set of feasible solutions are f and Ω, respectively, and
g and Ψ are those of the follower. As can be seen, the follower decides only y (w), and x is
a parameter, imposed by the leader. In contrast, in the pessimistic case, the leader aims at
minimising the loss caused by the follower if he chooses the optimal solution which is the least
advantageous for the leader:
min
x,y maxf(x,y)
s.t. (x,y) ∈ Ω
y ∈ argmin
w g(x,w)
s.t. (x,w) ∈ Ψ.
For more details, see [1].
3 The bilevel weighted ﬂow time problem
In this problem, there are n jobs and m parallel identical machines. Each job has a processing
time pj and two weights, w1
j and w2
j. The leader assigns jobs to machines, and the follower orders
the jobs assigned to each machine. The follower’s objective is to minimize
￿m
i=1
￿
j∈Ji w2
jCj,
where Mi is the set of those jobs assigned to machine i. In the optimistic case, the leader’s
objective is to minimize the weighted completion time
￿n
j=1 w1
jCj, whereas in the pessimistic
case its objective is to minimize max
￿n
j=1 w1
jCj. The leader aims to ﬁnd the sets Ai such that
its decision is optimal in the optimistic or in the pessimistic sense.
We show that this problem is NP-hard in the strong sense in general. Moreover, both in
the optimistic and in the pessimistic case there is a global ordering of jobs j1 ≺ j2 ≺    jn,
such that if the set of jobs assigned to machine i is Ji = {πi
1,...,πi
ni}, then it is optimal for the
follower to process the jobs on machine i in ≺ order, i.e., job πi
k is processed before job πi
ℓ on
machine i,i ﬀπi
k ≺ πi
ℓ. Moreover, this ordering gives the lowest objective function value for the
follower with respect to any assignment of jobs to machines.
The above global order leads to a reformulation of the bilevel scheduling problem as a
MAX m-CUT problem with special arc weights. We will also discuss a non-trivial polynomially
solvable special case of the bilevel scheduling problem. As a by-product, the latter provides a
new polynomially solvable case of the MAX m-CUT problem.
1174 The bilevel order acceptance problem
Suppose there is a production line and two decision makers: a planner (leader) who accepts
or rejects the jobs, and a scheduler (follower) who decides about the processing sequence of
accepted jobs. Each job has a processing time pj, a deadline dj,a n dt w ow e i g h t s ,w1
j and w2
j.
Accepted jobs have to be completed before their deadlines. The leader’s objective is to maximize
the total weight of accepted jobs, or alternatively, minimize the total weight of rejected jobs. In
contrast, the follower solves the scheduling problem 1||
￿
j w2
jCj. The leader has no inﬂuence on
the sequence of selected jobs, and the follower does not take into consideration the deadlines.
If the leader is optimistic, he has to select such a subset A of jobs that admits an optimal
sequence with respect to the follower’s objective min
￿
j∈Aw2
jCj such that Cj ≤ dj for each job
j ∈ A,a n d
￿
j∈A w1
j is maximal. If the leader is pessimistic, then he chooses such a subset A′
of jobs such that every optimal solution of the scheduling problem 1||
￿
j∈A′ w2
jCj satisﬁes the
condition Cj ≤ dj for all j ∈ A′. Note that the leader’s objective depends only on his selection
of jobs, but the feasibility of the selection depends on the follower’s optimal sequence.
We show that the decision version of the order-acceptance problem is NP-hard and provide
a dynamic program of pseudo-polynomial time complexity for solving it. For the special case
with w1
j ≡ 1, we adapt the Moore-Hodgson algorithm for 1||
￿
j uj [4].
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118A divide-and-conquer algorithm for polymatroidal formulation of
scheduling with controllable processing times: Theory
Akiyoshi Shioura ∗ Natalia V Shakhlevich † Vitaly A. Strusevich (Speaker) ‡
In our general scheduling model, the jobs of set N = {1,2,...,n} have to be processed
either on a single machine M1 or on parallel machines M1,M 2,...,M m,w h e r em ≥ 2. For each
job j ∈ N, its actual processing time p(j) has to be chosen by from a given interval
￿
p(j),p(j)
￿
.
That selection process can be seen as compressing the longest processing time p(j)d o w nt o
p(j), and the value x(j)=p(j) − p(j) is called the compression amount of job j. Compression
may decrease the completion time of each job j but incurs additional cost w(j)x(j).
Each job j ∈ N is given a release date r(j)a n dadeadline d(j). In the processing of any
job, preemption is allowed. A schedule is called feasible if the processing of a job j ∈ N does
not take place outside the time interval [r(j),d(j)], where r(j)a n dd(j)a r et h erelease date and
the deadline of job j, respectively. Given a schedule, let C(j) denote the completion time of job
j. In this talk, we mainly focus on the problem of ﬁnding a feasible schedule that minimized
total compression cost K =
￿
w(j)x(j). Adapting standard notation for scheduling problems,
we denote problems of this type by α|r(j),p(j)=p(j) − x(j),C(j) ≤ d(j),pmtn|
￿
w(j)x(j),
where α ∈{ 1,P,Q}. See [1] for a recent survey of research in this area.
In this talk, we demonstrate how various scheduling problems with controllable processing
times can be formulated as linear programming (LP) problems over special regions, typically a
submodular polyhedron intersected with a box. This extends and uniﬁes some of our previous
w o r k ,s e e[ 2 ,3 ,4 ] .
For a set N = {1,2,...,n},l e t2 N denote the set of all subsets of N. For a subset X ⊆ N,
let RX denote a set of all vectors p with real components p(j), where j ∈ X. For a vector
p =( p(1),p(2),...,p(n)) ∈ RN, deﬁne p(∅)=0a n dp(X)=
￿
j∈X p(j) for a non empty set
X ∈ 2N.
A set function ϕ :2 N → R is called submodular if the inequality ϕ(A ∪ B)+ϕ(A ∩ B) ≤
ϕ(A)+ϕ(B)h o l d sf o ra l ls e t sA,B ⊆ N. For a submodular function ϕ deﬁne two polyhedra
P(ϕ)={p ∈ RN | p(A) ≤ ϕ(A),A∈ 2N} and B(ϕ)={p ∈ RN | p ∈ P(ϕ),p (N)=ϕ(N)},
called a submodular polyhedron and a base polyhedron, respectively. Function ϕ is referred to a
a rank function.
The main object of our study is the following problem of maximizing a linear function over
a submodular polyhedron intersected with a box:
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119(LP) : Maximize
￿
j∈N
w(j)p(j)
subject to p(X) ≤ ϕ(X),X∈ 2N;
p(j) ≤ p(j) ≤ p(j),j∈ N.
Starting from a fairly simple, but popular problem 1|p(j)=p(j) − x(j),C(j) ≤
d(j)|
￿
w(j)x(j), we present a number of reductions of scheduling problems to Problem (LP),
including 1|r(j),p(j)=p(j)−x(j),C(j) ≤ d(j),pmtn|
￿
w(j)x(j), P|p(j)=p(j)−x(j),C(j) ≤
d(j),pmtn|
￿
w(j)x(j)a n dQ|p(j)=p(j) − x(j),C(j) ≤ d,pmtn|
￿
w(j)x(j).
We show that Problem (LP) is equivalent to the problem of minimizing the same objective
function over a base polyhedron B(  ϕ) deﬁned for a specially constructed rank function   ϕ.
Further, we design a divide and conquer algorithm for solving Problem (LP) that recursively
decomposes the problem into two, and for each of the arising subproblems ﬁxes the values of
some decision variables either to their upper bounds or to lower bounds. To perform such a
decomposition, a special auxiliary problem of submodular optimization has to be solved. In our
scheduling applications, such an auxiliary problem is closely linked to verifying the existence of
deadline feasible schedules.
There are several advantages of our approach:
  it provides a general framework for handling various scheduling problems with controllable
processing times;
  the established link gives an opportunity to use a powerful toolkit of submodular opti 
mization; as an immediate by product we get easy and natural justiﬁcations of known
and new solution algorithms, normally based on greedy ideas;
  the underlying Problem (LP) is of interest in its own right and its study makes an inter 
esting contribution to submodular optimization;
  it allows us to design faster algorithms for scheduling problems in the area; these algo 
rithms can be further extended to handle bicriteria scheduling problems, including those
for which polynomial algorithms have not been known.
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120Managing Magnetic Resonance Imaging Machines: Optimal
Purchases and Schedules
Eyjolfur ´ Asgeirsson ∗ Adam Carpenter † Larry Leemis ‡
David Phillips (Speaker) § Grace Phillips ¶ Cliﬀord Stein  
Technological advances have improved medical care. From the treatment of heart attacks
to care for low-birthweight infants, the use of technological devices has become ubiquitous in
modern medical diagnosis and care [4]. However, with the increased use of devices, care givers
must also determine when to acquire and how to allocate the resources necessary to meet the
medical demands of the populations they serve. Also, the costs incurred by the technological
devices and the staﬃng needs of the technology can be considerable, so cost eﬀective decisions
are of paramount importance, especially in light of the rising costs of healthcare [3]. In this
paper, we devise models and algorithms to support decision makers at Seattle Children’s (for-
merly Seattle Children’s Hospital) with the resource allocation problem faced by their Radiology
Department concerning their MRI examinations. Although we are principally concerned with
addressing the problems at Seattle Children’s, we believe our models and methods generalize to
other treatment areas where patient demand causes diﬃcult equipment and staﬃng decisions.
Seattle Children’s is a pediatric medical center serving inpatients and outpatients with over
50 specialty clinics. MRI is an imaging modality which uses magnetic ﬁelds to help diagnose
a wide variety of conditions including tumors, seizures, cardiac conditions and musculoskeletal
disorders. MRI machines are diﬀerentiated by magnet strength, measured in Tesla. Seattle
Children’s owns one 1.5 Tesla (1.5T) and one 3 Tesla (3T) machine, which are the typical
diagnostic strength MRI machines used. Since stronger magnets generate ﬁner detail but also
more noise, some examination types are best done on the 1.5T machine, others on the 3T
machine and still others can be done on either. In addition, each examination type has a certain
number of sequences that need to be performed and an additional number of discretionary
sequences that could be performed. Seattle Children’s performs MRI examinations on inpatients
and outpatients, who might be in an urgent care situation and require an expedited MRI
examination.
A critical resource planning question at Seattle Children’s has been when to purchase ad-
ditional MRI machines, due to both increasing patient needs and the high expense of the MRI
machines and support staﬀ. In order to address this question we performed the following:
∗eyjo@ru.is. Reykjav´ ık University, Reykjav´ ık, Iceland
†apcarp@wm.edu. Computational Operations Research, Math and CS Departments, College of William &
Mary, Williamsburg, VA, 23185 USA.
‡leemis@math.wm.edu. COR, Math. and CS Depts. William & Mary, Williamsburg, VA, 23185 USA.
§phillips@math.wm.edu. COR, Math. and CS Depts. William & Mary, Williamsburg, VA, 23185 USA.
¶grace.phillips@seattlechildrens.org. Seattle Children’s, Seattle WA, 98003, USA
 cliff@ieor.columbia.edu IEOR Department, Columbia University, New York, NY, 10027, USA
121￿ Conducted a data analysis of a calender year of patient data from Seattle Children’s.
The data included demographical information about the patients, arrival times of urgent
care patients, MRI examination type & duration, inpatient versus outpatient status and
machine type.
￿ Created a fairness metric, fairtime, to measure the machine time patients receive. Since
our models are designed to aid in future planning, traditional metrics such as cost-beneﬁt
are not directly applicable. We therefore designed fairtime to allow a measurement to
assist in planning for future, i.e., unknown, patient demands.
￿ Devised algorithms to compute a tradeoﬀ curve contrasting resources needed versus a
fairness guarantee. Our algorithms solve a project scheduling problem with a resource
utilization objective, and are based on techniques developed in [2].
￿ Integrated the data analysis model and algorithms to produce a simulation-based support
tool to aid decision makers in analyzing possible scenarios.
Combinatorial optimization algorithms have been applied to a wide variety of problems in
the medical ﬁeld such as determining the best locations for ambulances that minimize delay [5]
and kidney transplant matching [1]. Some related work to our own includes that of Patrick and
Puterman, who use scheduling techniques to determine a scheduling policy for outpatient CT
examinations in order to minimize the amount of overtime used [6]. Our work is complementary
to Patrick and Puterman since they focus on developing models and algorithms to improve
resource utilization, whereas our focus is to develop models and algorithms to help improve
resource planning.
References
[1] D. J. Abraham, A. Blum, and T. Sandholm, Clearing algorithms for barter exchange
markets: enabling nationwide kidney exchanges, in EC ’07: Proceedings of the 8th ACM
conference on Electronic commerce, New York, NY, USA, 2007, ACM, pp. 295–304.
[2] E. ´ Asgeirsson, J. Berry, C. A. Phillips, D. J. Phillips, C. Stein, and J. Wein,
Scheduling an industrial production facility, in Proceedings of IPCO X, 2004, pp. 116–131.
[3] T. Bodenheimer, High and rising health care costs. part 2: Technologic innovation., Annals
of Internal Medicine, 142 (2005), pp. 932–937.
[4] D. M. Cutler and M. McClellan, Is technological change in medicine worth it? (cover
story), Health Aﬀairs, 20 (2001), pp. 11–29.
[5] A. Ingolfsson, S. Budge, and E. Erkut, Optimal ambulance location with random
delays and travel times, Health Care Management Science, 11 (2008), pp. 262–274.
[6] J. Patrick and M. L. Puterman, Improving resource utilization for diagnostic services
through ﬂexible inpatient scheduling: A method for improving resource utilization, Journal
of Operational Research Society, 58 (2008), pp. 235–245.
122(Acyclic) Job Shops are Hard to Approximate
Monaldo Mastrolilli ∗ Ola Svensson †
In the job shop scheduling problem there is a set of n jobs that must be processed on a given
set M of machines. Each job Jj consists of a sequence of   operations O1j,O 2j,...,O  j that
need to be processed in this order. Operation Oij must be processed without interruption on
machine mij ∈ M, during pij time units. Each machine can process at most one operation at a
time, and each job may be processed by at most one machine at any time. A job shop instance
is acyclic if each job has at most one operation per machine. For any given schedule, let Cj be
the completion time of the last operation of job Jj. The goal is to ﬁnd a feasible schedule which
minimizes the makespan Cmax =m a x j Cj. In standard scheduling notation [7], this problem is
denoted as J||Cmax (and J|acyclic|Cmax).
The job shop scheduling problem is a widely studied combinatorial optimization problem
(see e.g. [9]). It is strongly NP hard even for two machines [6]. If D denotes the length of the
longest job (the dilation), and C denotes the time units requested by all jobs on the most loaded
machine (the congestion), then lb = max[C,D] is a lower bound on the shortest makespan.
For unbounded number of machines, Shmoys et al. [14] and Goldberg et al. [5] obtained the
best approximation algorithms known with performance guarantee   O((log lb)2) for general jobs
shops 1,w h e r et h e   O notation is used to suppress logloglb terms. For acyclic job shops, Feige &
Scheideler [3] and Czumaj & Scheideler [2] improved this result to an   O(loglb) approximation
algorithm. In the case of acyclic job shops with unit processing times for every operation, the
famous paper by Leighton, Maggs, and Rao [10] shows the existence of solutions with makespan
O(lb). Leighton, Maggs, and Richa [11] later gave an algorithmic variant yielding a constant
factor approximation algorithm.
It is a long standing open problem if the above algorithms for J||Cmax and J|acyclic|Cmax,
are tight or even nearly tight (see  Open problem 7  in [13]). The only known inapproximability
result is due to Williamson et al. [15], and states that when the number of machines and jobs
are part of the input, it is NP hard to approximate the acyclic job shop scheduling problem
with unit time, and at most three operations per job, within a ratio better than 5/4.
In the preemptive variant of the problem (denoted J|pmtn|Cmax), every operation can be
temporarily interrupted and resumed later without any penalty. For any ε>0, it is well known
that with only ε loss in the approximation factor, the preemptive job shop scheduling problem
is equivalent to the nonpreemptive job shop scheduling problem with unit processing times (see
e.g. [1]), and therefore the 5/4 inapproximability in [15] applies to the preemptive version as
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123well. For the acyclic job shop scheduling with preemption, the best known result is due to
Feige & Scheideler [3] who showed that there always exists a preemptive schedule within a
O(logloglb)f a c t o ro flb. For the general preemptive job shop problem, Bansal et al. [1] showed
an O(log|M|/log log|M|) randomized approximation algorithm, and a (2 + ε) approximation
for a constant number of machines. It is another open problem [1, 13] to understand whether
there is a PTAS for the general nonpreemptive and preemptive job shop with a constant number
of machines. For those instances where the number of machines and   are constant, polynomial
time approximation schemes are known [8, 4] for both, the preemptive and nonpreemptive case.
In [12] we give an answer to  Open problem 7  raised in [13]. More precisely, let ǫ>0
be an arbitrarily small constant. We show that the (acyclic) job shop problem cannot be
approximated within ratio O(log1−ǫ lb), unless NP ⊆ ZTIME(npolylog n). This almost matches
(up to smaller terms) the best known results for J|acyclic|Cmax [3, 2], since an O(log1+ǫ lb) 
approximate solution can be obtained in polynomial time for every ǫ>0. If one is only
willing to believe that P  = NP then, for ﬁxed number of operations per job, we provide an
inapproximability result whose value grows with the number of operations per job to inﬁnity.
The ﬂow shop scheduling problem is a variant of the acyclic job shop problem where each
job has exactly one operation for every machine, and all jobs go through all the machines in the
same order. The aforementioned results for acyclic job shops have been recently extended by
the authors for the general version of ﬂow shops, where jobs are not required to be processed on
each machine. Similar results hold true when the objective is to minimize the sum of completion
times.
Finally, we show that the job shop problem with two machines (J2||Cmax), and the
preemptive variant with three machines (J3|pmtn|Cmax) have no PTAS, unless NP ⊆
DTIME(nO(log n)). These results show that the restrictions in [8], on the number of machines
and operations, are necessary to obtain a PTAS, and solve (negatively) an open question raised
in [1].
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125An FPTAS for the minimum total weighted tardiness problem
with a ﬁxed number of distinct due dates
George Karakostas ∗ Stavros G. Kolliopoulos † Jing Wang ‡
1 Introduction
The minimum total weighted tardiness problem for a single machine is deﬁned as follows. We
are given n jobs, each with a weight wj > 0, processing time pj, and due date dj. When these
jobs are sequenced on a single machine, each job j will have a completion time Cj.T h et a r d i n e s s
Tj of job j is deﬁned as follows
Tj :=
￿
0, if j is early, i.e., Cj ≤ dj
Cj − dj, if j is tardy, i.e., Cj >d j.
The objective is to minimize the total weighted tardiness, i.e., we look for a schedule that
minimizes
￿
j wjTj.
The problem is very basic in scheduling (see surveys [1, 10] and the references in [4, 5]) and
is known to be NP-hard [8] even in the case of unit weights [3]. Despite the attention it has
received, frustratingly little is known on it approximability. The best known approximation
algorithm has a performance guarantee of n−1 [2]. For the unit weight case, Lawler gave early
on a fully polynomial-time approximation scheme (FPTAS) [7], which is a modiﬁcation of his
pseudopolynomial dynamic programming algorithm in [6].
For general weight values, the problem remains NP-hard even when all jobs have a common
due date [11]. Kolliopoulos and Steiner [5] gave a pseudopolynomial dynamic programming
algorithm for the case of a ﬁxed number of distinct due dates. Using essentially Lawler’s
rounding scheme from [7], they obtained an FPTAS only for the case of polynomially bounded
weights. Kellerer and Strusevich [4] gave an FPTAS for general weights in the case where all
jobs have a common due date. The existence however of an FPTAS for the case of general
weights and a ﬁxed number of distinct due dates has remained open. We note that for a general
number of distinct due dates the problem becomes strongly NP-hard [6].
∗Dept. of Computing & Software, and School of Computational Engineering & Science, McMaster University,
Hamilton, ON, Canada. E-mail: karakos@mcmaster.ca. Research supported by an NSERC Discovery grant.
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In this work, we settle the case of a ﬁxed number of distinct due dates by giving an FPTAS.
We design ﬁrst a pseudopolynomial algorithm and then apply the rounding scheme of [4] to
obtain the desired approximation scheme. We exploit two crucial properties of the algorithms
in [4]. The ﬁrst is that the optimal choice is feasible at every job placement the FPTAS per-
forms. This step-by-step mimicking of the optimal chain of computation is crucial for bounding
the approximation error. Of course, the schedule we output may be suboptimal due to our
approximate (“rounded”) estimation of tardiness. The second property is that the rounding
scheme of [4] produces values which correspond to actual schedules; therefore by rounding up
the processing time of tardy jobs with due date d, one rounds down the processing time of early
jobs with the same due date by the same amount. Since the total time needed for these jobs
remains the same, this means that there is empty space that allows our algorithm to push back
the extra tardy processing time towards the past. This need for preemption, i.e., allowing the
processing of a job to be interrupted and later restarted, did not arise in [4] where the extra
tardy processing time past the common due date D could always be accommodated in the time
interval [D,∞).
In addition to these basic facts, we need a number of other new ideas, some of which we
outline next. Our algorithm works in two stages. First, via dynamic programming it computes
an assignment of the job completion times to the time horizon, where only a subset of the jobs is
explicitly packed and the rest are left “ﬂoating” from their completion time backwards. This is
what we call an abstract schedule. In the second stage, a greedy procedure allocates the actual
job lengths, possibly also with preemption. As in previous algorithms, the jobs that straddle a
due date in a schedule, the so-called straddlers, play an important role. We observe that only the
placement of the tardy straddlers is critical. The time intervals, called superintervals, between
consecutive tardy straddlers, form the basic time unit on our time horizon. The scheduling of
aj o bj as early can then be localized within only one of these superintervals, depending on the
actual dj value. This helps to shrink the state space of the dynamic program.
It is well-known that the preemptive and non-preemptive optima coincide when minimizing
tardiness on a single machine [9]. This powerful fact has found only limited use in approximation
algorithms so far, for example through the preemptive scheduling of early jobs in [5]. We take
the opposite view from [5] and insist on the non-preemptive scheduling of early jobs. Moreover,
all early jobs are packed explicitly in the abstract schedule. This is necessary since early jobs are
particularly diﬃcult to handle: enumerating their total length is prohibitive computationally
and distorting their placement even by a tiny amount might result in a severely suboptimal
schedule. We allow instead preemptive scheduling of the tardy jobs. As explained above,
preemption will allow us to ﬂexibly push back the extra tardy processing time, introduced by
the rounding, towards the past. Following this idea to its natural conclusion, we allow even
straddlers to be preempted. In the ﬁnal schedule, it could be that only the completion time of
a tardy job happens in the interval in which it was originally assigned by the dynamic program,
while all the processing happens earlier. The algebraic device we introduce that allows the
abstract schedule to keep some of the jobs “ﬂoating”, without pinning down anything but
their completion time, is the potential empty space within a preﬁx of a schedule. To ensure
that preemptions can be implemented into actual empty space is perhaps the largest technical
diﬃculty in our proof. Our main result is the following
127Theorem 1 Given n jobs of total weight W and total processing time P,a n dK distinct
due dates, our algorithm computes a solution within a factor (1 + ε) of the optimal in
O((ε−1nlogW logP)Θ(K2)) time.
The approximability of total weighted tardiness problem with an arbitrary number of distinct
due dates remains as the main open problem.
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1 Introduction
Broadcasting is a widely used mechanism to disseminate data since multiple clients can have
their requests satisﬁed simultaneously. A very large amount of work in the database and
algorithms literature has focused on scheduling problems based on a broadcasting model, e.g.
[ 2 ,1 ,5 ,1 3 ] .B r o a d c a s t i n gi su s e di nc o m m e r c i a ls y s t e m s ,i n c l u d i n gt h eI n t e lI n t e r c a s tS y s t e m
and the Hughes DirecPC system. We focus our attention on pull-based schemes, where clients
request the data that they need and the data is delivered on a fast broadcast medium (often using
wireless channels). Broadcast scheduling is becoming extremely relevant due to the proliferation
of wireless technologies.
A key consideration is the design of a good broadcast schedule. The challenge is in designing
an algorithm that guarantees good response time [5]. While the practical problem is clearly
online, it is interesting to study the complexity of the oﬄine problem as well. In fact, a lot of
recent algorithmic work has focused on minimizing the sum of response times [11, 8, 9, 10, 3, 4]
as well as minimizing the maximum response time [5, 6].
In trying to evaluate the performance of online algorithms, it is useful to compare them
to an optimal oﬄine solution. In addition, when the demands are known for a small window
of time into the future (also called the look-ahead model in online algorithms), being able to
quickly compute an optimal oﬄine solution can be extremely useful. Many kinds of demands
for data (e.g., web traﬃc) exhibit good predictability over the short term, and thus knowledge
of requests in the immediate future leads to a situation where one is trying to compute a good
oﬄine solution.
The informal description of the problem is as follows. There are n data items, 1,...,n,
called pages. Time is broken into “slots”. A time slot is deﬁned as the unit of time to transmit
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129one page on the wireless channel. Time slot t is the unit of time between time t − 1a n dt.A
request for a page j arrives at time t and then waits. When page j has been transmitted, this
request has been satisﬁed. The response time of a request is its waiting time. Several diﬀerent
objective functions can be considered. The one that has been the studied most is minimizing
the sum of response times.
2O u r R e s u l t s
For the oﬄine problem of minimizing the maximum response time we prove NP-completeness.
Even though a simple 2-approximation algorithm was given by Bartal and Muthukrishnan [5]
for the oﬄine problem, there was no known proof that the oﬄine version is NP-complete.
Moreover this also shows that the problem of scheduling a pre-speciﬁed number of requests
within a certain delay is NP-complete (a 5-approximation was presented for this problem by
Charikar and Khuller [6]). This closes a central open problem in this area.
We also show a much simpler NP-completeness proof of the problem of minimizing the sum
of response times. This problem was previously shown to be NP-complete by Erlebach and
Hall [8], but by a much more complicated proof.
For minimizing the maximum response time we give a proof that FIFO is 2-competitive
in the online model where requests are not known in advance. This result was claimed in
the paper by Bartal and Muthukrishnan [5] several years back, but no proof of this claim has
been provided since. We also give a construction showing that there is no (2 − ǫ)-competitive
deterministic online algorithm for any ǫ>0. This was also claimed in [5], but the construction
given was incomplete.
In addition, we are interested in the problem of scheduling the maximum number of requests
with pre-speciﬁed windows. In other words, each request is released at a certain time and
gives a speciﬁc deadline by which it should be satisﬁed. For this maximization problem a 3
4-
approximation was developed by Gandhi et al. [10], which is still the best known bound (an
improved bound of 5
6 was claimed by Bansal et al. [4], but has since been withdrawn). This
algorithm works by rounding an LP relaxation of a natural Integer Program (IP) formulation.
We show that this LP formulation has a gap of 12
13. This suggests that this is the limit of any LP
rounding approach that uses this IP formulation. Furthermore, we show that this problem has
av e r ys i m p l eNP-completeness proof. In contrast, in the traditional scheduling version, even
when requests are not limited to integral times, the problem can be solved in O(n5)t i m e[ 7 ] .
Another way to relax the problem of scheduling requests within windows is to ﬁnd a min-
imum delay factor α such that there is a broadcast schedule in which every request (j,t)i s
satisﬁed by time t+α(D
j
t −t), where D
j
t is the deadline for request (j,t). We show that if there
is a 2 − ǫ approximation for the minimum delay factor, then P = NP. Online scheduling with
the goal of minimizing the delay factor has recently been studied in [12].
It is important to note that all the problems described above are completely trivial in the
standard scheduling model where at each time step only one unit length job can be scheduled,
and the server cannot handle multiple requests by scheduling the job once. For example, one
can set up a bipartite graph with time slots on one side and job requests on the other side and
solve the problem using matchings.
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1 Introduction
We consider the problem of constructing a cost optimal vehicle schedule in a variable timetable.
In the problem mcvs (“multiple choice vehicle scheduling problem”) we are given a set of tours
that need to be covered by vehicles and for each tour a ﬁnite set of possible starting times,
called shifts. Depending on the selection of shifts for tours t and t′, it may be possible for a
vehicle to ﬁrst serve t and then t′ (at a certain cost). The goal of mcvs is to select one shift for
every tour and then serve all tours at total minimum cost.
We prove that mcvs is NP-complete, even if for every tour there exist only two possible
shifts. We also provide an O(logn)-approximation algorithm, where n denotes the total number
of tours. This approximation ratio is best-possible (up to constant factors) under the assumption
that P =NP.
2M o d e l
Our model is an extension of the network model by L¨ obel [4] for the single-depot instances. In
the model from [4], there is a set of tours T = {t1,...,t n} and each tour corresponds to a node
in an acyclic network. Two such nodes are connected by a directed (deadhead) arc, if there
is the possibility to serve these tours consecutively by the same vehicle. Every tour node has
also an ingoing arc from the so-called depot start node S and an outgoing arc to the depot end
node T (these are called the depot arcs). This depot end node is again connected to the depot
start node by the backward arc which models the vehicle return. A cost optimal solution can
then be found in polynomial time by standard network ﬂow techniques [4].
The variation in our approach is that a tour t does not have a ﬁxed start and end time, but
is allowed to be shifted by a certain number of minutes out of the set S(t). Hence, instead of
one node per tour t, we introduce |S(t)| nodes. The connectivity among the nodes still results
from the feasibility of running them consecutively. Figure 1 shows an example with three tours,
where the ﬁrst tour has four possible shifts, the second one has three and the third one has only
two shifts. There is an arc from some shift i ∈S (t)t oj ∈S (t′), if shift j of t′ can be served
by a vehicle that has just served shift i of t directly before. The (nonnegative) weights on the
∗neele.hansen@itwm.fraunhofer.de. ITWM Fraunhofer Institut f¨ ur Techno- und Wirtschaftsmathematik,
Fraunhoferplatz 1, 67663 Kaiserslautern, Germany.
†krumke@mathematik.uni-kl.de. Department of Mathematics, University of Kaiserslautern, Paul-Ehrlich-
Str. 14, 67663 Kaiserslautern, Germany
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depot end node T depot start node S
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wij
j
i
Figure 1: Example of an instance. Deadhead arcs are drawn as solid arcs, depot arcs as dashed
arcs.
deadhead arcs and depot arcs correspond to the operational cost of the particular connection,
the weight on the backward arc represents the cost for introducing a new vehicle.
3 Formulation
The integrated model which we refer to as mcvs (“multiple choice vehicle scheduling problem”)
can be formulated as an integer program as follows. Let T the set of all tours, V be the
union of all shifts and the depot nodes, whereas A denotes the set of arcs as above. For each
a ∈ A\{(T,S)} we introduce a binary variable ya which is one, if arc a ∈ A is chosen for vehicle
scheduling. We also introduce an integer variable yTS associated with the backward arc (T,S).
min
￿
i∈V
￿
j∈V
wijyij
￿
j∈S(t)
￿
(i,j)∈δ−(j)
yij =1 ∀t ∈T (1)
￿
(i,j)∈δ+(i)
yij −
￿
(j,i)∈δ−(i)
yji =0 ∀i ∈ V (2)
yij ∈{ 0,1}∀ (i,j) ∈ A \{ (T,S)} (3)
yTS ∈ N (4)
Constraints (1) state that for each tour we must choose exactly one shift and constraints (2)
ensure ﬂow conservation.
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Theorem 1 The problem mcvs is NP-complete, even if |S(t)|≤2 for all t ∈T. Moreover (if
an arbitrary number of shifts is allowed), there exists some c>0 such that mcvs can not be
approximated within a factor of clnn,u n l e s sP =NP.
For the proof we use a gap-preserving polynomial time reduction from the Hitting Set Prob-
lem, which is well known to be NP-complete [3, SP8] in conjunction with the inapproximability
results [1].
We complement our hardness results by the following approximation:
Theorem 2 There is an O(logn)-approximation algorithm for mcvs.
Due to lack of space we only sketch the main idea of our algorithm. Basically, mcvs can be
viewed as a minimum set cover problem, where the ground set is the set of tours and the sets are
the feasible paths from the depot start S to the depot end T. The well-known greedy set cover
algorithm (see e.g. [2]) selects in every iteration a set with the smallest cost-eﬀectiveness, i.e.,
with the smallest ratio of its cost divided by the number of yet uncovered elements contained
in it.
In our situation there is an exponential number of sets. However, using Megiddo’s parametric
search technique [5] we can still ﬁnd a path with best cost-eﬀectiveness in time O(|A|2). This
allows us to emulate the greedy set cover algorithm and get the claimed performance with a
total running time of O(n|A|2).
If we do not have weights on the arcs other than the backward arc, meaning we only care
about the minimal ﬂeet size, there is a simpler and faster algorithm. In this case, the path with
the smallest cost eﬀectiveness is the longest path in the graph. Since our graph is acyclic, we
can determine the longest path in linear time. This improves the running time to O(n|A|).
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1 Introduction
Commercial airlines operate ﬂights according to a published ﬂight schedule that is optimized
from a revenue standpoint. However, external events such as mechanical failures, personnel
strikes, or inclement weather conditions frequently occur, disrupting planned airline operations.
In such cases, it is necessary to ﬁnd in a short time a solution that minimize the impact of
the disruption. Impact is here not only taking time and operation costs, but also passengers
inconvience into account.
The problem we are considering is managing disruptions in commercial aviation as presented
in [1]. It was the topic of the ROADEF 2009 Challenge in which we participated and won the
ﬁrst prize in the junior category. A schedule consists of data on airports, aircraft, ﬂights and
itineraries (groups of passengers having the same ﬂight plan) for a period of time (including
a ﬁxed part in the past and an end). The period of time in which we are allowed to make
changes is the recovery period. Note that we do not take crews (pilot, co-pilot and cabincrew)
into account. Disruptions can take diﬀerent forms; ﬂight delays, ﬂight cancellations, aircraft
unavailibility for a given period, reduced capacity of operations at airports for a given period,
and combinations thereof.
There are many requirements for a schedule. For instance for each airport there are hourly
departure and arrival capacities which can not be exceeded. Aircraft have e.g. cabin capacities,
a range and a maximum number of remaining ﬂighthours (regulated by law) which have to
be respected. Depending on model and type, aircraft need time between consecutive ﬂigths;
turn-around time (e.g. for boarding, cleaning). Some ﬂights are marked successors and have
to be handled by the same aircraft. In this case the aircraft needs transit time inbetween these
ﬂights instead of turn-around time. All passengers need a minimum time to catch a connecting
ﬂight; connection time. Some ﬂights are marked ﬁxed and can not be changed.
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135Obviously a rotation, i.e. the sequence of ﬂights assigned to an aircraft, satisﬁes the continu-
ity of operations: the origin airport of a given ﬂight is the same as the destination airport of the
previous ﬂight. Aircraft may be unavailable for an extended period of time when maintenance
is performed on it. Maintenance actions require a large amount of resources (workforce and
equipment) and planned maintenance for an aircraft has to be met.
The objective is now to minimize a weighted sum of costs; operation costs, passenger in-
convenience (expressed in costs associated with delaying, downgrading and cancellations) and
a cost for non-compliant locations of aircraft at the end of the recovery period. This last cost is
to ensure that after the recovery period the original published ﬂight schedule can be continued.
The problem is far too complex to take all of its aspects into account at the same time. So
we decompose the problem into smaller, more tractable sub-problems and treat each of them
separately, while keeping an eye on the overall objective. Each of the sub-problems we identiﬁed
is much smaller and can be solved by a graph algorithm (such as the shortest path algorithm
or min-cost ﬂow algorithm) or modeled as a mixed integer program. We solve the subproblems
in such a way that the solution of one subproblems becomes the input of the next subproblem.
Each subroutine corresponding to a subproblem improves the current schedule in one aspect.
Furthermore the same routines can be randomized, while time permits we can try constructing
diﬀerent solutions. This will allow us later to reiterate parts of the program to obtain better
solutions.
The subproblems we identiﬁed deal with ﬁxing the aircraft rotation continuity, respecting
the airport capacity constraints, ﬁne-tuning delay management, and itinerary reassignment.
Each of the subproblems is described in some more detail below.
2 Fixing Aircraft Rotations
Due to ﬂight cancellations and aircraft unavailability periods it may happen that an aircraft’s
rotation gets broken at some point. We start by canceling for an unavailable aircraft all re-
maining ﬂights originally scheduled within its unavailability period.
Next we list for each aircraft its assigned (non-canceled) ﬂights in order of (planned) de-
parture time. We treat consecutive ﬂights of aircraft in pairs and cancel and/or add ﬂights if
certain conditions are satisﬁed. Assume we are considering a ﬂight A → B followed by C → D,
where C  = B. If D = B the problem is resolved by canceling the second ﬂight. Otherwise we
create an additional ﬂight B → C, or a ﬂight B → D while canceling C → D.
After this ﬁrst ﬁx, each ﬂight is preliminarily scheduled to depart at the ﬁrst available
moment in time, not necessarily respecting airport arrival and departure capacities.
3 Respecting airport capacities
For each airport and each time slot of an hour, the number of arrivals and the number of
departures are restricted. If we handle aircraft one-by-one, and schedule each ﬂight as early
as possible, while respecting airport capacities, we may run into the problem that either an
aircraft arrives too late for maintenance or it cannot carry out all its assigned ﬂights within the
recovery period. In these cases we have to cancel or exchange some of its ﬂights.
136In order to ﬁx this problem, we ﬁrst discriminate between ﬂights leading towards a main-
tenance period (a pre-maintenance rotation), and those that do not (a non-pre-maintenance
rotation). As maintenance due dates have to be respected, we schedule pre-maintenance rota-
tions ﬁrst, aircraft by aircraft, aircraft with earliest maintenance ﬁrst. Next we schedule the
remaining, non-pre-maintenance rotations, aircraft by aircraft, with aircraft in random order.
For each rotation, we start scheduling ﬂights at the earliest possible time as long as the
airport capacities allow. If this works out, we ﬁx the departure times and adjust remaining
airport capacities. If it does not work, we compute for each ﬂight in the rotation a latest possible
departure time. Based on these earliest and latest departures we decide how to shortcut the
rotation by one of three ways: either skip a middle section of ﬂights, starting and ending at the
same airport; or skip a trailing segment of ﬂights, ending up at the wrong airport; or skipping
a middle section of ﬂight, while adding a ﬂight so as to connect the ﬁrst section to the last
section.
4 Delay ﬁne-tuning
After constructing a feasible schedule (ignoring passenger infeasiblities), we may want to have
additional delays to have enough connection time for as many passengers as possible. Flights
may be subjected to delays in a way that they stay in their original time slots.
Given the current schedule we need not consider connections that are surely lost, and neither
connections that are certainly made. For the remaining connections the objective tries to achieve
maximal slack. To this purpose we add to the objective a term wij(Xj − Xi), where variables
Xk refer to departure times of ﬂight k, and the weight wij counts the number of passengers
hoping for a feasible connection from ﬂight i to ﬂight j. The variables Xk are to stay within
their range [xk,xk + ∆k], where xk is the current planned departure time for ﬂight k, and,
∆k denotes the maximum delay for which both departure and arrival of ﬂight k stay in their
respective time slots.
5 Itinerary reassignment
cancel
s t
Airport 2
Airport 3
Airport 1
Flight1
Flight3
Flight2
destination
wait
origin
Figure 1: The ﬂow of itineraries.
With ﬂight cancellations and delays in-
troduced both by the problem instance and
the preceding steps of our algorithm, many
itineraries become infeasible. Here we try to
reroute passengers of an itinerary using the
available capacity of the operated ﬂights.
We solve the problem separately for each
itinerary by ﬁnding a minimum cost s − t
ﬂow in the graph depicted in Figure 1. We
construct this graph once and adjust it for
each problematic itinerary under considera-
tion. By assigning appropriate capacities and costs to the arcs in the graph, we ﬁnd for a
particular problematic itinerary the cheapest feasible alternative routes (one of which is cance-
lation).
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138Integrated Production and Staﬀ Planning in the Automotive
Industry
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1I n t r o d u c t i o n
In the last three decades the automotive market dramatically changed from a sellers to a buyers
market, the automobile mutated into a symbol of individuality, and the number of variants
increased considerably [3]. Moreover, taking a look at the current economic situation with mass
dismissals, bankruptcy of huge companies, and consumer reluctance all over the world demand
forecasts for cars are much less reliable than years ago. Consequently, the automotive industry
is forced to react ﬂexibly on the market situation that changed drastically in the last months
and the Original Equipment Manufacturers (OEMs) have to re-forecast the demands and to
re-schedule the production of the upcoming months in shorter cycles than so far. Facing this
challenge since the 1980s, OEMs installed ﬂexible manufacturing systems in their plants to
produce and deliver cars more ﬂexibly.
An automotive plant typically consists of a body shop, a paint shop and a ﬁnal assembly.
In the body shop raw component parts are welded in a highly automated process to create a
car body. After an elaborate lacquering in the paint shop, the production process is ﬁnished
in the ﬁnal assembly by installing the engine, gearbox, interior decoration etc. Product speciﬁc
buﬀers of limited capacity are located between subsequent shops to decouple the corresponding
production processes [1]. The planning horizon of up to three, seldom ﬁve years is divided into T
periods, typically weeks or months. In the following, we restrict ourselves to the ﬁnal assembly
with L parallel production lines producing P diﬀerent products.
Our topic is to ﬁnd a solution for the arising production and staﬀ planning problem cost-
eﬃciently by using the given ﬂexibility instruments.
2 Problem Description
The main decision on a production line is to adjust the production time and speed. The pro-
duction time is a result of the selected so-called shift model which determines the number of
shifts per day and their lengths. Additionally, each shift model is associated with some cost
values, e.g. extra pays for overtime hours and night shifts. The production speed is given by the
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139cycle time measured in time units which determines the number of workers needed to staﬀ all
stations installed at that line. Incorporating a selected production time and speed we are able
to quantify the production capacity and staﬀ demand of the considered production line.
Taking into account all lines, the overall capacity must be suﬃcient to produce the required
demand for products. It is allowed to deviate from the demand values in a speciﬁed range where
the bounds apply for the over- and underproduction summed up over all periods elapsed up to
the considered period.
OEMs can engage permanent and temporary workers to meet the resulting demand for staﬀ.
The permanent workers are required for an output quality on a constantly high level, they are
well-protected against dismissal, and earn higher wages than their temporary colleagues. Worker
demand peaks can be met, ﬁrst, by displacements of permanent workers from one line to another
and, second, by additional temporary workers. As stated in agreements with the labor unions,
the fraction of the temporary workers in the overall staﬀ may not exceed a given value.
Subtracting the contracted hours, the shift model at a line determines the amount of over- or
undertime. Accumulating these values over all periods elapsed, we get the running total of the
so-called working time account which is bounded up- and downwards due to in-plant agreements.
In order to avoid oversized data the working time account of a line is stored as the average of
all workers currently assigned to that line.
The cost function sums up the discounted period costs which consist of the staﬀ costs in-
cluding wages and extra pays, the production costs and the changing costs occurring at a shift
model, cycle time or staﬀ size change.
3 Solution Approach
To ﬁnd a cost-optimal solution for the outlined planning problem we use a dynamic programming
(DP) approach [2] associating the periods with its stages. A state in our DP approach consists
of the selected shift model and cycle time, the number of temporary and permanent workers,
and their average working time account for each line as well as the current amount of over- and
underproduction for each product. A decision in our DP approach contains the selected shift
model and cycle time, the number of hirings, dismissals and displacement of workers as well as
the production volume for each line and product.
Especially the over- and underproduction, the number of workers, and the working time
account are responsible for the curse of dimensionality invoking a huge number of states while
executing the DP approach [4]. Hence, we divide the range of the state variables mentioned into
equidistant sections and we call two states identical if the values of the variables are located in
the same section, respectively.
To reduce the number of decisions, we cease to enumerate all feasible decisions and restrict
ourselves to the meaningful ones. For this, we solve the subproblem of distributing the produc-
tion workload between the lines in the ﬁnal assembly as a classical transportation problem where
the lines supply production capacity and the products ask for it. The subproblem of ﬁnding
optimal values for hiring and dismissing workers we use a heuristic incorporating the number
of workers required for the actual and some upcoming periods as well the running total of the
working time account. Terminal, we decide on displacements of workers to avoid dismissals of
permanent workers while engaging staﬀ on other lines or to dismiss temporary workers instead
140of permanent ones.
To ﬁnd all meaningful decisions associated to a given state, we enumerate over all combina-
tions of shift models and platform conﬁgurations with enough production capacity. For each of
those combinations we determine meaningful values for the production volume and staﬀ deci-
sion as sketched above and, therefore, complete a decision in our DP approach. This technique
provides a near-optimal solution keeping in mind the disaggregation into subproblems and the
heuristic method for the staﬀ decision.
4 Computational Results
We tested our approach on twelve test cases with two identical production lines derived from
real-world data of our industrial partner, separated into four groups with three cases each. In
each group the test cases have a planning horizon of 26, 52, and 104 periods, respectively.
The four groups mainly diﬀer in the amount of demand for products over the horizon. In the
ﬁrst group the demand is rather constant and can be met by a shift model with two shifts per
day on both lines. The demand in the cases of the second group is increasing over time, so that
after half of the horizon a change to a three shift model is necessary on both lines; the cases of
the third group are oppositional to those of the second one. In the cases of the last group the
demand is ﬂuctuating, such that a three shift model has to be chosen in the second and third
quarter of the horizon, while a two shift model is suﬃcient at the beginning and the end of the
planning horizon.
We compare our approach with the existing single line approach which we apply on one
single line after distributing half of the workload to both lines each. The equidistant division of
some variables’ range as described is done as follows: For the multi line approach the number of
those sections is equal to 1 for all variables. Within the single line approach the range for the
staﬀ variables is divided in 35 sections, for the other variables into ﬁve sections.
We double the resulting cost values as well as the runtimes of a single line run (SL) to
compare them with the corresponding values of the multi line run (ML). The results achieved
on an PC with a 3.8 GHz Single Core and 2 GB of RAM are shown in Table 1.
scenario SL ML CI scenario SL ML CI
const. 26 16 133 0,06% decr. 26 76 84 1,97%
52 38 301 0,47% 52 78 212 14,08%
104 1704 479 -0,09% 104 344 392 0,66%
incr. 26 114 46 -0,65% ﬂuct. 26 480 125 8,46%
52 524 149 -0,64% 52 764 209 1,93%
104 1184 324 0,06% 104 1688 492 0,25%
Table 1: Runtimes in seconds and cost improvements (CI)
The runtime for the multi line cases tend to be smaller than those for the corresponding
single line ones which is founded in the diﬀerent discretization of the two runs. Although the
multi line runs use a much more rough setting, they outperform the single line runs with respect
to the cost values in nine of the twelve cases. Note that in all periods with a demand that can
be met by a two shift model on both lines, for the multi line case it is also possible to choose
141a one shift model on the ﬁrst line and a three shift one on the second line or vice versa. Cases
like the constant ones consequently require signiﬁcantly more computation time than those with
more extreme demand patterns.
Obviously, the gap between the solutions of the two approaches is mainly conditioned by the
distribution of workload made by hand for the single line approach as mentioned above. Hence,
to improve the solution of the single line approach one could generate several distributions of
workload and execute the single line approach for each of them. Due to the computational time
for the calculation of a single line solution such a multi-start approach is inferior to the approach
of parallel optimization. This shows explicitly one of the advantages of simultaneous optimiza-
tion, namely the distribution of workload during the optimization and not in a preprocessing
step.
5O u t l o o k
Due to the fact that the overall costs are mainly composed of the staﬀ costs, we are going to add
a steepest descent approach starting from the result achieved in the DP approach. We ﬁx the
decisions concerning the shift model, cycle time, and distribution of workload and re-determine
the staﬀ decisions to improve the current solution.
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142Workers assignment in the assembly line balancing problem
Grzegorz Pawlak (Speaker) ∗ Alf Kimms †
1 Introduction
In the paper the production scheduling problem drown from the car factory was considered.
Assembly line balancing problems are important tasks in production planning. The original car
assembly line problem was formulated as a permutation ﬂow shop problem in the multi-stage
system. The classiﬁcation of Assembly Line Balancing Problems was introduced in [2].
A number of attempts has been made to develop mathematical formulations of Simple
Assembly Line Balancing Problems (SALBP). The ﬁrst formulation of SALBP was described
by Salveson [1] - this model requires the pre-determination of all possible station loads, so it is
hard to apply the approach in the practice. SALBP-2 i characterized by the minimization the
cycle time for a given number of stations and was presented in [2]. Also this approach is not a
rule of thumb.
In the paper the problem was extended by introducing workers with skills. The skills
determine the set of tasks the workers can process. It makes the problem even more diﬃcult
but more appropriate to the real situations.
The purpose of the paper is to minimize the cycle time which in this case is equivalent to
minimize the ﬂow time of the cars in the assembly line and the idle time of the workers at the
stations. The presented problem is shown to be NP-hard. For the problem described above the
mathematical model and algorithms have been designed. The motivation for the research was
drown from the real car factory.
2 Problem formulation
For each car there are certain requirements represented as a precedence graph G =( V,A,t)
which is a non-cyclical digraph with a set V = {1,...,n} of n nodes and a set A = {(i,j):i ∈
V ∧ j ∈ V } of arcs. Tasks are represented as nodes and direct precedence relations between
tasks are represent as arcs. As an input there are also sets of w workers and m stations.
The goal is to assign the operations to stages in the way that the cycle time will be minimal,
with respect to the precedence constraints.
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1433 A Mixed Integer Programming Model
For the Simple Assembly Line Balancing Problem (Type 2) with Workers Assignment model
has been formulated and the decision variables presented below.
Decision Variables
  τ: The cycle time.
  ujhk:1 ,i ft a s kj is performed by worker j at station k.0 ,o t h e r w i s e .
  zhk:1 ,i fw o r k e rh has a positive workload at station k.0 ,o t h e r w i s e .
4 Solution algorithms
4.1 Branch and Bound Algorithm
A Task Oriented Branch and Bound Procedure (TBB) proposed in [2], is not feasible in the
SALBP-2 with Workers Assignment problem. TBB-2 does not use information about workers
and assumes that tasks can be done on every station in series way.
SALBP-2 with Workers Assignment problem widens the problem structure and for that
speciﬁc problem a branch and bound procedure was proposed. Main parts of the algorithm are
as follows:
Preprocessing: compute LBs and UBs
1. Set c = min{UB}
2. Check if the assignment for c is possible
3. YES: C = c and decrease c and go back to the point 2
NO: stop the algorithm and show results
4. Minimal cycle time is stored in C
The algorithm which checks the feasibility of the line with speciﬁed cycle time uses several
components such as Lower Bounds, Upper Bounds, Earliest and Latest Stations.
Lower and Upper Bounds Basically, Upper Bounds may be obtained from a theoretical
upper bound or any heuristic algorithm. Since theoretical bounds are usually rather weak it is
better to utilize a heuristic procedure as one presented in this paper.
For SALBP-2 with Workers Assignment were proposed several Lower Bounds. LB were used
to deﬁne the range of cycle time.
Earliest and Latest Stations. For each task j the earliest stations Ej(c)a n dt h el a t e s t
stations Lj(c) based on the cycle time c were deﬁned. The station interval is deﬁned as follows:
SIj(c)={Ej(c),E j(c)+1 ,..., L j(c) − 1,L j(c)} (1)
144The way of assigning components of the problem causes that the temporary station interval
must be deﬁned:
tSIj(c)={k : k ∈ SIj(c) ∧ Zj ∈ w[SIj(c)]} (2)
where w(Sk) means the set of tasks possible to be done on the station k.
4.2 Heuristic Algorithm
Since SALBP-2 is considered NP-hard also SALBP-2 with Workers Assignment which is its
extension is also NP-hard. It is fully justiﬁed to develop a heuristic solving method in order to
achieve good results in a reasonable computational time.
The heuristic approach was mainly focused on making tasks as simultaneously as possible.
The algorithm consists of 5 basic steps:
1. Building sets of potentially parallel tasks (layers) Disjunctive sets of tasks which can be
make separately are constructed.
2. First estimation workers to layers assignment.
Greedy assignment workers to layers provide ﬁrst execution time estimation.
3. Deploying layers on stations - dynamic programming approach.
Dynamic programming algorithm have been designed to deploy layers on stations min-
imizing cycle time diﬀerence between them in polynomial time. After this step feasible
solution is constructed.
4. Optimization of workers assignment.
Result of previous steps could be optimized by performing described algorithm on each
station.
5C o n c l u s i o n
The problem of ﬁnding the shortest cycle time on the assembly line was deﬁned and algorithms
were proposed. The MIP model was formulated for the SALBP-2 with the workers assignment.
The future work will be considered on ﬁnding better lower and upper bounds. Better browsing
way through the range of possible time must be also enhanced.
The heuristic algorithm presented in this paper could be improved by some local search
algorithms such as Tabu Search. With already gathered information it is easy to plan potentially
attractive moves considering layers of parallel tasks.
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145Staﬀ Scheduling with Partial Schedules from Employees
Eyj´ olfur Ingi ´ Asgeirsson ∗
1 Introduction
Staﬀ scheduling is a diﬃcult and time consuming problem that every company or institution
that has employees working on shifts or on irregular workdays must solve. A special variant of
the general staﬀ scheduling problem focuses on scheduling the working hours for nurses in the
health industry, so called nurse rostering or nurse scheduling [1]. The nurse rostering problem
is well known and has been studied for over 40 years.
There are three major approaches used in nurse rostering: cyclical scheduling [3], self
scheduling and preference scheduling [2]. In cyclical scheduling, several sets of schedules are
generated and then the nurses are assigned to a schedule that best ﬁts their preferences so that
collectively they satisfy the manpower requirements. The cyclical scheduling approach is rather
rigid and therefore diﬃcult to use in a ﬂexible and changing environment.
In preference scheduling, each nurse gives a list of preferences to the personnel manager
who then creates a schedule that satisﬁes the demand for personnel and work restrictions while
trying to fulﬁll as many preferences as possible. The major drawback to preference scheduling is
the time required to create a high quality schedule that fulﬁlls as many preferences as possible.
The self scheduling approach moves the responsibility of creating a schedule to the employ-
ees. The input is the required minimum and maximum number of employees at each time. The
employees are asked to sign up for shifts that they want to work and must create a feasible
schedule. Pure self-scheduling is diﬃcult to implement fairly, it is often easy for someone to
manipulate the system, the sign-up order is important, new employees are likely to be at a dis-
advantage due to unfamiliarity with the system and some employees might not sign up for any
shifts. There are potentially many motivational beneﬁts of self scheduling, such as improved
co-operation, greater staﬀ satisfaction and commitment, and reduced staﬀ turnaround [4].
2 Staﬀ scheduling
The staﬀ scheduling problem we look at is a mixture of self scheduling and preference scheduling.
The employees sign up for shifts and indicate periods where they cannot work. During the
selection process, every employee has full information of how many employees are signed up
for each shift and the required minimum and maximum staﬃng levels. The resulting plan,
or preliminary schedule, is then used by the management as a foundation to create a feasible
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146schedule. The quality of the preliminary schedule determines how close we are to either pure
self scheduling or preference scheduling.
We will use local search methods and heuristics in an eﬀort to automate the manual process
of creating a high quality schedule based on a preliminary schedule. The preliminary schedule
is unlikely to satisfy the minimum and maximum required number of employees on duty, there
might be some employees that have not signed up for any shifts or too few shifts and there
might even be employees with too many scheduled hours.
The schedules that are created manually from the preliminary schedule are usually accepted
as fair by the employees, the problem is how time consuming the process is. Our system
is designed to preserve the perceived fairness of the current manual system, which we do by
ensuring that the decisions of the algorithm are transparent and easily justiﬁable using the
available data. There are no constrictions on the shifts that we use, each company or institution
will have a set of allowed shifts and the shifts can have diﬀerent length, they can overlap and
diﬀerent days of the week can have diﬀerent set of allowable shifts.
The ﬁnal schedule must satisfy work restrictions on each employee, such as minimum and
maximum number of working hours in a certain period, minimum consecutive hours of rest,
maximum consecutive hours on duty and so on. The work restrictions are often diﬀerent for
each employee. We treat the requests for days oﬀ as hard constraints. The staﬃng levels should
be within the minimum and maximum but we use these as soft constraints.
A prototype of the system is currently implemented at a call center, at three nursing homes
and also at ground services for an international airport. We are using the results from these
on-site tests to improve and tune our approach.
We will present the algorithm and give results using real data to show how eﬀectively the
local search methods and heuristics can create feasible schedules with high quality, while still
satisfying personnel preferences and preserving the trust that the employees have in the current
system.
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147Constructing Stable Schedules of Tasks with Skill Requirements
Murat Fırat (Speaker) †∗ Cor Hurkens †
1 Introduction
The problem we consider was introduced by the telecommunication company France Telecom in
the 2007 ROADEF Challenge [1]. It is a special task scheduling problem in which tasks require
certain skills and technicians have diﬀerent competences. Skills are quantiﬁed in terms of levels
in several domains. In the desired day-to-day schedule, eligible technicians are grouped to
perform tasks with a total duration of no longer than one day. Since each team is equipped with
one car, technicians of a team stay together during the day. Tasks have priorities depending on
the customer, working conditions, timing etcetera. On the other hand, the supervisor is allowed
to use a certain budget, however limited, to hire external companies for performing some tasks.
It is desired that all tasks within each priority class are completed in the shortest possible time.
The urgency of priority classes is associated with weights and the schedules are scored by the
weighted sum of the completion times of priority classes.
Our approach consists of two phases. In the ﬁrst phase , mixed integer programming model is
used to obtain a low cost schedule. The model matches groups of tasks to groups of technicians.
The ﬁrst phase is a slightly improved version of the combinatorial approach that was ranked
ﬁrst in the 2007 ROADEF Challenge. The second phase is an on going study under France
Telecom/TUE Research. The schedule constructed in the ﬁrst phase is considered as a task-
team assignment. Having deﬁned preference criteria of tasks and teams, the assignment problem
is formulated in terms of a directed graph. Starting from a feasible assignment we obtain a
stable assignment using the adapted row greedy stable allocation algorithm deﬁned by Ba¨ ıou
and Balinski [2].
2 Constructing schedules with matching models
2.1 Preprocessing of the data
Throughout the study the tasks, the technicians and the teams are indexed by j, t and τ
respectively. In the preprocessing, the minimum required number of technicians, denoted by
MT, is calculated using an integer programming model for each task. In the following model
the decision variable xtj becomes 1 if technician t is assigned to the task j and 0 otherwise.
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46145963.
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148MTj = min{
P
t∈T xtj :
P
t∈T S
(l,d)
t xtj ≥ R
(l,d)
j  ∀l d  xtj ∈ {0 1}}
where R
(l,d)
j denotes the skill requirement of the task j with respect to domain d and level l.
Similarly, S
(l,d)
t is the competence of the technician t. Finally T is the set of all technicians.
Tasks are grouped in four priority classes according to their urgencies. Priority class 1
includes most urgent tasks and the urgency decreases as the priority increases. However it
is not always the best to schedule priority class 1 tasks ﬁrst. In light of this observation we
consider all possible priority permutations.
2.2 Lower bounds
Lower bounds of the schedule costs are calculated by solving a simpliﬁed problem in which the
skill requirements and precedence relations of tasks are relaxed and the schedule is pre-emptive.
The simpliﬁed problem is equivalent to ﬁnding the minimum time to satisfy man-hour demand
of tasks. If we let J(i) denote the subset of tasks in priority class i and dj be the duration of
task j, then man-hour demand of tasks in J(i) can be expressed as DJ(i) =
P
j∈J(i) djMTj. An
elegant mixed integer programming model having the same objection function of our original
problem is used to ﬁnd lower bounds for all considered priority permutations.
2.3 Constructing day to day schedules
We developed a mixed integer programming model to construct day to day schedule. The
model ﬁnds matchings on an abstract bipartite model. The bipartite model consists of the
left-node and the right-node (Figure-1). In the left node we have skills and in the right
node we have loads. Skills can belong to either technicians or teams and loads can belong
to either tasks or teams. At the very beginning of a day left-node includes only technician
skills and right-node includes only task loads. The ﬁrst run of the matching model initializes
the teams by assigning technicians to important tasks as shown in Figure-1 a). Initial teams
have always single tasks in workload. Afterwards we run our matching model to add tasks
to team workloads by possibly recombining the technicians within the team. In the left-node
of bipartite model, teams are considered as skills of technicians and in the right-node their
workloads are considered. The fact that the diﬀerent types of matchings are allowed in the
runs makes the matching model ﬂexible. The matching types are illustrated in Figure-1 b) and
listed below:
• 1-task->team skill: task is added to work load of the team.
• 2-task->technician(s): task initializes a new team.
• 3-team-load->team-skill: team load matched to another team skill, technicians are freed up.
• 4-team-load->technician(s): recombining the technicians of the team
3 Schedules with stable task-team assignments
The schedule constructed by our matching models is a task-team assignment. The goal of the
second phase is to improve schedule cost by ﬁnding task optimal stable task-team assignment.
For the pre-emptive version of our problem we can use directly the row greedy algorithm for
149Figure 1: a) First Run, b) Runs with teams
stable assignment deﬁned in [2], so we slightly adapted the algorithm to our case. We formulate
the assignment problem in terms of directed graph. Nodes on the graph are feasible task-team
pairs. A task-team pair is feasible if the team can perform the task. Preferences of tasks over
teams and vice versa are deﬁned by functions that include arguments like the skill excess of a
team with respect the skill requirement of task, the ratio of MT to the number of technicians
in the team and the workday when the team is constructed. The smaller the skill excess a team
has (with respect to task requirements), the more eﬃcient the team is and no under utilized
technicians it has. Moreover
￿
MT
nτ
￿
is an indication about how eﬃcient the team τ performs
the task j in terms of the number of technicians. If
￿
MTj
nτ
￿
= 1, then all technicians are actively
used. In the adapted row greedy algorithm, tasks propose teams to be in the workload. However
by the deﬁnition of our problem, teams have the time quota of one workday length. Therefore
if the total duration of proposed tasks exceeds the quota, then the team evaluates the weighted
technician eﬃciency for all combinations of the proposed tasks. A task gets rejected if all
other proposed tasks contribute better to teams technician eﬃciency than that task. The ﬁnal
task-team assignment is stable.
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150Real-time Scheduling:
Approximation Algorithms and Hardness Results
Friedrich Eisenbrand∗
(Invited speaker)
Abstract:
The tutorial starts with an introduction to scheduling ﬁxed priority real-time tasks. I then focus
on similarities and diﬀerences of various algorithmic problems related to real-time scheduling
with classical problems from combinatorial optimization and algorithmic geometry of numbers:
I demonstrate that the assignment problem of tasks to a minimal number of processors cannot
have a fully polynomial asymptotic approximation scheme, unlike Bin Packing and outline a
PTAS which requires resource augmentation. I further show how response-time computation is
related to Diophantine approximation and outline a hardness result. I close with open problems.
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151Fifty Years of Scheduling: A Survey of Milestones
Chris N. Potts (Speaker) ∗ Vitaly A. Strusevich †
1 Introduction
Scheduling is one of the most widely researched areas of operational research, which is largely
due to the rich variety of diﬀerent problem types within the ﬁeld. A search on the Web of
Science for publications with “scheduling” and “machine” as topics yields over 200 publications
for every year since 1996, and 300 publications in 2005, 2006 and 2007. Arguably, the ﬁeld
of scheduling traces back to the early twentieth century with Gantt [1] explicitly discussing
a scheduling problem. However, it was about forty years later that a sustained collection of
publications on scheduling started to appear. Nevertheless, scheduling has a long history relative
to the lifetime of the main operational research journals, with several landmark publications
appearing in the mid 1950s.
2 Survey of milestones
In this paper, we survey some of the key milestones in deterministic scheduling research. We
focus on the types of scheduling problems that arise in production industries; topics such as
vehicle scheduling, timetabling and personnel scheduling lie outside the scope of this survey.
These milestones correspond to papers that have typically initiated a new thread of scheduling
research. To provide some insight into the development of the ﬁeld over time, we have indicated
the topical research themes for each of ﬁve decades, where the ﬁrst decade starts in the mid
1950s, the second in the mid 1960s, and so on. However, the boundaries between decades should
be regarded as a rough guide only.
In addition to presenting key research themes and milestones for each decade, we also men-
tion activities relating to scheduling such as the publication of inﬂuential books, the launch of
a scheduling journal, and the running of major conferences or the initiation of a new confer-
ence series. We also discuss possible future research topics for the coming decade and possibly
beyond.
We conclude by providing the authors’ view of the top 10 papers of all time, judged by their
impact and scientiﬁc contribution.
∗C.N.Potts@soton.ac.uk. School of Mathematics, University of Southampton, Southampton SO17 1BJ, UK.
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153Beating Simplex for fractional packing and covering linear
programs
Christos Koufogiannakis Neal E. Young (Speaker) ∗
1 Introduction
Many planning and scheduling algorithms need to solve, or approximately solve, linear pro-
grams. Here we advertise a particularly fast algorithm for approximately solving linear pro-
grams of the form max{c   x : Ax ≤ b} (packing)o rm i n {b   y : A
Ty ≥ c} (covering), where the
coeﬃcients of A are non-negative.
The last 10-20 years have seen substantial advancements in Lagrangian-relaxation algorithms
for such problems [2, 1, 6].1 For example, in 1995, Grigoriadis and Khachiyan described an
algorithm to ﬁnd near-optimal mixed strategies for two-player zero-sum matrix games. Given
an r×c payoﬀ matrix M, that algorithm returns a mixed strategy for each player that guarantees
an expected payoﬀ within an additive ε of the value of the game [4]. Strikingly, their algorithm
runs in expected time O((r + c)log(rc)(w/ε)2), where w is the maximum magnitude of any
payoﬀ. If w and ε are bounded, this is sublinear in the size of the payoﬀ matrix — the algorithm
can compute near-optimal strategies by looking at only a vanishing fraction of the matrix!
This is a tantalizing result. Can one extend it to general packing and covering problems?
That is, is there a comparable algorithm for packing and covering LPs that ﬁnds approximate
solutions with small relative error2 1 ± ε?
The obvious approach — extending the Grigoriadis and Khachiyan result via a standard
reduction from packing/covering to games — gives an impractical algorithm whose running
time is not strongly polynomial.3 In 2001, the closest comparable result that we knew of took
∗{ckou,neal}@cs.ucr.edu. Department of Computer Science and Engineering, University of California,
Riverside, Riverside, California, 92521, USA. N. Young’s research partially supported by NSF grants 0626912
and 0729071.
1A main motivation for studying such algorithms has been their use in implicitly deﬁned packing and covering
programs (such as multicommodity ﬂow, or conﬁguration-based LPs for scheduling). Much as the ellipsoid
algorithm can handle problems with exponentially many constraints (given a separation oracle), some Lagrangian-
relaxation algorithms can handle problems with exponentially many variables (given a suitable oracle). But here
our focus is on explicitly deﬁned packing and covering problems — the conventional setting where the constraint
matrix is given explicitly in the input.
2That is, guaranteeing cost within a factor of 1 ± ε of optimal.
3The packing problem opt =m a x {c · x : Ax ≤ b} reduces to the zero-sum matrix game λ
∗ min{λ : |x| =
1,A
′x ≤ λ},w h e r eA
′
ij = Aij/(bicj). This reduction inverts the value (λ
∗ =1 /opt), so, to achieve relative error
1 ± ε for the original packing or covering problem requires a mixed strategy with additive error ε/opt.T h i s
leads to a running time of O((r + c)log(rc)(wopt/ε)
2), where w =m a x ij Aij/(bicj). In many cases of interest,
154time O(nlog(n)/ε2), where n is the number of non-zeroes in the constraint matrix (unpublished,
based on [7]). When ε is on the order of 0.1 to 1 percent, the 1/ε2 term contributes a factor
of ten thousand to one million, which is very signiﬁcant in practice. For large dense problems,
Ω(n/ε), although better than, say O(n2), can still be impractically slow.
In 2007, we were able to obtain a result comparable to Girgoriadis and Khachiyan’s, but
for general packing and covering LPs. Given any explicit packing problem, or the dual covering
problem, the algorithm computes feasible primal and dual solutions x and y, having costs within
a relative error (factor) 1 ± ε of optimum, in expected time
O(n +( r + c)log(n)/ε2),
where n is the number of non-zero entries in the constraint matrix and r + c is the number of
rows plus columns (i.e., constraints plus variables).
In the running time above, the ﬁrst term, n, is just the input size. To understand the
second term, note that for even moderately dense instances (r + c)log(n) is sub-linear in n (in
general, r +c can be as small as O(
√
n)). Asymptotically, the run time is linear in n as long as
ε ≥ Ω(
￿
(r + c)log(n)/n).
The techniques used in the algorithm include Grigoriadis and Khachiyan’s idea of “coupling”
primal and dual algorithms, Garg and Konemann’s non-uniform increments [3], and random
sampling. A ﬁrst implementation required fewer than a thousand lines of C++.
The algorithm is practical. With ε moderately small, the algorithm is much faster than
standard linear-programming codes on large inputs. A conservative estimate of the empirical
speed-up factor obtained by using the algorithm instead of GLPK4 Simplex is
min(r,c)rc
[2.4(r + c)+9 6 rc/n]l n ( rc)/ε2. (1)
(This is a conservative estimate of the time for Simplex divided by the time for the algorithm.)
For example, if r ≈ c and ε = 1%, the algorithm is faster than Simplex by an estimated
factor of about (r/310)2/lnr.F o rr ≥ 900 or so, the algorithm is typically faster than Simplex.
For larger r, the speedup grows almost quadratically with r.
Empirically, the speedup is typically at least as estimated in (1). It is larger (better) when
the run-time of Simplex exceeds our conservative estimate, which happens on a signiﬁcant
fraction of instances. Fig. 1 shows the actual measured speed-up divided by the conservative
estimate (1) on random5 instances.
For further details, including a more in-depth discussion of the relevant literature, see [5].
wopt is large, even super-polynomial. in which case the resulting running time is neither strongly polynomial
nor practical.
4In preliminary experiments, the simplex, dual simplex, and barrier (interior-point) algorithms in the more
sophisticated CPLEX solver are faster than GLPK Simplex, but only by relatively small constant factors. The
basic conclusions above hold versus these solvers as well.
5For many kinds of problems, random instances are easy, but for packing and covering, random instances can
be relatively hard.
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Figure 1: Accuracy of speedup estimate (1). “Predicted speedup” is expression (1) on the
previous page. “Observed speedup” is (actual algorithm time)/(actual Simplex time).
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156Fair Distributed Scheduling Algorithm for a P2P System
Alex Sherman (Speaker) ∗ Jason Nieh † Cliﬀ Stein ‡
1 Introduction
We consider the problem of fairness in Peer-to-Peer (P2P) ﬁle-sharing systems. In such systems,
to download a ﬁle users leverage both their upload and download bandwidth to exchange pieces
of a ﬁle with other users. However, due to poor algorithm design, popular ﬁle-sharing systems
suﬀer from the problem of unfairness where peers do not receive the same bandwidth resources
that they contribute. As free-riders, peers who contribute zero or little upload bandwidth,
proliferate, contributing peers see a reduction in their download rate.
We propose a distributed P2P algorithm that tries to minimize unfairness. We show the
bounds on the unfairness of the algorithm in some simple upload bandwidth distributions, and
based on simulations hypothesize about more general distributions. In particular, we show
that with our distributed algorithm under some simple upload rate distributions the diﬀerence
between the number of blocks uploaded and downloaded by any peer does not exceed O(log(n))
blocks over polynomial number of rounds with high probability.
In a Peer-to-Peer (P2P) ﬁle-sharing system, (similar to BitTorrent [2]), a ﬁle is split into
many virtual equal-size blocks. n peers, known as leechers exchange these blocks with one
another, and try to download the ﬁle by collecting the entire set of the distinct blocks. At the
beginning of the download at least one peer, known as a seed, contains the entire ﬁle.
The ﬁle-exchange proceeds in rounds. If a leecher uploads at a rate 1 it uploads a block
to another leecher in each round. If it uploads at a smaller rate, say 1/c where c is an integer
greater than 1, then it uploads a block once every c rounds. A leecher can receive a block from
any number of peers ≥ 0 that choose to upload to it in that round.
Traditional packet-scheduling literature [1, 4, 3] uses maximum error to measure unfairness.
This literature presents algorithms that attempt to process packets of a number of packet ﬂows
with rates proportional to the weights associated with each ﬂow. The, maximum service error
refers to the absolute maximum diﬀerence at any point in time between the actual service given
to a packet ﬂow and the service that should have been given to that packet ﬂow under an
optimally fair system.
In a P2P scenario where each peer both provides and receives a service we adopt a similar
deﬁnition of the service error in the following way. We deﬁne the service error of a leecher as the
absolute diﬀerence between the number of blocks it has uploaded to and downloaded from other
∗asherman@cs.columbia.edu. Columbia University.
†nieh@cs.columbia.edu. Columbia University.
‡cliff@ieor.columbia.edu. Columbia University.
157leechers up to a given round. We deﬁne the maximum service error, Errmax,a st h em a x i m u m
instantaneous service error observed by any leecher at any round. The smaller the maximum
service error the more fair the algorithm. We show that for some upload rate distributions,
with our distributed algorithm, Errmax is bounded by O(log(n)) over a polynomial number of
rounds.
2 The Algorithm
Our distributed algorithm is executed locally at each peer. It is a deﬁcit-based algorithm,
similar in spirit to the Deﬁcit Round Robin [4] used in scheduling packets in a router. In its
simple form a leecher Pi tracks its deﬁcit Dij with each leecher Pj. The deﬁcit is simply the
diﬀerence between the number of blocks it uploaded and the number of blocks it downloaded
from that peer.
If Pi is ready to upload a block in round r it invokes the algorithm to help it decide the
destination of the block. The destination is picked simply by picking a peer with a minimum
Dij, that is a peer to whom Pi owes the most data. The algorithm breaks ties by using an
ordered list of peers that is locally randomized by each peer.
3 Bounds
For the analysis we assume that one peer always has useful data to send to another.
Theorem 1 In an n-node network where all peer upload at the same rate,Errmax ≤ 2logn
blocks with high probability.
Proof Sketch: Let f(i,t)=
￿
j =i max(0,D ij) at the end of round t. That is f(i,t)i st h en u m b e r
of blocks owed to Pi by its neighbors. Let s(i,t)=
￿
j =i min(0,D ij), or the number of blocks
that Pi owes to its neighbors. Let N(t)=
￿
i s(i,t)=
￿
i f(i,t), be the total number of blocks
owed in the system in the end of round t.
If Pi owes a block to Pj, then at some point Pj chose to send a block to Pi at random
based on Pj’s random peer ordering. We can, therefore, show that the distribution of blocks
owed by n nodes is the same as the distribution of N(t) balls thrown at random into n bins.
Further, observe that if at least n/2 nodes owe at least one block at the end of round t − 1,
then N(t) ≤ N(t − 1), because at least n/2 nodes will send a block to pay oﬀ a debt in round
t.L e tA(n,m)b et h ee v e n tt h a ta tm o s tn/2n o d e so w eb l o c k sw h e nN(t)=m. Then, by a
simple counting argument,
Prob[A(n,3n/2)] ≤
￿
n
n/2
￿
∗ (1/2)3n/2 ≤ (e/4)n/2 . (1)
Observing that N(t) ≤ N(t−1)+n even if N(t) < 3n/2 (because at most n blocks are sent
per round), and applying a union bound to (1) over a polynomial number of rounds, we can
conclude that if the algorithm (with nodes uploading at equal rates) runs for polynomially in
n many rounds, then with high probability: maxt{N(t)}≤5n/2.
Next, we use the bound on total debt N(t) to bound the deﬁcit of any single node.
158Fix a peer Pi and a time t,l e tf(i,t)=k,a n dl e tS denote the set of k peers that owe
blocks to Pi.L e tZ =
￿
j∈S s(j,t), that is, the total number of blocks owed by nodes in S to
other nodes. Let R b et h er a t ea tw h i c hS sends blocks back to Pi, i.e. R =
￿
j∈S
1
s(j,t).B ya
simple convexity argument, we minimize R by setting all s(j,t)=Z/k and hence R ≥ k2/Z.
We now upper bound Z. We observe that each block that is owed in the system is owed by
a random node including nodes in S. Thus using the bound of N(t) ≤ 5n/2, we can show that
E[Z] ≤ 5k/2. Applying a Chernoﬀ bound yields
Prob[Z>5k] < (e/4)5k/2. (2)
Setting k =2l o gn and applying the union bound over all n l e e c h e r s ,w eh a v et h a tf o ra n yPi
that is owed at least 2logn blocks Prob[Z>10log n] <n −3/2.T h u s Z ≤ 10logn with high
probability and R ≥ k2/Z ≥ 4log2 n/10log n ≥ 2logn/5 which is greater than 1 block/sec for
n>5, and hence the deﬁcit does not accumulate.
Following a similar line of reasoning, we can give bounds for cases of non-uniform rates. For
example:
Theorem 2 In a n-node network with two classes of nodes with rates r1 and r2 Errmax≤ 4logn
with high probability.
While we omit the proof due to the lack of space, this bound is derived by following similar steps
of bounding N(t)a n dt h e nf(i,t), and also considering the fact that set S who owe packets to
Pi contains at least a constant fraction of peers with the higher upload rate. This bound holds
for any r1 >> r2, implying that even where half the nodes free-ride a contributing node loses
only 4logn blocks.
Based on our simulations we hypothesize that the bound of O(log(n)) extends to more
complex relative upload rate distributions among peers. Based on the simulations that we
conducted for various distributions we observed:
Observation 1 In an n-node network in which each leecher implements our deﬁcit-based al-
gorithm, the maximum deﬁcit between a pair of leechers is 1 block, and the maximum service
error Errmax≤ (n − 1).
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159A divide-and-conquer algorithm for polymatroidal formulation of
scheduling with controllable processing times: Applications
Akiyoshi Shioura ∗ Natalia V Shakhlevich (Speaker) † Vitaly A. Strusevich ‡
In the theoretical talk on scheduling with controllable processing times we demonstrate how
various scheduling problems can be reduced to a linear programming problem deﬁned over a
polymatroid intersected with a box and suggest an eﬃcient divide-and-conquer algorithm for
solving it. In this presentation we illustrate implementation details of our divide-and-conquer
algorithm for several scheduling examples and show that the resulting algorithms outperform
the previously known results.
Problem Previous Results Divide-and-Conquer
1|r(j),p(j) − x(j),C(j) ≤ d(j), O(nlogn + κn)[ 2 ] O(nlogn)
pmtn|
￿
w(j)x(j) O
￿
nlog2 n
￿
[7]
P|p(j) − x(j),C(j) ≤ d(j),pmtn|
￿
w(j)x(j) O(n2 log2 n)[ 4 ]w i t h[ 1 ] O(nlogmlogn)
Q|p(j) − x(j),C(j) ≤ d,pmtn|
￿
w(j)x(j) O(mn + nlogn) [3, 6] O(min{nlogn,
n + mlogmlogn})
Q|p(j) − x(j),C(j) ≤ d(j),pmtn|
￿
w(j)x(j) O(mn3)[ 4 ] O(mnlogn)
Table 1: Summary of the results
In the problems under consideration, the main task is to ﬁnd an optimum job sequence
and optimum processing times p(j) ∈
￿
p(j),p(j)
￿
for all jobs j ∈ N such that the given
deadlines are met and the objective function
￿
w(j)p(j) is maximum. The models we study
and the results are listed in Table 1. Each problem from the table is formulated in terms
of a linear programming problem deﬁned over a submodular polyhedron intersected with a
box. Depending on the problem type, the formulae for the corresponding submodular functions
are diﬀerent, but the main steps of the divide-and-conquer algorithm remain the same. Its
implementation details, however, essentially depend on the type of the deﬁning submodular
function and therefore on the auxiliary problems which are used to decompose a problem into
two subproblems.
Informally our divide-and-conquer algorithm can be described as follows. Each call of the
recursive procedure takes a linear programming problem P(H,F,F) with the index set H ⊆ N,
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Sendai, Japan
†N.Shakhlevich@leeds.ac.uk. School of Computing, University of Leeds, Leeds LS2 9JT, U.K.
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160some of which (F ⊆ H) are ﬁxed to their upper bounds p(j)a n ds o m e( F ⊆ H)ﬁ x e dt ot h e i r
lower bounds p(j):
Maximize
￿
j∈H
w(j)p(j)
subject to p(X) ≤ ψ(X),X∈ 2H;
p(j) ≤ p(j) ≤ p(j),j∈ H \
￿
F ∪ F
￿
;
p(j)=p(j),j∈ F;
p(j)=p(j),j∈ F.
In this problem, the submodular function ψ(X) can be seen as a modiﬁed function ϕ(X)u pd a t e d
after each recursive call.
In order to decompose the problem into two subproblems, the set H is split into subsets X∗
and H\X∗, and the resulting subproblems are solved recursively. The set X∗ is selected as the
solution of the specially deﬁned auxiliary problem. As a result, every time the number of non-
ﬁxed variables in each of the two emerging problems is roughly a half of the number of non-ﬁxed
variables H \
￿
F ∪ F
￿
. Therefore the depth of recursion of the procedure is O(logn). If TAux(n)
denotes the time complexity of solving the auxiliary problem and TSplit (n)t h ec o m p l e x i t yo f
splitting problem P(H,F,F) into two subproblems, then the overall time complexity of the
divide-and-conquer approach is O((TAux(n)+TSplit (n)) × logn).
In this tutorial-like talk, our submodular optimization technique will be illustrated by con-
sidering the ﬁrst problem of Table 1 in more detail. We explain how the auxiliary problem is
formulated and solved in linear time, so that TAux(n)=O(n). We show that given a solution X∗
to the auxiliary problem, the splitting can also be done in linear time, so that TSplit (n)=O(n).
As a result, the overall time complexity of the divide-and-conquer approach applied to problem
1|r(j),p(j)=p(j) − x(j),C(j) ≤ d(j),pmtn|
￿
w(j)x(j)i sO(nlogn). We conclude with the
comments on implementation details for other problems listed in Table 1.
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Motivation. Global trends aﬀect the way business works. It grows in structure and scale,
becomes intensive in capital, time and resources usage. No modern business can be imagined
without computer-aided control systems where a great number of decision tasks are handled by
smart software components. Clearly, scheduling problems are among the most important deci-
sion making processes which can safe money, resources, and time. However, obtaining software
components which realize optimized scheduling solutions cannot be done at any price. So, it
is vital to have some software engineering tools which help to keep the associated development
and maintenance costs at the minimum.
MILP/CP and LS. In solving scheduling problems it seems to be natural to proceed in
two simple steps: (i) obtain a Mixed-Integer-Liner-Programming (MILP) formulation or a
Constraint-Programming (CP) formulation; (ii) use one of already available solvers, e.g. ILOG
CPLEX/CP Optimizer [7]. However, there are several pitfalls such as inappropriate formu-
lations, slow convergence, and high license costs. Furthermore, possible change requests (e.g.
additional optimization constraints) can make MILP/CP algebraic constraint formulations ei-
ther very complex or even invalid. So, by Murphy’s law “What Can Go Wrong Will Go Wrong”,
this approach often proves to be too expensive.
On the other side, for many scheduling problems one can formulate native schedule repre-
sentations and operations on it, e.g. a sequence of jobs with swaps and inserts. This makes
local search (LS) heuristics quite a good practical alternative to MILP/CP. First, it is simple
for coding. Second, it can easily cope with sudden change requests. Third, for practical reasons
it is always good to have an option for improving the solution by letting the LS algorithm run
for a bit longer.
Indeed, there have been several attempts to provide software tools which can help to generate
LS optimizers for scheduling problems, see e.g. optimization frameworks [3, 8] and specialized
scheduling languages [4, 5, 6, 9]. Unfortunately, for any practical purpose, these are either too far
from being complete and stable or suﬀer from MILP/CP-like algebraic constraint formulations.
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162OptLets. In the last ten years we have been successfully using the so-called OptLets frame-
work for solving diﬀerent types of optimization problems [1, 2]. Basically, an OptLet can be
seen as an operation that “does something” to a solution, i.e. anything from a small change
to a heuristic algorithm. Independently from the actual operation, the framework repeatedly
s e l e c t sa ne x i s t i n gs o l u t i o nf r o ma“ s o l u t i o np o o l ”a n dl e t sa nO p t L e tf r o ma n“ O p t L e tp o o l ”
modify it. The goal is to deliver good solutions as fast as possible by incrementally improving
the quality of modiﬁed solutions. The search process can be interrupted at any time.
The OptLet framework provides a high degree of self-organization and oﬀers a generic and
concise interface to reduce the adaptation eﬀort for new problems as well as to integrate with
external systems. We strongly believe that it can also prove to be useful for solving real-life
scheduling problems.
Our results. As discussed in [10], there is a big gap between scheduling research and prac-
tice. In some sense we make an attempt to bridge it. Our results are threefold. First, we have
developed a declarative and object-oriented programming language called SLOTS (Scheduling
Language for OpTlets Schedulers) which can specify a wide range of scheduling problem classes,
and deﬁne how the input data should be obtained for a given problem speciﬁcation. Second,
in addition to the SLOTS language itself, we have developed a compiler that generates the
necessary C++ code for a fully functional optimizer based on the OptLets framework. So, for
an engineer the whole development process reduces to three steps: (i) specify a given problem
in SLOTS; (ii) run the SLOTS compiler; (iii) compile the resulting C++ code. Finally, we have
conducted extensive experiments on publicly available instances of diﬀerent scheduling prob-
lem classes, e.g. single machine scheduling with due dates, parallel machines with precedence
constrains, shop scheduling problems, project scheduling problems, just to name a few. The
resulting time eﬀort demonstrates that the OptLet framework and SLOTS are quite powerful
tools for a rapid prototyping of scheduling optimizers. Furthermore, the quality of computed
solutions as well as the advantages of the OptLet framework show that there is a good chance
for SLOTS to be used for real-life scheduling applications.
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164Scheduling in Algorithmic Game Theory
Tim Roughgarden∗
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Abstract:
Scheduling problems have played an important role in the ﬁeld of algorithmic game theory.
We mention two examples. The ﬁrst is in algorithmic mechanism design (optimization with
data held by self  interested agents), and we describe the ﬁrst truthful randomized PTAS for
Q||Cmax (from FOCS  08). The second is  price of anarchy  bounds (approximation guarantees
for game theoretic equilibria), and we describe the ﬁrst general results for extending guarantees
on equilibrium performance to  out of equilibrium  states as well (from STOC  09).
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165On hardness of minimizing weighted completion time with
precedence constraints∗
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1 Introduction
We consider the problem 1|prec|
￿
wjCj:A s e t o f n jobs J1,...,J n with processing times
p1,...,p n and weights w1,...,w n has to be scheduled on a single machine. All jobs are available
at time 0. Moreover, there are precedence constraints among the jobs speciﬁed by a directed
acyclic graph. The goal is to ﬁnd a schedule that minimizes the total weighted completion time.
This is a classic problem and has received a lot of attention, yet its approximability status
has remained quite intriguing. While the best known approximation is 2, we do not even know if
the problem is MAX SNP Hard. Resolving this question appears as open problem 9 in the list of
ten open problems in scheduling by Schuurman and Woeginger [8]. In a major progress recently,
Ambuhl, Mastrolilli and Svensson [2] showed that no polynomial time approximation scheme
(PTAS) is possible for this problem unless NP complete problems can be solved in randomized
sub exponential time (while this assumption is widely believed, this is a substantially stronger
assumption than P =NP).
1|prec|
￿
wjCj is a special case of the well known minimum vertex cover problem (the
connection however is non trivial). In a sequence of papers [1, 3, 4], it was shown that the
objective function for 1|prec|
￿
wjCj can be split into a ﬁxed part and variable part, where
the variable part is a special case of the vertex cover problem. Recently, [2] showed that the
variable part is in fact as hard to approximate as vertex cover. However, in their reduction the
cost of the variable part turns out to be a vanishingly small fraction of the ﬁxed part. Thus,
even if we assume that vertex cover is 2−ǫ hard to approximate, it does not imply any hardness
for our problem.
In this paper, we focus on the hardness of 1|prec|
￿
wjCj. Since it is a special case of
minimum vertex cover, a hardness of 2 − ǫ for 1|prec|
￿
wjCj will imply a 2 − ǫ hardness for
vertex cover which would be a major breakthrough. Recall, that the current PCP techniques
are only able to hardness of 1.36 for vertex cover assuming P =NP [5]. Thus we study this
problem in light of the Unique Games Conjecture of Khot [6]. Our main result is the following:
Theorem 1 Assuming a variant of the Unique Games Conjecture, the scheduling problem
1|prec|
￿
wjCj cannot be approximation to a factor of 2 − ǫ for any ǫ>0.
∗The full version of this paper can be found on the speaker’s web page, and is titled “Optimal Long Code
Test with One Free Bit”.
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166Our proof is based on a new long code test. In particular, for arbitrarily small constants
ǫ,δ > 0, we present a long code test with one free bit, completeness 1−ǫ and soundness δ.T h i s
has the following additional consequence.
Theorem 2 Assuming the Unique Games Conjecture of Khot [6], for any ǫ,δ > 0, given an
n-vertex graph that has two disjoint independent sets of size (1
2 −ǫ)n each, it is NP-hard to ﬁnd
an independent set of size δn.
This is a stronger result than the 2−ǫ inapproximability result for Vertex Cover proved by
Khot and Regev [7] assuming Unique Games Conjecture. The result of [7] implies that it is
NP hard (assuming UGC) to ﬁnd an independent set of size δn in a graph which is guaranteed
to have an independent set of size (1
2 − ǫ)n.
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1 Introduction
In classical optimization problems, it is often assumed that the parameters of the instances
are precisely deﬁned numerical values. In many cases, however, such a precise deﬁnition is
impossible due to inadequate knowledge on the side of the decision maker. The necessity
to provide algorithms for minimizing the cost in uncertain environments lead to the ﬁelds
of stochastic and robust optimization. In stochastic optimization [1] the expected cost of an
objective function is minimized (assuming some probability distribution of the numerical values
of the problem). In robust optimization [2] a (possibly inﬁnite) set of scenarios (i.e. vectors
deﬁning the numerical parameters) are considered simultaneously with the goal to ﬁnd a solution
whose worst-scenario value is optimal. Thus, the robust optimization can be considered as the
“worst-case counterpart” of stochastic optimization.
We consider the robust version of the problem 1||
 
wjCj deﬁned as follows: a set N =
{1     n} of n jobs has to be scheduled on a single machine which can process at most one
job at a time. Each job j is speciﬁed by its length pj and its weight wj, where pj and wj
are nonnegative integers. Jobs must be processed for pj time units without interruptions on
the machine. The goal is to ﬁnd a schedule (i.e. permutation π : N → {1     n}) such that
the sum
 n
j=1 wjCj, where Cj is the time at which job j completes in the given schedule, is
minimized. Smith [3] gave a simple polynomial time algorithm for this problem: given a set
of n jobs with weights wj and processing times pj, 1 ≤ j ≤ n, schedule the jobs such that
π(i) < π(j) if and only if pi wi ≤ pj wj. When there are precedence constraints among jobs,
then the problem becomes NP-hard [4]. Several 2-approximation algorithms are known for the
latter variant [5, 7, 8, 9, 10], as observed in [11], all of them can be seen as obtained by rounding
a linear relaxation of an integer program formulation ILP due to Potts [12]. The integrality
gap of ILP is known [9] to be 2, and understanding if a better than 2-approximation algorithm
exists is considered an outstanding open problem in scheduling theory (see e.g. [13]).
2 Scheduling with Discrete Scenarios
Two common ways of modeling uncertainty in robust optimization are interval data and discrete
scenarios. In the case of interval data the vector of numerical parameters in the description of
the instance is replaced by a vector of intervals, one for each parameter. On the other hand, in
the case of discrete scenarios the vector of numerical parameters is replaced by a set of vectors,
∗{monaldo,nikos,ola}@idsia.ch . IDSIA, Galleria 2, 6928 Manno-Lugano, Switzerland
168each of them corresponding to a diﬀerent scenario. An advantage of the latter model is that
it allows the implementation of dependencies among the ﬂuctuations of numerical parameters.
Furthermore, for objective functions that are monotonous in each parameter, the interval data
model can be reduced to a discrete scenario model, though with a possibly exponential number
of scenarios.
Our robust scheduling problem with scenarios is formally deﬁned as follows:
Deﬁnition 1 We are given a set of jobs N = {1     n} and a set of scenarios S = {s1     sm}
where si = (p
si
1      psi
n  w
si
1      wsi
n ) for si ∈ S. A feasible schedule is a permutation π of the
jobs and the problem is to ﬁnd a permutation π∗ of the jobs such that
π∗ = min
π max
si∈S


 
j∈N
w
si
j C
si
j (π)

 
where C
si
j (π) =
 
j′∈N π(j′)≤π(j) p
si
j′.
We consider several variants of this problem. Firstly, when no further restrictions are
imposed, we show that, unless NP has quasi-polynomial algorithms, this problem cannot be
approximated within factor O(log1−ε n) in polynomial time. This results from a gap-preserving
reduction from the Label Cover problem in which we employ scenarios to keep track of the
number of labels assigned to each vertex. Intuitively, if any solution to the Label Cover instance
needs to assign many labels to some vertex v, the scenario corresponding to the assignment of
these labels to v will attain a high value, thus raizing the min-max objective. The high number
of combinations that need to be tracked requires the strengthening of the common assumption
P  = NP to “NP does not have quasi-polynomial algorithms”.
We subsequently restrict the above problem to the case where the processing times do not
vary across scenarios (this case is symmetric to the one where the processing times may vary
across scenarios while the weights are common). We show that, if the number of scenarios is
unbounded, the robust scheduling problem is not approximable within 6 5 even for the special
case that all processing times are equal to one. Our proof is by reduction from the Vertex
Cover problem in 3-uniform hypergraphs. Assuming the Unique Games Conjecture, a similar
reduction from 2-uniform hypergraphs (i.e. common graphs) strengthens the inapproximability
ratio to 4 3.
On the positive side, when processing times can assume arbitrary values but are common
to all scenarios, we give an LP-based 2-approximation algorithm. Our LP formulation is an
extension of the LP given by Potts [12] to the robust version. Our algorithms works by solving
this LP and then ordering the jobs according to their fractional completion times. Using a
property shown by Schulz [6], we prove that this gives a 2-approximation algorithm. Remark-
ably, this algorithm works also in the presence of precedence constrains among the jobs. Thus,
our result shows that the best-known approximation ratio for the underlying problem remains
unaﬀected when the weights of the jobs are uncertain. Furthermore, improving the approxima-
tion ratio for the robust problem would imply an improvement for the classical problem, which
is a long-standing open problem.
We conclude by showing that, when the number of scenarios as well as the maximum value
of the weights and processing times are bounded by some constant, the problem can be solved
in polynomial time. Our result is based on dynamic programming to ﬁnd the pareto-optimal
169solutions. Since at least one eﬃcient solution is optimal, this solves the robust problem consid-
ered.
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170Scheduling Identical Coupled Tasks in Constant Time (almost)
Philippe Baptiste∗
1 Introduction
A radar is a system using radiowaves to detect the presence of objects in a given domain. Most
radars consist of a transmitter, a single antenna and a receiver. The transmitter generates
radiowaves which are sent out in a narrow beam by the antenna in a speciﬁc direction. Objects
located in the beam intercept this signal and scatter back the energy in all directions. A portion
of this energy is scattered back to the receiver of the radar listening to all potential echoes. See
[7] for a detailed description of (airborne) radars.
In this paper we study an oﬄine problem that consists in interleaving the tasks corresponding
to receiving and sending data [6, 5, 4]. More formally, the coupled tasks problem consists
in scheduling n jobs on a single machine. Each job i is made of two operations (Oi1 Oi2)
with integer processing times ai and bi and a ﬁxed required integer delay Li between them.
Operations cannot overlap in time and the objective is to minimize the makespan of the schedule.
A large amount of research has been carried on this problem, including heuristics for the online
version of the problem [2, 3] or branch and bound. Orman and Potts [5] have solved almost all
complexity issues related to this problem, except one remaining open question where all jobs
are identical: ∀i ai = a bi = b Li = L. Ahr and others [1] have described an exact algorithm
for this problem with time complexity O(nr2L) where r ≤
a−1 √
a. The algorithm is linear in
the number of jobs for ﬁxed L. Still this algorithm is not polynomial in the input size and the
initial question remains open.
We show that the problem with identical jobs (∀i ai = a bi = b Li = L) can be solved
in constant time when a b L are ﬁxed. Our proof is based on some basic observations of the
O(nr2L) algorithm described in [1]. For a seek of completeness, we recall the basic results and
notation used in this paper (Section 2).
2 Patterns and Graph Model [1]
Patterns consist of 0’s and 1’s indicating if the machine is idle or busy during some time slot.
A P(a b L) pattern is a sequence of L 0-1 in which 1 are only in blocks of length b and where
each such block is followed by at least a−b 0’s. As shown by Ahr et al [1], the total number of
possible P(a b L) patterns is at most a
L
a−1. As stated in [1], a schedule can be seen as a list of
consecutive P(a b L) patterns:
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171Suppose we have started exactly k jobs and the schedule has the property, that
no new job can be started before the ﬁrst task of the last job. This means that job
k + 1 can only be started after the start of the last job, possibly before but in any
case after its second task. The starting time of the new job depends on the idle time
periods between the two tasks of the last job.
This leads immediately to a dynamic programming algorithm. Alternatively, this is a special
shortest path problem in a valuated graph G = (V A) where V is the set of all possible P(a b L)
patterns. There is an edge (p q) ∈ A if the “distance” from p to q is ﬁnite (in this case the
valuation of the edge is the distance itself).
Given a pattern p, we denote by p[i] the ith value in the sequence p. We can then deﬁne
the “distance” from two patterns p to q as the smallest value x ≥ a such that
￿
∀0 ≤ i < L − x q[i] = p[i + x]
∀x − a ≤ i < x p[i] = 0
If no such x exists, the distance is ∞. The distance between two patterns can be computed
in O(L2) as the length of the patterns is L and testing whether the above relation holds for a
given x can be done in linear time.
Any left shifted schedule corresponds exactly to a path with n vertices in G and hence, an
optimal schedule is a shortest (in term of distance) path containing n vertices.
As stated in [1], the total number of patterns |V | is less than O(a
L
a−1)
3 Compact Representation of Paths
In this section we prove some dominance properties of optimal paths and we show that the
problem can be solved in constant time when a b L are ﬁxed. In an elementary cycle [x σ x],
there are no repeated vertices except x (the initial and terminal one). A dominant path is a
path of n vertices in which all identical elementary cycles are consecutive.
Lemma 1 There is an optimal dominant path.
We are now ready to describe the structure of optimal dominant paths. In the following,
v = |V ||V |.
Lemma 2 An optimal dominant path has the following structure
[π1 (σ1)q1 π2 (σ2)q2     πh (σh)qh πh+1]
where (1) h ≤ v, (2) π1     πh+1 and σ1     σh are elementary paths in which the last vertex of
πi is also the last vertex of σi (3) q1     qh are non-negative integer values and (4)
Ph+1
i=1 |πi| +
Ph
i=1 qi = n
In the following, (h π σ) is said to be the backbone of the path. Note that in the backbone
deﬁnition there is no reference to the number of times each cycle σi is repeated in a solution.
Lemma 3 There are at most v2v+3 distinct backbones.
172Lemma 4 Given a backbone (h π σ), the best positive values q1     qh can be found in
O(h(maxi |σi|)2).
There are at most v2v+3 backbones. Given a backbone (h π σ), the best positive values
q1     qh can be found in O(h(maxi |σi|)2). As h ≤ v and |σi| ≤ |V |, the overall complexity is
upper bounded by O(v2v+5) where v ≤ (a
L
a−1)a
L
a−1 .
4 Conclusion
We have shown that for ﬁxed parameters a b L the coupled tasks problem can be solved in
constant time. Still, the constant is very large and the existence of a more practical algorithm
is still an open question. More generally, the complexity status of the problem for arbitrary
a b L remains open.
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173Scheduling Parallel Jobs on Hypercubes
Ondˇ rej Zaj´ ıˇ cek (Speaker)∗ Jiˇ r´ ı Sgall† Tom´ aˇ s Ebenlendr‡
1 Introduction
We study the problem of scheduling unit-time parallel jobs on a parallel machine with hypercube
topology of the processor network. All processing times are equal to one and each job is speciﬁed
by an integral release time and deadline, and the number of processors it needs, which is a power
of two, to respect the hypercube topology. The goal is to maximize the number of jobs scheduled
between their release times and deadlines (also called throughput).
The hypercube topology restricts the actual assignment of parallel jobs: The processors
are organized as a hypercube and each job has to be scheduled on a subcube of the hypercube.
However, since we consider only jobs with unit processing times, this restriction is not signiﬁcant.
More precisely, it is equivalent to the constraint that job sizes as well as the total number of
processors are powers of two. Once the total processor requirement is smaller than the number
of processors, we can always assign the chosen jobs to subcubes in a greedy manner from the
largest job to the smallest one.
In the online setting, the jobs arrive over time: Each job arrives at its release time; at
this time its complete speciﬁcation is released. At each time step we need to choose a subset
of available jobs that are scheduled. Available jobs are those that are already released, not
yet scheduled, and with a deadline strictly larger than the current time. The total number of
processors required by the chosen jobs needs to be at most the size of the hypercube.
We present three results: A 1.6-competitive algorithm for the online setting, a lower bound
of 1.4 for deterministic online algorithms and an oﬄine algorithm for a restricted case. For the
oﬄine setting, we show an polynomial algorithm for the restricted case where jobs’ intervals of
feasibility are nested. This is a generalization of the result from D. Ye and G. Zhang [3], which
assumes that release times of all the jobs are equal.
For general release times and deadlines, the only positive result exists for the small/tall case
studied in [1], see also [2] for an alternative proof; however, this gives only an algorithm for
testing if all jobs can be completed. The throughput maximization is open even for the case of
two processors, which is a special case of the tall/small case.
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Czech Republic.
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We present a 1.6-competitive algorithm for this problem. We also show that there are two
special cases where the algorithm is 1.5-competitive. In the ﬁrst special case jobs that require
the whole hypercube are not allowed. In the second special case each job may require either
the whole hypercube or a single processor (the tall/small variant). We note that our algorithm
is memoryless, i.e., its action at each time depends only on the currently available jobs. Details
of these results can be found in [5]. It is easy to see that an simple greedy algorithm for this
problem is 2-competitive.
For each timeslot, our algorithm chooses from available jobs a set of jobs to schedule at the
current timeslot according to these four rules (in the order of importance):
￿ Prefer more smaller jobs before one bigger job.
￿ Prefer an urgent job before an non-urgent job.
￿ Prefer a bigger job before a smaller job.
￿ Prefer a earlier deadline job.
The algorithm can be also formulated explicitly as an algorithm that during each timeslot
sorts available jobs according to size (and in case of a tie according to deadline), chooses as
many jobs as possible in sorted order and then does some minor modiﬁcations to the chosen set
of jobs.
The upper bound 1.6 for the competitive ratio of the algorithm can be proved using a
charging scheme argument, where a charge of each job in a schedule of the optimal oﬄine
algorithm is distributed to jobs in a schedule of the online algorithm in such manner that no
job receives more charge than 1.6. The charge of a job is distributed mostly to the same job
scheduled earlier or to the jobs in the same timeslot. There is one conﬁguration of jobs that
requires tricky charging rules and the elimination of such conﬁguration allows us to prove a
better upper bound 1.5 for the competitive ratio in the special cases mentioned above. We also
show that the analysis of our algorithm is tight.
We show that no deterministic algorithm is better than 1.4-competitive. This is true even
on a machine with two processors, which is a subcase of the tall/small special case.
3 Oﬄine algorithm
We present an oﬄine algorithm running in time O(nlogm), where n is the number of jobs and
m is the number of machines. The oﬄine algorithm expects that jobs’ intervals of feasibility
are nested. Details of this result can be found in [4].
The nested intervals appearing in an instance of the problem naturally form vertices of a
rooted tree. For each interval the algorithm maintains a set of packs of jobs that are decided
to be scheduled during that interval. Packs are sets of jobs that are decided (by the algorithm)
to be scheduled in one timeslot.
The algorithm processes jobs from the smallest to the largest. For each job size there are
two phases. In the ﬁrst phase, the algorithm decides for each job of the current size whether
175it should be accepted (if the aﬀected intervals are not full) or discarded. In the second phase
the already accepted jobs are repacked from smaller packs to larger ones and possibly moved
from one interval to a smaller one. When all the jobs are processed, a schedule can be easily
constructed from the maintained sets of packs.
4O p e n p r o b l e m s
The natural open question is whether this scheduling problem with general release times and
deadlines is polynomially solvable. This is an interesting question even if jobs are restricted as
in the tall/small case. Another interesting question is whether the approach can be extended
to the weighted variants of the problem.
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1 Parallel machine scheduling with generalized precedence con-
straints
We consider the following machine scheduling problem, which can be viewed upon as the most
basic resource constrained project scheduling problem. We are given m parallel, identical ma-
chines, which are continuously available from time zero onwards and can process no more than
one job at a time; these machines have to process n jobs, which are denoted by J1,...,J n.
Processing Jj requires one, arbitrary processor during an uninterrupted period of length pj,
which period must fall in the time-window [rj, ¯ dj], where rj and ¯ dj denote the release date and
deadline, respectively. Given a schedule σ, we denote the completion time of job Jj by Cj(σ),
and hence, we need for all jobs Jj that rj + pj ≤ Cj(σ) ≤ ¯ dj for σ to be feasible. Moreover,
the jobs may be subject to generalized precedence constraints, which prescribe that for a pair
of jobs Ji and Jj the diﬀerence in completion time Cj(σ) − Ci(σ)s h o u l db ea tl e a s t( a tm o s t ,
or exactly) equal to some given value qij, which we assume to be nonnegative. The quality of
the schedule is measured by the maximum lateness Lmax =m a x j Lj,w h e r eLj = Cj − dj;h e r e
dj is the due date of job Jj, at which the job ideally should be completed. This problem can be
viewed upon as a resource constrained scheduling problem by remarking that a job needs one
unit of resource during its execution, that is, it has a constant resource consumption of size 1.
∗Supported by BSIK grant 03018 (BRICKS: Basic Research in Informatics for Creating the Knowledge
Society)
†marjan@cs.uu.nl
‡slam@cs.uu.nl
§diepen@cs.uu.nl
1772 A destructive lower bound
We present a destructive lower bound for this problem based on column generation (see also Van
den Akker, Hoogeveen, and van Kempen [2]). We put an upper bound L on Lmax, which yields
an additional deadline dj +L for each job Jj. This leads to the feasibility problem: is it possible
to partition the jobs into m disjunct subschedules, such that the schedule in which each machine
executes one of the subschedules is feasible? Here satisfying the release dates and deadlines is a
prerequisite for feasibility of the subschedules, whereas the generalized precedence constraints
are enforced by choosing a feasible combination of the subschedules. This problem can be
decided by minimizing the number of feasible subschedules that are needed to accommodate all
jobs: if this minimum is larger than m, then there is no feasible schedule possible. Obviously,
this minimization problem is computationally intractable, but a quick and very strong lower
bound on the required number of feasible subschedules can be computed by formulating this
problem as in integer linear program and solve the LP relaxation by column generation. After
that we have to solve the problem of ﬁnding a feasible schedule with value greater than or equal
to the smallest value of L that cannot be proved infeasible by means of the LP lower bound.
This is done using a time-indexed integer linear programming formulation.
3 Solving resource constrained project scheduling problems
The above approach can be used to model and solve a myriad of resource constrained project
scheduling problems (see [1]). For example, to model a resource consumption pattern that is
not constantly equal to 1 during its execution, we split a job into a set of operations that all
have resource consumption pattern equal to 1 during their execution, which are ‘glued’ together
such that their composite resource consumption pattern equals that of the original job. Here
we use equality generalized precedence constraints for the gluing process.
These extensive modelling possibilities come together with a larger computational complex-
ity. Therefore, we developed two techniques to improve and speed up the algorithm: propagating
knowlegde from column generation and valid inequalities (see [3]).
In our computational experiments, we noticed that if there were ‘greater than or equal’
precedence constraints only, then the lower bound was always equal to the optimum. This led
to the idea that we can increase the release date of job Jj to the earliest starting time of Jj
in any column that was actually used in the LP solution of the column generation problem (of
minimizing the number of subschedules that are needed to accommodate all jobs). Similarly, the
deadline is decreased to the latest completion time of Jj in any one of the used subschedules.
Note that this reduction is a lot stronger than requiring that Lmax ≤ L,i nw h i c hc a s et h e
deadline of Jj is put equal to the minimum of the current deadline and dj + L.
In case exact precedence delays are present, one complicating issue that occurred while
solving the LP relaxation was the fact that a fractional solution fulﬁlled the exact precedence
constraint by averaging out a small and a large precedence delay. To alleviate this problem we
add valid inequalities that prohibit this averaging eﬀect.
Extensive computational experiments reveal that these techniques strongly speed up the
algorithm, sometimes even up to a factor of 10.
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179The Resource Constraints Project Scheduling Problem with
Feeding Precedence Relations: A Lower Bound
Lucio Bianco ∗ Massimiliano Caramia †
1 Background
Production planning is a relevant problem in industrial processes. It consists in deﬁning the
quantities to produce for each product and the times at which production processes associated
to each product have to start. In doing this, the production planner has to take into account
constraints related to the resource availability, the demand satisfaction, and the temporal rela-
tions among activities.
Temporal constraints are used to regulate e.g. separations between the starting/ﬁnishing
time of a certain activity (process) and the starting/ﬁnishing time of a successor activity (pro-
cess). An easy situation is that oﬀered by the Finish-to-Start relations with zero time lag, i.e.,
those constraints in which it suﬃces to constraint the starting time of an activity to be greater
than or equal to the ﬁnishing time of an immediate predecessor activity. More complex situa-
tions are those in which the decision maker has to model systems in which overlapping among
processes is allowed (construction industry). These latter situations ask for the more complex
Generalized Precedence Relationships (GPRs), see, e.g., Elmaghraby and Kamburoski (1992),
and Bartush et al. (1988).
GPRs allow one to model minimum and maximum time-lags between a pair of activities
(see, e.g., Demeulemeester and Herroelen, 2002, and Dorndorf, 2002). A time lag is an amount
of time that must elapse at least (minimum time-lag) or at most (maximum time-lag) between
the starting/ﬁnishing time of an activity and the starting/ﬁnishing time of another activity. For
the sake of completeness, we recall that four types of GPRs can be distinguished: Start-to-Start
(SS), Start-to-Finish (SF), Finish-to-Start (FS) and Finish-to-Finish (FF).
A minimum time-lag (SSmin
ij (δ),SFmin
ij (δ),FSmin
ij (δ),FFmin
ij (δ)) speciﬁes that activity j can
start (ﬁnish) only if its predecessor i has started (ﬁnished) at least δ time units before.
Analogously, a maximum time-lag (SSmax
ij (δ),SFmax
ij (δ),FSmax
ij (δ),FFmax
ij (δ)) imposes that
activity j should be started (ﬁnished) at most δ time slots beyond the starting (ﬁnishing) time
of activity i.
In order to better understand GPRs we report some examples. If, for instance, a company
must place a pipe (activity j) in a given region, it is necessary to prepare the ground (activity
∗Dipartimento di Ingegneria dell’Impresa, Universit` a di Roma “Tor Vergata”, Via del Politecnico, 1 - 00133
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180i) in advance. This situation can be represented by a constraint SSmin
ij (δ), since the start of
activity j must be δ units of time forward the starting time of activity i. In another project, if a
company must supply a client with a certain number of products which must be also assembled
within 100 days, this relationship can be modelled as SFmax
ij (100), which says that the assembly
process (activity j) must ﬁnish at most 100 days after the starting time of the delivery (activity
i) of the products.
However, sometimes also GPRs are not in charge to fully describe the planning problem
under consideration. This happens, for instance, for production planning in make-to-order
manufacturing companies which commonly requires the so-called project-oriented approach. In
this approach a project consists of tasks, each one representing a manufacturing process, that is
an aggregate activity. Due to the physical characteristics of these processes the eﬀort associated
with a certain activity for its execution can vary over time. An example is that of the human
resources that can be shared among diﬀerent simultaneous activities in proportion variable over
time. In this case the amount of work per time unit devoted to each activity, so as its duration,
are not univocally deﬁned.
This kind of problems is in general modelled by means of the so called Variable Intensity
formulation, that is a variant of the Resource Constrained Project Scheduling Problem (see,
e.g., Kis, 2006). In this formulation a variable intensity is introduced for each activity to deﬁne
the eﬀort spent to process the activity in each time period. In this context we can have an
activity that starts at low intensity and then gradually increases to a maximum. The resources
needed to complete an activity are consumed proportionally to the intensity used.
2 The RCPSP with “Feeding Precedences”: A Lower Bound
From the previous description it follows that when the durations of the activities cannot be
taken into play, generalized precedence relations cannot exhaustively describe the constraints
among activities, and we need to introduce the so called “Feeding Precedences” (FP, see, e.g.,
Kis et al. 2004, Kis, 2005, 2006, and Alﬁeri et al., 2008).
Feeding precedences are a set of precedence constraints allowing a certain overlapping degree
between pairs of activities depending on their percentage of execution. Four types of FP can
be distinguished:
  Start-to-%Completed between two activities (i,j). This constraints imposes that the pro-
cessed percentage of activity j successor of activity i can be greater than 0 ≤ gij ≤ 1o n l y
if the execution of i has already started.
  %Completed-to-Start between two activities (i,j). This constraints is used to impose that
activity j successor of activity i can be executed only if i has been processed for at least
a fractional amount 0 ≤ qij ≤ 1.
  Finish-to-%Completed constraints between two activities (i,j). This constraint imposes
that the processed fraction of activity j successor of activity i can be greater than 0 ≤
gij ≤ 1 only if the execution of i has been completed.
  %Completed-to-Finish constraints between two activities (i,j). This constraint imposes
that the execution of activity j successor of i can be completed only if the fraction of i
181processed is at least 0 ≤ qij ≤ 1.
Examples of application of feeding precedence constraints to manufacturing processes can
be found in Alﬁeri et al. (2008).
In this paper, we study the RCPSP with FP and minimum makespan as objective, which
is NP-hard and is optimally solvable for a very limited number of activities (20÷25) within an
acceptable computing time. Therefore, for projects with a greater number of activities one is
interested in calculating an estimate on the minimum makespan.
For the RCPSP with FP we propose a mathematical formulation in terms of mixed integer
programming and a lower bound based on a resource constraints Lagrangian relaxation. An
experimental analysis of the proposed lower bound and a comparison to the performance of
other lower bounds obtained by diﬀerent kinds of relaxation is shown.
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182A lower bound for scheduling of unit jobs
with immediate decision on parallel machines
Tom´ aˇ s Ebenlendr∗ Jiˇ r´ ıS g a l l( S p e a k e r ) †
1 Introduction
Suppose that we have unit jobs that arrive over time. Each job arrives at its release time and
has a deadline, these times are integers. The goal is to schedule as many jobs as possible before
their deadlines, on m identical machines. In the online setting, at each time t the algorithm
chooses at most m jobs to be started at time t (among the jobs released before or at t,w i t ha
deadline strictly after t and not scheduled yet). This is a very simple online problem: At each
time t we schedule m jobs with the earliest deadlines. This generates an optimal schedule.
We study a modiﬁcation of this problem called scheduling with immediate decision,i n t r o -
duced and studied in [3, 2]. In this variant, the online algorithm has to decide the schedule of
the newly released jobs immediately after they are released. This means that at time t,t h e
schedule of jobs with release time t is ﬁxed, and even if a job is scheduled to start only at time
t′ >t , its schedule cannot be changed later. Obviously, this is harder for the online algorithm,
and, for example, the optimal algorithm described above does not work in this model.
In [2], Ding et al. presented an online algorithm with immediate decision with the com-
petitive ratio decreasing to e/(e − 1) for m →∞ , the exact ratio is 1/(1 − ( m
m+1)m). It works
even for the more general case when the processing times are equal (but possibly larger than 1),
with the same competitive ratio. This algorithm is actually very simple: The machines are kept
sorted by decreasing completion times, i.e., the ﬁrst machine is the one that would complete
the currently assigned jobs latest. The newly released jobs are processed one by one, so that
each job is scheduled on the ﬁrst machine at the completion time of that machine; if that would
violate the deadline, try the second machine, and so on; if no machine works, the job is rejected.
Our question is: Is there a better algorithm with immediate decision at least for unit jobs?
We prove that no algorithm for unit jobs with immediate decision on m machines, de-
terministic or randomized, has a competitive ratio smaller than e/(e − 1). For small m and
deterministic algorithms we obtain a slightly better lower bound of 1/(1− m
m+1e−(m−1)/m). See
Table 1 for a few values of the lower and upper bounds.
The only previous lower bound for scheduling of unit jobs with immediate decision is a
bound of 1.6f o rm = 2 [2]. (And for a single machine, it is known that the greedy algorithm is
2-competitive and optimal.)
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183m 2 3 4 5 ··· →∞
a lower bound, unit jobs [new result] 1.678 1.626 1.607 1.598 1.582
an algorithm, equal processing times [2] 1.8 1.730 1.694 1.672 1.582
a lower bound, equal processing times [2] 1.8 − − − 1.333
Table 1: The new and previous results for deterministic scheduling with immediate decision.
Our lower bound shows that the simple algorithm from [2] is optimal at least in the limit for
large m. This is true even for unit jobs, showing that for scheduling with immediate decision,
handling the unit jobs is almost as hard as scheduling jobs with equal processing times. In
most online settings, scheduling unit jobs is signiﬁcantly easier compared to jobs with equal
processing times, thus we ﬁnd the new lower bound quite surprising.
Note also that for our problem, as well as for the basic variant without immediate decision,
it is natural that more machines allow algorithms with better competitive ratio, because it is
possible to keep a fraction of machines available for the jobs that arrive later. In fact, for
unit jobs, this can be formalized: The case of m machines is equivalent to the case of a single
machine with an additional restriction that all release times and all deadlines are multiples of
m. Thus the competitive ratio for m is at least the ratio for m′ whenever m divides m′.
Scheduling of unit jobs with immediate decision is a special case of online bipartite matching
(matching jobs to slots in the schedule). Thus there exists an e/(e−1)-competitive randomized
algorithm, for any number of machines. (A simpliﬁed proof and further references can be found
in [1]. Their proof actually gives only an asymptotic result, but a simple padding argument
proves the bound of e/(e−1) for any instance.) This shows that our lower bound for randomized
algorithms is tight for any number of machines.
Our results were presented at WAOA’08 [4].
The idea of the proof of the lower bound
Our proof gives an adversary strategy in a game between a deterministic algorithm and an
adversary who has the power to react to the actions of the algorithm. The adversary releases
some jobs at time t. Once the jobs are released, the algorithm schedules (or rejects) all these
jobs and then the time advances to the next release time decided by the adversary.
The adversary starts with a long interval [0,T), i.e., it ﬁrst releases a few jobs with the
release time 0 and the deadline T. By averaging, we can ﬁnd a big part of the interval where the
algorithm schedules at least the average number of jobs and such that the adversary can schedule
all the jobs outside of this part. Then the adversary uses the same procedure recursively.
Now we do a few rough calculations to see how this idea gives the lower bound of e/(e−1),
disregarding various rounding issues. For simplicity, let us also assume that the algorithm
always schedules the released jobs so that they are spread uniformly over the feasible interval.
(In the full proof, we show that no other algorithm performs much better against our adversary.)
During the process, at time t, the adversary has scheduled all the previously released jobs
before t, while the algorithm has already scheduled x jobs in the remaining interval [t,T)o f
length l = T − t.W ec a l l[ t,T) the active interval and we say that its density is ρ = x/(ml).
184Then the adversary at time t releases εml jobs with deadlines equal to T,f o ras m a l lε.T h e
adversary schedules them before time t′ = t + εl. The density increases to ρ + ε on [t,T)a s
well as on the interval [t′,T) (due to the uniform spreading assumption). The adversary then
increases time to t′ and continues until the density increases to 1.
We express the length l of the active interval as a function of the density ρ.W h e n ρ
increases by ε,t h e nl decreases by εl.T a k i n g ε inﬁnitesimally small, we get a diﬀerential
equation dl/dρ = −l. We have the initial condition l(0) = T, and thus the equation is solved by
the function l(ρ)=e−ρ ·T. So, starting with the length T, the adversary ends with an interval
of length at least l = l(1) = T/e, during which all time steps have m jobs scheduled in the
schedule of the algorithm but no jobs in the schedule of the adversary. At this point, both the
adversary and the algorithm have scheduled m(T − l)=( 1− 1/e)mT jobs, as all the released
jobs exactly ﬁt before the active interval.
Now the adversary simply releases the ﬁnal batch of lm jobs that cannot be scheduled outside
the active interval. The adversary schedules all of these jobs while the algorithm has to reject
them. The adversary schedules the total of mT jobs, while the algorithm only (1 − 1/e)mT
jobs, yielding the lower bound of e/(e − 1).
For randomized algorithms, we notice that the proof is based on averaging argument and it
can be applied directly to a randomized algorithm using the expected density instead of density.
For deterministic algorithms, to improve the bound for small m, we stop the iterative process
at density (m − 1)/m instead of 1. Instead of increasing the density by ε,w ei n c r e a s ei tb y
almost 1/m in a single last phase. Then we present the ﬁnal set of jobs as m tight jobs for each
time step in the schedule where the density is 1.
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C´ edric Pessan (Speaker) ∗ Mohamed Haouari † Emmanuel N´ eron ‡
1 Introduction
A production resetting is an operation that consists in setting up all machines of a production
line in order to switch from one product to another. This is a critical operation that can
be optimized by scheduling setup tasks on available operators [3]. In this paper, we present
improvements of a lower bound for the production resetting optimization problem. These
improvements are based on mixing preemptive relaxation and energetic reasoning.
The problem considered is an unrelated parallel machine problem where the m resources
are the operators and the n tasks correspond to machines that have to be setup. The objective
is to complete the resetting as soon as possible. Because of the experience required to setup
the machines, we consider diﬀerent processing times for each task/operator couple. A machine
i(i =1 ,...,n) can only be set up after a release date ri where it is idle and it has an eﬀect
on the production only after a tail qi. Moreover, due to the structure of this problem, the
farther a machine is from the beginning of the production line, the closer it is to the end of the
production line, thus, the non decreasing ri order of the tasks is the same as non increasing qi
order then the following property can be proved: If assignments are known, scheduling job in
non decreasing ri order on each operator is optimal.[ 4 ]
Using classical notation, this problem is denoted : R|ri,q i|Cmax. In [4], a branch-and-bound
has been proposed that uses the preemptive relaxation as lower bound. In this paper, we brieﬂy
present this lower bound (section 2) and then various improvements of this lower bound (section
3) are proposed : an adaptation of energetic reasoning to unrelated parallel machine problem,
cutting planes based on incompatibilities between multiple assignments and usage of reduced
costs to improve energetic reasoning.
2 Preemptive lower bound
We use a destructive bound by introducing deadline ˜ di = lbtest − qi (lbtest is the tested lower
bound) and by solving the feasibility problem R|ri,q i,pmtn|− where preemption is allowed.
This problem is polynomial and can be solved using linear programming [2].
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186The linear program formulation is based on the time-horizon splitted into successive intervals
[tk,t k+1]w i t hk ∈{ 1,...r− 1} where: t1 <t 2 < ... < tr is the ordered sequence of ri and ˜ di
values. For each task Mi, its ﬁrst and last periods are deﬁned, firstP(i)a n dlastP(i)w h e r e
it can be processed depending on its release date and deadline. Let x
(k)
i,j ≥ 0 be the total
amount of time that the operator Oj spends on the task Mi in time-period Ik =[ tk,t k +1 ]f o r
i ∈{ 1,...,n},j∈{ 1,...,m},k∈{ 1,...,r− 1}. Then, the LP-formulation is :
maximize:
n ￿
i=1
m ￿
j=1
lastP(i) ￿
k=firstP(i)
x
(k)
i,j
pi,j
subject to:
m ￿
j=1
lastP(i) ￿
k=firstP(i)
x
(k)
i,j
pi,j
≤ 1,∀i ∈{ 1,...,n} (1)
m ￿
j=1
x
(k)
i,j ≤ tk+1 − tk,∀i ∈{ 1,...,n},∀k ∈{ 1,...,r− 1} (2)
n ￿
i=1
x
(k)
i,j ≤ tk+1 − tk,∀j ∈{ 1,...,m},∀k ∈{ 1,...,r− 1} (3)
Constraints 1 check that each task is not processed more than one time within its time-
window [ri, ˜ di]. Constraints 2 ensure that the preemption can be respected: the overall time
spent on a task by all operators during an interval has to ﬁt within this interval length. Similarly,
the last constraints check that each operator is not loaded more in an interval than the interval
length: an operator cannot process more than one task at the same time.
The objective function is to maximize the number of tasks that can be totally scheduled.
If all the tasks cannot be scheduled, that is, if the value of the objective function is strictly
smaller than n, then the R|ri, ˜ di,pmtn|− instance does not have any solution. thus the tested
value lbtest + 1 is a valid lower bound.
3 Energetic reasoning and unrelated parallel machines
The ﬁrst idea to improve the lower bound is to use an adaptation for unrelated parallel of the
energetic reasoning as made in [1]. The idea is that computation time of energetic reasoning is
signiﬁcantly smaller than solving the preemptive relaxation LP-formulation. In this problem,
the mandatory parts are resource dependent, so Wk
i,j denotes the mandatory part if Mi is
assigned to Oj during period k and WLk
i,j (resp. WRk
i,j) is the mandatory part if the task is
shifted to the left (resp. to the right).
A LP-formulation is used to compute the minimum amount of energy required in the interval
k, if it is greater than the capacity of the resources, the problem is not feasible. Let J be the
set of jobs with a positive mandatory part. Let xi,j, yi,j and zi,j be binary variables equal to
1i fMi is assigned to Oj and the task is respectively shifted to the left, to the right, or totally
within the time-interval and 0 otherwise. The linear program is as follows:
minimize:
￿
i∈J
m ￿
j=1
WLk
i,j · xi,j +
￿
i∈J
m ￿
j=1
WRk
i,j · yi,j +
￿
i∈J
m ￿
j=1
pi,j · zi,j
187subject to:
m ￿
j=1
xi,j +
m ￿
j=1
yi,j +
m ￿
j=1
zi,j =1 ,∀i ∈{ 1,...,n} (4)
￿
i∈J
xi,j ≤ 1,∀j ∈{ 1,...,m},
￿
i∈J
yi,j ≤ 1,∀j ∈{ 1,...,m} (5)
￿
i∈J
WLk
i,j · xi,j +
￿
i∈J
WRk
i,j · yi,j +
￿
i∈J
pi,j · zi,j ≤ tk+1 − tk (6)
Another idea to improve the lower bound is to add cutting planes to the LP-formulation. For
example, we are able to detect assignments incompatibility of two tasks on the same machine
using mandatory parts and the fact that we know the order of the tasks on one operator (see
Section 1) and that there is no preemption on the non relaxed problem. Let Xi,j =
￿r−1
k=1 xk
i,j
be a boolean variable in the non relaxed problem indicating if Mi is assigned to Oj.I f w e
detect an incompatibility between the assignment of Mi1 on Oj and Mi2 on Oj, the following
constraint can be added: Xi1,j + Xi2,j ≤ 1. This type of constraints can be generalized to
multiple incompatibilities: an incompatibility graph is built indicating which pairs of tasks are
incompatible and then a maximum clique within this graph is used to built such constraints.
The third idea is to use reduced costs. We show that after solving the linear program of the
preemptive relaxation, it is possible to permanently set to zero some nonbasic variables. This
information can be subsequently used to improve mandatory parts calculation and therefore,
the energetic reasoning is improved and new incompatibilities can be possibly detected. If after
solving the linear program of the preemptive relaxation, there are null variables with negative
reduced costs, it means that the assignment represented by this variable is not possible. This
information can be used to improve mandatory parts calculations and therefore, the energetic
reasoning is improved and new incompatibilities can be possibly detected.
4C o n c l u s i o n
In this paper, we propose to use mandatory part to improve the lower bound of an unrelated par-
allel machines problem with release dates and tails. The proposed methods are an adaptation of
energetic reasoning proposed by [1] and generation of constraints representing incompatibilities
between multiple assignments using a maximum clique detection in an incompatibility graph.
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188Single machine scheduling with regard to inventory constraints
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1 Introduction
We consider the problem of scheduling trucks at a transshipment terminal. Each truck either
delivers or picks up a certain amount of goods. Of course, a truck that is supposed to pick up
goods cannot proceed if the current inventory level is less than the amount the truck should
pick up. We restrict ourselves to the case where there is only a single gate at the transhipment
terminal where trucks can be processed. Several objectives can be of interest in the context of a
transshipment terminal. First, we consider the weighted ﬂow time, that is the sum of weighted
truck completion times is to be minimized. Second, we consider a due date for each truck and
aim at minimizing either the maximum lateness or the number of tardy trucks.
Inventory constraints as described above have been considered in project scheduling, see
Neumann and Schwindt [4] for example. It has been shown that inventory constraints are a
generalization of both renewable and non renewable resources if the number of goods is not
limited. To the best of our knowledge only a few papers consider scheduling of transport
vehicles to be served at a transshipment terminal. Scheduling of trucks at cross dock terminals
has been considered in Boysen et al. [1]. A stylized model is introduced where two gates of the
terminal are considered. Boysen et al. [1] show that minimizing makespan is strongly NP hard
even if all processing times are equal. Yu and Egbelu [5] consider a similar model and develop
a heuristic to solve the problem.
2 Problem Speciﬁcation
The truck scheduling problem can be speciﬁed by input and output in terms of machine schedul 
ing problem. We represent trucks by a set J of n = |J| jobs. We distinguish between two classes
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189of jobs. Jobs in J+ represent delivering trucks while jobs in J− represent pick up trucks. Note
that J = J+ ∪ J− and J+ ∩ J− = ∅. Furthermore, we denote n+ = |J+| and n− = |J−|.
We have a processing time pj and, possibly, a due date dj and a weight wj given for each job
j ∈ J.M o r e o v e r ,δj speciﬁes the amount by which the inventory is changed when job j ∈ J is
processed. Note that δj > 0i fj ∈ J+ and δj < 0i fj ∈ J−. Additionally, an initial inventory
I0 is given.
A solution is a sequence σ such that each job j ∈ J is contained in σ exactly once. Let σ(s)
and Is denote the sth job in σ and the inventory level immediatly after σ(s) has been processed,
that is Is = Is−1 + δσ(s).As o l u t i o nσ is a feasible solution if Is ≥ 0f o re a c hs ∈{ 1,...,n}.
We derive completion time Cj of job j = σ(s) according to a solution σ as Cj =
￿s
t=1 pσ(t).
If due date dj is given for each job j ∈ J, then we consider Lj = Cj − dj to be the lateness of
job j.I fLj > 0, then we say that j is tardy. Now, problems we consider in the paper at hand
can be deﬁned as follows.
  Find a feasible solution minimizing the total weighted completion time
￿
wjCj.W ed e n o t e
this problem extending the notation introduced in Graham et al. [2] by 1|inv|
￿
wjCj.
  Find a feasible solution minimizing the maximum lateness Lmax =m a x j∈J Lj.W ed e n o t e
this problem by 1|inv|Lmax.
  Find a feasible solution minimizing the number of tardy jobs. We denote this problem by
1|inv|
￿
Uj.
In order to have a convenient notation for special cases we introduce binary parameters
Cp(J′), Cw(J′), Cd(J′), and Cδ(J′) indicating whether pj = p, wj = w, dj = d,a n dδj = δ,
respectively, for each j ∈ J′ (parameter s value equals 1) or not (parameter s value equals 0).
For example, Cp(J+) = 1 means that all jobs in J+ have equal processing time.
3R e s u l t s
Theorem 1 1|inv|
￿
wjCj is strongly NP-hard even for wj = w.
Theorem 2 1|inv|Lmax is strongly NP-hard.
The proofs can be done by reduction from 3 PARTITION.
Theorem 3 If Cp(J+)+Cw(J+)+Cδ(J+) ≥ 2 and Cp(J−)+Cw(J−)+Cδ(J−) ≥ 2,t h e n
1|inv|
￿
wjCj is solvable in O(nlogn) time.
We develop an algorithm that sorts J− and J+ ﬁrst and merge them to the optimal sequence
afterwards.
Theorem 4 If Cp(J+)+Cδ(J+) ≥ 1,t h e n1|inv|Lmax can be solved in O
￿
n3￿
time.
We develop an algorithm using binary search on Lmax and solving the corresponding feasi 
bility subproblem.
190Theorem 5 If Cd(J+)=Cp(J−)=1and Cp(J+)+Cδ(J+) ≥ 1,t h e n1|inv|
￿
Uj can be
solved in O
￿
n2 logn
￿
time.
We develop an algorithm which solves iteratively subproblems where the number of early
jobs of J+ is bounded from below.
Theorem 6 If Cd(J+)=1and Cp(J+)+Cδ(J+) ≥ 1,t h e n1|inv|
￿
Uj can be solved in
O
￿
n2 (
￿
|δj|)
2 (
￿
pj)
3
￿
time.
Again we iteratively consider subproblems where the number of early jobs of J+ is bounded
from below. We reduce this subproblem to the shortest path problem.
Theorem 7 If Cd(J−)=Cp(J+)=1and Cp(J−)+Cδ(J−) ≥ 1,t h e n1|inv|
￿
Uj can be
solved in O
￿
n6￿
time.
We iteratively consider subproblems where the number of early jobs of J− is bounded from
below. We reduce the subproblem to the restricted shortest path problem which can be solved
in polynomial time in our case, see Hassin [3].
Summarizing, we determine complexity of all special cases of 1|inv|
￿
Cj and 1|inv|Lmax as
well as most special cases of 1|inv|
￿
wjCj and 1|inv|
￿
Uj. However, some cases remain open,
for example 1|inv|
￿
wjCj with Cp(J+)=Cw(J+)=Cδ(J+)=Cδ(J−)=1o rCp(J−)=
Cw(J−)=Cδ(J−)=Cδ(J+) = 1 is minimal open.
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191Non-Clairvoyant Scheduling Games
Christoph D¨ urr∗ Nguyen Kim Thang†∗(speaker)
1 Introduction
In a scheduling game, there are n players and m machines. Each player owns a job and chooses
a machine to execute it. The processing time of job of player i on machine j is pij. While the
social cost is the maximal load over all machines (makespan), the cost (disutility) of each player
is the completion time of its own job. A pure Nash equilibrium of the game is an assignation
(strategy proﬁle) σ of jobs to machines in which no player has an incentive to change the machine
in order to get a lower cost. In the game, players may follow selﬁsh strategies to optimize their
cost and therefore their behavior does not necessarily lead the game to an equilibrium. Even in
the case there is an equilibrium, its makespan might be much larger than the social optimum,
and this ineﬃciency is measured by the price of anarchy (PoA) – the worst ratio between the
makespan of an equilibrium and the optimum.
A coordination mechanism is a set of scheduling policies, one for each machine, that deter-
mines how to schedule jobs assigned to a machine. The goal of a coordination mechanism is to
align the individual cost to the social cost, in such a way that the selﬁshness of the agents will
lead to equilibria with low ineﬃciency, i.e. small price of anarchy.
A scheduling policy is a rule that speciﬁes how the jobs that are assigned to a machine are
to be scheduled. We distinguish between local, strongly local and non-clairvoyant policies. Let
Sj be the set of jobs assigned to machine j. A policy is local if the scheduling of jobs on machine
j depends only on the parameters of jobs in Sj, i.e., it may look at the processing time pik of
a job i ∈ Sj on any machine k. A policy is strongly local if it looks only at the processing time
of jobs in Sj on machine j. However, one could wonder if there are policies that do not require
this knowledge, and still provide a good price of anarchy. This would make the processing times
be private information and avoid the problem of truthfulness. We call a policy non-clairvoyant
if the scheduling of jobs on machine j does not depend on the processing time of any job on
any machine.
In this paper we study these so-called non-clairvoyant policies. We study two most natural
non-clairvoyant policies: RANDOM and EQUI.
The RANDOM policy schedules the jobs in a random order without preemption. Consider
a job i assigned to machine j in the schedule σ, then the cost of i under the RANDOM policy
∗CNRS LIX UMR 7161, Ecole Polytechnique, 91128 Palaiseau, France. {durr,thang}@lix.polytechnique.fr
†Nguyen Kim is the family name
192is its expected completion time [3], i.e.,
ci = pij +
1
2
X
i′:σ(i′)=j  i′ =i
pi′j 
The EQUI policy schedules the jobs in parallel preemptively using time-multiplexing and
assigns to every job the same fraction of the CPU. Suppose there are k jobs with processing times
p1j ≤ p2j ≤     ≤ pkj assigned to machine j, we renumbered jobs from 1 to k for this example.
Since, each job receives the same amount of resource, then job 1 is completed at time c1 = kp1j.
At that time, all jobs have remaining processing time (p2j−p1j) ≤ (p3j−p1j) ≤     ≤ (pkj−p1j).
Now the machine splits its resource into k−1 parts until the moment job 2 is completed, which
is at kp1j +(k−1)(p2j −p1j) = p1j +(k−1)p2j. In general, the completion time of job i, which
is also its cost, under EQUI policy is:
ci = ci−1 + (k − i + 1)(pij − pi−1 j)
= p1j +     + pi−1 j + (k − i + 1)pij
Note that, EQUI is an realistic and quite popular policy. It is implemented in many operating
systems such as Unix or Windows.
2 Our contributions
Deﬁnitions A game is called potential if if the incentive of all players to change their strategy
can be expressed in one global function. In other words, a potential game admits a bounded
potential function such that if a player change her strategy to get a better utility (or decrease
her cost) then the potential function strictly decreases. Hence, ﬁnite potential games always
admit a Nash equilibrium – the strategy proﬁle in which the potential function is minimized
(no player has an incentive to change her strategy).
We consider four diﬀerent machine environments. The most general environment concerns
unrelated machines with no assumption on pij. In the identical machine scheduling model,
every job i comes with a length pi such that pij = pi for every machine j. In the uniform
machine scheduling model, again every job has length pi and every machine j a speed sj such
that pij = pi sj. For the restricted identical machine model, every job i comes with a length
pi and a set of machines Si on which it can be scheduled, such that pij = pi for j ∈ Si and
pij = ∞ otherwise.
We call a job i balanced if the ratio of its processing times is bounded by 2, meaning
maxj pij minj pij ≤ 2. In addition for the uniform machine model, we say that machines have
balanced speeds if the maximum and minimum speeds diﬀer at most by factor 2. In other words,
all jobs are balanced in the model of uniform machines with balanced speeds.
Results First, we study the existence of Nash equilibria. We show that the game under
the RANDOM policy is a potential game for two unrelated machines but it is not for three or
more; for uniform machines, we prove that the game under this policy always possesses a Nash
equilibrium by using a novel potential argument. Moreover, we show that the game under the
EQUI policy is a potential game.
193Theorem 1 We consider the scheduling game under diﬀerent policies in diﬀerent machine
environments.
1. For the RANDOM policy on unrelated machines, it is not a potential game for 3 or more
machines, but it is a potential game for 2 machines and balanced jobs. On uniform
machines with balanced speeds, the RANDOM policy induces Nash equilibrium.
2. For the EQUI policy it is an exact potential game.
Next, we analyze the ineﬃciency of EQUI policy. Interestingly, the price of anarchy of
EQUI, a non-clairvoyant policy, is asymptotically the same as for the best strongly local policy
– policies have additionally information about the processing time of jobs assigned to it. The
result also indicates that knowledge of jobs’ characteristics is not necessarily needed, even their
identities (IDs) which are useful for designing policies with low price of anarchy in [1, 2].
Theorem 2 The game under the EQUI policy has the following ineﬃciency.
1. For identical machines, the PoA is 2 − 1
m.
2. For uniform machines, the PoA is Θ(min{logm r}) where r is the number of diﬀerent
machine’s speeds in the model.
3. For restricted identical machines, the PoA is Θ(logm).
4. For unrelated machines, the PoA is Θ(m).
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194Price of robustness in single machine scheduling
A. Marchetti-Spaccamela∗ N. Megow† M. Skutella‡ L. Stougie§
In general scheduling problems assume that machines are always available until the set of as-
signed jobs is completed. However, machines might not be available for preventive maintenance,
they may slow down due to simultaneous utilization by other users, they may break down com-
pletely for some time, etc. Note that in the case of preventive maintenance the unavailability
might be known in advance while in the latter cases unavailability is unpredictable. Thus the
quest for a schedule that is robust against machine calamities emerges: the only inﬂuence the
scheduler has is on the order in which he oﬀers his jobs to be processed.
Here we study this scheduling problem on a single machine when the objective is to minimize
the sum of weighted completion times of the jobs. We aim to compute a robust scheduling se-
quence which performs well regardless of unexpected machine breakdowns ﬂuctuations in speed
when comparing against an optimal clairvoyant algorithm. The problem is to ﬁnd a sequence
of jobs π to be scheduled on a single machine that minimizes the total sum of weighted com-
pletion times. The jobs are processed in the preﬁxed order π no matter how, unexpectedly, the
machine may become unavailable changes its processing speed. In case of a machine breakdown
the currently running job is preempted and will be resumed processing at any later moment
when the machine becomes available again.
We analyze the worst case performance by comparing the solution value provided by an
algorithm with that of an optimal clairvoyant algorithm that knows the machine behavior in
advance, and that is even allowed to preempt jobs at any time.
Our main results are a deterministic and a randomized robust, preﬁxed, order of the jobs,
computable in polynomial time, such that scheduling the jobs in this order will always yield a
solution that remains within multiplicative factor 4 from clairvoyant optimal for the determin-
istic order and within multiplicative factor e in expectation from optimal for the randomized
order. We can adapt our algorithm to solve more general problem instances with certain types
of precedence constraints without losing in the performance.
To derive our results, we view the objective function as to minimize the total weight of
uncompleted jobs at any time; we ﬁrst show that a constant bound on the remaining weight when
compared with the remaining weight of an optimal clairvoyant algorithm over all points in time
gives a performance guarantee. The problem of minimizing the total weight of uncompleted jobs
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195at any time was previously considered in [2] while studying the on-line min ﬂow time problem
on one machine. In that paper the authors propose a constant approximation algorithm with
a worst case bound of 24. Here we propose a 4-approximate algorithm by computing the job
sequence iteratively from backwards: in each iteration we ﬁnd a subset of jobs with largest total
processing time such that their total weight stays below a certain weight bound that we can
relate to an optimal value. We increase this bound in each iteration using the general idea of
doubling which has proven to be a very useful method for designing approximation algorithms
(see for example Chrobak and Kenyon-Mathieu [4]).
Part of our performance ratio is inherent to measuring the value of a schedule computed
having only partial information against that of a clairvoyant schedule, in a similar way as the
competitive ratio of online algorithms [3]. Additionally we require a preﬁxed solution which may
not be changed after receiving more information on the machine behaviour. As in competitive
analysis, we use adversarial sequences to show that no deterministically computed preﬁxed order
can remain within a multiplicative factor of 1+
√
3 from optimal, regardless of the algorithm’s
running time. Since 1+
√
3 ≈ 2.73205 >e , this shows that randomized algorithms may produce
preﬁxed orders that have essentially better expected performance ratios than their deterministic
counterparts. We complement this result by a lower bound of 2 on the performance ratio of
any randomized algorithm. We notice that such lower bounds have been called the price of
robustness of the problem in [8].
It may seem surprising that for our robust problem it is possible to remain within constant
multiplicative factors from optimal. our results immediately answer an open question in the
area of scheduling with limited machine availability, a subﬁeld of machine scheduling that has
been studied for over twenty years (see, e.g., the survey by Schmidt [10]). The question was if
there exists a polynomial time constant approximation algorithm for the oﬄine version of our
problem, in which the breakdown periods are given in advance. Clearly, our results answer this
question aﬃrmatively. Note that this problem is known to be strongly NP-hard [12], and it is
weakly NP-hard [6] if there is only one such non-available period. However, if all jobs have equal
weights, a simple interchange argument shows that sequencing jobs in non-increasing order of
processing times is optimal as it is in the setting with continuous machine availability [11]. In
contrast, when job weights are arbitrary, natural greedy strategies perform arbitrarily bad in
both, the robust and the oﬄine, problem
Our last result is a fully polynomial time approximation scheme (FPTAS) for the special
problem setting of scheduling on a machine with a single unavailable period that is known a
priori. It also solves the non-preemptive problem variant which is weakly NP-hard [1, 7], as
well. Thereby we improve on the previously best known algorithms for both, the preemptive
and the non-preemptive problem, which yield approximation factors 1.618 + ǫ [9] and 2 [5],
respectively.
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197Generalized Truthful Mechanisms for Scheduling
Veriﬁable Related Machines
Clemens Thielen ∗
We consider a general class of scheduling problems where a sequence of n jobs j1,...,j n has
to be scheduled on m related machines from the point of view of algorithmic mechanism design.
Diﬀerent objective functions are considered. There may be precedence constraints between the
jobs and each job may have a release date before which is can not be started. Preemption
may or may not be allowed. Each machine i is considered as a selﬁsh agent and has a ﬁxed
speed si > 0 at which it runs and which does not depend on the job being executed. Each job j
has a processing requirement pj ≥ 0 and processing job j on machine i needs time pj/si.T h e
speeds of the machines are private data and are not known to the scheduling algorithm. Instead,
the algorithm collects a bid bi for the inverse ti := 1/si of the speed si from each machine i
before scheduling the jobs. In order to motivate the machines to report their speeds truthfully,
the algorithm hands out a payment Pi to each machine i after the jobs have been executed.
Each Pi depends on the schedule produced by the algorithm and on the bids. Moreover, the
algorithm can verify whether a machine i who receives a positive amount of work underbids
(i.e. declares to be faster than it actually is) by checking the completion times of the jobs (or
job segments) assigned to i. Machines i who have been caught underbidding are punished and
receive no payment (so Pi = 0). Each machine i tries to maximize its proﬁt given by Pi − Li,
where Li denotes the total processing requirement of the job segments (the work) assigned to
machine i divided by its speed si. Note that machines that overbid (i.e declare to be slower
then they actually are) need not fear being caught lying since they can make all job segments
assigned to them ﬁnish at the desired time. A mechanism with veriﬁcation is a pair M =( A,P)
consisting of a scheduling algorithm A and a payment scheme P =( P1,...,Pm). It is called
truthful if truthful bidding maximizes the proﬁt of every machine i independently of the bids
of the other machines.
The classical version of scheduling on selﬁsh related machines, where veriﬁcation is not
allowed, is one of the central problems in algorithmic mechanism design. The above scheduling
model of veriﬁable related machines was ﬁrst studied by Auletta et al. [1]. They showed that
a truthful mechanism with veriﬁcation M =( A,P) can be based on a scheduling algorithm A
if and only if A is weakly monotone, meaning that a machine that receives no work will still
receive no work when it decreases its speed. The formal deﬁnition is the following:
Deﬁnition 1 For a scheduling algorithm A,am a c h i n ei, a vector b−i of bids of all machines
except i, and an instance σ of the corresponding scheduling problem, we denote the amount of
∗thielen@mathematik.uni-kl.de. Department of Mathematics, University of Kaiserslautern, Paul-Ehrlich-
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198work assigned to machine i by A on instance σ when i bids bi and the bids of the other machines
are b−i by wA
i (bi,b −i,σ). The algorithm A is called weakly monotone if for every instance σ,
every i, b−i,a n dbi it holds that
wA
i (bi,b −i,σ)=0 = ⇒ wA
i (b′
i,b −i,σ)=0 ∀b′
i >b i
Auletta et al. [1] also showed how to obtain polynomial-time truthful mechanisms with
veriﬁcation from polynomial-time weakly monotone algorithms for smooth problems, meaning
that small changes in the speeds of the machines induce only small changes in the approximation
ratio obtained by a given schedule.
We use a slight generalization of the deﬁnition of a scheduling algorithm to obtain improved
upper bounds on the approximation ratio obtainable by truthful mechanism for scheduling ver-
iﬁable related machines: In addition to assigning the given jobs to the machines, we allow the
scheduling algorithm to assign dummy jobs to the machines. These jobs need not consist of any
meaningful computations but are only used to ensure weak monotonicity of the algorithm. Con-
sequently, we obtain an easy technique for converting any scheduling algorithm for a scheduling
problem Π = Q|β|γ (β ∈{ prec,r j,pmtn}) on related machines into a weakly monotone algo-
rithm. As long as the objective function γ of Π is completion determined (i.e., the value of γ
does only depend on the completion times of the n given jobs j1,...,j n), the conversion does
not change the objective value obtained by the algorithm on any instance.
Our general conversion technique works as follows: Given an instance of a scheduling prob-
lem Π = Q|β|γ and an algorithm A for Π, we use A as a subroutine in the following algorithm:
Algorithm 2 1. Apply the scheduling algorithm A to the given instance of Π and denote
the resulting schedule by S.
2. Denote the speed of the fastest machine by smax. For every machine i which receives no
work in S, create a dummy job ˜ ji with processing requirement (si/smax) · min
pjk>0
pjk and
assign it to i to start at time zero.
The exact values for the processing requirements of the dummy jobs are not important for
the algorithm (as long as they are positive). In particular, the extra load on the machines due
to the dummy jobs can be made arbitrarily small.
Observe that there can never be a machine receiving no work in Algorithm 2. Thus, the
deﬁnition of a weakly monotone algorithm immediately yields:
Proposition 3 Algorithm 2 is weakly monotone for every input algorithm A.
In Algorithm 2, the completion times of the jobs j1,...,j n in the schedule S returned by A
are not inﬂuenced by processing the dummy jobs on the machines that receive no work in S.
Thus, for problems with completion determined objective functions, the objective value of the
schedule returned by Algorithm 2 is the same as the objective value of S.M o r e o v e r , t h e a t
most m dummy jobs can be assigned to the machines receiving no work in time linear in m
and n. Hence, we obtain:
199Proposition 4 Let Π=Q|β|γ be a scheduling problem with completion determined objective
function. Then the objective value of Algorithm 2 is the same as that of the input algorithm A
on every instance of Π. The running time of Algorithm 2 exceeds the running time of A only
by an additive term which is linear in m and n.
The main results of our contribution (the proofs of which are quite technical and can not
be presented in this extended abstract) are the following:
Theorem 5 Let Π=Q|β|γ be a scheduling problem with completion determined objective func-
tion. Then any algorithm A for Π can be turned into a weakly monotone algorithm which
achieves the same objective value on every instance. The running running time of the modiﬁed
algorithm exceeds the running time of A only by an additive term which is linear in m and
n. If the speeds of all machines are positive integers the modiﬁed algorithm can be used in a
truthful mechanism for veriﬁable related machines which satisﬁes voluntary participation. The
payments for an instance σ in this mechanism can be computed in time polynomial in m, n,t h e
largest speed declared by a machine, and the running time of A on inputs of length |σ|.
Theorem 6 Let Π=Q|β|γ be a smooth scheduling problem on related machines and suppose
that, for each machine i,t h es e tBi of possible bids of i is bounded from above. Then, for
any ǫ>0, any polynomial-time weakly monotone c-approximation algorithm A for Π can be
turned into a polynomial-time c(1 + ǫ)-approximation truthful mechanism for veriﬁable related
machines that satisﬁes voluntary participation.
Theorem 6 in particular applies when the speeds of the machines are positive integers, i.e.,
when the set of possible bids of a machine i is Bi = {1/k |k ∈ N+}. Hence, Theorem 6 and
Propositions 3 and 4 immediately yield:
Theorem 7 Let Π=Q|β|γ be a smooth scheduling problem with completion determined ob-
jective function and ǫ>0 arbitrary. If the speeds of all machines are positive integers,
any polynomial-time c-approximation algorithm A for Π can be turned into a polynomial-time
c(1+ǫ)-approximation truthful mechanism for veriﬁable related machines that satisﬁes voluntary
participation.
In particular, Theorem 7 can be used to show that the more general deﬁnition of a
scheduling algorithm leads to improved upper bounds on the approximation ratio obtainable
by polynomial-time truthful mechanisms with veriﬁcation for the smooth scheduling prob-
lem Q|prec,r j|
￿
wjCj (→O (log(m))), its special case Q|rj|
￿
wjCj (→ 1+ǫ), and the pre-
emptive problem Q|pmtn,r j|
￿
wjCj (→ 1+ǫ). All of these approximation ratios equal the
best approximation ratios obtained so far by algorithms for the respective problems without
selﬁsh machines.
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200Maximizing the Minimum Load: The Cost of Selﬁshness
Leah Epstein∗ Elena Kleiman∗ † Rob van Stee‡ (Speaker)
1 The problem
Classical optimization problems, and network optimization problems in particular, are often
modeled as non-cooperative strategic games. Many solution concepts are used to study the
behavior of selﬁsh agents in non-cooperative games. Probably the best known concept is that
of the Nash equilibrium. This is a state which is stable in the sense that no agent can gain
from unilaterally switching strategies. Following recent interest of computer scientists in game
theory [6, 5, 8], we study Nash equilibria for a scheduling problem where the goal is maximizing
the minimum load.
This goal function is motivated by issues of Quality of Service and fair resource allocation.
It is useful for describing systems where the complete system relies on keeping all the machines
productive for as long as possible, as the entire system fails in case even one of the machines
ceases to be active. From the networking aspect, this problem has applications to basic problems
in network optimization such as fair bandwidth allocation. Consider pairs of terminal nodes that
wish to communicate; we would like to allocate bandwidth to the connections in a way that no
link unnecessarily suﬀers from starvation, and all links get a fair amount of resources. Another
motivation is eﬃcient routing of traﬃc. Consider parallel links between pairs of terminal nodes.
Requests for shifting ﬂow are assigned to the links. We are interested in having the loads of
the links balanced, in the sense that each link should be assigned a reasonable amount of ﬂow,
compared to the other links.
The problem of maximizing the minimum load, seeing jobs as selﬁsh agents, can be modeled
as a routing problem. In this setting, machines are associated with parallel links between a
source and a destination. The links have bounded capacities, and a set of users request to
send a certain amount of unsplitable ﬂow between the two nodes. Requests are to be assigned
to links and consume bandwidth which depends on their sizes. The cost charged from a user
for using a link equals to the total amount of the utilized bandwidth of that link. Thus, the
selﬁsh users prefer to route their traﬃc on a link with small load. This scenario is similar to
the model proposed by Koutsoupias and Papadimitriou [5], but our model has a diﬀerent social
goal function.
The novelty of our study compared to other work in the area is that the social goal is very
diﬀerent from the private goals of the players. In our scheduling model, the coordination ratio,
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201or price of anarchy (poa) [7] is the worst case ratio between the social value (i.e., minimum delay
of any machine, or cover) of an optimal schedule and the value of any pure Nash equilibrium.
The price of stability (pos) [1] is the worst case ratio between the social value of an optimal
solution, and the value of the best pure Nash equilibrium. In addition, we study the mixed poa,
where mixed Nash equilibria resulting from mixed strategies of players (and not only pure ones)
are taken into account.
To demonstrate the non-triviality of the problem we give an example (see Figure 1). There
are three jobs of size 0.8, three jobs of size 0.4 and two jobs of size 0.1. The three machines are
identical. The assignment on the right hand side is not a Nash equilibrium, since a job of size
0.1 would reduce its delay from 1.4 to 1.3 by migrating to another machine. The social value
of this assignment is 1.2. The assignment on the left hand side is a Nash equilibrium, but its
social value is only 1.
Figure 1: An example of two packings with diﬀerent social values.
2 Our results and related work
The non-selﬁsh version of the problem was well studied in the literature (known by diﬀerent
names such as “machine covering” and ”Santa Claus problem”). As opposed to the load bal-
ancing problem which was extensively studied in the game theoretic context, the uncoordinated
version of this problem has not been considered in this context before.
For identical machines, we show that the pos is equal to 1. We study the poa and show close
bounds on the overall value of the poa (the supremum poa over all values of m), i.e., that it
is at least 1.69103 and at most 1.7. This in contrast with the makespan minimization problem,
where it is known that the poa for m identical machines is 2m
m+1, giving an overall bound of
2 [4, 9]. This is rather unusual, as the cover maximization problem is typically harder than
the makespan minimization problem, thus it could be expected that the poa for the covering
problem would be higher.
202We furthermore prove that poa is monotonically non-decreasing as a function of m.F o r
small numbers of machines we provide the exact values of poa: we ﬁnd poa(2) = poa(3) = 3/2
and poa(4) = 13/8=1 .625. We show poa(m) ≥ 5
3 for m>5. As for the mpoa, we show that
its value is very large as a function of m,a n dmpoa(2) = 2.
In contrast to these results, we can show that for uniformly related machines even the pos is
unbounded already for two machines with a speed ratio larger than 2, and the poa is unbounded
for a speed ratio of at least 2. The same property holds for m machines (where the speed ratio is
deﬁned to be the maximum speed ratio between any pair of machines). Surprisingly, we prove
that the pos is equal to 3
2 for two machines with the threshold speed ratio 2. We show that the
pos is constant for m machines of speed ratio at most 2, and the poa is Θ( 1
2−s)f o rm machines
of speed ratio s<2. Finally, we focus on the case of two machines and the exact resulting
values of poa. Speciﬁcally, we use linear programming to derive tight upper and lower bounds
on the poa for speed ratios in the interval (1,2).
These results are very diﬀerent from the situation for the makespan minimization social
goal. For that problem, the pos is 1 for any speed combination. Chumaj and V¨ ocking [2]
showed that the overall poa is Θ(
logm
loglogm)( s e ea l s o[ 3 ] ) .
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203A generic approach to proving NP-hardness of partition type
scheduling and other combinatorial problems
Mikhail Y. Kovalyov (Speaker) ∗ Erwin Pesch †
Let Ek,n be the set of 0-1 matrices x =( xij)w i t hk rows and n columns such that each
column contains at most one element equal to 1. If k =1 ,t h e nE1,n is the set of 0-1 vectors, and
the ﬁrst index in the notation xij will be omitted. Let f(x) be a function deﬁned for x ∈ Ek,n. We
consider unconstrained Partition Type Problems (PTPs), which can be formulated as follows.
PTP-Min(Max): Find x ∈ Ek,n which minimizes (maximizes) f(x).
PTP-UB(LB): Given an upper (lower) bound B,i st h e r ex ∈ Ek,n such that f(x) ≤ (≥)B?
The following known NP-complete problems will be used.
Partition (NP-complete): Given n +1positive integer numbers a1,...,a n and A such that ￿n
j=1 aj =2 A, is there a 0-1 vector x ∈ E1,n such that
￿n
j=1 ajxj = A?
3-Partition (NP-complete in the strong sense): Given n +1=3 ( k +1 )+1positive integer
numbers a1,...,a n and A such that
￿n
j=1aj =( k +1 ) A and A/4 <a j <A / 2 for j ∈ N :=
{1,...,n},i st h e r ea0 - 1m a t r i xx ∈ Ek,n such that
￿n
j=1 ajxij = A for i =1 ,...,k? This
formulation assumes that a partition of the set N into k + 1 subsets, say, X1,...,X k+1,i st o
be found such that
￿
j∈Xl aj = A, l =1 ,...,k. The latter equalities imply
￿
j∈Xk+1 aj = A.
Product Partition (NP-complete in the strong sense): Given n positive integer numbers
a1,...,a n, is there a 0-1 vector x ∈ E1,n such that
￿n
j=1 a
xj
j =
￿n
j=1 a
1−xj
j ?
The novelty of our approach is in the construction method of a PTP instance. Given
an instance of Partition, 3-Partition or Product Partition, we suggest to introduce
aggregate variables A(x) for x ∈ E1,n if k = 1, and aggregate variables A
(x)
i ,i=1 ,...,k, for
x ∈ Ek,n if k ≥ 2 such that A(x) =
￿n
j=1 ajxj in the case of using Partition, A(x) =
￿n
j=1 a
xj
j
in the case of using Product Partition, A
(x)
i =
￿n
j=1 ajxij,i=1 ,...,k, in the case of using
3-Partition. The creative part of our approach is to represent the function f(x)o faP T P
instance as an appropriate function of the aggregate variables. Assume that the creative part
has been done: f(x)=F(A(x))f o rx ∈ E1,n if k =1 ,a n df(x)=F(A
(x)
1 ,...,A
(x)
k )f o rx ∈ Ek,n
if k ≥ 2. To facilitate further presentation, consider only problems PTP-Min and PTP-UB.
A successful application of our approach suggests that the function F(y), where y =
(y1,...,y k)i fk ≥ 2, satisﬁes the following properties. For problem PTP-Min:
(i) F(y) has the unique minimum, denoted as y∗,f o ry ∈ Y ,w h e r eY is such a set that
A(x) ∈ Y for every x ∈ E1,n if k =1 ,a n d( A
(x)
1 ,...,A
(x)
k ) ∈ Y for every x ∈ Ek,n if k ≥ 2;
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204(ii) y∗ = A if the reduction is from Partition, y∗ =
￿￿n
j=1aj if the reduction is from
Product Partition,a n dy∗
i = A, i =1 ,...,k, if the reduction is from 3-Partition.
Note that the value of y∗ is not required to be present in the input.
For problem PTP-UB, F(y) should satisfy properties (i), (ii) and the following properties.
(iii) F(y∗) is computable in polynomial (pseudopolynomial) time of the instance length of
Partition (3-Partition or Product Partition) if the reduction is from Partition
(3-Partition or Product Partition, respectively);
(iv) the binary (unary) length of F(y∗) is upper bounded by a polynomial of the instance
length of Partition (3-Partition or Product Partition) in binary (unary) encoding
if the reduction is from Partition (3-Partition or Product Partition, respectively).
Theorem 1 Let f(x)=F(A(x)) for k =1 ,a n df(x)=F(A
(x)
1 ,...,A
(x)
k ) for k ≥ 2.I ff u n c t i o n
F(y) satisﬁes properties (i) and (ii), and the reduction is from Partition (3-Partition or
Product Partition), then problem PTP-Min is NP-hard in the ordinary sense (respectively,
in the strong sense). If function F(y) satisﬁes properties (i)-(iv), and the reduction is from
Partition (3-Partition or Product Partition), then problem PTP-UB is NP-hard in
the ordinary sense (respectively, in the strong sense).
In practice, F(y) for problems PTP-Min and PTP-UB (problems PTP-Max and PTP-LB)
can be a continuous, convex (respectively, concave) function such that F′
i(yi)=0f o ryi = A,
i =1 ,...,k,w h e r eF′
i is the partial derivative of F in the variable yi.
Our approach will be demonstrated on the following problems. Authors of the original
NP-hardness proofs, if they exist, are given in parentheses.
Scheduling problems:   Pm||
￿
wjCj (for m = 2 Livschits and Roublinetsky; for m ≥ 3
Lageweg and Lenstra)   1|pj = bje−hjt|
￿
wiCi (Janiak and Kovalyov)   P2|pj = bjt|Cmax (NP-
hardness by Kononov, strong NP-hardness is open)   1||
￿
wjC
bj
j (Janiak, Kryziak, Pappis,
Voutsinas)   1|noidle|(max
￿
wjC
bj
j ).
Other combinatorial problems:   Minimum Sum of Squares (Garey and Johnson): Find
a partition of the set N into m subsets X1,...,X m such that
￿m
i=1(
￿
j∈Xi aj)2 is minimized,
where
￿n
j=1 aj = mA.   Minimum Product of Positive Sums in Positive Power: Find a
partition of the set N into m non-empty subsets X1,...,X m such that
￿￿m
i=1(
￿
j∈Xi aj)
￿α(m)
is minimized, where α(m) is a positive function of m,a n d
￿n
j=1aj = mA?   Sum of Aver-
age Squares: Is there a partition of the set N into m non-empty subsets X1,...,X m such
that
￿m
i=1(
￿
j∈Xi aj)2/|Xi|≤B,w h e r e
￿n
j=1aj = mA?   Minimum Half-Product (Badics
and Boros): Find x ∈ E1,n which minimizes f(x)=
￿
1≤i<j≤nbicjxixj −
￿n
j=1djxj.   Min-
Max (Sum) Product Partition (Ng, Barketau, Cheng, Kovalyov): Find x ∈ E1,n which
minimizes f(x)=m a x {
￿n
j=1 a
xj
j ,
￿n
j=1 a
1−xj
j }
￿
f(x)=
￿n
j=1a
xj
j +
￿n
j=1 a
1−xj
j
￿
.   Distance
to Cluster Centroids: Given a supplying center, which is a point b =( b1,...,b r) in the
r-dimensional Euclidean space, and n customers, where customer i is associated with a point
a(i) =( a
(i)
1 ,...,a
(i)
r ), i ∈ N, is there a partition of the customer set into m subsets X1,...,X m,
called clusters, of given cardinalities |Xl| = ql,l=1 ,...,m,
￿m
l=1 ql = n, such that the total
Euclidean distance from the supplying center to the cluster centroids does not exceed a given
threshold B?
205Scheduling coupled unit-time operations
on identical parallel machines
Alix Munier-Kordon ∗ Djamal Rebaine †
1 Introduction
The scheduling problem we are addressing in this paper can be described as follows: Given
are a set J = {1,...,n} of n jobs and a set M = {1,...,m} of m identical parallel machines.
Each job comprises two unit-time operations, each of which can be processed by any of the m
machines. Furthermore, a minimum time delay of value τj must elapse between the completion
time of the ﬁrst operation and the start time of the second operation of job j. We seek a
schedule that minimizes the makespan.
Motivation for the formulated problem comes from real world problems. The one which is
often mentioned in the literature is the single radar application: the two operations correspond
to a pulse transmission and a pulse reception; time delays correspond to the transmission times
and reﬂected times back to the radar. More details on this scheduling problem may be found
in [1, 3, 4]. One may easily generalize this application to m radars.
The above scheduling problem is shown in [5] to be NP-hard in the strong sense even in the
restricted case of one single machine. Therefore, the search for well solvable cases and heuristic
algorithms is well justiﬁed.
This paper is organized as follows. Section 2 presents deﬁnitions and preliminary results
needed for the remaining sections. Section 3 presents a linear time algorithm to solve a special
case of the above problem in which we assume the set of time delays is divided into two distinct
values. In Section 4, we present a heuristic algorithm along with its worst-case analysis.
2 Preliminary results
Lemmas 1 and 2 may be proved with a simple interchange argument.
Lemma 1 There exists an optimal schedule in which the ﬁrst operations are processed ﬁrst
followed by the second operations of the set of all jobs.
∗alix.munier@lip6.fr. Laboratoire LIP6, Universit´ e Pierre et Marie Curie, 4 place Jussieu, 75252, Paris
Cedex 05, France.
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206Lemma 2 There exists an optimal schedule in which the processing of the ﬁrst operations and
then the processing of the second operations on each machine are carried out without an idle
time.
The following result expresses a lower bound on the optimum value of the makespan.
Theorem 3 If wm
opt(I) denotes the optimum makespan for an instance I, then we have that
wm
opt(I) ≥ max
￿￿
2n
m
￿
,
￿￿n
i=1 τi
n
￿
+1+
￿
n
m
￿￿
.
3 A well solvable case with two values of time delays
In this section we exhibit an O(1)-time algorithm to solve a special case of the above problem.
We assume here that the set of time delays is partitioned into two distinct values, say τ1 and
τ2. Therefore, the set of the n jobs consists of n1 and n2 jobs with time delays τ1 and τ2,
respectively. The following results state that the two types of jobs are evenly distributed on the
m machines, and the two operations of each job are processed by the same machine. Therefore,
the problem with m machines may be viewed as a ﬁxed number of single machine problems
each of which is associated with a known number of coupled unit operations of time delays τ1
and τ2.
Lemma 4 There exists an optimal solution in which the ﬁrst (n mod m) machines process ⌈ n
m⌉
ﬁrst (second) operations and the remaining machines process ⌊ n
m⌋ ﬁrst (second) operations of
the n jobs.
Lemma 5 There exists an optimal solution in which the ﬁrst (n1 mod m) machines process
⌈n1
m ⌉ ﬁrst (second) operations and the remaining machines process ⌊n1
m⌋ ﬁrst (second) operations
of the n1 jobs.
Lemma 6 There exists an optimal solution in which (m − n2 mod m) machines process ⌊n2
m ⌋
ﬁrst (second) operations and the remaining machines process ⌈n2
m ⌉ ﬁrst (second) operations of
the n2 jobs.
Theorem 7 There exists an optimal solution in which the ﬁrst and the second operations of a
job are processed by the same machine.
So, depending on the values of n1, n2 and m, we may be left with at most three types of
problems: a single machine with ⌈n1
m⌉ and ⌊n2
m ⌋ coupled unit-time operations, a second single
machine with ⌊n1
m⌋ and ⌈n2
m⌉ coupled unit-time operations, and a third single machine with
either ⌈n1
m⌉ and ⌈n2
m ⌉ or ⌊n1
m⌋ and ⌊n2
m⌋ coupled unit-time operations with time delays τ1 and τ2,
respectively.
The solution to either problems is similar to that of the corresponding two-machine ﬂow-shop
problem, which can be solved in O(1) as discussed in [2].
2074 Approximation approach
In this section, we present the worst-case analysis of the Sorting Algorithm. This algorithm
consists ﬁrst of renaming the jobs in a way that the time delays are such that τ1 ≥ τ2 ≥   ≥τn.
The second step consists of assigning in that order the ﬁrst operations of the n jobs to the ﬁrst
available of the m identical machines. Once this task is completed, the algorithm assigns the
second operations as soon as possible to the m identical parallel machines. The main result we
prove in this section is the following:
Theorem 8 If wm
H(I) and wm
opt(I) denote the makespan produced by the Sorting Algorithm and
the optimal solution, respectively, then we have that:
wm
H(I)
wm
opt(I)
≤
5
4
+
4m
n
.
Moreover, this bound is asymptotically tight.
The tightness is shown by the following instance I. Indeed, consider n =( 2 k +1 ) m jobs
with τi =( 3 k +1 )−⌈i
m⌉ for any i ∈{ 1,...,n}. First operation of every job i ∈{ 1,...,n}
ﬁnishes at time ⌈ i
m⌉ following Sorting Algorithm. Thus, its second operation is available at
time ri =3 k + 1. It follows that wm
H(I)=3 k +1+⌈ n
m⌉ =5 k +2. An optimal schedule may be
built as follows. If ⌈ i
m⌉ is odd, we set the start time of the ﬁrst operation and second operation
of job i to
⌈ i
m⌉+1
2 − 1a n d3 k +2−
⌈ i
m⌉+1
2 , respectively. If ⌈ i
m⌉ is even, then we set the start
time of the ﬁrst and second operation of job i to k +
⌈ i
m⌉
2 and 4k +2−
⌈ i
m⌉
2 , respectively. So,
this schedule produces wm
opt(I)=4 k + 2. Hence,
wm
H(I)
wm
opt(I) = 5k+2
4k+2 → 5
4 as k →∞ .
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208A branch & bound algorithm for job shops with no-wait and
blocking precedence constraints
John J.J. van den Broek (Speaker) ∗ Cor A.J. Hurkens †
1 Introduction
Traditional job shop scheduling problems assume that there are buﬀers with inﬁnite capacity
available. However, in many production processes, like ﬂexible manufacturing systems and
robotic cells, these intermediate buﬀers are not available. Then an operation has to start
immediately after its predecessor operation is completed (no-wait precedence constraint) or
the operation remains on its resource until the successor operation starts (blocking precedence
constraint).
We consider a job shop where every operation j has a processing time pj and requires one
resource Rj from the set R = {R1,...,R r} of resources. We assume buﬀers are not available,
so a precedence constraint between two operations of a job is a no-wait constraint or a blocking
constraint. As a result of these precedence constraints, deadlock situations can occur. In the
case with blocking constraints, deadlocks occur if and only if an operation 1 holds resource R1
while waiting for resource R2 for processing, operation 2 holds R2 while waiting for resource R3,
and so on, to operation k holds Rk while waiting for R1.Aswap is needed whenever there is a
deadlock of two or more operations. Mascis and Pacciarelli [5] consider the cases with swapping
allowed and with swapping not allowed.
Our goal is to assign completion times to operations such that no deadlocks are created and
the makespan is minimized. The completion time in this context is the time the resource is
released, note that this is not necessarily equal to the starting time plus processing time.
An overview of the literature and applications on machine scheduling problems with blocking
and no-wait constraints is given in Hall and Sriskandarajah [3]. The problem can be formulated
as an integer linear programming model as is shown by van den Broek and Hurkens [2]. Solving
this integer program with CPLEX takes too much computation time. Mascis and Pacciarelli [5]
formulate the problem as an alternative graph, which is a generalization of the disjunctive graph
of Roy and Sussman [6]. They also show that several key properties of heuristic procedures do
not hold in the blocking and no-wait cases, while some of the eﬀective ideas used in branch and
bound algorithms can be extended. We present a new branch and bound algorithm using the
alternative graph and the shaving algorithm of Martin and Shmoys [4].
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2092 Branch and bound algorithm
One of the best known heuristics for the traditional job shop problem is the shifting bottleneck
procedure of Adams, Balas and Zawack [1]. This heuristic repeatedly enlarges a consistent
selection in the disjunctive graph of Roy and Sussman [6] by selecting or forbidding all the
arcs in a clique. The shifting bottleneck procedure applied to blocking and/or no-wait job shop
problems results very easily in infeasible selections. Mascis and Pacciarelli [5] present four fast
Greedy algorithms that repeatedly enlarge a consistent selection in the alternative graph and
conclude either with a feasible solution or with a non-consistent selection.
In the branch and bound algorithm we apply two heuristics that always generate a feasible
solution. In both heuristics all operations of a job are added to the system at once, in other
words, we add every job one by one. The ﬁrst heuristic is the shifting chain bottleneck heuristic
a sd e s c r i b e di n[ 2 ] . I nt h i sh e u r i s t i can e wj o b has been added to the system such that the
order on a resource of the operations already in the system is not changed and the makespan is
minimized by solving an integer program. The computation time of the shifting chain bottleneck
procedure is too long to use it in every node of the search tree. Therefore, it is only used to get
a good initial feasible solution for the root node.
In all other nodes of the search tree we use a diﬀerent heuristic that also adds the jobs one
by one. This heuristic immediately determines and ﬁxes the completion times of the operations
added to the system taking into account the completion times of the operations that are already
assigned. So, not only the order of the operations on a resource is ﬁxed, but also the comple-
tion times. The operations that are added to the system are scheduled on their ﬁrst possible
completion time. Most of the time, this heuristic does not provide a very good solution, but
the main advantage is that it always generates a feasible solution.
The branch and bound procedure uses the shaving algorithm introduced by Martin and
Shmoys [4] to determine lower bounds. Therefore the ﬁrst and last possible starting time of
an operation has been deﬁned. The ﬁrst possible starting time has initially been equal to the
release date of an operation and the last possible starting time to some target makespan minus
the tail of the operation. The shaving algorithm assumes for a certain operation j that it starts
at its ﬁrst possible starting time uj. Then the iterated carlier-pinson algorithm is used to try to
prove that no feasible solution exists. If it is proven that no feasible solution exists, we increase
uj with one. The same has been done for the last possible time slot for each operation. This
shaving algorithm is used to tighten the time windows of the operations and to determine a
lower bound. This lower bound is the lowest value of the target makespan for which it is proven
that no solution exists and has been determined by using binary search.
The search strategy we apply in the branch & bound algorithm is depth-ﬁrst. More details
of the branch & bound algorithm and computational results are presented.
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211A Linear-time Approximation Algorithm for the Permutation
Flow Shop Scheduling Problem
David Sotelo and Marcus Poggi ∗
1 Introduction
In the last 40 years, the Permutation Flow Shop Scheduling problem with makespan objective
(PFS) has been extensively studied from theoretical and practical aspects. The best known
up to date approximation algorithm to this Stronly NP-Hard problem is due to Nagarajan
and Sviridenko [3]. They show that a random permutation achieves the performance ratio of
O(
￿
min{n,m}), where n is the number of jobs and m is the number of machines. The corre-
sponding deterministic algorithm is obtained further using the method of pessimistic estimators.
The ﬁrst step on the derandomization process involves ﬁnding a minimum edge-coloring in a
bipartite multigraph. The most eﬃcient algorithms [2] to solve this problem are weakly poly-
nomial time [2] depending on a log factor of the maximum degree of a vertex. Therefore, the
execution time of the deterministic approximation algorithm presented by [3] depends on a log
factor of the maximum job length and maximum machine load what classiﬁes it as a weakly
polynomial time algorithm. The purpose of this work is to present a simple and intuitive de-
terministic 2
√
2n + m-approximation algorithm for PFS which, in the case that n =Θ ( m),
achieves the same approximation guarantee of [3], but in linear time complexity. Although
this is a theoretical result, one should observe that in practice PFS problems with n> >m
or n< <mcan usually be solved to optimality by branch-and-bound methods using simple
combinatorial bounds. The main idea considered here involves the exploration of PFS by a
new perspective related to matrix games and monotone subsequences. The PFS is viewed as
an equivalent and intuitive matrix game problem between two players. In this game, the ﬁrst
player selects a permutation over the columns of an original matrix, giving origin to a new
matrix, and the second player tries to select a sequence of cells in such modiﬁed matrix with
the maximum sum possible. The sequence of cells selected by player two must follow a speciﬁc
property, composing what we call a path. The objective of player one is to ﬁnd a permutation
that turns diﬃcult the task of player two. We argument that this game, with the objective of
acting as player one, is equivalent to PFS. At this point, we introduce a generalization of the
classical problem considered by Erd¨ os and Szekeres [1] in which every sequence element has two
associated weights, one if it is considered in increasing subsequences and other if considered in
decreasing ones, and the objective is to deﬁne a sequence that minimizes the maximum weight
of its increasing or decreasing subsequences. We provide extensions of Erd¨ os-Szekeres Theorem
to the case of weighted sequences.
∗dsilva,poggi@inf.puc-rio.br. Departamento de Inform´ atica. Pontif´ ıcia Universidade Cat´ olica do Rio de
Janeiro, Rua Marquˆ es de S˜ ao Vicente, 225 RDC, CEP 22451-900, RJ, Brasil.
2122 Weighted Sequences
Deﬁnition 1 Let w : S  →ℜ + be a weight function over the elements of sequence S.T h e
weight of a subsequence T =  sϕ1,s ϕ2,...,s ϕl  of S is
l ￿
i=1
w(sϕi).D e n o t eb yTmax the monotone
subsequence of S of maximum weight.
Theorem 1 w(Tmax) ≥
w(S)
2
√
n.
Deﬁnition 2 A double weighted set, denoted by (Γ,α,β) is composed by a set Γ=
{γ1,γ 2,...,γ n}⊂ℜof distinct elements and two weight functions α :Γ →ℜ + and β :Γ →ℜ +.
Deﬁnition 3 Let (Γ,α,β) be a double weighted set. A permutation π : {1,2,...,n}  → Γ
deﬁnes a sequence S =
￿
γπ(1),γ π(2),...,γ π(n)
￿
named a double weighted sequence of (Γ,α,β).
The Minimum Double Weighted Sequence Problem: Let Sα be a maximum weighted
increasing subsequence of S considering α as weight function and C (Sα) its cost. Similarly,
let Sβ be a maximum weighted decreasing subsequence of S considering β as weight function
and C (Sβ) its cost. The cost of S, denoted by C (S), is deﬁned as max{C (Sα),C(Sβ)}.T h e
Minimum Double Weighted Sequence Problem (MDWS) consists of, given a double weighted
set (Γ,α,β), construct a double weighted sequence S⋆ such that C (S⋆) is minimum.
Theorem 2 Let Φ1 be an optimal solution of a MDWS instance
D1 =( Γ 1,α 1,β 1), |Γ1| = n.T h e n ,C(Φ1) ≥
n ￿
i=1
α1(i)/
￿
4
￿
n +
n ￿
i=1
⌈α1(i)/β1(i)⌉
￿
.
3 Lower Bounds for a Matrix Game
Let T ∈ℜ +
m×n be a matrix and T1,T 2,...,T n its columns. A permutation π : {1,2,...,n}  →
{T1,T 2,...,T n} over T deﬁnes a new matrix Tπ,n a m e dpermutated matrix.
Deﬁnition 4 A path, deﬁned over a permutated matrix Tπ, is a sequence P =
 p1,p 2,...,p n+m−1  of distinct cells in Tπ, such that, p1 = tπ
1,1, pn+m−1 = tπ
m,n and pk = tπ
ik,jk
is the successor of pk−1 = tπ
ik−1,jk−1 on P if an only if one of the two relations below is valid:
ik = ik−1 and jk = jk−1 +1or ik = ik−1 +1and jk = jk−1. The weight of P, W(P), is deﬁned
as
n+m−1 ￿
i=1
pi. P is said a maximum weight path if W(P) ≥ W(P′) for every path P′ over Tπ.
3.1 PFS and Matrix Games
The PFS problem can be viewed as a two-person matrix game. Given a matrix T ∈ℜ m×n
with positive elements, player 1 acts ﬁrst, selecting a permutation π over the columns of T that
switches the order between them, giving origin to a new matrix Tπ. Then, player 2 selects
ap a t hP on matrix Tπ. At the end of game, player 1 pays to player 2 the sum of cells on
P. Let us name this game Matrix Minimum Maximum Path Game, denoting it by MMP. The
equivalence between PFS and MMP is clear. A schedule on PFS corresponds to a permutation
213on MMP and the makespan of such schedule is exactly the cost of a maximum path chose by
player 2 given player’s 1 permutation. Therefore, player’s 2 objective of maximize such sum
can be accomplished by an O(nm) dynamic-programming algorithm based on the recursive
makespan deﬁnition presented in section 1 which computes a maximum path over Tπ, i.e, the
makespan of a selected schedule. The cost of a solution π for MMP is denoted by W(Tπ).
3.2 Approximation guarantees of PFS solutions
Consider that player 1 chose a permutation π over original matrix T, giving origin to matrix
Tπ. Assume w.l.o.g. that π =  1,2,...,n .L e t TOPT be the optimal permuted matrix of T
and OPT its corresponding optimal permutation. Construct a double weighted set (Γ,α,β)
as follows: make Γ = {π(1),π(2),...,π(n)} = {1,2,...,n}.L e t α(i)b et h es u mo fa l lPπ
cells over column Tπ
i and β(i)b et h es u mo fa l lAπ cells over the same column. Consider that
(Γ,α,β) was constructed from permutation π, chosen by player 1. Finally, let S⋆ represent an
optimal solution of Minimum Double Weighted Sequence Problem for (Γ,α,β).
Theorem 3
W(Tπ)
W(TOPT) ≤
C(Sπ)
C(S⋆)
As consequence of last theorem it is possible to obtain an upper bound on the approximation
guarantee of a PFS speciﬁc solution π by constructing an equivalent MDWS instance (Γ,α,β).
3.3 The Greedy Avoided Path Algorithm
Finally, the linear time approximation algorithm is presented:
The Greedy Avoided Path Algorithm
1 For each job, Set MaxMachinej as the index of the machine
with the longest operation of job j.
2 Sort the jobs in non-increasing order of MaxMachinej variables.
Theorem 4 Greedy Avoided Path is an 2
√
2n + m-approximation algorithm for PFS and can
be implemented in Θ(nm) time.
The proof of the approximation guarantee follows the properties asserted by Theorem 3. Time
complexity analysis is straightforward once considering that the sorting phase can be done in
linear time.
References
[ 1 ]P .E r d ¨ os and G. Szekeres, A combinatorial problem in geometry, Compositio Math. 2
(1935), 463-470.
[2] A. Schrijver, Combinatorial optimization. Polyhedra and eﬃciency. Algorithms and Com-
binatorics, Springer-Verlag, Berlin, 2003.
[3] V. Nagarajan, M. Sviridenko, Tight Bounds For Permutation Flow Shop Scheduling,I n
Proceedings of IPCO 2008, 154-168.
214Graph Balancing:
A Special Case of Scheduling Unrelated Parallel Machines
Tom´ aˇ s Ebenlendr ∗ Marek Krˇ c´ al (Speaker) † Jiˇ r´ ı Sgall ‡
1 Introduction
Graph balancing. Suppose we are given an undirected multigraph (i.e., there may be multi-
ple edges connecting any two vertices and also loops) with weights on the edges. We are asked
to orient the edges so that the load of each vertex is small, where the load is the sum of the
weights of the incoming edges. More exactly, our objective is to minimize the maximum of the
loads of all vertices. We call this problem Graph Balancing.
It is obvious that Graph Balancing is NP-hard: Already if the graph contains only
two vertices and parallel edges, an exact solution would solve Subset Sum, one of the basic
NP-complete problems.
Thus the main question, and the topic of the talk is: How well is it possible to approximate
Graph Balancing?
Previous work and motivation. Our main motivation is a classical problem of scheduling
with restricted assignment. Keeping the language of graph theory, here, as an input, we are
given a hypergraph with weights on hyperedges, where vertices correspond to machines and
each hyperedge j (i.e. job j)w i t hw e i g h tpj can be oriented towards any of its vertices while
increasing the load of the vertex by pj (i.e. the job can be processed on any of its admissible
machines in time pj). The output is an orientation of hyperedges (i.e. a schedule). The objective
is to minimize the makespan, deﬁned as the maximal load among all vertices i where the load
of a vertex i is the sum of pj over all hyperedges j oriented towards vertex i.
Lenstra et al. [6] gave a beautiful 2-approximation algorithm based on linear programming
that actually applies to even more general problem of scheduling unrelated parallel machines
where diﬀerent weights are assigned to every pair of hyperedge and its vertex. They also proved
that approximating it with ratio better than 1.5 is NP-hard, even for the restricted assignment.
The problem of ﬁnding a better than 2-approximation algorithm (or improving the lower
bound) is one of the most prominent open problems in the area of approximation algorithms
for scheduling [7], it is also covered in textbooks, e.g. [9]. Despite of that and all the research
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215related to this problem, the currently best algorithm has approximation ratio 2− 1/m, see [8].
In particular, for an unbounded number of machines, we have no better than 2-approximation
algorithm; not even in any special case like restricted assignment.
2 Our results.
Our main result is an 1.75-approximation algorithm for Graph Balancing. Similarly as
Lenstra et al. [6], we use an integer programming formulation of the problem and its linear
relaxation as a lower bound on the optimum. However, even in our special case, the integrality
gap of the formulation from [6] is 2, and thus it is not suﬃcient to use their linear program
with perhaps a more careful rounding. We enhance the integer program by introducing new
constraints. This in turn forces us to design the rounding procedure much more carefully. We
note that the integrality gap of our linear program is 1.75. This means that our rounding
procedure is the best possible for our LP, and to improve our algorithm, one would need to ﬁnd
a stronger approximation.
We also prove that it is NP-hard to approximate Graph Balancing with approximation
ratio smaller than 1.5, independently on an earlier published paper by Miyano et al.[3] that con-
tains the same result. This matches the state-of-the-art lower bound for the general problem of
scheduling on unrelated machines. The lower bound of 1.5 from Lenstra et al. [6] for scheduling
of unrelated machines does not apply to our problem, as it uses jobs that can be assigned to
many machines, not only two. Our proof uses a direct reduction from (a variant of) 3-SAT. It
is actually even simpler than the original proof which reduces from 3-dimensional matching [6].
Our results for Graph Balancing are the ﬁrst non-trivial improvement of an approxima-
tion factor for any special case of scheduling on unrelated machines after almost 20 years since
the work of Lenstra et al. [6]. Even though our special case is quite restricted, we ﬁnd the
problem interesting on its own. Also our lower bound shows that the restricted problem is still
hard.
The results from this abstract were presented at SODA’08 [5].
Other related results. This improvement in approximability is in an interesting relation to
a recent development in the area of fair division, namely a restricted version of the so called
Santa Claus problem. This problem is the same as scheduling with restricted assignment, ex-
cept that the objective is to maximize the minimum machine completion time. The recent
loglog(n)/log loglog(n)-approximation algorithm [4] and the 5-estimation algorithm [1] (and
other closely related results such as [2]) are based on the so called conﬁguration linear pro-
gram introduced by Bansal and Sviridenko [4]. This linear program can also be considered for
makespan scheduling. While we know that the integrality gap of the conﬁguration LP is 2 in the
most general case, it still might help in the case of Graph Balancing. It turns out that the
conﬁguration LP is a further strengthening of the linear program used for our approximation
algorithm for Graph Balancing. Thus its integrality gap is at most 1.75—but as far as we
know its integrality gap could be as low as 1.5.
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217An exact method for Scheduling Real World Sports Leagues
Andrei Horbach (Speaker) ∗ Dirk Briskorn †
1 Introduction
Round robin tournaments are a well known class of sports leagues schedules. Several types of
constraints arise from real world leagues, e. g. stadium unavailability, ﬁxed matches, forbidden
matches, minimum number of breaks. If several side constraints are to be considered, determin-
ing a feasible schedule becomes a challenging task. We consider two real world sports leagues:
the First German Handball League and the First Austrian Soccer League, playing mirrored
round robin tournaments and aim at ﬁnding a schedule minimizing the number of violated soft
constraints.
Our method is based on a formulation of the round robin tournament problem (RRTP) as
series of instances of the satisﬁability problem (SAT). We adapt a general-purpose complete SAT
solver for the speciﬁc problem domain of the RRTP with soft constraints and prove eﬃciency
of the approach by optimally solving real-world instances.
Moreover, we generate test instances using our generator, which takes into account factors
inﬂuencing restrictions for real-world sport league schedules. We solve these instances optimally
by the means of our solver.
Many real-world sport league scheduling problems, for which only heuristic methods have
been used, can now be solved exactly in a fast and easy way.
2 Round Robin Tournament Problem with Side Constraints
Exactly n teams play in r rounds. Both n and r are even. Each round Pl consists of (n − 1)
consecutive periods {(l−1)×(n−1),...,l×(n−1)}. The season P is the union of all rounds:
P :=
￿
l=1,...,n
Pl.
Let S be a subset of T × T × P. We say that team i plays against team j at home (away)
in period p according to S if (i,j,p) ∈ S ((j,i,p) ∈ S). Set S is a schedule if according to S
1) each team plays in each period,
2) for each pair of teams, there is exactly one period in each round where they play against
each other,
∗horbach@bwl.uni-kiel.de. Institute of Business Administration, University of Kiel, Olshausenstr. 40, 24098
Kiel, Germany.
†briskorn@bwl.uni-kiel.de. Institute of Business Administration, University of Kiel, Olshausenstr. 40,
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2183) for an odd round l and each team pair {i,j} there is at least one match (i,j)a n do n e
match (j,i) within rounds l and l +1 .
Given a schedule S, we deﬁne a period p, p>1, as a break period of team i,i fi plays at
home in both periods p − 1a n dp,o ri p l a y sa w a yi nb o t hp e r i o d sp − 1a n dp. Given a subset
Pbf of P as a set of break-free periods, schedule S is break consistent with respect to Pbf if
4) no team has more than one break period per round,
5) no period from Pbf is a break period for any team.
Set Pbf usually consists of periods in the beginning and the end of each round.
Usually, the schedule must be mirrored according to some system, i.e. the matches of each
period in any even round l are exactly the matches of some predeﬁned period in round l − 1
with inverted home rights.
Next we deﬁne several additional restriction that can be imposed on S. Some of them can
be involved as hard constraints, the other as soft constraints in a real-live problem formulation.
Various practical sports scheduling problems use diﬀerent combinations of these constraints.
For a subset TM of T × T,c o n s t r a i n ttop games(TM) is deﬁned as:
6) no two pairs of TM play at the same period according to S.
For a pair of teams {i,j} and a period p,c o n s t r a i n tregion({i,j}, p) is deﬁned as:
7) at least one of teams i or j plays away in period p according to S.
This constraint is usually imposed on the schedule for two teams sharing the same stadium.
For a given pair of teams (i,j) and a subset of periods P′ constraint set pair({i,j}, P′)
is deﬁned as:
8) there must be at least one home match i against j in one of the periods from P′.
For a teams i and a period p constraint unavailable stadium(i, p) is deﬁned as:
9) team i plays away in period p.
More details on constraints in real-live sports league scheduling can be found in [1].
3 Reduction to the satisﬁability problem
For each team pair (i,j)a n de a c hp e r i o dp we deﬁne a match variable xijp as follows:
xijp =
￿
true if team i plays at home against j in period p,
false otherwise.
Analogously, we deﬁne for each team i and each period p an auxiliary home location variable
hip indicating if i plays at home in p, and an auxiliary break variable bip indicating if i has a
break in period p. For each soft constraint s we deﬁne a variable vs indicating if the constraint
s is violated.
219Constraints 1) − 3) are transformed into clauses:
￿
j∈T\{i}
(xijp ∨ xjip) i ∈ T,p∈ P
￿
p∈Pl
(xijp ∨ xjip) i,j ∈ T,i = j,l = {1,...,r}
￿
p∈Pl
￿
Pl+1
xijp i,j ∈ V,i  = j, l ∈{ 1,...,r},lis odd
The other constraints are formulated analogously in a straightforward way.
4 Adaption of a SAT solver
We adapt an open-source SAT solver based on the DPLL algorithm. To guarantee that the
number of violated soft constraints does not exceed a given upper bound UB we generate the
following cover clauses:
￿
s∈C
¬vs for each subset C of soft constraints, |C| = UB+1 .
Since their number can be huge, we generate them dynamically, adding them to the clauses
database only if they are needed (are violated or can be used for unit propagation).
The optimal number of the soft constraints is then determined by binary search for the
optimal value of UB.
Moreover, we deﬁne a branching order on variables that leads to a signiﬁcant performance
improvement. We also use several additional valid clauses to speed up the constraint propaga-
tion.
5 Numerical Results and Outlook
We solve optimally sports league problems with up to 22 teams within reasonable runtime. The
scheduling of First German Handball League (18 teams, two rounds, 45 forbidden stadiums, 17
set pairs, break-free periods, top matches) takes e.g. one minute on Core2Duo T7700 2.4 GHz
running under Windows XP. Similar runtimes have been obtained for data sets generated by
our instance generator.
Our solver can be easily extended to accept other types of constraints. It can be used for real
sports scheduling. Our approach is general and can be applied to other combinatorial problems.
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220Scheduling in Coil Coating with Shuttles
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In this work, we solve a real-world optimization task in steel manufacturing, the coating of
steel coils with shuttle coaters. In order to minimize cost resulting from non-productive time, a
complex integrated sequencing, resource allocation and scheduling problem needs to be solved.
For practical use, we provide a fast heuristic regarding all technical details of the produc-
tion environment, where the quality of our solutions is assessed by a relaxed integer program
formulation which we solve by branch-and-price. Our algorithm is being integrated into the
planning software suite of our co-operation partner PSI Business Technology, and is about to
be installed at the steel company Salzgitter Flachstahl AG. There, it yields a 20% reduction
in non-productive time as compared to the previous manual planning process. In addition, our
lower bounds prove that the cost of the solutions computed by our algorithm is within 5–15%
of the optimal cost for typical instances.
Furthermore, we consider the Maximum Weight Independent Set Problem in 2-union graphs,
which is closely related to a subproblem of the planning task. We prove strong NP-hardness
even for the special instances occurring in the application, justifying our heuristic approach for
practice. Last but not least, this graph model yields the central idea for a subroutine in our
heuristic.
Problem formulation. In the considered problem coils, i.e., rolled, very long, thin sheet
metals, of diﬀerent characteristics, as width or height, have to be coated with k layers of coil-
speciﬁc colors. When entering the coating line, a coil is unrolled and stapled to the end of its
predecessor, if necessary with intermediate scrap coils, as we will describe below. So essentially
a never-ending strip of sheet metal is running through the coating line, i.e., basically through k
coaters. A coater consists of one or two tanks holding the required color, which is applied from
the tank to the surface of the coil by a rubber roller. Coaters with two parallel tanks are called
shuttle coaters. The coil coating line at Salzgitter is equipped with three shuttle coaters and
one classical coater.
The advantage of shuttle coaters is twofold: The shuttle can be used to switch between two
diﬀerent coatings on the same coater at (essentially) no setup cost; or alternatively, the unused
tank can be set up already while coating is performed from the other tank in the meantime.
This possibility of setting up a coater during production is called concurrent setup.I ti so fk e y
importance for the whole problem.
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221Non-productive time in between coils may ensue during production for various reasons:
Depending on the order of the coils and the usage of the shuttle coaters, setup work must be
performed. To satisfy certain technical restrictions, intermediate scrap coils of diﬀerent lengths
are required. Finally, sample runs need to be conducted at certain points in the sequence. We
refer to all of the above as setup, which may (or may not) entail an increase of the time needed
to coat the given set of coils. If performing certain setup work on an idle tank while processing
an actual coil, then setup does not increase the total non-productive time. We refer to the
actual non-productive time as cost.
Let us assume [n]: ={1,...,n} is the set of coils to be coated. A plan for the coil coating
process consists of the following three parts:
  a sequence π ∈ Πn, i.e., a permutation stating the the processing order of the coils,
  a tank assignment T stating for each coil from which tank it is run for each shuttle coater,
  a schedule S assigning the scarce work resource to all setup tasks, such that setup work
is never performed in parallel in the whole coil coating line.
The optimization goal is to determine a coil coating plan (π,T,S) minimizing the makespan,
i.e., the completion time of the last coil in the sequence π. The makespan decomposes into the
total runtime of the actual coils and the total cost, incurred by some setup. The set of necessary
setup work is completely determined by the coil order π and the tank assignment T.
We classify every setup either as local or global setup. By a local setup, we refer to a setup
depending only on a pair of consecutive coils in the sequence π, whereas a global setup depends
on consecutive coils run on the same tank, and thus may depend on the whole subsequence up
to its occurrence. In particular this last point constitutes the main diﬃculty of the problem.
Note that, even if restricting to only local setup, the sequencing problem is still inapproximable,
as it is equivalent to the asymmetric Traveling Salesman Problem with arbitrary edge cost [3].
Relation to 2-union graphs. Considering the tank assignment problem for ﬁxed coil se-
quences π, already simple examples show, that local assignment rules are suboptimal. Thus,
aiming for optimal solutions, we cannot avoid considering the whole sequence at once. We
develop a representation of π and all possible tank assignments with feasible concurrent setup
schedules (T,S) as a 2-union graph.
Ag r a p hG =( V,E) is called a 2-union graph [2], if its nodes v ∈ V can be associated
with axis-parallel rectangles Rv positioned in the plane, such that (v,w) ∈ E if and only if the
projections of Rv and Rw on one of the coordinate axes intersect.
In our model, the ﬁrst dimension of the rectangles represents subsequences of coils which
are run on the same tank on a coater, and the second dimension is the time interval where the
scarce work resource is assumed to perform concurrent setup work. We weight the intervals
according to their reduction in cost, achieved by the corresponding tank assignment and the
concurrent setup work performed, compared to processing all coils on the same tank without
performing concurrent setup work.
An optimal pair (T,S) will correspond exactly to a Maximum Weight Independent Set
(MWIS) in the corresponding graph. The MWIS problem is APX-hard for 2-union graphs [2],
and we show, that it is still strongly NP-hard on 2-union graphs of the special structure resulting
222from our model. Still, we describe a dynamic programming approach which is ﬁxed-parameter
tractable in the number of coaters k.
Practical planning algorithm. Our heuristic is based on a classical genetic algorithm ap-
proach for generating sequences π ∈ Πn (see [1] for a general overview, and [4] for a recent
successful application to a diﬀerent production sequencing problem), exploiting our special cost
structure for choosing the initial population. Integrated in this algorithm, we use another
heuristic for assigning the tanks, based on the insights of the problem we gained by our 2-union
graph model.
For assessing the quality of heuristic solutions, we compute an instance-dependent lower
bound on the optimal makespan, when a certain local tank assignment rule is used. Obtaining
good lower bounds is strongly related to devising good relaxations of the problem at hand.
Ignoring the need for setups altogether we obtain the trivial lower bound as the sum of processing
times of all coils. A more elaborate idea is to relax the complicating global setup costs only.
In fact, this reduces the coil coating problem to determining an optimal sequence with respect
to local setup costs—which can be formulated as a (small) asymmetric Traveling Salesman
Problem.
As we stressed several times, global setup cost for a coil j depends—in the extreme case—on
the entire solution, in particular on the entire tank assignment, prior to running coil j.O u r
relaxation now limits this dependency in limiting the number of coils which are considered when
computing global setup cost, i.e., we “don’t look back too far.” More precisely, we concatenate
subsequences containing a constant number of coils for which we exactly compute the global
cost. In between subsequences we only consider local setup cost. By means of an integer
linear program, which we solve with branch-and-price, we ﬁnd a cheapest such concatenation
among all possible combinations. The relaxed cost of this solutions yields a lower bound on the
minimum cost of the original problem.
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223Improving the performance of elevator systems using exact
reoptimization algorithms∗
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Introduction The control of passenger elevators in a building is one of the prime examples of
an online optimization problem. A suitable control should achieve small average and maximal
waiting and travel times for the passengers. The waiting time and the travel time of a passenger
is the time span between the release of the call and the arrival of the serving elevator at the
start ﬂoor and destination ﬂoor, respectively.
In a conventional system, a passenger enters his desired travel direction using up/down
buttons. In such a system, there is not only uncertainty about future passengers (the online
aspect), but also uncertainty about the destination ﬂoors of the passengers waiting at a ﬂoor.
This additional lack of information severely limits the optimization that can be performed. Some
elevator companies therefore introduced destination (hall) call systems, where a passenger enters
the destination ﬂoor. Such a destination call system provides more information earlier, which
should allow to improve the performance of the system.
To the best of our knowledge, we propose the ﬁrst exact reoptimization algorithm for schedul-
ing a group of elevators. We use this algorithm to assess the relative performance of two kinds
of destination call systems. In the immediate assignment system, the elevator control signals the
serving elevator immediately after a call has been received. Henceforth, it has to ensure that
the signalled elevator arrives at the start ﬂoor of the call and stops at the requested destination
ﬂoor. All implemented systems that we know of are of this type. In a delayed assignment system,
the elevator control can defer the decision which elevator serves a call until some time before
the elevator arrives at the ﬂoor. It then signals the destination ﬂoors served by the elevator,
thus selecting the corresponding passengers. Clearly, a delayed assignment system oﬀers more
potential for improving performance.
Related work Although there is much literature on elevator control algorithms, there is
not much work on destination call systems yet. Gloss [3] introduced the idea of destination
call systems, but found that computing power was insuﬃcient to even schedule a single elevator
optimally. Seckinger [4] reinvestigated the problem for a single elevator and proposed an exact
algorithm for a single elevator that frequently obtained optimal solutions in less than a second.
Tanaka et al. [5] propose a sophisticated Branch&Bound algorithm for controlling a single eleva-
tor, being fast enough for simulations. Both Seckinger and Tanaka et al. report that destination
call systems achieve lower waiting and travel times than conventional systems.
∗Supported by the DFG Research Center Matheon Mathematics for key technologies in Berlin.
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224Reoptimization algorithm and computational results A schedule for an elevator is a
sequence of stops, where each stop describes the corresponding ﬂoor and the destination calls
picked up at that ﬂoor. To be feasible, the schedule has to contain stops at the destination ﬂoors
of the destination calls picked up before. Moreover, passengers must not be transported in the
wrong direction. Using estimates for the times needed to travel between ﬂoors, the arrival times
at each stop in the schedule can be computed, allowing to estimate the waiting and travel times
of the destination hall calls. The cost of a schedule are given by the weighted sum of the squared
waiting and travel times. We chose this objective to avoid long waiting and travel times.
A feasible dispatch for a group of elevators consists of a schedule for each elevator such that
each destination call is picked up by exactly one elevator. We compute an optimal feasible
dispatch by solving a set partitioning problem, which is a standard technique for vehicle routing
problems. In order to solve the Linear Programming relaxation of the set partitioning problem,
we solve the pricing problem using a Branch&Bound algorithm that computes lower bounds
on the waiting and travel times and thus on the reduced cost of a schedule. The lower bound
computation takes into account stops that may be necessary to avoid reversing the direction
while passengers are loaded. Once our pricing algorithm does not ﬁnd improving schedules, we
solve the Integer Program consisting of the schedules found in pricing to optimality to compute
a dispatch. Our reoptimization algorithm computes a new optimal dispatch each time some new
information becomes known, based on the available information. In an immediate assignment
system it may be advantageous to reorganize schedules in order to accommodate the new call.
We evaluated our algorithm using simulation. In the simulation we assumed that passengers
enter the cabin in ﬁrst-come-ﬁrst-served manner. We consider a building with an elevator group
of four elevators serving 16 ﬂoors. The passenger data used in our experiments came from the
software tool Elevate [2]. We look at four templates deﬁned by Elevate that represent diﬀerent
traﬃc patterns. These mimic the typical traﬃc situations in an oﬃce building. In the morning,
passengers enter the building from the ground ﬂoor, causing up-peak traﬃc (U). Then there is
some interﬂoor traﬃc (I) between the ﬂoors. During lunch traﬃc (L), people leave and reenter
the building via the ground ﬂoor. Finally, there is down-peak traﬃc (D) when people leave the
building in the afternoon. The simulation ran on ten realizations of each of the traﬃc patterns.
First we have a look at the computation times needed to solve the reoptimization problems
and the quality of the solution obtained (see Table 1). Note that since we only use the schedules
from solving the LP relaxation we do not necessarily ﬁnd an optimal dispatch. This approach
seems justiﬁed since the average integrality gap between the cost of the resulting dispatch and
immediate assignment delayed assignment
avg gap max gap avg time max time avg gap max gap avg time max time
U 2.9% 59.6% 0.17 s 1.76 s 0.0% 1.0% 0.61 s 139.44 s
I 1.0% 33.7% 0.12 s 0.17 s 0.0% 3.0% 0.11 s 0.17 s
L 1.0% 40.7% 0.17 s 0.30 s 0.0% 6.1% 0.15 s 4.49 s
D 1.0% 37.5% 0.16 s 0.35 s 0.0% 4.2% 0.16 s 1.55 s
Table 1: Evaluation of the performance of our exact reoptimization algorithm, both for immedi-
ate and delayed assignment systems. Shown are the average and maximum integrality gap and
the average and maximum computation times for each reoptimization problem.
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Figure 1: Simulation results for a group of four elevators in a 16-ﬂoor building.
the optimal cost of the LP is small. Moreover, most of the snapshot problems are solved well
within one second.
To measure the quality of service achieved by our control algorithm we look at the 50%,
75%, 90%, and 100% quantiles of the travel times. We compare three kinds of systems: The
conventional system with up/down buttons is represented by the algorithm CGC [1] that is
designed to perform well in most traﬃc situations. The immediate assignment system and the
delayed assignment systems are represented by algorithm ER-i and ER-d, respectively, which
is our exact reoptimization algorithm applied to the corresponding system. From the quantiles
plotted in Figure 1 it is evident that ER-i outperforms CGC, with the exception of the 50%-
quantiles for interﬂoor and lunch traﬃc. ER-d outperforms both CGC and ER-i on all quantiles.
Conclusion Our simulation results indicate that destination call systems are superior to
conventional ones and that rigorous optimization algorithms can exploit their potential. Delayed
assignment systems oﬀer more potential than immediate assignment systems and it will be
interesting to see whether such systems can be realized. The runtime of our algorithm may still
be impractically long, but it may serve as the basis for faster algorithms.
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226Scheduling a large datacenter
Monika Henzinger∗ Ana Radovanovich† Cliﬀord Stein (speaker) ‡
Many companies now manage large datacenters. These datacenters must handle a wide
variety of computational tasks, with widely varying computational proﬁles, requirements, and
objectives. Consider for example a large Internet company, such as Google, Yahoo, or Microsoft.
Their computational requirements include:
￿ running a large email service,
￿ a search engine,
￿ multiple types of advertising, including query-based and property-based advertising,
￿ maps and directions,
￿ development,
￿ research,
￿ corporate functions,
￿ bookkeeping,
and many other functions.
In order to service all these functions, a company maintains a data center or centers on
which many applications (and many copies of the applications) which support these and other
services run.
For a company that provides real-time computing (e.g. Internet retail, Google, yahoo,
etc.), the management of a datacenter is crucial. A datacenter may handle a wide variety of
computational tasks, and may be one of the largest expenses for a company, from money spent
on hardware, maintainance, and power.
Eﬃciently managing the resources of a datacenter is a complex problem, and an important
component of this problem is scheduling. Fundamentally, each job that runs must be assigned
to some machine(s), and the algorithm to make such an assignment is a scheduling algorithm.
We worked on the datacenter scheduling problem for Google. We considered the real data-
centers being managed by Google and tried to achieve better utilization. Our overall goal was
to identify the fundamental scheduling problems (separate from other systems issues such as re-
dundancy, resiliency, user preferences for machines, hardware particularities, etc.) model them,
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227evaluate the current performance, test new algorithms, and ultimately suggest new algorithms
(or conclude that we cannot improve on existing ones). This talk will report on our progress
and results from this project. We will show how modelling, algorithm design, engineering and
evaluation lead to a better scheduling algorithm for a large-scale system. The application is
signiﬁcant due to its large size; it is safe to guess that Google has one of the larger computing
environments in the world.
The ﬁrst technical challenge was to understand the current scheduling environment. To that
end, we built a high level model of the Google scheduling environment. We will report on all
the details of that model in some detail. As with any real system, there may be a large number
of details; the key to designing an environment in which to do algorithm testing is to extract
the important features; those which are the main determinants of the system performance.
At the highest level, each job has requirements for CPU, ram and disk. Each job, when it
arrives, gives an estimate of how much of each resources it needs; these estimates are used by a
scheduling algorithm. The algorithm needs to make a decision quickly and needs to minimize
preemptions, as each preemption comes with an overhead.
We considered many diﬀerent algorithms. The algorithms were of ﬁve diﬀerent types
￿ a load balancing algorithm
￿ ﬁrst ﬁt
￿ best ﬁt
￿ sum of squares
￿ random placement
These algorithms are all typically designed for bin-packing applications where we have one
resource. We extend these algorithms to deal with the case of multiple resources (ram, CPU,
disk). For each of the algorithms, we discuss several ways to extend each algorithm to multiple
resources. We will describe the diﬀerent extensions we tried and the experimental results about
how they performed.
The next challenge is how to evaluate diﬀerent algorithms. Suppose that you have data
for how a datacenter scheduled a set of jobs on a given day and now want to try a diﬀerent
algorithm. If a datacenter is seriously underloaded, then almost any algorithm will perform
well and distinguishing between algorithms is diﬃcult. If a datacenter is seriously overloaded,
then it is hard to recover the data on the jobs that didn’t run and it therefore also hard to
do meaningful tests. Thus, we needed to create environments in which we could distinguish
between algorithms. We will report on our methodology, which involved randomly deleting
machines and simulating performance in order to study how each algorithm performed with
varying numbers of machines (which is roughly equivalent to simulating varying numbers of
jobs.
228Model and Algorithm for a Vehicle Scheduling Problem with
Refueling
J´ anos Balogh∗,J ´ ozsef B´ ek´ esi∗,G ´ abor Galambos∗,a n dM i k l ´ os Kr´ esz∗
1 Introduction
Vehicle scheduling problem consists of scheduling a ﬂeet of vehicles to cover a set of tasks at
minimum cost. The tasks are given by prescribed time intervals and vehicles are supplied by
diﬀerent depots. The problem is to minimize the number of vehicles used. There are several
mathematical models for this problem. The most widely used ones are when the problem
is formulated as an integer multi commodity network ﬂow model. In this model the optimal
schedule is computed by solving a linear integer programming problem. The disadvantage of this
model that it is not easy to handle speciﬁc restrictions coming from real word applications, for
example vehicle refueling requirements. In this paper we present a model for this variant of the
problem combined with vehicle assignment. This model also leads to an integer programming
problem. We present our experiences and results on the application of these techniques to the
real life problem given by the Szeged local bus company.
2 MDVSP models
Vehicle scheduling is an important daily task of the transportation companies. Now we are
presenting some existing mathematical models for handling this problem. The most frequently
used model for the vehicle scheduling is the so called MDVSP model. It was clearly deﬁned by
Bodin et al. [3] and was shown to be NP hard by Bertossi et al. [2] The model represents the
most important components of the real world problem. Our terminology follows the terminology
used by L¨ obel [6]. The solution techniques for the MDVSP problem transform the task to
a multicommodity ﬂow minimization problem and solve it as an IP problem. The diﬀerence
between them is the construction method of the basis network. The models are called connection
based and time space network models. There exist other formulations as well, for example set
covering formulation, but we do not deal with this here.
The connection-based multicommodity network ﬂow model.
This model has been widely used to solve the problem and a lot of research has been focused
on this technique. Researchers mainly dealt with the improvement of the solution methods
for the IP problem and with diﬀerent formulations. Some approaches are based on heuristic
∗{balogh,bekesi,galambos}@jgypk.u-szeged.hu. Informatics’ Applications Department, Gyula Juh´ asz Fac-
ulty of Education, University of Szeged, H-6701 Szeged, POB 396, Hungary
229methods (see L¨ obel [6], Dell’Amico, Fischetti, and Toth [4]), others deal with exact algorithms
(see e.g.  L¨ obel [7]). Several heuristic approaches are investigated and compared by Pepin et al.
T h et i m e - s p a c en e t w o r km o d e l .
This model has been developed by Kliewer at al. [5] and it enables us to solve MDVSP prob 
lems with practical sizes. The main disadvantage of the connection based model, that usually
the number of edges representing deadhead trips is extremely high. This is because there are a
lot of theoretically possible deadheads. In the ﬁnal solution we use only a small percent of them,
but it is not possible to leave any of them, because in this case we can loose the optimality of the
solution. To overcome on this problem, Kliewer et al. introduced the time space network model.
3 The new vehicle assignment model
The main problem with the above mentioned vehicle assignment models is that they classify
only the given timetabled trips to several sets in an optimal way using the given cost function.
But in practice the transportation companies usually require more. They need to order real
vehicles to the trip sets and these vehicles have some extra characteristics. For example
they should be reﬁlled after some running distance. Most of the existing MDVSP models
do not support this kind of restrictions. These models support only the composition of
the trips in the vehicle schedules, but they are not able to take into consideration other
restrictions. Even the length of the schedules can not be easily restricted, and adding more
complicated conditions to these models on the trip sets seems to be impossible. To our knowl 
edge only a few papers deal with this problem and they are mainly based on heuristics, see
for example [1] or [9]. To avoid this problem we have developed a new vehicle assignment model.
Computational results.
We implemented our method and tested on the real world data received from Szeged local
bus company. To get the optimal theoretical schedules, we applied the time space network
model introduced in Section 2. So we implemented the following modules:
￿ Input output module for reading and writing data
￿ A time space network based MDVSP optimizer
￿ A vehicle assignment module, based on our algorithm
We received input data from Szeged local bus company. The database of the largest
timetable contains:
￿ 2700 trips,
￿ 4 vehicle types and one physical depot,
￿ 120 vehicles.
For solving the models, we included the MIP solver SYMPHONY 5.1.7 in the modules. Our
model has a very good behavior, because the IP problem can be solved extremely quickly, even
in the case of large number of variables.
2304 Conclusions
In this paper we have presented a new vehicle assignment model combined with refueling. The
problem is originated from a real world application. The model uses the results of classical
MDVSP method. We tested our algorithm and model on real world data supplied by a
transportation company. A new software module is also developed, which can be used in
practice. Unfortunately if the vehicle resources of the company does not ﬁt to the structure of
the output coming from the MDVSP solver, the model can give an infeasible problem. This
can happen for example if the MDVSP schedules has no enough free time for reﬁlling. In this
case the original schedules should be modiﬁed. It is an interesting open question, whether
there are such IP models for vehicle scheduling, which are able to handle schedule restrictions
better.
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231How to price parallel machines to maximize the revenue
Alexander Grigoriev ∗ Alexander Kononov (Speaker) †
1 When scheduling meet pricing
We consider the following problem where decisions on scheduling and pricing should be made
simultaneously. The input to the problem consists of n jobs and m machines. Each job j is
associated with a release time rj, a deadline dj, a processing time pij deﬁned for each machine i,
and a per-time-unit budget bij that job j can aﬀord to access machine i. The scheduler’s task is
twofold: (i) to determine per-time-unit price πi for each machine i; (ii) to ﬁnd a non-preemptive
schedule of the jobs. If job j is scheduled on machine i, deadline dj is met, and the access price
for the job is aﬀordable, i.e. πi ≤ bij, then the job has to pay the scheduler the total access
price πipij. The goal of the scheduler is to determine the prices and to schedule the jobs such
that the total revenue is maximized.
Despite the fact that many special cases and versions of the problem were already addressed,
to the best of our knowledge, the problem itself was not studied before. The most known related
scheduling problem is the throughput maximization problem, see e.g. Bar-Noy et al [2], where
instead of deciding on prices, job weights are given, and the scheduler has to maximize the
total weight of in-time scheduled jobs. The most known problem dealing with similar pricing
decision is the highway problem; see e.g. Guruswami et al [3]. In the latter problem instead of
pricing the machines, the scheduler has to price time-units. For each job an execution interval
is given, and if the total cost over the respective interval is aﬀordable, the job has to pay this
cost to the scheduler. Again, the scheduler’s goal is to maximize her revenue.
Both related problems are known to be computationally intractable and the diﬃculty of the
problems comes from the hardness of unrelated machines scheduling/pricing with jobs having
varying release dates, deadlines and budgets. Therefore, as the ﬁrst step to tackle the mixed
(scheduling and pricing) problem we decided to consider the special case where all machines
are identical, all jobs have common release date rj = 0, common deadline dj = D,a n dm a c h i n e
independent budgets bij = bj. For this special case, we prove that the problem is MAX SNP-
hard. Next, we design polynomial time approximation algorithms for the problem.
∗a.grigoriev@ke.unimaas.nl. Department of Quantitative Economics, Maastricht University, P.O.Box 616,
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2322 Approximations for the problem with common deadline
Consider the problem on identical parallel machines with all jobs released at time 0 (rj =0 ) ,
having unit processing times (pj = 1), common deadlines D (dj = D), and machine independent
budgets (bij = bj). We assume that jobs are arranged in non-increasing order of their budgets.
Let B = {b1,...,b k} be the set of distinct budgets, and xℓ be the number of jobs whose budgets
are at least bℓ.A sb1 >b 2 > ···>b k−1 >b k, it follows that x1 <x 2 < ···<x k−1 <x k. Clearly,
in an optimal solution, per-time-unit price πi for machine i is equal to the minimal budget over
the jobs assigned to machine i, for otherwise we can rise the price increasing the total revenue.
We solve the problem using the following dynamic programming algorithm. Let F(i,ℓ,j)
be the maximum total revenue obtained from j jobs scheduled on i machines, given that bℓ ∈ B
is the cheapest price on these machines. The following recursive formulas deﬁne the dynamic
program. For all 1 ≤ ℓ ≤ k and 1 ≤ j ≤ n,w eh a v e
F(1,ℓ,j)=bℓ min{j,xℓ,D}, (1)
and for all 2 ≤ i ≤ m, 1 ≤ ℓ ≤ k,a n d1≤ j ≤ n,
F(i,ℓ,j)= m a x
ℓ′≤ℓ;j′≤j
￿
F(i − 1,ℓ ′,j′)+bℓ min{j − j′,x ℓ − j′,D}
￿
. (2)
It is easy to see that the presented dynamic program runs in O(mk2n2)t i m ea n dc a nb ee v e n
speeded up to O(mk2n).
Now, we turn to the problem with arbitrary processing times. Let us modify the instance
of the problem substituting each job j by pj unit time jobs. For the modiﬁed instance with
P =
￿n
j=1 pj unit time jobs, we solve the problem by the above dynamic problem. Let OPT
be the maximum revenue in the modiﬁed instance which is, clearly, the upper bound on the
maximum revenue in the original instance. Next, we resurrect the original instance by gluing
unit parts of the original jobs. In the obtained schedule, at most m jobs are interrupted. Let
us schedule each interrupted job j on a “new” machine with price bj. The new schedule uses
at most 2m machines and has a total revenue at least OPT.C h o o s i n g m machines with the
maximal revenues, we obtain a feasible solution to the original problem with value at least
OPT/2.
The described algorithm is only pseudopolynomial as it runs in O(mn2P2) time. Using
standard scaling arguments we can derive a 1/(2 + ε)-approximation algorithm running in
O(mn2(1/ε)2)t i m ef o raﬁ x e dε>0.
3 Approximations for the problem without any deadline
Assume that in the setting of the previous section D = ∞. Then, even for the case with
machine dependent budgets bij, we can construct an LP-based polynomial time randomized
approximation algorithm with performance guarantee (1− e−1) > 0.63. This becomes possible
since the problem is a slight generalization of the max-buying pricing problem with no-price-
ladder introduced in Aggarwal et al [1] (actually, the problems are equivalent if all jobs have
unit processing times). The following integer program models our scheduling/pricing problem.
Maximize:
￿
π∈B
￿n
j=1 πpjyjπ (3)
233subject to:
￿
π∈B xiπ =1 i ∈{ 1,...,m};( 4 )
yjπ ≤
￿
i:πpj≤bij xiπ j ∈{ 1,...,n},π∈ B;( 5 )
￿
π∈B yjp ≤ 1 j ∈{ 1,...,n};( 6 )
xiπ ∈{ 0,1} i ∈{ 1,...,m},π∈ B;( 7 )
yjπ ∈{ 0,1} j ∈{ 1,...,n},π∈ B. (8)
Here, xiπ takes value one if price π is assigned to machine i,a n dyjπ takes value one if the
contribution of job j to the total revenue is pjπ.
Consider an optimal fractional solution (xLP,yLP) to the linear relaxation of this program.
We round this fractional solution to an integer one by assigning price π to machine i with
probability xLP
iπ . To prove that the expected value of the rounded solution is at least (1− e−1)
times the optimal fractional solution, we follow the line of the proof of Aggarwal et al [1].
Finally, we present several possible directions to tackle the problem with machine dependent
processing times (unrelated parallel machine scheduling).
References
[1] G. Aggarwal, T. Feder, R. Motwani and A. Zhu (2004). Algorithms for Multi-
Product Pricing. In Proc. 31st International Colloq. Automata, Languages and Program-
ming, Vol. 3142 of Lecture Notes in Computer Science, Springer, pp. 72-83.
[2] A. Bar-Noy A., S. Guha, J. Naor and B. Schieber (2001). Approximating the
throughput of multiple machines in real-time scheduling. SIAM J. Comput., Vol. 31, No. 2,
pp. 331–352.
[3] V. Guruswami, J. D. Hartline, A. R. Karlin, D. Kempe, C. Kenyon, and F. Mc-
Sherry (2005). On proﬁt-maximizing envy-free pricing. Proc. 16th Annual ACM-SIAM
Symposium on Discrete Algorithms, ACM-SIAM, 2005, pp. 1164–1173.
234Tight bounds for break minimization in tournament scheduling ∗
Andries E. Brouwer † Gerhard Post ‡ Gerhard J. Woeginger §
1 Introduction
A central problem in sports scheduling is the planning of round robin tournaments where an
(even) number n of teams plays n − 1 rounds of matches in which they meet all other teams
exactly once; every round consists of n/2 matches. Tournament planning is often done in two
phases. The ﬁrst planning phase ﬁxes the n/2 matches in every round, and thus generates a so 
called opponent schedule; Table 1 shows the example of an opponent schedule for n =1 6t e a m s .
The second planning phase decides the location for every match in the opponent schedule, the
home-away assignment: Which team will play at home, and which team will play away? If a
team must play two consecutive matches away or two consecutive matches at home, the team
incurs a so called break. In general, breaks are considered undesirable events, and one planning
objective is to keep their total number small. For more information, we refer the reader to the
paper [2] by De Werra (who started the mathematical treatment of the area) and the survey
paper [4] by Rasmussen and Trick (who nicely summarize the current state of the area).
2R e s u l t s
Post and Woeginger [3] studied the break minimization problem that arises in the second plan 
ning phase: For a given opponent schedule, ﬁnd a home away assignment with the smallest
possible number of breaks.
Theorem 1 (Post and Woeginger [3])
Every opponent schedule for n teams has a home-away assignment with at most 1
4n(n − 2)
breaks.
In most opponent schedules there exists a home away assignment with fewer breaks. For
example, the so called canonical factorisation ([2]) yields for each (even) n an opponent schedule
with n − 2 breaks, the theoretical minimum.
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235123456789 1 0 1 1 1 2 1 3 1 4 1 5
1 2 7 4 9 6 11 8 13 10 15 12 3 14 5 16
2 1 4 3 6 5 8 7 10 9 12 11 14 13 16 15
3 41 5 2 51 01 31 61 1 6 71 4 11 2 9 8
4 3 2 1 10 9 16 15 6 5 14 13 12 11 8 7
5 61 11 0 3 2 71 21 5 41 3 8 91 6 11 4
6 5 10 9 2 1 12 11 4 3 8 7 16 15 14 13
7 8 1 16 13 12 5 2 9 14 3 6 15 10 11 4
8 7 1 6 1 5 1 2 1 121 1 4 1 365 1 0943
9 1 0 1 3614 1 5 1 472 1 1 1 6583 1 2
10 9 6 5 4 3 14 13 2 1 16 15 8 7 12 11
11 1 25 1 4 1 58163 1 692 1 347 1 0
12 1 1 1 4 1 38765 1 6 1 52143 1 09
13 1 49 1 27 1 63 1 01854 1 12 1 56
14 13 12 11 16 15 10 9 8 7 4 3 2 1 6 5
15 1 638 1 1 1 4945 1 21 1 076 1 32
16 15 8 7 14 13 4 3 12 11 10 9 6 5 2 1
Table 1: An opponent schedule for 16 teams.
In this talk we will demonstrate that the simple bound in Theorem 1 is in fact best possible
for inﬁnitely many values of n. This is formulated in Theorem 2.
Theorem 2 (Brouwer, Post and Woeginger [1])
For n =2 m teams with m ≥ 1, there exists an opponent schedule for which every home-away
assignment contains at least 1
4n(n − 2) breaks.
The proof of Theorem 2 is constructive, using the Galois ﬁelds of characteristic 2. Essential
in the construction is the fact that the non zero elements in Galois ﬁelds form a cyclic group.
For n = 16 the construction yields an opponent schedule (see 1) for which every home away
assigment contains at least 56 breaks.
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236Scheduling in a complex setting ∗
Cyriel Rutten †
1 Introduction
In production planning one would like to determine which products should be produced by
which machines, in what quantities and at what moments in time. Given is a set of machines
M ≡{ 1,..m}, a set of products N ≡{ 1,...n} and a set of (customer) orders Ω ≡{ 1,...ω}.A n
order k ∈ Ω consists of a requested product i ∈ N, the requested amount qk > 0 of product i
and a due date within the ﬁnite planning horizon. We consider an oﬄine setting, i.e., all orders
are known at the start of the planning horizon. The objective is to minimize costs (maximize
proﬁts) provided that all orders are met without backlogging, i.e., minimize total costs such
that all orders are met in time at their due date. Feasibility of the production schedule, that
is, meet all orders without backlogging, is given superior priority over minimizing costs.
Machines are single level, i.e., machines are modelled as if being stand alone units, not
depending on the history or state of any other machine. Furthermore, we assume uniform
parallel machines, that is, machines have positive processing speeds si > 0∀i ∈ M and each
product has a given positive processing requirement pj > 0∀j ∈ N per unit product; the
processing time to produce one unit of product i by machine j equals pij = pj/si.C o s t sc o n s i s t
of production costs, holding costs and setup costs. Production costs for producing product
i ∈ N on machine j ∈ M may depend on product i as well as on machine j. Holding costs
solely depend on the product. Setup costs are assumed to be sequence depending, i.e., whenever
a changeover from producing product i1 to producing product i2  = i1 on machine j occurs, the
associated costs depend on the products i1 and i2 as well as on machine j. Moreover, we might
experience sequence depending setup times as well, e.g. due to changing settings and cleaning
of the machine. Finally, we note that pre-emption is allowed.
To deal with the problem described above, one has to take care of scheduling and lotsiz-
ing aspects simultaneously. We will refer to the problem as the simultaneous Lotsizing and
Scheduling Problem on Parallel Machines with Sequence Depending Setups (LSPPMSDS). We
will present a heuristic procedure to solve the LSPPMSDS.
As many products, several machines and lots of orders are involved and since scheduling
and lotsizing need to happen simultaneously, LSPPMSDS is highly complex. However, due
to its generality the problem is widely recognizable and applicable within many industries.
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237Unfortunately, there is only a limited amount of research available which deals with the problem
in its full generality. The underlying basic ideas of the model which is being developed are based
on the work of Herbert Meyr (2000). We have extended the setting to multiple production lines
under the assumption of uniform parallelity. Furthermore, some additional features, e.g. safety
stock, have been introduced. We have introduced a presolver to the main algorithm to obtain
feasible initial production schedules. Moreover, eﬃciency and quality of the model have been
signiﬁcantly improved as information of the problem’s input is being used more eﬀectively.
2 Algorithm
To model the LSPPMSDS, the planning horizon is split into a number of timeperiods. During
each timeperiod the algorithm will decide on which products are being produced by which
machines and in which order. The algorithm will perform a large number of iterations. Each
iteration of the algorithm consists of two stages. First, a set of products Nj,t ⊆ N is assigned
to machine j within timeperiod t for all machines j ∈ M and for all timeperiods. During
timeperiod t, machine j produces some nonnegative quantity of product i ∈ N if and only if
i ∈ Nj,t. As setup costs and setup times are sequence depending, the order in which products
are produced by a particular machine within a certain timeperiod is particulary important.
Hence, Nj,t actually presents an ordered set. If the last product of Nj,t diﬀers from the ﬁrst
product of Nj,t+1,as e t u pi si n c u r r e da tt h ee n do ft i m e p e r i o dt. If the last product of Nj,t
equals the ﬁrst product of Nj,t+1, no setup is incurred. Consequently, a lot may extend over
several consecutive timeperiods. Thus, during the ﬁrst stage of the algorithm a production
sequence is being created, i.e., to determine which products each machine will produce during
each timeperiod and in which order. Given such a production sequence, setup costs and setup
times are known. Hence, the remaining ’eﬀective’ production time during each timeperiod for
each machine is known, that is the capacity of the machine during a given timeperiod minus the
setup times experienced by that machine during the particular timeperiod. The second stage of
the algorithm constructs a production schedule given a production sequence, i.e. determine the
amount of processing of machine j during timeperiod t that is dedicated to product i whenever
i ∈ Nj,t. The objective of the latter subproblem is to minimize over the sum of holding costs
and production costs provided that all due dates are met. This subproblem can be solved to
optimality by applying a transformation to the Min Cost Flow Problem (MCFP). The MCFP is
solved using the dual network simplex algorithm. Once a production schedule has been created
during the second stage, its total costs are evaluated.
During the course of the algorithm, a sequence of production schedules is being generated.
While moving from one production schedule to the next, total costs are being decreased while
maintaining feasibility of the production schedule. To prevent the algorithm from being trapped
in a local optimum we apply local search procedures. To move from one production sequence
to the next, neighborhood operations slightly modify the assignment of products to machines
during the diﬀerent timeperiods, that is, products are being inserted or deleted from Nj,t.
The neighbourhood operations use available information about the products, machines and the
current production schedule, e.g. to try to schedule products of the same cluster sequentially.
Two local search procedures have been implemented; Thresshold Accepting and Simulated
Annealing. A neighbouring solution is accepted whenever its total costs are not too high
238compared to the current solution’s total costs. Since the algorithm applies a dual approach
for solving the MCFP, it does not have to solve the MCFP to optimality for every iteration.
If a dual feasible production schedule is too expensive with respect to the total costs of the
current primal feasible production schedule, then the algorithm may abort the current iteration
and a generate and evaluate a new neighbouring production sequence of the current production
schedule. Furthermore, since a neighbouring production sequence does not diﬀer too much
from the current production sequence, the MCFP can make a warm start. A presolver has been
created aimed to obtain a feasible production schedule before moving on to the main where
costs are being minimized.
3 Data analysis and results
The quality of returned solutions and the computational performance were empirically evaluated
using instances of the CHES library created by Baker & Muckstadt (1988). Furthermore, a
thorough case study has been conducted using reallife production data of DSM. DSM is a Dutch
company which operates worldwide and produces a wide range of products among which many
plastics. Several procedures for creating an initial production sequence have been evaluated.
Furthermore, the performance of the algorithm has been analyzed for various neighborhood
operations and local search parameter settings. The algorithm performs well whenever the
product of the number of machines, the number of timeperiods and the number of products is
not too large, i.e. |M|∗| N|∗T<1000. The algorithm lacks power to solve instances of larger
size. However, the size of the instances analyzed in our study is considerably larger than used
in literature so far. As only few research has examined LSPPMSDS, especially for large size
instances, and due to the problem’s generality and wide applicability, LSPPMSDS presents an
interesting challange to future research.
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239Scheduling a Soccer League
Frits Spieksma∗
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Abstract:
Soccer has become a major business involving many stakeholders, such as teams, police, fans,
sponsors, and broadcasting companies. There is much money involved: in Belgium, Belgacom
TV pays an unprecedented 44.7 million euro’s per year for the broadcasting rights. This is still
little money compared to other countries such as the UK (the domestic broadcast rights for live
Premier League games were sold for 1.3 billion pounds for the seasons 2010-2013). These vasts
amount of money illustrate the rising interest of soccer competitions in general, and Belgian
soccer in particular. It also emphasizes the relevance of ﬁnding a good schedule.
Clearly, a schedule inﬂuences the results of the competition. A schedule, however, also aﬀects
game attendance, public interest in the competition, and the competition’s proﬁtability to
broadcasters, sponsors, and advertisers. Each involved party has numerous (possibly conﬂicting)
constraints and wishes, and a schedule that satisﬁes all constraints and wishes simply doesn’t
exist. Hence, developing a schedule that is considered fair, and that is acceptable to all parties,
is a challenge.
We give an overview of the diﬀerent competition formats that are being used in Europe, and
their implications. Next, we describe our experience in scheduling the highest division in the
Belgian soccer league over the last seasons. We discuss the various constraints and wishes,
and We outline the diﬀerent models that we used. For the season 2006-2007, we describe
how we computed a so-called basic match schedule; this approach was based on a traditional
approach for generating a schedule. For more recent seasons, we adopted a two-phase approach
in order to be able to further increase the quality of the schedule. This two-phase approach
consists of a ﬁrst phase, where we determine home-away patterns, and a second phase, where
we determine the actual matches compatible with these home away patterns. Such an approach
is called a ”ﬁrst break, then schedule” approach, see e.g. Rasmussen and Trick (2008). Due to
recent changes in the Belgian competition format (which for instance now includes a play-oﬀ
phase), further modiﬁcations to this approach have been made. We describe how we deal with
these changes. We conclude by summarizing the advantages of using model-based schedules:
transparency, perceived fairness, and the quality of the schedule.
This abstract is based on Goossens and Spieksma (2009).
∗frits.spieksma@econ.kuleuven.be. K.U. Leuven, ORSTAT, Faculty of Business and Economics, Naam-
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241Complete Complexity Classiﬁcation of Short Shop Scheduling
A. Kononov∗ S. Sevastyanov† M. Sviridenko‡
This work was primarily motivated by the seminal paper of Williamson et al. [4] on the
complexity of short shop scheduling problems. Williamson et al. [4] show that for the classi-
cal job shop scheduling problem with at most three unit operations per job it is NP-hard to
distinguish between instances having an optimal schedule with makespan four or ﬁve. They
showed an analogous result for the open shop problem with at most three non-zero operations
with durations one or two. On the positive side they designed polynomial time algorithms for
both problems recognizing the instances that can be scheduled with makespan at most three.
The natural questions arises: ”What is the complexity status of short shop scheduling
problems with at most two operations per job?”. We know that having two operations per job
really helps: the job shop [2], the open shop [1] and even the mixed shop [3] scheduling problems
on two machines become polynomially solvable (recall, that in the mixed shop scheduling we
allow jobs of the ”open shop type” that can be processed in any order and jobs of the ”job shop
type” that must be processed in a given order).
Our results are summarized in the Table 1 below. We utilize the standard three-ﬁeld no-
tations and denote the job shop, open shop and mixed shop scheduling problems as J||Cmax,
O||Cmax and X||Cmax. The middle entry in the three-ﬁeld notation will be used either to
constrain the maximal number of operations per job, denoted by op (e.g., ”op ≤ 3” will mean
”at most three operations per job”), or to constrain the set of possible processing times (e.g.,
”pij ≤ 2”). Since in our paper we consider decision problems, we also expand the third ﬁeld.
For any ﬁxed integer k, the notation Cmax ≤ k will mean that the makespan is upper bounded
by k and instead of optimization problem of minimizing the makespan we consider the decision
problem of ﬁnding a schedule with makespan at most k.
Table 1 contains the minimal NP-hard problems and the maximal polynomially solvable
problems according to the chosen set of parameters (number of operations per job, processing
times restrictions and a bound on makespan). The ﬁrst column of the table deﬁnes the type of
the considered decision or optimization problem. The second column informs about complexity
of the problem. The last column gives the corresponding reference. Moreover, any problem
deﬁned by this set of constraints is either in P, or is NP-complete and its complexity status can
be easily deﬁned by using this table. Notice also, that all positive results are obtained for more
general case where each job also has an unrestricted number of operations of zero length. In
two cases we can solve the corresponding optimization problems of minimizing makespan (and
therefore the decision ones).
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242Problem Complexity References
X|pij ≤ 1,op≤ 2|Cmax P this paper
X||Cmax ≤ 2 P this paper
J||Cmax ≤ 3 P Williamson et al. [4]
O||Cmax ≤ 3 P Williamson et al. [4]
O|pij ≤ 1|Cmax P Gonzalez and Sahni [1]
X|pij ≤ 2,op≤ 2|Cmax ≤ 3 NP-complete this paper
J|pij ≤ 2,op≤ 2|Cmax ≤ 4 NP-complete this paper
O|pij ≤ 2,op≤ 3|Cmax ≤ 4 NP-complete this paper
X|pij ≤ 1,op≤ 3|Cmax ≤ 3 NP-complete this paper
J|pij ≤ 1,op≤ 3|Cmax ≤ 4 NP-complete Williamson et al. [4]
Table 1: Complexity of short shop scheduling problems
In this paper we prove that deciding if there exists a schedule of length four for the open
shop scheduling problem with at most two operations with processing times pij ∈{ 1,2}, i.e.,
O|pij ≤ 2,op≤ 2|Cmax ≤ 4, is an NP-complete problem (this result tightens the result from [4]
proved for the instances with op ≤ 3).
We also show that the job shop scheduling problem with at most two operations per job
and unit processing times, i.e. J|pij ≤ 1,op≤ 2|Cmax, is polynomially solvable. The algorithm
is based on the bipartite edge coloring that produces an infeasible schedule which is later
transformed into a feasible one. Even more general mixed shop scheduling problem X|pij ≤
1,op ≤ 2|Cmax is polynomially solvable. Our algorithm is a combination of a very eﬃcient
graph orientation algorithm and the previous algorithm for the job shop scheduling problem.
Although the general graph orientation problem can be reduced to the Max Flow computation,
we show that for the instances corresponding to the mixed shop scheduling problem there exists
a linear time algorithm. We show that the decision problem J|pij ≤ 2,op ≤ 2|Cmax ≤ 4i s
NP-complete. The proof of this result is highly technical and uses new type of gadgets diﬀerent
f r o mt h eo n e su s e di n[ 4 ] .
We design a a very simple polynomial time algorithm for deciding if there exists a schedule of
length two for the mixed shop scheduling problem, i.e. X||Cmax ≤ 2. We also complement this
result by showing that the problems X|pij ≤ 1,op≤ 3|Cmax ≤ 3a n dX|pij ≤ 2,op≤ 2|Cmax ≤ 3
are NP-complete.
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243Makespan Minimization in Parallel Flow Shops
Sergey Sevastyanov (Speaker)∗ Bertrand M.T. Lin† Feng Jang Hwang†
Introduction to a new type of shop environment. In this paper we introduce an idea of
a new scheduling environment made up of several parallel X-shops, where those X-shops can
be represented by ﬂow shops, job shops, open shops, mixed shops, etc. By parallel shops here
may be assumed identical shops, uniform shops, unrelated shops, uniform at each stage shops,
etc. On the base of these environments, a wide variety of scheduling problems can be posed,
subject to diﬀerent combinations of constraints and diﬀerent objective functions.
For an illustration, in this paper we consider the makespan minimization problem in the
environment with identical parallel ﬂow shops. Adopting the common three-ﬁeld notation [1], we
denote this problem by P(F)||Cmax, thereby opposing our case of a hybrid-type environment
to the well-studied case denoted by F(P)||Cmax. (In the latter, we are given m consecutive
dedicated shops, each consisting of several identical machines.)
In the real world manufacturing the situation denoted by P(F)||Cmax is common for a
plant having multiple production ﬂow-shop-type lines. From the supply chain point of view,
an upstream company can distribute production orders to several downstream manufacturers,
each of which has a ﬂow-shop-type production line.
Clearly, P(F)||Cmax problem is at least as hard as its special cases P||Cmax and F||Cmax
(i.e., is strongly NP-hard).
Problem settings, deﬁnitions and notation.
Given a positive integer m, Nm will denote the set of indices {1,...,m}.
P(F)||Cmax problem. We are given K identical ﬂow shops Sk,k∈ NK, each consisting of m
consecutive machines Mk
1,...,Mk
m. “Identical” means that the ith-stage machines M1
i ,...,MK
i
in all shops are identical for every i ∈ Nm. We are also given n jobs J1,...,J n.J o bJj consists of
exactly m operations O
j
1,...,O
j
m t ob ep r o c e s s e di nt h i so r d e r .O p e r a t i o nO
j
i must be processed
on machine Mk
i ,i fj o bJj is assigned to shop Sk,a n di tt a k e spji time units. Every job can be
assigned to any shop. We need to ﬁnd a partition M ∈⊔∃⊣RN = {N1,...,N K} of Nn into K
parts (thus deﬁning a distribution of jobs over ﬂow shops) and to specify a schedule S = {sji}
by assigning a starting time sji to each operation O
j
i, so as to minimize the makespan.
Deﬁnition 1 Suppose, we are given an m-dimensional vector space Rm with a norm s.W e
say that a family of vectors X = {xi |i ∈ Nn} is normalized if  xi s ≤ 1,i ∈ Nn.
P(X) . = {
￿
i∈N λixi |λi ∈ [0,1],i∈ Nn} is called a parallelepiped built on a family of vectors
X.T h ep o i n t
￿
i∈N′ xi deﬁned for a subfamily N′ ⊆ Nn is called a node of parallelepiped P(X).
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244We will also formulate a few geometrical problems to be used in our solution.
Proportionate Partition Problem (PP-problem). Given a normalized family of vectors
X = {x1,...,x n} in m-dimensional space Rm w i t han o r ms, and a real number λ ∈ [0,1],
we need to divide X into two parts most closely to a given proportion speciﬁed by λ.I no t h e r
words, we need to ﬁnd a subset N′ ⊆ Nn minimizing the function
ξ
m,s
X ,λ (N′)=
￿ ￿
￿
￿ ￿
￿
i∈N′
xi − λ
￿
i∈Nn
xi
￿ ￿
￿
￿ ￿
s
Nearest Node Problem. Given a normalized family of independent vectors X = {x1,...,x m}
in Rm w i t han o r ms, and a point x ∈ P(X), we need to ﬁnd a node ˆ x ∈ P(X) most close to x.
Approximation. Once the problem under consideration is NP-hard, a reasonable idea is to
solve it somehow approximately (yet eﬃciently in time and with a theoretical performance
guarantee). As for the classical problems P||Cmax and F||Cmax is concerned, a lot of good
heuristics have been developed for their solution. (See, e.g., [1] for nearly a comprehensive
review.) In our paper we will use the following result obtained in [2] for the F||Cmax problem.
Theorem 2 (Sevastyanov (1995)) There exists an algorithm H of running time O(n2m2)
which, given an instance of the ﬂow shop problem with m machines and n jobs, ﬁnds a
permutation schedule σ with length Cmax(σ) ≤ Lmax +( m − 1)
￿
m − 2+ 1
m−2
￿
pmax. Here
pmax =m a x j,ipji,a n dLmax =m a x i∈Nm
￿n
j=1 pji is the maximum machine load.
Since Lmax represents a lower bound on the length of the optimal schedule, Theorem 2
provides both absolute and ratio performance guarantees of the form:
Cmax(σ) − Cmax(Sopt) ≤ (m − 1)
￿
m − 2+
1
m − 2
￿
pmax;
Cmax(σ) − Cmax(Sopt)
Cmax(Sopt)
≤ (m − 1)
￿
m − 2+
1
m − 2
￿
pmax
Lmax
.
When the number of jobs tends to inﬁnity (while the number of machines is ﬁxed), the fraction
pmax/Lmax tends to zero, providing the asymptotical optimality of our solution.
Unfortunately, this result cannot be applied directly to P(F)||Cmax, because the maximum
machine load Lk
max of the kth ﬂow shop is not a characteristic of the input any more, but rather
that of our solution (namely, of the distribution of jobs over shops). Moreover, Lk
max for some
k may not represent a lower bound on the optimum for the new problem. For that purpose
we introduce ￿ L = Lmax/K. By implementing this lower bound, as well as ﬁve ideas described
below, we design an approximation algorithm for the P(F)||Cmax problem running in O(n2m2)
time and having the absolute performance guarantee
Cmax(σ) − Cmax(Sopt) ≤
￿
m2 − 1.99977m +3+
1
m − 2
￿
pmax.
Idea 1 (of a two-stage algorithm) is quite evident. First we assign the jobs to shops so
as to minimize (approximately) the maximum machine load. (To be exact, the amounts Lk
max
245are compared with ￿ L.) And next we solve independently K ﬂow shop problems (for each shop
Sk and the subset of jobs assigned to Sk) by the heuristic H from Theorem 2.
Idea 2 (of the best dichotomy strategy). To obtain an even distribution of the jobs
over shops, we assign to each job Jj the m-dimensional vector pj of the processing times of its
operations, and then solve the problem of even partitioning of the family of vectors {p1,...,p n}
into K parts (the evenness is estimated in terms of some norm s) by implementing a dichotomy
strategy. The latter means that we ﬁrst partition the whole set of job indices Nn into two
parts (Nn = N′ ∪ N′′), trying to minimize the diﬀerence
￿ ￿
￿
￿
j∈N′ pj − K′
K
￿
j∈Nn pj
￿ ￿
￿
s
over all
subsets N′ ⊆ Nn for a given integer K′ ∈ NK−1.P a r t N′ will correspond to a union of K′
elementary parts,a n dN′′ will correspond to that of the remaining (K − K′) elementary parts.
(An elementary part is a subset of job indices assigned to the same shop.) Next, if there is a
part containing more than one elementary part, we again apply to it the dichotomy strategy,
and we proceed this way, until K elementary parts are obtained.
Clearly, such a dichotomy strategy can be realized in many ways that diﬀer in the proportions
K′/K chosen at each step of the partitioning procedure. We show that the best dichotomy
strategy provides an absolute performance guarantee of the form
￿ ￿
￿ ￿
￿ ￿
￿
j∈Nk
pj −
1
K
￿
j∈Nn
pj
￿ ￿
￿ ￿
￿ ￿
s
≤ ν(K)   µs(m)   max
j∈Nn
 pj s,
where µs(m) is an absolute accuracy that can be guaranteed for the PP-problem with any
normalized family of vectors, while ν(K) is the function of K deﬁned as
ν(K)= m i n
K′∈{ 1,...,K−1}
max{ν(K′)+1 /K′,ν(K − K′)+1 /(K − K′)},K> 1; ν(1) = 0.
Idea 3 consists in the reduction from the PP-problem to the Nearest Node Problem (NN-
problem). The reduction can be actualized in O(nm2) time and guarantees for the PP-problem
the same accuracy that can be obtained for the NN-problem.
Idea 4 provides a simple algorithm for solving the NN-problem in O(m) time with the
performance guarantee  x−ˆ x s ≤ m
2 valid for any norm s. (It is attained at the norm s = l1 for
some family of vectors.) Meanwhile, for other norms this bound can be signiﬁcantly improved.
For instance, for the Euclidean l2-norm we obtain  x − ˆ x l2 ≤
√
m
2 in time O(nm2 + m4), and
we obtain  x − ˆ x l∞ ≤ 2
√
mln2m for the l∞-norm in a slightly better time O(nm2).
Idea 5 consists in calculating the exact upper bound on supK=1,...,∞ ν(K). By means of
a computer program it was proved that the supremum of ν(K) is attained at K = 909 and is
equal to 697501
348672
∼ = 2.0004502799...
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246An approximation scheme for concave network ﬂow problems
Sergei Chubanov (Speaker) ∗ Erwin Pesch †
1 Network ﬂow problem
The single-item capacitated economic lot sizing problem with concave cost functions and non-
zero demand at the last period, as well as scheduling problems Pm||
￿
wjCj (with ﬁxed m),
1||
￿
wjVj, and 1||wjUj, can be represented as a subset of a network ﬂow problem for which
we obtain an FPTAS. (These special cases are known to possess an FPTAS. More details and
appropriate citation may be found in [1].)
We denote the domain of a function f by dom(f). That is, if f is deﬁned as f : D → S,
then dom(f)=D. The restriction of f t oas e tD′ ⊆ dom(f) is denoted by f|D′. Consider a
graph (V,E). Aﬂ o wf is a function f : E → R.
Let ce : R+ → R+ be cost functions, each being associated with a corresponding edge e.
We denote by F(f)t h ec o s to faﬂ o wf. That is,
F(f)=
￿
e∈dom(f)
ce(f(e)).
(For a ﬂow f, dom(f) is the set of the edges on which f is deﬁned.)
Let G =( V (G),E(G)) be a digraph which is represented as a sequence of nested subgraphs
G1,...,G n, which means that Gn = G and each graph Gt,t=2 ,...,n,contains Gt−1.
We consider an instance I of the following form:
min F(g)
s.t.
￿
e∈out(v) g(e) −
￿
e∈in(v) g(e)=h(v),v ∈ V (G),
g : E(G) → Z+.
If h(v) > 0, then v is a source, and h(v) < 0, then v is a sink.
We assume that:
  Subsets Wt ⊆ V (Gt),t=1 ,...,n,with h(w) = 0 for all w ∈ Wt, are given, each of which,
except Wn, is a vertex cut in G (that is, the number of weakly connected components of
G would increase if Wt were deleted). If v1 ∈ V (Gt)a n dv2 ∈ V (Gt−1) are adjacent, then
either v1 ∈ Wt−1 or v2 ∈ Wt−1.
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247  For every t, the underlying undirected graph of the subgraph formed by the edges E(Gt)\
E(Gt−1) is a forest of stars.
  The cost functions ce,e∈ E(G), are polynomially computable and concave.
Non-negativeness and concavity of ce imply
ce(∆α) ≤ ∆c(α)( 1 )
for all e ∈ E(G)a n df o re v e r y∆> 1. It follows that function F satisﬁes
F(g) ≤ ∆F(g′)( 2 )
for every ﬂow g′ obtained from g by multiplying g(e),e∈ dom(g), by coeﬃcients ∆e ≤ ∆.
2R e c u r s i o n
Let us consider x : Wt → R+ a n da ni n s t a n c eIt(x):
min F(g)
s.t.
￿
e∈out(w) g(e) −
￿
e∈in(w) g(e)=x(w),w ∈ Wt,
￿
e∈out(v) g(e) −
￿
e∈in(v) g(e)=h(v),v ∈ V (Gt),
g : E(Gt) → Z+.
Let Φt(x) be its optimal value. The set of feasible solutions of It(x) is denoted by Dt(x). Notice
that In(h|Wn)=I which implies Φn(h|Wn)=OPT(I).
Let T be the set of sinks and φ
#
t (x) be the optimal value of the instance
min F(g)
s.t.
￿
e∈out(w) g(e) −
￿
e∈in(w) g(e)=x(w),w ∈ Wt,
￿
e∈out(v) g(e) −
￿
e∈in(v) g(e) ≤ h(v),v ∈ T ∩ V (Gt),
￿
e∈out(v) g(e) −
￿
e∈in(v) g(e)=h(v),v ∈ V (Gt) \ T,
g : E(Gt) → R+.
We denote this instance by I
#
t (x). The set of feasible ﬂows for this instance is denoted by
D
#
t (x).
Notice that for every x ∈ dom(Φt)w eh a v eΦ t(x)=φ
#
t (x).
Lemma 1 If there is a single sink, then φ
#
t is nondecreasing in each variable.
Let ¯ G be obtained from G by adding the reverse edge ¯ e for every edge e ∈ E(G). Let T be
a subset of V (G) which contains at least one sink and some vertices v with h(v)=0 . For an
uncapacitated network ﬂow problem, like the one we consider, a residual graph Gf for a ﬂow f
is obtained from G by adding ¯ e for every e ∈ E(G) such that f(e) > 0. Consider the following
property:
248(i) For each ﬂow g ∈ Dt(x), for every s ∈ T and every w ∈∪ tWt :
one can select a path from w to s in Gf, if there exists one, such that all reverse edges
¯ e ∈ E( ¯ G), where e ∈ E(G), which lie on this path, are such that ce ≡ 0.
Note that this property is satisﬁed by instances with a single sink.
Proposition 2 If the cost functions ce are continuous, then functions φ
#
t are continuous.
The above proposition is important in the proof of the following lemma:
Lemma 3 If (i) holds and ce are continuous, then φ
#
t is nondecreasing in each variable.
This leads to the next theorem:
Theorem 4 Let x1 ∈ dom(Φt) and x2 ∈ dom(Φt) be such that ∆−1x2(w) ≤ x1(w) ≤ ∆x2(w)
for some real value ∆ > 1. Then
∆−1Φt(x2) ≤ Φt(x1) ≤ ∆Φt(x2).
An application of the above theorem results in an FPTAS:
Theorem 5 If functions ce are continuous, there is an FPTAS for the problem consisting of
instances with property (i) such that |Wt|,t=1 ,...,n,are upper bounded by a constant.
Let E1,...,E k be subsets of edges such that for every i there is t such that Ei ∈ E(Gt) \
E(Gt−1). Let F∗ have a form F∗(g)=F(g)+β
￿k
i=1 mine∈Ek{g(e)} for every ﬂow g. The
parameter β ≥ 0m a ys e r v ea sap e n a l t y .I fF was replaced by F∗ and β was suﬃciently large,
then an optimal ﬂow g (which must be integral) would satisfy the condition that for every k
there would be e ∈ Ek such that g(e)=0 . Notice that F∗ is decomposable in the following
sense: F∗(g)=
￿n
t=1 F∗(g|E(Gt)\E(Gt−1)). Function F∗ satisﬁes
F∗(g) ≤ ∆F∗(g′)( 3 )
for every ﬂow g′ obtained from g by multiplying g(e),e∈ dom(g), by coeﬃcients ∆e ≤ ∆.
We consider the following condition that will replace (i):
(ii) For each two ﬂows g1 ∈ Dt(x)a n dg2 ∈ Dt(x), for every s ∈ T and every w ∈∪ tWt :
one can select a path from w to s in Gf, if there exists one, such that for all reverse edges
¯ e ∈ E( ¯ G), where e ∈ E(G), which lie on this path, ﬂows g1 and g2 satisfy F(g1)=F(g2)
provided that g1|dom(g1)\{e} = g2|dom(g2)\{e}.
Let us replace F by F∗. Notice φ
#
t (x)=Φ t(x) for any integral point x because β min is a
concave function and every function ce is linear on [a,a + 1] for every integer a which implies
that there are integral optimal ﬂows for I
#
t (x)a n dIt(x). This yields the following corollary.
Theorem 6 Let us replace F by F∗. If functions ce are continuous, there is an FPTAS for the
problem consisting of instances with property (ii) such that |Wt|,t=1 ,...,n,are upper bounded
by a constant.
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249Two-machine lotstreaming with setup times
Arianna Alﬁeri (Speaker) ∗ Celia Glass † Steef van de Velde ‡
1 Introduction
Firms increasingly compete on lead times, forced by the quickening pace of competition, the
shortening of product life cycles, and the resulting increase of demand uncertainty (Fisher,
1997). Furthermore, smaller lead times have been linked to higher proﬁts and better plant
performance (Nahm et al., 2003). While there are many manufacturing strategies to reduce
manufacturing lead times, such as agile, lean, just-in-time, group technology and quick-response
manufacturing, lot streaming is a relatively simple but eﬀective production scheduling method
to compress manufacturing lead times (Trietsch and Baker, 1993). The idea is in principle
applicable in any situation where a large lot (a single job) of identical items need to be produced.
Rather than to keep the lot together and transfer the lot from one machine to next only
once all items are done, it can be split up into sublots, and once a sublot has ﬁnished its
processing on one machine to transfer it to the next without waiting for the other sublots to
ﬁnish. Accordingly, lot streaming enables concurrent processing of the same lot in the diﬀerent
stages of the manufacturing system, resulting in a shorter overall lead time (Silver et al., 1998).
This setting leads to a myriad of diﬀerent lot streaming problems (for a comprehensive
review of lot streaming problems, we refer to Chang and Chiu (2005)). Undoubtedly the
most fundamental problem is minimizing makespan in a manufacturing environment with one
machine per manufacturing stage where all items need go through the stages in the same
order. This environment is commonly referred to as a ﬂow shop. This problem has been much
researched and is very well understood by now, especially for the case of the two-machine ﬂow
shop (Trietsch, 1987; Baker and Potts, 1989; Baker and Trietsch, 1993; Glass et al., 1994; Glass
and Potts, 1998).
In many manufacturing environments, however, including the semi-conductor industry and
discrete parts manufacturing, a machine setup is required before each sublot and the setup can
be performed only when all units of the sublot are availability (Buckhin et al., 2002). This type
of availability is called sublot availability, whereas this type of machine setup is called attached
or non-anticipatory (Chen and Steiner, 1996, 1998). Baker (1995) and Chen and Steiner (1998)
also study the makespan lot streaming problem with dedicated setups and sublot availablity
for the two-machine and three-machine ﬂow shop, respectively. The diﬀerence between their
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The Netherlands.
250problems and ours, however, is that they assume that a machine setup is required for the
ﬁrst sublot only. In contrast, we assume that an attached setup is needed at the beginning of
every sublot. No results are known for this problem, in spite of its practical relevance. Our
contribution is a complete understanding of this problem for the two-machine ﬂow shop.
2 Problem statement
The problem we consider consists in n identical items that need to be processed in a two-machine
ﬂow shop with the objective of minimizing the makespan. Each item needs to be processed on
machine M1 before it can be processed on machine M2. The objective is to split the job lot
of n items into consistent sublots so as to optimize some objective function. The sublot sizes
are general, that is, the size of the i-th sublot need not be equal to the size of the (i + 1)-th
sublot, for any i ≥ 1. We assume batch availability, meaning that all items in the same sublot
enter and leave either machine at the same time; accordingly, an item belonging to sublot i can
be processed on M2 only if and when all items in sublot i are done processing on M1.W el e t
p1 and p2 denote the time required for processing one item on M1 and M2, respectively. On
either machine there is a non-anticipatory setup time needed before the items in a sublot can
be processed. We let s1 and s2 denote these setup times on M1 and M2, respectively.
We studied two variants of the problem: the continuous variant, in which the sublot sizes
may be fractional; the integral case, in which the sublot sizes must be integer.
Our algorithms take advantage of several properties possessed by a class of optimal schedules
and that hold both in the integral and the continuous case. First, there is an optimal schedule
in which both machines process the sublots in the same order, that is, there exists an optimal
permutation schedule. This property allows us to represent any permutation schedule σ as
σ =( x1,...,x b), where b denotes the number of sublots and xi denotes the number of jobs
in sublot i (i =1 ,...,b)w i t h
￿b
i=1 xi = n. Second, the sublots are processed without any
unnecessary delay and without interruption; this is true for any regular objective function.
Third, M1 processes all sublots without any idle time between them, because of the inﬁnite
buﬀer in between the two machines. Let now Σ be the set of schedules that possess these three
properties. These properties enable us to write C1i(σ), the completion time of the i-th sublot
of any given schedule σ ∈ Σ, on machine M1,a s
C1i(σ)=is1 + p1
i ￿
h=1
xh. (1)
In contrast, on machine M2 there may be idle time between the processing of two consecutive
sublots. Idle time occurs if M2 needs to wait for the completion of the i-th sublot on M1, while
the (i − 1)-th sublot already has been completed on M2. We deﬁne a sublot c to be critical for
sublot i,w i t h1≤ c ≤ i, if there is no idle time on machine M2 between sublot c and sublot i.
Any schedule σ ∈ Σ has the property that each of its sublots has at least one critical sublot.
Using this critical sublot property, we can write C2i(σ), the completion time C2i(σ)o ft h ei-th
sublot of a schedule σ ∈ Σa s
C2i(σ)=cs1 + p1
c ￿
h=1
xh +( i − c +1 ) s2 + p2,
i ￿
h=c
xh (2)
251for any critical sublot c (1 ≤ c ≤ i).
For the discrete version, we present a relatively simple O(n3) time dynamic programming
algorithm. For the continuous case, we prove that the minimum makespan can be computed in
constant time, the optimal number of sublots can be found in O(logn) time, and the optimal
sublot sizes in O(n) time. For the two special cases with equal processing times and equal setup
times, the optimal number of sublots can be found in constant time, also.
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252On-line scheduler for web service for language translation
Malgorzata Sterna (Speaker) ∗ Jacek Juraszek †
1 Introduction
The real world problems often disclose the distance between the scheduling theory and the
practical applications. They rarely ﬁt to the classical mathematical models, which have to be
adjusted to the speciﬁcity of the analyzed cases. The algorithms proposed for solving them seem
to belong to two distinct groups. For some problems, the algorithms, which are very simple
from the theoretical point of view, are fully suﬃcient to reach the given goal. For other cases,
complex approaches are necessary just to ﬁnd a feasible solution or to provide to a decision
maker some hints, how this solution might be constructed.
In this paper, we analyze the real scheduling problem, which arises in the web service
for automatic text translation. The service is oﬀered free of charge via www site by one of
Polish publishing companies. Internet users may submit texts, of the length not exceeding 1000
characters, in order to translate them between Polish and English, German or Russian. The
translation process is performed by specialized software, designed by academic experts. Two
most popular translation directions from/to English are served by three processes (threads)
each, while the remaining ones are managed by a single process each. The owner of the service
imposed the 180-second time limit for serving a user request and restricted the expected number
of non-translated texts to 0.5% of all submitted requests.
The scheduling policy used by the owner of the service appeared to be not suﬃcient, since it
did not meet the system requirements. The analysis of the historical data collected in the system
log allowed us for proposing an improved on-line algorithm, which meets all the constraints
speciﬁed by the company. Applying a simple on-line list approach resulted in improving the
quality of the service in a fully suﬃcient way.
Within the research, we formally deﬁne the problem, analyzed the historical data, proposed
the new algorithm and checked its eﬃciency in computational experiments.
2 Problem deﬁnition
The web service under consideration consists of 10 software processes of 6 types, corresponding
to 6 translation directions, running parallel and sharing hardware resources, i.e. 8-processor
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253Intel Xeon X5355 2.66GHz computer. From the theoretical point of view, particular translation
directions could have been modeled as separate problems. However, the historical data showed
that the eﬃciency of particular translation processes depends on the eﬃciency of the whole
system. Web users submit their orders in non-deterministic way, so their arrival times are
unknown in advance. Similarly, the processing times for particular jobs (translation requests)
are unknown before the execution. Moreover, the analysis of data from the system log showed
that there is no correlation between the job processing time and the length of the translated
text. It depends mostly on the technical issues and cannot be predicted based on the description
of the user request. All jobs have to be completed within the same 180-second time limit. The
execution of a job cannot be preempted, but there might be a few attempts to completing the
job by the system. Run-time errors in the translating processes often result in preemptions in
executing jobs.
Formally speaking, we investigate the scheduling problem (cf. e.g. [1], [4]) of on-line execut-
ing, at a certain time moment, a set of n jobs J = {J1,...,Jn} on a set of m = 10 multi-purpose
machines (cf. e.g. [2]) M = {M1,...,M10}. Jobs appear in the system at the release time rj and
they have to be ﬁnished at latest at dj = rj + 180, otherwise they are aborted. Jobs Jj have
to be executed by one from eligible machines belonging to set µj ∈ M, which corresponds to
particular translation processes, associated with certain translation directions. In general, jobs
are non-preemptive. Non-availability periods of machines (cf. e.g. [3], [5]), which are unknown
in advance, are the only reason for non-resumable preemptions of jobs. Taking into account
the requirements speciﬁed by the owner of the system, the goal is to executed as many jobs as
possible within the given time limit, ensuring the short response time of the web service.
3 Scheduling Algorithms
Due to the non-deterministic and dynamic character of the web service, it has to be controlled
by an on-line scheduling policy. Originally, the system was handled by a simple strategy which
scheduled jobs according to First-In-First-Out strategy. Jobs, which could be executed by more
than one machine (i.e. translations involving English), were assigned to them in random way.
Surprisingly, the analysis of the system log showed that FIFO rule is the only sensible one,
because all jobs have the same time limit for their execution and their processing times do not
correlate with the contents of the translated text. Hence, they should be scheduled according
to their arrival times, i.e. according to FIFO rule.
In order to improve the eﬃciency of the scheduler, we introduced simple load balancing,
assigning jobs to the machine with the minimum number of requests waiting in its queue. The
historical data showed that the web service encountered quite a lot run time errors. Some
jobs locked machines for the whole given time limit and ﬁnished without success. Bearing this
fact in mind, we decided to control the execution of a job and to enforce multiple attempts to
its completion. Based on the historical data, such as average processing times and standard
deviation values, we determined the time limit for each machine (i.e. translation process)
separately. Moreover, the time limit for a particular attempt increases with the trial’s number.
The optimized strategy enforces preemptions of jobs, which seem to be scheduled within the
machine non-availability period. Then the job is assigned to a diﬀerent machine from the set
of eligible machines.
2544 Computational Experiments
The original simple scheduling strategy and the optimized approach were compared in the
computational experiments performed for the real data obtained from the system log. We
selected user requests submitted at one working day, in 24-hour period. The test set contained
60750 jobs. The number of submitted jobs changed over the day signiﬁcantly. At rush hours
(in the afternoon), the web service managed nearly 30 times more user orders than early in the
morning. Moreover, the workload for particular translation directions, i.e. subsets of machines,
diﬀered very much. English translations concerned nearly 83% of submitted texts, German
translations amount to about 11%, while Russian translations were requested only by 6% of
users. Taking into account the fact that translations from/to English are realized by two groups
of 3 parallel machines, the optimization of their schedules was crucial for the eﬃciency of the
whole system. First of all, the optimized strategy decreased the number of non-served user
requests from 0.57% to only 0.18%, which is below the 0.5% limit speciﬁed by the owner of the
system. Obviously, the number of non-executed jobs diﬀered over the day, because it depended
on the workload of the system. The simple strategy was not able to complete nearly 2% of
jobs at the rush hour, while the optimized strategy encountered only 0.2% of fauls at the same
hour. Then, the optimized strategy shortened the average response time from 9.1 to 4.1 seconds
and decreased the average processing time from 6.2 to 3.6 seconds. Moreover, both parameters
became much more stable, which is reﬂected in much smaller standard deviation values.
5 Conclusions
The paper shows an example of practical application of the list scheduling algorithm for solving
the real optimization problem in the web service for text translation. The careful analysis of
the historical data made it possible to propose a simple but eﬃcient scheduling policy. The
optimized method improved the quality of service, shortening the average response time and
increasing the percentage of user requests successfully realized by the web service. It replaced
the original strategy fulﬁlling the requirements given by the owner of the system.
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255Worst case analysis for berth and quay crane allocation problem.
Jacek B  la˙ zewicz ∗ Maciej Machowiak (Speaker) † Ceyda O˘ guz ‡
1 Introduction
We model the berth and quay cranes allocation problem (see, for example, [4]) as a moldable
task scheduling problem. Moldable tasks form one type of parallel tasks that can be processed
simultaneously on a number of parallel processors for which the processing times are a function
of the number of processors assigned ([3]). If one makes the decision of how many processors to
be used in executing the task at the time of making the scheduling decision, then we talk about
moldable tasks. Hence the number of processors allocated to each moldable task is not part of
the data but is a decision variable. However, once the schedule is given and implemented, the
decision about the number of processors allocated to a moldable task cannot be changed (if one
can change this decision after the scheduling decision has been made, in other words while the
schedule is being executed, then such a task is called a malleable task).
We will take a diﬀerent approach to incorporate the fact that the number of quay cranes
allocated to a ship will aﬀect its berthing time. Our approach is to consider the berth allocation
problem together with the quay crane allocation and to model as a non preemptable moldable
task scheduling problem. In this model, we can represent the relationship between the processing
time of a ship and the number of quay cranes allocated to it with diﬀerent functions, which
is not necessarily a linear function. This approach can simultaneously increase the utilization
of quay cranes, shorten the turn around time of ships, and decrease the waiting time of the
containers.
Since, in real life certain ships may require at least a number of quay cranes and some ships
may not be allocated with more than a certain number of quay cranes, in our current model we
will take a lower bound or an upper bound on the number of cranes to be allocated to a ship
into account.
An introduction of a lower bound leads to better berth allocation of the ships in the case
when length of a berth is limited. An upper bound depends on a length of a ship. We avoid
situation in which to small ship many of the cranes have been allocated.
We would like to present an approximation algorithm which starts from the continuous
version of the problem (i.e., where the tasks may require a fractional part of the resources) to
solve discrete moldable problem with the bounds.
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2562 Problem formulation
The moldable task scheduling problem can be stated formally as follows: we consider a set
of m identical processors (quay cranes) used for executing the set T of n independent, non 
preemptable (i.e., once a task starts its execution, it has to be processed on the processors it
is assigned to without any interruption for the period of its processing time) moldable tasks
(ships). Each moldable task (MT) has a processing time which is dependent on the number of
processors to be allocated for its execution. As the number of processors allocated to a task
is a decision variable by deﬁnition of moldable tasks, we denote this processing time by ti(r),
where r is the number of processors allocated to task Ti,1≤ r ≤ m. As a result, we deﬁne the
processing speed of a moldable task which depends on the number of processors allocated to it.
We let fi(r) denote the processing speed function for task Ti if r processors are used to execute
this task. The dependence of a moldable task processing time on the number of processors
allocated is given as a discrete function; that is, it takes values at the integer points only. In
our current considerations we introduce two new values rl and ru b e i n ga nl o w e ra n da nu p p e r
bounds on the number of processors allocated, respectively. It means that only the processors
allocation ri to the task Ti,w h e r e1≤ rl ≤ r ≤ ru ≤ m, is allowed.
The criterion assumed is the schedule length, which is denoted by Cmax with Cmax =
max
i
{Ci},w h e r eCi denotes the completion time of task Ti.
The problem of scheduling independent MT without preemption is NP hard ([2]).
From a diﬀerent point of view, we may consider a problem in which the processors represent
a continuously divisible renewable resource bounded from above ([5]). In this problem the
processor (resource) allocation is not required to be integer. In [1] it was shown that an optimal
solution to such a problem in which processing speed functions are interpolated by piecewise
linear functions between integer points (P CNTN problem) can be found in polynomial time,
assuming that the processing speed functions are all concave.
In the optimal solution for problem P CNTN with the makespan value C∗
cont, there is a single
processing interval [0,C∗
cont] for each task and vector r∗ =( r∗
1,...,r∗
n) represents the processor
allocations for the tasks.
It is worth to emphasize, that solution of problem P CNTN is a good starting point for the
discrete models and obtained schedule length is absolute lower bound for the optimal discrete
schedules. Thus, it can be use in our Moldable tasks scheduling problem.
3 Worst case analysis for moldable tasks with constraints on
processors allocation
In this section, we consider the problem of berth scheduling (as deﬁned in Section 2). The
discrete processing speed function is replaced by a continuous interpolation using piecewise
linear functions between integer points.
To transform a continuous allotment of the number of processors greater than one for any
task into a discrete one, it is suﬃcient to round oﬀ the number of processors used to the largest
integer values smaller than the continuous ones.
Then, the execution time of any task is not increased more than by a factor of 2. Moreover,
the sum of the processors allocated to these tasks after the transformation will be less than
257m. Thus, these tasks can be executed on less than m processors starting at time 0. The tasks
for which the continuous allotment is less than 1 are assigned on only one processor. Their
execution times will decrease but their surface (the work, deﬁned as the product of a task
duration and the number of processors allocated to it) does not change. This surface is still the
minimal one these tasks can have in any discrete moldable schedule. Since the total number of
processors used by these tasks is no smaller than that of a continuous solution, their execution
time achieves the Graham’s bound at most. Thus, the makespan of the discrete version is at
most twice as long as the optimal continuous one. In our algorithm we use a special rounding
scheme to provide better results.
First we have to round all the allocations whose are behind the bounds rl and ru.I n a
case when in continuous allocation a lower bound is not achieved we have to round it up to
this bound. In consequence, processing time of a task is proportional shorter (linear processing
speed function), it means that the area of this task is the same as in continuous solution. In
second case when r∗ exceed an upper bound we have to round it down to ru value. In this case
although area of the task is smaller than in continuous solution processing time stays the same.
In the remaining cases with an allocation between the bounds rounding scheme is as follows.
When the number of processors assigned in the continuous solution is between 0 and 1 for each
task, the speed function is linear, and then the continuous solution is equal to the discrete one
where preemptions are allowed. In this case, our algorithm uses the Longest Processing Time
(LPT) algorithm in which the tasks are arranged in order of non increasing processing times
pi = ti(1). It means that in the worst case schedule length generated by our algorithm achieves
the Graham (1969) bound.
When the processor allocation in a continuous solution r∗
i is greater than 1 and less than
1.5 or r∗
i is greater than 2, processor allocation in the discrete moldable solution ˜ ri is the ﬁrst
integer number less than r∗
i (rounding down). In this case, the completion time of a task grows
but no more than 50% as compared to the continuous solution. Moreover, the sum of the
processors allocated to these tasks is lower than m.
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258Clique-based facets for the precedence
constrained knapsack problem
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1 Introduction
We consider a knapsack problem with precedence constraints imposed on pairs of items, known
as the precedence constrained knapsack problem (PCKP). Let N be a set of items. Each item
i ∈Nhas a value ci ∈ Z and a weight ai ∈ Z+, the knapsack has a capacity b ∈ Z+.T h es e t
S⊆N×Ndenotes the given precedence relations, i.e., (i,j) ∈Sif item i can be placed in
the knapsack only if item j is in the knapsack. Without loss of generality we may assume that
S is acyclic and contains no redundant relationships. The PCKP is the problem of ﬁnding a
maximum value subset of N whose total weight does not exceed the knapsack capacity, and
that also satisﬁes the precedence relationships. Using binary variables xi, i ∈N , to indicate
which items are included in the knapsack, the PCKP may be written as
max
￿ ￿
i∈N
cixi |
￿
i∈N
aixi ≤ b (PCKP)
xi ≤ xj for all (i,j) ∈S
xi∈{ 0,1} for all i ∈N
￿
.
In this paper, we describe facet-deﬁning inequalities for the polyhedron deﬁned by the feasible
solutions of (PCKP). Unlike previous work [5, 7, 8], we do not take knapsack covers as our
starting point, but instead investigate clique inequalities derived from pairwise conﬂicts between
variables. We also propose a simple scheme to ﬁx variables of the linear relaxation of (PCKP)
in a preprocessing step. Both the variable ﬁxing and the addition of clique-based inequalities
proved to be computationally eﬀective in practical computations.
2 Variable Fixing and Clique-Cuts
Let Ai be the minimal set of items (including i) that must be included in the knapsack for
item i to be included, i.e., Ai is the transitive closure of i in S. The total capacity required to
include item i in the knapsack is H({i})=
￿
j∈Ai aj. In a feasible solution x of (PCKP) we
clearly must have xi =0f o re a c hi with H({i}) >b . Based on this simple observation, in many
∗bley@zib.de. Zuse Institute Berlin, Takustr. 7, D-14195 Berlin, Germany
†natashia.boland@newcastle.edu.au. University of Newcastle, Callaghan NSW 2308, Australia
‡TSG Consulting, Level 11, 350 Collins Street, Melbourne VIC 3000, Australia.
§g.froyland@unsw.edu.au. University of New South Wales, Sydney NSW 2052, Australia
259practical instances a signiﬁcant number of variables can be ﬁxed to 0 prior to optimization,
reducing the size of the PCKP and the integrality gap of the remaining integer programming
formulation. Note that the values H({i})o fall items i ∈Ncan be computed in time O(S)b y
dynamic programming. The overall variable ﬁxing scheme therefore only takes linear time.
Extending this simple idea to pairs of items, strong facet-deﬁning inequalities for conv(P)
can be identiﬁed. The capacity required to include two distinct items i,j in the knapsack is
H({i,j})=
￿
k∈Ai∪Aj ak. For the PCKP instance under consideration we deﬁne the conﬂict
graph CG =( N,E)w i t hE = {ij | H({i,j}) >b }.I fij ∈ E, then any feasible solution x of
(PCKP) satisﬁes xi + xj ≤ 1. Hence, for any clique C in CG, the clique inequality
￿
j∈C
xj ≤ 1( 1 )
is valid for (PCKP). If the clique C is inclusion-wise maximal and the set P(C)=∩i∈CAi of
common predecessors of the items in C is empty, (1) may be facet-deﬁning for (PCKP). If the
items in C have a common predecessor j ∈ P(C), one obtains a stronger inequality of the form
￿
i∈C
xi ≤ xj. (2)
This inequality may be facet deﬁning if j is a maximal element in P(C) with respect to the
precedence order. The precise conditions when the clique inequalities (1) and the lifted clique
inequalities (2) are facet deﬁning are discussed in [6, 3].
The computational advantage of these inequalities is their simplicity, which allows for prac-
tically eﬃcient separation algorithms via maximum weight clique computations in the conﬂict
graph. The conﬂict graph can be computed in a straightforward way in O(|N|2|S|2), the max-
imal (and weight weight minimal) common predecessor j ∈ P(C) of a given clique C can be
determined in O(|S||C|). Although the problem of ﬁnding a maximum weight clique in a graph
is NP-hard, there are numerous fast heuristics and practically eﬃcient exact solution methods
for that can be applied. In fact, most general purpose integer programming solvers already con-
tain eﬃcient maximum clique algorithmswhich can be applied for PCKP cliques out of the box.
In our implementation we use the sequential greedy heuristic and the combinatorial branch-
and-bound algorithm proposed in [4]. These algorithms proved to be eﬃcient for the separation
of clique inequalities in the integer programming solver SCIP [1].
3 Computational Results
We evaluated the impact of the techniques on several open pit mine production planning prob-
lems [2]. In these problems, an orebody discretized into blocks is to be extracted over several
periods. Each block has individual proﬁt and tonnage. Geological restrictions on the shape
of the pit are modeled as precedence constraints among the blocks, mining and processing
capacities lead to knapsack constraints for each period.
Table 1 shows the eﬀect of the variable ﬁxing and the clique-based inequalities at the root
node of the branch-and-bound tree. All problems are solved with Cplex 11.0 on a 2.66 GHz
Intel Pentium 4 machine to an optimality gap of 1%. The ﬁrst three columns of Table 1 show
the numbers of blocks, elementary precedence relations, and considered periods. The remaining
columns display the number of branch-and-bound nodes, the integrality gap at the root node,
260Data set Standard Formulation With Fixing With Fixing and Cliques
N |S| T Vars B&B
nodes
Root
gap (%)
Time
(sec)
Fixed
vars
B&B
nodes
Root
gap (%)
Time
(sec)
Clique
cuts
B&B
nodes
Root
gap (%)
Time
(sec)
Shallow Pits
67 190 5 335 407 5.2 4.8 46 432 2.8 2.8 14 142 1.5 2.6
67 190 10 670 41723 9.6 531.4 103 59319 4.6 444.3 38 102700 2.9 1589.7
115 368 5 575 225 4.1 11.2 40 97 2.3 8.6 18 50 1.2 9.3
115 368 10 1150 5925 5.1 224.0 106 2882 2.6 88.5 34 1996 1.5 73.6
182 615 5 910 100 2.0 22.9 45 214 1.8 17.8 14 93 1.2 10.8
182 615 10 1820 4136 3.4 505.6 101 954 2.0 119.5 29 1356 1.3 143.9
354 1670 5 1770 3 1.0 12.2 21 1 0.9 9.1 81 0 . 8 9 . 0
354 1670 10 3540 239 1.1 120.5 93 300 1.0 92.9 10 431 1.0 123.5
Deep Pits
66 312 5 330 62 3.2 1.1 38 50 2.4 0.9 63 1 . 1 0 . 4
66 312 10 660 1567 7.2 42.0 94 1750 5.1 35.0 13 539 1.9 11.5
90 544 5 450 2102 6.2 9.2 54 75 4.5 1.6 91 0 . 9 0 . 2
90 544 10 900 10473 9.1 213.4 140 1387 5.2 34.2 25 599 2.2 21.8
166 1551 5 830 460 25.6 34.7 209 312 5.6 11.9 21 187 4.1 11.6
166 1551 10 1660 44359 37.0 2477.8 475 13545 6.8 317.9 21 3663 4.7 117.9
420 5900 5 2100 2514 37.2 487.2 620 445 9.4 112.3 11 462 5.3 153.8
420 5900 10 4200 71268 55.2 61224.5 1385 3739 9.2 1023.8 19 6417 5.6 3114.7
Table 1: Computational results with variable ﬁxing and cuts at the root node
and the overall computation time for the plain standard formulation, with variable ﬁxing, and
with clique inequalities. It can be seen that both techniques lead to a substantial reduction of
the integrality gap at the root node and, in many cases, also to less branch-and-bound nodes and
lower computation times. Even with the most aggressive variable probing and cut generation
strategies Cplex could not to derive equally strong lower bounds at the root node on its own.
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261U-LLREF: An Optimal Scheduling Algorithm for Uniform
Multiprocessors
Shelby H. Funk (Speaker) ∗ Archana Meka †
1 Introduction
In real-time systems, correctness depends on both the logical result of computation and the time
at which results are produced. Real-time systems may be divided into two categories – hard
and soft. In soft real-time systems, jobs may miss some deadlines. In hard real-time systems,
any missed deadline is considered a system failure. We consider the problem of scheduling a
hard real-time system comprised of periodic tasks [6] executing on a uniform multiprocessors,
allowing preemption and migration.
Ap e r i o d i ct a s kTi =( pi,e i) generates jobs Ti,k at times k   pi for k =0 ,1,2,.... Each job
has an execution requirement of ei — i.e., it requires ei time units to complete on a speed-1
processor. Job Ti,k’s deadline is the arrival time of task Ti’s next job, namely (k +1 )  pi.O n
a uniform multiprocessor, each processor has an allocated speed s – if a job runs on a speed-s
processor for t time units then s × t units of work are performed. We denote an m-processor
uniform multiprocessor π =[ s1,s 2,...,s m], where s1 ≥ s2 ≥ ...s m. The total speed of all
processors is denoted S(π).
One important task parameter is its utilization, ui = ei/pi, which measures the proportion of
time a task must execute on a unit speed processor (i.e., a processor with speed s = 1). The total
utilization and maximum utilization of task set τ are denoted Usum and umax, respectively. A
set of periodic tasks can be scheduled on m identical multiprocessor if Usum ≤ m and umax ≤ 1.
For example, the Pfair [2, 1] and LLREF [3] algorithms both can schedule any such task sets.
To date, no optimal online scheduling algorithm exists for uniform multiprocessors.
1.1 The LLREF Scheduling Algorithm
LLREF, is based on the ﬂuid scheduling model, which executes all tasks at a constant rate.
This algorithm divides the schedule into Time and Local execution time planes (TL-planes),
which are determined by task deadlines. The algorithm schedules tasks by creating smaller
“local” jobs within each TL-plane. The only parameters considered by the algorithm during a
TL-plane are the parameters of the local jobs. When a TL-plane completes, the next TL-plane
is started. The duration of each TL-plane is the amount of time between consecutive deadlines.
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262For example, given the task set comprised of three tasks (8,3),(11,4),(15,9), the intervals of
ﬁrst four TL-planes are [0,8],[8,11],[11,15], and [15,16].
Each task is assigned an execution requirement for each TL-plane. If a TL-plane starts
at time tf0 and ends at time tf1, then the initial value each task’s local remaining execution
requirement is proportional to its utilization. Speciﬁcally, Ti’s local execution is initialized to
ℓi,0 = ui(tf1 − tf0). If Ti is executing at time tx,t h ev a l u eo fℓi,x decreases. At each scheduling
event, LLREF always assigns the m tasks with the highest remaining execution requirement to
execute on some processor. These tasks will execute until one of two events occur.
  A bottom (or B) event occurs at time tx when a task Ti has completed its required
execution (i.e., when ℓi,x =0 ) .
  Ac r i t i c a l( o rC) event occurs when the task will miss its deadline if it does not execute
for the remainder of the TL-plane (i.e., ℓi,x = tf1 −tx). If a task causes a C event, we say
the task has zero laxity.
Whenever either of these events occur at a time tx,t h em tasks that have the highest remaining
execution requirement are assigned to execute. This process is repeated until all tasks have
executed for ℓi,0 units of time within the TL-plane.
2 U-LLREF
We introduce U-LLREF, an extension of LLREF for uniform multiprocessors and prove the
algorithm is optimal. Extending LLREF to apply to uniform multiprocessors requires a more
complex C event because there are more utilization bounds. On uniform multiprocessors,
a periodic task set τ = {T1,T 2,...,T n} with u1 ≥ u2 ≥ ... ≥ un is schedulable on π =
[s1,s 2,...,s m] if the following bounds hold [4, 5].
k ￿
i=1
ui ≤
k ￿
i=1
si for k =1 ,2,...,m− 1,and (1)
n ￿
i=1
ui ≤
m ￿
i=1
si (i.e., Usum ≤ S(π)). (2)
By constraint 2, we have (m − 1) diﬀerent types of zero laxity events on uniform multi-
processors instead of the single type of zero laxity event for identical multiprocessors described
above. We say a Ck event occurs at time tx when some set of k tasks have zero laxity on the
k fastest processors – i.e., when their total remaining execution is equal to
￿k
i=1 si(tf1 − tx).
Unfortunately, determining which k tasks will create such an event requires exponential running
time. The following theorem allows us to use a simpler condition for determining C events.
Theorem 1 Let T1,...,T n be scheduled on uniform multiprocessor π during the interval
[tf0,t f1]. Assume ℓ1,x ≥ ℓ2,x ≥ ... ≥ ℓn,x at time tx and tasks Ti is scheduled to execute
on processor si for i =1 ,...,m.I fa Ck event will occur in ∆k time units, then there exists
some task Ti and some time ty such that tx ≤ ty ≤ tx +∆ k and ℓi,y = sk(tf1 − ty).
263Using this theorem, we can invoke a diﬀerent type of Ck event – namely, a task Ti has
a Ck event when it has zero laxity on processor sk. W h e ns u c ha ne v e n to c c u r s ,U - L L R E F
schedules the task on the given processor for the remainder of the TL-plane. If we schedule in
this manner, no set of k tasks can have negative laxity on the k fastest processors. Therefore,
this method will ensure the ﬁrst (m − 1) bounds given in constraint 2 will always hold.
While the above theorem ensures most of the conditions given above, it does not ensure
the total utilization bound is never violated. Below, we see that total local utilization never
increases within a TL-plane.
Theorem 2 Assume tasks T1,...,T n are schedule on uniform multiprocessor π,w h e r eUsum ≤
S(π). Assume the tasks are scheduled using TL-planes and all m processors execute some task
whenever there are at least m tasks with positive local remaining execution requirement. Then
the total local utilization will never exceed Usum.I n f a c t ,i f Usum <S (π) then the total local
utilization decreases over time.
With these theorems in mind, we deﬁne U-LLREF as follows. At the beginning of each TL-
plane [tf0,t f1], let ℓi,0 = ui(tf1 − tf0)f o re a c hi =1 ,2,...,n. At each scheduling event, assign
the m tasks with largest remaining execution to execute so that tasks with larger remaining
execution execute on faster processors. Reschedule whenever some task has a B event (ℓi,x =0 )
or a Ck event (ℓi,x = sk).
The above theorems demonstrate that scheduling using U-LLREF prevents the utilization
constraints 2 and 2 from being violated – i.e., U-LLREF is optimal for scheduling periodic tasks
on uniform multiprocessors when preemption and migration are allowed.
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