This supplementary material contains discussions on the optimal bandwidths selection, technical proofs, and additional asymptotic results for weighted averages of effects. All assumptions, notations, and references are as given in the main body of the paper.
where D 2μ h (Zi) is the second derivative matrix ofμ h evaluated at Zi, and || · || denotes a suitable matrix norm. Here, it is convenient to choose || · || to be the Frobenius norm, i.e., the square root of the sum of squares of the matrix elements. Letμ h [k,α] denoteμ h evaluated at h [k,α] . Then the cross-validation function V0(α) is
that does not require X to be observable, where nowμ h (x, w) =ĝY,0(x, w; h)/ĝ1,0(x, w; h). Inspecting this expression, we see that a new quantity appears, f Y |X,W , the density of Y given (X, W ). Using the fact that
and substituting this intoQα(h) gives
Qα(h) = (y −μ h (x, w)) 2 f X|Y,W (x | y, w) fY,W (y, w) dy dx dw + α ||D 2μ h (x, w)|| 2 f X|W (x | w; h) fW (w) dx dw.
Replacing fY,W and fW with their empirical counterparts yields the following analog of Q k α :
With h [k,α] now denoting the minimizer ofQ k α (h), we define a similar analog of V0 aŝ
U2 ⊥ (X, W ) implies U2 ⊥ X and U2 ⊥ W . as considered by SWC. We use E[U1 | X, U2] = 0 in the step from the second to the third equality and use U2 ⊥ X in the step from the third to the fourth equality.
We note that U2 ⊥ (X, W ) implies U2 ⊥ X | W . And we also note that U2 ⊥ X | W implies U2 ⊥ (X, W ) | W by Lemma 4.1 and Lemma 4.2(ii) in Dawid (1979) . Then for each real ζ, we have where U2 ⊥ W , U2 ⊥ (X, W ) | W and E[V | X, U2, W ] = E[V | X, W ] are used in the steps from the second to the third line, from the fifth to the sixth line, and from the sixth to the seventh line, respectively.
Given Assumptions 3.3-3.5, we get
where the third equality follows by integral by parts. The last expression is the Fourier transform of g V,λ (x, w). For each λ ∈ {0, ..., Λ} and (x, w) ∈ supp(X, W ), we have 1 2π (−iζ) λ φV (ζ, w) exp(−iζx)dζ = 1 2π (−iζ) λ E[V e iζX | W = w] exp(−iζx)dζ.
Since the right hand side is the inverse Fourier transform of (−iζ) λ E[V e iζX | W = w], the result follows.
Proof of Lemma 3.2
Assumptions 3.1 and 3.3-3.6 ensure the existence of
By the convolution theorem, the inverse Fourier Transform of the product of κ(h1ζ) and (−iζ) λ E[V e iζX | W = w] is the convolution between the inverse Fourier Transform of κ(h1ζ) and the inverse Fourier Transform of (−iζ) λ E[V e iζX | W = w]. The inverse Fourier Transform of κ(h1ζ) is h Proof of Lemma 4.1 For A ∈ {1, X1}, we let θA(ζ) ≡ E Ae iζX 2 and for V ∈ {1, Y }, θV (ζ, w) ≡ E V e iζX 2 | W = w = E V e iζX 2 | W = w fW (w)
where χV (ζ, w) ≡ E V e iζX 2 | W = w fW (w). Also we letθA(ζ) ≡Ê Ae iζX 2 and δθA(ζ) ≡θA(ζ)−θA(ζ). Similarlŷ θV (ζ, w) ≡Ê V e iζX 2 | W = w ≡χV (ζ, w)/fW (w) wherê
so that δχV (ζ, w) ≡χV (ζ, w) − χV (ζ, w) and δfW (w) ≡fW (w) − fW (w). We state a useful representation for θX 1 (ζ)/θ1(ζ):θ X 1 (ζ) θ1(ζ) = θX 1 (ζ) + δθX 1 (ζ) θ1(ζ) + δθ1(ζ) = qX 1 (ζ) + δqX 1 (ζ)
where qX 1 (ζ) = θX 1 (ζ)/θ1(ζ) and where δqX 1 (ζ) can be written as either
or δqX 1 (ζ) = δ1qX 1 (ζ) + δ2qX 1 (ζ) with
ForχV (ζ, w)/θ1(ζ),χ V (ζ, w) θ1(ζ) = χV (ζ, w) + δχV (ζ, w) θ1(ζ) + δθ1(ζ) = qV (ζ, w) + δqV (ζ, w)
where qV (ζ, w) ≡ χV (ζ, w)/θ1(ζ) and where δqV (ζ, w) can be written as either
Similarly, for 1/fW (w),
where q1(w) ≡ 1/fW (w) and where δq1(w) can be written as either
By substituting eqn.(2)-(5) intô
Keeping the terms linear in δθ1(ζ), δθX 1 (ζ), δχV (ζ, w), and δfW (w) gives the linearization ofĝ V,λ (x, w, h), denoted byḡ V,λ (x, w, h):
Using the identity
for any absolutely integrable function f , we get
where Ψ V,λ,A (ζ, x, w, h1) and V,λ (x, w, h; V, X1, X2, W ) are defined in the statement of the Lemma 4.1.
We define the following convenient notation as employed in SWC.
Definition B.1
We write f (ζ) g(ζ) for f, g : R → R when there exists a constant C > 0, independent of ζ, such that f (ζ) ≤ Cg(ζ) for all ζ ∈ R (and similarly for ). Analogously, we write an bn for two sequences an, bn when there exists a constant C independent of n such that an ≤ Cbn for all n ∈ N.
Lemma B.1
Let the conditions of Lemma 4.1 hold, and suppose in addition that Assumption 4.1 (ii) holds. Then for V ∈ {1, Y }, each λ ∈ {0, . . . , Λ} and h1 > 0,
where αB ≡ α φξ ν φ , νB ≡ ν φ , and γ λ,B ≡ γ φ + λ + 1.
Proof
Using Parseval's identity, we have
since Assumption 3.6 ensures κ(ζ) = 1 for |ζ| ≤ξ and sup ζ |κ(h1ζ)| < ∞. Thus, by Assumption 4.1(ii), we have
where the second line follows by Lemma 7 of Schennach (2004a).
Lemma B.2
Suppose the conditions of Lemma 4.1 hold. For each ζ and h ≡ (h1, h2), and for A ∈ {1, X1, χV , fW
If Assumption 4.1 also holds, then for h > 0
Proof
We obtain rates for each term of Ψ
By using Assumption 4.1 and integrating Ψ + V,λ,1 (ζ, h1) with respect to ζ, we obtain
Because inf w∈supp(W ) fW (w) > 0 by Assumption 3.3 (i), we finally obtain
Collecting these rates for each term of Ψ + V,λ (h) gives the desired result.
Lemma B.3 For a finite integer J and K, let Pn,j(x2) define a sequence of nonrandom real-valued continuously differentiable functions of a real variable x2, j = 1, ..., J, and Q n,k (w) define a sequence of nonrandom real-valued continuously differentiable functions of a real variable w, k = 1, ..., K. For some C1, C2 and δ > 0, let Aj and X2 be random variables satisfying E A 2+δ j | X2 = x2 ≤ C1 for all x2 ∈ supp(X2), j = 1, ..., J, and let B k and W be random variables satisfying E B 2+δ k | W = w ≤ C2 for all w ∈ supp(W ), k = 1, ..., K, such that sup n≥N σn < ∞ and inf n≥N σn > 0 for some N ∈ N + , where
If there exists some η > 0 such that max{sup
Apply Lemma 9 in Schennach (2004a) and the Lindeberg-Feller central limit theorem.
Lemma B.4
Let the conditions of Lemma 4.1 hold. (i) Then for V ∈ {1, Y } and for each λ ∈ {0, ..., Λ}, (x, w) ∈ supp(X, W ), and h > 0, E[L V,λ (x, w; h)] = 0, and if Assumption 4.2 also holds, then
where
is finite. Further, if Assumption 4.1 holds, then
(ii) If Assumptions 4.3 and 4.4 also hold, and if for V ∈ {1, Y } and for each λ ∈ {0, ..., Λ}, (x, w) ∈ supp(X, W ), Ω V,λ (x, w; hn) > 0 for all n sufficiently large, then
Note that by Assumption 4.2
where the last line is obtained by Assumption 4.2 and the fact that
Finally,
so that
Thus we have
where for A ∈ {1, X1, χV , fW }
It follows that
To show uniform convergence, we write
where the integrals are finite since Ê [e
1, and since Lemma B.2 implies that Ψ
(ii) To show asymptotic normality, for fixed x and w, we apply Lemma B.3 to
corresponding to A1 = 1, A2 = X1, B1 = V , and B2 = 1, respectively. We assume that infn>N Ω V,λ (x, w, h) > 0, and the imposed conditions ensure that for some finite
, 2 and k = 1, 2. To do this, we use Lemma B.2. For j = 1, 2, sup
By Assumption 4.4, if ν θ = 0, we have h
for some η > 0. Thus we have for j = 1, 2 sup
Because the right-hand side grows more slowly than any power of n, we certainly have sup
for some η > 0. Thus we have sup
Therefore, we get
and h
Thus, the bandwidth sequences in Assumption 4.4 guarantee that supw
Because supw ∈supp(W ) |DwQn,2(w)| supw ∈supp(W ) |DwQn,1(w)|, the result follows.
Lemma B.5
Let A and X2 be random variables satisfying E[|A| 2 ] < ∞ and E[|A||X2|] < ∞, and let {Ai, X2,i}i=1,...,n be a corresponding IID sample. Then for any u, U ≥ 0, and > 0,
Proof
The result immediately follows by Lemma 6 in Schennach (2004b).
Lemma B.6 (i) Suppose the conditions of Lemma B.4 hold, together with Assumptions 4.5, 4.6. Then for V ∈ {1, Y }, each λ ∈ {0, ..., Λ}, and some > 0,
(ii) If Assumption 4.7 holds in place of Assumption 4.4, then for V ∈ {1, Y } and each λ ∈ {0, ..., Λ},
and removing the terms linear in δθ1(ζ), δθX 1 (ζ), δχV (ζ, w), and δfW (w), we obtain the nonlinear remainder term
Ri where 
We define Υ(hn) andΦn as follows:
for any > 0. Note that the suprema associated with ζ can be taken over [−h
1n ], since κ(h1nζ) vanishes outside the interval by Assumption 3.6. The second order of magnitude follows from Lemma B.5 and Assumption 4.6, since h
for any choices of h2n from Assumption 4.4 and 4.7. Then the terms in the nonlinear remainder can be bounded in terms of Ψ + V,λ (hn), Υ(hn), andΦn. We note that Φn × max sup
We now find upper bounds for each term, Ri, i = 1, ..., 22. Because all other terms are also bounded by the upper bound for R1, we focus on the bound for R1.
When the conditions of Lemma B.4 hold, we get the bound needed for part (i):
In order to get the bound for R V,λ (x, w, hn) when Assumption 4.7 holds in place of Assumption 4.4 in the conditions of Lemma B.4, we note that
where the second equality is obtained using Lemma B.2. Now we show that Υ(hn)Φ 
where the last equality follows because ln n dominates (ln n) 1−ην θ and ln(ln n), and because 1/2 − 3η − 1/2 + 2 < 0 by selecting η > 2 /3. When ν θ = 0, we have h
by selecting η > /2. One can show that the bounds for the remaining terms contain the same leading term, Υ(h)Φ 2 n Ψ + V,λ (h). We thus omit them for brevity.
Proof of Theorem 4.2
Combining Lemma B.1, Lemma B.4 and Lemma B.6(ii) immediately yields the result.
Proof of Theorem 4.3
Because the bias and the remainder term will never dominate the variance term by Assumption 4.8, the result immediately follows by Lemma B.4, Lemma B.6(i) and the fact thatĝ V,λ (x, w, hn) − g V,λ (x, w) = B V,λ (x, w, h1n) + L V,λ (x, w, hn) + R V,λ (x, w, hn).
Proof of Theorem 4.4
From a first-order Taylor expansion ofβ(x, w, hn)
where R V,λ (ḡ V,λ (x, w, hn), (ĝ V,λ (x, w, hn) − g V,λ (x, w))) is a remainder term in whichḡ V,λ (x, w, hn) lies between g V,λ (x, w, hn) and g V,λ (x, w) for each (x, w, hn), and s V,λ (x, w) is given in front of the theorem.
We note that by Theorem 4.2,
The first terms in the Taylor expansion ofβ(x, w, hn) − β(x, w) can be shown to be Op(εn/τ 3 n ) uniformly for (x, w) ∈ Γτ . Each term of s V,λ (x, w) consists of products of functions of the form g V,λ (x, w) divided by products of at most 3 functions of the form g1,0(x, w). Because g V,λ (x, w) are uniformly bounded over R by assumption and g1,0(x, w) are bounded below by τn uniformly for (x, w) ∈ Γτ by construction, we have that sup (x,w) 
The remainder terms in the Taylor expansion ofβ(x, w, hn) − β(x, w) can be shown to be op(εn/τ 3 n ) uniformly for (x, w) ∈ Γτ . These terms involve a finite sum of (i) finite products of the functionsḡ V,λ (x, w, hn) for V ∈ {1, Y } and λ = 0, 1; (ii) division by a product of at most 4 functions of the formḡ1,0(x, w, hn); and (iii) pairwise products of functions of the formĝ V,λ (x, w, hn) − g V,λ (x, w) for V ∈ {1, Y } and λ = 0, 1. First, the contribution of (i) is bounded in probability uniformly for (x, w) ∈ Γτ because
Second, the contribution of (ii) is bounded as well. We note that for (x, w) ∈ Γτ g1,0(x, w, hn) = g1,0(x, w) 1 +ḡ 1,0(x, w, hn) − g1,0(x, w) g1,0(x, w)
By selecting {τn} such that τn > 0, τn → 0 as n → ∞, and εn/τ 3 n → 0 we also have εn/τn → 0. Thus, we get g1,0(x, w, hn) = f X|W (x | w) (1 + op(1)) ≥ τn/2 with probability approaching one since f X|W (x | w) ≥ τn for (x, w) ∈ Γτ by construction. Therefore we have that the contribution of (ii) isḡ 
Proof of Theorem 4.5
We have established the asymptotic normality ofĝ V,λ (x, w, hn) − g V,λ (x, w) in Theorem 4.3 and we have the Taylor expansion in eqn.(6). Thus the result is immediate from the delta method.
Appendix C: Asymptotic Properties of Weighted Averages Effects
This appendix provides asymptotic properties of functionals of the general formĝ V,λ (x, w; h) in subsection C.1 and of functionals of covariate-conditioned average marginal effectsβ(x, w; h) in subsection C.2, which covers various form of treatment effects. Subsection C.3 establishes their mathematical proofs.
C.1 Asymptotics for Functionals of the General Form
In addition to structurally-identified β(x, w), we are interested in weighted averages of β(x, w) such as
where m(·) andm(·, ·) are user-supplied weight functions, and where fW , f W |X , and fW,X are the marginal density of W , conditional density of W given X, and joint density of W and X, respectively. When m(w) = 1, for instance, β mf W (x) is analogous to the derivative of the average structural function of Blundell and Powell (2004) To cover the above cases in a common framework, we consider general functionals b of J-vectors gx ≡ (g V 1 ,λ 1 (x, ·) , ..., g V J ,λ J (x, ·)) and g ≡ (g V 1 ,λ 1 , . .., g V J ,λ J ) with finite J, and we establish the asymptotic prop- 1 ,λ 1 , . .., g V J ,λ J )). The first of the following theorems is relevant to estimating βm(x), β mf W (x), and β mf W |X (x). Because the weighted average of coordinates of gx is taken only over w, functionals of gx obtain a rate between √ n and that obtained in Theorem 4.2. It is not easy to use a functional delta method to obtain asymptotic normality of the functional because we need to show tightness of integrands by introducing trimming of the tails of characteristic functions in the theorem. We therefore leave formal treatment of asymptotic normality results to future research. The second theorem is useful for estimating βm, βm f W,X , and βm f W |X and delivers √ n− consistency and asymptotic normality results for the weighted averages of interest. Because it involves a weighted average over both x and w, it achieves the standard parametric rate of convergence. Each theorem relies on the existence of an asymptotically linear representation, of the functional b.
Assumption C.1
Suppose that for each x ∈ supp(X), the real-valued functional b(·) satisfies, for anygx
for some real-valued functions sj, j = 1, ..., J.
This assumption states Fréchet differentiability of b(gx) with respect togx in the norm g V j ,λ j (x, ·) 2 ∞ , where the derivative is sj(x, w). To obtain a faster rate for functionals of gx than that for g V,λ (x, w), we first impose a bound on the tail behavior of the Fourier transforms involved, as in Assumption 4.1.
Assumption C.2
For each x ∈ supp(X), the functional derivatives sj, defined in Assumption C.1, are such that sup x∈supp(X) |sj(x, w)|dw < ∞. Also, for V ∈ {1, Y }, there exist constants C φs > 0, α φs ≤ 0, ν φs ≥ ν φ ≥ 0, and γ φs ∈ R such that ν φs γ φs ≥ 0 and if ν φs = ν φ = 0, γ φ ≥ γ φs , and
and in addition if α φs = 0, then γ φs < −λ − 1 for given λ ∈ {0, . . . , Λ}.
The assumption above formalizes the intuition that averaging a quantity typically improves the convergence rate. It is natural to assume ν φs ≥ ν φ and if ν φs = ν φ = 0, γ φ ≥ γ φs , because, for some nonzero constant C, we have
Observe, however, that the inequality above can hold even when ν φs < ν φ or γ φ < γ φs , because both bounds on sup w∈supp(W ) |φV (ζ, w)| and on sup x∈supp(X) φV (ζ, w)s(x, w)dw given in Assumptions 4.1(ii) and C.2, respectively, are upper bounds. Thus, a faster convergence rate due to averaging over W is not a necessary result.
We next impose minimum convergence rates in a high-level form for conciseness, since primitive conditions can be obtained via Lemmas B.1, B.4 and B.6.
Assumption C.3
hn → 0 as n → ∞ such that for all λ ∈ {0, ..., Λ}, we have:
1n , and sup (x,w)∈supp(X,W ) |R V,λ (x, w; hn)| = op (α1n) where α1n ≡ h −1 1n γ λ,B exp αB h −1 1n
ν L and where αB, νB, γ λ,B , αL, νL, γ λ,L , and δL are as defined in Lemmas B.1 and B.4.
(ii) if ν φs > ν φ > 0 or γ φ > γ φs for ν φs = ν φ = 0, sup (x,w) 
ν L,s , and where αB,s ≡ α φsξ ν φs , νB,s ≡ ν φs , γ λ,B,s ≡ γ φs + λ + 1, αL,s ≡ α φs 1 {ν φs ≥ν θ } − α θ 1 {ν φs ≤ν θ } , νL,s ≡ max{ν θ , ν φs }, γ λ,L,s ≡ 1 + γ φs − γ θ + λ, and δL,s ≡ 1 + γ1.
We now establish a faster convergence rate for functionals of gx than that for g V,λ (x, w), which is useful for analyzing βm(x), β mf W (x), and β mf W |X (x).
Theorem C.1
For given Λ, J ∈ N, let λ1, ..., λJ belong to {0, ..., Λ}, let V1, ..., VJ belong to {1, Y }, and suppose that the conditions of Theorem 4.2 and Assumption C.2 hold. In addition, suppose that Assumption C.1 holds with sj such that sup x∈supp(X) |sj(x, w)|dw < ∞, and letĝx(hn)
We impose conditions on the minimum convergence rates for the next theorem in a high-level form, which can be readily verified in terms of more primitive conditions using Lemmas B.1, B.4 and B.6. Assumption C.4 hn → 0 as n → ∞ such that for all λ ∈ {0, ..., Λ}, we have sup (x,w)∈supp(X,W ) |B V,λ (x, w; h1n)| = o n −1/2 , sup (x,w)∈supp(X,W ) |L V,λ (x, w; hn)| = op n −1/4 , sup (x,w)∈supp(X,W ) |R V,λ (x, w; hn)| = op n −1/2 , and
This assumption is required to ensure that weighted average derivatives converge at the parametric rate, √ n. Note that because the rate of divergence of L V,λ (x, w; hn) depends on the smoothness of various quantities as given in Lemma B.4, its n −1/4 rate may not always be possible. Nevertheless, we can achieve n −1/4 rate when the functional form of the regression model is sufficiently smooth (e.g. polynomial or exponential functions in Taupin, 2001, or more generally, functions with rapidly decaying Fourier transforms) or when the distribution of the measurement error exhibits a slowly decaying Fourier transforms (e.g., range-restricted distributions in Hu and Ridder, 2010).
Also define ψs(v, x1, x2,w) ≡ J j=1 ψ V j ,λ j (sj; vj, x1, x2,w) + ψ f (sJ+1;w), where
The following theorem gives a convenient asymptotic normality and √ n− consistency result useful for analyzing βm, βm f W,X , and βm f W |X . Theorem C.2 For given Λ, J ∈ N, let λ1, ..., λJ belong to {0, ..., Λ}, let V1, ..., VJ belong to {1, Y }, and suppose that the conditions of Theorem 4.3 and Assumption C.4 hold. Define b(·, ·) as a real-valued functional satisfying, for anyg
for some real-valued functions sj, j = 1, ..., J + 1. If sj is such that
C.2 Asymptotics for Weighted Averages of Effects
We now consider the asymptotic properties of the estimators of the weighted averages defined in section C.1: ≡ {(x, w) ∈ R 2 :ĝ1,0(x, w; hn) > 0}, and wherefW (w) is a nonparametric estimator of the density of W . The next assumption restricts the weight functions, m andm.
Assumption C.5 Let M andM be bounded measurable subsets of R and R 2 , respectively. (i) The weight functions m : R → R andm : R 2 → R are measurable and supported on M andM, respectively;
The next two theorems establish asymptotic properties for these estimators by applying Theorems C.1 and C.2. We first establish asymptotic results for the semiparametric functionals taking the forms of eqns. (9)- (11) by applying Theorem C.1.
Theorem C.3
Suppose the conditions of Theorem C.1 hold for Λ = 1 and that Assumption C.5 holds. Then
, where αB,s, νB,s, γ λ,B,s , αL,s, νL,s, γ λ,L,s , and δL,s are as defined in Assumption C.3.
We now define useful notations for asymptotic normality results. Recall that ψ V,λ is defined in front of Theorem C.2 in subsection C.1. Let
where P1 denotes the function mapping (x, w) tom(x, w)s V,λ (x, w). Let
where P2, P3, P4, and P5 denote the functions mapping (
, and β(x, w)m(x, w)f X|W (x | w)/fX (x), respectively.
Also let
where P6, P7, and P8 denote the functions mapping (x, w) tom(x, w)fW,X (w, x)s V,λ (x, w), β(x, w)m(x, w)fW (w), and β(x, w)m(x, w)f X|W (x | w), respectively.
The following theorem establishes asymptotic results for the semiparametric functionals taking the forms of eqns. (12)- (14) by straightforward application of Theorem C.2.
Theorem C.4
Suppose the conditions of Theorem C.2 hold for Λ = 1 and that Assumption C.5 holds. Then
C.3 Mathematical Proofs
Lemma C.5 Suppose the conditions of Lemma 4.1 hold. For each ζ and h ≡ (h1, h2), and for A ∈ {1, X1, χV , fW }, let Ψ + V,λ,A,s (ζ, h1) ≡ sup x∈supp(X) Ψ V,λ,A (ζ, x, w, h1)s(x, w)dw , and define
If Assumption C.2 also holds, then for
h > 0 Ψ + V,λ,s (h) = O max{(1 + h −1 1 ) γ 1 +1 , h −1 2 } 1 + h −1 1 γ φs +λ−γ θ +1 × exp (α φs 1 {ν φs ≥ν θ } − α θ 1 {ν φs ≤ν θ } )(h −1 1 ) max{ν θ ,ν φs } .
Proof
By Assumptions 4.1 and C.2, we obtain
φV (ζ, w)s(x, w)dw dζ
Putting the four terms together gives the desired result.
Proof of Theorem C.1 (i) Since we have, by Assumption C.3(i),
the remainder term in eqn. (7) is op α
since sup x∈supp(X) |sj(x, w)| dw < ∞. Then the result immediately follows.
(ii) Since we have, by Assumption C.3(ii) and a similar argument in part (i),
the remainder term in eqn. (7) is op
For the first term,
For the second term,
Then we have
) from Lemma C.5. It follows by Markov's inequality that
Rijsj(x, w)dw
We obtain upper bounds for the terms, sup x∈supp(X) Ris(x, w)dw , i = 1, ..., 22, using the fact that the integral of R1 dominates these, which is similar to Lemma B.6. For brevity, we only provide bound on this integral:
where Fubini's Theorem is used in the third line. Note that
Because all other terms are also bounded by the upper bound for sup x∈supp(X) R1s(x, w)dw , we have
Collecting these gives the desired result.
Proof of Theorem C.2 By Assumption C.4, we have
Thus, the remainder term in eqn. (8) is op n
|sj(x, w)|dwdx = op(n −1/2 ), since maxj=1,...,J sup (x,w)∈(X,W ) max{|B V j ,λ j (x, w, h1n)|, |R V j ,λ j (x, w, hn)|} = op(n −1/2 ) and |sj(x, w)|dwdx < ∞. Therefore we have b(ĝ(hn),f (hn)) − b(g, f ) = J j=1 L V j ,λ j (x, w, hn)sj(x, w)dwdx + f W (w) − fW (w) sJ+1(x, w)dwdx + op(n −1/2 ).
We also note that We will show that the first term in the right-hand side is a standard sample average while the second is asymptotically negligible. By the definition of L V j ,λ j (x, w,h) in Lemma 4.1 and the fact that because the assumption thatΨ V,λ,s < ∞ ensures the integrand is absolutely integrable for any given sample, integrals and limits can be interchanged, we have Ψ V j ,λ j ,X 1 (ζ, x, w,h1)sj(x, w)dwdx Ê [X1e where P1 is defined in front of the theorem. Let ψ βm (v, x1, x2,w) ≡ V ∈1{,Y } λ=0,1 ψ V,λ (ms V,λ ; v, x1, x2,w). The result is immediate by applying Theorem C.2.
(ii) Similarly, from the definitions ofβm f W |X and βm f W |X , we get
ψ V,λ (P2; V, X1, X2, W ) + ψ1,0(P3; 1, X1, X2, W ) − ψ1,0(P4; 1, X1, X2, W ) + ψ f (P5; W ) + op(n −1/2 ), where P2−P5 are defined in front of the theorem. Let ψ βm f W |X (v, x1, x2,w) ≡ V ∈{1,Y } λ=0,1 ψ V,λ (P2; v, x1, x2,w)+ ψ1,0(P3; 1, x1, x2,w) − ψ1,0(P4; 1, x1, x2,w) + ψ f (P5;w). The result is immediate by applying Theorem C.2.
(iii) Similarly, from the definitions ofβm f W,X and βm f W,X , we get βm f W,X − βm f W,X =Ê V ∈{1,Y } λ=0,1 ψ V,λ (P6; V, X1, X2, W ) + ψ1,0(P7; 1, X1, X2, W ) + ψ f (P8; W ) + op(n −1/2 ), where P6−P8 are defined in front of the theorem. Let ψ βm f W,X (v, x1, x2,w) ≡ V ∈{1,Y } λ=0,1 ψ V,λ (P6; v, x1, x2,w)+ ψ1,0(P7; 1, x1, x2,w) + ψ f (P8;w). The result is immediate by applying Theorem C.2.
