Abstract. The classical error analysis for the Nédélec edge interpolation requires the so-called regularity assumption on the elements. However, in [18] , optimal error estimates were obtained for the lowest order case, under the weaker hypothesis of the maximum angle condition. This assumption allows for anisotropic meshes that become useful, for example, for the approximation of solutions with edge singularities.
Introduction
The first family of Nédélec's edge elements, introduced in [17] , is a conforming family of finite elements in H(curl ). After publication of [17] these finite elements become broadly used in the approximation of elliptic partial differential equations in mixed form, such as Maxwell equations, elasticity equations and their associated eigenproblems [17, 14, 11, 9] .
The error estimates for the numerical solutions obtained using these elements depend on the approximation properties of the associated edge interpolation operator. The error analysis for this operator developed in [17] is based on the so-called regularity assumption [10] , and therefore the constants involved in the estimates depend on the ratio between the outer and inner diameters. In this way, narrow or anisotropic elements are excluded from that analysis.
Anisotropic meshes appear naturally in applications where the solution presents edge singularities or boundary layers. As described in [8] , such a situation is present when considering the time-harmonic Maxwell equations in a Lipschitz polyhedron with non-convex edges or corners. In this case, the poor regularity of the solution causes some obstructions to optimal convergent approximations. One strategy to overcome this difficulty is to use non-quasiuniform finite element meshes that are more refined near some edges or corners. The possibility of using anisotropic elements can make the design of such meshes easier, reduce the number of elements and take advantage of the best regularity properties of the solution: In fact, in many problems, the solutions have more regularity in the direction of the edges than transversally to them.
The literature on anisotropic interpolation is nowadays rich. For the standard Lagrange interpolation it is known, since the pioneering works [6, 15] and many generalizations of them (see [5] and its references), that the regularity assumption can be relaxed to a maximum angle condition in many cases. In [2] , anisotropic estimates are obtained for a generalized Lagrange interpolation with arbitrarily high polynomial degree. These estimates hold uniformly for elements satisfying a maximum angle condition.
We say that a tetrahedron satisfies the maximum angle condition with constant ψ < π (or shortly MAC(ψ)) if the angles between the faces and inside faces are less thanψ. For a vector-valued function u regular enough, denote by Π l u the edge interpolation of u of order l on the tetrahedron K (see section 2 for definitions). Let us briefly describe the kind of estimates for Π l in which we are interested. In Corollary 6.2 (we refer to section 6 for a complete statement) we prove that there exists a constant C depending only onψ and l such that if K is a tetrahedron satisfying a maximum angle condition with constantψ and if 1 ≤ m ≤ l, for all u ∈ W m+1,p (K) (see the restrictions on the values of p in the statement of the Corollary) we have
with h the diameter of K. We say that the estimate is uniform for elements satisfying a maximum angle condition, because the constant C does not blows up if the maximum angle of the element remains bounded above away from π. We remark that the aspect ratio of the element may degenerate while the maximum angle remains controlled. Our estimates are also of anisotropic type. Indeed, in Theorem 6.1 we prove that if an element K satisfies MAC(ψ), then it is possible to choose three edges of K, 1 , 2 , and 3 , with lengths h 1 , h 2 , and h 3 , such that if 1 ≤ m ≤ l and u ∈ W m+1,p (K) (see the restrictions on the values of p in the statement of the Theorem) we have the estimate
where ξ i = i / i , h is the diameter of K, and where the constant C depends again only on the maximum angle of the element K and on l (we refer again to section 6 for a complete statement of the result). It is important to note that the matrix made up of ξ i , i = 1, 2, 3, as columns, as well as its inverse, have norms bounded only in terms ofψ, so, the directions are "uniformly" independent. This estimate is not affected by the relative order of the lengths h 1 , h 2 and h 3 , allowing for elements that are arbitrarily narrow in some directions. Note also that in front of each derivative in the right hand side we have the lengths in the directions corresponding to that derivative. Then, this is an appropriate estimate when approximating anisotropic solutions, that is, solutions with different behaviors along different directions. We observe that we have the diameter h only in front curl u, but in applications, curl u may be better suited than the solution u itself. Our work generalizes a result of [18] , where the author proves anisotropic error estimates for the edge interpolation of lowest order under the maximum angle condition. Related results can be founded also in [8] , but there the authors consider elements satisfying a stronger condition on the elements (that, as showed in [3] , is equivalent to the regular vertex property of [1] , which we describe below). Moreover their estimates (for tetrahedral meshes) are uniform and anisotropic, in the above sense, only for the lowest order of the interpolation and for functions having constant curl .
We remark that our technique differs significatively from the methods followed in [18] and [8] : firstly, we obtain anisotropic stability estimates for the edge interpolation operator. Then, we combine them with known polynomial approximation results [12] , in a classical way, obtaining the desired interpolation error estimates. We need appropriate estimates for Π l in reference elements in order to obtain, through standard scaling arguments, stability estimates with constants that do not degenerate for narrow elements. In particular, as can be easily checked, by rescal-
for a reference element K, we obtain estimates with constants that go to infinity when the element becomes narrower (see section 3).
Let us finally mention, only to make a comparison with results for related operators, that in [3] , uniform error estimates under the maximum angle condition for the Raviart-Thomas interpolation are obtained, but such estimates are anisotropic only for elements satisfying the regular vertex property. We say that an element satisfies a regular vertex property with constantc, if it has a vertex, such that the matrix M ∈ R 3×3 that has as columns the unitary vectors with the directions of the edges sharing that vertex, verifies | det M | >c. This is a stronger property than the maximum angle condition. In fact, an example in [3] shows that uniform anisotropic error estimates for the Raviart-Thomas interpolation can not hold uniformly under a maximum angle condition.
The plan of the paper is as follows: in the next section we introduce the edge interpolation and some basic facts that we use later. In section 3 we collect analytical aspects of the maximum angle condition. In sections 4 and 5 we obtain sharp stability results for the edge interpolation on suitable families of elements, which allow us to prove, in section 6, the main theorem concerning the anisotropic interpolation error estimates.
Preliminaries
Throughout the paper, we use the standard notation for Lebesgue and Sobolev spaces,
, and for the seminorm | · | W k,p (D) . We will use, without explicit mention, the estimates for the traces of functions in W 1,p (D) on faces (for arbitrary p ≥ 1) or edges (for p > 2) when D ⊂ R 3 is a Lipschitz domain. Bold characters, such as u, v, denote vector-valued functions in R 3 , with components u i , v i , i = 1, 2, 3, and x = (x 1 , x 2 , x 3 ) denotes the variable in R 3 . We will use the standard operator curl (·) = ∇ × · for vector-valued functions. When necessary, we will denote functions defined in elements K or K, by u or u, the variables in those elements by x or x and the differential operators with respect to these variables by, for instance, curl or curl . Let l ≥ 1 be a natural number, and let K ⊂ R 3 be a tetrahedron. Now, we introduce the first Nédélec family of edge elements [17] 
3 given by (see for example [14] )
where
If we set
In fact, consider the maps Φ :
But, Ψ is also surjective, and, as we can easily check,
Now we define the associated edge interpolation operator
For each edge e of K and q ∈ P l−1 (e) we set
It is well known [14, 17] that the degrees of freedom (4)-(6) define a unique element
The next result will be used in sections 4 and 5 in order to obtain stability estimates for the operator Π l on different families of elements. 
where N (u) is some norm or seminorm of u, and C e , C f and
with C depending on l and K, but being independent of u and w.
Proof. Let {q
be a basis of P l−3 (K) 3 . Similarly, for each edge e and each face f of K, let {q e i : i = 1, . . . , dim P l−1 (e)} and {q
Now, we can consider the dual basis associated with these equations. We denote this basis by
Thus, for example, for each 1 
So, using the assumption of the Proposition we have
as we wanted to prove.
The maximum angle condition
The maximum angle condition for tetrahedral meshes was first introduced in [16] , as a generalization of the Synge's condition for triangles. We introduce now the definition of this condition and then we present a related result that becomes useful for the rest of the paper.
Definition 3.1. A tetrahedron K satisfies the "maximum angle condition" with a constantψ < π (or shortly M AC(ψ)) if the maximum angle between faces and the maximum angle inside the faces are less than or equalψ.
In order to obtain an analytical equivalent condition, we introduce the following families of tetrahedra. In what follows, e i , i = 1, 2, 3, will denote the canonical vectors in R 3 . Figure 1 ).
In what follows, for a vector ξ ∈ R 3 , ξ denotes its euclidean norm, and for a matrix M ∈ R 3×3 , M denotes the corresponding matrix norm. The next theorem is proved in [3] (see also [16] ). 
We will present a statement of the previous Theorem that is more appropriated for our purposes. We shall obtain Theorem 3.2 from Theorem 3.1, but we want to observe that it could be proved directly following the same ideas of [3] . 
≤ C(ψ).
If K 0 ∈ F 1 , we suppose that its vertices are at 0, h 0,1 e 1 , h 0,2 e 2 and h 0,3 e 3 , while if K 0 ∈ F 2 suppose that they are at 0, h 0,1 e 1 + h 0,2 e 2 , h 0,2 e 2 and h 0,3 e 3 . In any case we define i = h i,0 M 0 e i . Then, we have
that is, the vectors i represent three edges of K 0 . Let ξ i be unitary vectors associated with i , i = 1, 2, 3 (that is, ξ i = i / i ). By setting h i = i , i = 1, 2, 3, we consider the tetrahedron K defined as follows: if K 0 ∈ F 1 , we take K ∈ F 1 as the tetrahedron with vertices at 0, h 1 e 1 , h 2 e 2 and h 3 e 3 , while if K 0 ∈ F 2 we take K ∈ F 2 with vertices at 0, h 1 e 1 + h 2 e 2 , h 2 e 2 and h 3 e 3 . Finally we define the matrix M made up of the vectors ξ 1 , ξ 2 and ξ 3 as its columns, and consider the map
we have Λ ≤ C(ψ) and Λ −1 ≤ C(ψ), and therefore
Therefore we have the assertion with the constant C given by C(ψ) 2 (where C(ψ) comes from Theorem 3.1). 
Remark 3.1. We observe that the constant C(ψ) of Theorem 3.2 blows up when
that proves our assertion.
To obtain uniform error estimates for the edge interpolation on elements satisfying a maximum angle condition, we use, in section 6, uniform stability estimates for the operator Π l on elements in F 1 ∪ F 2 . These stability estimates can be obtained by rescaling the corresponding inequality for reference elements in F 1 and in F 2 . Let K 1 be the element obtained by taking h 1 = h 2 = h 3 = 1 in Definition 3.2, and K 2 the one corresponding to Definition 3.3, that we take as reference elements in F 1 and F 2 , respectively.
Clearly, we have the following inequalities (p > 2)
where if i = 1 (resp. i = 2) then Π l is the edge interpolation on K 1 (resp. K 2 ). Let K be an element in F 1 ∪ F 2 , and let now Π l be the edge interpolation on K .
Then, it is easy to check that by rescaling inequalities (7) we obtain, for example for the first component To avoid the appearance of problems like the one described, we obtain, in the next two sections, stability estimates on the reference elements sharper than the ones given in (7).
4. Stability of Π l on elements in the family
. . , 4, we denote by f i the face having normal n i , where
(1, 1, 1). Also, for i = 1, . . . , 6, denote by e i the edge tangent to t i , where
(1, 0, −1) and
Proof. We prove only the first equality, since the other equations follow similarly.
Assuming, for the moment, that there exist suchp 2 ,p 3 and s 1 , we define
Then, after some computations, we can check that p 2 , p 3 and s 1 satisfy the first equation in the statement of the lemma.
So, it remains only to prove that the system (9) has a solutionp 2 ,p 3 , s 1 as required. We will prove that there exist a unique such solution withp 2 ,p 3 ∈ P l−2 (f 1 ) and s 1 ∈ P l−1 (f 1 ). For that purpose, being dim P l−1 (f 1 ) = dim P l−1 (e 4 ), it suffices to prove that if
, that is, z is in the space of edge elements in a 2-dimensional space (see [14] ). Using the Green formula on f 1 we have for all q ∈ P l−1 (f 1 )
Note that z·t ≡ 0 on e 2 and e 3 , while on e 4 we have z·t =
Since q| e4 ∈ P l−1 (e 4 ), there follows from equation (10) that e 4 z · tq = 0. So
2 , it follows from equations (11) and (12) that
and since curl z ∈ P l−1 (f 1 ) we conclude that curl z ≡ 0. It follows that z = ∇p
2 (see, for example, [14] , p. 263). But then, s 1 ∈ P l−1 (f 1 ) must vanish. Therefore, equations (11) and (12) imply thatp 2 and p 3 also vanish, as we wanted.
In what follows, for a function
where the constant C is independent on u.
Proof. We prove the first inequality, the others follow analogously. Due to the density of [ 0, x 2 , x 3 ), u 3 − u 3 (0, x 2 , x 3 ) ).
By Lemma 4.1 we have Π l,1 u = Π l,1 w. But, Π l w is defined by conditions (4)-(6) on K 1 . Define
Then, by Proposition 2.1 it is sufficient to prove that
For simplicity, we will denote the constants C ei (q), C fi (q) or C K1 (q) always by C(q) or C(q) without explicit reference to the edges, faces or element.
Note that w 1 = u 1 and w 2 | f 1 = w 3 | f 1 ≡ 0, and the second and third components of curl w coincide with θ 2 and θ 3 , respectively.
We begin proving inequalities (13) . We have
,
Clearly, we have estimate (13) for i = 1, . . . , 4. It remains to consider the cases i = 5 and i = 6. A polynomial q ∈ P l−1 (e 5 ) can be written as q = q(x 3 ), and we can see it as a polynomial in P l−1 (f 2 ). For such a polynomial, using the Green formula in f 2 , we have (we denote by (n 1 , n 3 ) the unitary outward normal in the plane
Then, we see that
Similarly, we can prove that
So we have proved inequalities (13) . Now consider the estimates (14) . We have
(we remark that we are taking suitable basis on each face in order to have these formulas). We estimate F f 2 (w, q).
Then, using again the Green Formula and keeping in mind that w 3 = 0 on e 3 , ∂q2 ∂x 1 = q 2 andq 2 | e 5 = 0, we obtain
Therefore,
as we wanted. In a similar way, we obtain
On the other hand, since w 3 | f 1 ≡ 0, we have for each
where we have extended q 1 from f 1 to K 1 in the natural way. Hence
Similarly, we have
and then we obtain
Therefore we obtained (14) . Finally, we prove inequalities (15) . We have for q = (
Using again that w 2 | f1 ≡ 0 we have
So, we see that
Analogously, we have
Clearly, we have arrived at
Hence, we have proved the first estimate of the assertion. Now we can state the main result of this section, concerning the stability estimate for the edge interpolation operator on elements in the family F 1 . 
where h is the diameter of K.
Proof. Consider the map
We also set θ( x) = curl v( x) and θ( x) = curl v( x). It is known that, if Π l denotes the edge interpolation on
. So, using the first estimate in Theorem 4.2 we have
Now, from this, taking into account thatθ
The corresponding estimates for Π l,2 v and Π l,2 v can be analogously proved, thus obtaining the assertion.
Remark 4.1. By a simple application of Hölder's inequality we obtain from the previous lemma that for all
. This is an anisotropic inequality, that should be confronted with (8) at the end of section 3. i = 1, . . . , 6, let e i , i = 1, . . . , 6 , be the edges with tangential vectors t i , with
(1, 1, −1) and t 6 = (1, 0, 0) . We alert the reader that we are redefining some notation used in the previous section.
In this section, we denote by Π l the edge interpolation operator on K 2 , and as before, Π l the one operator on K 1 .
We can use the estimates proved in the previous section to obtain results concerning the stability of Π l on K 2 . In fact, the reference element K 2 is the image of the element K 1 , considered in the previous section, by the mapping x → x = A x, where
We set θ(x) = curl u(x) and θ( x) = curl u( x). Then, some easy computations show that
Then, for instance, from the third inequality of Theorem 4.2, we have
We can not obtain an analogous (and suitable for our purposes) estimate for the first component of Π l u by this simple change of variables. For that, we need the next lemma. 
Proof. Consider the map x → x = A x used previously, which applies K 1 onto K 2 . Let v be as in the statement of the Lemma, and let v defined by
Now, let f be the triangle in the plane x 1 x 3 with vertices at (0, 0), (1, 0) and (0, 1), and define r(
Then, it is easy to check that
, we obtain Π l,1 v = 0 as we wanted.
Now we are ready to estimate Π l,1 u. As in the proof of Theorem 4.2 we assume the function u is smooth on K 2 , and obtain the final result by standard density arguments. Define the vector-valued function w( x 2 , x 3 ) ). Then w 2 = w 3 = 0 on f 2 . Also the second and third components of curl u and curl w coincide.
From the last lemma, we have Π l,1 u = Π l,1 w. Then, we have to obtain estimates for Π l w in terms of u. As in the previous section, we will use Proposition 2.1. We will prove that
with
We begin by proving (16) . We have
For i = 1, 3, 5, 6 inequalities (16) are trivially obtained. Now consider i = 2. We have
For the second term in the last line, we have
So, we obtain
Now consider the case i = 4. We write
We have
Analogously for I e 42 we have
So, we arrive at
But for I e 43 we have
and therefore
We proved (16) . Now we consider the face conditions. We have for q = (
, where
It follows that
So we obtain |I
, and so
Taking into account that w 2 and w 3 vanish on f 2 , we have for q = (q 1 , q 2 
We see that the right side can be bounded in terms of u 1 W 1,p ( K2) .
On f 3 we have for q = (
On the other hand we have
Therefore we arrive at
Also, we clearly have
, and by collecting the previous inequalities we obtain
We set So,
and so,
and then we can conclude that
Thus we proved (17) . Finally, we consider the volume conditions. We have for q = (
. On the other hand we have
Then, we obtained
proving (18) .
By Proposition 2.1 and inequalities (16)- (18), we have
Then the following theorem is proved.
Now we state the main theorem of this section. 
Proof. The proof follows by rescaling arguments like the ones used in Theorem 4.3, considering the map
So, we omit the details here.
Interpolation error estimates
In this section we give optimal error estimates for edge interpolation of any order. These estimates are derived from the stability results obtained in the previous sections combined with polynomial approximation results.
Let us recall some well known results concerning the approximation of functions in Sobolev spaces by averaged Taylor polynomials, that have been obtained in [12] (see also [7, 13] ). For a convex domain U ⊂ R 3 and any non-negative integer m, given g ∈ W m+1,p (U ) we consider the averaged Taylor polynomial
where, for a function g = g(x) and a multi-index α, D α g indicates the derivative
We remark that in [12] , the average is taken with a regular compactly supported weight function φ, while for simplicity, here we have taken φ = χ U |U | (χ U is the characteristic function of the convex set U ). The proofs of the next results given in [12] are not affected by this change.
The following equality holds: if |β| ≤ m then
Finally, if m ≥ 1 and p ≥ 1 we have
with C depending only on m, σ and on the references elements. This inequality follows by applying the estimates just presented, when m ≥ 2, or from Hölder's inequality, when m = 1. Now, we state and prove the main theorem of this article. 3 . Finally we set q(x) = M −t q( x), x ∈ K. We have
where we have used an inverse inequality. Here, Π l is the edge interpolation operator on K of order l. 
Due to our choice ofp, inequalities (24) and (27) hold true. Using those inequalities together with (28) and (29) we arrive at
On the other hand, if we set θ = curl u and θ = curl u, and define
then it is known [17] that
with edges. For such a family of meshes, each element satisfy a maximum angle condition with a constantψ < π, withψ independent on the element and the mesh. We have obtained in section 6 error estimates for the edge (Nédélec) interpolation. These estimates are valid uniformly for elements satisfying a maximum angle condition, that means that the constants in the estimates does not degenerate if the maximum angle of the elements remains bounded above away from π (see Corollary 6.2). In this way, by adding the estimates on the individual elements, one can obtain global error estimates.
Our results are also of anisotropic type as showed in Theorem 6.1. We mention that interpolation error estimates of anisotropic type are necessary when one wishes to exploit the independent element sizes h 1 , h 2 and h 3 to treat edge singularities or layers: if it is known that the gradient of the solution is large in some direction, it is possible to take a mesh more refined in that direction. Indeed, in many cases, this can be performed controlling the maximum angle of the elements.
