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Resumo
Esta dissertac¸a˜o descreve uma proposta de arquitetura de software para aplica-
c¸o˜es tı´picas de Sistemas de Supervisa˜o e Aquisic¸a˜o de Dados (SCADA), uti-
lizando a World Wide Web como plataforma. O objetivo e´ mostrar como os
requisitos caracterı´sticos de aplicac¸o˜es SCADA podem ser incorporados em
uma arquitetura condizente com os princı´pios arquiteturais que fundamentam
a Web, dado que as arquiteturas comumente propostas para SCADA, basea-
das em Chamadas Remota de Procedimento (RPC, na sigla em ingleˆs), apre-
sentam problemas de forte acoplamento, manutenc¸a˜o de estado e interfaces
especializadas, que dificultam uma integrac¸a˜o plena com a Web. Para isto e´
projetada uma Arquitetura Orientada a Recursos (ROA, na sigla em ingleˆs),
que utiliza as tecnologias da Web (HTTP, URI e tipos de mı´dia) de acordo
com seus princı´pios de arquitetura. A arquitetura e´ projetada utilizando como
cena´rio uma Ce´lula Flexı´vel de Manufatura (CFM), ambiente caracterı´stico
de um SCADA. As funcionalidades tı´picas de SCADA sa˜o projetadas como
recursos e expostas para clientes que podem exibir sino´ticos em uma IHM, es-
perar pelo disparo de alarmes, controlar o processo, configurar dispositivos e
abastecer com dados sistemas de MES/ERP. Uma implementac¸a˜o e´ realizada,
para demonstrar como se da´ a interac¸a˜o entre aplicac¸o˜es na arquitetura. Nesta
implementac¸a˜o um aplicativo SCADA (Mango M2M) teve sua arquitetura de
software estudada e modificada para se adaptar as necessidades da arquitetura
proposta. Como resultado, obte´m-se uma arquitetura que cobre os requisitos
tı´picos de aplicac¸o˜es SCADA, integrando-se a` Web de forma condizente com
seus princı´pios arquiteturais. Posteriormente a arquitetura projetada e´ com-
parada com uma arquitetura baseada em Web Services RPC e as diferenc¸as
em termos de integrac¸a˜o com a Web e no cumprimento dos requisitos tı´picos
de SCADA sa˜o analisadas.
Palavras-chave: SCADA. Arquitetura de Software. Web. Servic¸os Web.
REST. ROA.

Abstract
This dissertation describes a proposed software architecture for typical Su-
pervisory Control and Data Acquisition (SCADA) systems, using the World
Wide Web as a platform. The goal is to show how the characteristic require-
ments of SCADA can be incorporated into an architecture consistent with the
architectural principles that underlie the Web, since the commonly proposed
architectures for SCADA, based on Remote Procedure Call (RPC) have pro-
blems with strong coupling, maintenance of state and interface specialization
that hinder full integration with the Web. For accomplishng this goal is desig-
ned a Resource Oriented Architecture (ROA), which uses Web technologies
(HTTP, URI, and media types) according to its architectural principles. The
architecture is designed from a characteristic SCADA environment, a Fle-
xible Manufacturing Cell (FMC). Typical SCADA features are designed as
resources for clients that can display synoptics on HMI, wait for an alarm to
fire, control processes, configure devices and supply data for MES/ERP sys-
tems. An implementation is carried out to demonstrate how the interaction
takes place between applications in the proposed architecture. In this imple-
mentation a SCADA application (Mango M2M) had its software architecture
studied and modified to suit the needs of the architecture. As a result, the pro-
posed architecture covers the typical requirements for SCADA applications,
integrating the Web in a manner consistent with their architectural principles.
Later the designed architecture is compared with an Web Services architec-
ture based on RPC and the differences in terms of integration with the Web
and in compliance with the requirements of typical SCADA are analyzed.
Keywords: SCADA. Software Architecture. Web. Web Services. REST.
ROA.
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1 Introduc¸a˜o
1.1 Justificativa
Sistemas de Supervisa˜o e Aquisic¸a˜o de Dados (SCADA) sa˜o sistemas
computacionais utilizados na coleta de informac¸o˜es, monitoramento e con-
trole (BAILEY; WRIGHT, 2003). Esses sistemas possibilitam que operado-
res supervisionem processos que muitas vezes esta˜o localizados em regio˜es
longı´nquas ou de difı´cil acesso, centralizando as informac¸o˜es coletadas em
interfaces que refletem o que esta´ acontecendo em campo. Sa˜o amplamente
utilizados na indu´stria e em servic¸os de utilidade pu´blica, em a´reas como ma-
nufatura, metalurgia, energia, a´gua e esgoto, ga´s e petroquı´mica (DANEELS;
SALTER, 1999) (MORAES, 2005).
A expansa˜o da Internet e a evoluc¸a˜o dos sistemas gerenciais e de pla-
nejamento, como os Sistemas de Execuc¸a˜o da Manufatura (MES, na sigla
em ingleˆs) e os Sistemas Integrados de Gesta˜o Empresarial (ERP, na sigla
em ingleˆs) teˆm trazido novas oportunidades para as indu´strias. Esse cena´rio
tem motivado uma integrac¸a˜o entre os sistemas utilizados nos va´rios nı´veis de
uma dada organizac¸a˜o, na qual as informac¸o˜es operacionais colhidas por um
SCADA tem um peso importante na tomada de deciso˜es estrate´gicas (FA-
VARETTO, 2001) (HOWELLS, 2000). A abertura dos mercados, atuac¸a˜o
de ageˆncias reguladoras e a desregulamentac¸a˜o de setores, tais como o da
energia ele´trica, teˆm propiciado um interac¸a˜o entre organizac¸o˜es. Esses fa-
tores trazem novos desafios, pois a troca de informac¸o˜es passou a se dar em
um nı´vel que extrapola barreiras geogra´ficas e organizacionais (QIU; GOOI,
2000)(KHATIB et al., 2000).
Em paralelo, a World Wide Web, um sistema distribuı´do de alcance
mundial, tem revolucionado a forma como pessoas, organizac¸o˜es e siste-
mas geram, acessam, e compartilham informac¸o˜es (BERNERS-LEE, 2000).
Esta rede tem se expandido rapidamente desde seu surgimento, agregando
informac¸o˜es de sistemas heterogeˆneos sem a necessidade de qualquer tipo de
controle centralizado e com o cumprimento de requisitos de confiabilidade
e seguranc¸a (FIELDING; TAYLOR, 2002). Uma melhor compreensa˜o dos
conceitos que nortearam a Web tem fomentado o interesse da indu´stria e da
academia nos u´ltimos anos, levando profissionais e pesquisadores a explora-
rem as potencialidades da Web como uma plataforma para o desenvolvimento
de aplicac¸o˜es distribuı´das (RICHARDSON; RUBY, 2007).
Observa-se que os sistemas SCADA teˆm feito uma transic¸a˜o na dire-
c¸a˜o de possibilitar o seu uso como aplicativos Web (FAN; CHEDED; TO-
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KER, 2005) (LI; SERIZAWA; KIUCHI, 2002) (QIU; GOOI, 2000) (KHA-
TIB et al., 2000). Atualmente existem sistemas SCADA atrave´s dos quais
operadores podem configurar sensores, enviar ac¸o˜es de controle, gerenciar
alarmes, visualizar sino´ticos, etc. usando ta˜o somente navegadores tı´picos da
Web(SEROTONIN, 2011). No entanto ainda e´ muito difı´cil encontrar siste-
mas SCADA que participem de forma plena da Web, na˜o tendo sido projeta-
dos de acordo com seus princı´pios de arquitetura de software. Um SCADA
construı´do com base nestes princı´pios poderia aproveitar-se da interopera-
bilidade garantida pelas tecnologias abertas e padronizadas que sustentam a
Web, favorecendo a interac¸a˜o com outras aplicac¸o˜es. Ale´m disso poderia
se beneficiar de agentes intermedia´rios favorecendo aspectos relacionados a
seguranc¸a, escalonabilidade e performance (FIELDING, 2000).
Pode-se citar alguns trabalhos relacionados na literatura. As neces-
sidades de dispor dados coletados por um SCADA para diferentes setores
de uma mesma organizac¸a˜o sa˜o exploradas em (ZECEVIC, 1998). Como
soluc¸a˜o os autores propo˜em a conexa˜o das redes de comunicac¸a˜o de SCADA
com a rede interna (Intranet) da organizac¸a˜o, combinada ao uso de navegado-
res Web como interface padra˜o para o acesso dessas informac¸o˜es. Tambe´m
sa˜o apontados os benefı´cios do uso de tecnologias abertas e padronizadas na
reduc¸a˜o dos custos e da dependeˆncia de fabricantes de equipamentos.
Em (MEDIDA; SREEKUMAR; PRASAD, 1998), (QIU; GOOI, 2000)
e (KHATIB et al., 2000) sa˜o exploradas a vantagens de expor um SCADA
na Internet, no sentido de disponibilizar acesso remoto e global das informa-
c¸o˜es coletadas pelos dispositivos de campo, que posteriormente podem ser
apresentadas atrave´s de navegadores na Web.
Uma ana´lise do uso combinado das tecnologias Java e XML (Exten-
sible Markup Language, na sigla em ingleˆs) para favorecer requisitos de por-
tabilidade, performance e interoperabilidade de sistemas SCADA na Web e´
feita em (FAN; CHEDED; TOKER, 2005). O trabalho traz aspectos conceitu-
ais importantes, categorizando as aplicac¸o˜es de automac¸a˜o industrial na Web
como “habilitadas para Web” e as “integradas a` Web”. O termo “habilitadas”
para Web” se refere as aplicac¸o˜es que possuem uma interface gra´fica que
pode ser acessada por um navegador, como as citadas nos trabalhos descri-
tos anteriormente. Ja´ o termo “integradas a Web” e´ utilizado para aplicac¸o˜es
distribuı´das, compostas por diferentes subsistemas integrados por meio de
tecnologias Web. Outra contribuic¸a˜o importante e´ o projeto de uma arquite-
tura de software para uma aplicac¸a˜o SCADA dita integrada a Web, baseada
em Web Services RPC.
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1.2 Objetivos
Este trabalho tem como objetivo propor a integrac¸a˜o de aplicac¸o˜es
tı´picas de SCADA com a Web atrave´s de uma Arquitetura Orientada a Re-
cursos (ROA, na sigla em ingleˆs), buscando mostrar como requisitos carac-
terı´sticos destes sistemas podem ser incorporadas por esta arquitetura.
Com base neste objetivo geral, pode-se citar os seguintes objetivos
especı´ficos:
• Analisar as arquiteturas de software comumente propostas para SCADA;
• Realizar uma implementac¸a˜o da arquitetura atrave´s da modificac¸a˜o de
um aplicativo para SCADA;
• Desenvolver aplicac¸o˜es que se integrem com a arquitetura projetada,
mostrando algumas de suas propriedades;
• Comparar a arquitetura projetada com uma arquitetura existente e re-
presentativa das arquiteturas de software comumente propostas para
SCADA;
1.3 Metodologia
A metodologia utilizada durante a pesquisa compreendeu os seguintes
passos:
• Revisa˜o bibliogra´fica acerca de SCADA, focando nos requisitos de
software tı´picos destas aplicac¸o˜es;
• Revisa˜o bibliogra´fica sobre os princı´pios de arquitetura de software que
fundamentam a Web e arquiteturas condizentes com estes princı´pios;
• Ana´lise das arquiteturas de software comumente propostas para SCADA
e as dificuldades que apresentam para realizar uma integrac¸a˜o com a
Web;
• Projeto e implementac¸a˜o de uma arquitetura para aplicac¸o˜es tı´picas de
SCADA condizente com os princı´pios arquiteturais da Web;
• Comparac¸a˜o da arquitetura projetada com uma existente buscando mos-
trar as diferenc¸as no cumprimento dos requisitos tı´picos de SCADA e
em sua integrac¸a˜o com a Web;
• Avaliac¸a˜o dos resultados;
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1.4 Organizac¸a˜o do Documento
Este documento esta´ organizado da seguinte forma: no Capı´tulo 2
e´ apresentada uma visa˜o geral de SCADA, abrangendo seus conceitos, tec-
nologias e requisitos tı´picos de software, levando em conta alguns aspectos
histo´ricos que demonstram a evoluc¸a˜o pela qual esta a´rea tem passado.
No Capı´tulo 3 sa˜o apresentados conceitos da a´rea de arquitetura de
software, em sequeˆncia e´ feita uma introduc¸a˜o sobre a Web e seus princı´pios
de arquitetura, incorporados no estilo arquitetural REST. O capı´tulo e´ con-
cluı´do com a descric¸a˜o de uma metodologia para o projeto de Arquiteturas
Orientadas a Recursos, que incorporam as tecnologias da Web de forma con-
dizente com seus prı´ncipios arquiteturais.
O Capı´tulo 4 expo˜e uma ana´lise sobre arquiteturas de software ba-
seadas em RPC, onde sa˜o explorados os pontos em que estas arquiteturas,
predominantes em SCADA, divergem dos princı´pios de arquitetura da Web
dificultando sua integrac¸a˜o com a mesma.
No Capı´tulo 5 e´ apresentado um estudo de caso envolvendo um am-
biente tı´pico de SCADA, uma CFM. Com base nessa CFM e´ projetada uma
ROA que abrange os requisitos tı´picos de uma aplicac¸a˜o SCADA. Em seguida
sa˜o apresentadas algumas aplicac¸o˜es, descrita a implementac¸a˜o e analisados
os resultados.
Em seguida no Capı´tulo 6 e´ realizado um estudo comparativo entre a
arquitetura projetada e uma arquitetura baseada em Web Services RPC. As
duas arquiteturas sa˜o utilizadas para modelar uma aplicac¸a˜o SCADA na Web
e as diferenc¸as em termos de integrac¸a˜o com a Web e no cumprimento dos
requisitos tı´picos de SCADA sa˜o analisadas. Finalmente, apresentam-se as
concluso˜es da pesquisa no Capı´tulo 7, bem como sugesto˜es para trabalhos
futuros.
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2 SCADA
2.1 Contextualizac¸a˜o
Aplicativos SCADA sa˜o utilizados na supervisa˜o e controle de proces-
sos (BAILEY; WRIGHT, 2003). Sa˜o amplamente empregados na indu´stria
e em servic¸os de utilidade pu´blica, em a´reas como manufatura, metalurgia,
energia, a´gua e esgoto, ga´s e petroquı´mica (DANEELS; SALTER, 1999) (MO-
RAES, 2005). Podem variar em tamanho e complexidade, podendo ser utili-
zados no monitoramento de processos que va˜o desde as condic¸o˜es ambientais
de uma sala, ou de todos os equipamentos de uma central de distribuic¸a˜o de
energia ele´trica (National Communications Systems, 2004).
Esses sistemas utilizam-se de telemetria, realizando a coleta de da-
dos dos dispositivos de campo, muitas vezes geograficamente dispersos e
as enviando para centrais de controle, onde sa˜o processadas e armazenadas.
Nestas centrais os operadores podem acompanhar o processo, visualizando
informac¸o˜es por meio de sino´ticos, tabelas e gra´ficos que refletem o que esta´
acontecendo em campo. Por meio desta interface os operadores tambe´m po-
dem eventualmente realizar alguma ac¸a˜o de controle, como a abertura de uma
va´lvula ou a configurac¸a˜o de um dispositivo de campo (BAILEY; WRIGHT,
2003).
No contexto de outras aplicac¸o˜es de automac¸a˜o industrial os siste-
mas SCADA possuem um papel importante, que e´ o de fornecer os dados
de cha˜o de fa´brica para outras aplicac¸o˜es, ale´m de receberem comandos de
controle das mesmas. Neste sentido, um SCADA tem um papel operaci-
onal, enquanto que aplicac¸o˜es como MES ou ERP teˆm um escopo mais es-
trate´gico. Aplicac¸o˜es MES/EPS tem como finalidade o planejamento e o con-
trole da produc¸a˜o, permitindo a gereˆncia de lotes de produc¸a˜o, alocac¸a˜o de
recursos, controle de qualidade, sequenciamento de operac¸o˜es, e permitindo
a contabilizac¸a˜o e o rastreamento de equipamentos e mate´ria prima (FAVA-
RETTO, 2001). Os Sistemas ERP envolvem deciso˜es estrate´gicas em um
nı´vel mais alto, pois integram todos os setores de organizac¸a˜o, sejam eles ope-
racionais, produtivos, administrativos ou comerciais (MARDEGAN; AZE-
VEDO; OLIVEIRA, 2002). Essa divisa˜o hiera´rquica de tarefas entre os siste-
mas utilizados em uma organizac¸a˜o e´ muito bem capturada pela piraˆmide da
automac¸a˜o, que pode ser vista na figura 1, adaptada de (HARJUNKOSKI;
NYSTROM; HORCH, 2009). No nı´vel mais baixo esta˜o os sistemas que e
relacionam com equipamentos de campo, como os sistemas de controle dis-
tribuı´do e SCADA, enquanto que nos nı´veis mais altos esta˜o as aplicac¸o˜es
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MES e ERP.
Para cumprir com suas funcionalidades um sistema SCADA precisa
de um arranjo muitas vezes complexo de hardware, software e tecnologias de
comunicac¸a˜o (National Communications Systems, 2004), descrito a seguir.
Figura 1: Piraˆmide da automac¸a˜o
2.2 Componentes de Hardware
Na literatura sa˜o utilizados alguns termos recorrentes para designar
os componentes de hardware que fazem parte desses sistemas, de acordo
com o papel que eles desempenham no fluxo das informac¸o˜es coletadas do
processo. Esses componentes podem ser categorizados em dispositivos de
campo, estac¸o˜es remotas, estac¸o˜es mestre e estac¸o˜es de operac¸a˜o (KRUTZ,
2005).
2.2.1 Dispositivos de Campo
Os dispositivos de campo podem ser divididos em sensores e atuado-
res. Os sensores medem grandezas fı´sicas associadas ao processo, como a
temperatura de uma caldeira, a pressa˜o da a´gua em uma represa ou a tensa˜o
em uma linha de transmissa˜o de energia. Existe uma vasta gama de dispositi-
vos com esse propo´sito que abarcam sensores de pressa˜o, calor, proximidade,
movimento, entre outros (National Communications Systems, 2004). Ja´ os
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atuadores sa˜o responsa´veis pelo controle do processo, por exemplo atrave´s
da abertura ou fechamento de va´lvulas, acionamento de motores ou fecha-
mento de um contato ele´trico. O tipo de sinal que os dispositivos de campo
trabalham pode variar de sinais analo´gicos (contı´nuos) para sinais digitais
(discretos).
Pode se notar uma certa tendeˆncia da indu´stria em tornar esses ins-
trumentos de campo mais inteligentes, dotando-os de microprocessadores
que permitem o tratamento das informac¸o˜es, auto-calibragem e mesmo a
interac¸a˜o com outros dispositivos atrave´s de protocolos de comunicac¸a˜o (POPA;
POPA; PATITOIU, 2007).
2.2.2 Estac¸o˜es Remotas
Estac¸o˜es remotas, ou Remote Terminal Units (RTU, na sigla em ingleˆs)
sa˜o dispositivos eletroˆnicos programa´veis cujo objetivo e´ realizar a comu-
nicac¸a˜o entre dispositivos de campo e estac¸o˜es mestre, coletando dados dos
sensores e repassando ac¸o˜es de controle para os atuadores (WARD et al.,
2004). O nome estac¸a˜o remota esta´ relacionado ao fato de que geralmente
esses dispositivos esta˜o em lugares remotos, distantes da central de controle
onde se encontram os operadores (BAILEY; WRIGHT, 2003). RTUs sa˜o do-
tadas de microprocessadores e memo´ria, podendo ser programados para exe-
cutar localmente algoritmos de controle (um lac¸o de controle realimentado
por exemplo).
Muitas vezes Controladores Lo´gico Programa´veis (CLPs) sa˜o utili-
zados com o mesmo propo´sito dos RTU. CLPs sa˜o utilizados para contro-
lar diversos tipos de ma´quinas e processos, tendo sua programac¸a˜o derivada
da lo´gica dos diagramas ele´tricos a rele´s, executando atrave´s de uma rotina
cı´clica de operac¸o˜es (SOUZA, 2005). De fato existe alguma confusa˜o sobre
a distinc¸a˜o entre CLPs e RTUs. Os primeiros surgiram em um contexto fabril
da automac¸a˜o, possuindo capacidade de programac¸a˜o e um menor necessi-
dade de alcance na comunicac¸a˜o, devido as distaˆncias menores encontradas
entre os dispositivos no cha˜o de fa´brica. Os RTUs sa˜o oriundos dos primeiros
sistemas de telemetria, portanto a comunicac¸a˜o a longas distaˆncias era um
requisito crucial que superava a necessidade de esses dispositivos serem pro-
grama´veis. Contudo, pode se observar que ambos foram evoluindo, suprindo
suas deficieˆncias, fato que torna esta distinc¸a˜o hoje um tanto nebulosa (Nati-
onal Communications Systems, 2004). Portanto daqui em diante quando for
utilizado o termo estac¸a˜o remota, este tambe´m estara´ abrangendo os CLPs.
A interface das estac¸o˜es remotas com os dispositivos de campo ge-
ralmente e´ fı´sica, para tanto esses equipamentos sa˜o dotados de mo´dulos de
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entrada e saı´da analo´gicos e digitais. Ja´ a interac¸a˜o com as estac¸o˜es mes-
tre se da´ atrave´s de pilhas de protocolos de comunicac¸a˜o comuns nos meios
industrias, que sera˜o detalhadas posteriormente.
2.2.3 Estac¸o˜es Mestre
As estac¸o˜es mestre sa˜o computadores pessoais ou industriais, estes
u´ltimos possuindo maior robustez para resistir as condic¸o˜es adversas encon-
tradas no cha˜o de fa´brica. Suas responsabilidades sa˜o obter, processar e arma-
zenar os dados oriundos das estac¸o˜es remotas assim como repassar comandos
de controle para elas, o que geralmente e´ feito atrave´s de protocolos industri-
ais. Por possuı´rem um maior poder computacional as estac¸o˜es mestre acabam
tambe´m por concentrar grande parte das funcionalidades de software de um
SCADA (National Communications Systems, 2004). Um SCADA pode ter
apenas uma estac¸a˜o mestre ou enta˜o va´rias, em uma arquitetura distribuı´da de
ma´quinas conectadas em rede (WARD et al., 2004).
2.2.4 Estac¸o˜es de Operac¸a˜o
As interfaces homem-ma´quina (IHM), ou estac¸o˜es de operac¸a˜o sa˜o
computadores pessoais ou industriais que tornam possı´vel a interac¸a˜o de ope-
radores humanos com os processos subjacentes. A estac¸a˜o de operac¸a˜o exe-
cuta o software que apresenta uma interface gra´fica pela qual o operador
pode supervisionar e atuar sobre o processo. Em alguns casos a estac¸a˜o de
operac¸a˜o e estac¸a˜o mestre sa˜o a mesma ma´quina, contudo e´ comum que tais
funcionalidades estejam separadas em ma´quinas distintas (FAN; CHEDED;
TOKER, 2004).
Como pode ser visto na descric¸a˜o dos componentes de hardware de
um SCADA, o fluxo das informac¸o˜es coletadas do processo segue um ca-
minho hiera´rquico, fluindo dos sensores no nı´vel mais baixo e pro´ximo do
processo supervisionadopara para as estac¸o˜es remota, mestre e de operac¸a˜o
respectivamente. O sentido do fluxo e´ invertido quando se trata de alguma
ac¸a˜o de controle efetuada pelo operador, a figura 2 ilustra esta organizac¸a˜o
hiera´rquica dos componentes de um SCADA.
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Figura 2: Hiera´rquia tı´pica dos componentes de hardware em um SCADA
2.3 Tecnologias de Comunicac¸a˜o
As tecnologias de comunicac¸a˜o sa˜o as responsa´veis pela troca de in-
formac¸o˜es entre os componentes de um sistema SCADA. Essas tecnologias
sempre tiveram uma atribuic¸a˜o importante, principalmente devido a natureza
distribuı´da de um SCADA, com seus dispositivos dispersos em campo (Na-
tional Communications Systems, 2004). Para a comunicac¸a˜o das estac¸o˜es
remotas e mestre tipicamente sa˜o utilizados protocolos de redes industriais
como o Modbus, DNP3, Fieldbus e Profibus ou enta˜o algum protocolo pro-
prieta´rio. Estes protocolos sa˜o empregados devido a necessidades intrı´nsecas
das aplicac¸o˜es do meio industrial, tais como controle de tempo real. Em um
nı´vel mais alto, as estac¸o˜es mestre e de operac¸o˜es se conectam atrave´s de
redes locais, utilizando Ethernet ou Token Ring. O meio utilizado para esta
comunicac¸a˜o e´ algo que varia com o ambiente monitorado. Cabeamento e´
muito utilizado em fa´bricas onde as distaˆncias entre os equipamentos e´ ge-
ralmente pequena, entretanto quando existem pontos supervisionados que co-
brem uma grande a´rea a comunicac¸a˜o via ra´dio, telefonia ou mesmo sate´lite e´
preferida. Nos casos de comunicac¸a˜o via ra´dio frequeˆncia, e´ muito comum as
estac¸o˜es remotas se comunicarem entre si, atuando como repetidoras de sinal
(KHATHAIR, 2006).
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2.3.1 Histo´rico
Os sistemas SCADA tiveram sua histo´ria influenciada pelos avanc¸os
da tecnologia da informac¸a˜o, principalmente no que diz respeito as tecnolo-
gias de comunicac¸a˜o. Nos u´ltimos anos estas mudanc¸as tem sido aceleradas
em virtude da penetrac¸a˜o das tecnologias de informac¸a˜o neste domı´nio (FAN;
CHEDED; TOKER, 2004). Conforme (National Communications Systems,
2004), pode-se dividir a evoluc¸a˜o de SCADA com relac¸a˜o a suas tecnologias
de comunicac¸a˜o em treˆs gerac¸o˜es, que sa˜o descritas a seguir.
2.3.1.1 Primeira Gerac¸a˜o, Monolı´tica
Os primeiros SCADA surgiram na de´cada de 60, quando a cena da
computac¸a˜o era dominada pelos Mainframes (FAN; CHEDED; TOKER, 2004).
As redes de computadores praticamente na˜o existiam, portanto esses sis-
temas eram centralizados em grandes ma´quinas com limitada capacidade
de processamento e praticamente nenhuma conectividade. A excec¸a˜o era a
comunicac¸a˜o fı´sica com os dispositivos de campo, e posteriormente com as
estac¸o˜es remotas criadas com a evoluc¸a˜o do hardware. Os protocolos utili-
zados eram proprieta´rios e extremamente simples, tendo como objetivo exclu-
sivo a coleta de informac¸o˜es em campo, muitas vezes envolvendo comunicac¸a˜o
a longas distaˆncias via ra´dio. A figura 3 adaptada de (National Communi-
cations Systems, 2004) ilustra uma arquitetura de comunicac¸a˜o tipı´ca de um
SCADA da primeira gerac¸a˜o.
2.3.1.2 Segunda Gerac¸a˜o, Distribuı´da
A pro´xima gerac¸a˜o foi influenciada pelos avanc¸os da miniaturizac¸a˜o
e das redes locais de computadores. Desta forma a arquitetura que antes era
centralizada passou a ser distribuı´da, possibilitando a existeˆncia de estac¸o˜es
mestre e de operac¸a˜o conectadas em rede. Diversas vantagens foram trazidas
devido a esse avanc¸o, permitindo maior confiabilidade devido a possibilidade
de redundaˆncia e uma maior escalonabilidade devido a capacidade de distri-
buir funcionalidades e carga em ma´quinas distintas (ZECEVIC, 1998).
Contudo os protocolos de comunicac¸a˜o continuaram majoritariamente
proprieta´rios, isto acontecia porque a maioria dos fabricantes fornecia um pa-
cote de soluc¸o˜es que englobava componentes de hardware, software e co-
municac¸o˜es, pouco interessando para esses a interoperabilidade com outros
fabricantes. A figura 4 adaptada de (National Communications Systems,
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Figura 3: Arquitetura de comunicac¸a˜o tı´pica de um SCADA da Primeira
Gerac¸a˜o
2004) mostra uma arquitetura de comunicac¸a˜o tı´pica de um SCADA da se-
gunda gerac¸a˜o, exibindo a comunicac¸a˜o entre estac¸o˜es mestre e de operac¸a˜o
em rede local e entre estac¸o˜es remotas e estac¸a˜o mestre via rede de longa
distaˆncia.
Figura 4: Arquitetura de comunicac¸a˜o tı´pica de um SCADA da Segunda
Gerac¸a˜o
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2.3.1.3 Terceira Gerac¸a˜o, Em Rede
A grande diferenc¸a da gerac¸a˜o atual para a anterior e´ que esses siste-
mas esta˜o se tornando mais abertos. Os protocolos proprieta´rios esta˜o sendo
gradualmente substituı´dos por protocolos abertos e padronizados, favorecendo
a interoperabilidade entre equipamentos de fabricantes distintos (MEDIDA;
SREEKUMAR; PRASAD, 1998). Tal fato tem criado uma separac¸a˜o maior
entre os nichos de mercado, permitindo que as empresas que desenvolvem o
software por exemplo possam se focar somente neste aspecto, sem se preo-
cupar com questo˜es de hardware ou sistema operacional (National Commu-
nications Systems, 2004).
Outro aspecto desta abertura esta´ na transic¸a˜o das redes locais para
redes de longa distaˆncia na comunicac¸a˜o entre as estac¸o˜es mestre, moti-
vada pela necessidade de integrac¸a˜o entre sistemas geograficamente disper-
sos (MEDIDA; SREEKUMAR; PRASAD, 1998) (QIU; GOOI, 2000) (KHA-
TIB et al., 2000). Neste aˆmbito a pilha TCP/IP da Internet tem sido primordial
para realizar esta integrac¸a˜o. Tais mudanc¸as tambe´m tem penetrado gradual-
mente nas estac¸o˜es remotas na medida em que as plataformas de hardware
e software utilizadas por elas tem evoluı´do, possibilitando o uso dos proto-
colos da Internet nestes dispositivos (LI; SERIZAWA; KIUCHI, 2002). Na
figura 5 adaptada de (National Communications Systems, 2004) e´ ilustrada
uma arquitetura de comunicac¸a˜o tı´pica de um SCADA em rede, cujo ponto
de convergeˆncia de interac¸a˜o entre os equipamentos e´ a Internet.
2.3.1.4 SCADA na Web
Pode-se observar que os sistemas SCADA em rede teˆm feito uma
transic¸a˜o na direc¸a˜o de possibilitar o seu uso como aplicativos na Web (FAN;
CHEDED; TOKER, 2005) (LI; SERIZAWA; KIUCHI, 2002) (QIU; GOOI,
2000) (KHATIB et al., 2000). Esta transic¸a˜o tem sido motivada pela me-
lhora de interoperabilidade que as tecnologias abertas e padronizadas da Web
trazem para a a´rea (FAN; CHEDED; TOKER, 2005).
Uma das vantagens de utilizar tecnologias da Web em SCADA esta na
padronizac¸a˜o das interfaces gra´ficas atrave´s de navegadores, substituindo tec-
nologias proprieta´rias e dependentes de plataforma. Neste aspecto um avanc¸o
recente e´ a possibilidade de os navegadores serem atualizados atrave´s de
solicitac¸o˜es assı´ncronas de informac¸a˜o, sem que seja necessa´ria uma interac¸a˜o
do usua´rio para isto (CHAU; KHAI, 2007). Combinando atualizac¸o˜es assı´ncro-
nas, gra´ficos vetoriais (FENG-PING; CHUN-HUA; JIAN, 2008) e co´digo
mo´vel em Java (FAN; CHEDED; TOKER, 2004) e Java Script (WALLACE,
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Figura 5: Arquitetura de comunicac¸a˜o tı´pica de um SCADA da Terceira
Gerac¸a˜o
2004) e´ possı´vel o desenvolvimento de interfaces gra´ficas dinaˆmicas o sufici-
ente para acompanhar processos tı´picos da indu´stria.
Inicialmente o uso das tecnologias da Web em SCADA se limitava a
apresentac¸a˜o de interfaces gra´ficas, estando estas aplicac¸o˜es apenas habilita-
das para Web. Contudo, com o surgimento da linguagem de marcac¸a˜o XML
e do conceito de servic¸os na Web novas oportunidades se apresentam, no sen-
tido de realizar uma integrac¸a˜o entre aplicac¸o˜es atrave´s destas tecnologias,
possibilitando o surgimento de sistemas SCADA na˜o so´ habilitados para a
Web, mas tambe´m integrados a ela (FAN; CHEDED; TOKER, 2005).
2.4 Requisitos de Software
Existe uma diversidade de aplicativos SCADA no mercado, cada um
deles possui particularidades em relac¸a˜o as funcionalidades que oferece. Con-
tudo, apesar destas especificidades, e´ possı´vel obter um conjunto em comum
de requisitos e funcionalidades para esse tipo de sistema (CASIMIRO, 1995).
Na engenharia de software os requisitos de um sistema podem ser di-
vididos em funcionais e na˜o funcionais (GHEZZI; JAZAYERI; MANDRI-
OLI, 2002). Os requisitos funcionais ditam o que o sistema deve fazer, ou
seja quais funcionalidades deve prover. Enquanto isto, os requisitos na˜o fun-
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cionais dizem respeito a propriedades de qualidade do sistema, tais como
seguranc¸a e performance (BASS; CLEMENTS; KAZMAN, 2003). Esta di-
visa˜o sera´ adotada para descrever o escopo de cada requisito de SCADA.
Primeiramente sera˜o abordados os requisitos funcionais e em seguida os na˜o
funcionais.
2.4.1 Requisitos Funcionais
2.4.1.1 Aquisic¸a˜o de dados
A aquisic¸a˜o de dados e´ o procedimento de coleta de informac¸o˜es so-
bre o processo. Estas informac¸o˜es geralmente esta˜o associadas a grandezas
fı´sicas, como a temperatura capturada por um sensor ou a tensa˜o ele´trica em
uma linha de transmissa˜o. Outro tipo de informac¸a˜o capturada e´ o estado de
equipamentos de campo, por exemplo se uma va´lvula esta´ aberta ou fechada
ou se um instrumento esta´ com defeito (GOMES, 2003).
O procedimento de aquisic¸a˜o se da´ entre as estac¸o˜es mestre e as esta-
c¸o˜es remotas, que capturam dados atrave´s dos sensores. A forma como acon-
tece a comunicac¸a˜o entre esses componentes depende dos protocolos utiliza-
dos, sendo tipicamente empregados protocolos industriais que possuem uma
dinaˆmica mestre/escravo, onde as estac¸o˜es mestre solicitam dados periodi-
camente das estac¸o˜es remotas. Sistemas SCADA encontrados no mercado
geralmente oferecem um conjunto abrangente de protocolos de comunicac¸a˜o
tais como Modbus, DNP3 e BACnet. Assim que sa˜o capturadas estas in-
formac¸o˜es sa˜o mapeadas para entidades do sistema que representam as leitu-
ras, agregando atributos como estampilhas de tempo.
A aquisic¸a˜o de dados e´ uma funcionalidade essencial para qualquer
sistema SCADA, pois todas as outras funcionalidades dependem dos dados
coletados dos dispositivos. Portanto e´ importante que os dados sejam cole-
tados em uma frequeˆncia que satisfac¸a as necessidades de monitoramento do
processo. Outro requisito e´ a confiabilidade do canal de comunicac¸a˜o entre
as estac¸o˜es mestre e remotas, dado o emprego destes sistemas em aplicac¸o˜es
de missa˜o crı´tica (GOMES, 2003).
2.4.1.2 Controle
As ac¸o˜es de controle permitem que o operador possa atuar sobre o
processo. Esse controle e´ efetuado atrave´s do envio de comandos das estac¸o˜es
mestre para as estac¸o˜es remotas, que ao receberem os comandos acionam seus
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atuadores. Em sua natureza o controle de SCADA difere dos algoritmos de
controle que executam nas estac¸o˜es remotas, sendo um controle em nı´vel de
supervisa˜o (SOUZA, 2005). Ac¸o˜es tı´picas que podem ser efetuadas pelos
operadores sa˜o o estabelecimento de setpoints para os algoritmos de controle
de nı´vel mais baixo e a atuac¸a˜o sobre o estado de equipamentos (o fechamento
de uma va´lvula por exemplo).
2.4.1.3 Interface Homem Ma´quina
As interfaces homem-ma´quina, ou estac¸o˜es de operac¸a˜o tornam possı´-
vel a interac¸a˜o de operadores humanos com os processos subjacentes (BAI-
LEY; WRIGHT, 2003). Uma representac¸a˜o gra´fica “rica” do processo e´
tradicionalmente uma preocupac¸a˜o nos sistemas SCADA, que devem repre-
senta´-lo de uma forma intuitiva. A esta representac¸a˜o gra´fica e´ dado o nome
de sino´tico, provendo ao operador uma visa˜o geral dos processos atrave´s de
animac¸o˜es.
Ale´m de espelhar o comportamento de um processo estas interfaces
tambe´m permitem que um operador interaja atrave´s do envio de comandos
de controle (GOMES, 2003). Uma facilidade oferecida neste contexto e´ o
gerenciamento de ”receitas”, que permitem ao operador definir um conjunto
de valores para determinadas varia´veis. Receitas sa˜o u´teis pois permitem
a reutilizac¸a˜o de configurac¸o˜es para um processo especifico, por exemplo
um operador pode definir uma receita para uma mistura quı´mica, definindo
valores para varia´veis de temperatura, pressa˜o e os componentes utilizados.
Dada a diversidade de processos que um SCADA pode monitorar a
maioria das interfaces permitem a edic¸a˜o de sino´ticos, possibilitando a perso-
nalizac¸a˜o das animac¸o˜es, imagens, sons, etc. Tambe´m fazem parte da inter-
face gra´fica a´reas onde e´ possı´vel visualizar e configurar os alarmes, geren-
ciar dispositivos, visualizar relato´rios que permitem a apresentac¸a˜o de dados
em tabelas, gra´ficos de diversas modalidades e ferramentas estatı´sticas como
acompanhamento da tendeˆncia das varia´veis monitoradas. (CASIMIRO, 1995).
2.4.1.4 Configurac¸a˜o
Um SCADA e´ composto de diversos componentes, que devem ser or-
ganizados e configurados de forma a cumprir com as necessidades da aplicac¸a˜o
especifica onde sera˜o utilizados. Esse arranjo inclui componentes de soft-
ware, dispositivos de hardware e infraestrutura de comunicac¸a˜o.
Desta forma uma das funcionalidades destes sistemas e´ possibilitar a
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configurac¸a˜o do software para o processo que sera´ supervisionado. Entram
nesta categoria o gerenciamento dos dispositivos que servira˜o como estac¸o˜es
remotas, definic¸a˜o das varia´veis que sera˜o monitoradas, taxas de aquisic¸a˜o
de dados, configurac¸a˜o de alarmes e sino´ticos (CASIMIRO, 1995). Tais
configurac¸o˜es devem ser persistentes, sendo que alguns sistemas permitem
a exportac¸a˜o destas configurac¸o˜es para formatos que possam ser consumidos
por outras aplicac¸o˜es (SEROTONIN, 2011).
2.4.1.5 Histo´rico
O histo´rico se refere ao armazenamento e possibilidade de consulta de
se´ries histo´rias dos dados adquiridos do processo. Os dados coletados sa˜o
importantes para a gerac¸a˜o de relato´rios, gra´ficos e tabelas e sa˜o essenciais
para a realizac¸a˜o de ana´lises estatı´sticas como ca´lculo de me´dias, variaˆncias
e previso˜es atrave´s das curvas de tendeˆncia (CASIMIRO, 1995).
2.4.1.6 Alarmes
Alarmes sa˜o notificac¸o˜es que indicam que um determinado evento
ocorreu no processo que esta´ sendo monitorado. A configurac¸a˜o destes even-
tos costuma seguir a mesma lo´gica, onde varia´veis monitoradas sa˜o asso-
ciadas a condic¸o˜es de disparo. Por exemplo, um operador pode associar a
varia´vel pressa˜o de um tanque a um limite, quando este valor for atingido
sera´ gerado um alarme.
As condic¸o˜es mais comuns esta˜o relacionadas com operac¸o˜es lo´gicas,
embora alguns sistemas permitam a elaborac¸a˜o de condic¸o˜es mais elaboradas
como baseadas em ca´lculos estatı´sticos e combinac¸o˜es de eventos (GOMES,
2003). A definic¸a˜o de prioridades para os alarmes tambe´m e´ uma funciona-
lidade tipicamente empregada para facilitar seu gerenciamento pelos opera-
dores, dado que alguns alarmes podem ser de suma importaˆncia por estarem
relacionados a ocorreˆncia de situac¸o˜es crı´ticas. Alguns sistemas tambe´m per-
mitem a gerac¸a˜o de alarmes a partir de eventos internos do pro´prio sistema (e
na˜o do processo), por exemplo a autenticac¸a˜o de um usua´rio no sistema (SE-
ROTONIN, 2011).
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2.4.2 Requisitos Na˜o Funcionais
Existem propriedades que sa˜o geralmente citadas como requisitos para
SCADA, abaixo sera˜o descritas estas propriedades e suas motivac¸o˜es.
2.4.2.1 Interoperabilidade
Interoperabilidade e´ a capacidade de um sistema interagir com outros
sistemas atrave´s da troca de informac¸o˜es (IEEE, 1991). Esta e´ uma propri-
edade que vem sendo enfatizada dada a crescente necessidade de integrac¸a˜o
entre processos na indu´stria, levando os aplicativos SCADA a interagirem
com sistemas de apoio a gesta˜o ou sistemas situados em outras organiza-
c¸o˜es (FAVARETTO, 2001).
Para permitir esta interac¸a˜o com outras aplicac¸o˜es um SCADA deve
disponibilizar uma interface programa´vel acessı´vel atrave´s da rede. Depen-
dendo das necessidades da organizac¸a˜o o acesso a esta interface pode estar
confinado a aplicac¸o˜es da rede local ou enta˜o podem estar disponı´veis atrave´s
da Internet. Sistemas interopera´veis devem ter suporte para lidar com uma
gama variada de plataformas de hardware e software. Em SCADA esta tem
sido uma dificuldade devido a pra´ticas como a adoc¸a˜o de tecnologias pro-
prieta´rias e fechadas (URDANETA et al., 2007).
2.4.2.2 Portabilidade
A portabilidade e´ a capacidade de um sistema ser adaptado para execu-
tar em diferentes ambientes de hardware e software (GHEZZI; JAZAYERI;
MANDRIOLI, 2002). Em SCADA esta propriedade permite reduzir a de-
pendeˆncia do usua´rio do sistema de uma determinada plataforma de hard-
ware ou software, agraciando-o com uma maior liberdade de escolha de for-
necedores. Do ponto de vista dos desenvolvedores a portabilidade facilita a
adaptac¸a˜o do sistema para diferentes plataformas, ocasionando em uma maior
abrangeˆncia de mercado (GOMES, 2003). A escolha por determinadas tec-
nologias dependentes de plataformas especı´ficas e´ um problema constante
em SCADA, o padra˜o OPC baseado em DCOM e´ um exemplo, dada a sua
dependeˆncia do sistema operacional Microsoft Windows.
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2.4.2.3 Escalonabilidade
A escalonabilidade 1 em uma arquitetura de software esta´ relacionada
com capacidade que esta possui de suportar um nu´mero grande de componen-
tes ou interac¸o˜es entre eles (FIELDING, 2000). Sistema escalona´veis permi-
tem que um aumento da demanda possa ser tratado com um aumento linear de
recursos fı´sicos, sem que para isto seja necessa´rio realizar alterac¸o˜es no soft-
ware, com excec¸a˜o de configurac¸o˜es para a utilizac¸a˜o destes novos recursos
fı´sicos (BRATAAS; HUGHES, 2004).
Aplicativos SCADA escalona´veis sa˜o flexı´veis o suficiente para se-
rem utilizados em diferentes contextos, sejam estas exigentes ou na˜o quanto
a carga requerida. Outro aspecto e´ que eles esta˜o preparados para a expansa˜o
dos sistemas monitorados, por exemplo uma fa´brica que aumentou consi-
deravelmente o nu´mero de equipamentos supervisionados (GOMES, 2003).
Arquiteturas que gerenciam recursos de forma ineficiente, dificultando a dis-
tribuic¸a˜o de carga entre os componentes sa˜o apontadas como causadoras de
problemas de escalonabilidade em aplicativos SCADA (URDANETA et al.,
2007).
2.4.2.4 Confiabilidade
Confiabilidade e´ capacidade de um sistema continuar funcionando mes-
mo apo´s a ocorreˆncia de falhas em seus componentes (PERRY; WOLF, 1992).
A confiabilidade e´ muitas vezes ressaltada em SCADA devido ao uso des-
tes sistemas em aplicac¸o˜es de missa˜o crı´tica que requerem alta disponibili-
dade, como o monitoramento de centrais de distribuic¸a˜o de energia ele´trica
e a´gua (GOMES, 2003). Esta propriedade esta relacionada com os meca-
nismos de redundaˆncia e toleraˆncia a falhas utilizados no sistema, portanto
uma arquitetura de software deve suportar a introduc¸a˜o destes mecanismos,
tornando possı´vel melhorar a confiabilidade do sistema (URDANETA et al.,
2007).
1O termo e´ oriundo do ingleˆs scalability, sendo comumente traduzido na literatura de
computac¸a˜o atrave´s do neologismo escalabilidade. Neste trabalho o termo escalona´vel e´ pre-
ferido em detrimento de escala´vel, pois o primeiro significa ’algo passı´vel de ser colocado em
nı´veis, etapas, escalo˜es, degraus’ enquanto que o segundo denota ’algo escala´vel’, tal como uma
montanha.
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2.4.2.5 Seguranc¸a
A seguranc¸a esta´ relacionada com a capacidade do sistema em resistir
ao uso na˜o autorizado ao mesmo tempo que permite que usua´rios legı´timos
consigam utiliza´-lo. Esta propriedade pode ser caracterizada segundo a ha-
bilidade que o sistema tem de fornecer mecanismos que fornec¸am disponi-
bilidade, confidencialidade, integridade e na˜o repu´dio (BASS; CLEMENTS;
KAZMAN, 2003).
Assim como a confiabilidade, esta e´ uma propriedade muito enfati-
zada devido ao uso de SCADA em aplicac¸o˜es de missa˜o crı´tica, cujo impacto
de um ataque pode causar danos severos, tanto no aspecto humano como
material (GOMES, 2003). Em 2010 um ataque massivo foi realizado con-
tra aplicac¸o˜es SCADA atrave´s do verme Stuxnet, colocando em evideˆncia a
vulnerabilidade destes sistemas (FALLIERE; MURCHU; CHIEN, 2010).
2.4.2.6 Tempo-real
Sistemas de tempo-real sa˜o aqueles onde os aspectos temporais do seu
comportamento fazem parte de sua especificac¸a˜o. Um sistema com restric¸o˜es
de tempo-real possui limites de tempo para a realizac¸a˜o de suas tarefas, de-
nominados deadlines (BERNAT; BURNS; LIAMOSI, 2001).
Alguns processos fı´sicos controlados por um sistema SCADA podem
possuir necessidades de interac¸a˜o em tempo real. Contudo esta restric¸a˜o na˜o
e´ constante, variando de processo para processo (DAWSON et al., 2006).
Como as funcionalidades do SCADA esta˜o associadas com a visualizac¸a˜o da
informac¸a˜o pelo operador e sua correspondente ac¸a˜o, os deadlines para estes
processos costumam estar na casa dos segundos (GOMES, 2003). Neste sen-
tido os deadlines tambe´m costumam ser soft, sendo que sua perda na˜o causa
efeitos crı´ticos no sistema (BALASUBRAMANIAN et al., 2009). Devido a
natureza na˜o-determinı´stica da Internet na˜o esta´ no escopo deste trabalho tra-
tar de aplicac¸o˜es SCADA cujos processos tenham requisitos de tempo real.
2.5 Conclusa˜o do Capı´tulo
Neste capı´tulo foi apresentada uma visa˜o geral de SCADA, abran-
gendo seus principais conceitos, tecnologias e requisitos de software, levando
em conta alguns aspectos histo´ricos que demonstram a evoluc¸a˜o pela qual
esta a´rea tem passado. No pro´ximo capı´tulo sera´ feita uma descric¸a˜o da Web
e uma introduc¸a˜o a conceitos da a´rea de arquitetura de software, que servem
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como base teo´rica da Arquitetura Orientada a Recursos.
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3 Arquitetura de Software e a Web
3.1 A Web
A Web e´ um sistema distribuı´do de hipermı´dia de alcance mundial que
revolucionou a forma como pessoas, organizac¸o˜es e sistemas geram, aces-
sam, e compartilham informac¸o˜es (BERNERS-LEE, 2000). Seu surgimento
se deu em 1989, quando Tim Berner Lee viu a necessidade de compartilhar
informac¸o˜es de pesquisadores da Organizac¸a˜o Europeia para a Pesquisa Nu-
clear (CERN, na sigla em ingleˆs). Desde o princı´pio seus requisitos eram
desafiadores, os pesquisadores utilizavam sistemas diferentes, estavam espa-
lhados por diversos paı´ses da Europa e as informac¸o˜es compartilhadas na˜o
tinham um formato comum (BERNER-LEE, b). Os sistemas da e´poca eram
muito engessados para prover acesso a informac¸o˜es, que necessitavam se-
guir uma estrutura pre´-definida. A soluc¸a˜o foi utilizar o conceito de hiper-
texto (NELSON, 1965), possibilitando que as informac¸o˜es fossem relaciona-
das livremente e permitindo que o sistema se expandisse na medida em que
novas informac¸o˜es e relacionamentos eram incluı´dos, sem que para isto fosse
necessa´rio qualquer tipo de controle centralizado (BERNER-LEE, a).
Entre 1990 e 1991 foram publicadas na Internet as primeiras verso˜es
das especificac¸o˜es que formam a base da Web: os Identificadores Universais
de Documentos (UDIs), que dariam origem aos Identificadores Uniformes
de Recursos (URI), o Protocolo de Transporte de HiperTexto (HTTP) e a
Linguagem de Marcac¸a˜o de Hipertexto (HTML). Tambe´m foram divulgadas
livremente ferramentas que permitiam a qualquer indivı´duo consumir, pro-
duzir e hospedar informac¸o˜es na Web, atrave´s do primeiro navegador, editor
de hipertexto e servidor Web respectivamente. Nestes primeiros anos a Web
passou a ser utilizada por pesquisadores do mundo todo, e suas especificac¸o˜es
passaram a ser discutidas e modificadas colaborativamente, sendo criado em
1994 o World Wide Web Consortium (W3C) (W3C, 2000).
Nos idos de 1993 ficou claro que a Web na˜o estaria confinada ao meio
acadeˆmico quando indivı´duos comec¸aram a utiliza´-la para publicar seus sı´tios
pessoais e o mercado pelo seu uso comercial. A comunidade de desenvolve-
dores e pesquisadores da Internet passou a temer que o crescimento exponen-
cial da Web causasse um colapso em toda a rede. Apesar de a Web primordial
ter sido baseada em boas pra´ticas de engenharia de software, como separac¸a˜o
de responsabilidades, simplicidade e generalidade, surgia a necessidade de
melhoramentos em aspectos de escalonabilidade, performance e extensibili-
dade para que problemas futuros pudessem ser evitados (FIELDING, 2000).
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Todavia a Web na˜o possuı´a uma descric¸a˜o clara de sua arquitetura de soft-
ware, o que dificultava o estabelecimento de uma filosofia comum pela qual
seria guiado o seu projeto. Em seguida e´ apresentada a fundamentac¸a˜o teo´rica
sobre arquitetura de software, para que fiquem claros os princı´pios que aju-
daram a Web a continuar crescendo e mantendo suas boas propriedades.
3.2 Arquitetura de Software
Na medida em que cresce o tamanho e a complexidade de um sistema,
e´ preciso tomar deciso˜es de projeto que va˜o ale´m da escolha de linguagens de
programac¸a˜o, algoritmos ou estruturas de dados (GARLAN; SHAW, 1993).
Essas deciso˜es de projeto esta˜o em um nı´vel mais alto de abstrac¸a˜o, se preo-
cupando com questo˜es relativas a organizac¸a˜o geral do sistema, ou seja, com
a sua arquitetura. De uma forma geral, uma arquitetura de software define os
elementos que fazem parte de um sistema, incluindo a forma como estes ele-
mentos se relacionam para cumprir com os requisitos para os quais o sistema
foi projetado (BASS; CLEMENTS; KAZMAN, 1997). Apesar do interesse
da comunidade de pesquisadores de engenharia de software nesta a´rea, existe
pouco consenso quanto a uma definic¸a˜o precisa do termo arquitetura de soft-
ware. Neste trabalho sera´ utilizada a definic¸a˜o de (FIELDING, 2000), que
descreve uma terminologia auto-consistente para a a´rea.
Segundo (FIELDING, 2000) arquitetura de software e´ uma abstrac¸a˜o
dos elementos em execuc¸a˜o de um sistema durante uma de suas fases de
operac¸a˜o. Abstrac¸a˜o e´ um conceito chave, pois permite omitir os detalhes que
na˜o sa˜o necessa´rios para compreender o cerne da dinaˆmica de um sistema.
Neste sentido, aspectos de implementac¸a˜o dos elementos que compo˜em uma
dada arquitetura, tais como a linguagem de programac¸a˜o em que foram desen-
volvidos, podem ser ignorados. Uma abstrac¸a˜o esta´ restrita a um determinado
nı´vel, sendo que um sistema pode possuir diversos nı´veis de abstrac¸a˜o, cada
um com uma determinada arquitetura. A definic¸a˜o tambe´m vincula o conceito
de arquitetura diretamente com o sistema durante sua execuc¸a˜o, tornando-a
independente da parte esta´tica, presente em seu co´digo fonte e em qualquer
descric¸a˜o ou documentac¸a˜o de seu projeto. Outro aspecto e´ que um sistema
pode apresentar diferentes arquiteturas para cada fase de sua operac¸a˜o, por
exemplo as fases de inicializac¸a˜o, processamento e finalizac¸a˜o no ciclo de
vida de uma aplicac¸a˜o.
Uma arquitetura de software e´ definida por uma configurac¸a˜o de seus
elementos. Estes elementos incluem componentes, dados e conectores. Os
componentes sa˜o unidades abstratas de software que possuem um estado in-
terno e realizam a transformac¸a˜o de dados atrave´s de sua interface (PERRY;
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WOLF, 1992). O comportamento de um componente e´ definido pela sua
interface, na˜o importando para outros componentes como se da´ a sua im-
plementac¸a˜o. Por exemplo, um componente que realiza uma soma pode ser
utilizado por outros componentes, basta que estes saibam como solicita´-la,
o que e´ expresso atrave´s de interface deste componente (por exemplo quais
paraˆmetros sa˜o aceitos na soma). Neste sentido um componente atua como
uma ”caixa preta”, com uma interface bem definida para que outros possam
utilizar seus servic¸os. O nı´vel de abstrac¸a˜o de uma arquitetura e´ delimitado
pela interface exposta pelos seus componentes. Componentes por sua vez
podem ser implementados internamente a partir de outros componentes, ge-
rando uma recursa˜o que termina quando sa˜o encontrados os componentes
ba´sicos, aqueles que na˜o podem ser decompostos em outros menos abstratos.
Os conectores sa˜o os mecanismos abstratos que mediam a comunicac¸a˜o
entre os componentes (SHAW; CLEMENTS, 1997). Estes elementos atuam
como uma “cola” que une os componentes de uma arquitetura (GARLAN;
SHAW, 1993). Os componentes de uma arquitetura nem sempre esta˜o lo-
calizados em uma mesma ma´quina ou processo, portanto um conector pode
envolver a implementac¸a˜o de algum protocolo de comunicac¸a˜o, podendo uti-
lizar mecanismos como troca de mensagens, fluxos de dados (streams) e RPC
com este propo´sito.
Dados sa˜o os elementos de informac¸a˜o trocados entre os componentes
a partir de seus conectores (FIELDING, 2000). Os dados conte´m a informac¸a˜o
que e´ transformada pelos componentes, sejam estas informac¸o˜es passadas
como paraˆmetros, sequeˆncias de bytes ou atrave´s de objetos serializados.
Uma distinc¸a˜o importante entre componentes e conectores e´ que os primeiros
realizam algum tipo de transformac¸a˜o sobre os dados, enquanto os u´ltimos
apenas os transferem entre os componentes.
As propriedades de uma arquitetura incluem tanto os aspectos funci-
onais, que ditam o que o sistema deve fazer, quanto os na˜o funcionais, que
definem caracterı´sticas desejadas tais como, performance, seguranc¸a e flexibi-
lidade. E´ possı´vel favorecer determinadas propriedades atrave´s da introduc¸a˜o
de restric¸o˜es nos componentes, conectores e dados e na forma como estes
elementos se relacionam (FIELDING, 2000). Essas restric¸o˜es sa˜o embasa-
das em princı´pios conhecidos de engenharia de software, como separac¸a˜o de
responsabilidades. Diferentes domı´nios de aplicac¸a˜o possuem diferentes ne-
cessidades, de modo que algumas propriedades arquiteturais podem ser mais
interessantes para um domı´nio do que para outro, portanto o projeto de uma
arquitetura deve ser guiado pela aplicac¸a˜o de restric¸o˜es que favorec¸am as pro-
priedades desejadas pelo domı´nio em questa˜o.
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3.2.1 Estilos Arquiteturais
Atrave´s da aplicac¸a˜o de boas pra´ticas de engenharia de software os de-
senvolvedores passaram a perceber a existeˆncia de determinados padro˜es no
projeto de arquiteturas, que passaram a ser descritos e categorizados (SHAW;
CLEMENTS, 2006). Esses padro˜es entre arquiteturas distintas abstraem o
que e´ essencialmente comum entre elas, e em uma analogia com os estilos
arquitetoˆnicos das construc¸o˜es levam o nome de estilos arquiteturais. Um
estilo arquitetural e´ um conjunto de restric¸o˜es comuns aplicadas nas arqui-
teturas que o seguem (FIELDING, 2000). Desta forma uma arquitetura de
software pode ser vista com uma instaˆncia de um dado estilo arquitetural.
Arquiteturas de software envolvem propriedades funcionais, portanto
e´ complicado comparar arquiteturas de domı´nios de aplicac¸a˜o diferentes. Por
outro lado os estilos abstraem estes aspectos funcionais, se concentrando nas
propriedades que sa˜o induzidas pelas restric¸o˜es utilizadas. Estilos podem
ser usados em diferentes domı´nios de aplicac¸a˜o, e comparados de acordo
com a relevaˆncia das propriedades que eles favorecem para cada domı´nio
especı´fico (FIELDING, 2000). Estilos tambe´m podem ser combinados, for-
mando estilos hı´bridos.
3.3 REST
Nos seus primo´rdios a Web na˜o possuı´a uma descric¸a˜o clara e obje-
tiva de sua arquitetura de software. Seu projeto era guiado por alguns textos e
discusso˜es publicadas na rede e a melhor descric¸a˜o de sua arquitetura de soft-
ware estava internalizada em implementac¸o˜es. Era necessa´rio estabelecer um
modelo para a arquitetura de software da Web. Um modelo abstrato que for-
malizasse os princı´pios existentes, incorporando as modificac¸o˜es necessa´rios
para os requisitos que se apresentavam e que pudesse ser utilizado para ava-
liar modificac¸o˜es futuras. Tais necessidades motivaram o desenvolvimento
do estilo arquitetural REST.
O estilo REST e´ hı´brido, composto de diversos estilos arquiteturais
para aplicac¸o˜es em rede, que quando aplicados em conjunto favorecerem as
propriedades desejadas para um sistema distribuı´do de hipermı´dia na escala
da Internet, como a Web. A seguir sera´ apresentado um resumo da tese de (FI-
ELDING, 2000), onde sa˜o descritos os estilos arquiteturais que compo˜em
REST.
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3.3.1 Os Estilos de REST
3.3.1.1 Cliente-Servidor
O estilo cliente-servidor e´ muito popular para aplicac¸o˜es em rede,
abrangendo uma vasta gama de aplicativos utilizados para correio eletroˆnico,
transfereˆncia de arquivos, base de dados, terminais remotos, etc (DOLLI-
MORE; KINDBERG; COULOURIS, 2005). Nesse estilo um componente
servidor oferece servic¸os e espera por requisic¸o˜es, que sa˜o enviadas por com-
ponentes clientes interessados nestes servic¸os. Ao receberem as requisic¸o˜es
os servidores decidem se as rejeitam, ou se enviam uma resposta ao cli-
ente que as enviou (FIELDING, 2000). Sua motivac¸a˜o esta´ no princı´pio da
separac¸a˜o de responsabilidades, que restringe o papel de cada componente.
Separando a gereˆncia da interface gra´fica do armazenamento dos dados e´
possı´vel melhorar a portabilidade dos clientes e simplificar a implementac¸a˜o
dos componentes servidores, melhorando a escalonabilidade. Outra propri-
edade reforc¸ada e´ que os clientes e servidores podem evoluir de forma in-
dependente, desta forma a implementac¸a˜o de qualquer componente pode ser
totalmente alterada, desde que a interface de comunicac¸a˜o entre eles na˜o o
seja. A figura 6 mostra o diagrama de um arquitetura estilo cliente-servidor,
onde o componente cliente e´ representado pela elipse e o componente servi-
dor pelo retaˆngulo.
Figura 6: Cliente-Servidor
3.3.1.2 Sem-Estado
Ao estilo cliente-servidor adiciona-se tambe´m uma caracterı´stica de
comunicac¸a˜o sem estado. No estilo cliente-servidor-sem-estado cada requisi-
c¸a˜o feita de um cliente deve conter toda a informac¸a˜o necessa´ria para que
o servidor possa compreendeˆ-la, evitando que o servidor necessite guardar
qualquer contexto de uma interac¸a˜o anterior (FIELDING, 2000). Essa restri-
c¸a˜o favorece a visibilidade, pois somente e´ necessa´rio observar uma requisic¸a˜o
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para entender seu resultado no sistema. A escalonabilidade e´ melhorada pois
o servidor na˜o necessita armazenar o estado compartilhado entre mu´ltiplas
requisic¸o˜es, facilitando a liberac¸a˜o de recursos. Uma desvantagem desse es-
tilo e´ a redundaˆncia de dados, que precisam ser enviados novamente a cada
requisic¸a˜o, ocupando mais a rede.
Figura 7: Cliente-Servidor-Sem-Estado
3.3.1.3 Cache
Com a combinac¸a˜o dos estilos cliente-servidor-sem-estado e cache
chega-se ao estilo cliente-com-cache-servidor-sem-Estado. Esse estilo busca
melhorar a eficieˆncia no uso da rede atrave´s da adic¸a˜o de um conector de
cache, com ele requisic¸o˜es marcadas como passı´veis de cache podem ser
reaproveitadas, eliminando assim a necessidade de realizac¸a˜o de algumas
interac¸o˜es (FIELDING, 2000). Com a cache as propriedades de eficieˆncia,
escalonabilidade e performance percebida pelo usua´rio sa˜o melhoradas. A
desvantagem esta´ no fato de que informac¸o˜es em cache podem estar desa-
tualizadas, reduzindo a confiabilidade destas informac¸o˜es. O estilo Cliente-
Cache-Servidor-Sem-Estado pode ser visualizado na figura 8 onde os conec-
tores de cache (cifra˜o) sa˜o acrescentados aos componentes cliente.
3.3.1.4 Interface Uniforme
Aplicando o princı´pio de generalizac¸a˜o a` interface dos componentes
chega-se ao estilo cliente-com-cache-servidor-sem-estado com interface uni-
forme. Atrave´s deste estilo a interface entre os componentes e´ uniformizada.
Isto significa que existe uma forma padronizada de os componentes se comu-
nicarem, que e´ a mesma para todos os componentes. A interface uniforme
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Figura 8: Cliente-Cache-Servidor-Sem-Estado
favorece a simplicidade, pois na˜o e´ necessa´rio lidar com as especificidades
das interfaces arbitra´rias. A visibilidade tambe´m e´ melhorada, pois existe
uma semaˆntica comum na comunicac¸a˜o entre os componentes, que pode ser
verificada atrave´s da inspec¸a˜o das mensagens trocadas entre eles. O pro-
blema desta uniformizac¸a˜o e´ que toda a troca de informac¸a˜o e´ feita de uma
forma gene´rica ao inve´s de ser especı´fica para cada necessidade, piorando a
eficieˆncia em alguns casos atrave´s da transfereˆncia de mais informac¸a˜o do
que e´ necessa´rio. Outras restric¸o˜es comportamentais entre os componen-
tes sa˜o necessa´rias para que a interface seja uniforme: identificac¸a˜o de re-
cursos, manipulac¸a˜o de recursos atrave´s de representac¸o˜es, mensagens auto-
descritivas e hipermı´dia(FIELDING, 2000). Estas restric¸o˜es sera˜o apresenta-
das nos elementos arquiteturais de REST, que sera˜o descritos posteriormente
neste capı´tulo. A uniformidade na comunicac¸a˜o entre os componentes deste
estilo de arquitetura pode ser visualizada no diagrama da figura 9 atrave´s da
existeˆncia dos conectores gene´ricos ligando os componentes.
Figura 9: Cliente-Cache-Servidor-Sem-Estado-Uniformes
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3.3.1.5 Sistema em Camadas
Neste estilo o sistema e´ dividido em camadas, sendo que cada camada
so´ tem conhecimento da camada adjacente. Sua motivac¸a˜o esta´ na separac¸a˜o
de responsabilidades, desacoplando as camadas na˜o adjacentes. Exemplos
de sistemas em camadas podem ser encontrados em pilhas de protocolos
de comunicac¸a˜o, como o modelo OSI/ISO e a pilha TCP/IP (PUDER; RO-
MER; PILHOFER, 2005). As camadas podem ser utilizadas para encapsular
servic¸os legados, proteger novos servic¸os de clientes legados, melhorar a es-
calonabilidade atrave´s da distribuic¸a˜o de carga ou introduzirem polı´ticas de
seguranc¸a. A desvantagem deste estilo esta´ na adic¸a˜o de lateˆncia extra na
comunicac¸a˜o entre as camadas, podendo causar um impacto negativo na per-
formance. Este problema e´ contrabalanceado atrave´s do uso de componentes
de cache compartilhadas, que permitem que clientes distintos possam reapro-
veitar informac¸o˜es de uma cache comum, poupando novas requisic¸o˜es (FI-
ELDING, 2000). A figura 10 ilustra o estilo em camadas, as camadas podem
ser vistas da esquerda para a direita iniciando nos clientes que originam as
requisic¸o˜es, passando por componentes intermedia´rios como proxies e ga-
teways e terminando nos servidores de origem que fornecem os recursos.
Figura 10: Cliente-Cache-Servidor-Sem-Estado-Uniformes-Em-Camadas
3.3.1.6 Co´digo sob demanda
Com a inclusa˜o do estilo co´digo sob demanda e´ possı´vel agregar fun-
cionalidades ao cliente atrave´s de co´digo executa´vel fornecido pelo servidor.
Esta capacidade permite uma simplificac¸a˜o na implementac¸a˜o dos clientes.
A desvantagem esta´ na reduc¸a˜o da visibilidade, pois o co´digo mo´vel precisa
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ser interpretado, tornando mais complexa a tarefa de descobrir quais sa˜o seus
resultados. O co´digo sob demanda e´ a u´nica restric¸a˜o arquitetural opcional de
REST (FIELDING, 2000). Na Web o co´digo sob demanda esta´ presente por
meio de JavaScript e das Applets Java. Na figura 11 o co´digo sob demanda
e´ representado atrave´s das engrenagens e scripts circulando entre clientes e
servidores.
Figura 11: REST
3.3.2 Elementos Arquiteturais de REST
Descritos os estilos que compo˜em REST, da´-se prosseguimento com a
apresentac¸a˜o de seus elementos arquiteturais, ou seja, seus dados, conectores
e componentes.
3.3.2.1 Dados
REST possui treˆs elementos de dados: recursos, identificadores de re-
cursos e representac¸o˜es (FIELDING, 2000). Recurso e´ qualquer informac¸a˜o
que possa ser nomeada. Qualquer conceito que possa ser referenciado atrave´s
de hipermı´dia se encaixa nesta definic¸a˜o, seja ele um livro, uma fa´brica, a
imagem de uma cidade ou uma colec¸a˜o de outros recursos. Recursos sa˜o ma-
peamentos que associam conceitos com um conjunto qualquer de entidades,
estas entidades podem ser representac¸o˜es ou identificadores de recursos. E´
importante distinguir os recursos das entidades para as quais eles mapeiam.
Por exemplo, um recurso que simboliza a u´ltima pec¸a fabricada por uma
ma´quina pode estar associado a diferentes pec¸as ao longo do tempo, o im-
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portante e´ que a semaˆntica associada a ele permanec¸a constante, ou seja, que
ele sempre esteja associado a u´ltima pec¸a fabricada.
Identificadores de recursos sa˜o os elementos responsa´veis por nomear
e enderec¸ar recursos. A identificac¸a˜o e´ unı´voca, ou seja, dois recursos na˜o
podem possuir o mesmo identificador. Sa˜o os identificadores que possibilitam
que os recursos possam ser referenciados na interac¸a˜o entre os componentes
da arquitetura, permitindo que os clientes possam expressar quais recursos
desejam acessar, e aos servidores identificarem quais recursos esta˜o sendo
requisitados.
Os recursos se materializam atrave´s das representac¸o˜es. Uma repre-
sentac¸a˜o e´ uma sequeˆncia qualquer de bytes e metadados que descrevem es-
tes bytes. Os componentes manipulam os recursos atrave´s da transfereˆncia de
representac¸o˜es, que descrevem o estado atual ou desejado do recurso. Os me-
tadados descrevem a representac¸a˜o e o recurso, definindo por exemplo a ac¸a˜o
desejada em uma interac¸a˜o com o recurso. Metadados tambe´m permitem a
parametrizac¸a˜o de requisic¸o˜es e respostas e aspectos de controle de cache.
3.3.2.2 Componentes
Os componentes de REST sa˜o categorizados pelo papel que exercem
no aˆmbito geral da arquitetura. O componente agente de usua´rio utiliza o
conector cliente para efetuar requisic¸o˜es e receber respostas. Um exemplo
de agente de usua´rio e´ o navegador Web que requisita recursos e renderiza
representac¸o˜es, exibindo-as para um usua´rio. Um componente servidor de
origem utiliza um conector do tipo servidor e trata requisic¸o˜es de clientes.
Este componente proveˆ uma interface gene´rica para os recursos que admi-
nistra, sendo uma fonte de representac¸o˜es de recursos e o u´ltimo destino de
requisic¸o˜es que busquem altera´-los (FIELDING, 2000).
Os outros dois componentes, gateway e proxy, atuam ao mesmo tempo
como clientes e servidores, exercendo funcionalidades como encaminhamento
de requisic¸o˜es e respostas, encapsulamento de outros servic¸os e implementac¸a˜o
de polı´ticas de seguranc¸a. Mais especificamente, o proxy e´ um componente
intermedia´rio explicitamente escolhido pelo cliente. Ja´ o gateway e´ utilizado
pelo servidor de origem, de forma que o cliente na˜o precisa saber de sua
existeˆncia. O gateway tambe´m e´ conhecido como proxy reverso.
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3.3.2.3 Conectores
Os conectores proveˆm uma interface uniforme para a manipulac¸a˜o de
recursos, encapsulando as atividades de acesso e transfereˆncia de representa-
c¸o˜es. Os conectores fundamentais de REST sa˜o o cliente e o servidor. O
cliente e´ quem inicia a comunicac¸a˜o, efetuando uma requisic¸a˜o, o servidor
espera por conexo˜es e responde a requisic¸o˜es que estejam acessando seus
servic¸os. Um componente pode possuir ambos os conectores (FIELDING,
2000).
Conectores do tipo cache podem ser utilizados por clientes ou servido-
res para armazenarem mensagens, reutilizando-as com objetivo de reduzir o
nu´mero de interac¸o˜es realizadas na rede. O conector resolvedor traduz identi-
ficadores em enderec¸os de rede para estabelecer a interac¸a˜o entre componen-
tes. Ja´ o tu´nel possui a func¸a˜o de criar um caminho virtual para travessia de
informac¸o˜es de forma a transpor limites, como um firewall ou um roteador.
3.4 Arquitetura Orientada a Recursos
A Arquitetura Orientada a Recursos (ROA) e´ uma arquitetura guiada
pelos princı´pios de REST e baseada em tecnologias consolidadas da Web
como HTTP, URI e tipos e mı´dia (RICHARDSON; RUBY, 2007). Esta ar-
quitetura surgiu das dificuldades que os desenvolvedores enfrentavam ao pro-
jetar aplicac¸o˜es Web com base em REST. As dificuldades esta˜o relacionadas
ao alto nı´vel de abstrac¸a˜o dos princı´pios de REST, que abrem um amplo ho-
rizonte de possibilidades de projeto. Entre as dificuldades esta´ o fato de que
REST na˜o esta´ vinculado com a Web e suas tecnologias, pois e´ um estilo ar-
quitetural para sistemas de hipermı´dia distribuı´dos, dos quais a Web e´ uma
instaˆncia especifica. Deste fato se deriva diretamente outra dificuldade, que
e´ como utilizar as tecnologias da Web de acordo com as restric¸o˜es do es-
tilo REST. Das necessidades de uma abordagem mais concreta e pragma´tica
para os problemas que se colocavam surgiu a ROA. Esta arquitetura segue os
princı´pios de REST, mas esta´ vinculada com as tecnologias da Web como o
protocolo HTTP, URI e formatos de dados como XML, XHTML e JSON. A
seguir sera˜o apresentados seus conceitos, tecnologias e propriedades.
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3.4.1 Conceitos
3.4.1.1 Recursos
Os recursos sa˜o o cerne da ROA, como seu seu pro´prio nome in-
dica. Os recursos sa˜o definidos a partir de conceitos existentes no domı´nio da
aplicac¸a˜o em questa˜o. Por exemplo, em uma aplicac¸a˜o sobre SCADA exis-
tem conceitos especı´ficos, como equipamentos de campo, colec¸o˜es de dados
adquiridos e alarmes.
Colec¸o˜es de outros recursos sa˜o recursos tı´picos, por exemplo a colec¸a˜o
de todos os equipamentos em uma planta, que mapearia para um conjunto de
enlaces, cada qual apontando para o recurso de um equipamento. Resultados
de algoritmos tambe´m podem ser expostos como recursos, por exemplo uma
busca por um determinado equipamento, ou uma filtragem do histo´rico de
aquisic¸a˜o de dados de um CLP. Outro recurso comum neste tipo de arquite-
tura e´ o ponto de entrada da aplicac¸a˜o, que expo˜e uma colec¸a˜o dos recursos
da aplicac¸a˜o, pelos quais um cliente pode navegar. O projetista tambe´m pode
definir diferentes graus de granularidade para um mesmo sistema, criando no-
vos recursos ou fundindo recursos existentes conforme as suas necessidades.
3.4.1.2 URI
Cada recurso precisa ser identificado para que os diferentes compo-
nentes interessados nele possam referencia´-lo e interagirem com ele. O que
determina que determinado conceito do sistema e´ um recurso e´ o fato de este
ser identificado a partir de uma URI. Cada URI identifica unicamente um re-
curso na Web e simultaneamente o torna enderec¸a´vel, possibilitando que ele
seja manipulado. A relac¸a˜o entre recurso e URI e´ uma relac¸a˜o um para mui-
tos, ou seja, um recurso pode ser referenciado por muitas URIs, mas uma URI
so´ pode ser associada com um recurso.
Nesta arquitetura e´ aconselhado que sejam escolhidas URIs cujos no-
mes possam ser associados ao significado dos recursos para o qual apon-
tam. Por exemplo, a URI para o recurso da colec¸a˜o de equipamentos de
uma fa´brica poderia ser: ”/fabrica/equipamentos”. A raza˜o deste conselho
de utilizar URIs descritivas esta´ no uso desses enderec¸os por pessoas. Ale´m
das ma´quinas que consomem informac¸o˜es, esta˜o usua´rios que podem memo-
rizar facilmente uma URI que lembre algum conceito. Desta forma um dos
objetivos da ROA e´ construir recursos que possam ser bem aproveitados por
pessoas e por ma´quinas.
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3.4.1.3 HTTP
E´ necessa´rio que exista um protocolo para que os componentes da
arquitetura possam se comunicar, possibilitando que os componentes sirvam,
acessem e modifiquem recursos. Para isto a ROA utiliza o protocolo HTTP,
um protocolo de nı´vel de aplicac¸a˜o para sistemas de hipermı´dia distribuı´dos
que forma a base de comunicac¸a˜o de toda a Web.
O protocolo HTTP possui um estilo cliente-servidor, onde a interac¸a˜o
entre os componentes se da´ atrave´s de um modelo requisic¸a˜o/resposta. Os
clientes realizam requisic¸o˜es para servidores, indicando o recurso nos qual
esta˜o interessados atrave´s de uma URI. Estas requisic¸o˜es tambe´m conteˆm
informac¸o˜es a respeito da ac¸a˜o que o cliente deseja realizar sobre o recurso.
Devido a sua interface uniforme o HTTP define um conjunto finito de opera-
c¸o˜es, com semaˆntica determinada, que podem ser realizadas em qualquer re-
curso da Web (FIELDING et al., 1999). Os me´todos HTTP utilizados na
ROA, e suas semaˆnticas sa˜o descritos abaixo. Esta descric¸a˜o sera´ mais de-
talhada posteriormente, quando for apresentada a metodologia de projeto da
ROA.
* GET: Obte´m a representac¸a˜o de um recurso;
* PUT: Cria ou atualiza um recurso na URI especificada;
* POST: Cria recursos subordinados a URI especificada. Anexo de in-
formac¸o˜es a um recurso existente ou submissa˜o a um processamento
de dados;
* DELETE: Remove um recurso;
Ale´m de indicarem os recursos e operac¸o˜es sobre eles, estas interac¸o˜es
realizam a troca de informac¸o˜es sobre os recursos. Isto e´ feito atrave´s de
representac¸o˜es de recursos. Cada resposta possui uma representac¸a˜o, por
exemplo a resposta de uma requisic¸a˜o GET conte´m a representac¸a˜o do estado
atual do recurso requerido. Requisic¸o˜es que criam recursos, ou atualizam
suas informac¸o˜es, tais como PUT e POST tambe´m carregam representac¸o˜es,
que descrevem o recurso criado ou os dados que sera˜o atualizados.
As representac¸o˜es possuem formatos de dados, que podem variar entre
diversos tipos de linguagens de marcac¸a˜o (HTML, XML, XHTML), imagens
(PNG, SVG), textos (TXT, CSV), entre muitos outros. Para distinguir entre
os formatos o HTTP utiliza o conceito de tipo de mı´dia (o ingleˆs Media-type),
herdeiro da especificac¸a˜o MIME utilizada em correio eletroˆnico. Atrave´s de
metadados colocados nos cabec¸alhos das requisic¸o˜es e respostas, o HTTP
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explicita o tipo de mı´dia das representac¸o˜es. Isto possibilita que clientes pos-
sam decidir o que fazer com a representac¸a˜o de acordo com esta informac¸a˜o.
Outro aspecto e´ que clientes e servidores podem negociar conteu´do, com
os clientes expondo quais tipos de mı´dia preferem, e os servidores expondo
quais tipos de mı´dia oferecem. Outros metadados tambe´m sa˜o utilizados nas
requisic¸o˜es e respostas para fornecer informac¸o˜es sobre os componentes e
tambe´m controle de cache.
O HTTP e´ intrinsecamente sem-estado, portanto quando o cliente en-
via uma requisic¸a˜o HTTP, ele inclui toda a informac¸a˜o necessa´ria para que o
servidor satisfac¸a a requisic¸a˜o. O servidor por sua vez na˜o necessita armaze-
nar o contexto da comunicac¸a˜o com cada um de seus clientes, podendo tratar
cada requisic¸a˜o como um evento isolado.
Outro aspecto do protocolo e´ o seu suporte a componentes intermedia´-
rios na comunicac¸a˜o entre clientes e servidores. Esta caracterı´stica permite a
existeˆncia de proxies e gateways, possibilitando caches compartilhadas entre
clientes distintos e tambe´m o encapsulamento de sistemas legados.
3.4.1.4 Aspectos de Seguranc¸a
O protocolo HTTP possui mecanismos de autenticac¸a˜o incorporados
a sua especificac¸a˜o: os me´todos Basic e Digest. Ambos me´todos permitem a
utilizac¸a˜o de credenciais com identificac¸a˜o de usua´rio e senha, embutidas nas
requisic¸o˜es do protocolo em uma interac¸a˜o com o servidor no estilo Desafio-
Resposta (do ingleˆs Challenge-Response). O que difere essencialmente nos
mecanismos e´ a forma com que sa˜o representadas as credenciais. O servidor,
ao receber estas requisic¸o˜es pode confirmar ou negar o acesso de clientes
aos recursos solicitados. As credenciais sa˜o sempre enviadas nas requisic¸o˜es,
na˜o existindo qualquer mecanismo nativo para manutenc¸a˜o de sesso˜es nestes
me´todos, pois acrescentaria estado na comunicac¸a˜o.
No me´todo Basic a dinaˆmica se da´ da seguinte forma. Quando o
cliente na˜o utiliza as credenciais na requisic¸a˜o para um recurso protegido,
ele recebe uma resposta do servidor indicando que na˜o esta´ autorizado a
acessa´-lo (co´digo HTTP 401) e informando-o atrave´s do cabec¸alho “WWW-
Authenticate” que o me´todo de autenticac¸a˜o e´ o Basic. O parametro “Re-
alm” tambe´m e´ informado na resposta, e permite ao servidor descrever gru-
pos de recursos guardados por autenticac¸a˜o, permitindo por exemplo que os
clientes exibam aos usua´rios a descric¸a˜o do grupo e armazenem em cache as
informac¸o˜es para se autenticar nos mesmos (FRANKS et al., 1999). Quando
recebe esta negativa o cliente pode fazer uma nova requisic¸a˜o, desta vez con-
tendo as suas credenciais concatenadas e codificadas em Base64 no cabec¸alho
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“Authorization”. O servidor por sua vez passa a aceitar o acesso ao recurso
protegido.
O me´todo Digest surgiu porque a codificac¸a˜o em Base64 empregada
no HTTP Basic pode ser decodificada facilmente. De fato a intenc¸a˜o da
codificac¸a˜o Base64 na˜o e´ tornar segura a transmissa˜o das credenciais, mas
sim possibilitar o uso de caracteres na˜o compatı´veis com a codificac¸a˜o per-
mitida pelo HTTP. No Digest as credenciais sa˜o protegidas em um esquema
mais complexo que envolve a aplicac¸a˜o de criptografia utilizando a func¸a˜o
de hash MD5 (FRANKS et al., 1999). E´ importante frisar que somente as
credenciais sa˜o protegidas por criptografia nesse esquema. Como veremos a
seguir o uso de HTTPS suplanta a necessidade do Digest. Desta forma sua
vantagem fica restrita a contextos onde o overhead do HTTPS na˜o e´ desejado,
mas formas mais seguras de esconder as credenciais sa˜o necessa´rias.
Conhece-se por HTTPS o uso combinado do HTTP com os protoco-
los SSL/TLS. Estes protocolos, utilizados na camada de transporte (TCP),
possibilitam que toda comunicac¸a˜o HTTP seja criptograda e realizada por
meio de um canal seguro, garantindo a confidencialidade e integridade das
informac¸o˜es (DIERKS; ALLEN, 1999). Estes protocolos utilizam mecanis-
mos de criptografia assime´trica que permitem a assinatura digital das mensa-
gens. Atrave´s da assinatura digital a autenticidade das partes comunicantes
pode ser comprovada, e a integridade das mensagens garantida. Os protocolos
permitem duas configurac¸o˜es, a mu´tua e a simples. Na configurac¸a˜o mu´tua
clientes e servidores necessitam possuir certificados, utilizados na assinatura
digital das mensagens. Na simples somente o servidor necessita possuir o
certificado, sendo amplamente utilizada na Web. Neste caso, como forma
de garantir a autenticidade dos clientes, o HTTPS pode ser combinado ao
esquema de autenticac¸a˜o Basic.
Na˜o existe um padra˜o universal na Web para lidar com a questa˜o
da autorizac¸a˜o, embora existam propostas como o OAuth sendo utilizadas
pela comunidade (HAMMER-LAHAV, 2010). Desta forma, geralmente cada
aplicac¸a˜o acaba por definir seus pro´prios mecanimos para cumprir com este
requisito.
3.4.1.5 Representac¸o˜es
O principal crite´rio na escolha de representac¸o˜es e´ o tipo de repre-
sentac¸a˜o que os clientes desejam consumir. A ROA propo˜e que sejam uti-
lizadas tipos de mı´dia comuns da Web, tais como XML, XHTML, e JSON.
Representac¸o˜es que permitam a inclusa˜o de hipermı´dia tambe´m sa˜o acon-
selhadas, pois permitem conectividade entre os recursos, conceito que sera´
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explorado posteriormente.
3.4.2 Propriedades
A ROA tambe´m define algumas propriedades que uma aplicac¸a˜o que
segue esta arquitetura deve possuir: Enderec¸abilidade, Sem-estado, Conecti-
vidade e Interface Uniforme.
3.4.2.1 Enderec¸abilidade
Aplicac¸o˜es enderec¸a´veis expo˜em as informac¸o˜es que sa˜o interessantes
para seus clientes atrave´s de recursos na Web. Pelo fato de possuı´rem URIs,
as informac¸o˜es tem um enderec¸o certo onde podem ser acessadas. Pessoas
podem encontra´-las navegando na Web, atrave´s de enlaces nas representac¸o˜es
de outros recursos. Encontrado um enderec¸o, este pode ser referenciadas em
novos recursos, salvo nos favoritos do navegador, ou mesmo anotado em um
papel como um lembrete. Outras aplicac¸o˜es tambe´m podem se beneficiar
desta enderec¸abilidade, guardando enderec¸os para verificar informac¸o˜es pe-
riodicamente, e seguindo enlaces automaticamente como fazem os chamados
”crawlers”, roboˆs que sa˜o muito usados em motores de busca.
3.4.2.2 Sem-estado
A propriedade sem-estado e´ diretamente derivada do estilo arquitetu-
ral REST. A enfase da ROA esta´ no uso correto do protocolo HTTP, sem a
utilizac¸a˜o de mecanismos que implementem sesso˜es. E´ importante esclare-
cer que o conceito de estado se refere ao estado do cliente em relac¸a˜o com
a aplicac¸a˜o. Por exemplo, ao navegar na Web um cliente segue uma se´rie
de enlaces, cada acesso representa um acesso a um recurso. Informac¸o˜es
como quais recursos o cliente ja´ visitou e a ordem em que foram acessados
sa˜o ignoradas pelo servidor em uma aplicac¸a˜o sem-estado. Sendo assim, se
existe algum interesse neste tipo de informac¸a˜o ela deve ser guardada pelo
cliente. Isto evita a complexidade adicional que o servidor teria, dado que se-
ria necessa´rio analisar o histo´rico de requisic¸o˜es para tomar qualquer decisa˜o.
Ale´m de trazer complicac¸o˜es, manter estado traz problemas de performance,
pois e´ preciso guardar o contexto de cada cliente no servidor.
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3.4.2.3 Conectividade
Os recursos da aplicac¸a˜o devem estar conectados atrave´s de enlaces
em suas representac¸o˜es. Desta forma os clientes podem escolher qual sera´
seu pro´ximo passo, ou seja o pro´ximo estado da aplicac¸a˜o. Esta propriedade
confere a uma aplicac¸a˜o orientada a recursos o aspecto de uma teia, que pode
estar ligada inclusive a outras aplicac¸o˜es, ou recursos quaisquer da Web.
3.4.2.4 Interface Uniforme
Operac¸o˜es sobre os recursos sa˜o realizadas atrave´s dos me´todos HTTP.
A interface para o acesso e manipulac¸a˜o dos recursos e´ uniforme, permitindo
que exista um “vocabula´rio” comum, com o qual e´ possı´vel interagir com
qualquer recurso na Web. A seguir sa˜o descritos os me´todos HTTP utilizados
na ROA e suas semaˆnticas.
Qualquer recurso para o qual seja possı´vel a um cliente obter uma
representac¸a˜o deve expor o me´todo GET. Os outros me´todos servem para
modificar os recursos. O me´todo PUT recebe uma representac¸a˜o e e´ res-
ponsa´vel por criar um recurso na URI especificada, ou enta˜o atualizar a sua
representac¸a˜o caso ja´ exista um recurso nesta URI. O me´todo POST e´ res-
ponsa´vel por criar recursos subordinados ao recurso informado na URI, a
inclusa˜o de um item em um recurso de colec¸a˜o e´ um exemplo comum de
uso do me´todo POST. Outros usos existem, como por exemplo anexar mais
informac¸a˜o a um recurso existente, ou submeter um bloco de dados a um
processamento qualquer.
A diferenc¸a sutil entre os me´todos PUT e POST para criac¸a˜o e atu-
alizac¸a˜o de recursos esta´ no significado da URI indicada pelo cliente na re-
quisic¸a˜o. No caso do me´todo POST esta URI representa um ponto de pro-
cessamento da requisic¸a˜o, mas na˜o necessariamente ela indica a URI onde
o recurso sera´ criado ou atualizado, cuja responsabilidade e´ inteiramente do
servidor que gerencia este recurso. No me´todo PUT, a URI especificada pelo
cliente na requisic¸a˜o obrigatoriamente define o enderec¸o onde este cliente es-
pera que esteja o recurso apo´s o processamento da requisic¸a˜o pelo servidor. O
me´todo DELETE por sua vez tem como propo´sito remover um dado recurso.
3.4.3 Projeto de uma Arquitetura Orientada a Recursos
Um metodologia para o projeto de ROAs e´ apresentada em (RICHARD-
SON; RUBY, 2007). Este me´todo e´ baseado em uma se´rie de observac¸o˜es
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pragma´ticas de como transformar os requisitos de uma aplicac¸a˜o em recursos
da Web. A metodologia define uma sequeˆncia de etapas, que tem como obje-
tivo o projeto de uma ROA a partir de um conjunto de funcionalidades de um
dado domı´nio de aplicac¸a˜o. A seguir sera˜o descritas estas etapas, explicando
as deciso˜es de projeto envolvidas em cada uma delas.
3.4.3.1 Levantamento do conjunto de dados
O primeiro passo no projeto de uma ROA esta´ no levantamento de
seu conjunto de dados. Nesta fase do projeto deve-se analisar o domı´nio de
aplicac¸a˜o, identificando qualquer informac¸a˜o que possa vir a ser u´til para
seus clientes. Por exemplo, uma aplicac¸a˜o sobre SCADA poderia fornecer
informac¸o˜es a respeito dos equipamentos de campo, alarmes, u´ltimos dados
adquiridos por um dado equipamento e histo´rico de dados. O importante
nesta etapa e´ definir quais sa˜o as informac¸o˜es disponibilizadas, como estas
informac¸o˜es sera˜o disponibilizadas e´ um assunto para os pro´ximos passos.
3.4.3.2 Definic¸a˜o dos Recursos
Com o conjunto de dados definido o pro´ximo passo e´ expor estas
informac¸o˜es como recursos. Uma ideia similar a da modelagem orientada
a objetos pode ser aplicada. A ideia envolve a identificac¸a˜o de sujeitos pre-
sentes no vocabula´rio comum do domı´nio de aplicac¸a˜o, por exemplo: equi-
pamento, alarme, histo´rico, u´ltima leitura. Esses sujeitos sa˜o um bom in-
dicativo de quais sa˜o os recursos envolvidos em uma aplicac¸a˜o. Outros re-
cursos tı´picos sa˜o os relacionados com colec¸o˜es e resultados de algoritmos,
por exemplo uma lista de todos os equipamentos ou o histo´rico dos dados
coletados por um sensor na u´ltima semana.
3.4.3.3 Escolha das URIs
Existem algumas deciso˜es na escolha de URIs que sa˜o considera-
das boas pra´ticas, uma delas e´ a utilizac¸a˜o do simbolo “/” em recursos que
possuem alguma relac¸a˜o hiera´rquica. Por exemplo o recurso de todos os
equipamentos de uma fa´brica poderia ser identificado por ”/equipamentos”,
enquanto que “/equipamento/grua” poderia identificar um equipamento es-
pecı´fico, no caso uma grua. Outra boa pra´tica e´ o uso de URIs que possam
ser facilmente compreendidas por pessoas, ajudando usua´rios finais e proje-
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tistas da arquitetura a entenderem de forma intuitiva os conceitos envolvidos
em cada recurso.
3.4.3.4 Exposic¸a˜o de um subconjunto da interface uniforme
Apo´s definir como um recurso sera´ identificado e´ necessa´rio espe-
cificar quais sa˜o as operac¸o˜es possı´veis que um cliente pode efetuar neste
recurso. Este passo se resume a definir o subconjunto de me´todos da in-
terface uniforme do protocolo HTTP pelas quais sera´ possı´vel manipular o
recurso. Qualquer recurso para o qual seja possı´vel a um cliente obter uma
representac¸a˜o deve expor o me´todo GET. A Alterac¸a˜o de Recursos e´ reali-
zada atrave´s do me´todo PUT. A criac¸a˜o pode ser feita por POST ou PUT,
dependendo de quem (cliente ou servidor) e´ o responsa´vel por definir a URI
onde o recurso e´ criado. Ja´ o me´todo DELETE deve ser exposto por recursos
que permitam sua remoc¸a˜o.
3.4.3.5 Projeto das representac¸o˜es
Neste passo devem ser definidas quais informac¸o˜es representam cada
recurso, assim como o formato utilizado para representa´-las. No aˆmbito do
formato, a lo´gica esta´ na selec¸a˜o de tipos de mı´dia padronizados da web
(como o HTML e XML), que satisfac¸am as necessidades dos clientes e ser-
vidores envolvidos. Diferentes representac¸o˜es podem ser definidas para um
mesmo recurso, de forma que clientes podem aproveitar deste aspecto atrave´s
da te´cnica de negociac¸a˜o de conteu´do do protocolo HTTP.
3.4.3.6 Integrac¸a˜o com outros recursos
Definidas as representac¸o˜es o pro´ximo passo e´ interligar os recursos
com outros. Esta associac¸a˜o pode ser feita com qualquer recurso julgado
interessante, seja ele um recurso do sistema que esta´ sendo projetado ou ex-
terno a ele. Recursos sa˜o relacionados entre si atrave´s de enlaces presentes
nas suas representac¸o˜es, portando a escolha de representac¸o˜es que permitam
hipermı´dia(como XML, HTML e XHTML) no passo anterior e´ crucial para
uma boa conectividade.
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3.4.3.7 Definic¸a˜o das respostas
Nesta etapa e´ definida a interac¸a˜o entre cliente e servidor, ou seja,
como se da˜o os dia´logos de requisic¸a˜o/resposta entre eles. Deve ser respeitado
o protocolo HTTP, que define metadados como os co´digos de resposta de
acordo com a requisic¸a˜o que foi feita, ale´m de estabelecidas quais podem
ser as representac¸o˜es enviadas no conteu´do de cada resposta. Neste ponto
devem se pensar nos casos onde as mensagens sa˜o processados com sucesso
pelos componentes, assim como nos casos onde ocorre algum erro. Nos caso
onde houve alguma falha deve ser informado qual o componente (cliente ou
servidor) foi o responsa´vel pelo erro. Um resumo do procedimento completo
presente na metodologia para projetar uma arquitetura orientada a recursos a
partir de um dado domı´nio de aplicac¸a˜o e´ apresentado abaixo:
1. Levantamento do conjunto de dados
2. Definic¸a˜o dos recursos, e para cada recurso:
3. Nomear o Recurso com URIs;
4. Expor um Subconjunto da Interface Uniforme;
5. Projetar as Representac¸o˜es;
6. Integrar com Outros Recursos;
7. Definir Respostas;
3.5 Conclusa˜o do Capı´tulo
Neste capı´tulo foi apresentada uma descric¸a˜o da Web e dos conceitos
da a´rea de arquitetura de software que fundamentam seus prı´ncipios de arqui-
tetura. Na descric¸a˜o da Web foi abordado seu histo´rico e as motivac¸o˜es que
levaram a elaborac¸a˜o de um estilo arquitetural que favorecesse seus requisi-
tos. Em seguida foram apresentados os principais conceitos de arquitetura
de software, incluindo a terminologia presente no referencial teo´rico da a´rea.
Com base nestes conceitos chega-se ao estilo arquitetural REST, o estilo ar-
quitetural hı´brido que fundamenta os prı´ncipios arquiteturais da Web. Por
fim conclui-se o capı´tulo com a descric¸a˜o da ROA, proposta como uma abor-
dagem pragma´tica que incorpora as tecnologias da Web como HTTP, URI
e tipos de mı´dia em conformidade com o estilo REST. O capı´tulo seguinte
expo˜e uma ana´lise sobre arquiteturas de software baseadas em RPC onde sa˜o
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explorados os pontos em que estas arquiteturas, predominantes em SCADA,
divergem dos princı´pios arquitetoˆnicos da Web dificultando sua integrac¸a˜o
com a mesma.
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4 Arquiteturas de Software para SCADA na
Web
Pode-se observar que os sistemas SCADA teˆm feito uma transic¸a˜o na
direc¸a˜o de possibilitar o seu uso como aplicativos Web. No entanto ainda
e´ muito difı´cil encontrar sistemas SCADA que participem de forma plena
da Web, na˜o tendo sido projetados de acordo com os princı´pios de arqui-
tetura de software descritos no capı´tulo anterior. Na indu´stria predominam
abordagens baseadas em RPC para o desenvolvimento destes sistemas, prin-
cipalmente devido a influeˆncia do OPC, que se tornou um padra˜o de facto
na indu´stria (HONG; JIANHUA, 2006)(KAPSALIS; KOUBIAS; PAPADO-
POULOS, 2002)(TORRISI; OLIVEIRA, 2008). Neste capı´tulo, sera˜o apre-
sentadas arquiteturas para SCADA explorados os pontos em que estas arqui-
teturas divergem dos princı´pios da Web.
4.1 Arquiteturas Baseadas em RPC
O RPC e´ um mecanismo para comunicac¸a˜o entre aplicac¸o˜es distribu-
ı´das (DOLLIMORE; KINDBERG; COULOURIS, 2005). As ideias em torno
deste paradigma sa˜o discutidas desde os anos 70 (WHITE, 1976), sendo a
formalizac¸a˜o de seus prı´ncipios creditada a (BIRRELL; NELSON, 1984). Os
conceitos do RPC sa˜o centrados na abstrac¸a˜o das chamadas de procedimento,
presentes em linguagens de programac¸a˜o como C e Pascal. Procedimentos
sa˜o trechos de co´digo que cumprem com determinada tarefa, podendo ser
chamados em diferentes pontos de um programa. Quando um procedimento
e´ chamado, aquele que o chamou passa para ele um conjunto de paraˆmetros,
o fluxo de execuc¸a˜o e´ enta˜o transferido para o procedimento chamado, que ira´
efetuar uma computac¸a˜o utilizando estes paraˆmetros. Efetuada a computac¸a˜o,
o fluxo de execuc¸a˜o e´ devolvido para o componente que o chamou, junta-
mente com o resultado da operac¸a˜o.
O mecanismo para chamadas remotas e´ similar, a diferenc¸a e´ que os
componentes se encontram distribuı´dos em no´s de uma rede. Chamadas re-
motas tem uma dinaˆmica de requisic¸a˜o/resposta, sendo efetuadas por um
componente solicitante atrave´s do envio de uma mensagem de requisic¸a˜o, que
conteˆm o procedimento solicitado juntamente com os dados dos paraˆmetros.
O receptor da mensagem extrai os paraˆmetros da requisic¸a˜o, executa o pro-
cedimento solicitado, e envia uma mensagem de resposta contendo os dados
do resultado da computac¸a˜o. Geralmente esta comunicac¸a˜o e´ feita de forma
sı´ncrona, onde o componente que chamou o procedimento fica bloqueado en-
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quanto na˜o receber uma resposta (BIRRELL; NELSON, 1984).
A similaridade entre chamadas locais e remotas levou a integrac¸a˜o
de RPC com as linguagens de programac¸a˜o. Esta integrac¸a˜o permite que
componentes se comuniquem da mesma forma, independentemente se esta˜o
localizados em um mesmo no´ ou em no´s distintos da rede, propriedade conhe-
cida como transpareˆncia de localizac¸a˜o (DOLLIMORE; KINDBERG; COU-
LOURIS, 2005). Com a transpareˆncia de localizac¸a˜o, o programador pode
desenvolver co´digo de forma usual atrave´s de procedimentos, enquanto uma
camada de software, conhecida como middleware, cuida de todas as respon-
sabilidades relacionadas com a comunicac¸a˜o remota.
Nos termos de arquitetura de software, o RPC se faz presente nos co-
nectores, fornecendo o mecanismo de comunicac¸a˜o entre os componentes.
Ele e´ tipicamente empregado em arquiteturas de software em rede que se-
guem o estilo cliente-servidor. Neste estilo um servidor fornece seus servic¸os
atrave´s de seu conector RPC, expondo um conjunto de procedimentos que
podera˜o ser requisitados por seus clientes. A implementac¸a˜o dos conecto-
res atrave´s de componentes locais denominados stubs permite o tratamento
das chamadas remotas como se fossem locais, garantindo a transpareˆncia de
localizac¸a˜o. No conector do cliente um stub recebe as chamadas locais e deve
conhecer a interface do servidor para que possa empacotar os paraˆmetros e re-
alizar as chamadas remotas. No conector do servidor um stub tem como res-
ponsabilidade desempacotar estes paraˆmetros e enviar respostas com dados
empacotados para seus clientes. Muitas vezes sa˜o empregadas ferramentas
de gerac¸a˜o de co´digo, para poupar o programador do trabalho relacionado ao
desenvolvimento dos stubs. Estas ferramentas tipicamente utilizam lingua-
gens que descrevem a interface dos componentes, denominadas linguagens
de descric¸a˜o de interface (PRYCE, 1998).
Com o passar dos anos o paradigma de programac¸a˜o procedural foi
sendo substituı´do pela orientac¸a˜o a objetos, e o desenvolvimento de siste-
mas orientados a objetos distribuı´dos passou tomar a cena nos anos 90 com o
surgimento de tecnologias como Common Object Request Broker Architec-
ture (CORBA, da sigla em ingleˆs) e o Distributed Component Object Model
(DCOM, da sigla em ingleˆs). Apesar de serem baseados em um novo para-
digma, estes sistemas utilizavam praticamente os mesmos conceitos oriundos
do RPC tais como os stubs e as linguagens de descric¸a˜o de interface, com a
principal diferenc¸a que as chamadas de procedimentos remotos foram subs-
tituı´das por invocac¸o˜es remotas de me´todos. Fruto desta gerac¸a˜o, a tecnologia
DCOM causou um grande impacto no mundo de SCADA, pois foi com base
nela que foi elaborada a especificac¸a˜o do OPC. O OPC e´ considerado um
padra˜o de facto para a a´rea, por este motivo uma visa˜o geral dele sera´ apre-
sentada a seguir.
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4.2 OPC
O OPC e´ um conjunto de especificac¸o˜es para automac¸a˜o industrial,
que define a troca de informac¸o˜es entre equipamentos. Tais equipamentos
podem ser dispositivos de campo, estac¸o˜es remotas, estac¸o˜es mestre ou inter-
faces homem ma´quina. Os dados trocados entre eles sa˜o tı´picos de aplicac¸o˜es
SCADA, como dados adquiridos de campo, se´ries histo´ricas, alarmes e co-
mandos de controle (HONG; JIANHUA, 2006).
Seu surgimento se deu nos anos 90, motivado pela diversidade de
equipamentos e protocolos de comunicac¸a˜o existentes na automac¸a˜o indus-
trial, combinada com a auseˆncia de qualquer forma de padronizac¸a˜o para esta
comunicac¸a˜o. Este cena´rio, onde cada equipamento era acessado de uma
forma distinta, gerava problemas. Cada fabricante oferecia soluc¸o˜es com-
pletas de hardware e software, baseadas em protocolos proprieta´rios que na˜o
permitiam interoperabilidade, limitando as opc¸o˜es de escolha das indu´strias.
Outro aspecto estava nas dificuldades encontradas pelo mercado de software,
que precisava desenvolver diferentes drivers para cada equipamento ou proto-
colo encontrado nas plantas, gerando custo e complexidade (TU et al., 2010).
Este cena´rio esta´ exposto na figura 12 (HONG; JIANHUA, 2006), onde treˆs
aplicac¸o˜es se comunicam com equipamentos distintos, e para isto necessitam
de treˆs drivers diferentes.
Figura 12: Complexidade antes do surgimento do OPC
O OPC propo˜em a adoc¸a˜o de interfaces padronizadas para a comu-
nicac¸a˜o entre os componentes de software. A comunicac¸a˜o ocorre no estilo
cliente-servidor, onde os clientes sa˜o as aplicac¸o˜es interessadas nos dados for-
necidos pelos dispositivos (eg: uma interface homem ma´quina). Um servidor
OPC expo˜e uma interface padronizada para o acesso aos dados dos dispo-
sitivos, desta forma os clientes podem ter acesso as informac¸o˜es pelas quais
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esta˜o interessados sem precisarem conhecer a especificidades de cada equipa-
mento. Para implementar o acesso a estas informac¸o˜es em cada equipamento,
o servidor se comunica com drivers OPC fornecidos pelos fabricante. A figura
13 (HONG; JIANHUA, 2006) ilustra como o OPC soluciona os problemas do
caso exposto anteriormente.
Figura 13: Arquitetura baseada em OPC
As especificac¸o˜es do OPC sa˜o baseadas na tecnologia DCOM, da Mi-
crosoft. O DCOM e´ um padra˜o para comunicac¸a˜o entre objetos distribuı´dos,
baseado no seu predecessor, o Component Object Model (COM), surgido da
necessidade de comunicac¸a˜o entre aplicac¸o˜es na plataforma Windows
(PRYCE, 1998). Arquiteturas de software baseadas no estilo de objetos dis-
tribuı´dos decompo˜em as aplicac¸o˜es em um conjunto de objetos, que colabo-
ram entre si. Cada objeto e´ uma entidade que possui um estado interno e da-
dos, que so´ podem ser acessados ou alterados atrave´s de operac¸o˜es (tambe´m
conhecidas como me´todos). As operac¸o˜es definem a interface dos objetos,
e sa˜o a forma com que os objetos se comunicam. Quando as interac¸o˜es sa˜o
remotas, as chamadas seguem um modelo requisic¸a˜o/resposta e devem trans-
portar os paraˆmetros da solicitac¸a˜o e da resposta. A principal diferenc¸a entre
objetos distribuı´dos e o RPC procedural esta´ na gereˆncia de refereˆncias e co-
leta de lixo (FIELDING, 2000).
A tecnologia DCOM estabelece uma linguagem, a Microsoft Inter-
face Definition Language (MIDL), que serve para descrever as interfaces dos
componentes. Ale´m de servir como documentac¸a˜o, a MIDL e´ utilizada na
gerac¸a˜o de co´digo fonte nas linguagens C/C++, automatizando a criac¸a˜o dos
stubs utilizados na comunicac¸a˜o. A comunicac¸a˜o entre os objetos por sua
vez, se da´ atrave´s do protocolo ORPC (Object RPC).
O OPC e´ formado por um conjunto de especificac¸o˜es, cada uma delas
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abrange determinadas funcionalidades da uma aplicac¸a˜o de automac¸a˜o indus-
trial. Cada especificac¸a˜o determina classes de objetos, e suas interfaces. O
OPC-DA define interfaces para acesso a dados adquiridos por equipamen-
tos dotados de sensores, tais como CLPs e RTUs. A especificac¸a˜o OPC-
HDA define o acesso a se´ries histo´ricas. Ja´ o gerenciamento de alarmes e
eventos e´ responsabilidade da especificac¸a˜o OPC-AE. Existem tambe´m ou-
tras especificac¸o˜es, que abarcam funcionalidades, como receitas e comandos
de controle(TU et al., 2010).
Apesar de sua predominaˆncia em SCADA, existem limitac¸o˜es no OPC
que o impede de suprir as novas necessidades que vem se apresentando para
a´rea. Entre os problemas esta´ a questa˜o da interoperabilidade e independeˆncia
de plataforma. A tecnologia DCOM e´ fortemente vinculada ao sistema ope-
racional Windows, limitando seu uso em outras plataformas. Outra questa˜o
e´ a comunicac¸a˜o na Internet, dado que o protocolo utilizado pelo OPC e´ fre-
quentemente bloqueado por firewalls. Por ser totalmente desvinculado da
Web, tambe´m existe um fator que acaba por isolar as aplicac¸o˜es OPC do res-
tante do mundo, limitando a integrac¸a˜o com sistemas de MES, ERP entre
outros(TU et al., 2010).
4.3 OPC-UA
As limitac¸o˜es do padra˜o OPC motivaram a criac¸a˜o de um novo padra˜o,
o OPC Unified Architecture (OPC-UA). O nome “unificado” do OPC-UA
se refere a unificac¸a˜o de todas as especificac¸o˜es de interfaces (OPC-DA,
OPC-HDA, OPC-AE. . . ), simplificando a arquitetura (HADLICH, 2006). A
especificac¸a˜o do OPC-UA e´ recente, tendo sido publicada em 2006, e atu-
almente esta´ em fase de pesquisas e adoc¸a˜o pela indu´stria (HANNELIUS;
SALMENPERA; KUIKKA, 2008).
O OPC-UA eliminou os problemas de dependeˆncia de plataforma e
trouxe os conceitos do OPC para Web, atrave´s de uma abordagem baseada na
pilha de Web Services. Em termos de arquitetura de software o estilo baseado
em objetos distribuı´dos foi mantido. As maiores mudanc¸as esta˜o nas tecno-
logias utilizadas, apoiadas em padro˜es da Web. As mensagens passaram a ser
descritas na linguagem XML, atrave´s do protocolo SOAP. Os protocolos pro-
prieta´rios do DCOM foram abandonados, e o HTTP passou a ser adotado para
o transporte das mensagens. As interfaces passaram a ser definidas atrave´s de
Web Service Description Language (WSDL), uma linguagem de descric¸a˜o
para Web Services. A especificac¸a˜o inclui uma forma de representar modelos
semaˆnticos de dados atrave´s de uma hierarquia extensı´vel de tipos, permi-
tindo que nichos especı´ficos da industria especifiquem seus pro´prios padro˜es
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de dados. O uso destas tecnologias trouxe um avanc¸o, melhorando aspectos
de interoperabilidade, e trazendo os sistemas desenvolvidos mais pro´ximos
de uma integrac¸a˜o com a Web.
4.4 DPWS
Devices Profile for Web Services (DPWS da sigla em ingleˆs) e´ uma
especificac¸a˜o baseada em um subconjunto da pilha de Web Services direci-
onada para comunicac¸a˜o em dispositivos com restric¸o˜es de recursos compu-
tacionais (OASIS, 2006). Seu foco e´ direcionado ao nı´vel dos dispositivos,
lidando com questo˜es como descoberta dinaˆmica e propagac¸a˜o de eventos.
Nesta linha o DPWS se apresenta como um sucessor do padra˜o UPnP (Uni-
versal Plug and Play) na comunicac¸a˜o descentralizada entre dispositos, fre-
quentemente empregada em a´reas como domo´tica e computac¸a˜o ubı´qua (SLE-
MAN; MOELLER, 2008).
Ao contra´rio do OPC-UA, o DPWS se origina de uma a´rea mais pro´xi-
ma da TI convencional do que da informa´tica industrial. O OPC-UA e´ ori-
entado para servir como uma interface para que aplicac¸o˜es de mais alto nı´vel
como IHM, MES e ERP possam obter dados oriundos do nı´vel onde se en-
contram os dispositivos de campo. Desta forma o OPC-UA possui um foco
mais direcionado para as funcionalidades das aplicac¸o˜es SCADA do que
o DPWS (CANDIDO et al., 2010). Como o DPWS e o OPC-UA com-
partilham a pilha de especificac¸o˜es de Web Services existem propostas de
uma integrac¸a˜o destas abordagens, buscando cobrir os requisitos dos diferen-
tes nı´veis da automac¸a˜o industrial (BONY; HARNISCHFEGER; JAMMES,
2011) (IZAGUIRRE; LOBOV; LASTRA, 2011).
4.5 Arquiteturas Baseadas em RPC e sua Integrac¸a˜o com a Web
Padro˜es como o OPC-UA foram influenciados pela leva de tecnolo-
gias de Web Services, surgidas no final dos anos 90. Os Web Services tem
como objetivo criar padro˜es para que aplicac¸o˜es desenvolvidas em diferen-
tes plataformas pudessem interoperar (W3C, 2004). Estes padro˜es se apoiam
em tecnologias da Web, especificamente o XML e o HTTP, como soluc¸o˜es
para os problemas de interoperabilidade enfrentados com os sistemas de ob-
jetos distribuı´dos CORBA e DCOM. A primeira especificac¸a˜o publicada com
este propo´sito foi o XML-RPC, lanc¸ado em 1998. O XML-RPC e´ uma
especificac¸a˜o para realizac¸a˜o de RPC utilizando XML para a codificac¸a˜o das
mensagens, e o protocolo HTTP para os transporte destas mensagens atrave´s
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da Web (WINER, 1999). O XML-RPC trouxe um novo foleˆgo para o RPC,
levando seus conceitos para a Web. Pouco depois do lanc¸amento do XML-
RPC foi publicada a primeira versa˜o do SOAP, que assim como XML-RPC,
definia padro˜es para realizar RPC na Web utilizando XML e HTTP (BOX
KAKIVAYA, 1999).
Ao longo dos anos o SOAP e seus derivados da pilha de especificac¸o˜es
de Web Services ganharam espac¸o, e fizeram um esforc¸o para generalizar as
especificac¸o˜es, permitindo outros estilos de comunicac¸a˜o que na˜o fossem os
do RPC. O problema das arquiteturas baseadas em RPC para a Web e´ que elas
utilizam tecnologias como o XML e HTTP de uma forma na˜o condizente com
os princı´pios de arquitetura da Web. Desta forma, requisitos importantes da
Web, como evoluc¸a˜o independente, visibilidade das interac¸o˜es e escalonabi-
lidade podem ser prejudicados.
Um dos problemas e´ a questa˜o do acoplamento. Um dos princı´pios
fundamentais da engenharia de software esta´ no desenvolvimento de sistemas
modulares que apresentem alta coesa˜o e fraco acoplamento (MYERS, 1978).
O acoplamento e´ uma propriedade que representa a interdependeˆncia entre
mo´dulos, sendo que um acoplamento fraco e´ considerado bene´fico por faci-
litar a compreensa˜o, testabilidade e evoluc¸a˜o de um sistema (GHEZZI; JA-
ZAYERI; MANDRIOLI, 2002). De uma forma geral, a literatura de Web Ser-
vices caracteriza os sistemas com acoplamento fraco como aqueles onde dife-
rentes servic¸os interoperam atrave´s de um pequeno conjunto de pressupostos
e, portanto, o impacto de mudanc¸as e´ limitado e os servic¸os podem evoluir
independentemente (KAYE, 2003). O acoplamento forte nas aplicac¸o˜es dis-
tribuı´das tipicamente as torna engessadas para se adaptarem a mudanc¸as, pre-
judicando a evoluc¸a˜o independente dos sistemas e implicando em um forma
de cooperac¸a˜o mais burocra´tica com outras aplicac¸o˜es (PAUTASSO; WILDE,
2009).
Arquiteturas baseadas em RPC compartilham um modelo comum de
dados entre as aplicac¸o˜es. Isto implica que as mensagens trocadas entre os
componentes conteˆm as entidades internas destes sistemas codificadas de al-
guma forma (objetos de domı´nio serializados por exemplo). A existeˆncia
deste modelo de dados compartilhado introduz um forte acoplamento, pois
qualquer mudanc¸a na definic¸a˜o do modelo deve ser replicada entre todas as
partes envolvidas. Quando existem poucos servic¸os sobre o controle de uma
mesma organizac¸a˜o este na˜o parece um problema ta˜o grande, mas ele cresce
de magnitude na medida em que mais organizac¸o˜es passam a cooperar. No
HTTP na˜o existe a dependeˆncia de um modelo de dados compartilhado. As
mensagens trocadas entre os componentes sa˜o direcionadas a recursos, que
possuem representac¸o˜es com formatos de dados padronizados atrave´s de ti-
pos de mı´dia. Os clientes podem escolher entre diferentes representac¸o˜es,
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na˜o dependendo de qualquer formato especı´fico. Estas representac¸o˜es podem
ser processados de forma padronizada, sendo que existem muitas bibliotecas
de software disponı´veis para seu processamento, na˜o criando dependeˆncia de
ferramentas especificas (VINOSKI, 2008a).
O acoplamento tambe´m se manifesta atrave´s das interfaces especiali-
zadas fornecidas pelos componentes de uma arquitetura baseada RPC. Nes-
tas arquiteturas, os componentes se comunicam pela rede atrave´s do uso
de uma Application Programming Interface (do ingleˆs API) local, formada
pelos stubs. Esta API e´ responsa´vel pela transpareˆncia de localizac¸a˜o, e
sua implementac¸a˜o realiza a comunicac¸a˜o remota. O problema esta´ na de-
pendeˆncia de uma infraestrutura de software comum e dependente da aplicac¸a˜o
entre os componentes. Em uma arquitetura orientada a recursos na˜o existe
esta dependeˆncia, dado que toda interac¸a˜o se da´ diretamente atrave´s do pro-
tocolo HTTP, independente de especificidades da aplicac¸a˜o (PAUTASSO;
WILDE, 2009).
Outro aspecto prejudicado nas arquiteturas baseadas em RPC e´ a vi-
sibilidade das interac¸o˜es entre os componentes. A visibilidade se refere a
habilidade de um componente monitorar ou mediar uma interac¸a˜o entre dois
outros componentes (FIELDING, 2000). A visibilidade pode ajudar na per-
formance possibilitando a existeˆncia de caches compartilhados, escalonabi-
lidade por meio de sistemas em camadas e a seguranc¸a atrave´s de firewalls.
Nas arquiteturas baseadas em RPC as interfaces dos componentes na˜o pos-
suem uma interface uniforme, desta forma cada aplicac¸a˜o acaba por definir
um conjunto de operac¸o˜es e um modelo de dados especifico para si pro´pria.
Isto prejudica a visibilidade, pois os componentes intermedia´rios precisam
conhecer a semaˆntica especifica de cada aplicac¸a˜o com qual se relacionam, o
que se torna invia´vel em escalas como a da Web (VINOSKI, 2008b).
A falta de visibilidade nas interac¸o˜es dificulta o processamento das
mensagens por componentes intermedia´rios. As caches sa˜o um exemplo
destes componentes (VINOSKI, 2008b). Pore´m sem saber a semaˆntica da
operac¸a˜o e sem informac¸o˜es de controle presentes nas mensagens (como a
data de vencimento da cache) uma cache na˜o pode atuar. O uso de cache e´
crı´tico para sistemas distribuı´dos em larga escala na Web, e sua na˜o utilizac¸a˜o
impacta em propriedades importantes como a performance percebida pelo
usua´rio e a escalonabilidade.
Outra decisa˜o arquitetural que pode prejudicar a visibilidade nas in-
terac¸o˜es e´ que aplicac¸o˜es baseadas em RPC podem manter estado entre as
interac¸o˜es. Desta forma um componente que deseje descobrir o propo´sito
de uma mensagem pode ter que inspecionar todo o histo´rico de mensagens
anteriores a ela. Manter estado na comunicac¸a˜o tambe´m causa impactos na
escalonabilidade, pois o servidor necessita armazenar este estado para cada
73
cliente (FIELDING, 2000).
Serendipidade e´ um neologismo derivado da palavra inglesa “seren-
dipity” definida como a habilidade de atrair ou descobrir coisas u´teis por
acaso (NEWMAN et al., 2002). No contexto dos sistemas distribuı´dos este
e´ um termo que vem sendo explorado nos u´ltimos anos para designar o uso
de um servic¸o de formas que na˜o foram planejadas durante o seu projeto.
O uso recente dos “mashups” na Web, aplicac¸o˜es que combinam dados e
servic¸os de outras aplicac¸o˜es para seus propo´sitos sa˜o um exemplo pra´tico
desta propriedade (RAZA; HUSSAIN; CHANG, 2008). Arquiteturas base-
adas em RPC dificultam o reuso dos servic¸os, pois nada se pode assumir a
priori sobre suas interfaces. Outra questa˜o e´ que a auseˆncia da hipermı´dia
acaba por criar servic¸os desconectados uns dos outros, evitando que um cli-
ente descubra novos servic¸os por acaso atrave´s da navegac¸a˜o pelos enlaces
(VINOSKI, 2008b).
4.6 Conclusa˜o do Capı´tulo
Este capı´tulo realizou uma ana´lise sobre arquiteturas de software para
SCADA na Web. Primeiramente foram descritos os conceitos das arquitetu-
ras baseadas em RPC, predominantes em SCADA. Em seguida foram apre-
sentadas as tecnologias OPC e OPC-UA, baseadas em RPC e populares em
aplicac¸o˜es SCADA. Posteriormente foi feita uma ana´lise das arquiteturas ba-
seadas em RPC com relac¸a˜o a sua integrac¸a˜o com a Web. Nesta ana´lise
foram levantados os problemas de escalonabilidade, visibilidade e evoluc¸a˜o
independente que as arquiteturas baseadas em RPC enfrentam quando utili-
zadas na Web, causados pelo forte acoplamento, interfaces especializadas e
manutenc¸a˜o de estado. No capı´tulo seguinte sera´ projetada uma arquitetura
para aplicac¸o˜es tı´picas de SCADA, condizente com princı´pios de arquitetura
que fundamentam a Web.
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5 Proposta de Arquitetura Orientada a
Recursos para SCADA na Web
Neste capı´tulo mostra-se como uma aplicac¸a˜o SCADA tı´pica pode ser
organizada de forma que seus requisitos sejam atendidos dentro dos princı´pios
arquiteturais que fundamentam a Web. Conforme foi visto no capı´tulo 2, sis-
temas SCADA possuem um conjunto de funcionalidades em comum, tais
como aquisic¸a˜o de dados, configurac¸o˜es, histo´ricos e alarmes. A ideia geral
da proposta e´ explorar como estas funcionalidades podem ser atendidas por
uma ROA atrave´s de um estudo de caso, tomando como cena´rio um ambiente
caracterı´stico de SCADA.
Primeiramente e´ feita uma descric¸a˜o do objeto de estudo: uma CFM
utilizada na simulac¸a˜o de processos fabris. Sa˜o levantadas as informac¸o˜es
relativas a CFM e ao processo em si, e alguns cena´rios que exemplificam
situac¸o˜es tı´picas de uma aplicac¸a˜o SCADA sa˜o ilustrados.
Para o projeto da arquitetura e´ aplicada a metodologia orientada a re-
cursos descrita no capı´tulo 3. Inicia-se com uma visa˜o geral da arquitetura,
em seguida as informac¸o˜es da CFM e do processo em si sa˜o utilizadas no pro-
jeto dos recursos. A descric¸a˜o do projeto e´ realizada de forma incremental,
onde novos recursos sa˜o criados na medida em que as funcionalidades tı´picas
de SCADA sa˜o incorporadas na arquitetura.
Os requisitos na˜o funcionais geralmente enfatizados em SCADA tam-
be´m sa˜o levados em conta no projeto da arquitetura. Com o objetivo de mos-
trar aspectos de interoperabilidade, simplicidade e portabilidade foi realizada
uma implementac¸a˜o, que possibilitou que fossem desenvolvidas aplicac¸o˜es
que interagem com os recursos projetados. Esta implementac¸a˜o foi realizada
atrave´s da modificac¸a˜o de um software livre para SCADA: o Mango M2M,
que teve sua arquitetura de software adaptada para as necessidades da arqui-
tetura proposta. Segue-se agora com a descric¸a˜o do estudo de caso.
5.1 Arquitetura Orientada a Recursos para Aplicac¸o˜es Tı´picas de SCADA
As CFMs sa˜o parte integrante de um Sistema Flexı´vel de Manufatura
(FMS, na sigla em ingleˆs). FMSs sa˜o sistemas de produc¸a˜o altamente auto-
matizados, capazes de produzir uma grande variedade de diferentes pec¸as
e produtos usando o mesmo equipamento e sistema de controle (CHAN;
CHAN, 2004). A CFM utilizada no estudo de caso foi construı´da pelo Ins-
tituto Federal de Santa Catarina (IFSC) para o DAS/UFSC com objetivos
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dida´ticos, sendo uma plataforma para simulac¸a˜o de processos de manufatura
automatizados (BENTO et al., 2007). A ce´lula e´ composta por uma garra,
uma mesa rotativa, dois alimentadores, treˆs depo´sitos e quatro estac¸o˜es de tra-
balho que efetuam as operac¸o˜es de furac¸a˜o, solda, teste e retrabalho de pec¸as.
Um desenho esquema´tico pode ser visto na figura 14 (GARCIA; QUEIROZ,
2009), enquanto que uma foto da ce´lula e sua bancada sa˜o exibidas nas figuras
15.
Comportamentos distintos podem ser apresentados pela ce´lula, con-
forme sua programac¸a˜o. Neste estudo de caso utiliza-se do trabalho (GAR-
CIA; QUEIROZ, 2009), onde um comportamento e´ proposto para a ce´lula,
modelado a partir da teoria de controle superviso´rio modular local (QUEI-
ROZ; CURY, 2000). De acordo com o comportamento proposto, a ce´lula
deve furar e soldar pec¸as depositadas na mesa pela garra, que pode retirar es-
tas pec¸as dos alimentadores de pec¸as novas e retrabalhadas. Ao final do pro-
cesso a pec¸a e´ testada em busca de imperfeic¸o˜es e depositada pela garra em
um dos armaze´ns disponı´veis. Pec¸as aprovadas sa˜o depositadas no armaze´m
de aprovadas, pec¸as que reprovam no teste e que foram retiradas do alimenta-
dor de pec¸as novas sa˜o depositadas no armaze´m de retrabalho enquanto que
as provenientes do alimentador de pec¸as retrabalhadas sa˜o armazenadas no
armaze´m reprovadas.
Figura 14: Ce´lula de manufatura flexı´vel
A organizac¸a˜o dos equipamentos na CFM e´ tı´pica de um SCADA,
pois esta˜o presentes os dispositivos de campo, representados por sensores
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Figura 15: Foto da CFM
e atuadores, uma estac¸a˜o remota, constituı´da por um CLP, e estac¸o˜es mes-
tre e de operac¸a˜o identificadas por computadores. A figura 16 ilustra esta
organizac¸a˜o.
Os sensores identificam a chegada de uma pec¸a nos alimentadores
e armaze´ns, e reconhecem se os equipamentos esta˜o operando (estac¸o˜es de
furac¸a˜o, solda, teste e motores da garra e da mesa). Atuadores esta˜o presen-
tes para acionar os motores e estac¸o˜es. Somente os sensores de chegada de
pec¸a influenciam no controle superviso´rio da planta, os demais sa˜o utilizados
para fins de monitoramento
O CLP visto na figura 17 foi utilizado para efetuar a aquisic¸a˜o de dados
e o controle dos equipamentos, atrave´s da ligac¸a˜o de suas entradas e saı´das
nos sensores e atuadores da CFM. Este equipamento possui suporte ao proto-
colo Modbus (Modbus Organization, 2011) que permite a leitura e escrita de
dados em sua memo´ria (Altus, 2011), possibilitando o controle e supervisa˜o
pelo SCADA. O algoritmo de controle superviso´rio que coordena o compor-
tamento da CFM foi programado em sua memo´ria, e na˜o deve ser confundido
com o controle exercido pelo SCADA. Para se comunicar com o CLP o com-
putador foi ligado a porta serial do equipamento.
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Figura 16: Organizac¸a˜o dos componentes de hardware do SCADA na CFM
Figura 17: CLP Altus PO 3147 usado na CFM
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5.1.1 Visa˜o Geral da Arquitetura
Com base nos componentes encontrados tipicamente em SCADA e´
possı´vel delinear uma visa˜o geral de uma arquitetura que os integre na Web.
Nesta arquitetura ilustrada pela figura 18 esta˜o presentes os servidores SCADA,
responsa´veis por expor na Web os recursos para as aplicac¸o˜es clientes. Os re-
cursos sa˜o a interface das aplicac¸o˜es clientes para com as funcionalidades
tı´picas de SCADA, como histo´rico de dados e alarmes.
No contexto dos componentes de hardware encontrados em SCADA
estes servidores estara˜o ambientados tı´picamente nas estac¸o˜es mestre, que
possuem recursos computacionais suficientes para executar um servidor HTTP,
como e´ o caso dos computadores da CFM. Entretanto, a arquitetura tambe´m
esta´ preparada para suportar estac¸o˜es remotas que atuem como servidores
SCADA. Tais estac¸o˜es remotas trazem oportunidades interessantes, forne-
cendo acesso via Web as suas configurac¸o˜es e dados coletados.
Outro aspecto essencial e´ incluir na arquitetura aqueles dispositivos
que na˜o esta˜o habilitados para a Web. Entram neste grupo todas as estac¸o˜es
remotas que por necessidades do ambiente industrial (tempo-real por exem-
plo), limitac¸o˜es de plataforma, ou falta de recursos computacionais na˜o sa˜o
capazes de se comunicar via HTTP. Um exemplo deste caso e´ o CLP da CFM,
que se comunica atrave´s do protocolo Modbus RTU e na˜o tem capacidade de
executar um servidor HTTP. Para lidar com esta questa˜o podem ser utilizados
gateways, responsa´veis por fazer a ponte entre o protocolo nativo do disposi-
tivo e a Web. O gateway fornece uma interface Web para aplicac¸o˜es cliente e
encapsula a comunicac¸a˜o com o dispositivo incompatı´vel com a Web.
As aplicac¸o˜es clientes podem ser classificadas de acordo com seus ob-
jetivos quanto aos recursos fornecidos pelos servidores. A aplicac¸a˜o utilizada
pelo operador da CFM pode acessar os recursos para montar uma IHM com
o sino´tico da ce´lula, configurar o CLP e atuar sobre o processo. Para uma in-
terface gra´fica mais dinaˆmica, a aplicac¸a˜o do operador pode aproveitar-se de
co´digo mo´vel residente no servidor (como JavaScript ou Applets Java) para
enriquecer as capacidades do navegador. O cliente tambe´m pode se benefi-
ciar de um conector de cache para evitar a realizac¸a˜o de algumas requisic¸o˜es,
melhorando a performance percebida pelo usua´rio.
Aplicac¸o˜es MES podem se interessar por dados histo´ricos, como con-
tagens de pec¸as para controle de qualidade, enquanto que uma aplicac¸a˜o ERP
pode utilizar as mesmas informac¸o˜es para realizar controle de estoque e agen-
dar novas compras. Tambe´m podem existir aplicac¸o˜es interessadas em even-
tos especı´ficos, como a quebra de um equipamento, o que pode ser realizado
atrave´s da espera pelo disparo de alarmes.
Como a arquitetura proposta esta´ fundamentada nos prı´ncipios de ar-
80
quitetura da Web, podem ser incluı´dos componentes intermedia´rios entre cli-
entes e servidores. Uma cache compartilhada pode ser instalada entre clientes
de uma mesma rede, de forma que os recursos acessados sa˜o salvos na cache
melhorando a perfomance e a escalonabilidade. Um proxy de autenticac¸a˜o
tambe´m pode ser incluı´do com o objetivo de adicionar credenciais de autenticac¸a˜o
nas requisic¸o˜es na˜o autenticadas, desacoplando funcionalidades.
Figura 18: Arquitetura ROA para aplicac¸o˜es tı´picas SCADA
5.1.2 Projeto dos Recursos
Na visa˜o geral da arquitetura esta˜o presentes os componentes e conec-
tores, segue-se com o projeto dos recursos e suas representac¸o˜es, que consti-
tuem os dados trocados entre os componentes. Para projetar os recursos sa˜o
utilizados dados do domı´nio em questa˜o, desta forma sa˜o recapituladas as
funcionalidades tı´picas de SCADA.
Um dos requisitos tı´picos de SCADA e´ a possibilidade de configurar
os dispositivos coletores de dados de acordo com as necessidades do pro-
cesso onde sera˜o utilizados. Na CFM, o CLP possui diversos paraˆmetros
de configurac¸a˜o para realizar a aquisic¸a˜o de dados. Em outros casos, como
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Recurso URI
Colec¸a˜o de coletores de dados /coletores
Um coletor de dados /coletor/{id}
Tabela 1: Recursos de coleta de dados
uma fa´brica, poderiam existir diversos dispositivos de aquisic¸a˜o de dados
(CLPs ou sensores inteligentes), cada qual com seu pro´prio protocolo de
comunicac¸a˜o e paraˆmetros configurac¸a˜o especı´ficos.
Cada dispositivo de coleta de dados (ou simplesmente coletor) e´ mode-
lado como um recurso, tendo como informac¸o˜es o protocolo de comunicac¸a˜o
utilizado, paraˆmetros de configurac¸a˜o e estado de operac¸a˜o (ativo ou inativo).
Um recurso de colec¸a˜o tambe´m e´ definido, contendo enlaces para todos os
coletores existentes. Na tabela 1 os recursos relacionados aos coletores e suas
URIs.
Para estes recursos e´ natural que se permita obter as informac¸o˜es de
uma colec¸a˜o de coletores ou de um determinado coletor especı´fico. Estas
informac¸o˜es podem ser apresentadas em uma interface gra´fica qualquer, onde
um te´cnico poderia saber quais sa˜o, e como esta˜o configurados os coletores
de dados do processo supervisionado. Desta forma e´ natural que estes recur-
sos implementem o me´todo GET, permitindo que clientes possam obter suas
informac¸o˜es.
As necessidades do processo podem se alterar e novos dispositivos po-
dem ser adicionados ou removidos do sistema. Portanto deve ser possı´vel que
clientes criem coletores de dados, atualizem as configurac¸o˜es de um coletor
existente ou removam um coletor que na˜o seja mais necessa´rio.
A criac¸a˜o de um coletor e´ realizada atrave´s da inclusa˜o do coletor
na colec¸a˜o. Isto e´ realizado atrave´s de um requisic¸a˜o POST no recurso da
colec¸a˜o de coletores, tendo como representac¸a˜o as informac¸o˜es do coletor
que o cliente deseja criar. A escolha do me´todo POST ao inve´s do PUT no
caso da criac¸a˜o se da´ pois e´ o servidor o responsa´vel por definir a URI onde o
recurso sera´ criado. Por exemplo, se um cliente enviar uma requisic¸a˜o POST
contendo uma representac¸a˜o va´lida de um coletor para a URI do recurso da
colec¸a˜o de coletores, o servidor podera´ responder que conseguiu criar o re-
curso (co´digo HTTP 201) e na representac¸a˜o da resposta incluir a URI onde
este recurso foi criado, como: ”/coletores/1”(onde o nu´mero 1 e´ um identifi-
cador u´nico definido pelo servidor).
Um coletor pode ter as suas configurac¸o˜es atualizadas atrave´s de uma
requisic¸a˜o PUT, contendo uma representac¸a˜o com as informac¸o˜es de con-
figurac¸a˜o desejadas. Por exemplo, o te´cnico da ce´lula pode julgar que a
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Recurso GET POST PUT DELETE
Colec¸a˜o de coletores de dados X X
Um coletor de dados X X X
Tabela 2: Interface dos recursos de coleta de dados
frequeˆncia de aquisic¸a˜o de dados do coletor Modbus esta´ muito baixa, e de-
seja atualiza´-la, para isto ele utiliza uma aplicac¸a˜o cliente que realiza uma
requisic¸a˜o PUT no recurso do coletor, informando na sua representac¸a˜o a
frequeˆncia desejada. Da mesma forma o coletor pode ter a sua aquisic¸a˜o de
dados ativada ou desativada, o que pode ser necessa´rio para alguma manu-
tenc¸a˜o. No caso do coletor na˜o ser mais necessa´rio para o sistema, ele pode
ser removido atrave´s de uma requisic¸a˜o DELETE. Os me´todos da interface
uniforme definidos para os recursos de coleta de dados podem ser vistos na
na tabela 2.
No projeto das representac¸o˜es fornecidas pelos recursos, a primeira
decisa˜o e´ escolher os tipos de mı´dia que sera˜o utilizados. O formato JSON
foi escolhido devido a sua simplicidade, por ser compacto e facilmente lido
por humanos e interpretado por ma´quinas. Por ser um subconjunto da lin-
guagem JavaScript este formato e´ interpretado nativamente por todos os na-
vegadores que a suportam, sem a necessidade de bibliotecas adicionais para
realizac¸a˜o do parsing.O formato JSON possui duas estruturas, uma colec¸a˜o
de pares chave/valor (equivalente a um objeto ou tabela associativa em outras
linguagens) ou uma lista ordenada de valores. Cada valor pode por sua vez
assumir diferentes tipos: textual, nume´rico, booleano, objeto ou lista(JSON,
2010).
Tipos de mı´dia adicionais tambe´m podem ser definidos para cada re-
curso, fornecendo opc¸a˜o para que cada cliente especifique qual o formato
mais apropriado para ele. Este mecanismo e´ conhecido como negociac¸a˜o de
conteu´do, e e´ parte integrante da especificac¸a˜o do protocolo HTTP. Nela o cli-
ente pode especificar o cabec¸alho “Accept” nas suas requisic¸o˜es, fornecendo
os tipos de mı´dia preferidos para que o servidor possa decidir o que fazer.
Definido o tipo de mı´dia, resta especificar quais dados sera˜o embutidos
em cada representac¸a˜o. A representac¸a˜o da colec¸a˜o de coletores na˜o necessita
mais informac¸a˜o do que uma lista com os enlaces para cada coletor. Ja´ a
representac¸a˜o de um coletor deve fornecer todas as informac¸o˜es a respeito do
mesmo, tais como: o protocolo utilizado, configurac¸o˜es e se o mesmo esta´
ativo ou inativo. Exemplos das representac¸o˜es da colec¸a˜o de coletores e de
um coletor Modbus configurado para adquirir dados do CLP da CFM por ser
vistos nas figuras 19 e 20. Na figura 21 um exemplo de como ficaria uma
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representac¸a˜o alternativa do recurso de coletor, no formato XML.
"coletores": [
{"nome" : CLP, "uri": "/coletor/1"}
]
Figura 19: Representac¸a˜o da colec¸a˜o de coletores
{
"nome":CLP,
"protocolo": "ModbusRTU",
"taxaDeAtualizac¸~ao":500,
"taxaDeBaud":9600,
"timeout":500,
"portaSerial":COM1,
"ativo": "sim",
}
Figura 20: Representac¸a˜o do coletor Modbus RTU
<coletor>
<nome>CLP</nome>
<protocolo>ModbusRTU</protocolo>
<taxaDeAtualizac¸~ao>500</taxaDeAtualizac¸~ao>
<taxaDeBaud>9600</taxaDeBaud>
<timeout>500</timeout>
<portaSerial>COM1</portaSerial>
<ativo>sim</ativo>
</coletor>
Figura 21: Representac¸a˜o XML alternativa do coletor Modbus RTU
Outra funcionalidade tı´pica de SCADA diz respeito a configurac¸a˜o
de quais dados sera˜o coletados. Na ce´lula existem diversas varia´veis que
podem ser monitoradas, tambe´m conhecidas por outros termos, como enti-
dades telemetradas (GOMES, 2003), pontos (SEROTONIN, 2011) (National
Communications Systems, 2004) ou etiquetas (tags)(ADAMO et al., 2007).
Exemplos de varia´veis que podem ser colhidas da CFM sa˜o: o estado atual
dos equipamentos (garra, mesa e as estac¸o˜es de furac¸a˜o, solda e teste de qua-
lidade) e a contagem de pec¸as que foram aprovadas, reprovadas ou enviadas
para retrabalho.
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Recurso URI
Colec¸a˜o de varia´veis /variaveis
Uma varia´vel /variavel/{idDaVaria´vel}
Tabela 3: Recursos de varia´veis do processo
Cada varia´vel e´ associada a um tipo de dado, que classifica os valo-
res possı´veis que ela pode assumir, tais como dados booleanos, nume´ricos,
enumerac¸o˜es e imagens. No caso da CFM, a contagem de pec¸as pode ser
classificada como um valor nume´rico, enquanto que a informac¸a˜o de que de-
terminado equipamento esta´ ligado ou desligado e´ um valor booleano.
Ac¸o˜es de controle permitem que o operador possa atuar sobre o pro-
cesso. Estas ac¸o˜es geralmente sa˜o atribuı´das as varia´veis. Por exemplo um
operador da ce´lula poderia ligar ou desligar a furadeira enviando um comando
de controle para a varia´vel que a representa.
Como os dados sa˜o adquiridos pelo dispositivo coletor tambe´m se
torna importante especificar como a varia´vel pode ser localizada nos dados
colhidos por ele. Na CFM o protocolo Modbus utilizado pelo CLP possui
uma forma particular de enderec¸amento, onde trechos da memo´ria do dis-
positivo servidor sa˜o expostos para os clientes. Permitindo que um cliente
que esta´ interessado em uma informac¸a˜o defina paraˆmetros como faixa de
registradores, tipo do dado (por exemplo bina´rio ou um inteiro sem sinal) e
deslocamento de enderec¸o que resultam na informac¸a˜o que sera´ lida ou es-
crita.
Com esta ana´lise, podem ser definidos alguns novos recursos. Cada
varia´vel do processo por si so´ e´ um recurso com informac¸o˜es como nome, tipo
de dado e especificac¸o˜es de como podem ser lidas pelo coletor. Uma colec¸a˜o
de varia´veis tambe´m e´ um recurso necessa´rio, por listar todas as varia´veis
existentes no processo. Na tabela 3 os recursos relacionados as varia´veis do
processo e suas URIs.
Informac¸o˜es associadas a esses recursos podem ser obtidas pelos cli-
entes, pois permitem que saibam quais sa˜o as varia´veis supervisionadas e
qual a semaˆntica de cada uma delas, portanto o me´todo GET deve ser exposto
para esses recursos. Tambe´m interessa a te´cnicos e operadores possuirem a
capacidade de criar, modificar e excluir varia´veis. Desta forma sa˜o expostas
as operac¸o˜es POST, PUT e DELETE. Novas varia´veis sa˜o criadas atrave´s do
me´todo POST na colec¸a˜o de varia´veis, enquanto que uma varia´vel pode ser
modificada ou removida atrave´s das operac¸o˜es PUT e DELETE, respectiva-
mente. Ac¸o˜es de controle tambe´m podem ser efetuadas atrave´s da operac¸a˜o
PUT, especificando na representac¸a˜o da varia´vel os paraˆmetros da ac¸a˜o de
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Recurso GET POST PUT DELETE
Colec¸a˜o de varia´veis X
Uma varia´vel X X X
Tabela 4: Interface dos recursos de varia´veis do processo
controle. Os me´todos da interface uniforme definidos para os recursos po-
dem ser vistos na tabela 4.
O pro´ximo passo e´ escolher como sera˜o as representac¸o˜es para os
recursos. Na definic¸a˜o dos recursos relacionados aos coletores foi esco-
lhido o tipo de mı´dia JSON, que sera´ mantido, portanto basta escolher quais
informac¸o˜es estara˜o presentes em cada representac¸a˜o. As representac¸o˜es de
colec¸o˜es de varia´veis na˜o necessitam de mais informac¸o˜es do que uma lista
com os enlaces para cada varia´vel. A representac¸a˜o de uma varia´vel fornece
todas as informac¸o˜es da mesma, tais como: nome, descric¸a˜o, tipo de dados,
enderec¸o no coletor e enlaces para seus recursos de u´ltima leitura e histo´rico.
Exemplos de representac¸o˜es da colec¸a˜o de varia´veis e da varia´vel da conta-
gem de pec¸as aprovadas da ce´lula podem ser vistos nas figuras 22 e 23.
"varia´veis": [
{"nome" : pec¸asAprovadas, "uri": "/variavel/1"}
{"nome" : pec¸asReprovadas, "uri": "/variavel/2"}
{"nome" : pec¸asDeRetrabalho, "uri": "/variavel/3"}
{"nome" : pec¸asNovas, "uri": "/variavel/4"}
{"nome" : furadeira, "uri": "/variavel/5"}
{"nome" : solda, "uri": "/variavel/6"}
{"nome" : teste, "uri": "/variavel/7"}
{"nome" : mesaGirando, "uri": "/variavel/8"}
{"nome" : garraPegandoPec¸a, "uri": "/variavel/9"}
{"nome" : garraSeMovendo, "uri": "/variavel/10"}
]
Figura 22: Representac¸a˜o da colec¸a˜o de varia´veis
Modelados os recursos dos coletores e varia´veis esta˜o cobertos os
aspectos de configurac¸a˜o da aquisic¸a˜o de dados. Contudo os dados cole-
tados propriamente ditos tambe´m devem ser expostos para os clientes. Os
dados coletados esta˜o diretamente associados as varia´veis configuradas para
aquisic¸a˜o, sendo portanto recursos subordinados a estas. A u´ltima leitura de
uma varia´vel pode ser modelada com um recurso, pois permite o acompanha-
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{
"nome":contagemDePec¸asAprovadas,
"coletor":"/coletor/1",
"tipoDeDado": "booleano",
"offset":22,
"habilitada":true
"u´ltimaLeitura": "/variavel/1/ultimaLeitura"
"histo´rico": "/variavel/1/historico"
}
Figura 23: Representac¸a˜o de uma varia´vel
mento do estado atual do processo supervisionado. Na tabela 5 esta´ exposto
o recurso de u´ltima leitura e sua URI.
Um cliente pode obter a u´ltima leitura da varia´vel atrave´s do me´todo
GET. Outras operac¸o˜es (POST, PUT e DELETE) na˜o sa˜o expostas, pois
trata-se de um recurso somente para leitura, na˜o fazendo sentido qualquer
outra operac¸a˜o. Os clientes monitoram as varia´veis atrave´s de sucessivas
requisic¸o˜es GET, em uma te´cnica conhecida como varredura cı´clica (”Pol-
ling”). Na figura 24 a representac¸a˜o da u´ltima leitura da varia´vel contagem
de pec¸as aprovadas, que possui como informac¸o˜es um valor associado a uma
estampilha de tempo.
Outro requisito tı´pico e´ o histo´rico dos dados coletados. Este histo´rico
pode possibilitar que clientes possam utilizar estes dados na montagem de um
gra´fico ou na plotagem de uma curva de tendeˆncia. Assim como a u´ltima lei-
tura, o histo´rico esta´ subordinado a varia´vel monitorada. Alguns clientes pos-
sivelmente va˜o se interessar somente por um subconjunto do histo´rico, por-
tanto torna-se importante definir um recurso que represente o histo´rico dentro
de um determinado intervalo de tempo, especificado pelo cliente atrave´s de
uma URI.
Da mesma forma que no recurso de u´ltima leitura, somente o me´todo
GET e´ exposto pelos recursos de histo´rico. A representac¸a˜o do recurso de
histo´rico e´ uma colec¸a˜o de leituras, cada uma contendo um valor, acompa-
nhado do instante de tempo de sua coleta. Na figura 25 exemplos de uma
representac¸a˜o do histo´rico da varia´vel contagem de pec¸as aprovadas em um
determinado intervalo de tempo.
Muitas vezes pode ocorrer de na˜o haver uma nova leitura para o cli-
ente. Para evitar transfereˆncia desnecessa´ria de informac¸o˜es, amenizando os
problemas da varredura cı´clica, pode-se utilizar o mecanismo de GET con-
dicional. No GET condicional o cliente informa atrave´s do cabec¸alho HTTP
“If-Modified-Since” uma estampilha com o instante de tempo da u´ltima lei-
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Recurso URI
U´ltima leitura de varia´vel /variavel/{id}/ultimaLeitura
Histo´rico de varia´vel /variavel/{id}/historico
Histo´rico de varia´vel por intervalo /variaveis/{id}/historico/{inicio},{fim}
Tabela 5: Recursos de dados coletados
{
"instante": "31-07-2011 23:04:02",
"valor": 30
}
Figura 24: Representac¸a˜o da u´ltima leitura de uma varia´vel
tura que ele possui. O servidor, ao receber a requisic¸a˜o, analisa se houve
uma nova leitura depois do instante informado pelo cliente, caso exista, uma
representac¸a˜o da nova leitura e´ enviada, com o cabec¸alho “Last-Modified”
ajustado com o instante da u´ltima leitura. Caso na˜o exista uma nova leitura,
uma representac¸a˜o vazia e´ enviada como resposta, com o co´digo HTTP 304,
informando que o recurso na˜o foi modificado. Ao receber essa resposta de re-
curso na˜o modificado, o cliente pode utilizar as informac¸o˜es presentes em seu
cache local. Este mecanismo de GET condicional tambe´m pode ser utilizado
em outros recursos caso seja necessa´rio.
Alarmes sa˜o conceitos comuns em SCADA, pois indicam a ocorreˆncia
de eventos inesperados no processo que esta´ sendo monitorado. As condic¸o˜es
de disparo dos alarmes esta˜o associadas a varia´veis do processo supervisio-
nado, sendo expressas atrave´s de expresso˜es lo´gico-matema´ticas como igual-
dade e desigualdade de valores e mudanc¸a de estado. A existeˆncia de nı´veis
de prioridade para os alarmes e´ importante, pois permite ao operador saber
quais alarmes demandam uma maior atenc¸a˜o, por exemplo quando ocorre
alguma situac¸a˜o crı´tica que necessita de um tratamento priorita´rio.
"leituras": [
{"instante": "31-07-2011 22:12:02", "valor": 30}
{"instante": "31-07-2011 22:08:02", "valor": 29}
{"instante": "31-07-2011 22:04:02", "valor": 28}
]
Figura 25: Representac¸a˜o do histo´rico de uma varia´vel
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Assim como na aquisic¸a˜o de dados, um dos aspectos fundamentais
quanto aos alarmes e´ a possibilidade de configura´-los para o processo que esta´
sendo monitorado. Neste aˆmbito, deve ser possı´vel visualizar e determinar
quais sa˜o as condic¸o˜es alarmantes, ou seja, aquelas que disparam alarmes.
Um recurso de colec¸a˜o de todos os alarmes configurados para o processo
pode ser criado com este propo´sito.
Tambe´m deve ser possı´vel criar novos alarmes, por exemplo, o ge-
rente de produc¸a˜o da fa´brica deseja saber quando a contagem de pec¸as re-
trabalhadas chegar a treˆs, para que possa reclamar da qualidade das pec¸as
brutas. A criac¸a˜o de novos alarmes e´ realizada atrave´s de uma requisic¸a˜o
POST na colec¸a˜o de alarmes, onde o cliente especifica na representac¸a˜o en-
viada as condic¸o˜es de disparo, um texto descrevendo o alarme e a priori-
dade dos alarmes que sera˜o disparados. Na figura 26 o exemplo de como
seria a representac¸a˜o enviada pelo aplicativo cliente utilizado pelo gerente de
produc¸a˜o.
{
"nome": "nu´meroDePec¸asEmRetrabalhoIgualATre^s",
"condic¸~ao": "nu´meroDePec¸asEmRetrabalho=3",
"descric¸~ao": "tre^s pec¸as em retrabalho",
"prioridade": "URGENTE",
}
Figura 26: Representac¸a˜o de um alarme enviado pelo cliente
Ao efetuar uma requisic¸a˜o GET no recurso da colec¸a˜o dos alarmes, o
cliente tera´ como resultado uma listagem das URIs de cada recurso de alarme
que foi criado, podendo exibir esta listagem na interface gra´fica por exemplo.
A representac¸a˜o de uma colec¸a˜o de alarmes contendo treˆs alarmes pode ser
vista na figura 27.
alarmes: [
{"nome": "tre^sEmRetrabalho", "uri": "/alarme/1"},
{"nome": "mesaParouDeGirar", "uri": "/alarme/2"},
{"nome": "pec¸aReprovada", "uri":"/alarme/3"},
]
Figura 27: Representac¸a˜o da colec¸a˜o de alarmes
Cada recurso de alarme e´ identificado unicamente em sua URI por
um nu´mero qualquer determinado pelo servidor. A representac¸a˜o do recurso
de alarme reflete a representac¸a˜o enviada pelo cliente em sua criac¸a˜o, com
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a adic¸a˜o da informac¸a˜o de quando o alarme foi criado, e de um enlace para
o recurso que representa o disparo do alarme. Na figura 28 pode ser vista a
representac¸a˜o do alarme criado no exemplo.
{
"nome": "nu´meroDePec¸asEmRetrabalhoIgualATre^s",
"condic¸~ao": "nu´meroDePec¸asEmRetrabalho=3",
"descric¸~ao": "pec¸as em retrabalho chegaram a 3",
"prioridade": "URGENTE",
"criadoEm": "20-07-2011 22:00:00",
"disparo": "/alarme/1/disparo",
}
Figura 28: Representac¸a˜o de um alarme recebido do servidor
Contudo, e´ preciso que exista um mecanismo para avisar os clientes
do disparo dos alarmes. Tal comportamento pode ser modelado atrave´s de
um recurso para o disparo do alarme (presente na representac¸a˜o do alarme).
Ao efetuar uma requisic¸a˜o GET no recurso de disparo, o cliente fica aguar-
dando o recebimento de uma resposta, assim que a condic¸a˜o estabelecida para
o disparo do alarme se cumpre, o servidor envia como resposta para o cliente
uma representac¸a˜o com dados como: o instante em que o alarme disparou,
sua prioridade e a descric¸a˜o do disparo. Esta te´cnica onde o servidor aguarda
ate´ que tenha alguma informac¸a˜o disponı´vel para responder ao cliente e´ uma
variante da varredura cı´clica. Ela e´ conhecida como “Long Polling” e faz
parte um conjunto de te´cnicas conhecidas como Comet (BOZDAG; MES-
BAH; DEURSEN, 2007), utilizadas para implementar esta dinaˆmica onde
clientes HTTP esperam por notificac¸o˜es do servidor, sem que para isso preci-
sem de um conector de servidor.
{
"instante": "12-07-2011 12:12:01",
"prioridade"": "URGENTE",
"descric¸~ao": "tre^s pec¸as em retrabalho"
}
Figura 29: Representac¸a˜o do disparo de um alarme
Suponha que gerente de produc¸a˜o queira ser alarmado todas as vezes
que uma pec¸a e´ depositada no armaze´m de reprovadas. Pec¸as podem ter
sido depositadas no armaze´m de reprovadas no intervalo de tempo que inicia
no instante em que o cliente recebeu a u´ltima resposta e termina no instante
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em que o servidor recebe a pro´xima requisic¸a˜o. Este caso pode ser coberto
atrave´s do uso dos cabec¸alhos HTTP, o cliente indica o instante de tempo
em que recebeu o u´ltimo alarme atrave´s do cabec¸alho “If-modified-since”, o
servidor por sua vez, ao receber a requisic¸a˜o, verifica se disparou o alarme
em que o cliente esta´ interessado entre o instante informado pelo cliente o
instante atual. Caso algum alarme tenha disparado neste intervalo, o instante
do disparo mais recente e´ enviado na representac¸a˜o e no cabec¸alho “Last-
modified” da resposta. Ao receber a resposta o cliente utiliza o cabec¸alho
“Last-modified” nela presente para atualizar o cabec¸alho “If-modified-since”
para uma pro´xima requisic¸a˜o. Para informar ao cliente de todos os disparos
ocorridos entre as requisic¸o˜es tambe´m e´ incluı´do um enlace para o recurso
de histo´rico de disparos, presente na representac¸a˜o da figura de exemplo 30
atrave´s do atributo de enlace ”alarmesNa˜oObtidos”.
{
"instante": "12-07-2011 12:12:01",
"prioridade"": "URGENTE",
"descric¸~aoDeDisparo": "pec¸a reprovada",
"alarmesN~aoObtidos" :
"/alarme/1/historico/22-07-2011 11:40:19,
22-07-2011:11:42:06"
}
Figura 30: Representac¸a˜o do disparo de um alarme (quando ocorreram outros
disparos)
O histo´rico dos disparos de alarme tem por finalidade registrar todos
os disparos de um alarme em um dado intervalo de tempo. Este recurso pode
interessar tanto a um cliente que queira saber quais disparos ocorreram entre
duas requisic¸o˜es, como a um te´cnico que precisa fazer uma auditoria ou ava-
liar o desempenho da ce´lula. Na figura 31 a representac¸a˜o do histo´rico de um
alarme. Com este histo´rico dos disparos de alarmes esta˜o cobertas as funcio-
nalidades tı´picas de SCADA. A tabela 6 resume todos os recursos que foram
projetados, mostrando suas URIs e quais me´todos da interface uniforme sa˜o
expostos para cada um deles.
5.1.3 Aspectos de Seguranc¸a e Confiabilidade
A seguranc¸a e´ uma propriedade indispensa´vel para SCADA, dado o
cara´ter estrate´gico que estes sistema possuem. A arquitetura orientada a re-
cursos possui mecanismos para prover seguranc¸a para seus usua´rios, descritos
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disparos: [
{ "instante": "22-07-2011 11:42:06,
"prioridade": "INFORMATIVA"},
{ "instante": "22-07-2011 11:42:56,
"prioridade": "INFORMATIVA"}
]
Figura 31: Representac¸a˜o do histo´rico de disparos de um alarme
em detalhes no capı´tulo 3.
Na arquitetura proposta optou-se por utilizar HTTPS (com assinatura
digital) e HTTP Basic para prover autenticac¸a˜o, integridade e confidencia-
lidade para os recursos projetados. Para a autorizac¸a˜o foi desenvolvido um
sistema de pape´is para a aplicac¸a˜o da CFM, baseado no modelo RBAC (Role-
based access control) (FERRAIOLO; CUGINI; KUHN, 1995).
No modelo RBAC sa˜o designados diferentes pape´is para os usua´rios
do sistema de uma organizac¸a˜o, sendo que cada papel possui permisso˜es dis-
tintas para realizar operac¸o˜es sobre os objetos do sistema. Em organizac¸o˜es
industriais novos usua´rios podem ser contratados, demitidos e trocarem de
func¸a˜o, desta forma o modelo RBAC traz a flexibilidade necessa´ria para que
as aplicac¸o˜es SCADA se adaptem as este ambiente dinaˆmico (GOLONKA;
GONZALEZ-BERGES, 2009).
Os pape´is utilizados na arquitetura baseiam-se em um modelo RBAC
proposto para SCADA em (MAJDALAWIEH; PARISI-PRESICCE; SANDHU,
2007), adaptado para a granularidade dos recursos. Nesta adaptac¸a˜o os recur-
sos sa˜o mapeados para os objetos do modelo RBAC, desta forma os pape´is de
usua´rios possuem permisso˜es distintas em relac¸a˜o as operac¸o˜es possı´veis nos
recursos.
Foram definidos cinco pape´is com diferentes permisso˜es. O papel de
operador esta´ associado a visualizac¸a˜o da IHM, portanto possui permissa˜o de
leitura a todos os recursos. O supervisor representa o papel de um operador
com permissa˜o de realizar ac¸o˜es de controle e configurar alarmes. Ao papel
de te´cnico sa˜o atribuı´das as operac¸o˜es de configurac¸a˜o. O usua´rio externo
representa o papel de um sistema externo interagindo com os recursos de
um SCADA, possuindo permissa˜o de leitura a todos os recursos. O gerente
possui autorizac¸a˜o total para realizar qualquer operac¸a˜o em qualquer recurso.
Esta hierarquia de papeis pode ser visualizada na figura 32.
Para que modelo acima funcione e´ necessa´rio que o gerente do SCADA
possa criar novos usua´rios, remover usua´rios existentes ou atualizar o papel
de um usua´rio que trocou de func¸a˜o. Para isto foram projetados novos re-
cursos. O recurso da colec¸a˜o de usua´rios permite que o gerente crie novos
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Recurso GET POST PUT DELETE
Usua´rios X X
Um usua´rio X X X
Tabela 7: Interface dos recursos de usua´rios
usua´rios atrave´s de uma requisic¸a˜o POST. O recurso de usua´rio permite que
o administrador atualize o papel deste usua´rio ou o remova do sistema. Estes
recursos esta˜o descritos na tabela 7, juntamente com as operac¸o˜es que neles
podem ser realizadas.
A tabela 8 sintetiza as permisso˜es que cada papel possui em relac¸a˜o
aos recursos projetados. Nela cada recurso e´ listado em uma linha, sendo
que nas colunas sa˜o especificadas as operac¸o˜es que podem ser realizadas no
recurso. Os pape´is que podem realizar as operac¸o˜es sa˜o especificados nas
ce´lulas, atrave´s da inicial do nome do papel. Por exemplo em todas as ce´lulas
onde esta´ presente a letra ”O” significa que a operac¸a˜o da coluna pode ser
realizada no recurso especificado na linha pelo papel de Operador.
Figura 32: Hiera´rquia de pape´is para aplicac¸o˜es tı´picas SCADA
A confiabilidade e´ muitas vezes ressaltada em SCADA devido ao uso
destes sistemas em aplicac¸o˜es de missa˜o crı´tica que requerem alta disponibi-
lidade. Embora na˜o tenha sido tratado na arquitetura projetada, na˜o existe
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Recurso GET POST PUT DELETE
Colec¸a˜o de coletores G,T,S,O,E G,T
Coletor G,T,S,O,E G,T G,T
Varia´veis do processo G,T,S,O,E G,T,S
Uma varia´vel G,T,S,O,E G,T,S G,T,S
U´ltima leitura de uma varia´vel G,T,S,O,E
Histo´rico de uma varia´vel G,T,S,O,E
Histo´rico de varia´vel em um intervalo G,T,S,O,E
Colec¸a˜o de alarmes G,T,S,O,E G,T,S,O
Alarme G,T,S,O,E G,T,S,O G,T,S,O
Disparo de alarme G,T,S,O,E
Histo´rico de disparos G,T,S,O,E
Histo´rico de disparos em um intervalo G,T,S,O,E
Usua´rios G G
Usua´rio G G G
Tabela 8: Operac¸o˜es autorizadas sobre os recursos
impedimento dentro dos princı´pios de arquitetura da Web de se construir
um sistema que cumpra com este requisito de forma satisfato´ria. O Harc
(do ingleˆs, Highly-Available Robust Co-scheduler) por exemplo, permite a
alocac¸a˜o de recursos em Grids atrave´s de um abordagem orientada a re-
cursos(MACLAREN; KEOWN, 2006). Na Web, sistemas como o Google
Analytics possuem APIs REST que utilizam o servic¸o Chubby, que atrave´s
de Paxos fornece a confiabilidade necessa´ria (CHANG et al., 2008).
5.2 Implementac¸a˜o
5.2.1 Aplicac¸o˜es
De forma a exemplificar as vantagens desta arquitetura, foram desen-
volvidas duas aplicac¸o˜es clientes: uma aplicac¸a˜o que configura os recursos
para a aquisic¸a˜o de dados da CFM e um sino´tico para mostrar o estado atual
da mesma. Tais aplicac¸o˜es mostram as capacidades de interac¸a˜o com outras
aplicac¸o˜es que a arquitetura proposta possui, assim como seus aspectos de
simplicidade e portabilidade.
A aplicac¸a˜o responsa´vel pela configurac¸a˜o dos recursos da ce´lula foi
escrita na linguagem Java. Essa aplicac¸a˜o atua como um cliente, possuindo
um conector HTTP que realiza requisic¸o˜es POST para o servidor que hos-
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peda os recursos. As representac¸o˜es utilizadas nas requisic¸o˜es possuem as
informac¸o˜es necessa´rias para configurar a aquisic¸a˜o de dados na ce´lula.
O primeiro recurso criado e´ um recurso de coletor, contendo as confi-
gurac¸o˜es para que o CLP colete os dados atrave´s do protocolo Modbus RTU.
Depois de criado o coletor sa˜o criados os recursos das varia´veis do processo,
que fornecem informac¸o˜es sobre a contagem de pec¸as aprovadas, reprova-
das ou enviadas para retrabalho e tambe´m sobre os equipamentos presentes
na ce´lula (garra, mesa, furadeira, solda e teste de qualidade). Ao final da
execuc¸a˜o do programa, todos os recursos foram criados, e o SCADA esta´
configurado para coletar dados da ce´lula, podendo iniciar seu funcionamento.
Esta aplicac¸a˜o evidencia os aspectos de configurac¸a˜o da ce´lula, que podem
ser realizados por qualquer aplicac¸a˜o que possua um conector HTTP cliente.
Outras aplicac¸o˜es poderiam ser utilizadas com este propo´sito, como qualquer
navegador Web ou enta˜o uma ferramenta de linha de comando como o cURL.
A figura 33 mostra como uma aplicac¸a˜o qualquer na Web pode configurar
a CFM, onde cada requisic¸a˜o POST para criac¸a˜o dos recursos e´ atrelada a
configurac¸a˜o de um dos dispositivos da ce´lula.
Figura 33: Configurac¸a˜o dos recursos para a CFM
A outra aplicac¸a˜o desenvolvida e´ um sino´tico que exibe em uma in-
terface gra´fica o estado atual dos equipamentos da ce´lula, mostrando se esta˜o
ligados ou desligados, permitindo acompanhar o estado atual do processo. A
aplicac¸a˜o foi escrita na linguagem de programac¸a˜o Telis, desenvolvida pelo
Edugraf. Telis e´ uma linguagem e um ambiente de programac¸a˜o de propo´sito
educacional, direcionados para o aprendizado da programac¸a˜o, sendo utili-
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zada na disciplina introduto´ria de programac¸a˜o do curso de Automac¸a˜o e
Sistemas da UFSC (PIERI et al., 2009). Programas escritos em Telis, deno-
minados apliques, podem ser executados em qualquer ma´quina que disponha
de um navegador Web com a possibilidade de rodar ”applets”Java.
O sino´tico e´ um aplique Telis que exibe uma foto da ce´lula como ima-
gem de fundo e figuras de pequenas laˆmpadas sobre cada equipamento, con-
forme pode ser verificado na figura 34. Quando o equipamento esta´ em ativi-
dade a sua laˆmpada fica ligada, e desligada caso contra´rio. Para implementar
este comportamento cada equipamento foi modelado como um ator, entidade
computacional autoˆnoma com memo´ria e linha de execuc¸a˜o pro´pria. Cada
ator verifica periodicamente se houve uma mudanc¸a de estado no recurso as-
sociado a varia´vel que corresponde ao equipamento, fornecendo a resposta
gra´fica necessa´ria. Os atores se comunicam com a ce´lula atrave´s da primitiva
”obter”, realizando requisic¸o˜es GET na URI recursos de u´ltima leitura das
varia´veis. Do ponto de vista da performance, o sino´tico desenvolvido pode
acompanhar o estado da CFM de forma satisfato´ria.
O aspecto mais interessante do desenvolvimento desta aplicac¸a˜o foi a
forma simples com o qual foi possı´vel interagir com os recursos. Cada lei-
tura de varia´vel pode ser obtida atrave´s de uma requisic¸a˜o GET em sua URI.
Esta abordagem permite que qualquer aplicac¸a˜o Web possa interagir com
os recursos, dado que a operac¸a˜o GET e´ a mais ba´sica operac¸a˜o do HTTP.
Ale´m disso, qualquer outro recurso na Web pode referenciar as informac¸o˜es
da CFM atrave´s de enlaces, que podem ser seguidos por aplicac¸o˜es clientes,
guardados em cache ou armazenados para interac¸o˜es futuras.
5.2.2 Implementac¸a˜o no Mango M2M
Foi realizada uma implementac¸a˜o parcial da arquitetura apresentada
anteriormente, com o objetivo de possibilitar que as aplicac¸o˜es clientes inte-
rajam com os recursos. Para isto foi modificada a arquitetura de um software
livre para SCADA.
A escolha de modificar um SCADA existente ao inve´s de desenvolver
um novo teve uma motivac¸a˜o pragma´tica, que foi o aproveitamento de toda
uma infraestrutura de software fornecida para a aquisic¸a˜o e armazenamento
de dados. O aproveitamento desta infraestrutura possibilitou que o foco do
trabalho fosse direcionado ao projeto dos recursos, evitando que questo˜es de
nı´vel mais baixo de abstrac¸a˜o (como a implementac¸a˜o da aquisic¸a˜o de dados
via Modbus) se colocassem como problemas. Outra motivac¸a˜o foi estudar
a arquitetura de software de um aplicativo SCADA existente e analisar as
modificac¸o˜es necessa´rias para que os recursos pudessem ser implementados.
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Figura 34: Sino´tico da CFM desenvolvido em Telis
O software objeto desta implementac¸a˜o foi o Mango M2M. O Mango
e´ definido como um software para “Machine-to-Machine (M2M), controle in-
dustrial, SCADA e domo´tica (automac¸a˜o residencial)” (SEROTONIN, 2011).
No contexto de aplicac¸o˜es SCADA ele fornece fornece as funcionalidades
tı´picas destes sistemas, tais como aquisic¸a˜o de dados de dispositivos atrave´s
de protocolos de comunicac¸a˜o utilizados na automac¸a˜o industrial (Modbus,
DPN3, OPC), histo´ricos, alarmes (chamados de eventos), e uma interface
gra´fica dinaˆmica com sino´ticos e gra´ficos.
O Mango e´ ambientado na Web e multiplataforma, sendo que todas
as suas funcionalidades podem ser acessadas a partir de um navegador. Este
fator influenciou na sua escolha como objeto de estudo, pois se trata de um
SCADA moderno, que utiliza tecnologias da Web. Outro fator decisivo na sua
escolha e´ o fato de ser software livre (licenc¸a GNU GPL versa˜o 3.0), tendo seu
co´digo fonte aberto para modificac¸o˜es, tendo recebido diversas contribuic¸o˜es
de indivı´duos e empresas ao longo dos anos de atividade do projeto. O Mango
possui todos os direitos reservados pela Serotonin Software, que durante o
presente trabalho acabou por encerrar o projeto do software.
Para estudar a arquitetura de software do Mango foi necessa´rio buscar
documentac¸a˜o de refereˆncia. Embora na˜o exista uma documentac¸a˜o oficial
de sua arquitetura de software, foi possı´vel encontrar em (JUHASZ, 2009)
um documento onde sa˜o descritos alguns aspectos de sua arquitetura. Outras
fontes de refereˆncia foram o sı´tio oficial do projeto (SEROTONIN, 2011)
98
e principalmente o pro´prio co´digo fonte do software que e´ disponibilizado
publicamente.
O Mango M2M possui uma arquitetura de software distribuı´da que
segue o estilo cliente-servidor e utiliza o protocolo HTTP para comunicac¸a˜o.
O cliente executa no navegador e tem suas funcionalidades extendidas atrave´s
de co´digo mo´vel JavaScript. O co´digo do lado do servidor e´ implementado
em Java atrave´s da tecnologia de Servlets, que tratam requisic¸o˜es HTTP. As
Servlets podem executar em diferentes servidores Web, denominados Servlet
Containers. No caso o Mango e´ ambientado no servidor Apache Tomcat.
Devido aos fatores mencionados o Mango pode ser executado em sistemas
que possuam uma ma´quina virtual Java compatı´vel e os requisitos mı´nimos
de hardware exigidos.
A interac¸a˜o entre cliente e servidor se da´ atrave´s de RPC sobre HTTP.
Os servic¸os definidos no servidor sa˜o nitidamente orientados para somente
suprir as necessidades da interface gra´fica utilizada pelo cliente. O processo
se inicia com o cliente requisitando as pa´ginas HTML da interface gra´fica,
sendo que cada funcionalidade (histo´rico, sino´tico e alarmes) e´ apresentada
em uma pa´gina diferente. As pa´ginas possuem nela embutidas o co´digo Java
Script responsa´vel por tratar ac¸o˜es do usua´rio e atualizar periodicamente os
seus componentes gra´ficos em decorreˆncia de mudanc¸as de estado no servidor
(a chegada de um novo alarme por exemplo). A atualizac¸a˜o perio´dica se
da´ atrave´s de requisic¸o˜es HTTP assı´ncronas, utilizando a te´cnica do ”Long
Polling”.
Para realizar a interac¸a˜o entre cliente e servidor o Mango utiliza a bi-
blioteca DWR (Direct Web Remoting) (DWR, 2010). O DWR e´ usado para
gerar co´digo Java Script para realizar RPC no cliente (navegador) a partir de
classes escritas em Java, no lado do servidor. Desta forma o DWR atua como
uma ferramenta tı´pica de aplicac¸o˜es RPC, gerando os stubs do lado do cliente
e integrando-o aos servic¸os expostos por uma API ambientada no servidor.
As chamadas de procedimento com informac¸o˜es como o nome do me´todo in-
vocado e seus paraˆmetros, assim como suas respostas, sa˜o codificadas atrave´s
de Java Script e transportadas embutidas em requisic¸o˜es HTTP POST.
Em relac¸a˜o a seguranc¸a e´ mencionado ser possı´vel configura´-lo para
funcionar com SSL, criptografando a comunicac¸a˜o (SEROTONIN, 2011),
embora nenhum exemplo deste uso tenha sido encontrado. O acesso ao sis-
tema e´ protegido atrave´s de um esquema de autenticac¸a˜o e autorizac¸a˜o pro´prios,
implementado atrave´s sesso˜es HTTP. Cada usua´rio que autentica no sistema
inicia uma sessa˜o, que e´ persistida no servidor. No servidor tambe´m sa˜o
armazenadas informac¸o˜es relativas ao u´ltimo estado do cliente, para que so-
mente sejam enviadas as informac¸o˜es que ele ainda na˜o possui no caso das
atualizac¸o˜es perio´dicas. Desta forma fica evidente a manutenc¸a˜o do estado
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da aplicac¸a˜o no servidor.
Atrave´s desta ana´lise da arquitetura distribuı´da do Mango foi possı´vel
encontrar divergeˆncias em relac¸a˜o ao estilo da Web. Sua arquitetura viola
espectos importantes, apesar de seguir um estilo cliente-servidor com HTTP.
A interac¸a˜o atrave´s de RPC viola o prı´ncipio da interface uniforme e abusa
do me´todo POST, que deve ser utilizado somente com propo´sitos especificos.
Portanto, assim como foi analisado em detalhes no capı´tulo 4, o protocolo
HTTP na˜o e´ utilizado como um protocolo de aplicac¸a˜o, e sim como um proto-
colo de transporte. Outro aspecto esta´ na manutenc¸a˜o de estado da aplicac¸a˜o
no servidor, prejudicando a escalonabilidade e visibilidade das interac¸o˜es.
Descrita a arquitetura distribuı´da do Mango, e expostas as suas limita-
c¸o˜es, passa-se agora a uma ana´lise de como essa arquitetura e´ implementada
no componente do servidor. Essa ana´lise tem como objetivo a implementac¸a˜o
da arquitetura orientada a recursos atrave´s da modificac¸a˜o da arquitetura exis-
tente.
A arquitetura interna do Mango foi implementada a partir do para-
digma orientado a objetos e esta´ estruturada segundo o padra˜o de proje-
tos MVC (do ingleˆs, Model View Controller) (JUHASZ, 2009). O obje-
tivo do MVC e´ separar as responsabilidades referentes a lo´gica de domı´nio
das responsabilidades de apresentac¸a˜o das informac¸o˜es. No padra˜o MVC
cla´ssico existem treˆs tipos de componentes cada qual com suas responsabi-
lidades. O modelo e´ composto por objetos que encapsulam as informac¸o˜es
sobre o domı´nio de aplicac¸a˜o. O papel da visa˜o esta´ na apresentac¸a˜o destas
informac¸o˜es na interface com o usua´rio. Ja´ o controle e´ responsa´vel por tra-
tar as ac¸o˜es efetuadas pelo usua´rio, manipulando o modelo e atualizando a
visa˜o (FOWLER, 2002). A figura 35 (FOWLER, 2002) ilustra os componen-
tes presentes no MVC e como eles se relacionam.
Figura 35: Padra˜o MVC
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Um aspecto da separac¸a˜o de responsabilidades presentes no MVC e´
relac¸a˜o de dependeˆncia entre seus componentes. A visa˜o depende do modelo
mas na˜o o inverso, o que implica que o modelo pode evoluir de forma in-
dependente. Uma das vantagens deste desacoplamento e´ que a visa˜o pode
ser alterada sem que o modelo o seja, outro aspecto e´ a possibilidade de
utilizac¸a˜o de mu´ltiplas viso˜es para um mesmo modelo. O MVC esta´ presente
no Mango atrave´s de um mo´dulo do arcabouc¸o de co´digo aberto Spring, uti-
lizado em aplicac¸o˜es Web (SPRING, 2010). Fazendo uma correspondeˆncia
com o padra˜o MVC temos a visa˜o do Mango como suas pa´ginas web, que
representam a interface com o usua´rio. Ja´ os controladores sa˜o Servlets res-
ponsa´veis por tratar as requisic¸o˜es HTTP efetuadas pelos clientes, escolhendo
a visa˜o que deve ser apresentada na resposta e preenchendo-a com dados
oriundos do modelo. A figura 36 (SPRING, 2010) mostra como se da´ esta
interac¸a˜o entre os componentes MVC no arcabouc¸o Spring.
Figura 36: MVC no arcabouc¸o Spring utilizado pelo Mango M2M
Quando uma requisic¸a˜o e´ efetuada pelo navegador ela e´ tratada pelo
Apache Tomcat, que a direciona para a Servlet do Mango que atua como
um Front Controller (FOWLER, 2002), implementando o padra˜o de mesmo
nome. O Front Controller centraliza o processamento das requisic¸o˜es e as
direciona para outros controladores (outras Servlets) e retornando a resposta
para o cliente. Este redirecionamento e´ realizado de acordo com o padra˜o pre-
sente na URI. Por exemplo, uma requisic¸a˜o que contenha em sua URI o ca-
minho ”/dwr”e´ delegada para o controlador responsa´vel pelo processamento
das chamadas RPC via DWR, enquanto que uma requisic¸a˜o cuja URI conteˆm
o sufixo ”htm”e´ direcionada para o controlador do Spring, responsa´vel pela
obtenc¸a˜o das pa´ginas HTML.
O controlador do Spring por sua vez tambe´m e´ um Front Controller,
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delegando as requisic¸o˜es para outros controladores de acordo com a pa´gina
solicitada. Cada um destes controladores instancı´a os objetos de domı´nio,
obtendo as informac¸o˜es necessa´rias do modelo. Estas informac¸o˜es sa˜o en-
capsuladas em objetos e repassadas novamente para o Front Controller, que
por sua vez o envia para o componente View Template, que ira´ escolher a
visa˜o requisitada e montar a pa´gina de acordo com as informac¸o˜es recebidas.
O modelo do Mango e´ estruturado em camadas. A camada do modelo
do domı´nio e´ composta dos objetos que representam as entidades presentes
no sistema. Abaixo da camada dos objetos do domı´nio esta´ uma camada de
acesso a dados que permite obter e persistir informac¸o˜es da base de dados
relacional (Apache Derby) que o Mango utiliza. Camadas de acesso a dados
em geral oferecem servic¸os de acesso a fontes de dados para seus clientes,
abstraindo destes a forma como estes dados sa˜o acessados (FOWLER, 2002).
Este desacoplamento permite que a forma de acesso aos dados possa ser alte-
rada sem que a lo´gica do domı´nio da aplicac¸a˜o o seja.
A camada de acesso a dados do Mango e´ composta por objetos que
implementam o padra˜o de projeto DAO (do ingleˆs, Data Access Object). Um
DAO e´ um objeto que possui uma interface de acesso a dados, tipicamente
oferecendo servic¸os de criac¸a˜o, consulta, atualizac¸a˜o e remoc¸a˜o (CRUD) dos
objetos do domı´nio (ALUR et al., 2003). No Mango os DAOs sa˜o utiliza-
dos em conjunto com o padra˜o DTO (Data Transfer Objects, na sigla em
ingleˆs). DTOs sa˜o objetos utilizados para transferir dados entre sistemas ou
subsistemas. Os DTOs do Mango sa˜o objetos serializa´veis que encapsulam
informac¸o˜es referentes a objetos de domı´nio, e sa˜o utilizados em todas as ca-
madas do sistema. Na figura 37 e´ exposta a arquitetura de software interna ao
componente servidor do Mango.
Encerrada a ana´lise da arquitetura interna do componente servidor do
Mango passa-se a descric¸a˜o das modificac¸o˜es realizadas para implementar
os recursos. O que interessa nesta implementac¸a˜o e´ a infraestrutura de soft-
ware que o Mango proveˆ para aquisic¸a˜o e armazenamento de dados. Desta
forma as partes de sua arquitetura que esta˜o relacionadas a interface gra´fica
na˜o interessam a esta implementac¸a˜o. Outra parte que pode ser descartada
e´ o mo´dulo para comunicac¸a˜o via RPC (DWR) por se tratar de uma aborda-
gem de arquitetura distribuı´da que difere da arquitetura orientada a recursos
projetada.
Isolando as partes desnecessa´rias resta um nu´cleo que conte´m toda a
infraestrutura de software para aquisic¸a˜o e armazenamento dos dados. Este
nu´cleo e´ composto pela parte do modelo, no contexto do padra˜o MVC e in-
clui as camadas do modelo do domı´nio e acesso aos dados. Por cima destas
camadas foi implementada uma camada de recursos, especificada pelo pro-
jeto descrito anteriormente. A figura 38 ilustra a arquitetura modificada, com
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Figura 37: Arquitetura de Software do Mango M2M
a camada de recursos sobre as outras.
Figura 38: Arquitetura de software do Mango M2M modificada
No modelo do domı´nio esta˜o todas as classes que representam con-
ceitos importantes do sistema. No caso alguns conceitos sa˜o fundamentais
para a aquisic¸a˜o de dados: os Data Sources e Data Points. Os Data Sources
representam as fontes de informac¸a˜o, sendo responsa´veis por adquirir da-
dos do processo. Existem diferentes tipos de Data Sources, cada um deles
associado a um protocolo especı´fico de comunicac¸a˜o, possuindo diferentes
paraˆmetros de configurac¸a˜o. Os Data Points por sua vez esta˜o relacionados a
varia´veis do processo que deseja-se monitorar. Cada Data Point esta´ associ-
ado a configurac¸o˜es especı´ficas do protocolo de seu Data Source, que indicam
como a informac¸a˜o pode ser encontrada nos dados adquiridos. Entre os tipos
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de Data Sources e Data Points esta˜o os para comunicac¸a˜o Modbus Serial, que
sa˜o utilizados na comunicac¸a˜o com o CLP da ce´lula.
Deste modo, pode-se aproveitar as classes do modelo do domı´nio as-
sociadas aos Data Sources e Data Points para coletar dados do processo e
fornece-los aos recursos. Em um processo inverso, dados tambe´m sa˜o aceitos
pelos recursos e repassados para a camada de acesso aos dados, para per-
sisteˆncia. Portanto uma transformac¸a˜o dos dados tornou-se necessa´ria, seja
do modelo do Mango para as representac¸o˜es dos recursos ou enta˜o vice versa.
As requisic¸o˜es para os recursos sa˜o tratadas por uma nova Servlet.
Quando uma requisic¸a˜o possui o prefixo ”/recursos”em sua URI ela e´ dele-
gada pelo Front Controller do Mango para esta Servlet. A Servlet tambe´m
atua como um Front Controller, escolhendo a classe responsa´vel por tratar
a requisic¸a˜o de acordo com o recurso solicitado. Atrave´s desta abordagem
foi possı´vel “ativar” os recursos em uma instalac¸a˜o existente do Mango sem
grandes esforc¸os, incluindo a nova Servlet e seu mapeamento de URI na
configurac¸a˜o do mesmo. Outro resultado alcanc¸ado foi o de ter a implementa-
c¸a˜o da ROA funcionando em paralelo com o Mango de forma harmoniosa.
5.3 Resultados
Os recursos projetados cobriram os requisitos funcionais tı´picos de
aplicac¸o˜es SCADA. A aquisic¸a˜o de dados foi proporcionada pelos recursos
de coletores e varia´veis do processo. As func¸o˜es de histo´rico foram cobertas
pelos recursos relacionados ao histo´rico de varia´veis coletadas e alarmes. A
configurac¸a˜o de dispositivos, varia´veis e alarmes se deu atrave´s da possibi-
lidade de criar, modificar e remover estes recursos. O controle em nı´vel de
supervisa˜o foi associado a modificac¸a˜o do estado dos recursos de varia´veis.
Ja´ a IHM foi delegada aos clientes, dentro do princı´pio da separac¸a˜o de res-
ponsabilidades.
O recurso do disparo do alarme possibilitou que clientes possam ser
notificados da ocorreˆncia de situac¸o˜es incomuns no processo. E´ necessa´rio
observar que a te´cnica do “Long Polling” empregada necessita que uma co-
nexa˜o HTTP persistente seja mantida enquanto o alarme na˜o for disparado.
Os navegadores possuem um limite configura´vel no nu´mero de conexo˜es
que podem manter com cada domı´nio, portanto pode ser necessa´rio que este
nu´mero de conexo˜es seja aumentado dependendo do nu´mero de alarmes que
o cliente deseja esperar que disparem. Dependendo da forma como sa˜o ge-
renciadas estas conexo˜es persistentes pelo servidor este pode se tornar um
problema de escala. Esta abordagem para os alarmes possui a limitac¸a˜o ca-
racterı´stica do “polling”, que e´ a defesagem entre a ocorreˆncia do evento, e
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seu conhecimento por parte dos interessados (BOZDAG; MESBAH; DEUR-
SEN, 2007). Estilos arquiteturais baseados em eventos, como o Publish-
Subscribe (EUGSTER et al., 2003) possivelmente se adaptem melhor a natu-
reza dos alarmes, ficando seu estudo como uma ideia para trabalhos futuros.
A abordagem para possibilitar a aquisic¸a˜o de dados da estac¸a˜o remota
(CLP) foi encapsular a comunicac¸a˜o com o mesma na estac¸a˜o mestre. A
estac¸a˜o mestre atuou como um gateway para se comunicar com a estac¸a˜o
remota. Espera-se que seja possı´vel aplicar a mesma abordagem em outros
aplicac¸o˜es de SCADA, dado que as estac¸o˜es remotas geralmente possuem re-
cursos de hardware limitados e utilizam protocolos industriais incompatı´veis
com a Web.
Os requisitos na˜o funcionais tı´picos de SCADA sa˜o contemplados pela
arquitetura. A interoperabilidade e´ favorecida atrave´s do uso de tecnologias
abertas da Web, como o protocolo HTTP, URI e tipos de mı´dia. O princı´pio
da interface uniforme tambe´m favorece esta propriedade no contexto da Web,
pois possibilita que aplicac¸o˜es interajam com a arquitetura de uma forma pa-
dronizada e condizente com a especificac¸a˜o do HTTP. A possibilidade de
existeˆncia de diversos tipos de mı´dia nas representac¸o˜es dos recursos tambe´m
traz flexibilidade, no sentido de permitir que as necessidades de diferentes cli-
entes possam ser satisfeitas.
A arquitetura e´ porta´vel, pois pode ser executada em diferentes ambi-
entes de hardware e software, sob a condic¸a˜o de que suportem as tecnologias
da Web. Este requisito foi evidenciado na implementac¸a˜o que utiliza um am-
biente de execuc¸a˜o multiplataforma.
A escalonabilidade e´ favorecida pelo fato de a arquitetura estar em-
basada nos estilos arquiteturais que fundamentam a Web (cliente com cache,
servidor sem-estado). Caches compartilhadas, previstas pelo estilo de siste-
mas em camadas tambe´m podem ser facilmente incorporados a arquitetura,
fator que tambe´m contribui para a escalonabilidade.
Atrave´s da implementac¸a˜o foram desenvolvidas aplicac¸o˜es clientes
para interagir com os recursos. Estas aplicac¸o˜es possibilitaram a configurac¸a˜o
do CLP utilizado para aquisic¸a˜o de dados e a exibic¸a˜o de um sino´tico em um
navegador. Os experimentos evidenciaram a interoperabilidade, portabilidade
e simplicidade da arquitetura projetada.
A seguranc¸a, mencionada frequentemente na literatura sobre SCADA,
foi coberta atrave´s do HTTPS, combinado com autenticac¸a˜o HTTP Basic
e do modelo RBAC para autorizac¸a˜o. Uma limitac¸a˜o da abordagem para
seguranc¸a e´ que o HTTPS garante somente a comunicac¸a˜o segura ponto a
ponto entre os componentes. Este fato tra´s algumas implicac¸o˜es dada a na-
tureza em camadas da Web. Um cliente que quiser se comunicar com um
servidor e tiver que passar por componentes intermedia´rios, na˜o tem outra al-
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ternativa a na˜o ser confiar nos intermedia´rios. Isto pode causar problemas, por
exemplo um proxy malicioso poderia ao receber uma requisic¸a˜o via conexa˜o
segura, repassa´-la para um componente na˜o autorizado.
Mecanismos de toleraˆncia a faltas para garantir a confiabilidade da
arquitetura na˜o foram implementados, devido ao escopo deste trabalho. Con-
tudo foi possı´vel mostrar atrave´s de algumas refereˆncias bibliogra´ficas que
este requisito pode ser cumprido dentro dos princı´pios arquiteturais da Web.
Com relac¸a˜o ao tempo-real, a arquitetura projetada na˜o e´ apropriada para pro-
cessos que apresentam este requisito devido a natureza na˜o-determinı´stica da
Internet.
A implementac¸a˜o contribuiu para mostrar como e´ estruturada a arqui-
tetura de software de um SCADA existente para a Web. O Mango M2M,
aplicativo objeto do estudo, possui escassa documentac¸a˜o no que se refere a
sua arquitetura, portanto a ana´lise que foi realizada pode ser utilizada por de-
senvolvedores interessados no sistema. Outro ponto que pode ser destacado,
foi a abordagem de realizar modificac¸o˜es na arquitetura do Mango para que
os recursos pudessem ser implementados, aproveitando toda a infraestrutura
fornecida para a aquisic¸a˜o e armazenamento dos dados.
5.4 Conclusa˜o do Capı´tulo
Neste capı´tulo foi apresentada a proposta de ROA para aplicac¸o˜es
tı´picas de SCADA, mostrando como os requisitos destas aplicac¸o˜es podem
ser atendidos dentro dos princı´pios arquiteturais que fundamentam a Web.
Primeiramente foi exposta uma visa˜o geral da arquitetura, onde foram iden-
tificados os componentes presentes nas aplicac¸o˜es SCADA e como estes po-
dem ser mapeados para os componentes encontrados na Web. Em seguida
foi realizado o projeto dos recursos, com base na metodologia ROA, mos-
trando como as funcionalidades tı´picas de SCADA sa˜o cumpridas. Com o
objetivo de expor algumas propriedades foi realizada uma implementac¸a˜o,
que possibilitou que fossem desenvolvidas aplicac¸o˜es que interagem com os
recursos projetados. No final do capı´tulo foram apresentados alguns dos re-
sultados extraı´dos da arquitetura. No capı´tulo seguinte a arquitetura projetada
sera´ comparada com uma arquitetura existente, buscando mostrar algumas
contribuic¸o˜es e limitac¸o˜es do trabalho.
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6 Estudo Comparativo de Arquiteturas para
uma Aplicac¸a˜o SCADA na Web
Neste capı´tulo e´ feito um estudo comparativo entre duas arquiteturas
de software para uma aplicac¸a˜o SCADA na Web. Primeiramente e´ apresen-
tada a aplicac¸a˜o SCADA, o processo de transfereˆncia de um lı´quido entre tan-
ques. Em seguida sa˜o descritas duas arquiteturas que modelam esta aplicac¸a˜o,
uma baseada em Web Services RPC e a arquitetura ROA descrita no capı´tulo
anterior. As duas abordagens sa˜o enta˜o analisadas e comparadas com base
nos requisitos tı´picos de aplicac¸o˜es SCADA e no qua˜o integradas elas sa˜o
com a Web. O capı´tulo e´ concluı´do com os resultados desta ana´lise.
6.1 A Aplicac¸a˜o SCADA dos Tanques
Uma ana´lise do uso combinado das tecnologias Java, XML para fa-
vorecer requisitos de portabilidade, performance e interoperabilidade de sis-
temas SCADA na Web e´ feita em (FAN; CHEDED; TOKER, 2005). Nesse
trabalho e´ apresentado um exemplo de aplicac¸a˜o SCADA integrada com a
Web, o processo de transfereˆncia de um lı´quido entre tanques.
A transfereˆncia acontece de uma planta de origem para uma planta de
destino. A planta de origem possui um tanque e uma bomba, que e´ utili-
zada para retirar o liquido deste tanque enviando-o atrave´s de um duto para
a planta de destino. A planta de destino possui um tanque de compensac¸a˜o
para lidar com variac¸o˜es de pressa˜o e um tanque de recepc¸a˜o, onde o liquido
e´ depositado. A central de transfereˆncia e´ responsa´vel por realizar pedidos de
transfereˆncia e pela supervisa˜o de todo processo. As plantas de envio e rece-
bimento gerenciam os pedidos, e realizam a transfereˆncia atrave´s do controle
de seus equipamentos (va´lvulas e bombas). O processo e´ supervisionado por
um operador em uma central de transfereˆncias e por operadores nas plantas
de origem e recepc¸a˜o.
Cada operador possui um papel, exercendo diferentes funcionalidades
conforme pode ser observado no diagrama de casos de uso da figura 39 (FAN;
CHEDED; TOKER, 2005). O operador na central de transfereˆncias pode
criar pedidos de transfereˆncia com um determinado volume e monitorar o
processo. O operador da planta de envio pode iniciar, supervisionar ou parar
um envio assim que o volume requisitado tiver sido transferido. Ao operador
na central de recebimento cabe preparar a planta para o recebimento, iniciar
este processo, supervisiona´-lo e encerra´-lo.
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A interac¸a˜o entre os operadores e as plantas de envio e recebimento
e´ tı´pica de aplicac¸o˜es SCADA. Nessa interac¸a˜o os operadores monitoram o
estado dos equipamentos (va´lvulas, tanques e bomba) e efetuam ac¸o˜es de
controle sobre eles para coordenar a transfereˆncia entre os tanques. O papel
do operador na central de transfereˆncia e´ o de criar pedidos de transfereˆncia,
uma funcionalidade tı´pica de aplicac¸o˜es MES (MESA, 1997), pois trata-se de
uma ac¸a˜o de planejamento que sera´ executada pelos operadores do SCADA
nas plantas.
Figura 39: Caso de uso envolvendo os operadores das plantas
6.2 Arquitetura de Web Services Baseada em RPC
Na arquitetura proposta em (FAN; CHEDED; TOKER, 2005) a aplicac¸a˜o
dos tanques e´ dividida em componentes de transfereˆncia, envio e recepc¸a˜o.
Os componentes esta˜o localizados em diferentes no´s de uma rede conforme
ilustrado na figura 40 (FAN; CHEDED; TOKER, 2004). A interac¸a˜o entre os
componentes acontece atrave´s da troca de mensagens utilizando o protocolo
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HTTP. Tambe´m e´ possı´vel verificar a partir da figura que os componentes de
envio e recebimento interagem localmente com os equipamentos em suas res-
pectivas plantas, implementando a transfereˆncia do lı´quido entre os tanques.
Figura 40: Interac¸a˜o entre plantas e central
Os componentes sa˜o organizados no estilo cliente-servidor, onde treˆs
clientes se comunicam com treˆs servidores, correspondentes a central de trans-
fereˆncia e as plantas de envio e recebimento. A interac¸a˜o entre clientes e
servidores se da´ atrave´s de conectores RPC, que trocam mensagens SOAP
transportadas atrave´s do protocolo HTTP. A IHM e´ apresentada nos navega-
dores dos operadores atrave´s de co´digo mo´vel (Applets Java) baixado dos
servidores. A figura 41 ilustra os componentes e conectores da arquite-
tura. Analisando as restric¸o˜es arquiteturais empregadas podemos classificar
esta arquitetura como possuindo um estilo cliente-servidor sem-estado com
co´digo mo´vel.
O diagrama de componentes da figura 42 (FAN; CHEDED; TOKER,
2004) apresenta um nı´vel mais baixo de abstrac¸a˜o da arquitetura, mostrando
como os componentes sa˜o implementados. Os componentes Dispatching,
Shipping e Receiving representam respectivamente os componentes de trans-
fereˆncia, envio e recepc¸a˜o. Os componentes DispatchingBusinessWebSer-
vice, ShippingBusinessWebService e ReceivingBusinessWebService sa˜o res-
ponsa´veis pelos envio e recebimento dos pedidos de transfereˆncia. O com-
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Figura 41: Arquitetura em nı´vel de rede para o problema dos tanques
ponente DispatchingControlWebService e´ responsa´vel pelo monitoramento
do processo de transfereˆncia na central. Ja´ os componentes ShippingCon-
trolWebService e ReceivingControlWebService realizam o processo envio e
recebimento respectivamente, efetuando o controle dos equipamentos (bomba
e va´lvulas dos tanques).
Nesta interac¸a˜o baseada em RPC cada componente possui dois conec-
tores, um cliente e um servidor, podendo receber chamadas remotas de pro-
cedimento e tambe´m realiza´-las. Observando o componente ShippingCon-
trolWebService e´ possivel visualizar como se da´ esta comunicac¸a˜o com os
demais componentes. Para se comunicar com os componentes Dispatching-
ControlWebService e ReceivingControlWebService ele utiliza dois conecto-
res clientes, o ProxyReceivingControlWS e o ProxyShippingControlWS, que
realizam as chamadas de procedimento remotas para estes componentes. Para
receber as chamadas ele utiliza um conector de servidor, chamado de In-
terfaceDispatchingControlWS. Estes conectores sa˜o os stubs que proveˆm a
implementac¸a˜o necessa´ria para a comunicac¸a˜o atrave´s da rede e interpretac¸a˜o
das mensagens SOAP.
A modelagem orientada a objetos do sistema pode ser vista no di-
agrama de classes da figura 43 (FAN; CHEDED; TOKER, 2004). Os com-
ponentes DispatchingControlWebService, ShippingControlWebService e Re-
ceivingControlWebService sa˜o objetos da classe ControlWebService. Para
supervisionar e controlar os equipamentos eles trocam mensagens locais com
objetos das classes Pump e Tank, que fazem interface com a bomba e o tanque
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Figura 42: Diagrama de componentes da arquitetura
respectivamente. O processo de monitoramento nas plantas acontece atrave´s
da varredura cı´clica do estado dos equipamentos (mensagens para os obje-
tos das classes pump e tanque) que e´ realizada pelos objetos da classe Con-
trolWebService. Assim que ocorrem atualizac¸o˜es estes objetos avisam o na-
vegador atrave´s de chamadas remotas do procedimento updateHMI.
6.3 Arquitetura Orientada a Recursos para Aplicac¸o˜es Tı´picas de SCADA
Passa-se agora para a modelagem da aplicac¸a˜o dos tanques utilizando
a arquitetura ROA para aplicac¸o˜es tı´picas de SCADA descrita no capı´tulo
anterior. Nesta linha a arquitetura da aplicac¸a˜o dos tanques pode ser definida
como uma configurac¸a˜o especı´fica da arquitetura geral para aplicac¸o˜es tı´picas
de SCADA da figura 18, ou seja, um arranjo de seus componente, conectores
e dados.
Na arquitetura as plantas podem assumir o papel de servidores de ori-
gem, que expo˜e recursos com os quais os operadores interagem atrave´s dos
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Figura 43: Diagrama de classes do sistema dos tanques
seus agentes de usua´rio (navegadores). A aplicac¸a˜o MES que gerencia os
pedidos de transfereˆncia e´ incluı´da como outro agente de usua´rio interessado
nos recursos oferecidos pelas plantas. Como u´ltimo detalhe, para favorecer
a escalonabilidade e performance do sistema e´ incluı´da uma cache comparti-
lhada entre os clientes. A figura 44 ilustra a arquitetura proposta.
Definidos os componentes e conectores, passa-se agora para a selec¸a˜o
dos recursos que ira˜o cobrir as funcionalidades da aplicac¸a˜o. Os dispositivos
de campo utilizados para adquirir dados e controlar as va´lvulas e a bomba
foram modelados como coletores, o que permite que suas configurac¸o˜es de
aquisic¸a˜o possam ser lidas ou alteradas atrave´s da Web. Os equipamentos nas
plantas (va´lvulas e bomba) foram modelados como varia´veis do processo, o
que torna possı´vel a realizac¸a˜o de operac¸o˜es de controle sobre os equipamen-
tos, como abrir e fechar uma va´lvula ou ativar e desativar o funcionamento
da bomba. As informac¸o˜es do nı´vel e volume dos tanques tambe´m sa˜o mode-
ladas como varia´veis do processo, desta forma e´ possı´vel consultar a u´ltima
leitura e histo´rico destas informac¸o˜es. O mapeamento entre os equipamentos
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Figura 44: Arquitetura ROA para a aplicac¸a˜o dos tanques
Recurso URI
Dispositivo de aquisic¸a˜o da planta de envio /coletor/rtu
Volume do tanque de envio /variavel/volumeDoTanque
Nı´vel do tanque de envio /variavel/nivelDoTanque
Va´lvula de saı´da /variavel/valvulaDeSaida
Bomba /variavel/bomba
Tabela 9: Recursos da planta de envio
das plantas de envio e recebimento e os recursos pode ser visto nas tabelas 9
e 10.
O processo de criac¸a˜o dos recursos dos coletores e das varia´veis para
esta aplicac¸a˜o e´ realizado pelos navegadores dos operadores das plantas, que
realizam requisic¸o˜es POST para os servidores que hospedam os recursos. As
representac¸o˜es utilizadas nas requisic¸o˜es possuem as informac¸o˜es necessa´rias
para criac¸a˜o dos recursos. Os primeiros recursos criados sa˜o os dos coletores,
depois sa˜o criados os recursos das varia´veis para os equipamentos e dados
sobre os tanques. A sequeˆncia de operac¸o˜es para criac¸a˜o dos recursos pode
ser vista na figura 45.
A interac¸a˜o entre as plantas e a central de transfereˆncias se da´ atrave´s
dos pedidos de transfereˆncias. Um operador na central de transfereˆncias pode
criar um pedido de transfereˆncia, solicitando que um volume seja transferido
da planta de envio para a planta de recebimento. O operador pode monitorar o
estado deste pedido para saber quando o mesmo foi concluı´do. Os operadores
das plantas por sua vez monitoram o u´ltimo pedido feito na central de trans-
114
Recurso URI
RTU da planta de recebimento /coletor/rtu
Volume do tanque de recebimento /variavel/volumeDoTanque1
Nı´vel do tanque de recebimento /variavel/nivelDoTanque1
Va´lvula de entrada do tanque de recebimento /variavel/valvulaDeEntradaDoTanque1
Volume do tanque de compensac¸a˜o /variavel/volumeDoTanque2
Nı´vel do tanque de compensac¸a˜o /variavel/nivelDoTanque2
Va´lvula de entrada do tanque de compensac¸a˜o /variavel/valvulaDeEntradaDoTanque2
Tabela 10: Recursos da planta de recebimento
Figura 45: Sequeˆncia de operac¸o˜es nos recursos para configurac¸a˜o do pro-
cesso
115
fereˆncia, e quando existe um novo pedido interagem para que a transfereˆncia
seja realizada.
A arquitetura ROA para aplicac¸o˜es tı´picas de SCADA na˜o possui ne-
nhum recurso que se encaixe com o conceito dos pedidos de transfereˆncia,
como exposto anteriormente este conceito esta relacionado com aplicac¸o˜es
tı´picas MES, e portanto fora do escopo deste trabalho. Entretanto para de-
monstrar como se da´ uma integrac¸a˜o MES/SCADA nesta arquitetura iremos
projetar um recurso que serve como ponte entre os dois sistemas. Para isto
foi projetado o recurso que representa um pedido de transfereˆncia feito pelo
cliente MES para o SCADA. Este pedido pode ser criado atrave´s de uma
requisic¸a˜o PUT, pois o cliente tem o controle da URI onde o recurso e´ criado.
A figura 46 ilustra como o cliente MES pode criar o pedido de transfereˆncia
enviando as requisic¸o˜es PUT para os servidores localizados nas plantas.
Figura 46: Criac¸a˜o de pedido de transfereˆncia solicitada pelo cliente MES
Depois de criado, um pedido pode ter o seu estado atualizado. So-
mente uma transfereˆncia pode ocorrer ao mesmo tempo, por isto qualquer
tentativa de criar um novo pedido enquanto o pedido atual ainda na˜o foi
concluı´do ocasionara´ em um erro. O recurso do pedido atual, sua URI e
as operac¸o˜es que podem ser realizadas nele podem ser vistos na tabela 11. A
representac¸a˜o do recurso do pedido de transfereˆncia possui como informac¸o˜es
o instante de sua criac¸a˜o, o volume requisitado para transfereˆncia, um estado
(novo, em andamento, parado e completo) e o instante da u´ltima transic¸a˜o de
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Recurso URI GET POST PUT DELETE
Pedido de transfereˆncia atual /pedidoAtual X X
Tabela 11: Recurso de pedido do transfereˆncia atual
estado, conforme pode ser visto na figura 47.
{
"iniciado": "31-07-2011 23:04:02",
"volumeRequisitado": "50",
"estado": novo,
"ultimaAlterac¸~ao": "31-07-2011 23:04:02",
}
Figura 47: Representac¸a˜o do pedido de transfereˆncia atual
Os clientes das plantas e da central monitoram o estado do pedido
de transfereˆncia atual e dos equipamentos atrave´s de sucessivas requisic¸o˜es
GET nos recursos associados. As informac¸o˜es obtidas das representac¸o˜es dos
recursos podem ser utilizadas para montar um sino´tico, que reflete o estado
atual da transfereˆncia para os operadores. O processo de monitoramento,
incluindo uma sequeˆncia de operac¸o˜es GET nos recursos e´ exibido na figura
48. A possibilidade de uso de co´digo mo´vel (Applets ou Javascript) permite
a construc¸a˜o de interfaces gra´ficas dinaˆmicas atrave´s do uso de requisic¸o˜es
HTTP assı´ncronas.
O processo de transfereˆncia ocorre da seguinte forma: os operadores
nas plantas monitoram o recurso do pedido de transfereˆncia atual, verificando
se este e´ um novo pedido, se sim, eles iniciam o processo de transfereˆncia.
Quando o operador na planta de recebimento descobre o novo pedido, ele
abre a va´lvula de entrada do seu tanque de recebimento, atualiza o estado do
pedido de transfereˆncia sinalizando que o mesmo esta´ em andamento e cria
um alarme que ira´ disparar quando o operador de envio fechar sua va´lvula,
ou seja quando a transfereˆncia for finalizada. Ao descobrir que a va´lvula
na planta de recebimento esta´ aberta o operador na planta de envio obteˆm
a u´ltima leitura do volume do tanque da planta de recebimento, criando um
alarme que ira´ disparar quando o volume do tanque da planta de recebimento
atingir o esperado, notificando-o da necessidade de encerrar a transfereˆncia.
Depois de criar o alarme ele abre a va´lvula de saı´da do seu tanque, inicia
o funcionamento da bomba e atualiza o estado do pedido de transfereˆncia,
sinalizando o seu andamento. A figura 49 ilustra como se da´ este processo
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Figura 48: Sequeˆncia de operac¸o˜es nos recursos para monitoramento de uma
transfereˆncia
atrave´s da sequeˆncia de operac¸o˜es nos recursos.
A transfereˆncia pode ser parada pelo operador na planta de envio. Para
parar uma transfereˆncia o operador na planta de envio sinaliza o fechamento
da va´lvula de saı´da do tanque e a interrupc¸a˜o do funcionamento da bomba.
Esta sequeˆncia de operac¸o˜es e´ ilustrada pela figura 50.
Quando o volume requisitado no pedido de transfereˆncia e´ atingido,
o operador na planta de envio deve parar de transferir. Esta situac¸a˜o ocorre
atrave´s do disparo do alarme criado pelo operador da planta de envio, que
sinaliza que o tanque na planta de recebimento esta´ com o volume solici-
tado. Ao receber este alarme o operador na planta de envio solicita que a
transfereˆncia pare, e ao receber a confirmac¸a˜o de que a transfereˆncia parou
o operador na central de recebimento pode dar a transfereˆncia como encer-
rada, fechando a va´lvula de entrada do tanque e atualizando o pedido atual,
marcando-o como completo. Esta sequeˆncia de operac¸o˜es e´ ilustrada pela
figura 51.
Finalizada a descric¸a˜o de como os recursos projetados cobrem os re-
quisitos funcionais da aplicac¸a˜o do tanques, passa-se agora para uma ana´lise
comparativa das arquiteturas. Esta ana´lise busca explicitar as diferenc¸as ar-
quiteturais entre elas, mostrando o impacto destas diferenc¸as em relac¸a˜o aos
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Figura 49: Sequeˆncia de operac¸o˜es nos recursos para realizar uma trans-
fereˆncia
requisitos tı´picos de SCADA e integrac¸a˜o com a Web. A fundamentac¸a˜o
desta ana´lise esta´ presente no capı´tulo 4 onde sa˜o analisados os aspectos de
integrac¸a˜o com a Web das arquiteturas baseadas em RPC.
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Figura 50: Sequeˆncia de operac¸o˜es nos recursos para parar uma transfereˆncia
Figura 51: Sequeˆncia de operac¸o˜es nos recursos para finalizar uma trans-
fereˆncia
6.4 Ana´lise Comparativa das Arquiteturas
As arquiteturas apresentadas possuem algumas semelhanc¸as, pois com-
partilham um estilo arquitetural cliente-servidor sem-estado com co´digo mo´vel.
Ambas se comunicam atrave´s do HTTP e utilizam URI para identificar os
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destinos das requisic¸o˜es (sejam servic¸os ou recursos). Entretanto a arquite-
tura ROA difere da arquitetura de Web Services RPC pois possui interface
uniforme, cache e sistema em camadas.
A restric¸a˜o da interface uniforme torna as duas abordagens diferentes
em termos de modelagem. Na abordagem de Web Services RPC cada com-
ponente servidor expo˜e uma se´rie de procedimentos (startShipping, stopShip-
ping, startReceiving. . . ) que podem ser invocados pelos clientes. Alguns des-
tes procedimentos recebem como paraˆmetros objetos do modelo do domı´nio
da aplicac¸a˜o. A interac¸a˜o entre os componentes se da´ atrave´s de envelopes
SOAP, transportados atrave´s do protocolo HTTP. Desta forma os me´todos
HTTP utilizados nas requisic¸o˜es pouco importam, pois a semaˆntica das opera-
c¸o˜es efetuadas esta´ descrita no conteu´do dos envelopes.
Na ROA cada recurso e´ exposto no servidor atrave´s de sua URI. Cli-
entes interessados em acessar ou manipular um recurso podem escolher entre
um conjunto limitado de operac¸o˜es do HTTP, cada qual com uma semaˆntica
definida pelo protocolo. A troca de dados entre cliente e servidor se da´
atrave´s de representac¸o˜es de recursos, e o cliente pode explorar outros recur-
sos atrave´s da navegac¸a˜o pelos enlaces presentes nestas representac¸o˜es. Esta
dinaˆmica de interac¸a˜o entre os componentes, que envolve a identificac¸a˜o de
recursos por URIs, manipulac¸a˜o de recursos atrave´s de representac¸o˜es, men-
sagens auto-descritivas e hipermı´dia e´ o que lhe confere a interface uniforme.
Como consequeˆncia de sua interface uniforme a ROA consegue desfrutar de
uma maior integrac¸a˜o com a Web, conforme foi levantado no capı´tulo 4, e
conforme sera´ exemplificado a seguir.
6.4.1 Integrac¸a˜o com a Web
Um ponto que distingue as arquiteturas quanto a sua integrac¸a˜o com a
Web e´ a possibilidade de utilizar cache e componentes intermedia´rios. Caso
as informac¸o˜es da aplicac¸a˜o dos tanques fossem disponibilizadas publica-
mente na Web, poderiam haver problemas relacionados a escalonabilidade
se aumentasse muito o nu´mero de clientes ou se ocorressem fenoˆmenos de
sobrecarga transiente. A ROA pode lidar com esses problemas atrave´s dos
mecanismos de cache presentes no HTTP. Para isto, ale´m dos conectores
de cache dos clientes e servidores, podem ser utilizados componentes inter-
media´rios atuando como caches compartilhadas entre diferentes clientes.
Como as mensagens sa˜o auto-descritivas os componentes intermedia´-
rios tem como saber a semaˆntica de cada operac¸a˜o realizada, fazendo que
a cache funcione corretamente. Desta forma respostas para operac¸o˜es se-
guras (FIELDING et al., 1999) como o me´todo GET podem ser guardadas
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em cache e enviadas aos clientes caso o recurso na˜o tenha sido atualizado
(o que pode ser verificado atrave´s dos cabec¸alhos HTTP), melhorando a per-
formance percebida pelo usua´rio e a escalonabilidade. Ja´ as operac¸o˜es na˜o
seguras (PUT, POST e DELETE) que alteram o estado dos recursos, tem seu
efeito esperado, invalidando qualquer resposta guardada em cache para o re-
curso em questa˜o. Mais caches podem ser adicionadas na medida que cresce
o nu´mero de clientes interessados nos recursos.
O problema da abordagem de Web Services RPC e´ que suas mensa-
gens na˜o podem ser totalmente compreendidas pelas caches e intermedia´rios
em geral como proxies e gateways. Por na˜o existir uma interface uniforme, os
componentes intermedia´rios teriam que se valer de informac¸o˜es externas ao
protocolo HTTP e especı´ficas da aplicac¸a˜o em questa˜o para decidir o efeito
das mensagens. Seria necessa´rio por exemplo que uma cache compartilhada
soubesse qual e´ a semaˆntica dos procedimentos startShipping, stopShipping
e updateHMI e se estes sa˜o seguros ou na˜o, para que possa decidir se uma
resposta pode ser guardada em cache, ou mesmo para determinar se estes
procedimentos invalidam respostas na cache.
A existeˆncia de enlaces nas representac¸o˜es tambe´m e´ um diferencial
da ROA, pois permite que os recursos da aplicac¸a˜o possam ser integrados de
forma trivial a outros recursos da Web. Os enlaces permitem que qualquer cli-
ente da Web possa vir a descobrir um enlace para a aplicac¸a˜o, explorando-a
incrementalmente atrave´s da navegac¸a˜o pelos enlaces subsequentes. Na abor-
dagem de Web Services RPC na˜o existem estas ligac¸o˜es entre os servic¸os, de
forma que o cliente precisa conhecer a priori a interface e enderec¸o do servi-
dor, assim como a ordem correta das operac¸o˜es que deseja realizar.
Outro ponto e´ a questa˜o da evoluc¸a˜o independente, um dos requisi-
tos da Web. Na abordagem de Web Services RPC os componentes neces-
sitam compartilhar uma infraestrutura de software (os stubs) especı´fica de
cada aplicac¸a˜o para que possam ser comunicar. Por exemplo, para que o
componente shippingControlWS possa se comunicar com o componente re-
ceivingControlWS ele depende do stub proxyReceivingControlWS, que atua
como um conector cliente, enviando chamadas remotas para o conector servi-
dor do componente receivingControlWS. Como e´ possı´vel notar as interfaces
dos componentes esta˜o intrinsecamente ligadas, sendo necessa´rio que cada
cliente possua um conector especı´fico para se comunicar com cada servidor.
Esta dependeˆncia introduz um forte acoplamento na arquitetura. Mu-
danc¸as na interface dos componentes muitas vezes tornam necessa´rio que os
stubs sejam gerados e publicados novamente para que seja mantida a compa-
tibilidade. O custo deste acoplamento cresce com o nu´mero de componentes
envolvidos, comprometendo a evoluc¸a˜o independente. Ale´m disso na Web os
componentes podem estar sob domı´nio de organizac¸o˜es diferentes, tornando
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o controle destas mudanc¸as problema´tico.
Outro aspecto do acoplamento esta´ no compartilhamento de um mo-
delo de dados comum. Na arquitetura de Web Services isto e´ visı´vel atrave´s
da troca de objetos da classe Order entre os componentes. Para realizar esta
troca, os objetos desta classe sa˜o codificados em documentos XML, sendo no-
vamente transformados em objetos assim que recebidos pelos stubs de seus
destinata´rios. Desta forma mudanc¸as no modelo de dados devem ser refleti-
das em todos os componentes que compartilham objetos desta classe, assim
como nos stubs que realizam a conversa˜o/desconversa˜o destes objetos em do-
cumentos XML.
Na ROA os componentes na˜o esta˜o acoplados a uma infraestrutura de
software especı´fica da aplicac¸a˜o para que possam se comunicar. A comunica-
c¸a˜o entre os componentes se da´ atrave´s de conectores HTTP gene´ricos. Isto
implica que qualquer cliente dotado de um conector HTTP (qualquer nave-
gador por exemplo) pode usufruir dos recursos das plantas, ou de qualquer
outro servidor da Web, na˜o sendo necessa´ria recompilac¸a˜o ou instalac¸a˜o de
mo´dulo adicional.
Tambe´m na˜o existe a dependeˆncia de um modelo de dados compar-
tilhado ou de um formato de dados especı´fico como o XML, dado que os
clientes podem escolher diferentes representac¸o˜es para o mesmo recurso, e
processa´-las atrave´s de bibliotecas existentes para o tipo de mı´dia escolhido.
Neste caso o fraco acoplamento da arquitetura traz vantagens quando se trata
de um ambiente heterogeˆneo como e´ o da Web, onde existem clientes com
diferentes necessidades e em evoluc¸a˜o constante.
A desvantagem da interface uniforme e´ que ela pode degradar a eficieˆn-
cia, pois as informac¸o˜es sa˜o transferidas de forma padronizada ao inve´s de
especificamente para as necessidades de cada aplicac¸a˜o (FIELDING, 2000).
Na aplicac¸a˜o dos tanques este aspecto fica claro quando sa˜o utilizadas as
operac¸o˜es PUT, sendo necessa´rio enviar na representac¸a˜o o estado completo
do recurso que se deseja atualizar. Na abordagem RPC as atualizac¸o˜es sa˜o
efetuadas por procedimentos como startShipping que atualizam o estado do
servidor sem que sejam enviados paraˆmetros de atualizac¸a˜o na requisic¸a˜o.
Outro ponto esta´ no nu´mero de requisic¸o˜es efetuadas para se cumprir
com determinada funcionalidade, que foi maior na arquitetura ROA. Contudo
este fato esta´ mais relacionado com a granularidade dos recursos da modela-
gem proposta do que com a interface uniforme propriamente dita.
As diferenc¸as entre as arquiteturas quanto a sua integrac¸a˜o com a Web
esta˜o sintetizadas na tabela 12, onde podem ser vistos quais aspectos da Web
sa˜o aproveitados por cada uma delas. Na tabela e´ possı´vel verificar que arqui-
teturas de Web Services RPC se aproveitam parcialmente das caracterı´sticas
da Web, utilizando-a basicamente para o transporte de suas mensagens. Por
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Aspecto da Web Web Services RPC ROA
HTTP X X
URI X X
Tipos de mı´dia X
Componentes intermedia´rios X
Enlaces X
Cache X
Tabela 12: Comparac¸a˜o entre as arquiteturas com relac¸a˜o a integrac¸a˜o com a
Web
outro lado a ROA consegue se aproveitar da Web como o um todo, pois ela
foi projetada com base nos mesmos princı´pios de arquitetura.
6.4.2 Requisitos na˜o-funcionais de SCADA
Conforme foi possı´vel observar existem diferenc¸as entre as duas abor-
dagens que impactam na forma na qual elas se integram com a Web. Contudo,
e´ importante direcionar esta ana´lise para que possamos comparar as arqui-
teturas em relac¸a˜o aos requisitos tı´picos de SCADA, expostos no capı´tulo
2. Como a arquitetura de Web Services RPC na˜o foi implementada, na˜o foi
possı´vel realizar experimentos que a comparem com a ROA no cumprimento
dos requisitos funcionais tı´picos de SCADA. Portanto a ana´lise sera´ feita so-
mente com relac¸a˜o aos requisitos na˜o-funcionais, ou seja: interoperabilidade,
portabilidade, escalonabilidade, confiabilidade e seguranc¸a.
Ambas as arquiteturas usam o protocolo HTTP para a troca de mensa-
gens ale´m de permitirem a utilizac¸a˜o de formatos de dados independentes de
plataforma como o XML. Portanto ambas as arquiteturas sa˜o independentes
de plataforma especı´fica e possibilitam que aplicac¸o˜es em plataformas hete-
rogeˆneas interajam, sendo equivalentes nos quesitos de interoperabilidade e
portabilidade.
Com relac¸a˜o a escalonabilidade a arquitetura ROA e´ favorecida pelos
estilos arquiteturais da Web. Os servidores na˜o necessitam armazenar estado
entre mu´ltiplas requisic¸o˜es, facilitando a liberac¸a˜o de recursos. Conectores de
cache podem ser utilizados por clientes e servidores, diminuindo o nu´mero de
interac¸o˜es com a rede. Ale´m disso, caches compartilhadas podem ser facil-
mente incorporadas para lidar com o aumento no nu´mero de clientes ou pro-
blemas de sobrecarga transiente. Ja´ a arquitetura de Web Services RPC na˜o
possui uma interface uniforme, o que dificulta o processamento de suas men-
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sagens pelos conectores de cache e componentes intermedia´rios, conforme
foi descrito anteriormente.
A seguranc¸a da arquitetura ROA foi coberta atrave´s do HTTPS, com-
binado com autenticac¸a˜o HTTP Basic e um sistema de pape´is para autorizac¸a˜o.
Estes mecanismos possibilitam que as propriedades de disponibilidade, con-
fidencialidade, integridade possam ser cumpridas pela arquitetura. Uma li-
mitac¸a˜o desta abordagem e´ que o HTTPS garante somente a comunicac¸a˜o
segura ponto a ponto entre os componentes. Esta limitac¸a˜o implica que cli-
entes e servidores precisam confiar nos componentes intermedia´rios para que
estes possam atuar.
Na abordagem de Web Services RPC proposta por (FAN; CHEDED;
TOKER, 2005) as tecnologias da Web (como o SSL) sa˜o citadas como soluc¸a˜o
para o requisito de seguranc¸a. O SSL e´ um dos protocolos de transporte se-
guros que podem ser utilizados com o HTTPS, sendo portanto a abordagem
equivalente em termos de seguranc¸a. Contudo, dentro da mesma linha de
Web Services adotada pelo autor existe a especificac¸a˜o WS-Security, que
permite seguranc¸a fim-a-fim para as mensagens. Desta forma, utilizando
WS-Security podem existir intermedia´rios sem que seja necessa´rio que es-
tes sejam confia´veis. Ja´ em relac¸a˜o a confiabilidade ambas as arquiteturas
sa˜o equivalentes, pois permitem que mecanismos de toleraˆncia a faltas sejam
incorporados a elas.
As diferenc¸as entre as arquiteturas em relac¸a˜o aos requisitos na˜o-funci-
onais tı´picos de aplicac¸o˜es SCADA esta˜o sintetizadas na tabela 13. Na tabela
e´ possı´vel verificar que as abordagens sa˜o equivalentes em termos de inte-
roperabilidade, portabilidade e confiabilidade, mas diferem nos aspectos de
escalonabilidade e seguranc¸a. No quesito da escalonabilidade as caches fa-
vorecem a ROA. Ja´ o suporte a seguranc¸a da abordagem de Web Services e´
mais completo, pois permite seguranc¸a fim-a-fim das mensagens.
Com base nesta ana´lise pode-se chegar a algumas concluso˜es. Caso
somente os requisitos na˜o-funcionais de SCADA sejam levados em conta, as
abordagens se equilibram, sendo o fiel da balanc¸a a escolha entre a seguranc¸a
fim-a-fim e uma maior escalonabilidade. Entretanto na questa˜o de integrac¸a˜o
com a Web a arquitetura ROA apresenta mais vantagens do que a de Web
Services RPC.
6.5 Conclusa˜o do Capı´tulo
Neste capı´tulo foi apresentado um estudo comparativo entre arquite-
turas de software para uma aplicac¸a˜o SCADA na Web. Primeiramente foi
descrita a aplicac¸a˜o da transfereˆncia entre tanques, sendo propostas duas ar-
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Requisito Web Services RPC ROA
Interoperabilidade Tecnologias da Web Tecnologias da Web
Portabilidade Tecnologias da Web Tecnologias da Web
Escalonabilidade Sem cache Com cache
Confiabilidade Toleraˆncia a faltas Toleraˆncia a faltas
Seguranc¸a Fim-a-fim Ponto-a-ponto
Tabela 13: Comparac¸a˜o entre as arquiteturas e requisitos na˜o-funcionais de
SCADA
quiteturas que modelam as funcionalidades desta aplicac¸a˜o. As duas arqui-
teturas foram enta˜o comparadas com base em sua integrac¸a˜o com a Web e
no cumprimento dos requisitos na˜o-funcionais tı´picos de SCADA. Por fim
concluiu-se que a ROA aproveita melhor os recursos da Web, e que ambas as
arquiteturas apresentam um equilı´brio em relac¸a˜o ao cumprimento dos requi-
sitos na˜o-funcionais tı´picos de SCADA.
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7 Conclusa˜o
Esta dissertac¸a˜o mostrou como uma aplicac¸a˜o SCADA tı´pica pode ser
projetada de forma que seus requisitos sejam atendidos dentro dos princı´pios
arquiteturais que fundamentam a Web. Foram analisadas as arquiteturas de
software comumente propostas para SCADA, e as dificuldades que essas ar-
quiteturas, baseadas em RPC, apresentam para realizar uma integrac¸a˜o com
a Web, devido a questo˜es como acoplamento forte, manutenc¸a˜o de estado e
uso de interfaces especializadas.
Tomando como cena´rio uma CFM, ambiente tı´pico da indu´stria, foi
projetada uma Arquitetura Orientada a Recursos que englobou as funciona-
lidades geralmente oferecidas por aplicac¸o˜es SCADA: aquisic¸a˜o de dados,
controle em nı´vel de supervisa˜o, configurac¸o˜es, histo´ricos, alarmes e IHMs.
As funcionalidades foram cobertas de forma satisfato´ria, com excec¸a˜o dos
alarmes, cuja abordagem baseada em “polling” possui algumas limitac¸o˜es de
escalonabilidade.
Na abordagem desenvolvida as funcionalidades foram modeladas por
um conjunto de recursos, expostos atrave´s de servidores HTTP, que atuam
como a interface pu´blica do SCADA para aplicac¸o˜es clientes. Para lidar com
dispositivos que na˜o possuem suporte ao HTTP o servidor pode atuar como
um gateway na comunicac¸a˜o com as estac¸o˜es remotas em campo. Os clientes
podem exibir sino´ticos em uma IHM para operadores, esperar pelo disparo de
alarmes, controlar o processo, configurar dispositivos e abastecer com dados
sistemas de MES/ERP. A arquitetura tambe´m permite a inclusa˜o de compone-
nentes intermedia´rios como os proxies e caches, podendo favorecer aspectos
de escalabilidade.
Os requisitos na˜o funcionais geralmente enfatizados em SCADA sa˜o
contemplados pela arquitetura. A interoperabilidade e portabilidade sa˜o fa-
vorecidas atrave´s do uso de tecnologias abertas da Web. A seguranc¸a foi
coberta atrave´s do HTTPS, combinado com autenticac¸a˜o HTTP Basic e pelo
modelo RBAC na autorizac¸a˜o. A escalabilidade e´ favorecida pelo fato de a
arquitetura estar embasada nos estilos arquiteturais que fundamentam a Web.
Mecanismos para prover confiabilidade na˜o foram implementados, contudo
foi mostrado que os mesmos podem ser incorporados na arquitetura. Proces-
sos com requisitos de tempo-real na˜o foram cobertos pela arquitetura devido
a natureza na˜o-determinı´stica da Internet.
Atrave´s de uma implementac¸a˜o foram desenvolvidas aplicac¸o˜es cli-
entes para interagir com os recursos. Estas aplicac¸o˜es mostraram aspectos
de simplicidade, portabilidade e interoperabilidade da arquitetura. A im-
plementac¸a˜o tambe´m contribuiu tambe´m para mostrar como e´ estruturada a
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arquitetura de software de um aplicativo SCADA existente para a Web, o
Mango M2M.
Na comparac¸a˜o com uma arquitetura existente, foram mostrados os
aspectos de integrac¸a˜o com a Web que diferenciam a abordagem ROA das
arquiteturas baseadas em RPC, devido ao seu suporte a tipos de mı´dia, ca-
che, componentes intermedia´rios e enlaces. Nesta analise tambe´m foi mos-
trado que ambas as abordagens possuem suporte equivalente aos requisito
tı´picos de SCADA nos aspectos da interoperabilidade, portabilidade e con-
fiabilidade, mas diferem em termos de escalonabilidade e seguranc¸a. Outro
aspecto interessante da ana´lise foi demonstrar que a arquitetura pode modelar
os requisitos de outra aplicac¸a˜o SCADA, expondo sua flexibilidade.
Dentre trabalhos futuros que podem ser desenvolvidos encontram-se:
• Avaliac¸a˜o da arquitetura para outras aplicac¸o˜es tı´picas de SCADA.
Nesta avaliac¸a˜o podem surgir novos requisitos a serem incorporados,
possibilitando que a arquitetura seja extendida, tornando-a mais flexı´vel.
• Realizac¸a˜o de experimentos que avaliem quantitativamente aspectos de
performance e escalonabilidade da implementac¸a˜o da arquitetura, dado
que a ana´lise realizada foi feita somente com base em crite´rios qualita-
tivos.
• Estudo e implementac¸a˜o de ferramentas para utilizar a arquitetura na
educac¸a˜o de engenharia, em especial na integrac¸a˜o com linguagens de
programac¸a˜o de propo´sito educacional e redes sociais.
• Implementac¸a˜o de mecanismos para prover confiabilidade para a arqui-
tetura, tais como algoritmos de toleraˆncia a faltas.
• Estudo mais aprofundado dos aspectos de seguranc¸a da arquitetura,
tais como mecanismos de gerenciamento de chaves criptogra´ficas e
polı´ticas de controle de acesso.
• Integrac¸a˜o de tecnologias de Syndication como o padra˜o Atom na ar-
quitetura (SAYRE, 2005).
• Estudo de alternativas para o funcionamento dos alarmes, dado que a
abordagem proposta possui algumas limitac¸o˜es. Neste aspecto pode-se
destacar a avaliac¸a˜o de estilos de arquitetura baseados em eventos no
cumprimento desta funcionalidade.
• Muitos esforc¸os esta˜o centrados em torno de criar grandes redes de
dispositivos inteligentes, encontradas no mundo fı´sico. Abordagens re-
centes propo˜em a integrac¸a˜o destes dispositivos com a Web, formando
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uma “Web das coisas” (GUINARD; TRIFA; WILDE, 2010). Estudar a
integrac¸a˜o da arquitetura proposta para SCADA com estas abordagens
parece promissor.
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