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Our work intends to show that: (1) Quantum Neural Networks (QNN) can be mapped onto spin-
networks, with the consequence that the level of analysis of their operation can be carried out on
the side of Topological Quantum Field Theories (TQFT); (2) Deep Neural Networks (DNN) are a
subcase of QNN, in the sense that they emerge as the semiclassical limit of QNN; (3) a number
of Machine Learning (ML) key-concepts can be rephrased by using the terminology of TQFT. Our
framework provides as well a working hypothesis for understanding the generalization behavior of
DNN, relating it to the topological features of the graphs structures involved.
I. INTRODUCTION
A paradoxical result from [1] according to which DNN memorize the training samples by brute force leaves unex-
plained where the generalization capabilities of DNN come from. This “apparent” paradox, as it has been dubbed by
[2], has led to active discussions by many scholars such as [3], [4], [5], [6], [7], [8], [9], [10], [11], [12], [13], [14], [15]. In
any case, in our vision, the overall discussion has empirically proved how far the ML community is from building a
principled model of DNN and, therefore, understanding their generalization capabilities.
So far, ML techniques have been deployed in order to enhance quantum tasks ([16], [17], [18]), while Quantum
Computing (QC) has been used to speed up traditional ML algorithms ([19], [20], [21], [22]). We will follow here a
different perspective encompassing DNN as a sub-case (semi-classical limit) of QNN. This pathway has been suggested
by the analogy with physics. A topical experiment at the base of the quantum revolution around the beginnings of the
20th century pointed out the existence of the photoelectric effect. As it is notorious, the effect has been explained by
Albert Einstein resorting to a corpuscular description of the electromagnetic field, namely to the concept of photons
as carriers of “quanta” of light. But, actually, the interpretation of this very seminal experiment clashed with a
common perspective on quantum physics, widely spread nowadays even in the physicist’s community, and that relies
on the naive assumption that quantum means microscopic and classical macroscopic. A rather different pathway
consists in moving from a quantum theory, with tested semi-classical limit that corresponds to the classical theory,
and investigating the varieties of predictions that can then falsify the quantum theory. This approach allows new
predictive power and more robust experimental corroboration, and it is the approach we have been following within
this paper.
II. MOTIVATIONS AND THEORETICAL BACKGROUND
The main inspiration for writing this paper comes from the remark that, despite the excellent performance in many
different domains, the source of the success of DNN and the reason for their being powerful ML models remain elusive.
DNN are still analytically opaque in the sense that they miss a principled model of their operation. This issue has a
theoretical relevance and, at the same time, it is extremely urgent from an applicative point of view as well. Indeed,
if we wish to trust any application making use of Deep Learning technology, we need to open the “black box” of these
architectures. In this sense, a solution to a problem of this kind is also going to have a social impact to the extent it will
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2improve the trustworthiness of AI systems. [1] has empirically shown that successful DNN achieve 0 training error or
very small error when trained on a completely random labeling of the true data. On the other side, the test error is not
better than random chance insofar as there is no correlation between the training labels and the test labels. However,
as the authors of the paper underline, in this case learning should have been impossible to the extent that the semantics
of the training samples has been completely corrupted by the randomization of the labels, with the consequence that
training should not converge or slow down substantially. Surprisingly, the training process was largely unaffected by
the transformation of the labels. This result seems to leave unexplained the generalization capabilities of DNN. How
to explain that DNN are actually able to achieve more than good generalization performances, even though the results
of learning a function that maps an input to an output based on example input-output pairs show that the training
set has been memorized by brute force?
Moreover, the output of [1] has posed a challenge to Computational Learning Theory (CoLT) as well. The experi-
mental results emphasize that the effective capacity of several successful DNN is large enough to shatter the training
data. In other words, the capacity of these models is in principle rich enough to memorize the training data (with
or without the use of regularizers). In particular, the classical measures of ML model expressivity (VC-dimension,
Rademacher complexity, etc.) seem to fail when explaining the capabilities of DNN. Specifically, they do not explain
the good generalization behavior achieved by DNN, which are typically over-parametrized models that often have
substantially less training data than model parameters [23]. As a matter of fact, it is usually understood that good
generalization is obtained when a ML model does not memorize the training data, but rather learns some underlying
rule associated with the data generation process, therefore being able to extrapolate that rule from the training data
to new unseen data. Overfitting and, even more, brute force memorization should exclude generalization by definition,
even as concerns human beings. For instance, the concepts of capacity ([24], [25], [26], [27], [28], [29], bias ([30], [31]),
overfitting ([32], [33]), and generalization ([34], [35]) have been widely explored in cognitive psychology as well.
This scenario has pushed the authors of this paper to look at a different framework, the QNN framework, for
revising a number of traditional ML concepts in the light of concepts coming from TQFT. At the same time the QNN
framework, at least in the version we are advertising, will allow to look at DNN as the semi-classical limit of QNN
and will provide a working hypothesis for understanding the generalization behavior of DNN as well as building a
principled model of these computational architectures.
III. AN ILLUSTRATIVE EXAMPLE
A recurrent visual image for QNN involves nodes of the hidden layers that interconnect from each neighbor to one
another. In the next sections we will instead push forward a concept of multiplicity that is based on graph theory,
and that deploys the inter-connectivity of links that is proper of the topological structures. This move will allow
us to rethink the generalization problem in DNN by using the QNN framework just described. As a starting point
to move from, we consider a traditional feedforward architecture, as it could be used in classifying individual hand
written digits (Figure 1). It is inessential to the goal of this paper to define whether an architecture of this kind will
make use of backpropagation or whatever other optimization technique. In particular, we will assign a set of squared
(2j + 1)× (2j + 1) matrices, the dimension of which is specified by half-integer numbers j, and which depend on the
three Euler angles φ, θ and ψ, to the links and to the nodes of a graph. The assignment of (2j+ 1)× (2j+ 1) matrices
to the links of the DNN is the first step required to introduce the concept of QNN we are proposing. In the next
sections we will show how to reinterpret this construction in terms of specific mathematical structures that are well
known in theoretical physics.
The ML task will consist in classifying individual handwritten digits. Figure 1 illustrates the three-layer neural network
we could use for recognizing the individual digits. The input layer of the network will contain neurons encoding the
values of the input pixels. Our training data will consist of a sample of 28× 28 pixel images of scanned handwritten
digits. Therefore, the input layer will contain 784 = 28× 28 neurons. The input pixels are greyscale, with a value of
0.0 representing white, a value of 1.0 representing black, and the values in between representing gradually darkening
shades of grey. The second layer of the network is a hidden layer. The example illustrates a hidden layer containing
just n = 15 neurons. Finally, the output layer of the network will contain 10 neurons. We will number the output
neurons from 0 through 9, and figure out which neuron has the highest activation value. If, say, the first neuron will
have an output ≈1, then that will indicate that the network has classified the digit as 0.
The QNN state associated to the architecture described may be recovered by: i) selecting, in the bulk of the DNN, a
graph with three-valent and four-valent vertices; ii) associating to the edges interconnecting vertices (2j+1)× (2j+1)
matrices labelled by either j = 1/2 or j = 1; iii) given any three-valent vertex, to the incoming or outgoing three
edges of which are assigned matrices (one with dimension labelled by j3 = 1 and two with dimension specified by
j1 = j2 = 1/2), assigning to it a three-valent tensor saturating the indices of the matrices with the j1 = j2 = 1/2 and
3FIG. 1: A three-layers neural network for recognizing digits.
j3 = 1 (Pauli matrices); iv) finally, assigning to any vertex in which four 1/2-colored edges are incoming or outgoing
(three edges laying on the same layer and a fourth one external to it) a four-valent intertwiner tensor among the
1/2-colored matrices (contractions of two Pauli matrices).
IV. QUANTUM NEURAL NETWORKS
The mathematical structure on which QNN hinge is provided by Topological Quantum Field Theory (TQFT). A
tight texture of analogies fetched by the equivalence among categories in quantum physics and deep machine learning
specifies the theoretical perspective through which we progress. Both the Hilbert space states and the probability
amplitudes describing their relative transitions are crucial to the individuation of a quantum-inspired model of QNN
capable to include DNN as a specific sub-case. Following the recent literature [36], the spin-network basis of the
Hilbert space states will be considered as QNN machines. These are supported on 1-complexes (graph Γ), and are
endowed with a functorial evolution supported on 2-complexes. This 2-complex evolution is in turn a cobordism,
which can be decomposed into a sequence of intermediate evolution operators acting between the hidden layers. As
we will see, the functorial 2-complex provides the training algorithm adapted to our framework.
We consider here the illustrative case of TQFT with a local non-abelian Lie group, which we assume to be SU(2)
to match the example of QNN provided in the previous section. Then, squared (2j+ 1)× (2j+ 1) matrices depending
on the Euler angles turn out to constitute the representations of the group elements U ∈ SU(2). Tensors saturating,
at the vertices, the matrix indices are here specified by the intertwiners of SU(2). The functor, as an operator the
action of which is supported on the disjoint boundary states, corresponds to the classifier (the learning rule). This is
finally recovered following an association path [37], which is defined as follows:
• we integrate either twice over each internal edge in the bulk[48], or once over adjacent couple of group elements,
assigned to either internal edges or vertices:
U′
U
 
 
e =⇒
∫
SU(2)
dUse
∫
SU(2)
dUte ; (1)
• we integrate over each couple of adjacent group element, assigned to either to a face or to an internal edge:
@
 
 
e
f hef
=⇒
∫
SU(2)
dUe∗ χjf (Uf ) ; (2)
4FIG. 2: A functorial evolution among two spin-network states.
• we sum over each face f∗ and associate the element
  @
 
 
Ue∗
f∗
g′
g
=⇒
∑
jf∗
∆jf∗ χ
jf∗
( ∏
e∗∈∂f
Ue∗
)
; (3)
• we drop, at each vertex, an integral ∫
SU(2)
dUv(e), which appears as redundant in (1).
The functor Z(Ul), which provides the transition operator between boundary states and depends on the boundary
group elements, acquires the expression
ZC(Ul) =
∫
SU(2)2(E−L)−V
dUv(e)
∫
SU(2)V−L
dUf
∏
f
Kf∗(Ue∗, Uf ) , (4)
where Kf∗(Ue∗, Uf ) denotes the “face amplitude”
Kf∗(Ue∗, Uf ) ≡
∑
jf∗
∆jf∗ χ
jf∗
( ∏
e∗∈∂f
Us(e)Ue∗U
−1
t(e)
) ∏
e∗∈∂f
χjf∗(Uf ) . (5)
Taking into account a 2-complex without boundary, (4) reduces to the partition function
ZC =
∫
SU(2)2E−V
dUv(e)
∫
SU(2)V
dUf
∑
jf∗
∏
f
∆jf∗ ×
χjf∗
( ∏
e∗∈∂f
(Us(e)Ue∗U
−1
t(e))
) ∏
e∗∈∂f
χjf∗(Uf ) , (6)
where V is the sum of the valences of the faces of C. Differently than in (4), the expression in (6) provides the
amplitudes of probability for the output of the transition among states.
We are finally able to specify the training algorithm of the model:
1. Initialize:
associate, between boundary states that are supported on disjoint graphs
{Γin, Γout ; ∂C = Γout ∪ Γin}, the functorial evolution
ZC({Ul ; l ∈ C}, {j¯l}),
where {j¯l} denote a set of parameters to be fitted in the learning process.
52. Feedforward:
2a compose a functor ZC({Ul ; l ∈ C}, {j¯l}), which is supported on a 2-complex C, with a series of 2-complexes
interpolating among either the intermediate hidden layers graphs or the boundary states’ graphs. For P hidden
layers, labelled by p ∈ P , we have the decomposition C = C1 · · · ∪ Cp ∪ CP+1. Therefore
ZC({Ul ; l ∈ C}, {j¯l}) =
ZC1({Ulin ; lin ∈ Γin}, {j¯lin}) · · · ZC1({Ulout ; lin ∈ Γout}, {j¯lout}) ,
where the dot denotes the integration over the group elements assigned to the interpolating graphs supporting
the hidden layer structures.
2b integrate over the group elements U assigned to the hidden layer graphs, so to trace them out:
ZC1({G}) · ZC2({H}) = (7)∫
SU(2)
∏
dU ZC1({U}, {G}) ZC2({U}, {H}) = ZC1∪C1({G}, {H}) .
This property is often referred to as a cobordism of the functorial structure.
3. Classify:
introduce Hl ∈ SL(2,C), encoding the information on the set of parameters {j¯l}; by the aforementioned combi-
natorics, associate to the 2-complex C the transition amplitude
ZC(Hl) =
∫
SU(2)2(E−L)−V
dUv(e)
∫
SU(2)V−L
dUf
∏
f
Ktf∗f∗ (Ue∗, Uf ) , (8)
where the heat kernel propagator, encoding the information about the parameter {j¯l} through the SU(2) coherent
group elements [38], acquires the expression
Ktf∗f∗ (Ue∗, Uf ) ≡
∑
jf∗
∆jf∗ e
−jf∗(jf∗+1)
ttf∗
2 ×
χjf∗
( ∏
e∗∈∂f
(Us(e)Ue∗U
−1
t(e))H
−1
e∗
) ∏
e∗∈∂f
χjf∗(Uf ) , (9)
{tf∗} being a set of positive real numbers.
4. Estimate:
estimate the parameters {j¯l}, maximizing the probability derived from the amplitude ZC , in a feedforward
approach.
5. Repeat:
repeat the previous steps 1-4 for different choices of the boundaries ∂C.
V. BACK TO THE ILLUSTRATIVE EXAMPLE
Before going back to the illustrative example we proposed in Sec. III, we will analyze a straightforward but illuminating
simplified case, in which only 6 pixels are involved, with shades of grey that vary in the range [0, 1], at decimal steps.
We keep adopting irreducible representations of SU(2), for uniformity with the previous cases specified. This will
provide a useful insight into the proposed architecture of QNN, and favour a more structured analysis of the traditional
task exposed in Sec. III.
6FIG. 3: Superimposed to four different images are the associated graphs, endowed with assigned SU(2) irreducible representa-
tions. The bottom left panel encloses an image that corresponds exactly, i.e. with probability 1, to a ”L”.
A. A preliminary subcase
We shall start specifying the assignment rules for the spin js of the irreducible SU(2) representation. These are
the labels of the spin-network that capture the information of an image composed by 6 pixels. The shades of gray,
ranging in [0, 1], are represented by strands of irreducible representations of SU(2), which are symmetrized through
the Jones-Wenzl projectors [[39]], so to provide all the possible spin irreducible representations with 0 ≤ j ≤ 5. We
shall now imagine to associate a Delaunay triangulation to the 6 pixel image, imaging nodes positioned at the centers
of each pixel, and links among the nodes. As usual, nodes are “colored” by the assignment of intertwiner quantum
numbers, here intertwining among the SU(2) irreducible spin j representations assigned to the links between the
nodes. Between two neighboring pixels, which are characterized by two different shades of grey, in turn quantified by
two different spin j irreducible representations, say ja and jb, we associate to the links joining the nodes at the centers
of the neighboring pixels the spin representation obtained from the minimum among ja and jb, i.e. jab = min{ja, jb}.
Therefore, if one of the two neighboring pixels is white, i.e. a particular shade of grey corresponding to j = 0, the link
among the nodes entails a spin j = 0 irreducible representation. In this case a spin j = 0 irreducible representation
will be pictured in terms of the absence of any correspondent link among the nodes.
7By using these simple rules, we can review a straightforward example corresponding to the recognition of the capital
letter “L”. Given an oriented frame, picturing the capital letter L requires switching on the first four pixels that
are encountered while turning around, in a counterclockwise way, from the top left pixel toward the bottom ones.
Now let us suppose to inspect four training examples. In the case of the first example we will assume, proceeding
counterclockwise from the left top pixel, that the encountered set of shades of grey is set to be {0.4, 0.5, 0.6, 0.5, 0, 0}.
The example is described by the left up panel in Figure 3. A slightly different case is represented in the right up panel of
Figure 3 for which the string of numbers is {0.4, 0.5, 0.6, 0.5, 0.1, 0.2}. The ideal case, corresponding to the spin-network
state that perfectly captures the letter L, with a probability |A|2 = 1, is given by {1.0, 1.0, 1.0, 1.0, 0.0, 0.0} ≡ L, and
is represented on the left bottom panel of Figure 3. Finally, the left bottom panel represents an undetermined case
captured by the string of numbers {0.3, 0.4, 0.3, 0.2, 0.1, 0.2}. We denote these cases respectively as A, B, C and D.
We shall notice that these are all nothing but “colored” sub-graphs that can be recovered from a maximally connected
graph, the one pictured in Figure 4, by removing fundamental representation strands along the links.
Spin-network basis states are represented by cylindrical functionals of the holonomies, contracted with the inter-
twiner invariant tensors (see e.g. A 2). A different representation involves coherent spin-network states [40], which as
summarized in the previous section, can be recovered as the gauge-invariant projection of the product over links of
heat kernels, namely
ΨΓ,Hab(hab) =
∫ (∏
a
dga
)∏
ab
Ktab(hab, gaHabg−1b ) , (10)
where a, b = 1, . . . 6 label the nodes of the maximal graph pictured in Figure 3, pairs ab the correspondent links, ga
SU(2) group elements at the nodes, hab SU(2) group elements over the links, and Hab group elements of SL(2,C),
assigned to each link ab. Notice that elements of SL(2,C) can be expressed in terms of a positive real number ηab and
two independent SU(2) group-element gab and g
−1
ab , namely
Hab = gabe
ηab(σ3/2)g−1ba . (11)
The two SU(2) group elements cast uniquely in terms of an angle φ˜ and a unit vector identified by its inclination and
azimuth ~n = (sin θ cosφ, sin θ sinφ, cos θ). The associated SU(2) group element reads
n = exp(−ıφσ3/2) exp(−ıθσ2/2)) , (12)
and the SU(2) group elements g recast g = n exp(ıφ˜σ3/2). Thus we get
Hab = nabe
−ızab(σ3/2)n−1ba . (13)
having introduced zab = ξab + ıηab, with ξab = φ˜ba − φ˜ab. This finally allows to identify the set of six parameters,
parameters associated to each link, namely (~nab, ~nba, ξab, ηab). These individuate the weight vectors that are crucial
to the learning process. Precisely, one six-dimensional weight vector per each link can be estimated, maximizing the
transition amplitude A to obtain the case D.
In particular, the state in Eq. (10) can be expanded on the spin-network basis ΨΓ,jab,ιa ,
ΨΓ,Hab(hab) =
∑
jab
∑
ιa
fjab,ιa ΨΓ,jab,ιa(hab) , (14)
with coefficients fjab,ιa individuated by
fjab,ιa =
(∏
ab
∆jab e
−jab(jab+1)tabDjab(Hab)
)
·
(∏
a
vιa
)
. (15)
In the large jab limit, the coherent states ΨΓ,Hab(hab) undergo the expansion
ΨΓ,Hab(hab) '
∑
jab
(∏
ab
∆jab e
− (jab−j¯ab)
2
2σab e−ıξabjab
)
ΨΓ,jab,Φa(~nab)(hab) , (16)
where the coherent intertwiners Φa(~nab) can be decomposed on the intertwiner space vιa by
Φa(~nab) =
∑
ιa
Φιa(~nab)vιa , (17)
8FIG. 4: The maximal graph, which encloses all the possible sub-graphs supporting the training samples’ cylindrical functions.
with
Φιa(~nab) = vιa ·
(⊗
b
|jab, ~nab〉
)
, (18)
the variance of the Gaussian distribution per each link is inversely proportional to the diffusion time tab, namely σab ≡
1/(2 tab), and finally the parameters j¯ab over which the coherent state is peaked, which correspond to the estimated
parameters we refer to through the paper, are related to the ηab, the real numbers entering the parametrization of
SL(2,C) group elements, at each link by ∆j¯ab ≡ ηab/tab.
In the simplified framework of this subsection we will not take into account any hidden layer, therefore mapping
our architecture on a traditional perceptron-like architecture — see e.g. [41], [42], [43]. The probability amplitude
to recognize D is estimated, in the simplified framework of this subsection, simply through the internal product
among the spin-network states associated to the colored graphs specified in the picture Figure 3, and the ideal graph
representing the letter “L”, which is shown in the case D. In formulas, this is captured by
A(X)∏
abHab
= 〈Ψ(X)Γ,Hab |Ψ
(D)
Γ,jγ ,vιn
〉 , for X = A,B,C (19)
which has been adapted to the fact that both the graphs are supported on the maximal graph of Figure 4. Using the
9expression for the internal product of spin-networks provided in Sec. III, we finally achieve the following expression:
A(X)∏
abHab
= 〈Ψ(X)Γ,Hab |Ψ
(D)
Γ,jγ ,ιn
〉 '
∑
jab
(∏
ab
∆jab e
− (jab−j¯ab)
2
2σab e−ıξabjab
)
×
∫
dhabΨΓ,jab,Φa(~nab)(hab)ΨΓ′,j′ab,vι′a (hab)
=
∑
jab
(∏
ab
∆jab e
− (jab−j¯ab)
2
2σab e−ıξabjab
)
δΦa(~nab),vι′a δjabj
′
ab
=
(∏
ab
∆jab e
− (jab−j¯ab)
2
2σab e−ıξabjab
)
δΦa(~nab),vι′a . (20)
Inspecting carefully Eq. (20), we will notice that some peculiar features of QNN already appear in this simplified
case. The topological structure of the graph, and the related extended information that is encoded by its links
and intertwiners, are captured by the combinatorial summation of the a, b indices, and by the information stored
in the Kronecker delta on the projected coherent intertwiners at each node. On the other hand, metric properties
are encoded in the Gaussian weights at each link, capturing the relevant quantitative information concerning the
recognition of the specific digit. It is clear that the case in which, at the link γab, both the mean value j¯ab and its
dispersion (jab − j¯ab)2/σ2ab are vanishing, no information relatively to that link appears anymore in the amplitude,
and the specific metric feature affects the topology of the graph, with the consequence that the graph will embed one
link less. Finally, we recognize as a remarkable feature of this approach that probability interference terms (while
computing |A|2) will be provided by the ξab coefficients.
Finally, we can provide the following scheme within the perceptron framework:
1. Initialize:
1a associate to each training sample a 1-complex sub-graph of the maximal graph in Figure 4;
1b assign to each link of the 1-complex SU(2) irreducible representations.
2. Feedforward:
estimate the parameters necessary to learn the corresponding concept through the internal product of function-
als associated to the sub-graphs[49];
3. Classify:
3a introduce Hl ∈ SL(2,C), encoding the information on the set of parameters to be determined, namely
(~nab, ~nba, ξab, ηab);
3b associate to each link of the 1-complex a set of parameters, the string (~nab, ~nba, ξab, ηab), to be fitted in the
learning process. This identifies the functional ΨΓ,Hab ;
3c compute the internal product to associate probability amplitudes to the training samples:
A∏
abHab
= 〈ΨΓ,Hab |Ψ˜Γ,jγ ,ιn〉 , (21)
the ΨΓ,Hab denoting the functionals of the training samples, and Ψ˜Γ,jγ ,ιn the functional associated to the image
to be recognized.
10
4. Estimate:
estimate, for each training sample, the parameters (~nab, ~nba, ξab, ηab), maximizing the probability derived from
the amplitude A∏
abHab
.
These parameters individuate a rotation group element Eq. (12), which acting on a reference vector, e.g. the
identity element of the SU(2) group, individuates the weight vector.
5. Repeat:
repeat the previous steps for different cylindrical functions, corresponding to different training samples, by using
the estimated parameters, and the corresponding weight vectors.
estimate the new set of parameters, (~nab, ~nba, ξab, ηab), thus implementing subsequent SU(2) rotations on the weight
vectors.
B. Back to our illustrative example
We shall now come back to the task we introduced in Sec. III, and specify the algorithm to be adapted to it. It is
worth mentioning that, with respect to the 2 × 3 simple digit example we analyzed in the previous section, hidden
layers shall be now taken into account, consistently with the architecture specified in Sec. III. Nonetheless, this entails
interpolating among intermediate states, on which a complete summation is taken into account through Eq. (7), and
which are supported only on a restricted set of sub-graphs. In other words, as concerns the specific task illustrated
in Sec. III, we can imagine the hidden layers to act as filtering specific patterns over others. Indeed, what the hidden
layers do is to impose a selection over the intermediate graphs ∂Cn, and hence the 2-complexes that interpolate
among these latter ones. Internal summation over the irreducible representations of SU(2), namely variation of the
metric properties of the QNN states, then individuates all the possible sub-graphs contained in ∂Cn, i.e. corresponds
to a variation of the topological features of the 1- and 2-complex structures.
This brings us back to the algorithm of the example in Sec. III, namely:
1. Initialize:
1a associate to each training sample a 1-complex, which is a sub-graph of the maximal graph[50] compatible
with the architecture;
1b assign to each link of the 1-complex SU(2) irreducible representations[51].
2. Feedforward:
2a estimate the parameters entering the feedforward pattern through the functorial functional ZC(hl), by
maximizing the internal product A between this latter and the QNN boundary states supported[52] on ∂C;
2b compute the functorial composition (cobordism properties) to take place accordingly to Eq. (7), and
consistently with the filtering process that is implemented by the selection of the sub-graph structure at each
hidden layer.
3. Classify:
3a introduce Hl ∈ SL(2,C), encoding the information on the set of parameters to be determined, namely
(~nl(s), ~nl(t), ξl, ηl);
11
FIG. 5: The maximal graph, which encloses all the possible sub-graphs supporting the training samples’ cylindrical functions
for the case 28× 28 pixels.
3b associate to each link l of the 1-complex, as a set of parameters to be determined, the string (~nl(s), ~nl(t), ξl, ηl),
to be fitted in the learning process, identifying the QNN boundary state Ψ∂C,Hl(hl) ;
3c compute the internal product to associate probability amplitudes to the training samples, namely
A∏
lHl
= 〈ZC |Ψ∂C,Hl〉 , (22)
where Ψ∂C,Hl denotes the direct product of training samples and output states[53], and ZC the functorial
functional interpolating among training samples and output states.
4. Estimate:
estimate, for each training sample, the parameters (~nl(s), ~nl(t), ξl, ηl), maximizing the probability derived from
the amplitude A∏
lHl
.
5. Repeat:
repeat the previous steps for different cylindrical functions, corresponding to different training samples: use
the estimated parameters, and the corresponding weight vectors, to initialize the task; estimate the new set of
parameters, (~nl(s), ~nl(t), ξl, ηl), thus implementing subsequent SU(2) rotations on the weight vectors.
We are now able to apply the algorithm to a restricted set of training samples, so to show how the estimate of
parameters works.
VI. A DICTIONARY FOR QUANTUM NEURAL NETWORKS
As we have already mentioned, the novelty of our model consists in using the richer structures of graph-supported
spin-network states to represent training and test samples. As a matter of fact, as far as we know, it is the first time
that graph structures are taken into account, together with their evolution supported on 2-complexes. Instead, within
the traditional approach, nodes that are located at each boundary and hidden layer, are taken to evolve along graphs
(1-complexes).
Now we are ready to provide a detailed mapping of DNN notions onto QNN ones. We restrict our illustration to
the supervised learning scenario consisting, as it is well known, in learning a function that maps an input X to an
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output Y , based on a set of input-output pairs examples. In particular, we follow the statistical learning framework
of supervised learning delineated in [44]. The notions we consider are the following, together with their respective
definitions (for the sake of clarity of the readers):
• Sample complexity:
it represents the number of training-samples that a learning algorithm needs in order to learn successfully a
family of target functions.
• Model capacity:
it is the ability of the model to fit a wide variety of functions; in particular, it specifies the class of functions H
(the hypothesis class) from which the learning algorithm can choose the specific function h.
• Overfitting:
a model is overfitting when the gap between training error and test error is too large; this phenomenon oc-
curs when the model corresponds too closely to the training data set and may therefore fail to predict future
observations reliably.
• Underfitting:
a model is underfitting when it is not able to achieve a sufficiently low error on the training set; this phenomenon
occurs when the model does not adequately capture the underlying structure of the training data set and,
therefore, may also fail to predict future observations reliably.
• Bias:
it is the restriction of the learning system towards choosing a classifier or predictor h from a specific class of
functions H (the hypothesis class).
• Empirical Risk Minimization (ERM):
it consists in minimizing the error on the set of training data (the “empirical” risk), with the hope that the
training data is enough representative of the real distribution (the “true” risk).
• Generalization:
it is conceived as the ability of the learner to find a predictor which is able to enlarge successfully its own
predictions from the training samples to the test or unseen samples.
These notions can be translated into the QNN dictionary as follows:
• Learner’s input:
i) the domain set X: it corresponds to links l and nodes n, and attached holonomies Ul and invariant tensors
ιn respectively along the links and at the nodes: it is concisely denoted as a state of the Hilbert space of the
theory:
ΨΓ;{jl},{ιn}[A] ≡ ΨΓ(Ul, ιn) := |Γ; {jl}, {ιn}〉;
ii) the label set Y: it is a set of topological charges and quantum numbers, with which the 2-complex is endowed;
for instance, recalling the group-isomorphism pi3(S3), for the mapping individuated by the homotopy group
pi3(S3) = Z the winding number w is defined as the integral over the SU(2) group element
w =
1
24pi2
∫
SU(2)
dU ;
iii) the training data S: it is the union of the (initial) boundary colored graphs together with the topological
invariants associated to them through the QNN functorial action.
• Learner’s output:
it is a prediction rule, i.e. the QNN functor that identifies the topological charges of the boundary states
(training/test samples) and thus implements the classifier; for Γ supporting a disjoint boundary state, the
classifier is captured by the probability amplitude that results from the internal product
A = 〈Γ; {jl}, {ιn}| |ZC,∂C=Γ; {jl}, {ιn}〉 ;
13
• Sample complexity:
it is a measure of the Hilbert-space of the entire spin-network state that is supported on a specific graph Γ.
It is then dependent on the connectivity of the graph (nodes and links of each graph, i.e. the multiplicity of
connectivity that characterizes the graph Γ) and on the dimensionality of the Hilbert spaces connected to each
link and node. In this sense complexity, once extended to the different classes of graphs corresponding to the
training set, provides a measure of the entropy of the set. Therefore, in the QNN framework, the notion of
“complexity” has a wider meaning than when dealing with DNN, for which the sample complexity is nothing
but the size of the training set. This is summarized in the expression for the dimension of the Hilbert space HΓ
of the (whole) spin-network supported on Γ, namely
dim[HΓ] = ⊕jl ⊗n ⊗l∈∂n dim[Hjl ];
• Model capacity:
it is quantified in terms of the interconnectivity of the graph Γ. It depends on the topological structure of
the graphic support Γ of the spin-network states, and neither on the dimensionality of the Hilbert space of the
irreducible representations nor on the intertwiner quantum numbers, respectively assigned to each link and node
of Γ; in other words, it depends on the total valence V of Γ, defined in terms of the valences vn of each node of
Γ through the expression
V =
∑
n
vn ;
• Overfitting:
it depends on the topology of Γ, and it is defined in terms of the “excess” of its connectivity. The richer the
connectivity, the wider the data and the information to be fitted.
• Underfitting:
it represents the converse of the overfitting scenario: the graph Γ retains reduced connectivity, less information
channels (links), and lower dimensionality of the information channels (dimensions of the Hilbert space associated
to each holonomy). As a consequence, the QNN cannot fit the training set and may therefore also fail to predict
future observations reliably.
• Bias:
it amounts to the predisposition of the spin-network to account for a specific set of data; it depends on the
topological structure of the spin-network states, encoded in the connectivity properties of Γ and on the specific
realization of the QNN quantum state, i.e. on the weight of the quantum state on the spin-networks basis
elements of the Hilbert space.
• Empirical Risk Minimization (ERM):
it is the variance of the Gaussian distribution of the irreducible representations assigned to the holonomies on
the links, i.e.
ERM :=
∑
l
(jl − j¯l)2
2L
,
with L equal to the total number of links.
• Generalization:
it is the behavior of the system in response to test or unseen data analogous to a functor (amplitude) either from
a boundary spin-network to another boundary spin-network, or from a boundary spin-network to a complex
number. It is assumed to be captured by topological charges, which we divide in three classes: (i) connectivity
of 1- and 2-complexes (nodes and links, vertices and edges respectively), (ii) linking and knotting (e.g. for
loops in a different Hilbert space representation), and (iii) states’ sum (as a global topological charge, invariant
under refinement of the triangulation, i.e. invariant under refinement of the data/group elements/intertwiners
assigned to the links and the nodes). It works by selecting, in the abstract space of all the possible neural network
architectures, that one which is best tailored to achieve the specific task through the topological charges that
are connected. In other words, by maximizing the probability of the answer of the classifier, a specific QNN rule
is learnt among all the possible QNN 2-complexes. In our specific case, the following formula summarizes this
point:
ZC(Ul) =
∫
SU(2)2(E−L)−V
dUv(e)
∫
SU(2)V−L
dUf
∏
f
Kf∗(Ue∗, Uf ) , (23)
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where the “face amplitude” casts
Kf∗(Ue∗, Uf ) ≡
∑
jf∗
∆jf∗ χ
jf∗
( ∏
e∗∈∂f
Ue∗
) ∏
e∗∈∂f
χjf∗(Uf ) . (24)
VII. GENERALIZATION IN DNN AND TOPOLOGICAL QNN
According to the mapping between ML and QNN concepts previously illustrated, we will offer now a new
perspective on the resolution of the problem as formulated by [1]. Firstly, we need to define what could look like to
randomize completely the labels of the training set. In particular, we will equiparate this case to the case in which
labels are generated with an approximately flat spectrum on the initial spin-network states: this will correspond to
the selection of one element of the Hilbert space, with random assignment of labels.
In particular, the problem as formulated by [1] finds a natural explanation to the extent that we enlarge DNN
into the richer structure of QNN (supported on graphs and endowed with topological “storage” capabilities) and
understand the traditional DNN architectures as the semi-classical limit of the QNN counterparts. Since we are
addressing the generalization problem in the DNN framework from the QNN side, we shall consider the coherent
group elements
|~n, j〉 := Dj(U~n)Dj(e) ,
with e unit element of the group, ~n direction on S3 that generically individuates U ∈ SU(2) and Dj(e) ≡ |j,±zˆj〉.
This step allows to recover the DNN structure as the semiclassical limit of QNN. Output 1-complexes (quantum
spin-networks) and 2-complexes functorial structures in order to match the classical DNN structures must be evaluated
on boundary coherent group elements. Furthermore, by recognizing that (24) retains an heat kernel for the SU(2)
group elements, the coherent group elements can be used as a basis for the functorial structure that defines the formula
ZC(Ul) =
∫
SU(2)2(E−L)−V
dUv(e)
∫
SU(2)V−L
dUf
∏
f
Kf∗(Ue∗, Uf ) .
The same must happen for (integrated) bulk coherent group elements. The structure of QNN naturally encodes
topological charges through the functorial quantum dynamics ensured by the 2-complexes, which create either vertices
and then novel functions of intertwiner quantum numbers, or other topological charges encoded in the knotting and
linking of the edges in the bulk of the 2-complex.
Specifically, we assume that the size of the training data is sufficient to select or, better, to learn specific paths
in the boundary graph and bulk 2-complex within the most general available QNN architecture. These paths are
characterized by three different types of associated non-perturbative topological charges. These latter in turn provide
the sub-structures that are involved in the generalization process, as a subset supported on general 2-complexes. The
topological charges that are switched on over the learning process, together with the corresponding metric properties,
implement effectively the generalization process. In this sense, our approach is expected to provide a solution to the
problem as raised by Zhang et al, 2016. In particular:
• the randomization of the labels of a QNN state will not induce overfitting, as a consequence of the encoding
of information achieved by the QNN through the topological invariants. The quantum nature of the QNN will
induce fluctuations around values of the parameters to be estimated, in a way that is compatible with the zero
assumption for these parameters. This assumption would instead change the topology of the graph, and thus
affect the encoding of information by the QNN. As a consequence, the disappearance of topological features of
the graphs will avoid the memorization by brute force of the training samples.
• However, a DNN architecture will be trapped into an overfitting regime till memorizing the training examples
by brute force, since by definition of DNN the training error vanishes — the variance for the j scale as 1/
√
j¯. In
other words, corresponding DNN to a set of spin-network evaluated into coherent group elements, the associated
training error is zero.
Contributions to the topological invariants can be recognized to be of several different types, including the ones
associated to the connectivity of the graphs, the linking and the knotting (e.g. in the loops decomposition of the QNN
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boundary and intermediate spin-network states) and the states’ sum invariants. The first two classes will be local in
the experimental implementation of the QNN, while the latter represents a global charge, the analytical expansion of
which in the deformation parameter might entail an infinite numbers of momentum expansion of the charge.
Notice that generic boundary states are characterized by two classes of parameters, which we dub as topological and
metric parameters: as reminded above, the former ones are captured either by the topology of the graph, or by the
topological invariant (linking and knotting) quantum numbers, which can be expressed in terms of quantum groups
representations and are characterized by the deformation parameter of the quantum group, while the latter ones
are captured by the spin/label of the representation itself. Whenever not enough information about the topology
is specified by the training data, any QNN 2-complex with enough topological internal structure to account for the
classification task will be selected. In other words, if the training data prescribe an effective shrinking of the “measure”
of edges and links to zero, any topological feature of the graph, such as the valency of a node, or the knotting or
linking of an edge, will cease to be. Metric parameters instead are individuated by the Gaussian weights associated
to the coherent group elements assigned to the QNN states, and recovered by fit on the spin representation set that is
assigned to each training state. In this sense, since the parameters fit is achieved considering the whole amplitude A,
the resulting topology qualifies as a derivative-free feedforward architecture in which a composition of intermediate
evolution operators among the hidden layers does not need to backpropagate the information.
VIII. A NEW WORKING HYPOTHESIS
As a consequence of the previous discussions, we propose as working hypothesis for this proposal that the learning
process of DNN shall be interpreted within an extended framework, which follows the very same axioms of quantum
mechanics. The main idea informing the framework is that DNN should be addressed at the QNN level, and that:
i) training examples or tests samples will be captured by the spin representations of the QNN quantum state, which
are superpositions of the boundary Hilbert space elements; ii) the generic boundary states are characterized by two
classes of parameters, which we dub topological and metric parameters: the former ones are captured either by the
topology of the graph, or by the topological invariant (linking and knotting) quantum numbers, while the latter
ones are captured by the spin of the representation itself; iii) about the topological parameters, information provided
by the training samples, together with the definition of training error in terms of the internal product of boundary
quantum states, allows to fix the functorial structure of the bulk of the QNN, namely the topological structure of the
QNN 2-complex; iv) the topological parameters are enough to learn the classifier, namely the QNN 2-complex that
provides the functorial structure of the QNN, playing a similar role to the frequency threshold in the photoelectric
effect: whenever not enough information about the topology is specified by the training data, any QNN 2-complex
with enough topological internal structure will be selected; v) metric parameters are individuated by the Gaussian
weights associated to the coherent group elements assigned to the QNN states; vi) the size of the training set then will
represent the analogous of the intensity of the electromagnetic field in the photoelectric effect, namely the number of
photons impinging the plates of the condenser: if the size of the training set is not sufficient, i.e. it does not include
enough group elements, or the training set is too noisy, links and nodes will not be sufficient to learn any classifier; vii)
the “richness” or “energy” of the set of labels allows to “switch on” the links, and thus the nodes and the topological
linking and knotting invariants, only for non-trivial (non-zero) values of the spin.
IX. CONCLUSIONS
Moving from the perspective of TQFT, we have shown that QNN can be mapped onto spin-networks and that DNN
are a subcase of QNN, and emerge in a coherent group theoretical sense as a limit of QNN. This allowed us to establish
a dictionary mapping a number of ML key-concepts on the terminology of TQFT. More importantly, we have proposed
a framework that provides a working hypothesis for understanding the generalization behavior of DNN.
The novelty of our approach, particularly when compared to recent studies in the literature ([36], [45]), stands in
taking into account fully, for the first time, the truly topological structure of graphs and 2-complexes on which the
QNN states are supported. Indeed, ours is not only a pictorial representation, in terms of graphs, of product states
belonging to the total Hilbert space (Fock space) of the theory. Instead, what we have developed is a scheme that
allows to associate ML concepts to topologically invariant features of the graphs (inter-connectivity of edges, linking
and knotting numbers, topological invariants on 2-complexes) and 2-complexes involved in the QNN construction.
A number of further lines of research could be pursued starting from our approach: 1. providing empirical results
concerning the working hypothesis previously described; 2. defining new complexity measures more appropriate to
the framework we described and adequate to explain the behavior of over-parametrized models such as DNN; 3.
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introducing the notion of ”time” into the architecture by modelling phenomena of the cortical plasticity such as firing
rate or spike timing ([46]).
Appendix A: Topological Quantum Field Theory
We provide in this appendix a deeper introduction to Topological Quantum Field Theory (TQFT), spin-network
(boundary) states and (bulk) 2-complexes functorial evolution of boundary states.
1. Classical phase-space and spin-network states
The theory is the principal SU(2)-bundle over a D-dimensional base manifoldM. The SU(2)-connection A realizes
the parallel transport among infinitesimally closed fibers of the principal bundle. The parallel transport along a finite
path γ connecting any two points of M is individuated by
Hγ [A] = P e
∫
γ
A , (A1)
which denotes the path ordered exponential P of the integrated flux of A along γ. The holonomy then provides a
group element g ∈ SU(2). The trace of the holonomy along a closed path (a loop α) can be expanded, taking into
account a squared loop of infinitesimal edge , as
lim
||α||→0
Wα[A] = 11− 2F [A] + . . . , (A2)
where ||α|| denotes the measure of the loop α, and F [A] = dA + A ∧ A is the field strength, or curvature, of
the connection A. The connection A is both a 1 -form on M — indeed, its curvature is a 2 -form over M, since the
differential d is one-form — and an element of the su(2) algebra. Thus, it admits the decomposition over the generators
τa, with a = 1, 2, 3 indices in the adjoint representation of the algebra. Consequently, the connection A and its
curvature F [A] acquire the dependence on the internal indices, respectively A = Aaτa and F a[A] = dAa+abcAb∧Ac,
the Levi-Civita symbol abc providing the structure constants of SU(2) and the Einstein convention of summing
repeated indices is intended.
A TQFT can be introduced considering the topological action associated to the Lagrangian density function
L[A] = Ba ∧ F a[A] = Tr[B ∧ F[A]] , (A3)
where the B field denotes a su(2) algebra valued D-form, which is the canonically conjugated momentum to the
connection A, and the trace over the generators of the algebra is normalized to the identity and yields Tr[τaτb] = δab.
The phase-space variables A and B can be then paired in a symplectic construction, imposing the Poisson brackets
{Aia(x1), Bbj (x2)} = δba δij δ(x1, x2) , (A4)
with i = 1, . . . ,D space indices over the dimensions of M.
Holonomies realize the smearing of the configuration space variables, i.e. the connections A, along the paths γ.
Similarly, the smearing of the frame fields B can be implemented by substituting their fluxes calculated through the
surfaces Σ of co-dimension 1 that crosses the paths γ at least in one point, namely
BΣ =
∫
Σ
B · n , (A5)
where n is the normal to the surface Σ and the dot denotes contraction of indices. For example, since the dimension
of the path γ is 1, its co-dimension 1 surface in a 3D ambient space will be a 2D surface.
The theory we just introduced retains what is called a gauge symmetry, namely a symmetry under internal transfor-
mations, which individuates an equivalence class that describes an observer. These are instantiated by transformations
involving generic group elements g ∈ SU(2), i.e.
A→ Ag = g−1Ag + g−1dg , (A6)
and
B → Bg = g−1Bg . (A7)
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It is trivial to check that the action (A3) is invariant under the joined action of (A6)-(A7). The infinitesimal expansion
of finite transformation rules (A6)-(A7) can be cast at the su(2) algebraic level, through the infinitesimal expansion
of a group element around the identity, i.e. g ' 11 + αaτa + . . . . This individuates an infinitesimal transformation
δαB = [B,α] , δαA = DAα , (A8)
where the commutators [ , ] denote the adjoint action of the algebra. The generators of the algebra appear in B = Baτa
and α = αaτa, while DA denotes the covariant SU(2) derivative DA := d+A.
Another symmetry, which is relevant for the definition of TQFT, is the shift symmetry. This is actually ensuring the
theory under consideration to be topological, as it is straightforward to recognize by looking at
B → B + δηB , δηB = DAη , (A9)
and
A→ A+ δηA , δηA = 0 , (A10)
where η is any arbitrary infinitesimal 0-form (a function). Under the infinitesimal transformations (A13)-(A15), the
variation of the action of the theory S[A] = ∫M L[A], namely
δηS[A,B] = S[A+ δηA,B + δηB]− S[A,B] , (A11)
vanishes, due to the Bianchi identity DAF [A] = 0. This latter identity appears in the variation of the action due to
an integration by part: ∫
M
Tr[(B + δηB) ∧ F [A+ δηA] =
∫
M
Tr[(B +DAη) ∧ F [A] =∫
M
Tr[B ∧ F [A]]−
∫
M
Tr[B + ∧ηDAF [A] =
∫
M
Tr[B ∧ F [A]] . (A12)
This symmetry is often referred to as a “gauge symmetry” of the BF theory, which individuates a class of equivalence
among physical solutions that differ by this transformation.
On the other hand, the equation of motions are specified by the variation of the action with respect to the phase-
space fields:
DAB = 0 , F [A] = 0 . (A13)
Solutions are then ”flat”, or with zero curvature, i.e. F [A] = 0, while the frame fields satisfy the Gauß constraint
DAB = 0, which generates the gauge transformations. Locally, by the topological shift symmetry, any frame field B
that satisfies the Gauß constraint can be recast as DAη, for some η. This is true as locally closed forms are exact,
and continue to satisfy the Gauß constraint. This implies that locally the solutions of the equations of motion belong
to the same equivalence class, modulo gauge transformations and shift symmetry transformations. Since these can be
mapped into vanishing configurations, this argument finally shows that there are no propagating degrees of freedom
in BF theories, namely that these theories are topological.
2. Graph-kinematics
As a last step before proceeding to the definition of the 1- and 2-complexes, we introduce the irreducible representations
of the group, the so-called “spin” numbers, and the inter-twiner numbers, depending on the SU(2) recoupling theory.
At this purpose, we remind that in this case holonomies over a path γ are group elements of SU(2), and thus undergo
the transformations
Hγ [A]→ g−1s(γ)Hγ [A]gt(γ) , (A14)
where gs(γ) and gt(γ) are group elements assigned respectively to the source and the target of an oriented path γ. For
SU(2), irreducible representation of holonomies are provided by the Wigner matrices and labelled by the semi-integer
j-spin numbers, namely
D(jγ)(Uγ) , Uγ ≡ Hγ [A] , (A15)
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FIG. 6: A graph with tri-valent nodes colored under SU(2).
SU(2) intertwiners are expressed as the (group elements) integrals of a number of copies of irreducible representations
(Wigner matrices). As a compact group, SU(2) is endowed with a Haar measure (invariant under gauge transforma-
tions and coordinate reparametrizations) that enables the definitions of the intertwiner invariant tensors. These latter
quantities can be thought to be associated to the nodes where endpoints (target points) and origins (source points) of
the paths γ intersect. A collection of n path γ1, γ2 . . . γn intersecting at their target and source points (nodes) provides
a graph Γ. The internal indices of the Wigner matrices integrated ensure gauge-invariance through the contraction
with the holonomies flowing across the node. Integrating in the Haar measure the irreducible representations of the
holonomies, the target or source points of which cross at the node, and which are labelled by the spin jγ1 , jγ2 . . . jγn ,
provided the expression for the inter-twiner
vι =
∫
SU(2)
dU D(jγ1 )(U)D(jγ2 )(U) . . . D(jγn )(U) , (A16)
having again suppressed all the (intertwiner and Wigner matrices) representation indices.
A collection of holonomies, the internal indices of which are contracted with the intertwiners defined by integration
of the group elements at the nodes, defines a spin-network state. In terms of its constituents, the holonomies and the
intertwiners, a spin-network state cast as
ψΓ,{jl},{ιn}[A] =
(⊗
n∈Γ
vιn
)
·
⊗
γl∈Γ
jγl
D (Uγl [A])
 , (A17)
where the dot denotes the contraction of internal indices, and l = 1, . . . n label the n paths γ that compose the graph
Γ.
SU(2) spin-network states are equipped with a Haar measure, which ensures invariance under gauge transformations
and diffeomorphisms (coordinate reparametrizations) on the base manifold M, of the internal product
< ΨΓ′,j′γ ,ι′n [A]|ΨΓ,jγ ,ιn [A] >= δ{Γ′},{Γ}δj′γ ,jγ δι′n,ιn (A18)
Invariance under diffeomorphisms, which is expressed by the Kronecker delta between classes of equivalence of graphs
endowed with the same topology, namely {Γ}, instantiates the symmetry under elastic transformations, rendering
the graph structure truly topological. In this study, graphs Γ are also referred to as 1-complexes.
3. Graph-dynamics
A concept of dynamics requires the definition of boundary states (1-complexes), the quantum evolution of which is
provided by relative transition amplitudes. These are captured by the path integral (realizing the vacuum-vacuum
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transition, with no underlying graph structure) and the expectation values in its measure. It is convenient to introduce
the mathematical concept of 2-complex C. A 2-complex C is composed by edges e departing or ending either at nodes
n ∈ Γ or at vertices v internal to C, by faces f bounded by either links γ or internal edges e, and vertices v where edges
cross. We are going to show how to associate a functor — either the partition function ZC [Uγl ], or the expectation
value of boundary state in the path-integral associated to the topological theory — to a 2-complex C endowed with
boundary group elements Uγl .
The partition function for the BF model over a SU(2)-bundle is specified by the expression
Z =
∫
DAB eı
∫
M Tr[B∧F ] =
∫
DA“δ(F )′′. (A19)
where in the last equality we introduced a Dirac delta measure on the space of flat connections. This is understood
[47] from smearing the phase-space variables and then casting the partition function as
Z(∆) =
∫
su(2)E
∏
e∈E
dBe
∫
SU(2)E
∗
∏
e∈E∗
dUe e
ı
∑
e∈∆ Tr[BeFe] , (A20)
where ∆ denotes the triangulation of the manifold M — this allows to introduce a simplicial complex ∆∗ that is
dual to the triangulation ∆ — E denotes the set of edges e of the triangulation ∆, and E∗ the set of edges e∗ of the
dual simplicial complex ∆∗. Furthermore, in the expression (A20) we have been using the natural definition of the
curvature, which is expressed by the product of group elements Ue∗ associated to the links around the boundary ∂f∗
of a dual face f∗ (thus associated with the dual face itself):
Uf∗ =
∏
e∗∈∂f∗
Ue∗ . (A21)
where Fe = lnUf∗ , namely individuates a Lie algebra element that entails the discretization of the connection field
curvature on the edges e of ∆. Integration over the algebra elements Be provides the expression for the Dirac delta
on the product of group elements that realizes the smearing of the curvature, namely∫
su(2)E
∏
e∈E
Be e
ı
∑
e∈∆ Tr[BeFe] = δ(eFe) = δ(Uf∗) . (A22)
The partition function then casts
Z(∆) =
∫
SU(2)E
∗
∏
e∈E∗
dUe∗
∏
f∗
δ(Uf∗) . (A23)
This formula finally admits a re-manipulation in terms of the irreducible representation of SU(2), which thanks to
the Peter-Weyl expansion, is provided by Plancherel formula
δ(Uf∗) =
∑
jf∗
∆jf∗χ
jf∗(Uf∗) , (A24)
where jf∗ denote half-integer numbers that label SU(2) irreducible representations, ∆j = (2j + 1) the dimension of
these latter, and χj(U) = Dj(U)αα is the character of the group element U ∈ SU(2), i.e. the trace of a Wigner matrix
over the internal indices α in the representation Hilbert space. Then the partition function recasts
Z(∆) =
∑
jf∗
∫
SU(2)E
∗
∏
e∈E∗
dUe
∏
f∗
Tr[D(
∏
e∗∈∂f∗
Ue∗)] , (A25)
which depends only on the recoupling theory of SU(2), and retains a dependence on the dimension of the manifold
M, in which both the graphs Γ and the 2-complex C are merged. Thus, we can identify the no-boundary path-integral
amplitude Z(∆) with the no-boundary functor ZC , i.e.
ZC = Z(∆) (A26)
where there is no dependence on the boundary group elements.
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