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Abstract—This paper presents the active power control of a
wind farm using the Distributed Model Predictive Controller (D-
MPC) via dual decomposition. Different from the conventional
centralized wind farm control, multiple objectives such as power
reference tracking performance and wind turbine load can be
considered to achieve a trade-off between them. Additionally, D-
MPC is based on communication among the subsystems. Through
the interaction among the neighboring subsystems, the global
optimization could be achieved, which significantly reduces the
computation burden. It is suitable for the modern large-scale
wind farm control.
Index Terms—Active power control, D-MPC, dual decomposi-
tion, multi-objective, wind farm control.
NOMENCLATURE
A. Indexes and Sets
i ∈ Nt Wind turbine units.
k ∈ Np Steps in prediction horizon of MPC.
t ∈ T Time steps in simulation.
Rm×n m× n matrix whose elements are real numbers.
B. Variables
PWTref Reference power of wind turbine (MW).
Pg Power generation of wind turbine (MW).
Tr Rotor torque (MNm).
Ts Shaft torque (MNm).
Ft Thrust force of the nacelle (MN).
β Pitch angle (deg).
ωr, ωg, ωf
Rotor speed, generator speed and filtered generator
speed (rad/s).
τω Time constant of the generator speed filter.
vs Wind speed (m/s).
vs Mean value of vs over a certain period (m/s).
η Gear box ratio.
PWTiref Power reference for the ith D-MPC (MW).
PWTig Power generation for the ith D-MPC (MW).
TWTis Torque reference for the ith D-MPC (MNm).
FWTit Thrust force reference for the ith D-MPC (MN).
PWTiref Power reference for the ith wind turbine (MW).
Pwfcref Total power reference of the wind farm (MW).
αi Distribution factor of Pwfcref for the ith wind turbine.
C. Parameters
µ Generator efficiency.
KP,KI Proportional and integral gain of PI controller for
pitch control.
P 0ref , β
0, ω0g , v
0
s
Power reference, pitch angle, generator speed and
wind speed at the operating point.
J Equivalent inertia (kg ·m2).
Jr, Jg Rotor inertia and generator inertia (kg ·m2).
KβTr ,KωrTr ,KvsTr ,KβFt ,KωrFt ,KvsFt
Coefficients derived from the Taylor approxima-
tion of Tr and Ft at the operating point.
nt Wind turbine number of the wind farm.
np Prediction horizon of MPC.
QP , QT , QF
Weighting factors for the cost function in D-MPC.
Hi Hessian matrix for the standard Quadratic Pro-
gramming (QP) of the ith D-MPC.
gi Coefficient vector for the standard Quadratic Pro-
gramming (QP) of the ith D-MPC.
λ, κ, ξ Dual variables for decomposition.
I. INTRODUCTION
Nowadays, wind energy has become the fastest developing
renewable energy around the world. According to the scenarios
of European Wind Energy Association (EWEA), wind energy
should meet 15.7% of EU electricity demand of 230 GW in
2020, and by 2030, 28.5% of 400 GW [1]. With the growing
wind power penetration level, wind turbines and wind farms
are required to meet the more stringent technical requirements
for contrallability by system operators [2]. At the wind turbine
level, the dynamic response and controllability of modern
Variable Speed Wind Turbines (VSWTs) are largely improved
due to the development of power electronics [3], [4]. At
the wind farm level, the requirements specify different types
of power control: absolute power limitation, delta limitation,
balance control, stop control, ramp limitation and fast down
regulation to support system protection [5]. To fulfill these
requirements, a wind farm should be capable of tracking the
specific power references. In other words, the modern wind
farm is required to operate much more like a conventional
power plant and ultimately to replace conventional power
plants.
The control scheme of a wind farm is implemented either
by utilization of a separate energy storage device or through
partial loading of wind turbines [6]. However, with the increas-
ing scale of wind farms, the additional capital investment and
maintenance cost of energy storage would be too high. The
coordination of the wind turbines is a practical solution. In
[6], the additional power reference is proposed to spread over
all the turbines proportionally to their actual output power.
In [5], the dispatch function of each turbine is based on
the available power. The work above focuses only on the
tracking performance of the reference power. The alleviation
of wind turbine load, referring to the forces and moments
experienced by the wind turbine structure, is neglected. That
will significantly shorten the service lifetime of wind turbines
[7].
The Model Predictive Control (MPC) scheme based on
multi-objective performance optimization is an effective so-
lution to handle this problem. It makes use of the receding
horizon principle such that a finite-horizon optimal control
problem is solved over a fixed interval of time [8]. A Central-
ized Model Predictive Control (C-MPC) strategy considering
the trade-off between tracking performance and alleviation of
wind turbine loads is proposed in [9]. However, the dimension
of the matrices for optimization problem become very large
with a large-scale wind farm and the computation burden is
very heavy. The cooperative Distributed MPC (D-MPC) con-
cept is developed to solve the same optimization problems as
C-MPC with reduced computation load. Among the different
distributed algorithms ([10], [11]), most of them are based on
the property that the (sub)gradient to the dual of optimization
problems can be handled in distributed fashion [12]. This ap-
proach is referred to as dual decomposition. The fast gradient
method used in dual decomposition was originally proposed
in early 1980s and has attracted more and more attention for
D-MPC in the past few years [13], [14]. Compared with the
standard gradient methods, the convergence rate can be largely
improved. The parallel generalized fast dual gradient method
proposed in [15] is adopted to design the wind farm D-MPC
controller in this paper.
The paper is organized as follows: Section II describes the
wind farm controller based on the D-MPC. In Section III,
the linearization of wind turbine model for the wind farm
controller is discussed. Section III explains the design of the
D-MPC for a wind farm. Case studies with the developed D-
MPC are presented and discussed in Section IV. In the end,
the conclusion is drawn.
II. WIND FARM CONTROL BASED ON D-MPC
The conventional wind farm control setup is illustrated in
Fig. 1. Although both active and reactive power is labeled,
only active power is considered in this paper. It is a two-level
control system. At the wind farm control level, the wind farm
controller behaves like a centralized unit. Different approaches
described above (including C-MPC) could be applied to pro-
vide the required power at the Point of Common Coupling
(PCC) by distributing the power references PWTiref to the wind
turbines. Its inputs include the demand signal from the system
operator, measurements at the PCC and available power from
the wind turbines. At the local control level, the reference
signals for converters and blade pitch controller of each wind
turbine are generated according to PWTiref .
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Fig. 1. Conventional control structure of wind farm
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Fig. 2. D-MPC based control structure of wind farm
A D-MPC based control structure of wind farm is shown
in Fig. 2. Each wind turbine is considered as a subsystem
and regulated by its local D-MPC. A communication network
allows the collaboration among the D-MPCs and ensures the
improvement of global system performance. Obviously, the
computation burden is significantly reduced compared with
the centralized case.
III. WIND TURBINE MODELING FOR D-MPC
A wind turbine system is a nonlinear system including
aerodynamics, drive train, tower, generator, pitch actuator and
the wind turbine controller, as shown in Fig. 3. The main
purpose of this section is to derive a simplified wind turbine
prediction model for the D-MPC design of a wind farm. Since
the sampling time of wind farm control is in seconds, the fast
electromagnetic transients can be ignored. The torque control
can be assumed to be perfect and generator efficiency µ is
well compensated in WTG controller. Therefore, PWTref = Pg.
Additionally, the low speed dynamics of shaft torque Ts and
the thrust force of the nacelle Ft should be captured in order
to represent the alleviation of wind turbine load.
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Fig. 3. Block diagram of the single wind turbine model [16]
A wind turbine model which fulfills the requirements above
is introduced in [9]. Its state-space form around an operating
point is expressed as follows:
x˙ = Ax+Bu+ Ed (1)
z = Cx+Du+ Fd
where x, u, d and z indicate state, input, disturbance and
output vectors: x = [β, ωr, ωf ]′, u = PWTref , d = vs, z =
[Pg, Ft, Ts]
′.
The state space matrices are:
A =
 0 −
KPη
τω
KP−KIτω
τω
KβTr
J
KωrTr
J +
1
J
P 0refη
µω0g
2 0
0 iτω − 1τω
 ,
B =
 0− ηJµω0g
0
 , E =
 0KvsTr
J
0
 ,
C =
 0 0 0KβFt KωrFt 0
η2JgKβTr
J
i2JgKωrTr
J − η
2JrP
0
ref
Jµω0g
2 0
 ,
D =
 10
1
µω0g
 , F =
 0KvsFt
η2JgKvsTr
J
 .
The corresponding parameters and variables are defined in
nomenclature. The equivalent inertia J is calculated by J =
Jr + η
2Jg. KβTr , KωrTr , KvsTr , KβFt , KωrFt and KvsFt are
the coefficients derived from the Taylor approximation of Tr
and Ft at the operating point, given by:
KβTr =
∂Tr
∂β
∣∣∣∣
β0,ηω0g,v
0
s
,KωrTr =
∂Tr
∂ωr
∣∣∣∣
β0,ηω0g,v
0
s
,
KvsTr =
∂Tr
∂vs
∣∣∣∣
β0,ηω0g,v
0
s
,KβFt =
∂Ft
∂β
∣∣∣∣
β0,ηω0g,v
0
s
,
KωrFt =
∂Ft
∂ωr
∣∣∣∣
β0,ηω0g,v
0
s
,KvsFt =
∂Ft
∂vs
∣∣∣∣
β0,ηω0g,v
0
s
.
According to the discretization method introduced in [17],
the wind turbine dynamic is described by the following linear,
discrete, time-invariant system. The formulation of Ad, Bd,
Cd, Dd, Ed and Fd depending on the sampling time is
elaborated in [17].
x(k + 1) = Adx(k) +Bdu(k) + Edd(k) (2)
zi(k) = Cdx(k) +Ddu(k) + Fdd(k)
IV. DISTRIBUTED MODEL PREDICTIVE CONTROL VIA
DUAL DECOMPOSITION WITH FAST GRADIENT METHOD
A. MPC Problem formulation
The cost function of the D-MPC design takes both the
tracking performance of the wind farm power reference and
the alleviation of wind turbine load into account. The reference
values should be firstly decided. During the wind farm oper-
ation, it is assumed that the mean wind speed vs of a certain
period (10 minutes used in [9]) can be estimated and an initial
distribution of individual wind turbine power references for
this period is known. Therefore, the power reference for the
ith wind turbine PWTiref can be calculated by
PWTiref = αiP
wfc
ref , with
nt∑
i=1
αi = 1. (3)
Accordingly, other steady state variables, e.g. the shaft
torque TWTis , can be determined. By defining:
PWTig (k) = S1 · zi(k), S1 = [1, 0, 0],
TWTis (k) = S2 · zi(k), S2 = [0, 1, 0],
FWTit (k) = S3 · zi(k), S3 = [0, 0, 1],
ui = [ui(0), ..., ui(np − 1)]′, (ui ∈ Rnp×1),
u = [u′1, ..., u
′
nt ]
′, (ui ∈ R(np·nt)×1),
the MPC problem can be formulated as follows:
min
u
nt∑
i=1
(
np∑
k=0
‖ S1 · zi(k)− PWTiref ‖2QP
+
np∑
k=0
‖ S2 · zi(k)− TWTis ‖2QT
+
np−1∑
k=0
‖ ∆(S3 · zi(k)) ‖2QF ) (4)
subject to
xi(k + 1) = Adxi(k) +Bdui(k) + Eddi(k)
∀i, k = 0, ..., np − 1 (5)
zi(k) = Cdxi(k) +Ddui(k) + Fddi(k)
∀i, k = 0, ..., np (6)
xi(0) = xi(t) (7)
nt∑
i=1
ui(0) = P
wfc
ref (8)
xi ∈ Xi, (9)
ui ∈ Ui, (10)
The second and third terms in the cost function (4) are used
to penalize the deviation of the shaft torque from the steady
state and the derivative of the thrust force in order to reduce
the wind turbine load. Xi and Ui represent the local state
and control input constraints, respectively. As the optimization
variable u, the first values (ui(0), i ∈ [1, ..., nt]) are taken
as the control inputs for each turbine. The control inputs are
coupled whose summary equals to the power reference of the
wind farm Pwfcref (see (8)).
B. D-MPC algorithm via dual decomposition
As introduced in [17], the MPC problem (4) could be
reformulated as a summary of standard Quadratic Program-
ming (QP) problems with Hessian matrix Hi ∈ Rnp×np and
coefficient vector gi ∈ Rnp×1:
min
u
Φ =
nt∑
i=1
Φi(ui) =
nt∑
i=1
(
1
2
u′iHiui + g
′
iui) (11)
subject to
Gu = b (12)
u ∈ U . (13)
Hi and gi can be calculated according to the discrete model
of the ith wind turbine and prediction horizon np. More details
are explained in [17]. The coupling of the control inputs can
be equivalently rewritten as the equality constraint (12), where
G = [G1, · · · , Gnt ], G ∈ R1×(np·nt),
G1 = G2 = · · ·Gnt = [1, 0, · · · , 0], Gi ∈ R1×np , (14)
b = Pwfcref . (15)
By introducing dual variable vectors λ ∈ R1, κ ∈ R1 and
ξ ∈ R1, the coupled equality constraint (12) can be decom-
posed. The parallel fast gradient method via dual decompo-
sition proposed in [15] is adopted in this paper, which has a
guaranteed convergence and improvement of the convergence
rate from O(1/m) to O(1/m2) (m indicates the iteration
number). The proofs regarding the guarantee of convergence
and convergence are described in [14]. Due to the limitation of
space, only the implementation procedure for the wind farm
control is stated below. Normally, the iteration process stops
if the stopping criterion is met. In this study, fixed number of
iteration mmax is selected as the stopping criterion in order to
limit the online computation time.
Parallel fast dual gradient method
Require: Initial guesses κ[1] = λ[0], ξ[1] = 1.
for: m = 1, ...,mmax, do
1) Form and send κ[m] to all wind turbines.
2) Update u[m] by solving the local optimization with
augmented cost function:
u
[m]
i = arg minui
{Φi + u′iG′iκ[m]}
3) Receive u[m]i from each turbine and form u
[m] =
[u
[m]
1
′
, · · · , u[m]nt
′
]′.
4) Update the dual variables:
λ[m] = κ[m] + L−1(Gu[m] − b)
ξ[m+1] =
1 +
√
1 + 4(ξ[m])2
2
κ[m+1] = λ[m] + (
ξ[m] − 1
ξ[m+1]
)(λ[m] − λ[m−1])
end for
The Hessian matrix H is block diagonal: H :=
blkdiag(H1, ...,Hnt). According to [15], the matrix L in
the algorithm should satisfy L  GH−1G′. In this paper,
L = GH−1G′ is chosen.
V. CASE STUDY
In this section, the simulation results of a centralized wind
farm controller are used to compare with these with the
D-MPC. A wind farm with 10 × 5 MW wind turbines is
adopted as the test system. The sampling time ts is set 1 s.
During the simulation, the mean wind speed for each wind
turbine is assumed to be known and over the rated wind
speed (11.5 m/s). Hence, all the wind turbines operate in the
partial loading mode. The wind field modeling for the wind
farm is created in SimWindFarm [18], which is a toolbox for
dynamic wind farm model, simulation and control. The wake
effects of the wind turbines are also considered. The power
reference of the wind farm Pwfcref is defined 40 MW and kept
constant. Timing and communication delay is negligible in the
simulation. The simulation time is 300 s.
For the centralized wind farm controller, the initial power
reference for all the wind turbines are defined the same:
PWFiref =
Pwfcref
nt
= 4 MW according to the proportional
distribution algorithm.
For the D-MPC, the wind speed is considered as the mea-
surable disturbance and the values for the prediction horizon
are based on persistence assumption, which is suitable for
the short-term prediction. Therefore, the prediction horizon
np = 10. To compare the control effects of different weighting
factors on the wind turbine load reduction, two scenarios are
defined in Table I.
TABLE I
SCENARIO DEFINITION
QP QT QF
Scenario 1 1 5 2
Scenario 2 1 10 2
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Fig. 4. Simulation results of WT 01
The comparison for a single wind turbine (WT 01) with
the two controllers is taken as an example and illustrated in
Fig. 4. It can be observed that the power output by D-MPC
varies following the wind speed (see Fig. 4(a)). Accordingly,
the deviation of the shaft torque Ts is significantly reduced
by D-MPC (see Fig. 4(b)). With larger weighting factor of Ts
(Scenario 2), the reduction becomes more than that of Scenario
1. Due to the small weighting factor, the thrust force change
is not obvious (see Fig. 4(c)).
Regarding the whole wind farm, the simulation statistics are
listed in Table II-IV, where σ(Pwfcgen ) indicates the standard
deviation of the output power, σTs and σ∆Ft represent the
shaft and thrust-induced loads, respectively.
1
0 50 100 150 200 250 300
39.98
40
40.02
40.04
Time (s)
Po
w
er
(M
W
)
Centralized control
D-MPC (Scenario 1)
D-MPC (Scenario 2)
Fig. 5. Active power of the wind farm Pwfcgen
TABLE II
SIMULATION STATISTICS σ(Pwfcgen ) in MW
Centralized D-MPC D-MPC
Control Scenario 1 Scenario 2
Wind Farm 0.0091 0.0091 (0.00%) 0.0091 (0.00%)
The comparison of output power Pwfcgen for both controllers
is shown in Fig. 5. The waveforms are observed around the
reference value (Pwfcgen = 40 MW) and almost identical. This
observation is proved by the calculated standard deviations
σ(Pwfcgen ) for both controller, which are the same. The value
is 0.0091 MW, only 0.022% of the power reference (40 MW)
which is within the tolerance range.
According to the statistics in Table III, the shaft torque
deviation is alleviated significantly with D-MPC for each wind
turbine, compared with the centralized control. For Scenario
1, the reduction percentages of standard deviation are between
37.61% and 47.01%. By increasing the weight QT in Scenario
2, the reductions become larger which are between 39.42% and
49.49%.
The thrust force change is also alleviated in each wind
turbine with D-MPC. For Scenario 1, the reduction percent-
ages of standard deviation are between 2.85% and 5.35%. For
Scenario 2, the thrust force is affected by increasing QT , the
reductions become a little larger which are between 3.45% and
6.10%.
VI. CONCLUSION
In this paper, the D-MPC via dual decomposition with
fast gradient method is used for the active power control of
a wind farm. Compared with the centralized control, shaft
torque and thrust force of wind turbines are included in
the cost function to achieve the balance between the power
TABLE III
SIMULATION STATISTICS σ(Ts) in MNm
Centralized D-MPC D-MPC
Control Scenario 1 Scenario 2
WT 01 0.0612 0.0354 (-42.08%) 0.0346 (-43.47%)
WT 02 0.0643 0.0358 (-44.36%) 0.0339 (-47.22%)
WT 03 0.0698 0.0370 (-47.01%) 0.0352 (-49.49%)
WT 04 0.0651 0.0385 (-40.87%) 0.0375 (-42.36%)
WT 05 0.0554 0.0333 (-39.87%) 0.0333 (-39.87%)
WT 06 0.0645 0.0348 (-45.99%) 0.0334 (-48.15%)
WT 07 0.0715 0.0414 (-42.13%) 0.0394 (-44.93%)
WT 08 0.0688 0.0372 (-45.98%) 0.0355 (-48.43%)
WT 09 0.0674 0.0368 (-45.34%) 0.0362 (-46.21%)
WT 10 0.0802 0.0500 (-37.61%) 0.0486 (-39.42%)
TABLE IV
SIMULATION STATISTICS σ(∆Ft) in MN
Centralized D-MPC D-MPC
Control Scenario 1 Scenario 2
WT 01 0.0192 0.0187 (-2.91%) 0.1798 (-3.51%)
WT 02 0.0180 0.0171 (-4.24%) 0.1791 (-5.14%)
WT 03 0.0184 0.0173 (-4.93%) 0.1739 (-5.99%)
WT 04 0.0180 0.0170 (-4.95%) 0.1812 (-6.02%)
WT 05 0.0172 0.0166 (-2.85%) 0.1800 (-3.45%)
WT 06 0.0180 0.0169 (-4.67%) 0.1787 (-5.69%)
WT 07 0.0188 0.0176 (-5.35%) 0.1811 (-6.48%)
WT 08 0.0196 0.0186 (-4.06%) 0.1758 (-4.93%)
WT 09 0.0172 0.0163 (-4.60%) 0.1849 (-5.60%)
WT 10 0.0215 0.0201 (-5.03%) 0.1846 (-6.10%)
reference tracking and the alleviation of the wind turbine loads.
Compared with the C-MPC, there is no need to solve large-
scale optimization problem. Therefore, the computation burden
can be significantly reduced and it is potential for online MPC
application in the modern large-scale wind farm.
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