Summary: Regression analysis is perhaps the best known and most widely used method used for the analysis of dependence; that is, for examining the relationship between a set of independent variables (X's) and a single dependent variable (Y). In general regression, the model is a linear combination of independent variables that corresponds as closely as possible to the dependent variable [Lattin, Carroll, Green 2003, p. 38]. The aim of the article is to present two suitable adaptations for a regression analysis of symbolic interval-valued data (centre method and centre and range method) and to compare their usefulness when dealing with noisy variables and/or outliers. The empirical part of the paper presents the results of simulation studies based on artificial and real data, without noisy variables and/or outliers and with noisy variable and outliers. The results are compared according to the values of two coefficients of determination 2 L R and 2 .
Introduction
Regression analysis is used to determine the statistical relationship between a set of independent variables (X's) and a single dependent variable (Y). Of course this relationship is not captured perfectly, there are usually many other unobserved or unmeasured factors that also influence the value of the dependent variable (Y) (see for example: [Lattin, Carroll, Green 2003, p. 39; Hair et. al. 2006, pp. 169-170] ).
The basic formulation for regression analysis is (see [Hair et. al. 2006, p. 169; Lattin, Carroll, Green 2003, p. 44] 
or, in matrix terms:
Usually the ordinary least squares method is used to estimate a linear regression model. This method has many well-known properties, limitations and disadvantages that are widely described in the literature (see for example: [Hair et al. 2006, pp. 204-208; Walesiak, Gatnar (eds.) 2004, pp. 83-84; Lattin, Carroll, Green 2003, pp. 43-47, 56-65; Welfe 2003, pp. 29-32] ).
To estimate model coefficients we use the following formula:
The aim of this article is to present suitable adaptations for the regression analysis of symbolic interval-valued data and to compare their usefulness when dealing with noisy variables and/or outliers. The empirical part of the paper presents the results of simulation studies -based on artificial data, without noisy variables and/or outliers and with noisy variable and outliers. The results are compared according to two coefficients of determination: one for lower bounds 2 L R and one for upper bounds 2 .
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Symbolic data
Symbolic objects, unlike classical objects, can be described by many different symbolic variable types. They can be described by the following variables [Bock, Diday (eds.) 2000, pp. 2-3; Billard, Diday 2006, pp. 7-30; Dudek 2013, pp. 35-36 ] -see Table 1 There are two main symbolic objects' types: 1. First order objects (simple objects, individuals) -single respondent, product, company, etc., described by symbolic variable types. These objects are individuals that are symbolic by their nature.
2. Second order objects (aggregate objects, super individuals) -more or less homogeneous classes, groups of individuals described by symbolic variables.
3. Regression analysis for interval-valued data As in the case of symbolic interval-valued data, we deal not with single real numbers, but with intervals [ ] The theoretical values for the lower (denoted by L) and upper (denoted by U) bounds of a symbolic interval-valued variable are obtained by applying the following equations:
b) centre and range method -where the elements of the elements of the matrices X and y are substituted by the centres 2
for each variable, so in this case we get:
where: ˆr b are the estimates for ranges, and c b are the estimates for centres.
This means we estimate separately the coefficients for centres and ranges for the whole regression model.
The theoretical values for the lower (denoted by L) and upper (denoted by U) bounds of the symbolic interval-valued variable are obtained by applying the following equations: The papers by Lima-Neto and de Carvalho 2008 and 2010 (see: [Lima-Neto, de Carvalho 2010 , pp. 1500 -1515 ), also propose linear regression models with penalty functions: ridge regression, lasso regression and the elastic net model. In the empirical part only the centre method and centre and range method, without any penalty functions, will be used.
As mentioned before, in the case where we are dealing with interval [ ] For other types of symbolic data there are other solutions that allow us to use the ordinary least squares and linear regression model (see for example: [Billard, Diday 2006, pp. 192-226; Diday, Noirhomme-Fraiture 2008, pp. 361-372] ).
However in the case of symbolic interval-valued data, and other types of symbolic data, no methodology for detecting problems with the model (e.g. multicollinearity or heteroscedasticity) and significance testing is proposed. It is hard to tell if centres, ranges (or both) or upper and lower bounds should be used in significance testing or detection of problems.
Results of simulation studies
In order to compare the centre method and centre and range method (with the application of 2 L R and 2 U R ), the following artificial data sets were prepared: 1) Data set I -14 symbolic objects, one interval-valued variable X, intervalvalued variable y. Figure 1 presents a correlation plot for the centres of this data set (without noisy variables and/or outliers). Figure 1 presents the correlation plot for the centres of X and y for this data set.
2) Data set II -50 symbolic objects, three interval-valued X's, interval-valued variable y. Figure 2 presents a scatterplot for centres of this data set (without noisy variables and/or outliers).
Besides artificial data sets with noisy variables and/or outliers and without them, two real data sets were used in the study: 1) Wheat harvests depending on fertilizers used (in kg of pure NPK) -data was collected from 2002 until 2010 across Polish regions. Then a time-based aggregation was applied to obtain first-order symbolic objects.
2) Human development index (HDI) value depending on three variables: mean years of schooling, life expectancy at birth and gross national income (GNI) per capita (2011 PPP in USD).
As we can see (Figures 1 and 2 ), in both cases data sets without noisy variables and/or outliers can be assumed to be linear.
For each artificial data set four simulation paths were prepared: 1. The original data set without noisy variables and/or outliers. 2. Data sets with 10% and 20% of outliers added. The outliers were generated independently for each variable for the whole data set from uniform distribution (with range [1, 10] ). The generated values are randomly added to the upper bound of the j-th variable or subtracted from the lower bound of the j-th variable (see [Walesiak, Dudek 2014] ).
3. Data set with 1 or 2 noisy variables. The noisy variables are simulated independently from the uniform distribution. The variations of noisy variables in the generated data are similar to non-noisy variables (see: [Milligan, Cooper 1985; Qiu, Joe 2006, p. 322; Walesiak, Dudek 2014] ).
4. Data set with 2 noisy variables and 20% of outliers added. The results for the first data set are shown in Table 2 . The centre and range method. in the case of the first. quite simple data set, performs as well as the centre method (when comparing them according to R 2 values). The centre and range method performs worse when dealing with noisy variables and outliers. The results for the first data set are shown in Table 3 . In the case of the wheat data and in the case of the HDI data, the better results were obtained by the centre and range method than in the case of the centre method.
Summary
There are two main methods proposed for ordinary least squares estimation for regression analysis for interval-valued data: the centre method, and centre and range method. Apart from these, regression methods with penalty functions are proposed.
In most cases the centre and range method obtains better results (in terms of R 2 values) than the simple centre method. This method obtains better results as, besides the centres, the ranges of the intervals are also taken into consideration -so this method should be used for more complex data sets. However, the centre and range method is more sensitive when larger changes of ranges occur. A problem for future studies is the verification of ordinary least squares assumptions when dealing with symbolic interval-valued data.
