Abstract: Minimum-time trajectory tracking of an under-actuated mechanical system called the Acrobot is presented. The success of the controller is demonstrated by the fact that the tracking error is reduced by more than an order of magnitude when compared to the open-loop system response. The control law is obtained by linearizing the system about the nominal trajectory and applying differential dynamic programming to the resulting linear timevarying system, while using a weighted sum of the state-deviation and input-deviation as the cost function.
Introduction
In controlling under-actuated systems, it is often necessary to determine the desired state andor output trajectory that the plant under its control must follow. The determination of the desired trajectory is often performed in order to minimize a certain performance index while satisfying the required state andor input constraints. A frequently used performance index is the "time" to perform a certain task.
Most of the work in minimum-time trajectory planning and tracking has been for rigid, non-redundant, completely actuated robotic manipulators. This includes the work of [l] and [2] and [13] , [14] , and [15] . There has been some work where there are no path constraints and only the terminal state is specified. This scenario allows for the use of switching times as optimization parameters (see [8] and [lo] ) if the state equation of the dynamic system is linear in the inputs and the inputs have explicit upper and lower bounds. (This can be proved with the Pontryagin Minimum Principle {see [3] and [7] ].)
The Acrobot system considered in the present paper falls into this category and the optimal trajectories are of this bang-bang type, as expected. Some of the previous work in tracking of minimum-time trajectories of under-actuated dynamic systems includes the work of [ll], [5] and [6] , and [9] . In all of these works, an offline trajectory is found by optimization methods, and then a controller is designed to attempt to keep the system close to the off-line optimal trajectory .
The present work presents and demonstrates a method of real-time tracking of minimum-time trajectories that is applicable to under-actuated as well as fully actuated systems. The method used is to first linearize the nonlinear discretetime dynamic system about the nominal trajectory. Then, we apply differential dynamic programming (ddp) to the resulting time-varying linear system while treating our cost function as the weighted sum of the squares of the state deviations (state errors) and the input deviations. For the Acrobot problem considered herein, with an initial state error, the closed loop control law (obtained from the ddp) gives tracking performance that is more than an order of magnitude better than the open-loop tracking response.
Problem Statement
Given a nonlinear time invariant dynamic system whose state equation is: with initial condition:
and required terminal state: and input bounds: where of course, (7) 
Overview of the Tracking Method/Derivation of Feedback Gain Matrices
We suppose we have found an optimal (minimum-time) trajectory off-line and that we have left enough slack in the inequality constraints (4) to allow for closed-loop tracking with disturbances present, and we want to track this trajectory in the presence of initial errors and/or other disturbances.
Obviously, to robustify the tracking performance to such disturbances, we must have feedback. Let us denote the off-line optimal trajectory by:
The equations (5) will be linearized about this trajectory. (So, in equation (7), we replace iik and Fk by iil and YL, respectively.) The ddp method provides us with a feedback law of the form:
where again the uk is the change in iik, or uk = A&, and xk is the change in Fk , or xk = AEk, and where the Gk are constant matrices.
Obviously we have reduced (by first order approximation) the problem to one in which our system is the following linear, time-varying system: and our cost function is:
xk+l =Akxk +Bkuk, ( k l , ...,A') (11)
In equation (ll), however, N is not the same N as was used in the off-line optimization.
We integrated the open loop torques (from the offline optimization) forward at a finer integration step-size to obtain data (i.e., Ak and B,) that are spaced at 0.7569 ms intervals.
The following schematic will be very useful in deriving the feedback gain matrices: 
We can now solve explicitly for the value of u4 that will minimize ws. It is: We now want to find ~3 in terms of x3. We w4 = v4 + ws have:
So, let us first express w4 in terms of x3 and U,. After substituting (15) into (14) and then substituting x4 = A3x3 + 4% into that result and simplifying, it can be shown that: 
(thus defining C,, D,, and e), we have:
(and thus GI = -Cl-lDl),
Mere inspection/comparison of equations (20) and (16) The Acrobot is a single input system. The first joint is not actuated at all. The initial state of the system is the "straight down" position (i.e., 0, = 0 , 0, =0) at rest, and the desired terminal state is the "straight up" position (i.e., 0, = n, 0, = 0 ) , also at rest.
We will denote the masses and centroidal moments of inertia of the two links by m,, m,, I,, I, (which take into account the motor inertia at the second joint), their center of mass positions by I,,, Zzc, which are measured from the joint of each respective link, the link lengths by I , , and I , , and the gravitational acceleration by g. The system has its link mass distributed such that In particular, the terminal state, which is desired to be: (3.14159 rad, 0 rad, 0 rads, 0 rads), was actually: (3.83 rad, -0.28 rad, 2.2 rads, -2.2 rads). This will contrast significantly with the closed loop performance.
We will now show the closed loop tracking performance in the presence of the same initial state error. In these simulations, a 1.32 kHz sampling rate was assumed for the digital controller, and we had one Gk for each sampling period. The cost function used for the ddp was We see from Figure 7 that the closed loop torque does not exceed the off-line torque by too much. The maximum torque in Figure 7 is about 3.5Nm, which is 15% above the open loop torque. Thus, our actual torque bounds would have had to have been 3.5" for us to be able to achieve the tracking performance shown in Figure 6 .
Conclusions
We have demonstrated the ability of the ddp feedback law to provide tracking performance for a minimum-time trajectory of the Acrobot that is at least 20 times better than the open-loop response with the same initial state error. Furthermore, the closed loop torques were not terribly above the open loop torques, exceeding them only by 15%.
