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Abstract
In this paper we consider the inverse problem for a discrete damped mass–spring system where the
mass, damping, and stiffness matrices are all symmetric tridiagonal. We first show that the model can be
constructed from two real eigenvalues and three real eigenvectors or two complex conjugate eigenpairs
and a real eigenvector. Then, we study the general under-determined and over-determined problems. In
particular, we provide the sufficient and necessary conditions on the given two real or complex conjugate
eigenpairs so that the under-determined problem has a physical solution. However, for large model order,
the construction from these data may be sensitive to perturbations. To reduce the sensitivity, we propose
the minimum norm solution over the under-determined noisy data and the least squares solution to the
over-determined measured data. We also discuss the physical realizability of the required model by the
positivity-constrained regularization method for the ill-posed under-determined problem and the least squares
optimization problems with positivity-constraints for the ill-posed over-determined problem. Finally, we give
simple numerical examples to illustrate the effectiveness of our methods.
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1. Introduction
A free vibrating system with n degrees of freedom is governed by the equation of the form:
P(λ)x = 0 (1)
with the quadratic pencil P(λ) defined by
P(λ) ≡ λ2M + λC + K, (2)
where the matrices M , C, and K are all real symmetric tridiagonal:
M =
⎡⎢⎢⎣
2m1 + 2m2 m2
m2 2m2 + 2m3 m3
· · · · · · · · · · · · · · ·
mn 2mn
⎤⎥⎥⎦ , (3)
C =
⎡⎢⎢⎣
c1 + c2 −c2
−c2 c2 + c3 −c3
· · · · · · · · · · · · · · ·
−cn cn
⎤⎥⎥⎦ , (4)
and
K =
⎡⎢⎢⎣
k1 + k2 −k2
−k2 k2 + k3 −k3
· · · · · · · · · · · · · · ·
−kn kn
⎤⎥⎥⎦ . (5)
This is a damped mass–spring model, where the matrices M , C, and K are called the mass,
damping, and stiffness matrices, respectively. The real numbers (mj )n1, (cj )
n
1, and (kj )
n
1 denote
the physical parameters with the additional requirements that these parameters should be positive
in real-life structures. For general vibrating systems, see for instance [14,15]. It is very known
that (1) is also a special kind of quadratic eigenvalue problem (QEP). The scalar λ and the
corresponding nonzero vector u are called, respectively, eigenvalue and eigenvector of the QEP
(1). For the applications, mathematical properties, and various numerical solution techniques of
general QEPs, see [30] and the references therein.
In this paper, we consider the inverse problem for the vibrating system (1). That is, we
reconstruct the quadratic pencil (2) from given eigenvalue/eigenvector data.
The inverse problems can be stated as follows:
Problem A. Construct the parameters (mj , cj , kj )n1 from w =
∑n
1 mj and two real eigenvalues
λ, φ and three real eigenvectors x, y, z ∈ Rn.
Problem B. Construct the parameters (mj , cj , kj )n1 from w =
∑n
1 mj and one real eigenvector x
and two complex conjugate eigenpairs (α + βi, xR + xRi) and (α − βi, xR − xI i), where α, β ∈
R with β /= 0, xR, xI ∈ Rn, and i =
√−1.
Problem C. Construct the parameters (mj , cj , kj )n1 from w =
∑n
1 mj and k eigenpairs
{(λp, x(p))}kp=1 where λ2j−1 :=αj + βj i, x(2j−1) :=x(j)R + x(j)I i and λ2j :=αj − βj i, x(2j) :=
x
(j)
R − x(j)I i are complex-valued for j = 1, 2 . . . ,  and (λj , x(j)) are real-valued for j = 2 +
1, . . . , k.
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Inverse eigenvalue problems arise in a remarkable variety of applications. This includes control
design, inverse Sturm–Liouville problems, applied mechanics, applied physics, and signal and
data processing, etc., see for instance [7,8,9,32] and the references therein.
Recently, inverse eigenvalue problems for vibrating systems have been obtained considerable
discussions. [14] is a comprehensive reference for these problems. There is a large literature on the
construction of the quadratic pencil (2) from eigenvalue/eigenvector data in many special cases.
The problem of reconstructing a Jacobi matrix J from its spectral data (it is a special case of (2)
with M = diag(m1, . . . , mn), C = 0, and J ≡ M−1/2KM−1/2) has received much attention in
the literature, e.g., [3,4,14,17,20]. Ram [23] studied the problem of reconstructing the undamped
mass–spring system (i.e. the pencil (2) with M = diag(m1, . . . , mn) and C = 0) from two spectra
and Ram [24] considered the same problem from a single eigenvalue, two eigenvectors, and the
total mass. Ram and Gladwell [26] generalized the problem to finite element model with tridiag-
onal mass matrix (i.e., the quadratic pencil (2) with C = 0). Ram and Elhay [25] discussed the
reconstruction of the symmetric tridiagonal quadratic pencil P(λ) = λ2In + λC˜ + K˜ (a special
case of (2) with M = diag(m1, . . . , mn), C˜ = M−1/2CM−1/2 and K˜ = M−1/2KM−1/2) from
two spectra.
In this paper, we will first solve Problems A and B by construction. Then, we extend to
the general problem (i.e., Problem C) over any given eigendata. In particular, we present the
sufficient and necessary conditions on the two real or complex conjugate eigenpairs so that the
under-determined problem has a physically realizable solution. However, the constructed models
may be sensitive to noise. The eigendata is often experimentally measured from the physical
structures, which are corrupted by noise [12]. To reduce the sensitivity of the problems, by using
these measured eigenpairs, we will consider the over-determined problem in the least squares
sense and the under-determined problem in the minimum norm sense. Furthermore, based on the
under-determined noisy eigendata, we propose the regularization method for finding a stable and
physically feasible solution. Also, based on the over-determined noisy data, the positivity of the
parameters (mj , cj , kj )n1 is obtained by the solution of a set of positivity-constrained least-squares
optimization problems.
This paper is organized as follows. We directly construct the solutions to Problems A and B in
Sections 2 and 3, respectively. Then, in Section 4 we consider Problem C and provide the solvability
conditions on the given two real or complex conjugate eigenpairs so that the under-determined
problem has a physical solution. In Section 5 we consider the ill-posed under-determined and over-
determined problems over the given experimentally measured data. Different numerical methods
are presented for different cases. The physical realizability of the required model is also discussed.
In Section 6 we present some numerical results to illustrate the effectiveness of proposed methods.
Finally, we give some concluding remarks in Section 7.
2. Problem A
In this section, we will discuss the solvability conditions for Problem A and propose a con-
structive procedure for solving Problem A. Given three real eigenpairs: (λ, x), (φ, y), and (ψ, z).
By (1), we have⎧⎪⎨⎪⎩
(λ2M + λC + K)x = 0,
(φ2M + φC + K)y = 0,
(ψ2M + ψC + K)z = 0.
(6)
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Since the associated matrices M , C, and K have the structures as in (3)–(5), respectively, we
can rewrite (6) as the following 3n pairs of equations⎧⎨⎩
λ2axnmn + λdxn cn + dxn kn = 0,
φ2a
y
nmn + φdyn cn + dyn kn = 0,
ψ2aznmn + ψdzncn + dznkn = 0,
(7)
and ⎧⎪⎨⎪⎩
λ2axj mj + λdxj cj + dxj kj + λ2bxjmj+1 − λdxj+1cj+1 − dxj+1kj+1 = 0,
φ2a
y
j mj + φdyj cj + dyj kj + φ2byjmj+1 − φdyj+1cj+1 − dyj+1kj+1 = 0,
ψ2azjmj + ψdzj cj + dzj kj + ψ2bzjmj+1 − ψdzj+1cj+1 − dzj+1kj+1 = 0
(8)
for j = 1, . . . , n − 1, where⎧⎪⎨⎪⎩
(axj )
n
1 = xj−1 + 2xj , (bxj )n−11 = 2xj + xj+1, (dxj )n1 = xj − xj−1,
(a
y
j )
n
1 = yj−1 + 2yj , (byj )n−11 = 2yj + yj+1, (dyj )n1 = yj − yj−1,
(azj )
n
1 = zj−1 + 2zj , (bzj )n−11 = 2zj + zj+1, (dzj )n1 = zj − zj−1
(9)
with x0 = y0 = z0 = 0.
Suppose that the total mass w = ∑n1 mj(mn /= 0), the two real numbers {λ, φ}, and the two
real eigenvectors {x, y, z} are given. Our goal is to seek the solution (mj , cj , kj )n1 in terms of
these eigendata. Toward this end, we rewrite Eqs. (7)–(8) in the matrix form. For j = 1, 2, . . . , n,
define
m˜j = mj/mn, c˜j = cj /mn, k˜j = kj /mn. (10)
By definition, m˜n = 1. In particular, we can find c˜n and k˜n by (7), i.e.,⎡⎣λdxn dxnφdyn dyn
ψdzn d
z
n
⎤⎦(c˜n
k˜n
)
= −
⎛⎝λ2axnφ2ayn
ψ2azn
⎞⎠ . (11)
Since we are interested in the nontrivial solution of (11), the real number ψ is determined by
det
⎡⎣λ2axn λdxn dxnφ2ayn φdyn dyn
ψ2azn ψd
z
n d
z
n
⎤⎦ = 0 (12)
such that
rank
⎛⎝⎡⎣λdxn dxnφdyn dyn
ψdzn d
z
n
⎤⎦⎞⎠ = rank
⎛⎝⎡⎣λ2axn λdxn dxnφ2ayn φdyn dyn
ψ2azn ψd
z
n d
z
n
⎤⎦⎞⎠ .
Next, dividing expression (8) by mn gives rise to⎡⎢⎣λ
2axj λd
x
j d
x
j
φ2a
y
j φd
y
j d
y
j
ψ2azj ψd
z
j d
z
j
⎤⎥⎦
⎛⎝m˜jc˜j
k˜j
⎞⎠ =
⎡⎢⎣−λ
2bxj λd
x
j+1 d
x
j+1
−φ2byj φdyj+1 dyj+1
−ψ2bzj ψdzj+1 dzj+1
⎤⎥⎦
⎛⎝m˜j+1c˜j+1
k˜j+1
⎞⎠ (13)
for j = n − 1, . . . , 1.
To show our main theorem, define
g(n) = −
⎛⎝λ2axnφ2ayn
ψ2azn
⎞⎠ , w˜(n) = (c˜n
k˜n
)
, w˜(j) =
⎛⎝m˜jc˜j
k˜j
⎞⎠ for 1  j  n − 1, (14)
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Ann =
⎡⎣λdxn dxnφdyn dyn
ψdzn d
z
n
⎤⎦ , Ajj =
⎡⎢⎣λ
2axj λd
x
j d
x
j
φ2a
y
j φd
y
j d
y
j
ψ2azj ψd
z
j d
z
j
⎤⎥⎦ for 1  j  n − 1,
and
Bjj =
⎡⎢⎣−λ
2bxj λd
x
j+1 d
x
j+1
−φ2byj φdyj+1 dyj+1
−ψ2bzj ψdzj+1 dzj+1
⎤⎥⎦ for 1  j  n − 1.
Based on the above analysis, we provided a sufficient and necessary condition for the solvability
of Problem A as follows.
Theorem 2.1. Problem A has a nontrivial solution if and only if the following conditions are
satisfied:
(1) The real number ψ is determined by (12) such that rank(Ann) = rank([Ann, g(n)]);
(2) rank(Ajj ) = rank([Ajj , Bjj w˜(j+1)]) for j = n − 1, . . . , 1.
Proof. Problem A has a nontrivial solution if and only if Eq. (11) has a nontrivial solution and
(13) has a nontrivial solution successively for j = n − 1, . . . , 1, i.e., if and only if conditions (1)
and (2) of Theorem 2.1 are satisfied. 
Corollary 2.2. Problem A has a unique nontrivial solution if and only if the following conditions
are satisfied:
(1) The real number ψ is determined by (12) such that rank(Ann) = rank([Ann, g(n)]) = 2;
(2) det(Ajj ) /= 0, (j = n − 1, n − 2, . . . , 1).
Remark 2.3. Under the conditions of Theorem 2.1 or Corollary 2.2, one may first get c˜n, k˜n by
(11) and then apply Eqs. (13) successively for j = n − 1, n − 2, . . . , 1 to determine (m˜j , c˜j , k˜j )
for j = n − 1, n − 2, . . . , 1 in turn. Finally, since the total mass w = ∑n1 mj is known and one
can calculate w˜ = ∑n1 m˜j . By (10), the parameters (mj , cj , kj )n1 are given by
mj = m˜jw/w˜, cj = c˜jw/w˜, kj = k˜jw/w˜. (15)
In practice, by our procedure, one may find some of the parameters (mj , cj , kj )n1 are not
positive, which is not physical realizable. However, it seems not easy to find a necessary and
sufficient condition on the eigendata so that the constructed solution is physical feasible. This
needs further research.
For the purpose of demonstration, we present the following example.
2.1. Example 1
Let n = 3 and we randomly generate w, {λ, φ} and {x, y, z} as follows:⎧⎪⎪⎨⎪⎪⎩
w = 1.0403, λ = −4.6693, φ = −2.1036,
x = (−0.2063,−0.1469, 0.2142)T,
y = (0.4754, 0.2639,−0.4085)T,
z = (0.5900,−0.5648, 0.5853)T.
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Then we have that⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
(axj )
3
1 = (−0.4125,−0.5000, 0.2814)T,
(bxj )
2
1 = (−0.5594,−0.0796)T, (dxj )31 = (−0.2063, 0.0594, 0.3610)T,
(a
y
j )
3
1 = (0.9508, 1.0031,−0.5531)T,
(b
y
j )
2
1 = (1.2146, 0.1193)T, (dyj )31 = (0.4754,−0.2115,−0.6724)T,
(azj )
3
1 = (1.1799,−0.5397, 0.6058)T,
(bzj )
2
1 = (0.6151,−0.5443)T, (dzj )31 = (0.5900,−1.1548, 1.1501)T.
First, ψ is determined by Eq. (12), i.e.,
det
⎡⎣ 6.1362 −1.6859 0.3610−2.4474 1.4144 −0.6724
0.6058 · ψ2 1.1501 · ψ 1.1501
⎤⎦ = 0. (16)
By (16), we get two feasible solutions: ψ = −1.6950 or ψ = −8.1870. For ψ = −1.6950, by
(11), we have[−1.6859 0.3610
1.4144 −0.6724
](
c˜3
k˜3
)
=
(−6.1362
2.4474
)
. (17)
We find from (17) that c˜3 = 5.2053 and k˜3 = 7.3098. Setting j = 2 in Eq. (13) gives⎡⎣−10.9019 −0.2772 0.05944.4390 0.4449 −0.2115
−1.5505 1.9574 −1.1548
⎤⎦⎛⎝m˜2c˜2
k˜2
⎞⎠ =
⎛⎝−4.40061.9196
−0.1768
⎞⎠ ,
which yields that m˜2 = 0.3163, c˜2 = 5.3028, k˜2 = 8.7168. For j = 1, Eq. (13) leads to⎡⎣−8.9939 0.9631 −0.20634.2072 −1.0000 0.4754
3.3901 −1.0000 0.5900
⎤⎦⎛⎝m˜1c˜1
k˜1
⎞⎠ =
⎛⎝ 2.9049−1.1843
−0.2453
⎞⎠ ,
and then m˜1 = 0.0945, c˜1 = 5.7979, k˜1 = 8.8690. From the total mass w = ∑31 mj = 1.0403
and the normalized factor w˜ = ∑31 m˜j = 1.4107 we find that m1 = 0.0697, m2 = 0.2332, m3 =
0.7374, c1 = 4.2756, c2 = 3.9105, c3 = 3.8386, k1 = 6.5403, k2 = 6.4281, and k3 = 5.3905.
Therefore, the mass, damping, and stiffness matrices are give by
M =
⎡⎣0.6058 0.2332 00.2332 1.9414 0.7374
0 0.7374 1.4749
⎤⎦ , C =
⎡⎣ 8.1861 −3.9105 0−3.9105 7.7491 −3.8386
0 −3.8386 3.8386
⎤⎦ ,
K =
⎡⎣12.9685 −6.4281 0−6.4281 11.8186 −5.3905
0 −5.3905 5.3905
⎤⎦ .
For another feasible solution ψ = −8.1870, by the same way, we constructively obtain the
corresponding mass, damping, and stiffness matrices as follows:
M =
⎡⎣1.1353 0.1801 00.1801 1.3057 0.4727
0 0.4727 0.9454
⎤⎦ , C =
⎡⎣ 9.0411 −0.5661 0−0.5661 3.0267 −2.4606
0 −2.4606 2.4606
⎤⎦ ,
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K =
⎡⎣13.2695 −0.6810 0−0.6810 4.1364 −3.4554
0 −3.4554 3.4554
⎤⎦ .
From this example, we observe that for each ψ determined by (16), we find a physical realizable
solution for Problem A.
3. Problem B
In this section, we consider the solvability of Problem B as in Section 2. Notice that (α +
βi, xR + xI i) and (α − βi, xR − xI i) are two complex conjugate eigenpairs of the QEP (1), i.e.,{(
(α + βi)2M + (α + βi)C + K) (xR + xI i) = 0,(
(α − βi)2M + (α − βi)C + K) (xR − xI i) = 0. (18)
Expression (18) can take the following real form:
M
[
xR xI
] [ α β
−β α
]2
+ C [xR xI ] [ α β−β α
]
+ K [xR xI ] = 0,
or equivalently{
M
[
(α2 − β2)xR − 2αβxI
]+ C(αxR − βxI ) + KxR = 0,
M
[
2αβxR + (α2 − β2)xI
]+ C(βxR + αxI ) + KxI = 0. (19)
Recall that for the real eigenpair (λ, x), we have
(λ2M + λC + K)x = 0. (20)
Let ⎧⎪⎪⎨⎪⎪⎩
xR := (x1R, x2R, . . . , xnR)T, xI := (x1I , x2I , . . . , xnI )T,
(ajR)
n
1 :=xj−1,R + 2xjR, (ajI )n1 :=xj−1,I + 2xjI ,
(bjR)
n−1
1 :=2xjR + xj+1,R, (bjI )n−11 :=2xjI + xj+1,I ,
(djR)
n
1 :=xjR − xj−1,R, (djI )n1 :=xjI − xj−1,I ,
(21)
where x0R = x0I = 0. Then Eqs. (20) and (19) can be formulated as the following 3n pairs of
equations⎡⎣ λ2axn λdxn dxn(α2 − β2)anR − 2αβanI αdnR − βdnI dnR
2αβanR + (α2 − β2)anI βdnR + αdnI dnI
⎤⎦⎛⎝mncn
kn
⎞⎠ = 0. (22)
and ⎡⎣ λ21a(1)j λ1d(1)j d(1)j(α2 − β2)ajR − 2αβajI αdjR − βdjI djR
2αβajR + (α2 − β2)ajI βdjR + αdjI djI
⎤⎦⎛⎝mjcj
kj
⎞⎠
=
⎡⎣ −λ2bxj λdxj+1 dxj+1−[(α2 − β2)bjR − 2αβbjI ] αdj+1,R − βdj+1,I dj+1,R
−[2αβbjR + (α2 − β2)bjI ] βdj+1,R + αdj+1,I dj+1,I
⎤⎦⎛⎝mj+1cj+1
kj+1
⎞⎠ (23)
for j = 1, . . . , n − 1, where axj , bxj , and dxj are defined as in (9).
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Given the total mass w = ∑n1 mj(mn /= 0), one real eigenvector x, and two complex conjugate
eigenpairs (α + βi, xR + xRi) and (α − βi, xR − xI i). Let m˜j , c˜j , and k˜j be defined as in (10).
Then we can find c˜n and k˜n by (22), i.e.,⎡⎣ λdxn dxnαdnR − βdnI dnR
βdnR + αdnI dnI
⎤⎦(c˜n
k˜n
)
= −
⎛⎝ λ2axn(α2 − β2)anR − 2αβanI
2αβanR + (α2 − β2)anI
⎞⎠ , (24)
where the real number λ is determined by
det
⎡⎣ λ2axn λdxn dxn(α2 − β2)anR − 2αβanI αdnR − βdnI dnR
2αβanR + (α2 − β2)anI βdnR + αdnI dnI
⎤⎦ = 0 (25)
such that
rank
⎛⎝⎡⎣ λdxn dxnαdnR − βdnI dnR
βdnR + αdnI dnI
⎤⎦⎞⎠
= rank
⎛⎝⎡⎣ λ2axn λdxn dxn(α2 − β2)anR − 2αβanI αdnR − βdnI dnR
2αβanR + (α2 − β2)anI βdnR + αdnI dnI
⎤⎦⎞⎠ .
Next, dividing expression (23) by mn gives rise to⎡⎣ λ21a(1)j λ1d(1)j d(1)j(α2 − β2)ajR − 2αβajI αdjR − βdjI djR
2αβajR + (α2 − β2)ajI βdjR + αdjI djI
⎤⎦⎛⎝m˜jc˜j
k˜j
⎞⎠
=
⎡⎣ −λ2bxj −λdxj+1 −dxj+1−[(α2 − β2)bjR − 2αβbjI ] αdj+1,R − βdj+1,I dj+1,R
−[2αβbjR + (α2 − β2)bjI ] βdj+1,R + αdj+1,I dj+1,I
⎤⎦⎛⎝m˜j+1c˜j+1
k˜j+1
⎞⎠ (26)
for j = n − 1, . . . , 1. Also, define w˜(j) as in (14) and the following notations
g(n) = −
⎛⎝ λ2axn(α2 − β2)anR − 2αβanI
2αβanR + (α2 − β2)anI
⎞⎠ ∈ R3,
Ann =
⎡⎣ λdxn dxnαdnR − βdnI dnR
βdnR + αdnI dnI
⎤⎦ ,
Ajj =
⎡⎣ λ21a(1)j λ1d(1)j d(1)j(α2 − β2)ajR − 2αβajI αdjR − βdjI djR
2αβajR + (α2 − β2)ajI βdjR + αdjI djI
⎤⎦ for 1  j  n − 1,
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and
Bjj =
⎡⎢⎣ −λ
2bxj λd
x
j+1 d
x
j+1
−[(α2 − β2)bjR − 2αβbjI ] αdj+1,R − βdj+1,I dj+1,R
−[2αβbjR + (α2 − β2)bjI ] βdj+1,R + αdj+1,I dj+1,I
⎤⎥⎦
for 1  j  n − 1.
Therefore, we have the following results on the solvability of Problem B.
Theorem 3.1. Problem B has a nontrivial solution if and only if the following conditions are
satisfied:
(1) The real number λ is determined by (25) such that rank(Ann) = rank([Ann, g(n)]);
(2) rank(Ajj ) = rank([Ajj , Bjj w˜(j+1)]) for j = n − 1, . . . , 1.
Corollary 3.2. Problem B has a unique nontrivial solution if and only if the following conditions
are satisfied:
(1) The real number λ is determined by (25) such that rank(Ann) = rank([Ann, g(n)]) = 2;
(2) det(Ajj ) /= 0, (j = n − 1, n − 2, . . . , 1).
Assume that the given eigendata satisfy the conditions of Theorem 3.1 or Corollary 3.2, one
may first get c˜n, k˜n by (24) and then apply Eqs. (26) successively for j = n − 1, n − 2, . . . , 1
to determine (m˜j , c˜j , k˜j ) for j = n − 1, n − 2, . . . , 1. Therefore, the solution (mj , cj , kj )n1 are
obtained by mj = m˜jw/w˜, cj = c˜jw/w˜, and kj = k˜jw/w˜, where w˜ = ∑n1 m˜j .
To demonstrate our algorithm, an example is presented as follows.
3.1. Example 2
Let n = 3 and we randomly generate the total mass w, two complex eigenpairs (α + βi, xR +
xI i) and (α − βi, xR − xI i) and a real eigenvector x as follows:⎧⎪⎪⎪⎨⎪⎪⎪⎩
w = 1.4583, α = −0.1732, β = 0.7750,
xR = (0.4428, 0.8551, 0.9752)T,
xI = (0.0614,−0.0223,−0.0248)T,
x = (−0.3662, 0.5406,−0.2788)T.
Then we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
(ajR)
3
1 = (0.8856, 2.1531, 2.8055)T,
(bjR)
2
1 = (1.7408, 2.6855)T, (djR)31 = (0.4428, 0.4123, 0.1200)T,
(ajI )
3
1 = (0.1227, 0.0168,−0.0719)T,
(bjI )
2
1 = (0.1004,−0.0694)T, (djI )31 = (0.0614,−0.0837,−0.0025)T,
(axj )
3
1 = (−0.7324, 0.7150,−0.0171)T,
(bxj )
2
1 = (−0.1918, 0.8024)T, (dxj )31 = (−0.3662, 0.9068,−0.8195)T.
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The real number λ is determined by Eq. (25), i.e.,
det
⎡⎣−0.0171 · λ2 −0.8195 · λ −0.8195−1.6201 −0.0188 0.1200
−0.7120 0.0935 −0.0025
⎤⎦ = 0,
which leads to two feasible solutions λ = −1.8498 or λ = −382.4330. For λ = −1.8498, by
(24), we have[−0.0188 0.1200
0.0935 −0.0025
](
c˜3
k˜3
)
=
(
1.6201
0.7120
)
. (27)
We obtain from (27) that c˜3 = 8.0154 and k˜3 = 14.7553. Setting j = 2 in Eq. (26) leads to⎡⎣ 2.4465 −1.6774 0.9068−1.2241 −0.0066 0.4123
−0.5875 0.3340 −0.0837
⎤⎦⎛⎝m˜2c˜2
k˜2
⎞⎠ =
⎛⎝−2.68693.1711
1.3932
⎞⎠ ,
which in turn yields that m˜2 = 0.5407, c˜2 = 7.4800, k˜2 = 9.4145. For j = 1, Eq. (26) gives rise
to ⎡⎣−2.5060 0.6774 −0.3662−0.4724 −0.1242 0.4428
−0.3078 0.3325 0.0614
⎤⎦⎛⎝m˜1c˜1
k˜1
⎞⎠ =
⎛⎝−3.65494.3553
1.9944
⎞⎠ ,
and then m˜1 = 0.9358, c˜1 = 4.6247, k˜1 = 12.1316. From the total mass w = ∑31 mj = 1.4583
and the normalized factor w˜ = ∑31 m˜j = 2.4764 we find that m1 = 0.5510, m2 = 0.3184, m3 =
0.5889, c1 = 2.7233, c2 = 4.4047, c3 = 4.7199, k1 = 7.1438, k2 = 5.5438, and k3 = 8.6888.
Therefore, we get the constructed mass, damping, and stiffness matrices as follows
M =
⎡⎣1.7388 0.3184 00.3184 1.8145 0.5889
0 0.5889 1.1777
⎤⎦ , C =
⎡⎣ 7.1280 −4.4047 0−4.4047 9.1246 −4.7199
0 −4.7199 4.7199
⎤⎦ ,
K =
⎡⎣12.6876 −5.5438 0−5.5438 14.2326 −8.6888
0 −8.6888 8.6888
⎤⎦ .
For another feasible solution λ = −382.4330, we finally obtain the required parameters m1 =
2.0654,m2 = −7.5817,m3 = 6.9746; c1 = 2.9233, c2 = 23.6476, c3 = 55.9041; k1 = 15.4673,
k2 = 31.5073, k3 = 102.9121. The corresponding mass, damping, and stiffness matrices are given
by
M =
⎡⎣−11.033 −7.5817 0−7.5817 −1.2143 6.9746
0 6.9746 13.949
⎤⎦ , C =
⎡⎣ 26.571 −23.648 0−23.648 79.552 −55.90
0 −55.90 55.90
⎤⎦ ,
K =
⎡⎣ 46.97 −31.51 0−31.51 134.42 −102.91
0 −102.91 102.91
⎤⎦ .
From this example, we observe that for λ = −1.8498, we find a physical model. However, for
λ = −382.4330, the final solution is not physical realistic since m2 = −7.5817 < 0.
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4. Problem C
In Sections 2 and 3, we have discussed the solvability of Problems A and B. We note that
Problems A and B are special cases of Problem C. So, we can easily develop the sufficient and
necessary conditions for the existence of the solution of Problem C.
Given k eigenpairs {(λp, x(p))}kp=1. By (1), we obtain⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
M[(α21 − β21 )x(1)R − 2α1β1x(1)I ] + C(α1x(1)R − β1x(1)I ) + Kx(1)R = 0,
M[2α1β1x(1)R + (α21 − β21 )x(1)I ] + C(β1x(1)R + α1x(1)I ) + Kx(1)I = 0,
...
M[(α2 − β2 )x()R − 2αβx()I ] + C(αx()R − βx()I ) + Kx()R = 0,
M[2αβx()R + (α2 − β2 )x()I ] + C(βx()R + αx()I ) + Kx()I = 0,
(λ22+1M + λ2+1C + K)x(2+1) = 0,
...
(λ2kM + λkC + K)x(k) = 0.
(28)
For s = 1, . . . , , let⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
x
(s)
R := (x(s)1R, x(s)2R, . . . , x(s)nR)T, x(s)I := (x(s)1I , x(s)2I , . . . , x(s)nI )T,
(a
(s)
jR)
n
1 :=x(s)j−1,R + 2x(s)jR, (a(s)jI )n1 :=x(s)j−1,I + 2x(s)jI ,
(b
(s)
jR)
n−1
1 :=2x(s)jR + x(s)j+1,R, (b(s)jI )n−11 :=2x(s)jI + x(s)j+1,I ,
(d
(s)
jR)
n
1 :=x(s)jR − x(s)j−1,R, (d(s)jI )n1 :=x(s)jI − x(s)j−1,I ,
where x(s)0R = x(s)0I = 0. For s = 2 + 1, . . . , k, let
(a
(s)
j )
n
1 = x(s)j−1 + 2x(s)j , (b(s)j )n−11 = 2x(s)j + x(s)j+1, (d(s)j )n1 = x(s)j − x(s)j−1,
where x(s)0 = 0. Then the linear system (28) can be formulated as the following kn pairs of
equations⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(α21 − β21 )a(1)nR − 2α1β1a(1)nI α1d(1)nR − β1d(1)nI d(1)nR
2α1β1a(1)nR + (α21 − β21 )a(1)nI β1d(1)nR + α1d(1)nI d(1)nI
...
(α2 − β2 )a()nR − 2αβa()nI αd()nR − βd()nI d()nR
2αβa()nR + (α2 − β2 )a()nI βd()nR + αd()nI d()nI
λ22+1a
(2+1)
n λ2+1d(2+1)n d(2+1)n
...
λ2ka
(k)
n λkd
(k)
n d
(k)
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎝mncn
kn
⎞⎠ = 0 (29)
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and ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(α21 − β21 )a(1)jR − 2α1β1a(1)jI α1d(1)jR − β1d(1)jI d(1)jR
2α1β1a(1)jR + (α21 − β21 )a(1)jI β1d(1)jR + α1d(1)jI d(1)jI
...
(α2 − β2 )a()jR − 2αβa()jI αd()jR − βd()jI d()jR
2αβa()jR + (α2 − β2 )a()jI βd()jR + αd()jI d()jI
λ22+1a
(2+1)
j λ2+1d
(2+1)
j d
(2+1)
j
...
λ2ka
(k)
j λkd
(k)
j d
(k)
j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎝mjcj
kj
⎞⎠
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−[(α21 − β21 )b(1)jR − 2α1β1b(1)jI ] α1d(1)j+1,R − β1d(1)j+1,I d(1)j+1,R
−[2α1β1b(1)jR + (α21 − β21 )b(1)jI ] β1d(1)j+1,R + α1d(1)j+1,I d(1)j+1,I
...
−[(α2 − β2 )b()jR − 2αβb()jI ] αd()j+1,R − βd()j+1,I d()j+1,R
−[2αβb()jR + (α2 − β2 )b()jI ] βd()j+1,R + αd()j+1,I d()j+1,I
−λ22+1b(2+1)j λ2+1d(2+1)j+1 d(2+1)j+1
...
−λ2kb(k)j λkd(k)j+1 d(k)j+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎝mj+1cj+1
kj+1
⎞⎠
(30)
for j = 1, . . . , n − 1.
Given the total mass w = ∑n1 mj . Let m˜j , c˜j , and k˜j be defined as in (10). Then, by (29), we
can find c˜n and k˜n, i.e.,⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1d
(1)
nR − β1d(1)nI d(1)nR
β1d
(1)
nR + α1d(1)nI d(1)nI
...
αd
()
nR − βd()nI d()nR
βd
()
nR + αd()nI d()nI
λ2+1d(2+1)n d(2+1)n
...
λkd
(k)
n d
(k)
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(
c˜n
k˜n
)
= −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(α21 − β21 )a(1)nR − 2α1β1a(1)nI
2α1β1a(1)nR + (α21 − β21 )a(1)nI
...
(α2 − β2 )a()nR − 2αβa()nI
2αβa()nR + (α2 − β2 )a()nI
λ22+1a
(2+1)
n
...
λ2ka
(k)
n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (31)
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Next, dividing expression (30) by mn gives rise to⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(α21 − β21 )a(1)jR − 2α1β1a(1)jI α1d(1)jR − β1d(1)jI d(1)jR
2α1β1a(1)jR + (α21 − β21 )a(1)jI β1d(1)jR + α1d(1)jI d(1)jI
...
(α2 − β2 )a()jR − 2αβa()jI αd()jR − βd()jI d()jR
2αβa()jR + (α2 − β2 )a()jI βd()jR + αd()jI d()jI
λ22+1a
(2+1)
j λ2+1d
(2+1)
j d
(2+1)
j
...
λ2ka
(k)
j λkd
(k)
j d
(k)
j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎝m˜jc˜j
k˜j
⎞⎠
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−[(α21 − β21 )b(1)jR − 2α1β1b(1)jI ] α1d(1)j+1,R − β1d(1)j+1,I d(1)j+1,R
−[2α1β1b(1)jR + (α21 − β21 )b(1)jI ] β1d(1)j+1,R + α1d(1)j+1,I d(1)j+1,I
...
−[(α2 − β2 )b()jR − 2αβb()jI ] αd()j+1,R − βd()j+1,I d()j+1,R
−[2αβb()jR + (α2 − β2 )b()jI ] βd()j+1,R + αd()j+1,I d()j+1,I
−λ22+1b(2+1)j λ2+1d(2+1)j+1 d(2+1)j+1
...
−λ2kb(k)j λkd(k)j+1 d(k)j+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎛⎝m˜j+1c˜j+1
k˜j+1
⎞⎠
(32)
for j = 1, . . . , n − 1. Also, define the following notations with w˜(j) defined as in (14) and
g(n) = −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
(α21 − β21 )a(1)nR − 2α1β1a(1)nI
2α1β1a(1)nR + (α21 − β21 )a(1)nI
...
(α2 − β2 )a()nR − 2αβa()nI
2αβa()nR + (α2 − β2 )a()nI
λ22+1a
(2+1)
n
...
λ2ka
(k)
n
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Rk, Ann =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
α1d
(1)
nR − β1d(1)nI d(1)nR
β1d
(1)
nR + α1d(1)nI d(1)nI
...
αd
()
nR − βd()nI d()nR
βd
()
nR + αd()nI d()nI
λ2+1d(2+1)n d(2+1)n
...
λkd
(k)
n d
(k)
n
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
(33)
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Ajj =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(α21 − β21 )a(1)jR − 2α1β1a(1)jI α1d(1)jR − β1d(1)jI d(1)jR
2α1β1a(1)jR + (α21 − β21 )a(1)jI β1d(1)jR + α1d(1)jI d(1)jI
...
(α2 − β2 )a()jR − 2αβa()jI αd()jR − βd()jI d()jR
2αβa()jR + (α2 − β2 )a()jI βd()jR + αd()jI d()jI
λ22+1a
(2+1)
j λ2+1d
(2+1)
j d
(2+1)
j
...
λ2ka
(k)
j λkd
(k)
j d
(k)
j
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for 1  j  n − 1,
(34)
and
Bjj =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−[(α21 − β21 )b(1)jR − 2α1β1b(1)jI ] α1d(1)j+1,R − β1d(1)j+1,I d(1)j+1,R
−[2α1β1b(1)jR + (α21 − β21 )b(1)jI ] β1d(1)j+1,R + α1d(1)j+1,I d(1)j+1,I
...
−[(α2 − β2 )b()jR − 2αβb()jI ] αd()j+1,R − βd()j+1,I d()j+1,R
−[2αβb()jR + (α2 − β2 )b()jI ] βd()j+1,R + αd()j+1,I d()j+1,I
−λ22+1b(2+1)j λ2+1d(2+1)j+1 d(2+1)j+1
...
−λ2kb(k)j λkd(k)j+1 d(k)j+1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
for 1  j  n − 1, (35)
Therefore, we have the following results on the solvability of Problem C.
Theorem 4.1. Problem C has a nontrivial solution if and only if the following conditions are
satisfied:
(1) rank(Ann) = rank([Ann, g(n)]);
(2) rank(Ajj ) = rank([Ajj , Bjj w˜(j+1)]) for j = n − 1, n − 2, . . . , 1.
Corollary 4.2. Problem C has a unique nontrivial solution if and only if the following conditions
are satisfied:
(1) rank(Ann) = rank([Ann, g(n)]) = 2;
(2) det(Ajj ) /= 0 (j = n − 1, n − 2, . . . , 1).
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Remark 4.3. We observe that Problem C is under-determined when k < 3 and over-determined
when k  3. When Problem C is under-determined, it follows that there infinite solutions if the
conditions in Theorem 4.1 are satisfied. When Problem C is over-determined, under the conditions
in Theorem 4.1 or Corollary 4.2, one may find some of parameters (mj , cj , kj )n1 are not positive.
It seems difficult to find the sufficient and necessary conditions on the eigendata so that we can
construct a physical feasible solution.
In particular, in the following subsections, we will establish the sufficient and necessary
conditions on given two real or complex conjugate eigenpairs so that there exists a physical
solution to the under-determined problem.
4.1. Real eigenpairs
Given the total mass w = ∑n1 mj and two real eigenpairs (λ, x) and (φ, y). Then we obtain
the following system{
(λ2M + λC + K)x = 0,
(φ2M + φC + K)y = 0. (36)
We can rewrite (36) as the following 2n pairs of equations:{
λ2axnmn + λdxn cn + dxn kn = 0,
φ2a
y
nmn + φdyn cn + dyn kn = 0, (37)
and {
λ2axj mj + λdxj cj + dxj kj + λ2bxjmj+1 − λdxj+1cj+1 − dxj+1kj+1 = 0,
φ2a
y
j mj + φdyj cj + dyj kj + φ2byjmj+1 − φdyj+1cj+1 − dyj+1kj+1 = 0
(38)
for j = n − 1, . . . , 1, where axj , bxj , dxj and ayj , byj , dyj are defined in (9).
For j = 1, . . . , n, define
j :=
[
λdxj d
x
j
φd
y
j d
y
j
]
, uj := −
(
λ2axj
φ2a
y
j
)
, vj := −
(
λ2bxj
φ2b
y
j
)
, (39)
where vn = 0 ∈ R2. Let m˜j , c˜j , and k˜j be defined as in (10). Then we have from (37) and (38)
that
n
(
c˜n
k˜n
)
= un, (40)
and
j
(
c˜j
k˜j
)
= j+1
(
c˜j+1
k˜j+1
)
+ m˜juj + m˜j+1vj (41)
for j = n − 1, . . . , 1.
Suppose that all matrices j are nonsingular, then the inverse of j is expressed explicitly as
−1j =
1
(λ − φ)dxj dyj
[
d
y
j −dxj
−φdyj λdxj
]
.
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Then, we obtain the equivalent equations(
c˜n
k˜n
)
= −1n un,
and (
c˜j
k˜j
)
= −1j [(un + vn−1) + m˜n−1(un−1 + vn−2) + · · · + m˜juj ]
for j = n − 1, . . . , 1.
We note that the entries of −1j , uj , and vj are known in terms of the given eigendata. Define
−1s ut =
(
ast
bst
)
and −1s vt =
(
cst
dst
)
, s, t = 1, . . . , n, (42)
where csn = dsn = 0 for s = 1, . . . , n.
Let the (n − 1) × (n − 1) upper triangular matrices A, B and the (n − 1)-vectors a and b be
defined as follows:
A =
⎡⎢⎢⎢⎣
a11 a12 + c11 · · · a1,n−1 + c1,n−2
0 a22 · · · a2,n−1 + c2,n−2
...
...
...
0 0 · · · an−1,n−1
⎤⎥⎥⎥⎦ ,
B =
⎡⎢⎢⎢⎣
b11 b12 + d11 · · · b1,n−1 + d1,n−2
0 b22 · · · b2,n−1 + d2,n−2
...
...
...
0 0 · · · bn−1,n−1
⎤⎥⎥⎥⎦ ,
and
a =
⎛⎜⎜⎜⎝
a1,n + c1,n−1
a2,n + c2,n−1
...
an−1,n + cn−1,n−1
⎞⎟⎟⎟⎠ , b =
⎛⎜⎜⎜⎝
b1,n + d1,n−1
b2,n + d2,n−1
...
bn−1,n + dn−1,n−1
⎞⎟⎟⎟⎠ .
From (40) and (41), we get the following equivalent conditions.
Theorem 4.4. Given the total mass w = ∑n1 mj and two real eigenpairs (λ, x) and (φ, y).
Suppose that all matrices j defined in (39) are nonsingular. Then finding the positive physical
parameters {cj }n1 and {kj }n1 in terms of the positive {mj }n1 is equivalent to showing that
ann > 0, bnn > 0, (43)
and the system of inequalities[
A
B
]
m˜(1 : n − 1) +
(
a
b
)
> 0 (44)
is consistent for some m˜(1 : n − 1) = (m˜1, . . . , m˜n−1)T.
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4.2. Complex conjugate eigenpairs
Given the total mass w = ∑n1 mj and two complex conjugate eigenpairs (α + βi, xR + xI i)
and (α − βi, xR − xI i). Then we have the system (19), which, in turn, can be rewritten as the
following 2n pairs of equations:[
(α2 − β2)anR − 2αβanI αdnR − βdnI dnR
2αβanR + (α2 − β2)anI βdnR + αdnI dnI
]⎛⎝mncn
kn
⎞⎠ = 0. (45)
and [
(α2 − β2)ajR − 2αβajI αdjR − βdjI djR
2αβajR + (α2 − β2)ajI βdjR + αdjI djI
]⎛⎝mjcj
kj
⎞⎠
=
[−[(α2 − β2)bjR − 2αβbjI ] αdj+1,R − βdj+1,I dj+1,R
−[2αβbjR + (α2 − β2)bjI ] βdj+1,R + αdj+1,I dj+1,I
]⎛⎝mj+1cj+1
kj+1
⎞⎠ (46)
for j = 1, . . . , n − 1, where ajR , ajI , bjR , bjI , djR , and djI are defined as in (21).
For j = 1, . . . , n, define
j :=
[
αdjR − βdjI djR
βdjR + αdjI djI
]
, (47)
and
ucj := −
(
(α2 − β2)ajR − 2αβajI
2αβajR + (α2 − β2)ajI
)
, vcj := −
(
(α2 − β2)bjR − 2αβbjI
2αβbjR + (α2 − β2)bjI
)
, (48)
where vn = 0 ∈ R2. Let m˜j , c˜j , and k˜j be defined as in (10). Then we have from (45) and (46)
that
n
(
c˜n
k˜n
)
= ucn, (49)
and
j
(
c˜j
k˜j
)
= j+1
(
c˜j+1
k˜j+1
)
+ m˜jucj + m˜j+1vcj (50)
for j = n − 1, . . . , 1.
Suppose that all matricesj are nonsingular, then the inverse ofj is expressed explicitly as
−1j = −
1
β(d2jR + d2jI )
[
djI −djR
−(βdjR + αdjI ) αdjR − βdjI
]
.
Then, we obtain the equivalent equations(
c˜n
k˜n
)
= −1n ucn,
and (
c˜j
k˜j
)
= −1j [(ucn + vcn−1) + m˜n−1(ucn−1 + vcn−2) + · · · + m˜jucj ]
for j = n − 1, . . . , 1.
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We note that the entries of−1j , u
c
j , and v
c
j are known in terms of the given eigendata. Define
−1s uct =
(
acst
bcst
)
and −1s vct =
(
ccst
dcst
)
, s, t = 1, . . . , n, (51)
where ccsn = dcsn = 0 for s = 1, . . . , n.
Let the (n − 1) × (n − 1) upper triangular matrices Ac, Bc and the (n − 1)-vectors ac and bc
be defined as follows:
Ac =
⎡⎢⎢⎢⎣
ac11 a
c
12 + cc11 · · · ac1,n−1 + cc1,n−2
0 ac22 · · · ac2,n−1 + cc2,n−2
...
...
...
0 0 · · · acn−1,n−1
⎤⎥⎥⎥⎦ ,
Bc =
⎡⎢⎢⎢⎣
b11 b
c
12 + dc11 · · · bc1,n−1 + dc1,n−2
0 bc22 · · · bc2,n−1 + dc2,n−2
...
...
...
0 0 · · · bcn−1,n−1
⎤⎥⎥⎥⎦ ,
and
ac =
⎛⎜⎜⎜⎝
ac1,n + cc1,n−1
ac2,n + cc2,n−1
...
acn−1,n + ccn−1,n−1
⎞⎟⎟⎟⎠ , bc =
⎛⎜⎜⎜⎝
bc1,n + dc1,n−1
bc2,n + dc2,n−1
...
bn−1,n + dcn−1,n−1
⎞⎟⎟⎟⎠ .
From (49) and (50), we have the following solvability conditions.
Theorem 4.5. Given the total mass w = ∑n1 mj and two complex conjugate eigenpairs (α +
βi, xR + xI i) and (α−βi, xR−xI i). Suppose that all matricesj defined in (47) are nonsingular.
Then finding the positive physical parameters {cj }n1 and {kj }n1 in terms of the positive {mj }n1 is
equivalent to showing that
acnn > 0, bcnn > 0, (52)
and the system of inequalities[
Ac
Bc
]
m˜(1 : n − 1) +
(
ac
bc
)
> 0 (53)
is consistent for some m˜(1 : n − 1) = (m˜1, . . . , m˜n−1)T.
4.3. Numerical algorithm
Suppose the total mass and two real or complex conjugate eigenpairs are given, we have shown
that the solvability of Problem C is equivalently converted to the solution of the system of strict
inequalities. In this subsection, we present a numerical procedure for finding the positive physical
parameters {cj }n1 and {kj }n1 (if exists) in terms of positive parameters {mj }n1 given the total mass w
and two arbitrary real or complex conjugate eigenpairs. Suppose that we have an estimate of the
analytic model Po(λ) :=λ2Mo + λCo + Ko with the corresponding analytic parameters {moj }n1,
Z.-J. Bai / Linear Algebra and its Applications 428 (2008) 625–656 643
{coj }n1 and {koj }n1. To preserve the structural connectivity, it is natural to consider the optimal
parameter updating problem:
min 12‖m˜(1 : n − 1) − m˜o(1 : n − 1)‖2
subject to
[
A
B
]
m˜(1 : n − 1) +
(
a
b
)
 0,(
or
[
Ac
Bc
]
m˜(1 : n − 1) +
(
ac
bc
)
 0,
)
m˜(1 : n − 1)  0.
(54)
This is a constrained linear least-squares problem, which can be solved by the Matlab routine
lsqlin based on an active set method [21,5]).
Given the total mass w = ∑n1 mj and two real eigenpairs (λ, x) and (φ, y) (or two complex
conjugate eigenpairs (α + βi, xR + xI i) and (α − βi, xR − xI i)). Let {moj }n1, {coj }n1, and {koj }n1 be
the estimate of the analytic parameters. Based on the above analysis, we can construct the mass,
damping, and stiffness parameters {mj }n1, {cj }n1, and {kj }n1 for the pencil λ2M + λC + K , which
has the given eigenpairs or show that such parameters do not exist.
Algorithm 4.6. (1) For j = 1, . . . , n, compute the scalars axj , bxj , dxj and ayj , byj , dyj by (9) (or
ajR , ajI , bjR , bjI , djR , and djI by (21)).
(2) For j = 1, . . . , n, compute the vectors uj and vj by (39) (or ucj and vcj by (48)).
(3) Check the nonsingularity of j (or j ) for all j = 1, . . . , n. Otherwise, stop and report
the given data is not generic.
(4) Check the condition (43) (or (52)) is satisfied. Otherwise, stop and report the given data is
not generic.
(5) Form the upper triangular matrices A and B by (42) (or Ac and Bc by (51)).
(6) Solve the quadratic programming (54).
(a) If there exists a solution m˜(1 : n − 1) > 0 satisfying (44) (or (53)), then define c˜(1 :
n − 1) = (c˜1, . . . , c˜n−1)T = Am˜ + a and c˜n = ann and k˜(1 : n − 1) := (k˜1, . . . ,
k˜n−1)T = Bm˜ + b and k˜n = bnn (or c˜(1 : n − 1) = Acm˜ + ac and c˜n = acnn and k˜(1 :
n − 1) = Bcm˜ + bc and k˜n = bcnn ).
(b) If there is no a solution m˜(1 : n − 1) > 0 satisfying (44) (or (53)), then the given
eigendata are infeasible.
(7) Compute the physical mass, damping, and stiffness parameters {mj }n1, {cj }n1, and {kj }n1 by
(15).
We can observe the behavior of Algorithm 4.6 from the later numerical results.
5. Reconstruction from noisy data
In practice, we often use experimentally measured data as the given eigendata. It is very known
that all practical experimental data will contain some noise [12,26]. The model shapes (eigen-
vectors) of the original structure are continuous functions. The difference between successive
displacements x(p)j−1 and x
(p)
j (x(p)j−1,R and x(p)jR , x(p)j−1,I and x(p)jI ) in the model with high degrees
of freedom will be small. However, these small errors will lead to a large relative errors in the
quantities (dj )n1 = xj − xj−1, (d(p)jR )n1 = x(p)jR − x(p)j−1,R , and (d(p)jI )n1 = x(p)jI − x(p)j−1,I which form
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the equation of matrices (e.g. (31) and (32)) for Problems C. This may lead to a highly ill-posed
Problem C. Then the constructed models may be sensitive to errors. Therefore, we may find an
alternative method of construction to decrease the sensitivity. In this section, we will reconsider
Problems C over the given noisy eigendata.
Let w = ∑n1 mj be the total mass. Suppose that the given k eigenpairs {(λp, x(p))}kp=1 (as
in Problem C) are corrupted by noise. When the problem is over-determined (i.e., k  3), in-
stead of solving Eqs. (31) and (32) directly, one may solve the following least-squares problems
successively:
min
1
2
∥∥∥Annw˜(n) − g(n)∥∥∥2 , (55)
and
min
1
2
∥∥∥Ajj w˜(j) − g(j)∥∥∥2 , j = n − 1, n − 2, . . . , 1, (56)
where Ann, g(n), Ajj , and w˜(j) are defined in (33), (34), and (14), respectively, and
g(j) :=Bjj w˜(j+1)
with Bjj being defined in (35). By the above procedure, however, one may still find some of
the updated parameters (mj , cj , kj )n1 are not positive. We can observe the fact from the later
numerical experiments.
On the other hand, when the problem is under-determined (i.e., k  2), the systems (31) and
(32) has an infinity of solutions if the conditions in Theorem 4.1 are satisfied. By using the singular
value decomposition (SVD) [16], we can compute the minimum norm solutions of (31) and (32).
For j = 1, . . . , n, let
Ajj =
r∑
s=1
σ
(j)
s u
(j,s)(v(j,s))T, rj = rank(Ajj )
is the singular value expansion, then
w˜nLS =
r∑
s=1
(u(n,s))Tg(n)
σ
(n)
s
v(n,s)
and
w˜
j
LS =
r∑
s=1
(u(j,s))Tg(j)
σ
(j)
s
v(j,s)
for j = n − 1, . . . , 1 are the minimum norm solutions. It is a form of regularization widely used
in mode updating problem but rarely provides a physically feasible solution [13].
To find a stable solution, we will propose the well-known Tikhonov regularization, see for
instance [11,27,28,29] for both the under-determined and over-determined problems. An natural
regularization method is to add the constraint on the parameters (mj , cj , kj )n1 such that the devi-
ation between the parameters of the updated model and the estimate of the initial analytic model
is minimized. Thus we replace the least squares or minimum norm solution by the minimization
problems successively
1
2
∥∥∥Annw˜(n) − g(n)∥∥∥2 + μ2n ∥∥∥w˜(n) − w˜(n)o ∥∥∥2 = min, (57)
and
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1
2
∥∥∥Ajj w˜(j) − g(j)∥∥∥2 + μ2j ∥∥∥w˜(j) − w˜(j)o ∥∥∥2 = min, j = n − 1, n − 2, . . . , 1, (58)
for some regularization parameters {μj }n1, where
w˜(n)o :=
(
c˜on
k˜on
)
, w˜
(j)
o :=
⎛⎜⎝m˜
o
j
c˜oj
k˜oj
⎞⎟⎠ , j = n − 1, . . . , 1.
Here, (m˜oj :=moj/mon, c˜oj :=coj /mon, k˜oj :=koj /mon)n1 with (moj , coj , koj )n1 being the parameters of the
initial analytic model. The solutions of (57) and (58) are given by
w˜(n)(μn) = (ATnnAnn + μ2nI )−1
(
ATnng
(n) + μ2nw˜(n)o
)
and
w˜(j)(μj ) = (ATjjAjj + μ2j I )−1
(
ATjjg
(j) + μ2nw˜(j)o
)
, j = n − 1, n − 2, . . . , 1.
There are several criteria available for the choice of the regularization parameters {μj }n1 for
model updating [2,13]. In particular, the L-curve method [18,19,21,22] and the generalized cross
validation (GCV) method [10,31] are the most widely used.
The L-curve method is the continuous curve consisting of all the points (‖Annw˜(n)(μn) −
g(n)‖, ‖w˜(n) − w˜(n)o ‖) for μn ∈ [0,∞) (respectively, (‖Annw˜(j)(μj ) − g(j)‖, ‖w˜(j) − w˜(j)o ‖) for
μj ∈ [0,∞)). In general, the curve shows the L-shape, and the optimal value of the regularization
parameter μn (respectively, μj ) is one that corresponds to a regularized solution near the “corner”
of the L-curve because in this region there is a good compromise between achieving a small residual
norm ‖Annw˜(n)(μn) − g(n)‖ (respectively, ‖Annw˜(j)(μj ) − g(j)‖) and keeping the solution norm
‖w˜(n) − w˜(n)o ‖ (respectively, ‖w˜(j) − w˜(j)o ‖) reasonably small [18].
Suppose that the eigendata is affected by normally distributed noise, the generalized cross
validation determines the optimal value of the regularization parameter μn (respectively, μj ) by
minimizing the functional
V (μn) = k‖Annw˜
(n)(μn) − g(n)‖2
[trace(I − Ann(ATnnAnn + μ2nI )−1ATnn)]2
and
V (μj ) = k‖Aj w˜
(j)(μj ) − g(j)‖2
[trace(I − Ajj (ATjjAjj + μ2j I )−1ATjj )]2
.
However, in many practice, the L-curve loses its “L”-shape and the estimate of the GCV
may be invariant, see [6, p. 206]. Therefore, these methods may fail to find a good value of the
regularization parameters {μj }n1.
Alternatively, we find the optimal value of the regularization parameters by solving the fol-
lowing constrained optimization problems successively:⎧⎨⎩
min ‖Annw˜(n) − g(n)‖
subject to ‖w˜(n) − w˜(n)o ‖  γn,
w˜(n)  ηe,⎧⎨⎩
min ‖Ajj w˜(j) − g(j)‖
subject to ‖w˜(j) − w˜(j)o ‖  γj ,
w˜(j)  ηe,
j = n − 1, . . . , 1, (59)
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or ⎧⎨⎩min ‖w˜
(n) − w˜(n)o ‖
subject, to ‖Annw˜(n) − g(n)‖  n,
w˜(n)  τe⎧⎨⎩min ‖w˜
(j) − w˜(j)o ‖
subject, to ‖Ajj w˜(j) − g(j)‖  j ,
w˜(j)  τe,
j = n − 1, . . . , 1, (60)
where e is a vector of appropriate dimension with all the entries being ones, η, τ > 0 are given
numbers determined by the practical requirement and γj , j are small positive numbers whose
values depend on the noise level of the experimental data [1]. The problems (59) and (60) are
constrained nonlinear minimum problem, which can be solved by the Matlab routine fmincon
based on the sequential quadratic programming (SQP) method.
For the ill-posed over-determined case, to construct the positive parameters (mj , cj , kj )n1, we
consider the following positivity-constrained least-squares optimization problems:
min 12
∥∥Annw˜(n) − g(n)∥∥2
s.t. w˜(n)  δe,
(61)
and
min 12
∥∥Ajj w˜(j) − g(j)∥∥2
s.t. w˜(j)  δe
(62)
for j = n − 1, n − 2, . . . , 1. Here, δ > 0 is a given number which may be determined by practical
requirements.
To show how to solve above problems, we first see the general constrained least-squares
problem as follows:
min 12‖Hx − h‖2
s.t. x  αe,
(63)
where H ∈ Rm×n, h ∈ Rm, and α > 0. Let x :=x − αe. Then the above least-squares problem
takes the following form
min 12‖Hx − (h − αHe)‖2
s.t. x  0.
(64)
Obviously, this is a linear least squares with nonnegativity constraints. Suppose x∗ is the unique
solution of problem (64). Then the unique solution of (63) is given by x∗ + αe. Therefore, we
can solve the positivity-constrained linear least-squares problems (61) and (62) successively by
classical optimization methods for nonnegative least-squares problems (e.g. active/passive set
algorithms [21,5]). Then the physical realizable parameters (mj , cj , kj )n1 can be obtained by
above procedure.
6. Numerical results
To show the effectiveness of our algorithm, we will give a numerical example as follows. We
consider the finite element model of order n = 10 for free vibrating system which is governed by
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Table 1
Eigenpairs of the discrete model
λ1 λ2,3 λ4,5 λ6,7 λ8,9
−2.0214 −0.0066 ± 0.1815i −0.0687 ± 0.5642i −0.1753 ± 0.9249i −0.3435 ± 1.2335i
x(1) x(2,3) x(4,5) u(6,7) x(8,9)
0.0000 0.1330 ± 0.0014 −0.3185 ∓ 0.0085 −0.0665 ∓ 0.5235 −0.1705 ∓ 0.7070
−0.0000 0.2890 ± 0.0021 −0.6140 ∓ 0.0069 −0.1231 ∓ 0.7837 −0.2375 ∓ 0.7019
0.0000 0.4902 ± 0.0021 −0.8210 ± 0.0046 −0.1060 ∓ 0.5091 −0.0257 ± 0.2651
−0.0000 0.5986 ± 0.0018 −0.8177 ± 0.0125 −0.0486 ∓ 0.1416 0.1344 ± 0.6832
0.0002 0.6968 ± 0.0019 −0.6683 ± 0.0212 0.0224 ± 0.2891 0.1903 ± 0.5438
−0.0009 0.8095 ∓ 0.0004 −0.2944 ± 0.0076 0.1346 ± 0.6454 −0.0218 ∓ 0.2262
0.0026 0.8847 ∓ 0.0020 0.0997 ∓ 0.0112 0.1098 ± 0.5512 −0.1599 ∓ 0.6350
−0.0180 0.9474 ∓ 0.0021 0.5578 ± 0.0008 0.0040 ∓ 0.0144 −0.0816 ∓ 0.3077
0.2579 0.9817 ∓ 0.0017 0.8542 ± 0.0178 −0.0768 ∓ 0.5526 0.0370 ± 0.3573
−0.4947 0.9971 ∓ 0.0029 0.9894 ∓ 0.0106 −0.2244 ∓ 0.7756 0.2858 ± 0.6172
Table 2
Relative error
RE s = 3 s = 5 s = 7 s = 9
‖mappr−mex‖
‖mex‖ 2.9 × 10−9 9.3 × 10−14 1.6 × 10−13 5.6 × 10−14
‖cappr−cex‖
‖cex‖ 9.5 × 10−11 2.1 × 10−14 2.6 × 10−14 1.8 × 10−14
‖kappr−kex‖
‖kex‖ 1.1 × 10−10 2.6 × 10−14 2.3 × 10−14 1.0 × 10−14
Table 3
Constructed mass, damping, and stiffness parameters
j 1 2 3 4 5 6 7 8 9 10
mj 1.3843 1.5259 1.2085 1.1464 1.4551 1.3056 1.7588 1.4446 1.3016 1.1155
cj 4.3807 4.0153 3.1270 5.5891 5.1756 5.0087 5.9857 3.7282 3.3839 5.6784
kj 12.7626 10.6314 7.8465 13.5589 13.3723 9.9645 11.6619 9.5670 10.0126 7.0484
Table 4
Perturbed eigenvectors
xˆ(1) xˆ(2,3) xˆ(4,5) xˆ(6,7) xˆ(8,9)
−0.0009 0.1340 ± 0.0019 −0.3183 ∓ 0.0078 −0.0656 ∓ 0.5239 −0.1708 ∓ 0.7070
−0.0007 0.2882 ± 0.0016 −0.6146 ∓ 0.0073 −0.1222 ∓ 0.7839 −0.2382 ∓ 0.7027
−0.0003 0.4897 ± 0.0016 −0.8213 ± 0.0047 −0.1069 ∓ 0.5084 −0.0251 ± 0.2645
−0.0006 0.5979 ± 0.0016 −0.8173 ± 0.0116 −0.0493 ∓ 0.1415 0.1352 ± 0.6833
0.0003 0.6962 ± 0.0019 −0.6687 ± 0.0219 0.0234 ± 0.2901 0.1900 ± 0.5444
−0.0009 0.8085 ± 0.0006 −0.2934 ± 0.0082 0.1341 ± 0.6451 −0.0215 ∓ 0.2269
0.0035 0.8838 ∓ 0.0028 0.0995 ∓ 0.0102 0.1091 ± 0.5505 −0.1607 ∓ 0.6345
−0.0171 0.9481 ∓ 0.0019 0.5573 ± 0.0000 0.0046 ∓ 0.0149 −0.0812 ∓ 0.3082
0.2578 0.9808 ∓ 0.0012 0.8543 ± 0.0181 −0.0766 ∓ 0.5525 0.0364 ± 0.3578
−0.4948 0.9972 ∓ 0.0030 0.9895 ∓ 0.0097 −0.2238 ∓ 0.7746 0.2853 ± 0.6167
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Table 5
Constructed mass and damping parameters
mj Exact s = 3 s = 5 s = 7 s = 9 cj Exact s = 3 s = 5 s = 7 s = 9
1 1.4360 2.4850 0.8194 1.5355 1.4389 1 4.3780 4.4897 4.6555 4.3227 4.3538
2 1.5401 −2.3071 1.7277 1.4646 1.5282 2 4.0110 5.0003 4.3081 3.9459 3.9552
3 1.1141 3.2693 1.1624 1.1760 1.1249 3 3.1299 3.6256 3.4385 3.0901 3.1263
4 1.0754 −3.0153 1.1483 1.0041 1.0629 4 5.6259 6.8113 5.9581 5.6565 5.6443
5 1.4964 3.7243 1.5204 1.5229 1.5057 5 5.2197 6.8906 5.3820 5.2141 5.2535
6 1.3537 5.2184 1.5387 1.3474 1.3504 6 5.0297 4.6982 5.3242 4.9680 5.0151
7 1.8337 3.1366 1.6805 1.8116 1.8309 7 5.9495 3.9867 6.3193 5.8908 5.9908
8 1.3974 1.7486 1.5538 1.3985 1.4018 8 3.6815 0.2915 3.9451 3.6603 3.6896
9 1.2314 −0.2668 1.2761 1.2259 1.2332 9 3.4181 −0.5826 3.5109 3.4021 3.4102
10 1.1680 −0.3468 1.2190 1.1597 1.1693 10 5.9454 −1.6932 6.2091 5.9120 5.9582
Table 6
Constructed stiffness parameters
kj Exact s = 3 s = 5 s = 7 s = 9
1 12.7586 13.6628 13.2621 12.6760 12.7209
2 10.6233 11.9998 11.2915 10.5859 10.6227
3 7.8552 8.8830 8.2406 7.7914 7.8335
4 13.6456 16.7363 14.3518 13.6887 13.6628
5 13.4818 17.7558 14.1613 13.3454 13.4253
6 10.0050 9.9822 10.5008 9.9262 10.0035
7 11.5915 6.1531 12.2609 11.5661 11.6238
8 9.4480 0.6472 9.9126 9.3929 9.4562
9 10.1156 −2.8647 10.5204 10.0472 10.1181
10 7.3799 −2.0449 7.7082 7.3428 7.3947
Table 7
Relative approximation error
RE s = 3 s = 5 s = 7 s = 9
‖mappr−mex‖
‖mex‖ 1.8240 0.1635 0.0368 0.0054
‖cappr−cex‖
‖cex‖ 0.6503 0.0584 0.0092 0.0057
‖kappr−kex‖
‖kex‖ 0.5778 0.0502 0.0064 0.0024
Eq. (1), where the mass, damping, and stiffness matrices are given by (3)–(5) with (mj , cj , kj )101
generated randomly⎧⎨⎩
(mj )
10
1 = (1.4360, 1.5401, 1.1141, 1.0754, 1.4964, 1.3537, 1.8337, 1.3974, 1.2314, 1.1680),
(cj )
10
1 = (4.3780, 4.0110, 3.1299, 5.6259, 5.2197, 5.0297, 5.9495, 3.6815, 3.4181, 5.9454),
(kj )
10
1 = (12.7586, 10.6233, 7.8552, 13.6456, 13.4818, 10.0050, 11.5915, 9.4480, 10.1156, 7.3799).
The nine eigenvalues λj with lowest absolute values of imaginary parts and their corre-
sponding eigenvectors x(j) are listed in Table 1. Obviously, the total mass is w = ∑101 mj =
13.6462. Also, suppose the estimate of the parameters (moj , c
o
j , k
o
j )
10
1 for the initial analytic
model Po(λ) = λ2Mo + λCo + Ko are obtained by perturbing the parameters (mj , cj , kj )101 by
a uniform distribution between −0.1 and 0.1, i.e.,
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Table 8
Constructed mass, damping, and stiffness parameters
mj Exact (1) (2) cj Exact (1) (2) kj Exact (1) (2)
1 1.4360 −0.1026 0.6802 1 4.3780 0.0254 −21.656 1 12.7586 −0.0126 −1.6275
2 1.5401 0.0821 1.5439 2 4.0110 0.0051 −19.035 2 10.6233 −0.0025 −1.5831
3 1.1141 −0.1202 1.6454 3 3.1299 −0.0193 −14.763 3 7.8552 0.0095 −1.6824
4 1.0754 0.1305 11.117 4 5.6259 −0.0151 −30.004 4 13.6456 0.0075 −9.1197
5 1.4964 −0.0209 39.880 5 5.2197 0.3106 −45.392 5 13.4818 −0.1536 −41.662
6 1.3537 2.0492 125.76 6 5.0297 −0.8567 −93.111 6 10.0050 0.4238 −140.90
7 1.8337 4.3973 −770.43 7 5.9495 −1.5522 282.49 7 11.5915 0.7679 504.96
8 1.3974 5.3708 2129.18 8 3.6815 −1.7861 −452.06 8 9.4480 0.8836 −1354.77
9 1.2314 1.0531 −3342.35 9 3.4181 −0.2872 250.86 9 10.1156 0.1421 1066.78
10 1.1680 0.8069 1816.66 10 5.9454 1.2741 1086.02 10 7.3799 −0.6303 10693.26
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Table 9
Constructed mass, damping, and stiffness parameters by (59)
ξ
10.0 1.0 0.1 10.0 1.0 0.1 10.0 1.0 0.1
(a)
m1 0.6716 0.6718 0.6725 c1 5.9515 6.4908 7.1205 k1 0.6716 0.6718 16.4367
m2 0.6716 0.6718 0.6725 c2 0.6716 5.3699 5.3753 k2 16.7449 14.3815 14.4385
m3 0.6716 0.6718 0.6725 c3 4.0936 4.0946 3.6599 k3 10.7538 10.7564 10.9845
m4 0.6716 0.6718 0.6725 c4 22.9568 22.9468 9.2953 k4 10.7094 10.7171 17.4947
m5 1.8843 1.8820 1.8841 c5 8.0163 8.0193 8.0260 k5 17.6768 17.6805 17.6992
m6 2.8159 2.8160 2.8074 c6 6.4305 6.4307 6.4420 k6 13.7418 13.7450 13.7566
m7 1.5366 1.5369 1.5360 c7 8.3387 8.3407 8.3435 k7 15.4397 15.4434 15.4620
m8 1.9582 1.9587 1.9607 c8 5.0697 5.0710 5.0761 k8 12.5739 12.5769 12.5897
m9 1.4213 1.4217 1.4231 c9 4.8498 4.8510 4.8559 k9 13.4649 13.4682 13.4819
m10 1.3433 1.3436 1.3450 c10 7.6350 7.6369 7.6447 k10 10.0967 10.0991 10.1094
(b)
m1 1.3740 1.3748 1.3769 c1 4.1034 4.1384 4.0506 k1 12.6506 12.6482 12.7014
m2 1.4685 1.4692 1.4720 c2 4.4101 4.4402 4.3678 k2 10.7353 10.7330 10.7790
m3 1.2075 1.2078 1.2101 c3 3.1415 3.1645 3.1090 k3 7.8358 7.8339 7.8684
m4 1.1379 1.1367 1.1400 c4 5.4128 5.4559 5.3515 k4 13.5844 13.5813 13.6430
m5 1.5483 1.5430 1.5488 c5 5.0303 5.0793 4.9610 k5 13.3201 13.3208 13.3831
m6 1.7534 1.7544 1.7551 c6 4.4251 4.4282 4.3688 k6 9.6126 9.6191 9.6665
m7 1.1942 1.1950 1.1934 c7 7.1395 7.1444 7.0693 k7 11.2248 11.2324 11.3046
m8 1.5435 1.5446 1.5870 c8 2.9270 2.9290 2.7962 k8 9.4514 9.4579 9.4843
m9 1.4276 1.4285 1.3695 c9 2.7487 2.7505 2.5008 k9 10.1546 10.1615 10.2656
m10 0.9913 0.9920 0.9934 c10 5.9221 5.9262 5.9285 k10 5.8354 5.8394 6.3878
ξ
s = 5 s = 7 s = 9 s = 5 s = 7 s = 9 s = 5 s = 7 s = 9
(c)
m1 0.4941 1.5000 1.4389 c1 4.6826 4.3532 4.4082 k1 13.2828 12.8228 12.8827
m2 1.9963 1.5127 1.5596 c2 4.2821 3.9564 4.0023 k2 11.1954 10.7051 10.7520
m3 0.9373 1.1583 1.1264 c3 3.4158 3.2033 3.1717 k3 8.1754 7.8851 7.9491
m4 1.3352 1.0462 1.0700 c4 6.3742 5.7633 5.6860 k4 14.2226 13.7912 13.7642
m5 1.3011 1.5059 1.5175 c5 5.6609 5.3288 5.2914 k5 14.0379 13.4978 13.5238
m6 1.7742 1.3855 1.3594 c6 5.3897 5.0714 5.0521 k6 10.3688 10.0029 10.0782
m7 1.3109 1.7942 1.8300 c7 6.4182 6.0542 5.9664 k7 12.2295 11.5413 11.6116
m8 2.4160 1.4189 1.3998 c8 3.8695 3.7462 3.7377 k8 9.3957 9.3674 9.4402
m9 1.0930 1.2202 1.2350 c9 3.2426 3.5134 3.4487 k9 8.9550 10.0292 10.1005
m10 0.9882 1.1042 1.1096 c10 5.2249 5.8422 5.8750 k10 6.6321 7.4072 7.4394
⎧⎪⎨⎪⎩
(moj )
10
1 = (1.3855, 1.5273, 1.2096, 1.1474, 1.4565, 1.3068, 1.7604, 1.4459, 1.3028, 1.1166),
(coj )
10
1 = (4.3833, 4.0610, 3.1629, 5.7187, 5.1413, 5.1159, 5.9852, 3.7781, 3.4411, 5.9615),
(koj )
10
1 = (12.6718, 10.7033, 7.9485, 13.5974, 13.5682, 10.0667, 11.6040, 9.3586, 10.1077, 7.3791).
We first reconstruct the mass, damping, and stiffness parameters from the over-determined exact
eigendata {(λj , x(j))}s1 for s = 3, 5, 7, 9. Obviously, these data satisfy the solvability conditions in
Corollary 4.2. Table 2 shows the relative error between the constructed and the exact parameters,
where m, c, and k are the required parameter vectors defined by
m = (m1,m2, . . . , mn)T, c = (c1, c2, . . . , cn)T, and k = (k1, k2, . . . , kn)T
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Table 10
Constructed mass, damping, and stiffness parameters by (60)
κ
10−3 10−6 10−9 10−3 10−6 10−9 10−3 10−6 10−9
(a)
m1 0.7810 0.7879 0.5819 c1 29.7823 30.1123 18.0353 k1 8.4478 8.4877 6.6086
m2 0.7810 0.7879 0.5819 c2 0.7810 0.7879 0.5819 k2 124.6923 126.1328 63.6041
m3 0.7810 0.7879 0.5819 c3 0.7810 0.7879 0.5819 k3 59.1674 59.8120 22.8038
m4 0.7810 0.7879 0.5819 c4 26.8368 27.0965 10.0238 k4 12.3826 12.4791 12.4179
m5 2.1921 2.2115 0.5819 c5 9.2612 9.3428 8.0198 k5 20.5859 20.7660 13.0430
m6 2.8822 2.8911 7.2201 c6 7.6400 7.7138 2.0825 k6 15.8988 16.0348 12.0611
m7 0.9806 0.9453 0.5819 c7 9.9737 10.0768 10.3252 k7 17.8171 17.9659 10.1025
m8 1.2931 1.2541 0.5819 c8 6.2226 6.2939 3.4103 k8 14.4603 14.5785 9.6396
m9 1.6120 1.6170 1.1892 c9 5.4905 5.5411 4.0736 k9 15.7319 15.8685 11.7187
m10 1.5621 1.5758 1.1638 c10 8.8839 8.9564 10.9084 k10 11.7385 11.8441 17.4266
(b)
m1 1.3791 1.3741 1.3734 c1 4.1614 4.1040 4.1040 k1 12.6642 12.6497 12.6503
m2 1.4828 1.4680 1.4677 c2 4.3408 4.4104 4.4106 k2 10.7458 10.7346 10.7352
m3 1.2132 1.2080 1.2079 c3 3.1754 3.1418 3.1419 k3 7.8428 7.8352 7.8358
m4 1.1166 1.1375 1.1388 c4 5.6254 5.4135 5.4134 k4 13.5962 13.5833 13.5837
m5 1.5395 1.5505 1.5510 c5 5.1170 5.0304 5.0300 k5 13.3558 13.3177 13.3171
m6 1.7342 1.7542 1.7533 c6 4.5245 4.4242 4.4240 k6 9.6396 9.6087 9.6085
m7 1.2192 1.1935 1.1945 c7 7.1456 7.1369 7.1365 k7 11.2530 11.2189 11.2183
m8 1.5417 1.5438 1.5409 c8 3.0396 2.9265 2.9270 k8 9.4551 9.4453 9.4471
m9 1.4253 1.4252 1.4272 c9 2.8159 2.7495 2.7511 k9 10.1737 10.1485 10.1545
m10 0.9945 0.9914 0.9915 c10 5.9440 5.9272 5.9274 k10 5.8673 5.8360 5.8363
κ
s = 5 s = 7 s = 9 s = 5 s = 7 s = 9 s = 5 s = 7 s = 9
(c)
m1 1.3962 1.3962 1.3962 c1 4.4170 4.4170 4.4170 k1 12.7690 12.7690 12.7690
m2 1.5390 1.5390 1.5390 c2 4.0922 4.0922 4.0922 k2 10.7854 10.7854 10.7854
m3 1.2189 1.2189 1.2189 c3 3.1872 3.1872 3.1872 k3 8.0095 8.0095 8.0095
m4 1.1562 1.1562 1.1562 c4 5.7626 5.7626 5.7626 k4 13.7017 13.7017 13.7017
m5 1.4677 1.4677 1.4677 c5 5.1808 5.1808 5.1808 k5 13.6723 13.6723 13.6723
m6 1.3169 1.3169 1.3169 c6 5.1552 5.1552 5.1552 k6 10.1440 10.1440 10.1440
m7 1.7739 1.7739 1.7739 c7 6.0311 6.0311 6.0311 k7 11.6931 11.6931 11.6931
m8 1.4570 1.4570 1.4570 c8 3.8071 3.8071 3.8071 k8 9.4304 9.4304 9.4304
m9 1.3128 1.3128 1.3128 c9 3.4675 3.4675 3.4675 k9 10.1852 10.1852 10.1852
m10 1.0077 1.0077 1.0077 c10 6.0072 6.0072 6.0072 k10 7.4357 7.4357 7.4357
and RE., ex and appr denote the relative error, the exact and approximated solution, respectively.
We can see that the expected parameters are constructively obtained given the exact data.
Next, we will reconstruct the mass, damping, and stiffness parameters from two complex
conjugate eigenpairs by Algorithm 4.6. Without loss of generality, we use {(λj , x(j))}32 as the
given data. The constructed mass, damping, and stiffness parameters are listed in Table 3. Ta-
ble 3 shows the constructed parameters is different from the true solution but physically
feasible.
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Table 11
Constructed mass and damping parameters
mj Exact s = 3 s = 5 s = 7 s = 9 cj Exact s = 3 s = 5 s = 7 s = 9
1 1.4360 0.0177 0.8194 1.5355 1.4389 1 4.3780 4.9316 4.6555 4.3227 4.3538
2 1.5401 0.0177 1.7277 1.4646 1.5282 2 4.0110 5.3184 4.3081 3.9459 3.9552
3 1.1141 0.2082 1.1624 1.1760 1.1249 3 3.1299 3.9792 3.4385 3.0901 3.1263
4 1.0754 0.0177 1.1483 1.0041 1.0629 4 5.6259 7.3596 5.9581 5.6565 5.6443
5 1.4964 9.4682 1.5204 1.5229 1.5057 5 5.2197 5.2819 5.3820 5.2141 5.2535
6 1.3537 2.6541 1.5387 1.3474 1.3504 6 5.0297 2.0657 5.3242 4.9680 5.0151
7 1.8337 1.1826 1.6805 1.8116 1.8309 7 5.9495 1.4690 6.3193 5.8908 5.9908
8 1.3974 0.0177 1.5538 1.3985 1.4018 8 3.6815 0.6473 3.9451 3.6603 3.6896
9 1.2314 0.0272 1.2761 1.2259 1.2332 9 3.4181 0.0593 3.5109 3.4021 3.4102
10 1.1680 0.0353 1.2190 1.1597 1.1693 10 5.9454 0.1725 6.2091 5.9120 5.9582
Table 12
Constructed stiffness parameters
kj Exact s = 3 s = 5 s = 7 s = 9
1 12.7586 13.7307 13.2621 12.6760 12.7209
2 10.6233 11.9227 11.2915 10.5859 10.6227
3 7.8552 9.0880 8.2406 7.7914 7.8335
4 13.6456 16.8426 14.3518 13.6887 13.6628
5 13.4818 12.5113 14.1613 13.3454 13.4253
6 10.0050 3.6957 10.5008 9.9262 10.0035
7 11.5915 1.5226 12.2609 11.5661 11.6238
8 9.4480 0.2074 9.9126 9.3929 9.4562
9 10.1156 0.2918 10.5204 10.0472 10.1181
10 7.3799 0.2083 7.7082 7.3428 7.3947
Now, we consider the problem with the noisy data. We perturb the eigenvectors x(j) with random
numbers uniformly distributed on the interval (−0.001, 0.001). The perturbed eigenvectors xˆ(j)
are shown in Table 4.
For the purpose of comparison, we reconstruct the mass, damping, and stiffness parameters
from the over-determined noisy data {(λj , x̂(j))}s1 with s = 3, 5, 7, 9. The constructed least-
squares solutions are listed in Tables 5 and 6. We can easily observe the improvement of the
estimation from over-determined data. Except the case when s = 3, the constructed mass, damp-
ing, stiffness are all physical realistic for other values of s. Finally, the relative error are shown in
Table 7. Table 7 displays that the relative error becomes expectedly smaller with the increase of
the number of over-determined eigenpairs. On the other hand, if we construct these parameters
from the under-determined noisy data: 1) (λ1, xˆ(1)) or 2) {(λj , xˆ(j))}32. Then the minimum norm
solutions are displayed in Table 8. It is seen from Table 8 that both the minimum norm solutions
are not physically feasible.
Now, we find a stable solution for the ill-posed problem. In our numerical experiments, we
observe that the L-curve method lost its “L”-shape and the GCV method retained the invariance
property. These drawbacks make it difficult to choose good values of the regularization parameters
{μj }n1 for our problems. So we choose the regularization parameters {μj }n1 by solving (59) or (60).
We consider the following under-determined and over-determined cases, for example, from the
noisy data: (a) (λ1, x̂(1)), (b) {(λj , xˆ(j))}32, and (c) {(λj , xˆ(j))}s1 for s = 5, 7, 9. For simplicity, we
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Table 13
Perturbed eigenvectors
x˜(1) x˜(2,3) x˜(4,5) x˜(6,7) x˜(8,9)
−0.0937 0.2295 ± 0.0505 −0.2947 ± 0.0565 0.0280 ∓ 0.5687 −0.2003 ∓ 0.7026
−0.0657 0.2149 ∓ 0.0404 −0.6776 ∓ 0.0430 −0.0247 ∓ 0.8052 −0.3091 ∓ 0.7787
−0.0272 0.4396 ∓ 0.0455 −0.8579 ± 0.0181 −0.1953 ∓ 0.4313 0.0295 ± 0.2101
−0.0600 0.5310 ∓ 0.0159 −0.7770 ∓ 0.0736 −0.1188 ∓ 0.1311 0.2195 ± 0.6897
0.0139 0.6319 ± 0.0040 −0.7165 ± 0.0898 0.1207 ± 0.3885 0.1624 ± 0.6017
−0.0023 0.7129 ± 0.0909 −0.1993 ± 0.0686 0.0803 ± 0.6175 0.0023 ∓ 0.2973
0.0913 0.7918 ∓ 0.0782 0.0806 ± 0.0827 0.0459 ± 0.4746 −0.2459 ∓ 0.5839
0.0762 1.0252 ± 0.0167 0.5053 ∓ 0.0810 0.0685 ∓ 0.0638 −0.0432 ∓ 0.3531
0.2470 0.8899 ± 0.0563 0.8676 ± 0.0487 −0.0597 ∓ 0.5425 −0.0261 ± 0.4079
−0.5053 1.0042 ∓ 0.0142 1.0013 ± 0.0796 −0.1633 ∓ 0.6813 0.2378 ± 0.5662
Table 14
Constructed mass parameters
mj Exact LS LSP
s = 3 s = 5 s = 7 s = 9 s = 3 s = 5 s = 7 s = 9
1 1.4360 12.9057 10.9010 6.8952 1.7398 0.7274 1.0949 1.0949 1.0949
2 1.5401 −8.2321 −10.0628 −4.8752 −0.9282 0.7274 1.0949 1.0949 1.0949
3 1.1141 8.7035 13.3456 5.9059 2.2882 0.7274 1.0949 1.0949 1.0949
4 1.0754 −7.8355 −12.6486 −4.9820 −0.9015 0.7274 1.0949 1.0949 1.0949
5 1.4964 7.4295 14.0211 6.0671 2.5244 0.7274 1.5467 1.5467 1.5467
6 1.3537 0.6405 −12.0545 −2.4680 0.4464 0.7274 1.0949 1.0949 1.0949
7 1.8337 0.0262 6.2632 4.4962 2.0392 5.0765 1.0949 1.0949 1.0949
8 1.3974 −0.0016 −2.1849 −2.2597 1.8613 0.7274 1.0949 1.0949 1.0949
9 1.2314 0.0047 2.8448 2.5797 2.3767 2.0229 2.2457 2.2457 2.2457
10 1.1680 0.0052 3.2213 2.2868 2.1998 1.4549 2.1897 2.1897 2.1897
set η = τ = 0.5 > 0. Table 9 includes the constructed mass, damping, and stiffness parameters
for γj = ξ × ‖w˜(j)o ‖ with the varying value of ξ for Case (a) and (b) and the fixed value ξ = 0.1
for Case (c). Table 10 includes the constructed mass, damping, and stiffness parameters for
j = κ × (‖Ajj w˜(j)o ‖ + ‖g(j)‖) with the varying value of κ for Case (a) and (b) and the fixed
value κ = 0.1 for Case (c). We can see from Tables 9 and 10 that an expected stable and physically
feasible solution is obtained in each case. We also observe from our numerical experiments the
fact that the regularization methods based on (59) or (60) work effectively even for the given noisy
eigendata with much larger errors.
Next, we reconstruct the parameters (mj , cj , kj )101 by solving above constrained least-squares
optimization problems (61) and (62) with the over-determined data {(λj , xˆ(j))}s1 for s = 3, 5, 7, 9.
For simplicity, we set δ = 0.5 > 0. Tables 11 and 12 include the constructed mass, damping, and
stiffness parameters, respectively. From Tables 11 and 12, we can see that all the constructed
parameters are positive for all values of s. This shows that the algorithm proposed in Section 5
yield acceptable results.
To further illustrate the effectiveness of the constrained least-squares optimization method,
we change the eigenvectors {x(j)}91 with large errors. For example, we perturb these eigenvectors
by a uniform distribution between −0.1 and 0.1. The perturbed eigenvectors x˜(j) are shown
in Table 13. Then we reconstruct the model parameters (mj , cj , kj )101 by solving both the
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Table 15
Constructed damping parameters
cj Exact LS LSP
s = 3 s = 5 s = 7 s = 9 s = 3 s = 5 s = 7 s = 9
1 4.3780 −1.8481 −6.1334 −0.2534 −0.0546 6.7868 9.7403 9.7403 9.7403
2 4.0110 33.9379 −5.0655 0.5326 −1.0893 0.7274 1.0949 1.0949 1.0949
3 3.1299 1.3655 −15.1989 −1.7273 1.2321 0.7274 1.0949 1.0949 1.0949
4 5.6259 −6.6282 27.1637 6.1650 5.2688 14.3470 6.4661 6.4661 6.4661
5 5.2197 −3.2575 −16.1711 2.4353 5.0864 10.2324 2.9924 2.9924 2.9924
6 5.0297 −1.4070 9.0094 3.1657 4.5888 0.7274 6.5217 6.5217 6.5217
7 5.9495 0.0985 15.2712 7.4984 12.8800 24.3331 13.1154 13.1154 13.1154
8 3.6815 −0.0104 13.6657 5.1899 7.1767 0.7274 11.6797 11.6797 11.6797
9 3.4181 −0.0210 −2.1159 6.2126 4.0477 0.7274 1.0949 1.0949 1.0949
10 5.9454 0.0123 12.2913 11.3894 11.0405 3.4087 8.3552 8.3552 8.3552
Table 16
Constructed stiffness parameters
kj Exact LS LSP
s = 3 s = 5 s = 7 s = 9 s = 3 s = 5 s = 7 s = 9
1 12.7586 2.4771 2.3744 −0.2132 1.7622 0.7274 4.5823 4.5823 4.5823
2 10.6233 −1.0043 7.5856 4.0691 4.6821 1.6018 5.0356 5.0356 5.0356
3 7.8552 2.2522 −1.9176 −0.1602 1.9632 7.7955 3.5757 3.5757 3.5757
4 13.6456 5.6359 6.1022 13.9451 10.3818 18.1074 1.0949 1.0949 1.0949
5 13.4818 5.1054 9.2500 2.5029 6.0708 16.3208 7.9030 7.9030 7.9030
6 10.0050 0.3162 11.1928 6.4722 9.8678 15.6725 3.7800 3.7800 3.7800
7 11.5915 0.0074 9.3144 11.9589 12.5322 1.0196 9.9123 9.9123 9.9123
8 9.4480 0.0065 7.9727 12.4826 12.2428 1.6321 7.1326 7.1326 7.1326
9 10.1156 −0.0095 13.4619 15.2008 15.0072 0.7274 9.8310 9.8310 9.8310
10 7.3799 0.0031 11.5439 13.4617 12.5696 0.8555 7.8472 7.8472 7.8472
unconstrained and constrained least-squares optimization problems with the over-determined
data {(λj , x˜(j))}s1 for s = 3, 5, 7, 9. For simplicity, we still set δ = 0.5 > 0. Tables 14–16 contain
the constructed mass, damping, and stiffness parameters, respectively. Here, LS. and LSP. denote
the least squares method and the optimization method for positivity-constrained least squares
optimization problems proposed in Section 5, respectively. We observe from Tables 14–16 that
the positivity-constrained least squares solutions are positive, but the unconstrained least squares
solutions are no longer physical realizable.
7. Conclusions
In this paper, we have studied the reconstruction of a free vibration system where the mass,
damping, and stiffness matrices are all symmetric tridiagonal. This system can be constructed from
two real eigenvalues and three real eigenvectors or a real eigenvector and two complex conjugate
eigenpairs. For large dimensional model, the construction based on these data is sensitive to
the perturbations. To reduce the sensitivity, we construct a least-squares solution based on the
over-determined eigendata. We also discuss the solvability for the under-determined and over-
determine problems. In particular, we establish the solvability conditions on the given two real
or complex conjugate eigenpairs for the existence of a physically feasible solution of the under-
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determined problem. However, these methods do not theoretically ensure that the required mass,
damping, and stiffness parameters are positive. Finally, we discussed the physical realizability
of the required model. Given the under-determined noisy eigendata, we propose the well-known
Tikhonov regularization method, while for the over-determined noised eigendata, we take a set
of linear least-squares optimization problems with positivity-constraint.
Finally, we should point out that the problem of finding a necessary and sufficient condition on
the exact and over-determined eigendata so that the constructed solution is physically realizable
is an interesting topic which remains to be investigated.
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