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Abstract
Indirect inference requires simulating realisations of endogenous variables from the
model under study. When the endogenous variables are discontinuous functions of the
model parameters, the resulting indirect inference criterion function is discontinuous and
does not permit the use of derivative-based optimisation routines. Using a change of
variables technique, we propose a novel simulation algorithm that alleviates the disconti-
nuities inherent in such indirect inference criterion functions, and permits the application
of derivative-based optimisation routines to estimate the unknown model parameters. Un-
like competing approaches, this approach does not rely on kernel smoothing or bandwidth
parameters. Several Monte Carlo examples that have featured in the literature on indi-
rect inference with discontinuous outcomes illustrate the approach, and demonstrate the
superior performance of this approach over existing alternatives.
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1 Introduction
Simulation-based estimation methods, such as the method of simulated moments (McFadden,
1989, Duffie and Singleton, 1993) and indirect inference (Smith, 1993, Gourieroux et al., 1993,
Gallant and Tauchen, 1996), are widely used inference procedures that are applicable to any
model where simulation of data is possible. These methods are particularly useful in settings
where the underlying structural model is too difficult for maximum likelihood estimation, but
where simulation from the model is straightforward.
Given a fixed value of the unknown model parameters, simulation-based methods require the
user to simulate synthetic realisations of endogenous variables, often referred to as simulated
outcomes, from the underlying structural model. Once these simulated realisations have been
generated, statistics based on the simulated data are calculated and then compared against
statistics based on the observed data. Estimators for the unknown model parameters are then
obtained by minimising a well-defined distance between the simulated summary statistics and
their observed counterparts.
However, in many interesting cases, the simulated outcomes from the structural model of in-
terest are discontinuous transformations of the underlying model parameters, i.e., small changes
in the parameter values can lead to substantial changes in the simulated data. Hence, the
resulting sample criterion functions used in estimation will be discontinuous functions of the
model parameters, even though the corresponding limit of the sample criterion function will
often be differentiable in the model parameters. Indeed, the simulation of discontinuous out-
comes, and the resulting discontinuity of the sample criterion function, is a relatively common
occurrence in the indirect inference (hereafter, II) literature. Notable examples where II has
been applied in the context of discontinuous simulated outcomes include the following: dynamic
labor market models that are subject to the so-called “initial-conditions” problem (An and Liu,
2000); switching-type models, such as autoregressive models with exponential marginal distri-
butions (Di Iorio and Calzolari, 2006); structural models of human capital accumulation with
learning (Nagypal, 2007); first-price auction models with heterogeneous bidders (Li and Zhang,
2015); certain dynamic sample selection models (Altonji et al., 2013); and the application of II
to dynamic discrete choice models (see, e.g., Bruins et al., 2018 for a discussion).
Two potential solutions that can partially circumvent the difficulties encountered in II es-
timation with a discontinuous criterion function are the use of numerical derivatives within an
optimisation scheme, and the use of derivative-free optimisation approaches. A simple solution
to this issue would be to apply finite-differencing derivative estimates within a Newton-Raphson
or quasi-Newton algorithm, even though the criterion function may be discontinuous in finite
samples. The logic behind such an approach is often based on the following notion: if we could
construct a criterion function using an infinite number of simulated samples, the resulting cri-
terion function would be smooth enough to permit the use of numerical derivatives. While
producing an infinite number of simulation is infeasible, if one takes the number of simulations
used in II to be very large, which significantly increases the required computational effort, this
would effectively smooth the discontinuous criterion function and give a basis for the use of
such numerical derivatives within parameter estimation. Gottard and Calzolari (2017) provide
simulation results supporting this approach, when the number of simulations is larger than the
sample size. However, computational issues aside, even with a large simulation size, estimating
these derivatives using finite-differencing requires specifying a tuning parameter that imparts
bias on the resulting estimates. In practice, the tuning parameter induces a trade-off between
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bias and variance and may have a substantial effect on the estimators in finite samples, espe-
cially when the underlying model is discontinuous (see, e.g., Glynn, 1989; Andrieu et al., 2011;
Detemple et al., 2005).
An alternative approach to finding II estimators in this setting is to use derivative-free meth-
ods, such as simplex-based algorithms or genetic algorithms. These methods can be quite useful
when the dimension of the model parameters is relatively small, however, such methods often
encounter difficulties when the dimension of the parameters is large (see Bruins et al., 2018, for
a discussion of this issue).
Recently, building on the initial work of Keane and Smith (2003) and Di Iorio and Calzolari
(2006), Bruins et al. (2018) have proposed a generalized II (GII) approach to alleviate the issue
of discontinuous, as functions of the model parameters, simulated outcomes. The GII approach
replaces the discontinuous simulated outcomes by a kernel-smoothed version that depends on a
bandwidth parameter. For a positive value of the bandwidth parameter, GII allows the use of
derivative-based optimisation routines to estimate the unknown model parameters. Furthermore,
under certain regularity conditions, including that the bandwidth parameter shrinks to zero fast
enough, the GII approach produces consistent and asymptotically normal estimates of the model
parameters. However, the application of GII can encounter certain difficulties in practice: the
GII approach relies on a somewhat arbitrary choice of kernel function and bandwidth parameter;
for any fixed sample size, the use of artificially smoothed simulated outcomes imparts a non-
negligible bias on the resulting parameter estimates; as is generally true with kernel smoothing
methods, the choice of the bandwidth parameter is crucial for obtaining reliable performance.
The goal of this paper is to propose a novel simulation algorithm that yields a differentiable
sample II criterion function in situations where data simulated under the structural model is
discontinuous. Unlike the aforementioned GII approach, this new approach does not rely on any
smoothing approaches, nor does it require the user to select a bandwidth parameter before the
procedure can be implemented.
The key to this new II approach is a local change of variables (COV) technique that draws
inspiration from the Hessian optimal partial proxy (HOPP) method of Joshi and Zhu (2016).
The HOPP method is a COV technique that allows the construction of unbiased estimators,
up to a third-order term, for the derivatives of certain expectations that are of keen interest in
financial mathematics, such as the so-called “Greeks” that are associated with option pricing.
Additional COV strategies for calculating derivatives of similar expectations can be found in Fu
(1994), Lyuu and Teng (2011), Chan and Joshi (2011) and Peng et al. (2018), with these ideas
first introduced by Glynn (1987) in the study of discrete-event systems.1
Unlike the problems to which the HOPP method is applied, which focuses on estimating
derivatives of an expectation at a point, in II we are interested in obtaining uniformly, over
the parameter space, consistent estimates for the derivatives of a simulated sample criterion
function. We propose a modification of the HOPP approach that can be applied to II estimation
and demonstrate that this new approach results in II criterion functions that are continuously
differentiable in the model parameters. As a result, this new procedure permits the use of
derivative-based optimisation routines to estimate the unknown model parameters, even though
the original simulated outcomes are discontinuous. Critically, derivatives calculated from II
criterion functions that use this technique are uniformly, over the parameter space, consistent
estimators of their corresponding limit counterparts.
1We refer the interested reader to Fu (2006) for an overview of these methods.
3
The approach considered herein amounts to a direct approximation of the II criterion function
in a neighborhood of the point where the original criterion function is discontinuous. As such,
our approach is a form of “generalized indirect inference”. However, unlike the GII approach of
Bruins et al. (2018), which relies on a global kernel smoothing approximation, the GII approach
proposed herein relies on a local approximation. To differentiate these two GII approaches,
hereafter we refer to our approach as change of variable generalized indirect inference (GII-
COV), while the kernel-based approach of Bruins et al. (2018) is referred to as kernel generalized
indirect inference (GII-K).
We demonstrate that our GII-COV approach yields consistent estimators for the derivatives
of the simulated moments used within II estimation. As a result, GII-COV allows the consis-
tent application of derivative-based optimisation routines to produce computationally efficient II
parameter estimates, even though the model under study produces discontinuous simulated out-
comes. A direct result of the GII-COV approach is a criterion function that is twice-continuously
differentiable, uniformly in the parameters, which ensures that estimators obtained from this ap-
proach will have standard asymptotic properties, under fairly weak regularity conditions.
While numerical differentiation is the most common tool for calculating derivatives in econo-
metrics, the computational tool we use for derivative calculation in this paper is automatic differ-
entiation. This technique is common in computer science and financial mathematics (Glasserman,
2003) and generally leads to faster derivative calculations than finite-differencing techniques, es-
pecially in a high-dimensional settings. Automatic differentiation is a numerical procedure for
estimating derivatives and can be viewed as a type of optimal finite-differencing derivative esti-
mator; in particular, numerical derivatives calculated via automatic differentiation do not exhibit
the bias associated with finite-differencing derivative estimates. Instead, derivatives calculated
via automatic differentiation produce exact numerical derivatives of the function under consid-
eration, up to floating point errors. Therefore, the use of automatic differentiation will not only
speed up the execution of a derivative-based optimisation algorithm but also produces results
that are free from the bias inherent in finite-differencing derivative estimates.
The remainder of the paper is organised as follows. Section 2 supplies the general set-up
and notation for the structural model and briefly reviews II estimation procedures. Section 3
proposes a change of variables technique that we use within our GII approach, and demonstrates
that this approach to II permits the consistent application of derivative-based optimisation rou-
tines to estimate the unknown model parameters. Illustrative examples showcase the precise
implementation details regarding this approach to II. Section 4 discusses the asymptotic proper-
ties of this approach. In Section 5, we apply our GII approach to several dynamic discrete choice
models that have featured in the literature on II with discontinuous outcomes, and compare the
resulting parameter estimates against the GII approach of Bruins et al. (2018) and two popular
derivative-free methods. The results demonstrate that our approach compares favourably to
existing approaches. Section 6 concludes. All proofs and tables are relegated to the appendix.
2 Model, Examples and Standard Indirect Inference
In this section we first present the model setup and describe the standard indirect inference
(hereafter, II) approach. In addition, we briefly examine the application of II in several economic
examples.
In the remainder of the paper, we use the following notation. Consider a p × 1 vector
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x = (x1, · · · , xp)′ and a q × p matrix A. We use ‖x‖ to denote the Euclidean norm, use ‖A‖ to
denote the operator norm (i.e., ‖A‖ = supz∈Rp:‖z‖=1 ‖Az‖/‖z‖ and define ‖x‖2W := x′Wx for a
p×pmatrixW . Let f(x) = (f1(x), ..., fq(x))′ be a q×1 vector function consisting of differentiable
scalar functions. For j = 1, . . . , q, we denote by ∂xifj(x) the derivative of fj(x) with respect to
the i-th component of x for i = 1, . . . , n, and the gradient of fj(x) with respect to x is denoted
by ∂xfj(x) =
(
∂x1fj(x), . . . , ∂xpfj(x)
)′
. The gradient of the vector function f(x) is given by the
q×p matrix ∂xf(x) =
(
∂xf1(x), . . . , ∂xfq(x)
)′
. For δ > 0, define the δ-neighborhood of the point
x∗ ∈ Rp as Nδ(x∗) := {x ∈ Rp : ‖x − x∗‖ ≤ δ}. Also, let 1l[S] denote the indicator function on
the set S.
2.1 Models and Examples
Assume the researcher wishes to conduct inference on unknown parameters θ ∈ Θ ⊆ Rdθ ,
where Θ ⊆ Rdθ denotes the parameter space of θ, with dθ its size, that govern the behavior of
an endogenous variable y, whose support is Y . Conditional on an exogenous variable x, with
support X , and an unobservable state variable s, with support S, the endogenous variable y
evolves according to the following (causal) structural model:
y = g(s; θ), (1)
s = h(x, ǫ; θ), (2)
where ǫ is an error term that is independent and identically distributed (iid) according to the
known cumulative distribution functions Fǫ(·), with corresponding density function fǫ(·), and
whose support is E . The exogenous variables x are independent of ǫ, and the functions g : S → Y
and h : X × E → S are known up to the unknown parameters θ.
We are interested in cases where the function g(·) is discontinuous in the state variable
s, and where, due to the complexity of the structural model, likelihood-based inference for θ is
infeasible or prohibitively difficult. This model setup in (1)-(2) is fairly common in econometrics,
and covers a wide variety of models. For illustration purposes, we provide four classes of examples
considered under our framework.
Example 1 (Binary Choice Models with Serially Dependent Errors). Suppose that
we observe a panel of realisations {(x′it, yit)′ ∈ Rdx×R, i = 1, . . . , n, t = 1, . . . , T} with cross-
sectional unit i and time period t, generated from a binary choice model with autoregressive
(AR) errors:
yit = 1l[x
′
itγ + vit > 0] with vit = ρvi,t−1 + ǫit,
where the variable xit is a dx × 1 vector of exogenous variables with support X ⊆ Rdx , the
unobserved variable vit is generated by an AR(1) model with unobserved iid innovation ǫit,
which follows the known distribution Fǫ(·). Here, the state variable is sit = x′itγ + ρvi,t−1 + ǫit
and the structural parameters are θ = (γ′, ρ)′. 
Example 2 (Ordered Probit Model with Individual Effects). Let yit be a categorical
variable taking values in {0, 1, . . . , J} for individual i = 1, . . . , n at time t = 1, . . . , T . Given an
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observed, non-constant, vector xit, we assume that yit = j according to the model
yit =


0, if sit ≤ δ1
1, if δ1 < sit ≤ δ2
...
J, if δJ < sit.
Here, δ1, . . . , δJ are unknown threshold parameters and sit is a state variable, which can be
interpreted as the individuals latent utility, given by
sit = x
′
itγ + σvi + wit,
where vi is an iid, time-invariant and individual-specific unobservable random variable following
N(0, 1), while wit is an unobservable iid innovation followingN(0, 1), and we define ǫit = (vi, wit)
′.
The structural parameters are θ = (δ1, . . . , δJ , γ, σ)
′. 
Example 3 (Switching-type Models). Let vt be iid exponentially distributed with unity
intensity parameter and let ut be iid uniform [0, 1], with vt and ut also independent. The
exponential autoregressive process evolves according to
yt = φyt−1 + µ · vt1l [ut ≤ φ] ,
where 0 ≤ φ < 1, µ>0, ǫt=(vt, ut)′; see, e.g., Iorio and Calzolari (2006) for II estimation of this
model. The state variable st=(µvt, ut)
′ is iid and the structural parameters are θ=(µ, φ)′. 
Example 4 (G/G/1 Queue). Let yi denote the inter-departure time for the i-th customer.
Let wi be the corresponding inter-arrival time and vi the service time, with vi independent of
wi. Let E[w] > E[v], and assume that we know vi ∼ fv(·; θv) and wi ∼ fw(·; θw), with both
fv(·) and fw(·) known up to the unknown parameters structural parameters θ = (θ′v, θ′w)′. The
inter-departure time process {yi}ni=1 evolves according to, for j > i,
yj =
{
vj , if
∑j
i=1wi ≤
∑j−1
i=1 yi
vj +
∑j
i=1wi −
∑j−1
i=1 yi, if
∑j
i=1wi >
∑j−1
i=1 yi.
In this example, the state variable is given by si = (vi, wi)
′ and specific parametric assumptions
on vi and wi can be considered for the purposes of II estimation; see, e.g., Heggland and Frigessi
(2004) for a discussion of II estimation in queuing models. 
In what follows, to simplify discussion and notations, when discussing general quantities we
will only consider a “cross-sectional” sample {(x′i, yi)′ : i = 1, . . . , n} from the structural model in
equations (1)-(2). However, we note that in cases where the observed data has a panel structure,
with fixed time dimension T , as in Examples 1 and 2, this cross-sectional sample can always
be obtained by redefining the observed variables. However, to avoid notational clutter, we will
avoid such a scheme and instead focus only on cross-sectional setting.
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2.2 Standard Indirect Inference
The focus of II is to conduct estimation and inference on the true parameters of the structural
model, denoted throughout by θ0, when the model has a complex parametric structure. Even
when the structural model is complex, it is often easy to simulate data from the structural model
given parameter values.
The first step of II is to estimate an intermediate or auxiliary model, using the observed data
and simulated data, separately. II estimates of the structural parameters are then obtained by
minimising a well-chosen distance between the two sets of estimated auxiliary parameters.
To formalise the above, we denote the simulated unobservables by {ǫri}ni=1, for r = 1, . . . , R,
where R is the number of simulations for each observation, and where each ǫri is generated iid
from the known distribution Fǫ. We can then construct simulated outcomes {yri (θ)}ni=1 for any
θ ∈ Θ according to
yri (θ) = g
(
sri (θ); θ
)
, (3)
sri (θ) = h
(
xi, ǫ
r
i ; θ
)
.
To form an auxiliary model for the dependent variable yi, let zi be a vector of covariates that
consists of observed variables with support Z. The auxiliary model is a tractable parametric
model that attempts to capture the relationship between yi and zi. Let B ⊆ Rdβ be the parameter
space for the auxiliary parameters with dβ ≥ dθ. We consider that the auxiliary model implies
moment conditions characterized by some known moment function m : Y×Z×B → Rdβ , which
satisfies, for some β0 ∈ B,
E
[
m(yi, zi, β
0)
]
= 0. (4)
We denote by βˆ and βˆr(θ) estimators of the auxiliary parameter based on the observed dataset
and the r-th dataset simulated from the structural model, respectively. The auxiliary param-
eter estimates βˆ and βˆr(θ) are respectively given as the solution to the sample and simulated
counterpart of equation (4): for θ ∈ Θ and r = 1, . . . , R,
1
n
n∑
i=1
m(yi, zi, β) = 0 and
1
n
n∑
i=1
m
(
yri (θ), zi, β
)
= 0.
The most common II methods to estimate θ0 correspond to the so-called “trinity” of classical
hypothesis tests: Wald, Lagrange multiplier (LM) and likelihood ratio (LR). The LM and Wald
approaches to II estimation allow computationally simple and efficient estimation of θ0, in the
class of II estimators. In contrast, the LR approach to II does not in general deliver efficient
estimators (Gourieroux et al., 1993). Thus, we focus on the LM and Wald approaches for II,
respectively denoted by LM-II and W-II in what follows.
The LM-II approach is based on the simulated auxiliary moments Mn : Θ×B → Rdβ , given
by
Mn(θ, β) :=
1
nR
n∑
i=1
R∑
r=1
m
(
yri (θ), zi, β
)
.
For LM-II, the criterion function QLMn : Θ→ [0,∞) is a quadratic form in the simulated auxiliary
moments, evaluated at β = βˆ:
QLMn (θ) :=
∥∥Mn(θ, βˆ)∥∥2Ωn ,
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where Ωn is a sequence of positive-definite weighting matrices. The W-II estimator is calculated
using the (normed) difference between βˆ and some version of βˆr(θ). A common version of the
W-II estimator is to define the average simulated auxiliary estimator β¯R(θ) := R−1
∑R
r=1 βˆ
r(θ)
and then minimize the criterion function QWn : Θ→ [0,∞), where
QWn (θ) :=
∥∥β¯R(θ)− βˆ∥∥2
Ωn
.
The LM-II and W-II estimators of θ0 are then defined as the minimiser of their corresponding
criterion functions.
When yri (θ) is discontinuous in θ, as is the case in the structural model (3), the resulting
II criterion function is discontinuous in θ and derivative-based optimisation procedures cannot
necessarily be trusted to deliver accurate estimates of θ0. We further examine this discontinuity
in the confines of Example 1.
Example 1 (cont.). Let {(uri1, . . . , uriT )}ni=1 be simulated uniform random variables that are
used to generate simulated outcomes, for r = 1, . . . , R. For fixed θ = (γ′, ρ)′, the simulated
unobservable term vrit is constructed recursively as v
r
it = ρv
r
i,t−1 + F
−1
ǫ (u
r
it), with v
r
i1 = F
−1
ǫ (u
r
i1),
and the simulated state variable is given by srit(θ) = x
′
itγ+ρv
r
i,t−1+F
−1
ǫ (u
r
it). Simulated outcomes
yrit(θ) are then generated via
yrit(θ) = 1l[s
r
it(θ) > 0] = 1l[Fǫ(−x′itγ − ρvri,t−1) < urit]. (5)
For this model, Li (2010) and Bruins et al. (2018) suggest the linear probability model as an
auxiliary model for II:
yit = z
′
itβ + νit,
where zit = [x
′
it, x
′
i,t−1]
′ and νit is an error term. We set m(yit, zit, β) = zit(yit − z′itβ) as the
moment function, and the auxiliary parameter estimates are given by
βˆ =
( n∑
i=1
T∑
t=2
zitz
′
it
)−1 n∑
i=1
T∑
t=2
zityit and βˆ
r(θ) =
(
n∑
i=1
T∑
t=2
zitz
′
it
)−1 n∑
i=1
T∑
t=2
zity
r
it(θ),
for r = 1, . . . , R. Given a parameter value θ∈Θ and simulated samples {yrit(θ)}Rr=1, one can
then construct the criterion function for the LM-II or the W-II approach. However, because the
map θ 7→ yrit(θ) is discontinuous, derivatives of QLMn (θ) and QWn (θ) need not exist. 
In each of the examples treated in the previous subsection, II estimation is based on the
discontinuous mapping θ 7→ yri (θ). As a result, derivative-based optimisation procedures may not
deliver accurate estimates for the unknown model parameters. To solve this issue, we propose to
alter the standard II simulation approach by introducing a (sequence of) change of variables that
will alleviate the discontinuity in the map θ 7→ yri (θ). This alternative simulation approach will
deliver II criterion functions that allow the application of derivative-based optimisation routines
that can consistently estimate the unknown model parameters, even though the original model
is non-smooth in the parameters.
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3 A New Generalized Indirect Inference Approach
Let θ∗ denote a point at which we wish to evaluate the LM-II or W-II criterion function. Ac-
cording to equation (3), yri (θ) is discontinuous and the derivatives ∂θQ
LM
n (θ
∗) and ∂θQ
W
n (θ
∗) need
not exist. The logic behind our approach is the observation that II is not required to simulate
outcomes that perfectly represent the actual data generating process, so long as the difference
between the two vanishes as the sample size increases.
Define the population criterion functions for the LM and Wald approaches as
QLM(θ) :=
∥∥M(θ, β0)∥∥2
Ω
and QW(θ) :=
∥∥β(θ)− β0∥∥2
Ω
,
where M(θ, β) := E[m(yri (θ), zi, β)], β(θ) is the solution to M(θ, β) = 0 and Ω is some positive
definite matrix, and where Ql(θ), l = LM,W, is assumed to be twice continuously differentiable.
In a nutshell, our approach is to construct a “generalized” II criterion, sayQLMn (θ, θ
∗) orQWn (θ, θ
∗)
for θ, θ∗ ∈ Θ, satisfying: for l = LM, W,
plim
n→∞
∂θQ
l
n(θ, θ
∗)
∣∣
θ=θ∗
= ∂θQ
l(θ∗) and plim
n→∞
∂2θQ
l
n(θ, θ
∗)
∣∣
θ=θ∗
= ∂2θQ
l(θ∗).
In the following section, we demonstrate how to construct such a criterion using a “change
of variables” (hereafter, COV) technique. This COV will ensure that a small change in the
parameter, say from θ∗ to θ∗ ± δ, for small δ > 0, will not drastically alter the simulated data,
thus alleviating the discontinuity.
3.1 Assumptions
To present the COV technique used in this paper, we first introduce assumptions on the structural
model in equations (1)-(2) and the auxiliary model. The assumptions presented below are not
restrictive and, with minor modifications, cover all of the examples referenced in this paper.
Assumption 1.
(a) The observed random variables (x′i, yi)
′ are iid across cross-sectional unit i = 1, . . . , n, and
xi is independent of the innovation ǫi.
(b) The innovation ǫi is iid and with known continuously differentiable density, fǫ.
(c) The function h(x, ǫ; θ) is twice continuously differentiable in ǫ ∈ E and θ ∈ Θ for any
x ∈ X .
(d) The parameter spaces Θ and B are compact.
Assumption 2.
(a) Assumption 1 holds for the simulated process for all θ ∈ Θ.
(b) m(y, z, β) is continuous at each β ∈ B, for any (y, z) ∈ Y × Z.
(c) For all i = 1, . . . , n, there exists a random variable m¯i such that ‖m(y, zi, β)‖ ≤ m¯i with
E[m¯2i ] <∞ for all β ∈ B and for all y ∈ Y .
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Assumption 3.
(a) For any i = 1, . . . , n and θ ∈ Θ, there exist a finite integer J and a collection of random
functions {cji (θ)}J+1j=0 with cji : Θ→[0, 1] such that the function g(·) in (1) can be written as
g(si; θ) =
J∑
j=0
αj1l[c
j
i (θ) < ui ≤ cj+1i (θ)].
Here α0, . . . , αJ are known constants and the random variable ui := Fǫ(ǫi) follows the stan-
dard uniform. Also, the random function {cji (θ)}J+1j=0 are twice-continuously differentiable
and satisfy that c0i (θ) = 0, c
J+1
i (θ) = 1, and c
j
i (θ) < c
j+1
i (θ).
(b) For each ℓ ∈ {1, 2}, there exists a random variable ∇ℓc¯i so that supθ∈Θ ‖∂ℓθcji (θ)‖ ≤ ∇ℓc¯i
and E|∇ℓc¯i|2 <∞ for any (i, j) ∈ {1, . . . , n}×{0, . . . , J}.
The above assumptions are fairly weak, and in the supplemental appendix, we demonstrate
that, up to minor modifications, Assumptions 1-3 are satisfied for each of the examples presented
in Section 2.1. The specific interpretation of the assumptions is as follows. Assumption 1
requires that the discontinuities in yri (θ) arise only from g(·) and ensures that we can present
the COV in the most general context. The Assumption of iid data in 1(a) can be extended to
independent non-identically distributed (inid) data, or weakly dependent data, at the cost of
further notation and more involved technical arguments. In particular, under these more general
assumption, only the structure of the random functions cjj(θ) that partition the support of ui will
change; we refer the interested reader to the supplementary appendix for an example with weakly
dependent data. Throughout the remainder, we will refer to {cji (θ)}J+1j=0 as critical point functions.
Assumption 2 imposes regularity conditions on the simulated moment function. The regularity
conditions in Assumption 2 are standard in the literature on II with discontinuous outcomes.
Assumption 3 restricts the analysis to univariate ǫi, however, the extension to multivariate ǫi is
almost automatic, and can be accomplished by further decomposing the simulation algorithm
into corresponding scalar innovations. Assumption 3 formalizes the structure of the model in
a way that ensures we can sequester the discontinuities into various regions of the support for
ǫi. As such, Assumption 3 requires an upper bound on the number of possible discontinuities
in yri (θ) that arise from the structural function g(·). The term J can be interpreted as the
maximum number of discontinuities allowed by the model. For example, in the dynamic binary
panel models, J = 1 for all i and t. Under Assumption 3(a), the discontinuous sizes, α0, . . . , αJ ,
are assumed to be known constants, which holds for the first two examples examined in Section
2.1. A minor modification of Assumption 3(a) also covers the second two examples covered in
Section 2.1. Assumption 3(a) is employed for simplicity and can be extended, at the cost of
additional notation, to the case where the discontinuous sizes, {αj}Jj=0, are twice-differentiable
functions of the structural parameters. Assumptions 3(a)-(b) are needed to establish uniform
convergence over the parameter space and are used for our asymptotic analysis given later.
Assumption 3(a) restricts the class of distributions for the errors ǫi to be continuous. While
it may be feasible to extend this approach to cases where ǫi is discrete, given that these examples
are much less frequent in econometrics than their continuous counterpart, we do not consider
such situations herein. Before concluding, we note that even though ǫi is restricted to be a
continuous random variable, this assumption is satisfied in a wide variety of examples, such as
those given in Examples 1-4, as well as censored-type models, such as Tobit-type models.
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3.2 Approximate Derivatives
Under Assumptions 1-3, we carry out a change of variables on the original uniform random
variables {uri} to construct new simulated outcomes that will be differentiable. Let θ∗ ∈ Θ
denote a point at which we wish to evaluate the derivative of the function θ 7→ yri (θ), and
consider the following transformation of uri :
2
uri (θ, θ
∗) := cji (θ) +
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
{uri − cji (θ∗)}, (6)
for cji (θ
∗) < uri ≤ cj+1i (θ∗) with j = 0, . . . , J , and the corresponding Jacobian term of this COV
is defined as wri (θ, θ
∗) := ∂uri (θ, θ
∗)/∂uri , i.e., for c
j
i (θ
∗) < uri ≤ cj+1i (θ∗),
wri (θ, θ
∗) =
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
.
Under Assumption 3(a), the difference cj+1i (θ
∗)− cji (θ∗) is strictly positive almost surely for
all θ∗ ∈ Θ, and all (i, j) ∈ {1, . . . , n}×{0, . . . , J}. Thus, there exists a constant w¯ such that
|wri (θ, θ∗)| ≤ w¯ for all (θ, θ∗) ∈ Θ2. This boundedness of the Jacobian term wri (θ, θ∗), for all
(θ, θ∗) ∈ Θ2, is critical to derive the uniform Laws of Large Numbers that will be needed to obtain
uniform convergence of our proposed II criterion function and their derivatives. Moreover, under
Assumption 3(b), thus there exists a ∇w¯i such that ‖∂θwri (θ, θ∗)‖ ≤ ∇w¯i for all (θ, θ∗) ∈ Θ2 and
E|∇w¯2i | <∞.
Given the transformed series {uri (θ, θ∗)}, for r = 1, . . . , R, we then construct new simulated
outcomes according to
yri (θ, θ
∗) :=
J∑
j=0
αj1l
[
cji (θ) < u
r
i (θ, θ
∗) ≤ cj+1i (θ)
]
.
II can now proceed by replacing the moment function m
(
yri (θ), zi, β
)
with the following moment
function:
mri (θ, θ
∗, β) := m
(
yri (θ, θ
∗), zi, β
) · wri (θ, θ∗),
and the moment conditions for II estimation can be defined through the functionMn : Θ×Θ×B →
R
dβ , given by
Mn(θ, θ
∗, β) :=
1
nR
n∑
i=1
R∑
r=1
mri (θ, θ
∗, β).
The result below shows that the derivatives of the moment function Mn(θ, θ
∗, β) with respect
to θ are unbiased and uniformly consistent estimators of their corresponding limit counterparts.
2There are many such transformations that will accomplish our goal, see Chan and Joshi (2011) and
Lyuu and Teng (2011). The above transformation is chosen as there is theoretical evidence to suggest that
ui(θ, θ
∗) in (6) is optimal, in terms of minimizing mean squared error, for indicator functions (Joshi and Zhu,
2016). Since many of the commonly encountered discontinuities in II arise from simulating indicator function,
this optimality should transfer to our settings.
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Proposition 1. Suppose that Assumptions 1-3 hold. Then, the first and second derivatives of
Mn(θ, θ
∗, β) with respect to θ, calculated at θ = θ∗, exist and are unbiased estimators for the
first and second derivatives of M(θ∗, β) with respect to θ, calculated at θ = θ∗. Furthermore, as
n→∞,
∂θMn(θ, θ
∗, β)
∣∣
θ=θ∗
p→ ∂θM(θ∗, β) and ∂θk∂θlMn(θ, θ∗, β)
∣∣
θ=θ∗
p→ ∂θk∂θlM(θ∗, β),
uniformly in (θ∗, β) ∈ Θ× B and for every k, l ∈ {1 . . . , dθ}.
The above result demonstrates that simulated moments produced by this procedure have
the derivatives with respect to θ, evaluated at θ∗, which are consistent estimates of their limit
counterparts. Therefore, this COV approach allows us to construct “generalized” LM-II and
Wald-II criterion functions as
QLMn (θ, θ
∗) :=
∥∥Mn(θ, θ∗, βˆ)∥∥2Ωn and QWn (θ, θ∗) := ∥∥β¯R(θ, θ∗)− βˆ∥∥2Ωn ,
where β¯R(θ, θ∗) := R−1
∑R
r=1 βˆ
r(θ, θ∗) with the estimator βˆr(θ, θ∗) satisfying the following mo-
ment condition: n−1
∑n
i=1m
r
i (θ, θ
∗, β) = 0 for each r = 1 . . . , R and given (θ, θ∗) ∈ Θ2. We can
then define generalized II estimators based on this COV approach, and denoted by θˆLM and θˆW,
via the minimisation problem
θˆl = argmin
θ∈Θ
Qln(θ, θ), for l ∈ {LM, W}. (7)
Hereafter, we refer to such II estimators as GII change of variable (GII-COV) estimators.
Example 1 (cont.). To implement our GII-COV approach, recall that the standard simulated
outcome was yrit(θ) = 1l[Fǫ(−x′itγ − ρvri,t−1) < urit]. Now, consider the critical point functions:3
c0it(θ) = 0, c
1
it(θ) = Fǫ(−x′itγ − ρvri,t−1) and c2it(θ) = 1.
Let θ∗ = (γ∗′, ρ∗)′ be a point at which we wish to evaluate the function θ 7→ yrit(θ). As in (6),
we construct urit(θ, θ
∗) as follows:
urit(θ, θ
∗) =


c1it(θ)
c1it(θ
∗)
urit, if u
r
it ≤ c1it(θ∗)
c1it(θ) +
1− c1it(θ)
1− c1it(θ∗)
{urit − c1it(θ∗)}, if c1it(θ∗) < urit.
The corresponding Jacobian term writ(θ, θ
∗) depends on θ only though the critical point function
c1it(θ) and is differentiable in θ. The new simulated outcomes are generated exactly as the original
outcomes, yrit(θ) = 1l[c
1
it(θ) < u
r
it], except that the new outcomes are simulated by replacing u
r
it
with the uniforms urit(θ, θ
∗). That is, yrit(θ, θ
∗) = 1l[c1it(θ) < u
r
it(θ, θ
∗)]. Using yrit(θ, θ
∗) and
writ(θ, θ
∗), we can then construct the approximation to the moment function
Mn(θ, θ
∗, β) =
1
nR
n∑
i=1
R∑
r=1
T∑
t=2
zit
(
yrit(θ, θ
∗)− z′itβ
)
writ(θ, θ
∗),
3Recall that, while the critical point functions can depend on the simulated data set r, we alleviate this
dependence to simplify notations.
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and to the II binding function,
β¯R(θ, θ∗) =
( n∑
i=1
T∑
t=2
zitz
′
it
)−1 n∑
i=1
T∑
t=2
zit
1
R
R∑
r=1
yrit(θ, θ
∗)writ(θ, θ
∗).
By the definition of urit(θ, θ
∗) above, we have that c1it(θ) < u
r
it(θ, θ
∗) if and only inf c1it(θ
∗) < urit,
which yields an alternative representation: yrit(θ, θ
∗) = 1l[c1it(θ
∗) < urit]. Thus, both Mn(θ, θ
∗, β)
and β¯R(θ, θ∗) are functions of θ only through the Jacobian term wit(θ, θ
∗), which is differentiable
in θ. Hence, both approximation functions are differentiable in θ; for example,
∂θMn(θ, θ
∗, β) =
1
nR
n∑
i=1
R∑
r=1
T∑
t=2
zit
(
1l[c1it(θ
∗) < urit]− z′itβ
)
∂θw
r
it(θ, θ
∗).
Moreover, by Proposition 1, the approximation derivative ∂θMn(θ, θ
∗, β), evaluated at θ = θ∗, is
an unbiased and uniformly consistent estimator for the population counterpart ∂θM(θ
∗, β). 
While the GII-COV estimators can be defined as in equation (7), it is nonetheless interesting
to note that the criterion functions QLMn (θ, θ) and Q
W
n (θ, θ) have very regular behaviour. In
particular, from the results of Proposition 1 we can deduce that these II criterion functions
are consistent estimators of their corresponding limit counterparts. To obtain this consistency
result, the following assumption is additionally employed.
Assumption 4. Recall M(θ, β) = E[m(yri (θ), zi, β)].
(a) M(θ0, β) = E[m(yi, zi, β)] for all β ∈ B.
(b) The parameter β0 lies in the interior of B and is the unique solution to M(θ0, β) = 0.
(c) Ωn
p→ Ω for some positive-definite matrix Ω.
Assumption 4(a) ensures that the structural model is correctly specified. Assumption 4(b)
requires that there exists an unique auxiliary parameter vector satisfying the population moment
condition evaluated at the true structural parameter θ0. From Assumption 4(c), the possibly
random weighting matrix Ωn converges to a positive-definite matrix Ω.
Theorem 1. Suppose that Assumptions 1-4 hold and let ℓ ∈ {0, 1, 2}. Then,
(a) uniformly in θ∗ ∈ Θ as n→∞,
∂ℓθQ
LM
n (θ, θ
∗)|θ=θ∗ p→ ∂ℓθQLM(θ∗);
(b) additionally, if (i) the map β 7→ m(y, z, β) is twice continuously differentiable given any
(y, z) ∈ Y ×Z, (ii) there exists a random variable ∇ξm¯i so that supβ∈B ‖∂ξβm(yi, xi, β)‖ ≤
∇ξm¯i and E|∇ξm¯i|2 < ∞ for ξ = 1, 2, (iii) E
[
∂βm
(
yri (θ), zi, β
)]
is non-singular for any
(θ, β) ∈ Θ× B, and (iv) log(R)/n→ 0, then
∂ℓθQ
W
n (θ, θ
∗)|θ=θ∗ p→ ∂ℓθQW(θ∗),
uniformly in θ∗ ∈ Θ as n→∞.
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As a result of Theorem 1, the differentiability of QLMn (θ, θ
∗) and QWn (θ, θ
∗), with respect to
θ, also allows us to define the GII-COV estimators θˆLM and θˆW as the solution to the first-order
conditions:
∂θQ
LM
n
(
θ, θˆLM
)∣∣
θ=θˆLM
= op(1) and ∂θQ
W
n
(
θ, θˆW
)∣∣
θ=θˆW
= op(1),
subject to the satisfaction of the relevant second-order conditions. From these characterisations,
standard derivative-based optimisation routines can be used to obtain θˆLM and θˆW.
Remark 1. For the W-II estimator, Theorem 1 requires several additional assumptions that
are not required by the LM-II estimator. Since the auxiliary estimator is only defined as an
implicit solution of the auxiliary moments, conditions (i)-(iii) in part (b) of the result, along
with Assumptions 1-3, are needed to ensure that the auxiliary moment equations are regular
enough to guarantee that: (i) the auxiliary parameter estimator exists; (ii) auxiliary parameter
estimator is well-behaved. While not explicitly proven herein, we note that if the auxiliary
estimator has a closed-form, these assumptions can be relaxed and the result of Theorem 1 (b)
will follow under the same assumptions as part (a) of the result. Similarly, due to the implicit
nature of the solution for the auxiliary estimator, an additional condition on the number of
simulations R relative to the sample size n is required. This rate requirement is extremely
mild and covers any feasible implementation of II estimation. For instance, it allows for a fixed
number of simulations as well as the same order as the sample size.4 This condition together
with a type of maximal inequality over the simulated paths ensures the uniform convergence
of ∂ℓθβˆ
r(θ, θ∗)|θ=θ∗ to ∂ℓθβ(θ∗) over r ∈ {1, . . . , R} in probability for every ℓ ∈ {0, 1, 2}, as in
Lemma A.5 in the appendix, and thus leads to the uniform convergence of ∂ℓθQ
W
n (θ, θ
∗)|θ=θ∗,
ℓ ∈ {0, 1, 2}. When log(R)/n → c ∈ (0,∞], the above result for the W-II estimator cannot be
applied and its asymptotic properties are beyond the scope of this paper, while the result for
the LM-II estimator is valid.
Remark 2. It is important to realise that this COV must be carried out at any value of θ∗ for
which we wish to calculate ∂θQ
LM
n (θ, θ
∗)|θ=θ∗ or ∂θQWn (θ, θ∗)|θ=θ∗. However, the COV only im-
pacts the calculation of the derivatives for the LM andWald criterion function: ∂θm
r
it(θ, θˆ
LM, β)|θ=θˆLM
for the LM-II criterion, and ∂θβ¯
R(θ, θˆW)|θ=θˆW for the W-II criterion. Therefore, the only portion
of this procedure that is “approximate” are the derivatives. In this way, this approach is similar
to Bruins et al. (2018) in that our approach is a generalized II of a sort.
Remark 3. Computing derivatives using numerical finite-differencing has long been the stan-
dard approach in econometrics. However, it is well-known that such methods exhibit a trade-off
between variance and bias that depends on the choice of the tuning parameter. In general, when
central-differencing with common random numbers is employed, an optimal tuning parameter
can be chosen as a function of the number of simulated random numbers, say R, which yields
an optimal convergence rate of R−2/5 (Glynn, 1989). However, if the function is also continuous
for almost all values of the random numbers, then the optimal tuning parameter is zero and the
optimal convergence rate is R−1/2.
4 This condition is violated if researchers choose extremely large simulation sizes; for instance, R = en. In
this case, however, even for small sample sizes, say n = 100, researchers would have to generate and store more
than e100 simulated paths, each of length n = 100.
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Remark 4. We note that there are alternative derivative estimation methods that could po-
tentially alleviate the difficulties associated with non-smooth simulated criterion functions. The
most intuitive approach is via the so-called “likelihood ratio method” (Glynn, 1987),5 which,
through a deliberate choice of the sample space, pushes the parameter of interest into the den-
sity function generating the simulated data. The application of this method in the context of
II is heavily dependent on the model and the ability to analytically evaluate this density as
a function of the model parameter. Another possible approach is via Malliavin integration-by-
parts (Fournie´ et al., 1999), which extends the calculus of variations from functions to stochastic
processes. Also, the mollification method (Friedrichs, 1944) provides a general approach to ap-
proximate non-smooth functions through convolution, while the method generally cannot obtain
unbiased derivative estimators.6 The exact implementation of these methods are unclear at this
stage for complicated models in econometrics, especially those with non-separable errors. While
these alternative methods are potentially useful, a thorough exploration of these methods in this
II context is beyond the scope of these paper.
4 Asymptotic Properties
This section presents the asymptotic properties of the GII-COV estimator. We first show con-
sistency of the estimator and establish asymptotic normality. Subsequently, we explain how
GII-COV aids the consistent estimation of the asymptotic variance.
Theorem 2. Suppose that Assumptions 1-4 hold. Additionally, for the Wald estimator, assume
the condition stated in Theorem 1(b). Then, as n→∞,
θˆLMn
p→ θ0 and θˆWn p→ θ0.
For asymptotic normality of the GII-COV estimator, we require an additional regularity
condition.
Assumption 5.
(a) For some δ > 0 and for any (y, z) ∈ Y × Z, the function m(y, z, β) is continuously
differentiable in β ∈ B with ‖β − β0‖ ≤ δ, and E[ supβ∈Nδ(β0) ‖∂βm(yi, zi, β)‖] <∞.
(b) ∂βM(θ
0, β0) is non-singular.
(c) Define ξri := m(y
r
i (θ
0), zi, β
0)−m(yi, zi, β0) and Ξ := E[ξri ξr′i ].
1√
nR
R∑
r=1
n∑
i=1
ξri
d→ N(0, (1 +R−1)Ξ).
5This notion of the likelihood ratio method is not related, in any sense, to the notion of the likelihood ratio
approach to indirect inference, but is related to estimating derivatives of expectations at a fixed point in the
parameter space.
6 The mollification is an approximation method for non-smooth functions through a convolution with some
suitable differential functions, so-called mollifiers. The mollification can be considered as a local approach as in
our approach, wheares it depends on smoothing parameters, which cause bias in its derivative estimator. We
thank one of the anonymous referees for pointing out the relation between our approach and the mollification.
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(d) ∂θM(θ, β
0) is continuous in θ and, for some δ > 0 and θ ∈ Nδ(θ0), has rank dθ.
The regularity conditions in Assumption 5 are fairly weak and, in conjunction with Assump-
tions 1-4, ensure enough regularity on the auxiliary moments to ensure GII-COV estimators
are asymptoticly normal. Moreover, unlike the high-level stochastic equicontinuity conditions
required to demonstrate asymptotic normality of II estimators based on non-smooth criterion
functions, see, e.g., Pakes and Pollard (1989), Chen et al. (2003) and Chaudhuri et al. (2018),
the GII-COV approach yields asymptoticly normal estimators under much more primitive con-
ditions. In particular, under Assumptions 1-5 we prove in the appendix that the uniform laws
of large numbers and stochastic equicontinuity conditions that are usually required to prove
asymptotic normality are satisfied. Moreover, we note here that these results are a direct conse-
quence of the regularity that results from simulated moments and binding functions calculated
using our GII-COV approach.
Theorem 3. Let R = ⌊cnδ⌋ for some constant c > 0 and δ ∈ [0,∞). Suppose that Assumptions
1-5 are satisfied. Also, for the Wald estimator, assume the condition stated in Theorem 1(b).
(i) If δ = 0 or R = ⌊c⌋ ≥ 1, then, as n→∞,
√
n(θˆLM − θ0) d→ N
(
0, (1 + ⌊c⌋−1)ΣLM
)
and
√
n(θˆW − θ0) d→ N
(
0, (1 + ⌊c⌋−1)ΣW
)
,
where ΣLM := (∆′Ω∆)−1(∆′ΩΞΩ∆)(∆′Ω∆)−1 and ΣW := (Γ′ΩΓ)−1(Γ′ΩΛ−1
′
ΞΛ−1ΩΓ)(Γ′ΩΓ)−1
with ∆ := ∂θM(θ
0, β0), Λ := ∂βM(θ
0, β0) and Γ := ∂θβ(θ
0), and
(ii) if δ ∈ (0,∞), then, as n→∞,
√
n(θˆLM − θ0) d→ N(0,ΣLM) and √n(θˆW − θ0) d→ N(0,ΣW).
For the LM estimator, if the weighting matrix Ωn converges to Ξ
−1 in probability, then θˆLM
has the “optimal” asymptotic variance, which is proportional to (∆′Ξ−1∆)−1. For the Wald
estimator, if the weighting matrix Ωn converges to (Λ
′Ξ−1Λ) in probability, then θˆW has the
“optimal” asymptotic variance, which is proportional to (∆′Ξ−1∆)−1
Remark 5. The above results demonstrate that the GII-COV approach yields estimators that
have the same asymptotic properties, at first-order, as a standard II estimator. That is, the COV
does not have an asymptotic impact on the resulting parameter estimates of θ0. In addition,
we note that if the original criterion is differentiable in θ, this COV approach will lead to
estimators that are numerically equivalent to standard II estimators: this follows by noting
that if the function yri (θ) is differentiable at θ
∗, with derivative ∂θy
r
i (θ
∗), our approach ensures
that ∂θy
r
i (θ, θ
∗)|θ=θ∗ = ∂θyri (θ∗). Hence, in cases where the original simulated outcomes are
continuously differentiable, there is no benefit from using this GII-COV estimation strategy
and the two approaches would be asymptotically equivalent not only at first-order but also at
higher-order, assuming the required regularity conditions were satisfied.
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Remark 6. The GII-K approach of Bruins et al. (2018) and our GII-COV approach are first-
order asymptotically equivalent, so long as the bandwidth parameter used in GII-K approach
converges to zero faster than 1/
√
n, so as to not impart asymptotic bias on the resulting pa-
rameter estimates. In contrast, our approach does not require any tuning parameters. This
difference between GII-K and GII-COV could have ramifications for higher-order properties of
the two estimators. While a higher-order analysis of the two estimators is beyond the scope of
this paper, we conjecture that the GII-COV approach is likely to lead to estimators with smaller
high-order bias, and thus smaller finite-sample bias, than those obtained from GII-K, owing to
the fact that no kernel smoothing (and no tuning parameter) is needed for GII-COV to con-
struct derivatives of the criterion function in a high-order expansion. This conjecture is further
substantiated by Monte Carlo evidence given in the following section, which demonstrates that
GII-COV generally leads to estimators with smaller finite-sample bias than GII-K.
Remark 7. Our GII-COV approach allows for simple consistent estimators of the asymptotic
variances in Theorem 3 using sample analogs. This can be accomplished using several different
numerical methods to estimate the derivatives of the II criterion function. Firstly, since the
sample moment function mri (θ, θ
∗, β) is differentiable in θ, a common approach would be to use
standard numerical differentiation, which, for example, could be used to obtain some ∆ˆ that
estimates the Jacobian of the moments ∆: for ej denoting a dθ × 1 vector with 1 in the j-th
component, and zero else, ∆
j
= ∂θjE[mi(θ, β
0)]|θ=θ0 can be estimated using, for δn > 0 and
small,
∆ˆj(δn) =
1
2δn
[
1
nR
n∑
i=1
R∑
r=1
mri (θˆ
LM + ejδn, θˆ
LM, βˆ)− 1
nR
n∑
i=1
R∑
r=1
mri (θˆ
LM − ejδn, θˆLM, βˆ)
]
.
The results of Proposition 1 imply that so long as θˆLM
p→ θ0, βˆ p→ β0, and δn → 0, ∆ˆj(δn) p→ ∆j
(see, e.g., Hong et al., 2015). Secondly, the derivative ∆
j
could also be consistently estimated
using the numerical technique of automatic differentiation, see, e.g., Glasserman (2003). Since
automatic differentiation is not commonly applied in econometrics, we further discuss this nu-
merical technique in the supplemental appendix.
5 Illustrative Example: Discrete Choice Models
To further illustrate the GII-COV approach, we now consider the application of II to simulated
data generated from various dynamic discrete choice models. Our choice of the auxiliary model
is the linear probability model, which has similarities with the auxiliary models in Li (2010) and
Bruins et al. (2018), and allows for simple closed-form moments that we can use to estimate the
underlying structural parameters.
5.1 Indirect Inference in Discrete Choice Models
Individual i = 1, ..., n chooses from among (J + 1)-alternatives at each time t = 1, ..., T by
maximizing over the utilities associated with each of the alternatives. We assume the utilities
follow the standard additive random utility framework. In particular, the i-th individual at time
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t chooses the j-th alternative if
yj,t = 1l
[
y∗j,t > max{0, y∗k,t : k = 1, . . . , J and k 6= j}
]
, for j = 0, 1, ..., J,
y∗j,t = ρyyj,t−1 + w
′
j,tα + x
′
itγj + vj,t,
vj,t = ρevj,t−1 + ǫj,t,
(8)
where (ǫ1,t, . . . , ǫJ,t)
′ = Ψ1/2(η1,t, . . . , ηj,t)
′ with Ψ1/2 lower triangular such that Ψ1/2Ψ1/2
′
= Ψ and
with (η1,t, . . . , ηJ,t)
′ ∼ N(0, IJ) for all t = 1, ..., T , and (η1,t, . . . , ηJ,t)′ is independent of the ob-
servables (w′1,t, . . . , w
′
J,t)
′, i.e., say the alternative-dependent variables, and xit, i.e., say the purely
individual specific regressors. The structural parameters are θ = (α′, γ′1, . . . , γ
′
J , ρy, ρe, ω
′)′, where
ω are the unique unrestricted elements of Ψ.
We specialize the above model to consider three distinct dynamic discrete choice models.
For each of the three models individual i = 1, . . . , n chooses one of two available alternatives
(J = 1 for simplicity) by maximizing the standard additive random utility. In particular, for
i = 1, . . . , n and t = 1, . . . , T , the individuals choice follows yit = 1l[y
∗
it ≥ 0], where y∗it is the
net utility from the choice of alternative j = 1 (over alternative j = 0). The particulars of each
model are as follows:
Model 1: T = 5 and y∗it = x
′
itγ + vit, where vit = ρvi,t−1 + ǫit with vi,0 = 0 and ǫit ∼ N(0, 1).
The structural parameters are θ = (γ, ρ)′.
Model 2: A slight modification of Model 1 that includes a lagged dependent variable in the
unobserved utility function as follows. T = 5 and y∗it = αyi,t−1+x
′
itγ+vit, where vit = ρvi,t−1+ǫit,
with yi,0 = 0, vi,0 = 0 and ǫit ∼ N(0, 1). The structural parameters are θ = (α, γ, ρ)′.
Model 3: Similar to Model 2 but incorporates the well-known “initial-conditions” problem as
follows. Model 2 holds with T = 5 but for i = 1, . . . , n, the econometrician observes the choices
yit only for t = 3, 4, 5. The structural parameters remain θ = (α, γ, ρ)
′.
For each model we consider application of the GII-COV approach using the LM criterion.
For the choice of auxiliary moment vector m(·) in each model, we follow Chaudhuri et al. (2018)
and take m(·) as follows:
• For Models 1 and 2 and i = 1, . . . , n
m
(
yri1(θ), ..., y
r
i5(θ), zi1, ..., zi5; β
)
=


zi1
(
yri1(θ)− z′i1β1
)
...
zi5
(
yri5(θ)− z′i5β5
)

 ,
where β = (β1, . . . , β5)
′, zi1 = (1, x
′
i1)
′, and zit = (1, x
′
it, x
′
i,t−1, yi,t−1)
′ for t = 2, ..., 5.
• For Model 3, we consider exactly the same m(.) function as defined above but only for
t = 3, 4, 5.
The above choice for m(·) leads to equation-by-equation ordinary least squares computations
in a seemingly unrelated regression (SUR) model, where there are J response variables (ℓ =
1l[yrit(θ) = j] for j = 1, . . . , J) and with the same set of regressors z used for all regressions. In
particular, m(·) represents the vector function specifying the first-order conditions for the SUR
model regression coefficients.
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It is clear that for each of the above auxiliary estimating equations, m(·) is not differentiable
in yrit(θ). However, one can easily apply the derivative-based methods proposed herein to obtain
quick and simple estimators.
For any given time point t, Model 1 has a single discontinuity since yit = 1l [y
∗
it > 0]. There-
fore, given our choice of moment function m(·), this example can be treated using the exact same
approach outlined in Example 1. Models 2 and 3 are similar to Model 1, but for any time point
t > 1, the function m(·) can suffer two different types of discontinuities. The first discontinuity
results from yit = 1l[y
∗
it > 0], while the second discontinuity is due to the autoregressive nature
of y∗it: for t > 1
y∗it = α1l[y
∗
i,t−1 > 0] + x
′
itγ + vit.
This additional discontinuity means we require two measures changes to institute our method.
However, both measure changes have the same form and so can easily be updated. The exact
change or variables used in each of the above models is the same as in Example 1. Therefore,
the corresponding Jacobian term is also the same.
Let θ∗ be a point we wish to evaluate the simulated outcomes. Then, we can use the same
simulated uniforms urit(θ, θ
∗) as in Example 1 within each of the above models to simulate the
error terms ǫit according to Φ
−1
(
urit(θ, θ
∗)
)
. For Model 1, the critical point functions are given
by
c1it(θ) = Φ(−x′itγ − ρvi,t−1),
while for Model 2 and 3, the critical point functions are given by
c1it(θ) = Φ
(− α1l [c1i,t−1(θ∗) < ui,t−1]− x′itγ − ρvi,t−1),
with c0it(θ) = 0 and c
2
it(θ) = 1 in Model 1-3. The following subsection considers a series of
simulation examples within each of the three models considered above.
5.2 Simulation Results
For each of the above models we generate 1,000 replications of simulated data according to the
following set of true parameter values and sample size combinations: under each simulation, xi
is generated iid as N (1, 2) and we consider the following values for the model parameters and
sample sizes
• For Model 1: θ0 = (γ0, ρ0)′ = (1, .4)′, n ∈ {200, 1000} and T = 5;
• For Model 2: θ0 = (γ0, α0, ρ0)′ = (1, .2, .4)′, n ∈ {200, 1000} and T = 5;
• For Model 3: θ0 = (γ0, α0, ρ0)′ = (1, .2, .4)′, n ∈ {200, 1000} and T = 5 with s = 3
unobserved periods;
Across the different Monte Carlo designs, we consider four estimation procedures: the GII-COV
procedure, the GII-K estimation procedure of Bruins et al. (2018), the Nelder-Mead simplex-
based search algorithm and the “patternsearch” genetic algorithm. All procedures are imple-
mented in Matlab. The Nelder-Mead and genetic algorithms are both implemented using the
Matlab default settings.7
7The precise implementation details for these methods can be found in their corresponding Matlab help files.
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We consider two separate implementations of GII-K. In the first GII-K implementation,
dubbed GII-1, we use a normal kernel to smooth the outcomes and consider a sample size
dependent bandwidth λn: for n = 200 we employ a bandwidth of λn = .08 and for n = 1000 we
consider λn = .04; these values correspond to a choice of λn satisfying
√
nλn = o(1), which is
required for the GII-K approach to deliver consistent and asymptotically normal estimators.
The second GII-K implementation, dubbed GII-2, again uses the normal kernel to smooth
the outcomes, but follows the two-step approach outlined in Bruins et al. (2018). This two-step
approach first implements GII-K with a large value of λn and a small number of simulated
outcomes, R, to obtain a preliminary estimator of θ0; in a second step, the GII-K procedure is
re-run with a small value of λn and a large value of R, and using the first-step estimator of θ
0
as starting values for the second-step. We follow Bruins et al. (2018) and consider (λn, R) =
(.03, 10) in the first-stage, and we employ (λn, R) = (.003, 300) in the second-stage.
Across the 1,000 replications we report the mean bias (MBIAS), mean absolute bias (AB),
standard deviation (STD) and the Monte Carlo coverage of a 95% Wald-confidence interval
(CV95) for all estimators. Except for the GII-2 approach, all other estimators use R = 10
simulated draws across all simulation designs.
The GII-COV estimators are computed using the Newton-Raphson algorithm with both
the Hessian and the gradient estimated numerically using automatic differentiation techniques.8
For all GII-COV procedures we take R = 10 across all simulation designs. The smoothness
of the GII-K criterion function also allows for derivative-based optimisation procedures. Fol-
lowing Bruins et al. (2018), we implement both of the GII-K approaches using a quasi-Newton
algorithm that calculates the Hessian and gradient of the smoothed criterion function using
finite-differencing methods. As in Bruins et al. (2018), the initial value across each of the sim-
ulation runs is set at the true parameter value for all estimation procedures and across each of
the simulation design. For each estimator, the efficient weighting matrix is used.
The results across the different simulation designs and estimation methods are collected in
Tables 1-5. In terms of bias (MBIAS) and standard deviation (STD), and across each Monte
Carlo design, the GII-COV estimator gives superior performance relative to GII-K and the
derivative-free estimators. The additional bias and variance inherent in GII-K, over and above
that observed in GII-COV, reflects the procedures use of smoothed outcomes, which require the
choice of kernel and an associated bandwidth parameter. However, we do note that at larger
samples sizes, the GII-2 approach gives results that are closer to GII-COV.
It is also important to note that the differences between GII-COV and GII-K do not abate as
n increases. As can be seen from Table 6, relative to GII-COV, the biases and standard errors of
GII-1 increase as n increases across nearly all Monte Carlo designs. A similar pattern of results
is also observed for GII-2 in Table 7. However, at larger sample sizes, GII-2 gives estimates with
smaller bias and standard deviation than those obtained using the GII-1 approach.
The additional optimisation step required of GII-2 will lead to a much slower algorithm
than GII-COV, GII-1 and the derivative-free methods. Table 8 contains the average execution
times of the various algorithms across the Monte Carlo designs. In all cases, GII-1 gives the
fastest execution times, and is followed closely by GII-COV. In general, GII-COV is faster to
8In the supplemental appendix, we give further compare between two versions of GII-COV: one version that
uses automatic differentiation to numerically calculate the gradient and Hessian, and a separate version that uses
central finite-differencing to estimate these derivatives. The results suggest that using automatic differentiation
to numerically estimate the derivatives yields an finite-sample improvement, at least in terms of bias, over using
standard finite-differencing derivative estimators.
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implement than either of the derivative-free approaches. The execution time of GII-2 is always
much larger than all other methods used in this simulation study, which is a consequence of the
fact that GII-2 must generate, and manipulate, R=300 additional simulated data sets in the
second stage of estimation. Therefore, while GII-2 can give better estimates than GII-1, and
thus yield results that are closer to GII-COV in terms of MBIAS and STD, it does so at much
greater computational cost.
From these Monte Carlo results, we can conclude that GII-COV performs well relative to
these competitors in terms of precision and computational properties.
6 Discussion
There are many interesting examples in II where the resulting criterion function is discontinuous
in the parameters of interest. While global kernel smoothing approaches, such as the generalized
indirect inference approach of Bruins et al. (2018), have been proposed to alleviate this discon-
tinuity in the criterion function, such methods require a user dependent bandwidth parameter
that can negatively impact the resulting parameter estimates.
In this article, we have proposed a novel approach to II that can alleviate discontinuities
within simulated criterion functions without the need of smoothing approaches. Applying this
simulation approach within II results in criterion functions that yield uniformly consistent deriva-
tive estimates of their corresponding limiting counterparts, and allows II estimators to be cal-
culated using standard derivative-based optimisation routines. Furthermore, the resulting II
estimators have standard asymptotic properties and perform well in finite-sample simulation
experiments.
For simplicity, in this paper we have focused on the case where the simulated data is generated
from independent uniforms, which consequently allows us to apply a conditionally independent
change of variables to remove the discontinuities in the criterion function. In cases where depen-
dent uniforms are required to generate simulated outcomes, such as, e.g., uniforms underlying
certain multivariate random variables with a copula structure, a change of variables in each of
the uniforms generating the endogenous variables will have flow-on effects to other dimensions.
In these cases a similar approach to that considered here can be used. However, this extension
requires additional technical details and explanation, and is therefore left for further research.
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Appendix A. Proofs of Main Results
In this appendix, we prove the asymptotic properties of our proposed estimator and some re-
lated technical results, applying similar arguments used in Pakes and Pollard (1989) (see also
Chen et al., 2003). We write a . b if a is smaller than or equal to b up to a universal positive
constant.
Lemma A.1. Suppose that Assumptions 1-3 hold. Then,
(a) the functionM(θ, β) is twice differentiable with respect to θ for any β ∈ B and its derivative
is given by, for ℓ ∈ {1, 2},
∂ℓθM(θ, β) = E
[ J∑
j=0
m(αj , zi, β)∂
ℓ
θ{cj+1i (θ)− cji (θ)}
]
; (A.1)
(b) the moment function mri (θ, θ
∗, β) is twice-continuously differentiable with respect to θ ∈ Θ,
for any (θ∗, β) ∈ Θ× B.
Proof. (a) Under Assumption 3(a), we can write yri (θ) =
∑J
j=0 αj1l[c
j
i (θ) < u
r
i ≤ cj+1i (θ)]. We
can show that M(θ, β) = E[
∑J
j=0m(αj , zi, β){cj+1i (θ)− cji (θ)}], since uri is uniformly distributed
over (0, 1). From Assumptions 2(c) and 3(b), the derivative of the map θ 7→ m(αj , zi, β){cj+1i (θ)−
cji (θ)} satisfies
‖m(αj , zi, β)∂θ{cj+1i (θ)− cji (θ)}‖ . m¯i · ∇1c¯i.
Under Assumptions 2(c) and 3(b), an application of Cauchy-Schwarz inequality yields E[m¯i ·
∇1c¯i] < ∞. Thus, the dominated convergence theorem implies the desired conclusion (see
Theorem 2.27 of Folland, 2013, for example). A similar argument shows the second derivative
part and thus we omit the details.
(b) Let (θ∗, β) ∈ Θ× B be fixed. It follows from Assumption 3(a) and the definition of the
Jacobian wri (·) that if cji (θ∗) < uri ≤ cj+1i (θ∗) for j = 0, . . . , J , then
yri (θ, θ
∗) = αj and w
r
i (θ, θ
∗) =
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
,
for all i = 1, . . . , n. Also, it can be easily verified that cji (θ
∗) < uri ≤ cj+1i (θ∗) if and only if
cji (θ) < u
r
i (θ, θ
∗) ≤ cj+1i (θ). Thus, the approximate moment function is written as
mri (θ, θ
∗, β) =
J∑
j=0
m(αj , zi, β)
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
1l
[
cji (θ
∗) < uri ≤ cj+1i (θ∗)
]
. (A.2)
In the above moment function, the parameter θ now appears as arguments of differentiable
functions and no longer determines the value of discontinuous functions. More precisely, the
right-hand side term of the equation above consists of twice-continuously differentiable functions
with respect to θ and thus the desired conclusion follows. 
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To prove Proposition 1, we apply the idea used by Jennrich (1969) to prove the uniform law
of large numbers.
Proof of Proposition 1. First, we consider the unbiasedness of the first derivative of the
moment function Mn(θ, θ
∗, β). Let θ∗ ∈ Θ be fixed. It follows from (A.2) that
∂θm
r
i (θ, θ
∗, β) =
J∑
j=0
m(αj , zi, β)
∂θ{cj+1i (θ)− cji (θ)}
cj+1i (θ
∗)− cji (θ∗)
1l
[
cji (θ
∗) < uri ≤ cj+1i (θ∗)
]
.
Also, we have, for every j = 0, . . . , J ,
1
cj+1i (θ
∗)− cji (θ∗)
∫ 1
0
1l
[
cji (θ
∗) < u ≤ cj+1i (θ∗)
]
du = 1. (A.3)
Because uniform random variables uri are independent from the rest of the model, and under the
iid data assumptions in Assumptions 1(a) and 2(a), we have
E
[
∂θMn(θ, θ
∗, β)|θ=θ∗
]
= E
[ J∑
j=0
m(αj , zi, β)∂θ{cj+1i (θ∗)− cji (θ∗)}
]
. (A.4)
It follows from Lemma A.1(a) that ∂θMn(θ, θ
∗, β)|θ=θ∗ is an unbiased estimator of ∂θM(θ∗, β).
We now consider the uniform consistency of the first derivative. Let δ > 0 an arbitrarily
small scalar. Given the compact parameter spaces Θ and B, it suffices to show that the desired
conclusion holds for every fixed neighborhood Nδ := N1,δ×N1,δ×N2,δ, where N1,δ ⊂ Θ and
N2,δ ⊂ B satisfy supθ1,θ2∈N1,δ ‖θ2 − θ1‖ ≤ δ, and supβ1,β2∈N2,δ ‖β2 − β1‖ ≤ δ. Define
π−n,δ :=
1
nR
n∑
i=1
R∑
r=1
inf
(θ,θ∗,β)∈Nδ
∂θm
r
i (θ, θ
∗, β) and π+n,δ :=
1
nR
n∑
i=1
R∑
r=1
sup
(θ,θ∗,β)∈Nδ
∂θm
r
i (θ, θ
∗, β).
It can be easily shown that, from the triangle inequality,
sup
(θ,θ∗,β)∈Nδ
∥∥∂θMn(θ, θ∗, β)− ∂θM(θ, θ∗, β)∥∥ ≤ ∥∥π+n,δ − E[π+n,δ]∥∥+ ∥∥π−n,δ − E[π−n,δ]∥∥
+
∥∥E[π+n,δ]− E[π−n,δ]∥∥,
where M(θ, θ∗, β) := E[mri (θ, θ
∗, β)]. It follows from the weak law of large numbers that
∥∥π±n,δ −
E[π±n,δ]
∥∥ = op(1) as n → ∞. Thus, the remaining task is to show that ∥∥E[π+n,δ] − E[π−n,δ]∥∥ → 0
as δ → 0. To this end, using (A.2) together with the fact that uri is uniformly distributed and
independent from the original data, we have that
∥∥E[π+n,δ]− E[π−n,δ]∥∥ ≤ ∥∥E[∑Jj=0∆jt,δ]∥∥, where
∆jt,δ := sup
(θ,θ∗,β)∈Nδ
m(αj , zi, β)∂θw
r
i (θ, θ
∗)
(
sup
θ∗∈N1,δ
cj+1i (θ
∗)− inf
θ∗∈N1,δ
cji (θ
∗)
)
− inf
(θ,θ∗,β)∈Nδ
m(αj , zi, β)∂θw
r
i (θ, θ
∗)
(
inf
θ∗∈N1,δ
cj+1i (θ
∗)− sup
θ∗∈N1,δ
cji (θ
∗)
)
.
The above equation consists of functions that are continuous in parameters and all functions are
A-2
evaluated over Nδ. Thus,
∥∥∑J
j=0∆
j
t,δ
∥∥→ 0 as δ → 0. Also, we have
‖∆jt,δ‖ ≤ 2m¯(αj , zi)∇w¯i ·
(
sup
θ∗∈N1,δ
cj+1i (θ
∗)− inf
θ∗∈N1,δ
cji (θ
∗)
)
.
The critical point functions take values in the unit interval and also by the Cauchy-Schwarz
inequality, E[m¯i∇w¯i] ≤ (E|m¯i|2)1/2(E|∇w¯i|2)1/2, which is finite by Assumption 2(c) and 3(b).
Therefore, by the dominated convergence theorem, ‖E[∆(1)ir (δ)]‖ → 0 as δ → 0. Hence, the
estimator for the first derivative is consistent uniformly in (θ∗, β) ∈ Θ× B.
A similar argument shows the uniform consistency of the second derivative and thus we omit
the details. 
Before proving asymptotic properties of the estimators θˆ and βˆ(θ), we present the existence
of a global implicit solution β(θ) to M(θ, β) = 0 and its properties. We follow the approach
in Idczak (2016), who uses the mountain path theorem (Ambrosetti and Rabinowitz, 1973) to
establish a global implicit function theorem. The following theorem is a finite dimensional
counterpart of the key result (Theorem 3.3 and Corollary 3.3) in Idczak (2016).
Lemma A.2. Let V ⊂ Rdv and W ⊂ Rdw with finite dv, dw ∈ N and let F : V×W → Rdw be a
continuously differentiable function. For all v ∈ V, assume that the map w 7→ F (v, w) satisfies
(a) the Palais-Smale condition: any sequence {wk}∞k=1⊂W with {‖F (v, wk)‖2/2}∞k=1 being
bounded and ∂vF (v, wk)→ 0 as k →∞ admits a convergence subsequence,
(b) a square matrix ∂wF (v, w) is non-singular for any w ∈ W.
Then, for any v ∈ V, there exists a unique wv ∈ W such that F (v, wv) = 0.
Proof. See the proof of Theorem 3.3 in Idczak (2016). 
The following lemma uses Lemma A.2 to present a global implicit function theorem, which
shows that the implicit function exists uniquely and is globally twice continuously differentiable.
Lemma A.3. Suppose that Assumptions 1-4 and the conditions assumed in Theorem 1(b) hold.
(a) M(θ, β) is twice continuously differentiable with respect to (θ, β) ∈ Θ× B.
(b) For any θ ∈ Θ, there exists a unique β(θ) ∈ B such that M(θ, β(θ)) = 0 and β(θ) is a
twice continuously differentiable function with its first derivative, given by
∂θβ(θ) = −
[
∂βM
(
θ, β(θ)
)]−1
∂θM
(
θ, β(θ)
)
. (A.5)
Proof. (a) We can writeM(θ, β) = E[
∑J
j=0m(αj , zi, β){cj+1i (θ)−cji (θ)}] under Assumption 3(a).
In Lemma A.1, we have shown that M(θ, β) is twice continuously differentiable with respect to
θ ∈ Θ. Using similar arguments in Lemma A.1, we can prove that M(θ, β) is twice continuously
differentiable with respect to β ∈ B and ∂θM(θ, β) is continuously differentiable with respect
to β ∈ B, under the condition (ii) of Theorem 1(b) and Assumption 3(b). Thus, the desired
conclusion follows.
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(b) First, the classical implicit function theorem implies that the desired result holds locally.
That is, in the neighborhood of (θ¯, β¯) ∈ Θ × B with M(θ¯, β¯) = 0, there is a continuously
differentiable function θ 7→ β(θ) such that M(θ, β(θ)) = 0 and its derivative takes the form
in (A.5). The result in (a) of this lemma implies that the right-hand side of (A.5) consists of
differentiable functions with respect to (θ, β) and thus β(θ) is twice continuously differentiable
locally (see Theorem 1B.1 and 1B.5 of Dontchev and Rockafellar, 2009, for instance).
Next, the parameter space B is assumed to be compact and ‖M(θ, β)‖2/2 satisfies the Palais-
Smale condition for each θ ∈ Θ. Also, ∂βM(θ, β) is shown to be non-singular under the condition
(iii) of Theorem 1(b). It follows from Lemma A.2 that β(θ) uniquely solves M(θ, β) = 0 for all
θ and β(θ) satisfies the desired properties globally. 
In the below lemma, we present a technical result, which is useful when an estimator depends
on observed and simulated data. More precisely, this technical lemma establishes the uniform
law of large numbers over simulations as long as the simulation size R is not large to be compared
with the sample size n, or log(R) = o(n). We prove this lemma by using the symmetrization
argument. A similar approach can be found in Lemma 8 of Chernozhukov et al. (2015) in a
different context.
Lemma A.4. Given positive integers n and R, let zn := {zi}ni=1 be a sequence of independent
random variables in R and un,R := {(ui1, . . . , uiR)}ni=1 be a collection of vectors whose elements
are independent and identically distributed in R. Assume that zn is independent of un,R. For
i = 1, . . . , n and r = 1, . . . , R, define xir := g(zi, uir) for some measurable function g : R
2 → R
and x¯r := n
−1
∑n
i=1 xir. Assume that E[max1≤r≤R |xir|2] < ∞ for every i = 1, . . . , n. If n→ ∞
with log(R)/n→ 0, then
max
1≤r≤R
∣∣x¯r − E[x¯r]∣∣ = op(1).
Proof. By Markov’s inequality, Pr(max1≤r≤R |x¯r − E∗[x¯r]| ≥ η) ≤ η−1E(max1≤r≤R |x¯r − E[x¯r]|)
for any η > 0. Thus, it suffices to show that E(max1≤r≤R |x¯r − E[x¯r]|) → 0 as n → ∞. We
denote by the conditional expectation E∗[·] := E[·|zn]. By the triangle inequality, we have∣∣x¯r − E[x¯r]∣∣ ≤ ∣∣x¯r − E∗[x¯r]∣∣+ ∣∣E∗[x¯r]− E[x¯r]∣∣.
Because x¯r is identically distributed conditional on zn, an application of Jensen’s inequal-
ity yields E(max1≤r≤R |E∗[x¯r] − E[x¯r]|) ≤ (E|E∗[x¯r] − E[x¯r]|2)1/2 ≤ (n−1E[x2ir])1/2 . n−1/2.
Thus, it suffices to show that E
[
max1≤r≤R |x¯r − E∗[x¯r]|
]
= o(1). To use the symmetrization
technique, let ε1, . . . , εn be independent Rademacher random variables that are independent
of zn and un,R. Given an independent sequence {xir} conditional on zn, Lemma 2.3.1 in
van der Vaart and Wellner (1996) implies that
E
∗
[
max
1≤r≤R
∣∣x¯r − E∗[x¯r]∣∣] ≤ 2n−1E∗[ max
1≤r≤R
∣∣∣ n∑
i=1
εixir
∣∣∣].
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By Lemma 2.2.2 and 2.2.7 in van der Vaart and Wellner (1996), we have
E
[
max
1≤r≤R
∣∣∣ n∑
i=1
εixir
∣∣∣ ∣∣∣zn,un,R
]
. max
1≤r≤R
( n∑
i=1
x2ir
)1/2
(logR)1/2.
By Fubini’s theorem and Jensen’s inequality, we have
E
[
max
1≤r≤R
∣∣x¯r − E∗[x¯r]∣∣] . n−1(E[ max
1≤r≤R
n∑
i=1
x2ir
])1/2
(logR)1/2 .
(
logR
n
)1/2
,
where the last inequality holds because n−1E[max1≤r≤R
∑n
i=1 x
2
ir] ≤ E[max1≤r≤R |xir|2] < ∞.
Given that log(R)/n→ 0, the desired conclusion follows. 
For each r = 1, . . . , R, define a function M rn : Θ
2×B → Rdβ , given by
M rn(θ, θ
∗, β) := n−1
n∑
i=1
T∑
t=1
mrit(θ, θ
∗, β).
The estimator βˆr(θ, θ∗) is the solution to the equation M rn(θ, θ
∗, β) = 0, given (θ, θ∗) ∈ Θ2. The
following lemma establishes the properties of βˆr(θ, θ∗).
Lemma A.5. Suppose that Assumptions 1-4 hold. If m(y, z, β) is twice continuously differen-
tiable in β for any (y, z) ∈ Y ×Z and (logR)/n→ 0. Then, for ℓ ∈ {0, 1, 2}, as n→∞,
∂ℓθβˆ
r(θ, θ∗)|θ=θ∗ p→ ∂ℓθβ(θ∗),
uniformly in (θ, r) ∈ Θ× {1, . . . , R}.
Proof. Consider the uniform consistency of βˆr(θ∗, θ∗) to β(θ∗). For any θ∗ ∈ Θ and r = 1, . . . , R,
it follows from the definition of βˆr(θ∗, θ∗) that∥∥M rn(θ∗, θ∗, β(θ, θ∗))∥∥− ∥∥M rn(θ∗, θ∗, βˆr(θ, θ∗))∥∥ ≥ 0. (A.6)
Let δ > 0 be an arbitrary constant. The continuity of M(θ∗, β) in β ∈ B implies that, for any
r ∈ {1, . . . , R} with ‖βˆr(θ∗, θ∗)−β(θ∗)‖ > δ, there exists an ǫ > 0 such that ∥∥M(θ∗, βˆr(θ∗, θ∗))∥∥−∥∥M(θ∗, β(θ∗))∥∥ > 2ǫ, which together with (A.6) and the triangle inequality implies that
Pr
(
sup
θ∗∈Θ
max
1≤r≤R
‖βˆr(θ∗, θ∗)− β(θ∗)‖ > δ
)
≤ Pr
(
max
1≤r≤R
sup
(θ∗,β)∈Θ×B
‖M rn(θ∗, θ∗, β)−M(θ∗, β)‖ > ǫ
)
.
Given the compact parameter spaces, it suffices to show that, for an arbitrarily small δ > 0,
max
1≤r≤R
sup
(θ∗,β)∈Nδ
‖M rn(θ∗, θ∗, β)−M(θ∗, β)‖ = op(1), (A.7)
as n→∞, where Nδ := N1,δ×N2,δ ⊂ Θ×B with supθ1,θ2∈N1,δ ‖θ2−θ1‖ ≤ δ and supβ1,β2∈N2,δ ‖β2−
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β1‖ ≤ δ. Let δ > 0 be fixed and define
µr−n,δ := n
−1
n∑
i=1
inf
(θ∗,β)∈Nδ
mrit(θ
∗, θ∗, β) and µr+n,δ := n
−1
n∑
i=1
sup
(θ∗,β)∈Nδ
mrit(θ
∗, θ∗, β).
An application of the triangle inequality yields that
max
1≤r≤R
sup
(θ,θ∗,β)∈Nδ
‖M rn(θ∗, θ∗, β)−M(θ∗, β)‖ ≤ max
1≤r≤R
∥∥µr−n,δ − E[µr−n,δ]∥∥+ max
1≤r≤R
∥∥µr+n,δ − E[µr+n,δ]∥∥
+2 max
1≤r≤R
∥∥E[µr+n,δ]− E[µr−n,δ]∥∥.
Lemma A.4 implies that max1≤r≤R ‖µr±n,δ−E[µr±n,δ]‖ = op(1) as n→∞. Also, a similar argument
in Proposition 1 shows that max1≤r≤R ‖E[µr+n,δ] − E[µr−n,δ]‖ → 0 as δ → 0. Hence, (A.7) follows
and the result follows for the case of ℓ = 0.
Next, we consider the first derivative. The estimator βˆr(θ, θ∗) satisfies thatM rn
(
θ, θ∗, βˆr(θ, θ∗)
)
=
0 for each r = 1, . . . , R. Taking the first derivative of the implicit function with respect to θ, we
obtain
∂θM
r
n
(
θ, θ∗, βˆr(θ, θ∗)
)
+ ∂βM
r
n
(
θ, θ∗, βˆr(θ, θ∗)
)
∂θβˆ
r(θ, θ∗) = 0. (A.8)
Using the same argument to show (A.7), we can apply the argument for the uniform law of large
numbers in Jennrich (1969) with the result in Lemma A.4 to obtain
∂βM
r
n(θ, θ
∗, β)|θ=θ∗ p→ ∂βM(θ∗, β), (A.9)
uniformly in both (θ∗, β) ∈ Θ × B and r = 1, . . . , R. Since βˆr(θ∗, θ∗) p→ β(θ∗) uniformly in
(θ∗, r) ∈ Θ × {1, . . . , R}, we have that ∂βM rn
(
θ∗, θ∗, βˆr(θ∗, θ∗)
)
converges in probability to a
non-singular matrix ∂βM
(
θ∗, β(θ∗)
)
uniformly in (θ∗, r) ∈ Θ × {1, . . . , R}. Similarly, it can be
shown that ∂θM
r
n
(
θ, θ∗, βˆr(θ∗, θ∗)
)|θ=θ∗ p→ ∂θM(θ∗, β(θ∗)) uniformly in (θ∗, r) ∈ Θ× {1, . . . , R}.
This together with (A.8)-(A.9) and Lemma A.3(b) implies the desired result.
A similar argument can show the second derivative part and thus we omit the details. 
Proof of Theorem 1. We first show that the result holds for ℓ = 0. First, we consider
QLMn (θ, θ). Using a similar argument to Lemma A.5, we can show that βˆ
p→ β0. Also, from
Proposition 1, we have that Mn(θ, θ, β)
p→ M(θ, β) uniformly over (θ, β) ∈ Θ×B. Because
Ωn
p→ Ω under Assumption 4(c), the uniform convergence of QLMn (θ, θ) to QLM(θ) follows. Now,
consider QWn (θ, θ). By Lemma A.5, β¯
R(θ, θ)
p→ β(θ), uniformly over θ ∈ Θ. Therefore, by
Assumption 4(c), we can conclude that QWn (θ, θ) converges to Q
W(θ) uniformly.
We next show that the desired conclusion holds for the first derivative of two criterion func-
tions. A similar argument can be used to prove the result for the second derivative and we omit
the details for brevity.
First, we consider the LM criterion function. The first derivative of QLMn (θ, θ
∗) is given by
∂θQ
LM
n (θ, θ
∗)|θ=θ∗ = 2
[
∂θMn(θ, θ
∗, βˆ)|θ=θ∗
]′
ΩnMn(θ
∗, θ∗, βˆ),
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and its population counterpart is
∂θQ
LM(θ∗) = 2[∂θM(θ
∗, β0)]′ΩM(θ∗, β0).
Using a similar argument in Lemma A.5, we can show that βˆ
p→ β0 as n→∞. Thus, Proposition
1 implies that ∂θMn(θ, θ
∗, βˆ)|θ=θ∗ p→ ∂θM(θ∗, β0) uniformly in θ∗ ∈ Θ. Also, a similar argument
used in Proposition 1 shows that Mn(θ
∗, βˆ)
p→ M(θ∗, β0) uniformly in θ∗ ∈ Θ. These results
with the condition that Ωn
p→ Ω under Assumption 4(c) lead to the desired conclusion.
Next, we consider the Wald approach. The first derivative of QWn (θ, θ
∗) is given by
∂θQ
W
n (θ, θ
∗)|θ=θ∗ = 2
[
∂θβ¯
R(θ, θ∗)|θ=θ∗
]′
Ωn
[
β¯R(θ∗, θ∗)− βˆ],
and Lemma A.3(b) implies that its population counterpart is
∂θQ
W(θ∗) = 2
[
∂θβ(θ
∗)
]′
Ω
[
β(θ∗)− β0],
where ∂θβ(θ
∗) = −[∂βM(θ∗, β(θ∗))]−1∂θM(θ, β(θ∗))|θ=θ∗. By definition, we have
β¯R(θ∗, θ∗) = R−1
R∑
r=1
βˆr(θ∗, θ∗) and ∂θβ¯
R(θ, θ∗)|θ=θ∗ = R−1
R∑
r=1
∂θβˆ
r(θ, θ∗)|θ=θ∗.
By Lemma A.5, β¯R(θ∗, θ∗)
p→ β(θ∗) and, by repeating the arguments in Lemma A.5 for ∂θβ¯R(θ, θ∗)|θ=θ∗ ,
we can obtain a similar result, namely ∂θβ¯
R(θ, θ∗)|θ=θ∗ p→ ∂θβ(θ∗) uniformly in θ∗ ∈ Θ. Given
βˆ
p→ β0 and Ωn p→ Ω under Assumption 4(c), we can conclude that ∂θQWn (θ, θ∗)|θ=θ∗ p→ ∂θQW(θ∗)
uniformly in θ∗ ∈ Θ. 
Proof of Theorem 2. Let (Q,Qn, θˆ) denote either (Q
W, QWn , θˆ
W) or (QLM, QLMn , θˆ
LM). By
Assumption 4(b) or the results of Lemma A.3(b), for every δ > 0 with ‖θ− θ0‖ ≥ δ, there exists
some ǫ > 0 such that Q(θ)− Q(θ0) ≥ ǫ. This implies that, for any δ > 0, there exists an ǫ > 0
such that
Pr
(‖θˆ − θ0‖ ≥ δ) ≤ Pr (Q(θˆ)−Q(θ0) ≥ ǫ).
Thus, it suffices to show that Q(θˆ)−Q(θ0) = op(1). As the minimizer of Qn(θ, θ) the estimator
θˆ satisfies that Qn(θ
0, θ0)−Qn(θˆ, θˆ) ≥ 0. Thus, an application of the triangle inequality yields
|Q(θˆ)−Q(θ0)| ≤ |Qn(θˆ, θˆ)−Q(θˆ)|+ |Qn(θ0, θ0)−Q(θ0)|.
The right-hand side of the above equation is bounded from above by 2 supθ∈Θ |Qn(θ, θ)−Q(θ)|,
which converges in probability to 0 as n→∞ by Theorem 1 (with ℓ = 0). 
Lemma A.6. Suppose that Assumptions 1-5 hold and log(R)/n→∞ as n→∞. Also, assume
that m(y, z, β) is continuously differentiable in β for any (y, z) ∈ Y × Z and ∂βM
(
θ, β(θ)
)
is
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non-singular in the neighborhood Nδ(θ0) for some constant δ > 0. Then,
√
n
(
βˆr(θ, θ)− β(θ)) = −[∂βM(θ, β(θ))]−1√nM rn(θ, θ, β(θ))+ oP (1),
uniformly in (θ, r) ∈ Nδ(θ0)× {1, . . . , R}.
Proof. For each r = 1, . . . , R, the estimator βˆr(θ, θ) is the solution to the equation M rn(θ, θ, β) =
0, given θ ∈ Θ. For any θ ∈ Θ and r ∈ {1, . . . , R}, Taylor’s expansion yields
0 =
√
nM rn
(
θ, θ, β(θ)
)
+ ∂βM
r
n
(
θ, θ, β˜r(θ)
)√
n
(
βˆr(θ, θ)− β(θ)),
where β˜r(θ) is between βˆr(θ, θ) and β(θ). As explained in the proof of Lemma A.5, we can
show that ∂βM
r
n(θ, θ, β
r)
p→ ∂βM(θ, βr) uniformly in (θ, βr) ∈ Θ×B and r ∈ {1, . . . , R}. Lemma
A.5 implies that β˜r(θ)
p→ β(θ) uniformly in (θ, r) ∈ Θ × {1, . . . , R}. Thus, ∂βM rn
(
θ, θ, β˜r(θ)
)
converges to a non-singular matrix ∂βM
(
θ, β(θ)
)
. Therefore, the desired conclusion holds. 
Proof of Theorem 3. Let (θˆ, Qn, Q) be either (θˆ
LM, QLMn , Q
LM) or (θˆW, QWn , Q
W). Suppose
that the estimator θˆ satisfies that ∂θQn(θ, θˆ)|θ=θˆ = op(n−1/2). Taylor’s expansion yields that
op(1) =
√
n∂θQn(θ, θˆ)|θ=θ0 + ∂2θQn(θ, θˆ)|θ=θ˜
√
n(θˆ − θ0),
where θ˜ is between θˆ and θ0. Theorem 1 with the consistency of θˆ in Theorem 2 implies that
∂2θQn(θ, θˆ)|θ=θ˜
p→ ∂2θQ(θ0). We have
√
n(θˆ − θ0) = −
{
∂2θQ(θ
0)
}−1√
n∂θQn(θ, θˆ)|θ=θ0 + op(1).
For the Hessian ∂2θQ(θ
0), we can show that
∂2θQ
LM(θ0) = 2∆′Ω∆ and ∂2θQ
W(θ0) = 2Γ′ΩΓ. (A.10)
It remains to consider the convergence of
√
n∂θQn(θ, θˆ)|θ=θ0 in distribution.
First, we consider the LM estimator. We can show that
√
n∂θQ
LM
n (θ, θˆ
LM)|θ=θ0 = 2
[
∂θMn
(
θ, θˆLM, βˆ
)|θ=θ0]′Ωn√nMn(θ0, θˆLM, βˆ)
= 2
[
∂θM
(
θ0, β0
)]′
Ω
√
nMn
(
θ0, θˆLM, βˆ
)
+ op(1),
where the second equality holds due to Proposition 1 and Assumption 4(c). Lemma A.7 implies
that the map (θ, β)→Mn(θ0, θ, β) is stochastic equicontinuous: there exists a δ > 0 such that
sup
(θ,β)∈Nδ
∥∥{Mn(θ0, θ, β)− E[Mn(θ0, θ, β)]} − {Mn(θ0, θ0, β0)−M(θ0, θ0, β0)}∥∥ = op(n−1/2),
for every neighborhood Nδ ⊂ Θ × B satisfying that ‖θ2 − θ1‖ ≤ δ and ‖β2 − β1‖ ≤ δ for any
(θ1, β1), (θ2, β2) ∈ Nδ. Because E[Mn(θ0, θ, β)] = M(θ0, β), Mn(θ0, θ0, β0) = Mn(θ0, β0) and
E[Mn(θ
0, θ0, β)] = 0, we have
√
nMn
(
θ0, θˆLM, βˆ
)
=
√
nM(θ0, βˆ) +
√
nMn
(
θ0, β0
)
+ op(1).
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By Taylor’s expansion,
√
nM(θ0, βˆ) = ∂βM(θ
0, β0)′
√
n(βˆ − β0) + op(1), Applying a similar
argument used in Lemma A.6, we can show that
√
nM(θ0, βˆ) = −n−1/2∑ni=1m(yi, zi, β0)+op(1).
This together with (A.10) yields
√
n(θˆLM − θ0) = (∆′Ω∆)−1∆′Ω√nξ¯n,R + op(1),
where ξ¯n,R := (nR)
−1
∑R
r=1
∑n
i=1
∑T
t=1 ξ
r
it. The desired result follows from Assumption 5(c).
Next, we consider the case of the Wald estimator. We have
∂θQ
W
n (θ, θˆ
W)|θ=θˆW = 2
[
∂θβ¯
R(θ, θˆW)|θ=θˆW
]′
Ωn
√
n
[
β¯R(θˆW, θˆW)− βˆ].
As shown in the proof of Theorem 1, ∂θβ¯
R(θ, θ∗)|θ=θ∗ p→ ∂θβ(θ∗) uniformly in θ∗ ∈ Θ. Also,
θˆW
p→ θ0 from Theorem 2 and Ωn p→ Ω under Assumption 4(c). It follows that
∂θQ
W
n (θ, θˆ
W)|θ=θˆW = 2
[
∂θβ(θ
0)
]′
Ω
√
n
[
β¯R(θˆW, θˆW)− βˆ]+ op(1).
Given the consistency of θˆW, Lemma A.6 implies that
√
n[β¯R(θˆW, θˆW)− βˆ] = −[∂βM(θ0, β0)]−1
√
nξ¯n,R + op(1).
Collecting the results so far, we obtain
√
n(θˆW − θ0) = −(Γ′ΩΓ)−1Γ′Ω[∂βM(θ0, β0)]−1
√
nξ¯n,R + op(1).
The desired result follows from Assumption 5(c). 
We provide a technical lemma to obtain the asymptotic distribution of the proposed estima-
tor. To this end, we will use some notations and results from the literature on empirical process
only in the lemma below. Let (z, u) be random variables with a probability distribution P, where
z is a random vector with support Z and u is a standard uniform random variable. We assume
that z and u are statistically independent. Let B and Θ are compact parameter space with finite
dimensions dβ and dθ, respectively. Define measurable functions µβ : Z → R and φθ : Z → R
for β ∈ B and θ ∈ Θ. Let F be a collection of measurable functions fθ,β : Z× [0, 1]→ R indexed
by prameters (θ, β) ∈ Θ×B, given by fθ,β(z, u) := µβ(z)1l[u ≤ φθ(z)] for (z, u) ∈ Z × [0, 1]. For
some ǫ > 0, let N[ ](ǫ,F , L2(P)) be the braketing number and the bracketing integral is given by
J[ ](δ,F , L2(P)) :=
∫ δ
0
√
logN[ ](ǫ,F , L2(P))dǫ for some δ > 0. The lemma below will prove that
the collection F is Donsker by showing that the bracketing integral is finite. A similar result can
be found in Lemma 1 of Sant’Anna and Song (2019). We use diam(A) to denote the diameter
of a set A.
Lemma A.7. Assume that (i) the functions µβ and φθ are twice continuously differentiable for
β ∈ B and θ ∈ Θ respectively, (ii) supβ∈B ‖∂βµβ(z)‖ ≤ ∇µ¯(z) and supθ∈Θ ‖∂θφθ(z)‖ ≤ ∇φ¯(z)
with E[∇µ¯(z)2] < ∞ and E[∇φ¯(z)2] < ∞, (iii) the parameter spaces Θ and B are comapct.
Then, the collection of functions F is P-Donsker.
Proof. Let ǫ > 0 be an arbitrary small constant. Consider partitions {Θk}Kk=1 of Θ and {Bl}Ll=1
of B. Under the condition (iii), there exists finite constants K ≤ (diam(Θ)/ǫ)dθ and L ≤
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(
diam(B)/ǫ)dβ such that diam(Θk) ≤ ǫ and diam(Bl) ≤ ǫ for every k = 1, . . . , K and l = 1, . . . , L.
Fix (k, l) ∈ {1, . . . , K}×{1, . . . , L} and pick up some elements (θk, βl) ∈ Θk×Bl. Then, we can
show that, for any (θ, β) ∈ Θk × Bl and for any z ∈ Z,
φ−k (z) ≤ φθ(z) ≤ φ+k (z) and µ−l (z) ≤ µβ(z) ≤ µ+l (z),
where φ±k (z) := φθk(z)± ǫ∇φ¯(z) and µ±l (z) := µβl(z)± ǫ∇µ¯(z). We can show that
µβl(z)1l[u ≤ φθ(z)]− ǫ∇µ¯(z) ≤ fθ,β(z) ≤ µβl(z)1l[u ≤ φθ(z)] + ǫ∇µ¯(z),
for (θ, β) ∈ Θk × Bl. It follows that f−k,l ≤ fθ,β ≤ f+k,l for (θ, β) ∈ Θk × Bl, where
f+k,l(z, u) := µβl(z)
{
1l[µβl(z) ≥ 0, u ≤ φ+k (z)] + 1l[µβl(z) < 0, u ≤ φ−k (z)]
}
+ ǫ∇µ¯(z),
f−k,l(z, u) := µβl(z)
{
1l[µβl(z) ≥ 0, u ≤ φ−k (z)] + 1l[µβl(z) < 0, u ≤ φ+k (z)]
}− ǫ∇µ¯(z).
Using the triangle inequality, we can show that
|f+k,l(z, u)− f−k,l(z, u)| ≤ |µβl(z)|1l[φ−k (z) < u ≤ φ+k (z)] + 2ǫ∇µ¯(z).
Thus, an application of cr-inequality and Holder’s inequality yields
E|f+k,l(z, u)− f−k,l(z, u)|2 ≤ 2
{
E
[
µβl(z)
2]E
[
1l[φ−k (z) < u ≤ φ+k (z)]
]
+ (2ǫ)2E
[∇µ¯(z)2]}.
Because u is uniformly distributed and independent of z, we have that
E[1l[φ−k (z) < u ≤ φ+k (z)]|z] ≤ φ+k (z)− φ−k (z) = 2ǫ∇φ¯,
which implies that E|f+k,l(z, u) − f−k,l(z, u)|2 . ǫ. Thus, the bracketing number N[ ](ǫ,F , L2(P))
is of polynomial order (1/ǫ) and the entropy is of smaller order than log(1/ǫ). Therefore,
the bracketing entropy satisfies that J[ ](δ,F , L2(P)) .
∫ δ
0
√
log(1/ǫ)dǫ for any δ ∈ (0, 1) and
J[ ](δ,F , L2(P))→ 0 as δ → 0. Hence, F is P-Donsker (see Section 2.5 of van der Vaart and Wellner,
1996, for more details). 
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Appendix B. Tables
This appendix contains Tables 1-8 referenced in Section 5.2 of the main text.
Table 1: Simulation Results for GII-COV
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0052 0.0110 0.0281 0.9570 -0.0001 0.0015 0.0049 0.9590
ρ -0.0043 0.0183 0.0419 0.9430 -0.0009 0.0028 0.0075 0.9440
Model 2 γ 0.0038 0.0105 0.0246 0.9440 0.0002 0.0016 0.0045 0.9460
α 0.0039 0.0230 0.0463 0.9370 0.0008 0.0041 0.0107 0.9510
ρ -0.0034 0.0174 0.0341 0.9410 -0.0009 0.0032 0.0097 0.9600
Model 3 γ 0.0033 0.0115 0.0286 0.9500 0.0002 0.0021 0.0071 0.9610
α 0.0057 0.0241 0.0519 0.9530 0.0011 0.0053 0.0141 0.9460
ρ -0.0060 0.0193 0.0443 0.9510 -0.0011 0.0037 0.0110 0.9600
Notes. The number of replications for the Monte Carlo simulation is 1,000. The cross-
sectional sample size n is 200 or 1,000. We report the mean bias (MBIAS), mean
absolute bias (AB), standard deviation (STD) and the Monte Carlo coverage of a
95% Wald-confidence interval (CV95). For the GII-COV procedure, we used R = 10
simulated samples across every Monte Carlo design.
Table 2: Simulation Results for GII-1
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0541 0.0800 0.0918 0.9240 0.0061 0.0272 0.0337 0.9530
ρ -0.0300 0.0968 0.1188 0.9450 -0.0228 0.0438 0.0499 0.9310
Model 2 γ 0.0532 0.0833 0.0990 0.9140 0.0055 0.0298 0.0370 0.9510
α 0.0073 0.0836 0.1049 0.9610 0.0006 0.0339 0.0425 0.9570
ρ -0.0293 0.1062 0.1309 0.9470 -0.0223 0.0479 0.0561 0.9280
Model 3 γ 0.0132 0.1478 0.3140 0.9910 0.0094 0.0611 0.0784 0.9570
α -0.0003 0.1898 0.2421 0.9580 -0.0183 0.0793 0.0990 0.9470
ρ 0.0067 0.2704 0.4558 0.9860 0.0164 0.1205 0.1536 0.9440
Notes. For n = 200, the bandwidth is λn = .08 and for n = 1,000, the bandwidth is λn = .045.
Also see Table 1. For the GII-1 procedure, we used R = 10 simulated samples across every
Monte Carlo design.
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Table 3: Simulation Results for GII-2
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0539 0.0788 0.0939 0.9180 0.0091 0.0271 0.0333 0.9400
ρ -0.0010 0.0936 0.1185 0.9550 -0.0011 0.0386 0.0485 0.9490
Model 2 γ 0.0495 0.0791 0.0928 0.9260 0.0077 0.0282 0.0350 0.9460
α 0.0111 0.0820 0.1026 0.9400 0.0008 0.0324 0.0405 0.9490
ρ -0.0064 0.1022 0.1293 0.9510 -0.0023 0.0437 0.0547 0.9430
Model 3 γ 0.0180 0.1011 0.1389 0.9570 0.0057 0.0434 0.0549 0.9470
α 0.0002 0.1425 0.1803 0.9540 -0.0071 0.0565 0.0705 0.9440
ρ 0.0243 0.2266 0.2979 0.9400 0.0042 0.0980 0.1152 0.9420
Notes. For the first-step of GII-2, the bandwidth is λn = .03 and R = 10 simulated data
replications are used; in the second-step, the bandwidth is λn = .003 and we use R = 300
simulated data sets. Also see Table 1.
Table 4: Simulation Results for Nelder-Mead Simplex-based Search
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0346 0.0893 0.1357 0.9580 0.0220 0.0443 0.0559 0.9370
ρ -0.0231 0.0535 0.0725 0.9440 0.0062 0.0311 0.0430 0.9340
Model 2 γ 0.0459 0.0703 0.0826 0.9180 0.0225 0.0347 0.0384 0.9080
α 0.0041 0.0275 0.0509 0.9280 0.0063 0.0248 0.0352 0.9190
ρ -0.0371 0.0617 0.0746 0.9300 -0.0007 0.0373 0.0509 0.9310
Model 3 γ 0.0198 0.0578 0.0859 0.9370 -0.0035 0.0498 0.0638 0.9440
α 0.0016 0.0048 0.0086 0.9550 0.0018 0.0137 0.0274 0.9540
ρ -0.0507 0.0508 0.0182 0.1550 0.0096 0.0271 0.0417 0.9390
Notes. See Table 1. R = 10 simulated samples across every Monte Carlo design.
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Table 5: Simulation Results for Evolutionary Algorithm (Patternsearch)
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.2101 0.2335 0.2687 0.8680 0.0376 0.0578 0.0765 0.9360
ρ 0.0826 0.1374 0.1581 0.8990 0.0154 0.0465 0.0591 0.9320
Model 2 γ 0.0761 0.0951 0.1264 0.8990 0.0234 0.0339 0.0407 0.9140
α 0.0279 0.0854 0.1095 0.9230 0.0089 0.0337 0.0434 0.9380
ρ -0.0006 0.1161 0.1494 0.9480 -0.0006 0.0454 0.0576 0.9510
Model 3 γ 0.1110 0.1622 0.3047 0.9680 0.0076 0.0517 0.0722 0.9520
α 0.0532 0.1914 0.2945 0.9730 0.0021 0.0765 0.0996 0.9520
ρ -0.0106 0.3228 0.4076 0.9500 0.0585 0.1376 0.1652 0.9290
Notes. See Table 1. R = 10 simulated samples across every Monte Carlo design.
Table 6: Comparison of Bias and Standard Deviation between GII-COV and GII-1.
(MBIAS and STD of GII-1 relative to these of GII-COV)
n = 200 n = 1000
MBIAS STD MBIAS STD
Model 1 γ 10.40 3.27 -61.00 6.88
ρ 0.71 2.84 25.33 6.65
Model 2 δ 14.00 4.02 27.5 8.22
α 1.87 2.27 0.75 3.97
ρ 8.62 3.84 24.78 5.78
Model 3 γ 4.00 10.98 47.00 11.04
α -0.05 4.66 -16.64 7.20
ρ 1.12 10.29 -14.91 13.84
Notes. We report the mean bias (MBIAS) and standard
deviation (STD) of GII-1 relative to those of GII-COV.
The number of replications for the Monte Carlo simula-
tion is 1,000. The cross-sectional sample size, n, is 200
or 1,000.
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Table 7: Comparison of Bias and Standard Deviation between GII-COV and GII-2.
(MBIAS and STD of GII-2 relative to these of GII-COV)
n = 200 n = 1000
MBIAS STD MBIAS STD
Model 1 γ 10.37 3.34 -91.00 6.80
ρ 0.24 2.82 1.22 6.47
Model 2 δ 13.03 3.77 38.50 7.78
α 2.84 2.22 1.00 3.78
ρ 1.88 3.79 2.56 5.64
Model 3 γ 5.45 4.86 28.50 7.73
α -0.67 3.47 -6.45 4.96
ρ 3.63 6.71 -3.82 10.47
Notes. We report the mean bias (MBIAS) and standard
deviation (STD) of GII-2 relative to those of GII-COV.
The number of replications for the Monte Carlo simula-
tion is 1,000. The cross-sectional sample size, n, is 200
or 1,000.
Table 8: Comparison of Raw Computing Time (in seconds)
n = 200 n = 1000
Model 1 GII-COV 0.3353 0.5734
GII-1 0.1134 0.2738
GII-2 6.5922 10.6386
NM 0.3148 0.7579
PS 0.3873 0.8722
Model 2 GII-COV 0.2283 0.7783
GII-1 0.0915 0.1871
GII-2 7.8088 11.2114
NM 0.3808 0.9430
PS 0.5561 1.4457
Model 3 GII-COV 0.0981 0.4053
GII-1 0.0473 0.0635
GII-2 2.1736 3.9593
NM 0.1456 0.2977
PS 0.2125 0.5160
Notes. The entries represent the average execution time
(in seconds) across one-hundred Monte Carlo replica-
tions. We report the results for GII-COV, naive im-
plementation of GII-K (GII-1), two-step version of GII-
K (GII-2), Nelder-Mead simplex algorithm (NM), Pat-
ternsearch algorithm (PS). The cross-sectional sample
size, n, is 200 or 1,000.
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Supplementary Materials for “Indirect Inference with a
Non-Smooth Criterion Function”
A Implementation Details: Examples
In this section, we verify that Assumptions 1-3 in the paper are satisfied for each of the Examples
2-4. In addition, for each example we give the specific change-of-variables (COV) needed to
implement generalized indirect inference (GII) with COV (GII-COV).
Example 2 (Ordered Probit Model with Individual Effects).
Let xi = (xi1, ..., xiT ) ∈ Rdx × RT , yi = (yi1, ..., yiT )′ ∈ {0, 1, 2, ..., J}T , a dz × T matrix zi =
(zi1, ..., ziT )
′, and wi = (wi1, ..., wiT )
′ ∈ RT for i = 1, . . . , n. Also, we set the parameter θ =
(δ1, δ2, .., δJ , σ, γ
′)′.
Assumption 1
(a) The observed variables xi and yi are assumed to be iid and xi and wi are assumed to be
independent.
(b) The innovations {wi}ni=1 are iid, and follow the standard normal distribution, which has
continuously differentiable probability density function.
(c) The (utility) function
h(xi, wi; θ) = x
′
iγ + σvi + wi
is twice continuously differentiable in both w ∈ R and (γ, σ) given xi.
(d) We assume that the parameter space Θ of θ is compact, with the added restriction that
δ1 < · · · < δJ .
Assumption 2
(a) This assumption holds by construction and the compactness of Θ.
(b) Typically, one uses a seemingly unrelated regression (SUR) model as the auxiliary model
and the moment function is then of the form given in Section 5.1:
m(yi, zi, β) =


zi1(yi1 − z′i1β1)
...
ziT (yiT − z′iTβT )

 ,
for some variables zit that are exogenous at time t. The function β 7→ m(y, z, β) is
continuous for any (y, z) ∈ Y × Z.
(c) From the definition of the moment function m(·), we have
||zit(yit − z′itβt)|| ≤ ||zityit||+ ||zitz′itβ|| ≤ ||zityit||+ ||zitz′it|| ||β|| ≤ ||zityit||+ C||zit||,
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where the last inequality follows from compactness of B. Defining m¯i = ||zityit||+C||zit||,
we see that m¯i has finite second moment if yit and zit have finite second moment for all
i, t. Since yit is a step function, this is satisfied. And since zit is comprised of xit and lags
of xit, yit the assumption follows so long as xit has a finite second moment for all (i, t).
Assumption 3
(a) Rewrite the data generating process as
yit =
J∑
j=0
j1l
[
cjit(θ)) < uit ≤ cj+1it (θ)
]
,
where
c0it(θ) = 0, c
J+1
it (θ) = 1 and c
j
it(θ) = Φ(δj − x′itγ − σνi),
which has the explicit form as in the assumption. Given that δj < δj+1 and the normal
CDF is strictly monotonic and twice-continuously differentiable, the random functions are
with cj(θ) < cj+1(θ) and twice-continuously differentiability.
(b) The derivatives of cjit(θ) wrt θ satisfy
‖∂θcjit(θ)‖2 = ‖φ(δj − x′itγ − σνi)[−x′it,−vi]‖2 ≤ (||xi,t||2 + v2i ),
where φ is the standard normal PDF, and
‖∂2θcjit(θ)‖2 = ‖(−δj + x′itγ + σvi)φ(δj − x′itγ − σνi)[−x′it,−vi]′[−x′it,−vi]‖2
≤ (−δj + x′itγ + σvi)2‖[x′it, vi]′[x′it, vi]‖2
≤ (δ2j + (x′itγ)2 + (σvi)2) ‖[x′it, vi]′[x′it, vi]‖2
≤ (Cδ + Cγ||xit||2 + Cσv2i ) ‖[x′it, vi]′[x′it, vi]‖2
where the last inequality follows from the compactness of Θ. Therefore, E[‖∇ℓc¯it‖2] < ∞
so long as the sixth moment of xit is finite (vi is Gaussian so all its moments exist).
Critical Point Functions and COV
The COV function in this example is then given by
urit(θ, θ
∗) =


c1it(θ)
c1it(θ
∗)
urit, if 0 ≤ urit ≤ c1it(θ∗)
c1it(θ) +
c2it(θ)−c
1
it(θ)
c2it(θ
∗)−c1it(θ
∗)
(urit − c1it(θ∗)) , if c1it(θ∗) < urit ≤ c2it(θ∗)
...
cJit(θ) +
1−cJit(θ)
1−cJit(θ
∗)
(
urit − cJit(θ∗)
)
, if cJit(θ
∗) < uJit ≤ 1.
Although in this cases, there are multiple points of discontinuity, per time step, there is only
one COV needed to replace urit. Similar to Example 1, since the past discontinuity does not
flow on to the simulation algorithm of time t, the Jacobian term will not accumulate over time.
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Therefore, the moment function used in GII-COV is given by becomes
Mn(θ, θ
∗, β) =
1
nR
n∑
i=1
T∑
t=1
R∑
r=1
m
(
yrit(θ
∗), zit, β
)
writ(θ, θ
∗),
where writ(θ, θ
∗) = ∂urit(θ, θ
∗)/∂urit.
Example 3 (Switching-type Models).
Let yt ∈ R+, zt = (1, yt−1)′, recall ǫt = (vt, ut)′, where ut ∼ U[0, 1], vt ∼ Exp(1), for t = 1, 2, ..., T .
Also, we set the parameter θ = (φ, µ)′.
Assumption 1
(a) There are no exogenous variables.
(b) The random innovation in this case has two component, vt ∼ Exp(1) and ut ∼ U(0, 1).
Both components are iid and independent of each other, hence the assumption holds by
construction.
(c) The function h(ǫt; θ) = (µvt, ut)
′ is twice differentiable in µ.
(d) The parameter space is compact by assumption.
Assumption 2
(a) This assumption holds by compactness of the parameter space.
(b) For this example, we take the moment function to be the first-order conditions from a least
squares regression: for zt = (1, yt−1)
′,
m(yt, zt, β) = zt(yt − z′tβ).
The assumption then follows.
(c) Repeating the same arguments used to verify Assumption 2(c) in Example 2, it is simple
to show that the assumption is satisfied.
Assumption 3
(a) We must slightly alter the original assumption in the main text to fit this more general
structure. Rewrite the model in the form
yt = (φyt−1 + µvt)1l[ut ≤ φ] + φyt−11l[ut > φ].
The above is a generalized version of Assumption 3(a) where, with reference to Assumption
3(a) in the main text,
g(st; θ) = α1(θ)1l[0 ≤ ut < φ] + α2(θ)1l[ut > φ],
α1(θ) = φyt−1 + µvt,
α2(θ) = φyt−1.
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This is now in the form of Assumption 3(a) expect that the functions αj(θ) depend on
θ. However, these functions are differentiable in θ and thus do not create any further
discontinuities. We then have
c0t (φ) = 0, c
1
t (φ) = φ and c
2
t (φ) = 1,
are twice-continuously differentiable, and c0t < c
1
t < c
2
t as long as 0 < φ < 1.
(b) Assumption 3(b) is satisfied as long as 0 < φ < 1.
Critical Point Functions and COV
Let θ∗ be a value at which we wish to evaluate the simulated outcomes. Then, the COV we use
is on urt , and we replace u
r
t with
urt (φ, φ
∗) =
{
φ
φ∗
urt , if u
r
t ≤ φ∗
1−φ
1−φ∗
(urt − φ∗) + φ, if urt > φ∗.
Unlike the previous example, or the example treated in the main paper, the discontinuity yt−k,
k = 1, . . . , t − 1, has a flow-on-effect on future values of yt. Nonetheless, the COV leads to
simulate values of yrt (θ, θ
∗) recursively according to
yrt (θ, θ
∗) = φyrt−1(θ, θ
∗)− log(w
r
t )
µ
1l[urt ≤ φ∗],
for y0(θ, θ
∗) = 0. That is, although φ still shows up in yrt (φ, φ
∗), the COV has pushed it out of
the indicator and now φ only shows up in a differentiable fashion. In this case, the auxiliary
moment function becomes
mt(y
r
t (φ
∗, φ), zt, β)
t∏
s=1
wrs(φ, φ
∗).
Example 4 (G/G/1 Queue).
Assumption 1
(a) There are no exogenous variables.
(b) The random innovation here can be taken as the joint vector of inter-arrival times of
customers and the service times, wi and vi. These terms are mutually independent and
identically distributed by assumption. 9
(c) The state variable is si = (vi, wi)
′, which implies that the function h(·) is the identity map,
and satisfies the assumption by construction.
9In the original assumption, we set the random innovation to be a sequence of iid random variables such that
its distribution does not depends on the parameter of interest. However, we are interested in their distributional
parameters θw and θv, which is a slight modification of the assumption. This modification is immaterial since,
for all common distributions used for wi and vi, we can always generate these variables using an appropriate
transformation of an iid variable that does not depend on θ.
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(d) The parameter spaces are compact by assumption.
Assumption 2
(a) This assumption holds by compactness of θ.
(b) Following Heggland and Frigessi (2004), we consider as our auxiliary moments those from a
Gaussian mixture model with two components: let β = (µ1, σ
2
1, µ2, σ
2
2, π), where π denotes
the mixing proportion, (µl, σ
2
l )
′, l = 1, 2, denotes the mean and variance of the normal
model, and consider the auxiliary moments
m(yi, β) :=


(1− γi(β))(yi − µ1)
γi(β)(yi − µ1)
(1− γi(β)) {(yi − µ1)2 − σ21}
γi(β) {(yi − µ2)2 − σ22}
γi(β)− π

 ,
where
γi(β) :=
πφµ2,σ2 (yi)
(1− π)φµ1,σ1 (yi) + πφµ2,σ2 (yi)
,
and where φµ,σ denotes the normal pdf with mean µ and variance σ
2. The auxiliary
moment function m(yi, β) is continuous in β for all y.
(c) By construction, for yi with bounded support, supβ∈B ‖γi(β)‖ ≤ M <∞ for all i. There-
fore,
‖m(yi, β)‖ ≤ M
(‖yi − µ1‖+ ‖yi − µ2‖+ ‖(yi − µ1)2 − σ21‖, ‖(yi − µ2)2 − σ22‖) .
From compactness of B, we then have that, for some non-random constant C, ‖m(yi, β)‖ ≤
C‖y2i ‖. For all widely used DGP for yi, E[y2i ] <∞, and the assumption follows.
Assumption 3
(a) Define
ei =
i−1∑
j=1
yj −
i−1∑
j=1
wj.
Rewrite the model in the form
yi = vi1l[u
w
i ≤ Fw(ei; θw)] + (vi + ei + wi)1l[uwi > Fw(ei; θw)]
Similar to Example 3, we have α0(θv) = vi and α1(θ) = vi + ei + wi. They are no
longer known constants, but they are known functions of θ given {uv1, uw1 , ..., uvi−1, uwi−1},
the sequence of standard uniforms used to generate the vj and wj terms. In the original
algorithm, the states si are not differentiable in θ, we shall explain how COV are used to
construct a differentiable algorithm for generating si sequentially.
The critical value functions are
c0i (θ) = 0, c
1
i (θ) = Fu(ei; θu), and c
2
i (θ) = 1;
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we have c0i < c
1
i < c
2
i as long as wi is an absolutely continuous random variable.
(b) This follows from (a). The twice differentiability is guarantee by the sequence of COV
up to i − 1, and twice continuously differentiability of Fw and Fv in θ and continuous
∂x∂θfx(x, θ) for x being v and w respectively. We shall see this more in the COV section
below. Continuous derivatives in a compact set is sufficient for the assumption.
Critical Point Functions and COV
There is an irregularity for the first customer. For n = 2, ...., N , the COV is performed by
replacing the standard uniform random variable for simulating wn by
un(θ, θ
∗) =
{
c1i (θ)
cn(θ∗)
un if un ≤ c1i (θ∗)
c1i (θ) +
1−c1i (θ)
1−cn(θ∗)
(un − c1i (θ∗)) if un > c1i (θ∗).
More specifically:
• y1 = v1, COV is not needed.
• For the second customer, the original non-differentiable algorithm is
y2 = v21l[u
w
2 > Fw(v1; θw)] + (v2 + w2 − y1)1l[uw2 ≤ Fw(v1; θw)].
For the COV, we replace the random uniform, uw2 , for simulating w2 with u2(θ, θ
∗), then
have
y2(θ, θ
∗) = v2(θv)1l[u
w
2 > c2(θ
∗)] + (v2(θv) + w2(u2(θ, θ
∗))− y1(θv))1l[uw2 ≤ c2(θ∗)]
and the COV has pushed the parameters of interest out of the indicator function.
• Assume that COV is performed up to the i−1th customer and ensured twice-differentiability
of yj(θ, θ
∗) for j = 1, 2, ..., i− 1, hence
ei(θ) =
n−1∑
j=1
yj(θ, θ
∗)−
n−1∑
j=1
wj (uj(θ, θ
∗))
is now twice-continuously differentiable. For the ith draw,
yi = vi1l[u
w
i > c
1
i (θ)] + (vi + wi − ei(θ))1l[uwi ≤ c1i (θ)]
we perform similar COV, and obtain
yi(θ, θ
∗) = vi(θ)1l[u
w
i > ci(θ
∗)] + (vi(θ) + wi(θ)− e1i (θ))1l[uwi ≤ ci(θ∗)].
In the auxiliary moment function, like the Example 3 , we have the product of the Jacobian
terms through time due to the sequence of COV.
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B HOPP versus GII-COV
In this section, we briefly compare and contrast the Hessian optimal partial proxy method
(hereafter, HOPP) in Joshi and Zhu (2016) and the GII-COV approach in this paper.
B.1 HOPP
Following Joshi and Zhu (2016), assume that our goal is to calculate the derivative of an option
price at the specific point θ∗ ∈ int(Θ) ⊂ R. For g : S ×Θ→ R+ denoting the discounted payoff
function of the option, which depends on the parameter θ and the random variable S, where S
has support S and density function f(·), the option price can be expressed as a function of θ:
G(θ) = E[g(S, θ)] =
∫
S
g(s, θ)f(s)ds.
Also, consider that G(θ) does not have an analytic form and that g(·, θ) is non-differentiable
in θ, which is the case for many common option prices. In this case, the derivative can not be
passed through the integral, which means that the standard approach of differentiating g(·, θ),
with respect to θ, and then taking the expectation of the resulting quantity will be biased for
∂θG(θ
∗), the derivative of interest.
An alternative approach to calculate ∂θG(θ
∗) is to approximate this derivative using finite-
differencing:
{G(θ∗ + h)−G(θ∗)}/h
for some small h. However, such a finite-differencing approach will be time consuming if G(θ)
is difficult to calculate, and, in addition, for any non-zero h, the resulting approximation is still
a biased estimator of ∂θG(θ
∗), where the order of the bias is O(h).
The goal of the original Hessian optimal partial proxy method (HOPP), Joshi and Zhu
(2016), is to construct an approximation to the derivative of the option price that is faster
to calculate and which has smaller bias than finite-differencing approaches. Even though g(·, θ)
is not differentiable in θ, under very weak conditions on g(·, θ), the derivative ∂θG(θ) will still ex-
ist. Using this fact, Joshi and Zhu (2016) propose to use a change-of-variables (COV) approach,
in conjunction with a second-order Taylor series, to approximate the derivative ∂θG(θ).
The first step in the application of HOPP is the realization that we can represent the expec-
tation in question as an integral over a uniform random variable. In particular, if the function
g(·) is of the form 1l[α0 ≤ S ≤ α1]l(S), where l(·) is twice-differentiable, for u ∈ [0, 1], we can
represent G(θ) as
G(θ) =
∫ 1
0
1l{u ∈ [α0, α1]}f(θ, u)l[f(θ, u)]du,
where f denotes the algorithm that takes in (θ, u) ∈ Θ× [0, 1] and produces the random variable
S. Under weak conditions on f(·), we have f(θ, u) ∈ [α0, α1] if and only if u ∈ [c0(θ), c1(θ)],
which allows us to rewrite the integral as
G(θ) =
∫ c1(θ)
c0(θ)
l[f(θ, u)]du.
The functions cj(θ), j = 0, 1, are referred to as critical point functions.
B-11
To alleviate the integrals dependence on θ in the bounds of integration, HOPP must con-
sider a particular change-of-variables (COV) around the point we wish to calculate the deriva-
tives. Say that we eventually wish to calculate ∂θG(θ
∗) and ∂2θG(θ
∗), then HOPP considers the
COV
u(θ, θ∗) = u+ (θ − θ∗) γ(u) + 1
2
(θ − θ∗)2 δ(u),
γ(u) = ∂θc
0 (θ∗) +
∂θc
1 (θ∗)− ∂θc0 (θ∗)
c1 (θ∗)− c0 (θ∗)
(
u− c0 (θ∗)) ,
δ(u) = ∂2θc
0 (θ∗) +
∂2θc
1 (θ∗)− ∂2θ c0 (θ∗)
c1 (θ∗)− c0 (θ∗)
(
u− c0 (θ∗))
These specific choices of γ(·) and δ(·) are needed to ensure that: one, the dependence on θ in
the bounds of integration is completely removed, and in a manner that does not affect the value
of the integral; two, derivatives calculated using this COV will agree with the exact derivative,
at least up to a third-order term. That being said, it is important to realize that in the majority
of applications, the above functions are not analytically tractable, due to c0(θ), c1(θ) being
intractable, and numerical methods must be used to approximate the functions γ(·) and δ(·).
Using this COV and expanding the integral using Taylor’s theorem around (θ − θ∗), up the
third-order, then yields the following form for the integral
G(θ) =
∫ c1(θ∗)
c0(θ∗)
l[f(θ, u(θ, θ∗))]
∂u(θ, θ∗)
∂u
du.
Joshi and Zhu (2016) demonstrate that derivatives calculated from the above will coincide with
∂θG(θ
∗) and ∂2θG(θ
∗), up to a third-order term that is O(‖θ − θ∗‖3).
Stated in words, through a clever COV, the HOPP procedure is able to bring the underlying
differentiability of G(θ) to the fore and produce a derivative approximation that is quicker and
more accurate than finite-differencing (Joshi and Zhu, 2016). However, it is also clear from the
above that the HOPP procedure explicitly requires that the criterion of interest be differ-
entiable. Whithout this, the Taylor series arguments that underly the HOPP procedure would
be invalidated and the resulting theoretical results developed in Joshi and Zhu (2016) would
not be valid. That is, HOPP is not applied in situations where the criterion of interest is non-
differentiable. Instead, HOPP is applied to settings where the criterion is differentiable, but
where we would like to obtain computationally convenient and accurate approximations for the
derivatives of this criterion.
B.2 GII-COV
The goal of the GII-COV procedure is to obtain consistent and asymptotically normal (CAN)
parameter estimates using derivative-based optimization routines, and in the specific context
where the simulated endogenous variables are discontinuous in the parameter of interest, denoted
by θ. To carry out such a task, GII-COV uses a COV approach to construct approximate
derivatives that are smooth for all possible values of the sample size n, irrespective of the
simulation size, R, and uniformly for all θ ∈ Θ. That is, in contrast to HOPP, the goal of GII-
COV is not to approximate the derivative of an expectation, but to approximate derivatives of
sample functions, and to ensure that these approximation are regular enough to allow for CAN
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parameter estimation.
Recall that the LM-II approach is based on simulated auxiliary moments Mn : Θ×B → Rdβ ,
given by
Mn(θ, β) :=
1
nR
n∑
i=1
R∑
r=1
m (yri (θ), zi, β) .
In this context, the idea behind the GII-COV approach is to replace the non-smooth, in θ,
moment function m (yri (θ), zi, β) with an approximation so that derivatives of this approximation
exist and can be used to estimate the unknown parameter θ.
To carry out the above task, GII-COV relies on a COV approach around the point where we
wish to calculate the derivative, denoted by θ∗. For uri denoting the uniforms that are used to
simulate the outcomes yri (θ), GII-COV uses the following COV:
uri (θ, θ
∗) := cji (θ) +
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
{
uri − cji (θ∗)
}
,
where j = 0, . . . , J and J denotes the total number of possible discontinuities for yri (θ) (see
Section three in the main paper for details). Once the COV has been obtained, GII-COV
approximates the discontinuous yri (θ) with new simulated outcomes
yri (θ, θ
∗) =
J∑
j=0
αj1l
[
cji (θ) < u
r
i (θ, θ
∗) ≤ cj+1i (θ)
]
,
and the original moment function is then approximate using
mri (θ, θ
∗, β) := m (yri (θ, θ
∗) , zi,β) · wri (θ, θ∗)
wri (θ, θ
∗) :=
cj+1i (θ)− cji (θ)
cj+1i (θ
∗)− cji (θ∗)
.
In comparison with the COV required by HOPP, the COV required by GII-COV is simple.
This is because, in contrast to HOPP, GII-COV operates on sample functions and does not op-
erate on integrals. It is this fact that necessitates the different COV used in the two procedures:
since HOPP is interested in derivatives of integrals (or expectations), it must use a COV that
respects the bounds of integration; since GII-COV is interested in derivatives of sample func-
tions, GII-COV can use a much simpler COV. Indeed, it is important to note that the HOPP
approach, as described in Joshi and Zhu (2016), is not meant o approximate non-differentiable
sample quantities, such as ∂θy
r
i (θ), whereas the GII-COV approach is specifically designed to
approximate such quantities, such as ∂θy
r
i (θ).
In conclusion, the GII-COV and HOPP procedures both employ a clever COV and share
similar ideas. However, the GII-COV procedure operates on sample functions that are not
differentiable, i.e., the individual simulated outcome yri (θ), whereas HOPP operates on differen-
tiable functions (expectations or integrals). The nature of the COV used in the two procedures
is also completely different, with GII-COV procedure requiring a much simpler COV due to the
fact that it operates on sample functions and not integrals.
Lastly, we note that the HOPP procedure is a pointwise procedure, and the resulting theoret-
ical validity is only guaranteed in a pointwise sense. In contrast, since the goal of the GII-COV
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procedure is to obtain consistent and asymptotically normal estimators, the GII-COV procedure
has been constructed to ensure that the derivatives used in estimation exist for all sample sizes,
n, all choices of the simulation size, R, and uniformly in the parameter space, for all θ ∈ Θ.
This is the content of Proposition 1, and Theorem 1 in the main paper.
C Derivative Estimation
In this section, we briefly present, in general terms, the main ideas underlying automatic differ-
entiation. Since automatic differentiation is a complex and active research field, we only provide
the intuition behind the method, and refer the interested reader to more specialized texts for
full details.
C.1 Pathwise Derivatives via Automatic Differentiation
The problem of sensitivity computation, i.e., derivative computation, for criterion functions con-
structed via simulations has received much attention both in finance and engineering disciplines;
we refer the reader to Fu (2006) for an overview and discussion of various methodologies. In the
econometrics community, the most prominent method for derivative computation is numerical
finite-differencing.
For a criterion Qn(θ), the simplest finite-differencing approach constructs an estimate of the
Jacobian at the point θ∗, ∂θQn(θ
∗), using
{Qn(θ∗ + h)−Qn(θ∗)}/h,
where h is a differencing parameter. While such an estimator is intuitive and often simple to
construct, there are a few well-known trade-offs when using this method. Most important is the
fact that the choice of h leads to a bias-variance trade-off in terms of the accuracy with which
the finite-differencing estimator approximates ∂θQn(θ
∗).
An alternative to numerical finite-differencing methods is to instead compute derivatives us-
ing the so-called “pathwise” approach. The pathwise approach does not construct the derivative
indirectly, as with the finite-differencing, but instead directly differentiates the algorithm that
is used to construct the simulated criterion. For instance, in our case, this requires differen-
tiating, say, at the point θ∗, the sequence of steps that are needed to construct the simulated
criterion, including the mechanism that is used to simulate the endogenous variables, and with
each intermediate derivative produced via the chain rule. Such a procedure implicitly requires
that all of the required intermediate derivatives are known, or can be exactly calculated. Once
each intermediate derivative has been calculated, the derivative ∂θQn(θ
∗) is simply calculated via
the chain rule. If each intermediate derivative can be exactly calculated, the resulting pathwise
derivative is equal to ∂θQn(θ
∗). That is, in contrast to finite-differencing, the pathwise approach
yields the derivative in question and not an estimate thereof. The superiority of this method
over finite-differencing approaches is discussed in detail in Glasserman (2003).
While many simulated criterion functions admit application of this pathwise method, the
issue is how to carry out this differentiation efficiently, since, if done naively, it can be very slow
when there are a large number of steps needed to form the criterion. In the paper, we recommend
the use of the automatic differentiation (AD) techniques to calculate these derivatives. AD refers
to a suite of computationally efficient tools that bridge the gap between numeric and symbolic
differentiation; i.e., AD computes derivatives through accumulation of partial derivative values
during code execution to generate exact numerical derivatives, and does so by respecting the
mathematical rules of function composition and chain rule differentiation.
Implementation of AD depends on how the intermediate derivatives are calculated and stored.
In general, AD is most commonly implemented using the so-called forward and backward modes
of derivative calculation, with the particular application of interest determining which approach
is more appropriate. The differences between the two approaches can be represented in terms
of how the interleaving derivatives in the chain rule are evaluated and stored. For instance,
the forward mode of AD traverses the chain rule for the derivatives of the algorithm from the
inner-most step to the outer-most step. That is, we traverse the chain rule in the same manner
in which we evaluate the function Qn(θ), which is intuitively appealing.
In contrast to the forward mode, the backward mode of AD traverses the chain rule starting
with the outer-most step of the algorithm and working inward. This means that the backward
mode requires storing the entire string of computations and so can require greater memory costs
than the the forward mode; i.e., in the backward mode, each partial derivative that is needed to
calculate the overall derivative must be stored, rather than simply evaluated as with the forward
mode. In this way, the forward mode of AD can often be computationally more efficient than
the backward model. We refer the reader to Griewank–Walther (2008) for a detailed comparison
on these two models of AD computation.
AD is not Symbolic Differentiation
Symbolic differentiation is another tool widely complimented in many computer software that
takes in a mathematical expression, Qn in our case, and returns a symbolic expression of the
derivative ∂θQn. The problem of using symbolic differentiation in many problems of statistical
inference is usually associated with the complexity of the original algorithm for computing Qn.
In cases of insufficient code, the program is unable to convert ∂θQn into one single expression.
Even for cases where the expression ∂θQn is obtainable, it is often slow to execute as certain
sub-expressions appear in various places in the symbolic expression, and hence evaluated several
times.
Unlike symbolic differentiation, AD is a mechanism for evaluating derivative values ∂θQn(θ)|θ=θ∗
without directly calculating the expression analytically. Rather, taking a flat view of the algo-
rithm θ → Qn, AD considers a sequence of intermediate value, where each mapping and its
derivatives are relatively simple to evaluate. This means that the program AD uses to compute
the gradient has exactly the same structure as the function we are evaluating, which implies that
AD will yield manageable execution times. However, similar to symbolic differentiation, AD also
returns an exact derivatives of the original algorithm evaluated at θ∗ up to floating point error.
D Further Numerical Results: AD versus Numerical Deriva-
tives
In this section, we compare the impact of using AD versus standard numerical derivatives. To
this end, we compare two versions of GII-COV: the first version is the same procedure that was
implemented in Section five of the main paper, which uses automatic differentiation techniques
to obtain derivatives used within a Newton-Raphson procedure; the second version of GII-COV
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replaces the derivatives obtained via AD in the Newton-Raphson procedure with those based on
central finite-differences using an optimal differencing parameter.
The results for GII-COV with AD are given in Table 9, and the result of GII-COV with finite-
differencing are given in Table 10. Comparing the results of Tables 9 and 10, we see that across
all chosen measures of accuracy, GII-COV based on AD is more accurate than GII-COV based
on numerical derivatives. This is not surprising and parallels other results based on comparing
the accuracy of AD and numerical derivatives more broadly (see Renaud, 1997, Baydin et al.,
2018 and Kucukelbir et al., 2017).
Given the striking difference between the results in Tables 9 and 10, we speculate that in
many econometric models, it may be possible to obtain substantive accuracy gains by simply
switching from the more common numerical finite-differencing derivatives estimators to deriva-
tives calculated using AD techniques.
Table 9: Simulation Results for GII-COV procedure using numerical derivatives.
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0121 0.0185 0.0261 0.9220 0.0015 0.0015 0.0090 0.9660
ρ -0.0007 0.0287 0.0528 0.8960 0.0043 0.0047 0.0240 0.9610
Model 2 γ 0.0584 0.1035 0.0940 0.9800 0.0058 0.0244 0.0271 1.000
α 0.0059 0.0266 0.0463 0.9460 0.0002 0.0094 0.0146 0.9280
ρ -0.0289 0.0416 0.0491 0.9040 -0.0081 0.0141 0.0189 0.9260
Model 3 γ 0.0076 0.0787 0.3567 0.9960 0.0001 0.0042 0.0068 0.9500
α 0.0096 0.0187 0.0607 0.9840 0.0011 0.0053 0.0141 0.9460
ρ -0.0093 0.0494 0.4016 0.9940 0.0011 0.0017 0.0030 0.9600
Notes. The number of replications for the Monte Carlo simulation is 1,000. The cross-
sectional sample size n is 200 or 1,000. We report the mean bias (MBIAS), mean
absolute bias (AB), standard deviation (STD) and the Monte Carlo coverage of a 95%
Wald-confidence interval (CV95).
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Table 10: Simulation Results for GII-COV procedure using automatic differentiation.
n = 200 n = 1000
MBIAS AB STD CV95 MBIAS AB STD CV95
Model 1 γ 0.0052 0.0110 0.0281 0.9570 -0.0001 0.0015 0.0049 0.9590
ρ -0.0043 0.0183 0.0419 0.9430 -0.0009 0.0028 0.0075 0.9440
Model 2 γ 0.0038 0.0105 0.0246 0.9440 0.0002 0.0016 0.0045 0.9460
α 0.0039 0.0230 0.0463 0.9370 0.0008 0.0041 0.0107 0.9510
ρ -0.0034 0.0174 0.0341 0.9410 -0.0009 0.0032 0.0097 0.9600
Model 3 γ 0.0033 0.0115 0.0286 0.9500 0.0002 0.0021 0.0071 0.9610
α 0.0057 0.0241 0.0519 0.9530 0.0011 0.0053 0.0141 0.9460
ρ -0.0060 0.0193 0.0443 0.9510 -0.0011 0.0037 0.0110 0.9600
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