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Collective behavior and self-organization are ubiquitous mechanisms in nature.
From animate creatures, such as swarming insects, flocking birds and schooling
fish, to inanimate natural processes such as sedimentation and cloud formation,
these phenomena arouse the curiosity of physicists and engineers alike. Early
studies using analytical models and experiments in the low Reynolds number
helped shed the light on the intricacies of particle interactions, as in clouds or
arrays of spheres. In the intermediate Reynolds number regime however, the
unsteadiness introduced by the fluid inertia, coupled to the object dynamics,
add to the complexity of the problem. Numerical methods become then the tool
par excellence to solve for these dynamics.
The goal of this thesis is to lay out the foundations for a better understanding
of particle interactions in fluids. Namely, we investigate the two-dimensional
dynamics of interacting particles in a viscous fluid, in the intermediate Reynolds
number range. We develop a direct numerical scheme based on the Immersed
Interface Method to simulate the coupling of the dynamics of freely moving
objects with the surrounding fluid. The method is used to study the dynamics
of arrays of cylinders settling under gravity, and how these dynamics depend on
the number of particles and their initial separation. We then provide a simple
force law model which accounts for the initial repulsive force experienced by
any two adjacent cylinders, at close range.
When the particle density is high, collisions are almost inevitable. To treat
close range interactions and resolve the interstitial flow in the narrowing gap
between particles or between a particle and a wall, we further extend the im-
mersed interface method to take into account the lubrication effects. We solve
Reynolds equations and use the analytical solution in the lubrication region.
Doing so enables us to avoid ad hoc methods where an artificial repulsive force
is added or two-dimensional collision equations are used with a modified coef-
ficient of restitution.
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OVERVIEW
The literature is rich with studies on particle interaction in Stokes flow. How-
ever, there are scant studies on particle interaction at intermediate Reynolds
numbers. In this thesis, we present a new computational scheme to simulate the
dynamics of the particles coupled to the Navier-Stokes solutions for the fluid.
In order to understand the basic picture of particle-particle interactions in fluid,
we investigate the dynamics of an array of freely falling cylinders with an initial
spacing on the order of the particle diameter. We find that for a small number
of particles (n = 3, 4), there are two distinct falling configurations which de-
pend on the parity of n. For n > 4, the falling configuration is a mix of those
previous modes. However, when the initial spacing between particles is below
a threshhold, the array disintegrates into small clusters of 2 or 3 particles. We
further quantify the pairwise interaction force between two falling particles as a
function of their relative position, and compare them with results in the Stokes
regime.
When the spacing between particles or between a particle and a wall falls
below a certain threshold, the numerical code breaks down. To circumvent this
problem, we implement a new scheme to resolve the hydrodynamic interactions
using lubrication theory. This method enables us to handle collisions without
resorting to the addition of ad hoc repulsive forces. Our implementation is then
used on three fundamental cases on normal and oblique collisions between a
particle and a wall. An additional case, featuring particle-particle collisions is
presented as well.
1
CHAPTER 1
COMPUTATIONAL STUDY OF THE INTERACTION OF FREELY
MOVING PARTICLES AT INTERMEDIATE REYNOLDS NUMBERS
Most of the material in this chapter can be found in the paper “Com-
putational study of the interaction of freely moving particles at intermediate
Reynolds numbers”, published in the August 2012 special edition of the Journal
of Fluid Mechanics, dedicated to Professor T. J. Pedley on his 70th birthday [18].
1.1 Introduction
Collective behavior and self-organization of particles subject to hydrodynamic
interactions are common among a wide range of biological systems and organ-
isms, such as swarming, schooling or flocking [10, 47]. Hydrodynamic inter-
actions play an important role in micro-organism colony growth through clus-
tering mechanisms [8, 12, 14, 23, 49] and in diffusive mixing [27, 38, 40, 52, 56].
Collective dynamics of particles is also central to physical phenomena such as
cloud formation, particle suspension and particle sedimentation [24, 58].
At low Reynolds numbers, where the flow is governed by Stokes equations,
there has been extensive theoretical, numerical and experimental studies of hy-
drodynamic interactions of large collections of particles [11, 17, 28, 30, 31, 41].
The linearity of Stokes equations permits the use of the superposition of funda-
mental solutions known as stokeslets [25]. For instance, recent work has shown
that a spherical cloud of particles settling in a viscous fluid spreads, and eventu-
ally evolves into a toroidal shape and separates into a cascade of smaller clumps
[17].
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In contrast, at intermediate Reynolds numbers, the dynamics of the particles
are further complicated by the fluid inertia, which introduces the unsteadiness
to these problems. There have been relatively few studies on particle interac-
tions and clustering [4, 13, 33] and there appears to be a need to explore the rich
dynamics of collections of particles in this regime.
In the present chapter, we perform a numerical investigation of multiple in-
teracting particles in the intermediate Reynolds number range. The goal here
is twofold. First, we introduce a new numerical method for solving the two-
dimensional Navier-Stokes equation in the presence of freely moving particles
of arbitrary shapes. The method is a further development of our previous im-
mersed interface method [59, 60, 62] and allows for simultaneous solution to the
dynamics of the particles and the fluid. The method for coupling the fluid and
solid dynamics does not introduce additional constraints on the integration time
step, hence allowing for an efficient simulation of multiple, arbitrarily moving
particles. The second goal is to discover a rich set of new dynamics of multiple
particles, interacting in a fluid, in the intermediate Reynolds number range. In
particular, we will focus on the dynamics of arrays of falling cylinders, starting
from different initial conditions.
1.2 Method
To simulate the dynamics of cylinders settling under gravity, we further develop
the immersed interface method to simulate the interaction of a fluid with free
moving particles. In the previous work done by Xu and Wang [59, 60], the
motion of the rigid objects was prescribed. Here, the dynamics of the freely
3
moving rigid objects are coupled with those of the surrounding fluid. In what
follows, we introduce an iterative scheme in the immersed interface method to
handle this coupling without reducing the accuracy and stability of the method.
1.2.1 Equations of motion
The equations of motion for the fluid are governed by the Navier-Stokes equa-
tions subject to boundary conditions on the surfaces of the objects. The dynam-
ics of the immersed objects are governed by Newton’s equations. The motions
for the fluid and the objects are coupled through the boundary conditions at the
objects. In the formulation of the immersed interface method, the fluid velocity
~v and pressure p outside an object (multiple objects are considered similarly)
satisfy:
∂~v
∂t
+ ~v · ∇~v = −∇p + 1
Re
∇2~v +
∫
Γ
~f (α, t) δ(~x − ~X(α, t)) dα (1.1a)
∇ · ~v = 0 (1.1b)
where ~f is the density of a singular force which enforces the boundary condi-
tion on the boundary Γ of the object. The boundary Γ is parameterized by α as
shown in figure 1.1, δ(.) is the 2D Dirac delta function, ~x = (x, y) are the Carte-
sian coordinates of the Eulerian fluid, and ~X(α, t) are the Cartesian coordinates
of Lagrangian points on the boundary.
The rigid object is modeled as a rigid fluid. Thus, the velocity of a fluid
particle inside the object is ~v = ~vc + ~Ω × ~r, where ~Ω is the angular rotation of the
object (in 2D, ‖~Ω‖2 = θ˙) and ~r = ~x − ~xc is the relative position of the fluid particle
to the center of mass ~xc of the object. Hence, the acceleration of the fluid particle
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Figure 1.1: Computational domain of an object immersed in a fluid.
is
d~v
dt
=
d~vc
dt
+ ~Ω × (~Ω × ~r)︸                 ︷︷                 ︸
−∇p
+
d~Ω
dt
× ~r︸  ︷︷  ︸
~fb
. (1.2)
The first two terms can be expressed as a pressure gradient and the last term
is an additional body force ~fb associated with the angular acceleration of the
object. Inside the object, ∇2~v = ~0, and the pressure is
p = −d
2xc
dt2
x − d
2yc
dt2
y +
1
2
Ω2
(
(x − xc)2 − (y − yc)2
)
. (1.3)
Finally, the equations of motion for the object are:
ms~˙vc = ~Fext + ~F f (1.4a)
I∗θ¨ = T f (1.4b)
where ms is its mass, I∗ moment of inertia with respect to its center of mass,
~Fext is the external non-fluid force on the object, ~F f is the fluid force on the ob-
ject, and T f is the fluid torque on the object with respect to its center of mass.
Equations (1.1 – 1.4) constitute the coupled equations for the fluid and the solid
that we will solve.
The singular force distribution in equation (1.1a) is related to the jumps in the
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fluid variables and their derivatives across the fluid-object interface [59, 60, 61].
The tangential and normal components of the singular force in equation (1.1a)
are given by
fτ = ~f · ~τ = − 1Re
(
~τ · ∂~v
∂n
∣∣∣∣∣∣
Γ+
− dθ
dt
)
(1.5a)
fn = ~f · ~n =
∫ (
1
Re
∂ω
∂n
∣∣∣∣∣
Γ+
+ [ ~fb] · ~τ
)
J dα (1.5b)
where ω = (∂v/∂x) − (∂u/∂y) is the vorticity, ~τ = (∂~X/J∂α), (J = ‖∂~X/∂α‖2) and
~n are the unit tangent and unit normal vectors to the boundary Γ, the brackets
[·] = (·)Γ+ − (·)Γ− are used to denote a jump across the interface, and the jump in
the tangential component of the body force in equation (2.13b) is
[ ~fb] · ~τ = −d
2θ
dt2
(
(X − xc)τy − (Y − yc)τx
)
. (1.6)
The fluid force and torque acting on the object can be expressed through the
integrals of the singular force
~F f = −
∫
Γ
(
fτ~τ + p+~n
)
Jdα (1.7a)
~T f = −
∫
Γ
(~X − ~xc) × ( fτ~τ + p+~n) Jdα . (1.7b)
1.2.2 Dimensionless Parameters
In the computations presented here, we non-dimensionalize the equations by
ρ f , the fluid density, L, a reference length of the object (diameter of the cylinder,
width of the plate), V , a reference velocity (terminal velocity of a falling object,
associated with a unit-coefficient drag force), and T = L/V , the corresponding
time scale. The Reynolds number Re is defined as Re = ρ fVL/µ, where µ is the
dynamic fluid viscosity. The non-dimensional mass of the object is ms = γA,
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where γ = ρs/ρ f is the density ratio between the object and the fluid, and A is
the nondimensional area of the object. In the cases studied next, ~Fext = (ms−m f )~g
is the buoyancy-corrected weight, where m f is the mass of the displaced fluid.
The non-dimensional gravity is g = gL/V2, where g = ||~g||2 is the gravitational
constant. Because the reference velocity is obtained by equating the buoyancy-
corrected weight of the object with a unit-coefficient drag force acting on it,
V =
√
2(γ − 1)gLA, g depends only on the density ratio and the geometry of the
object, g = 1/(2(γ − 1)A). The buoyancy-corrected weight on the object become,
in non-dimensional form, ~Fg = (γ − 1)Ag. As we can see from our dimensional
analysis, there is a total of five non-dimensional parameters, Re, g, γ, n, d0. In
this study, we only focus on the effect of the number of objects, n, and the initial
inter-particle center-to-center spacing, d0, on the dynamics.
1.2.3 Numerical implementation
In the immersed interface method, equations (1.1a – 1.1b) are solved on a fixed
grid by incorporating jump conditions across fluid-object interfaces into a nu-
merical scheme [61]. The jump conditions are induced by and related to singular
forces. A main difficulty in the numerical treatment of a freely moving object,
compared to an object under prescribed motion [59, 60], is the coupling of the
dynamics of the fluid with the object. The pressure external to the object de-
pends explicitly on the normal component of the singular force, and thus the
angular acceleration of the object, as implied by equation (2.13b). The angular
acceleration, in turn, depends on the pressure.
The pair of unknown variables, the pressure p in the fluid, and the angular
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acceleration q of the freely moving objects in the fluid, are governed by two
coupled linear systems: 
Lp +Cq = r
q = Sp + d
(1.8)
where p is the pressure defined on a discrete lattice, q is the vector formed by the
angular acceleration of all the objects, L is a discrete Laplacian, C and S are cou-
pling matrices, and r and d are known vectors. To solve the coupled systems
efficiently, we apply an augmented variable approach [43] using the General-
ized Minimal Residual Method (GMRES). By eliminating p from equation (1.8),
we obtain the Schur-complement system for q:
(I + S L−1C)q = d + S L−1r (1.9)
where I is the identity matrix. q can be solved for iteratively using GMRES, and
consequently, p can be determined from equation (1.8).
We note that the GMRES iteration does not require the explicit form of L, C,
S and I+S L−1C. Instead, it only needs the matrix-vector product (I+S L−1C)q(k),
where q(k) is a guess solution at the kth step. In the kth step, we use the guess
solution q(k) to solve for p(k), and use p(k) to compute q(k+1). It can be shown
that the right-hand side vector d+ S L−1r in the Schur-complement system is Q0,
where Q0 is the value of q after the first iteration with zero initial guess. The
matrix-vector product (I + S L−1C)q(k) in the kth step is
(I + S L−1C)q(k) = Q0 − q(k+1) + q(k) .
The GMRES iteration converges when q(k+1) = q(k).
With the exception of the handling of the coupling between the fluid and
the objects, the remainder of the numerical implementation in the present study
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is similar to that in [59]. The momentum equations (1.1a), are solved using fi-
nite differences on a MAC grid. The time integration is an explicit fourth-order
Runge-Kutta scheme, and the discrete pressure Poisson equation is solved via a
Fast-Fourier Transform (FFT).
We carried out a grid-resolution analysis to test the convergence of our cur-
rent implementation. The results show that it is second-order accurate, includ-
ing along the boundaries of the objects. In addition, we observe that GMRES
used in solving the Schur-complement system converges in only a few itera-
tions, even for a large number of freely moving objects.
1.2.4 Validation of the numerical code
The novel aspect of our current implementation of the immersed interface
method is the ability to handle freely moving objects in a fluid. To validate
the new features of our code, we compare our results with experiments of freely
fluttering and tumbling plates.
Andersen et al [1, 2] and Pesavento & Wang [50] experimentally and nu-
merically investigated the dynamics of falling rectangular plates. Their study
provides qualitative and quantitative data on different falling modes, includ-
ing fluttering, tumbling and chaotic motion, which we use to test the current
code. In our simulations, we use rounded-rectangular plates, similar to the
experimental geometry, as opposed to ellipses [50]. The rounded plate has
a smaller curvature at the tips and can be resolved numerically with fewer
grid points. Given the difference in the plate geometry, and in order to match
both the thickness-to-width ratio β and the non-dimensional moment of inertia
9
parameters fluttering tumbling
(β , I∗ ,Re) ( 114 , 0.16 , 1147) (
1
5 , 0.48 , 737)
θ0 20◦ 45◦
(x˙c, y˙c, θ˙)t=0 (0, 0, 0.5) (0, 0, 0.5)
Table 1.1: Simulation parameters for the fluttering and tumbling motion of a
rounded-rectangular plate, using the immersed interface method.
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Figure 1.2: Comparison between experiments in [2] (dashed, red) and the current
simulations (solid, blue) of a fluttering plate with I∗ = 0.16, Re =
1147, β = 1/14 and a tumbling plate with I∗ = 0.48, Re = 737
and β = 1/5. From top to bottom: x-velocity, y-velocity and angular
velocity, θ˙, of the plate.
I∗ = I/ρ fL4, the density of the plates in the current study is slightly different
from that in the experiments. The length scale is the width of the plate, the ve-
locity scale is defined as the terminal velocity of the plate falling with unit drag
coefficient, V =
√
2(γ − 1)gLA, and the time scale is T = L/V . We reproduce the
fluttering and tumbling cases in [2] and summarize our comparisons on figure
1.2 and table 1.2. In these computations, the grid resolution is 1600 × 3200, for
a 10 × 20 domain size, and the time step is ∆t = 5 10−3. In both cases, at steady
state, the results match very well and the small difference may be attributed to
the plate geometry.
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parameters Andersen et al [2] Current
(< x˙c > , < y˙c > , < θ˙ >) (0.60 , −0.34 , 0.88) (0.58 , −0.37 , 0.99)
Descent slope 29.2◦ 29.6◦
Period: (short glide, long glide) (1.1 , 3.2) (1.2 , 3.5)
Table 1.2: Comparison between experimental results in [2] and the current nu-
merical results for a tumbling plate. < x˙c >, < y˙c > and < θ˙ > are the
average horizontal, vertical and angular velocities, respectively.
1.3 Dynamics of arrays of settling cylinders in a 2D flow
In this section, we simulate horizontal arrays of settling cylinders at Reynolds
number 200 and investigate the falling pattern and the connection between the
dynamics of the particles and of the flow.
At zero Reynolds number, an array of settling spheres can exhibit a rich set of
dynamics due to instabilities when the number of particles is sufficiently large
[11, 30, 31, 45]. For example, Jayaweera & Mason [30] observed that clusters
of less than seven spheres remain in a horizontal plane during the fall, spread
out and the spheres tend to arrange themselves into regular polygonal shapes.
More recently, Metzger et al [45] found that a spherical cluster of spheres set-
tling under gravity in a viscous flow, is unstable and evolves into a torus before
breaking up into smaller clusters.
At intermediate Reynolds numbers, the interactions between particles are
complicated by the inertial effects. In our case, each cylinder will create a
wake that extends for many diameter lengths and lead to non-local and time-
dependent interactions. The forces experienced by each cylinder will be un-
steady. It is therefore unclear, for a given set of initial conditions, whether the
cylinders will approach a steady state, and how the steady state configuration
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might depend on the initial arrangement. The steady state of a single particle is
attained when the mean velocity, averaged over each period, is constant.
Finally, the study in this chapter is restricted to the cases where there is no
collision and where the distance between particles can be well resolved by the
immersed interface method. For cases where the initial spacing is sufficiently
small, we observe that the particles are likely to collide in close encounter. To
resolve the collision dynamics, we developed a method using lubrication the-
ory to treat the thin layer between the particles. This scheme has been tested on
fundamental scenarios involving normal and oblique collision between a cylin-
der and a wall, as well as between two approaching cylinders. Details can be
founds in Chapter 2.
1.3.1 Falling pattern at steady state
In what follows, we study the dynamics of a horizontal array of n falling cylin-
ders. We present a qualitative comparison of the falling patterns of the ar-
ray. First, we fix the initial spacing, d0, and vary the number of cylinders
n ∈ {3, 4, 5, 6, 7, 8}. At any time, the spacing d is defined as the distance be-
tween the centers of two adjacent cylinders, hence d = D + l where D is the
diameter and l is the closest distance between their interfaces. The grid size and
the time step are fixed at ∆x = ∆y = 1/40 and ∆t = 5 10−3, respectively. We
choose no-slip boundary conditions on all four fixed walls of the domain. This
avoids specifying the far-field boundary conditions on a finite computational
domain, in an unbounded fluid, which would involve modeling the wake of
the objects. Figure 1.3(a) shows trajectories of the settling cylinders. When n
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(a) Effect of n
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(b) Effect of d0
Figure 1.3: Effect of the number of cylinders, n, and the initial spacing, d0, on the
array falling pattern. (a) d0 = 2 is fixed. (b) n = 5 is fixed. Snapshots
are taken every δt = 2.
is odd, the middle cylinder is always leading. Conversely, when it is even, the
falling shape of the array at steady state is concave-down, provided that the
initial spacing is not too small and no collisions occur. Regardless of the value
of n, at steady state, the array displays a left and right mirror symmetry in the
vortex shedding pattern and correspondingly, a mirror symmetry in the particle
rotation. In other words, two particles symmetric about the centerline rotate in
opposite directions and shed counter-rotating vortices (figure 1.5). This is con-
sistent with the conservation of the total circulation, noting that particles are
initially dropped with zero angular momentum. This claim has been checked
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Figure 1.4: Vorticity contours for n = 7 falling cylinders with initial spacing
d0 = 2. Clustering of the outermost pairs. Black dots on each cylinder
are used to visually track their rotation.
numerically. See Appendix A.
When n ≥ 5, the two outermost cylinders tend to cluster. For example, when
n = 7 (figures 1.3(a), 1.4), the two leftmost cylinders form a pair and tumble
counter-clockwise. Similarly, the rightmost pair tumbles clockwise. The par-
ticles do not come into contact yet and their dynamics are reminiscent of the
“drafting, kissing and tumbling” in fluidized beds of spheres [21]. It would
be interesting to further investigate the long-term dynamics of these clusters,
t > 77.5 on figures 1.4, using the lubrication equations during close contact, in
large collections of particles.
We now allow the initial spacing d0 to vary, while fixing the number of cylin-
ders to n = 5. We summarize the effects of d0 on the falling pattern in figure
1.3(b). We notice that the steady state configuration depends on the initial spac-
ing. In particular, for the smallest d0 that was simulated (d0 = 1.1), the immedi-
ate neighbors of the middle cylinder approach the centerline, unlike in the other
cases. In addition, the spread (or lateral drift) of the array is larger for smaller
d0 owing to the strong interaction force during the early stages of the fall. See
details in section 1.3.3.
Together, these results suggest that arrays of falling cylinders, in an ini-
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tial horizontal arrangement, can reach a steady state, the final configuration of
which depends on the initial condition. This steady falling arrangement devi-
ates significantly from the horizontal. This is in contrast with earlier work on
the stability of an infinite array of settling cylinders at Re ≤ 100, where infinite
arrays of initially equally-spaced cylinders were found to be stable to displace-
ments perpendicular and parallel to the array [54]. The difference may be due
to the size of the array. But we suspect that it is most likely due to the Reynolds
number which would affect the wake and the interaction between the particles.
1.3.2 Dynamics of the falling array
Given the rich dynamics exhibited by varying the number of cylinders and/or
their initial spacing, we now focus on the dynamics of an array of three cylin-
ders. In particular, we quantify the settling velocity, the flow history, the onset
of vortex shedding, and the direction and rate of rotation of the cylinders. We
will compare these dynamics for different initial spacings, as well as how the
presence of neighboring cylinders affect the dynamics of the middle one, com-
pared to an isolated settling cylinder. Additionally, we will contrast our results
with those in Stokes flow.
Figure 1.5 shows the vorticity field of the fall of three cylinders with initial
spacing d0 = 2. As they settle, the array spreads out, the middle cylinder leads
as it approaches a steady state, the left and right cylinders rotate in opposite
directions and their wakes are symmetric about the centerline of the domain.
The lateral expansion of the array is due to the strong initial repulsive force, as
shown in figure 1.6, at t ≈ 7.5.
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Figure 1.5: Vorticity contours for n = 3 falling cylinders with initial spacing
d0 = 2. Mirror symmetry in the rotation of the cylinders. Counter-
clockwise (positive) vorticity (red) and clockwise (negative) vorticity
(blue). Black dots on each cylinder are used to visually track their
rotation.
To gain more insight into the dynamics of the middle cylinder, we first com-
pare them to those of an isolated settling cylinder, under the same flow condi-
tions. Then, we investigate the effect of the initial spacing d0 on its kinematics
and forces. Figure 1.7 shows the time series of the settling velocity, v, the drag
coefficient, CD, and the lateral force Cx, for the middle cylinder. The effective
drag coefficient is larger than for an isolated one, due the presence of co-moving
neighbors, and this leads to a decrease in the settling speed. The increase in drag
is consistent with the previous computation of two cylinders moving in parallel
at similar Reynolds numbers [57]. In contrast, in Stokes flow, the presence of
neighboring particles causes a decrease in the drag force. This, in turn, results
in an increase in the settling velocity [25]. The drag coefficient CD for d0 = 1.1
is smaller than for d0 = 1.5 and d0 = 2 initially, but greater than the other two
after the onset of shedding. This is due to the cross-over in the fluid force. The
net force on a particle is shown in figure 1.8, (y¨ vs. t). We can read the fluid force
by shifting the curve up by a constant gravitational force. The fluid force for
the case d0 = 1.1 shows a cross-over similar to that seen in figure 1.7, although
occurring at a different time because the drag coefficient is drag normalized by
1
2ρ fU
2(t)L. At steady state, the drag force does not differ much from the isolated
cylinder case, and it differs mostly during the initial and transient stages where
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Figure 1.6: Time series of the lateral (Cx, top) and vertical (Cy, bottom) fluid
force on three settling cylinders: middle cylinder (blue, solid), right
cylinder (red, dashed) and left cylinder (green, dotted, triangles). The
shaded regions in the top figure correspond to the initial weak attrac-
tion, followed by a strong repulsive force, and a subsequent transition
to steady state. The bottom figure shows that the cylinders attain a
dynamic steady state at t ∼ 95. Re = 200 and the initial spacing
d0 = 2.
it is higher for the other three cases, resulting in a small settling velocity.
The settling velocity of an isolated cylinder reaches a maximum at t ≈ 57. A
closer look at figure 1.7 shows that this corresponds to the onset of vortex shed-
ding. On the other hand, in the presence of its neighbors, the middle cylinder
experiences wake instabilities much earlier during the fall, around t ≈ 18 for
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Figure 1.7: Effect of the initial spacing on the drag coefficient, the settling veloc-
ity and the onset of vortex shedding for the middle cylinder. Compar-
ison with an isolated falling cylinder.
small d0. As a comparison, for flow past a fixed cylinder at Re = 200, tvs ≈ 20,
where tvs is the time marking the onset of vortex shedding. The difference in tvs
underscores the difference between flow past a fixed cylinder and flow around
a cylinder settling at steady state in a quiescent flow, due to the effect of the flow
history. Given these results, we quantify the dynamics of the middle cylinder
by varying d0 = 1.1 to d0 = 3 and choose to present three representative values
d0 = 1.1, 1.5, 2 and summarize the results in figure 1.8.
As mentioned above, the smaller d0 is (d0 = 1.1), the faster the middle cylin-
der settles, the sooner its wake symmetry is broken due to early vortex shed-
ding and the sooner it reaches a steady state (tvs ≈ 18, 50, 57 for d0 = 1.1, 1.5, 2,
18
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Figure 1.8: Dynamics of the middle cylinder in a 3-cylinder settling array for
different values of the initial spacing, d0. d0 = 1.1 (red, dashed),
d0 = 1.5 (green, solid) and d0 = 2 (blue, dotted, circles). Re = 200.
respectively). At steady state, and independently of the value of d0, the middle
cylinder sheds vortices which are in phase with those of either the left or the
right cylinder. The non-dimensional shedding frequency in the horizontal di-
rection is the same for all d0 and is S t,x =
f D
V ≈ 0.157 − 0.158. This can be seen
in the time series of the lateral force, Cx, on figure 1.7, or the acceleration, x¨, and
the velocity, x˙, on figure 1.8.
Similar to fluttering plates or flow-induced vibrations over a fixed cylinder, the
oscillation frequency of the middle cylinder along the flow is twice that across.
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Figure 1.9: Oscillation frequency of the force on the falling cylinder in the stream-
wise (y) and cross-stream (x) directions. The oscillation frequencies
satisfy fy = 2 fx.
This can be explained through figure 1.9. The fluid force vector on the cylinder
oscillates between points A and B. When it goes from A to B, its y-component
Cy goes a full cycle and comes back to the starting value, but its x-component
Cx goes only a half cycle and changes the sign. Finally, figure 1.5 shows that the
left and right cylinders rotate outwards, i.e clockwise for the left and counter-
clockwise for the right. Consequently, their shed vortices are symmetric with
respect to the centerline of the domain, i.e in anti-phase.
For arbitrary n, the outer pair rotates outwards. The inner cylinder, however,
rotate inwards as shown on figure 1.10. The rate of rotation and lateral spread
of the side cylinders increases when the array is initially closely packed, with an
inter-particle gap below half a diameter.
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Figure 1.10: Steady-state rotation pattern of the array of cylinders as a function
of their number n.
1.3.3 Pairwise interactions
To better understand the intricacies of hydrodynamic interactions between ad-
jacent particles, we quantify pairwise interaction forces between two cylinders,
dropped with zero initial velocity, and settling side by side. During the fall, the
cylinders go through four phases, as shown on figure 1.6 for three cylinders.
At the onset of their fall, they experience a short attractive force followed by a
strong repulsive force along their line of centers. The fluid then dampens the
subsequent lateral motion, before the cylinders settle to a dynamic steady state
and shed vortices in their wakes. The repulsive force, which will be the focus
in this section, was also observed in Stokes flow for falling cylinders, albeit not
quantified [31]. It was also observed in flows past fixed side-by-side cylinders
at intermediate Reynolds numbers [5, 37, 39, 44]. Similar to our case (figures
1.3(a) – 1.3(b)), the repulsive force was observed to cause a lateral spread of the
collection of particles such as spherical clouds of particles [45].
In what follows, we vary the initial spacing between a pair of cylinders and
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Figure 1.11: (a) Time history of the lateral fluid force coefficient, Cx, for the right
cylinder, in a pair of settling cylinders, with different initial spac-
ings. Except for the bottom curve, the y-axis does not reflect the
magnitude of the force. The curves were shifted upward for ease of
reading. (b) Force law model for the repulsive force as a function of
the initial spacing, d0. Re = 200.
record the magnitude of the peak of the repulsive force. When the initial spacing
was very small (d0 < 1.1), the resolution was doubled (∆x = ∆y = 1/80), in order
for the interpolation scheme to hold. Figure 1.11(a) shows the time history of
the lateral fluid force coefficient, Cx, for different initial spacings, for the right
cylinder.
The results show that the closer the cylinders are initially, the earlier the
onset of the repulsive force and the higher its magnitude. To find what force
law model the repulsive force follows, we use a linear fit of the magnitude of
the repulsive force, in a plot a log-log graph, as a function of the initial spacing
d0, where d0 ∈ [1.08, 4]. Namely, we are looking for the value of the power α > 0
such that the close-range interaction force is of the form F ∝ d−α0 . Figure 1.11(b)
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shows that,
Fpeak ∝ d−30 for d0 < 1.2
Fpeak ∝ d−20 for d0 ≥ 2
It is interesting to compare this result with what happens in three dimensions
for low Reynolds number flows. In Stokes regime, the repulsive force is similar
to Stokes drag on sphere, with a correction term proportional to 1/d. Indeed,
for two spheres of common radius a, separated by a distance d, and drifting
side-by-side at a velocity U, the repulsive force is
FLC ≈ 6piµaU
(
1 − 3a
4d
)
(1.10)
We remind the reader that the force law we found above does not apply at all
times, but only for the peak of the repulsive force, for a given initial spacing. A
more accurate expression will be derived in Chapter 2 for close range interac-
tions, using the lubrication theory.
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1.4 Conclusions and future work
In this paper, we studied the falling pattern and dynamics of a horizontal array
of settling cylinders at Reynolds number 200, using direct numerical simulation.
Given the unsteadiness of the flow, we asked whether such a system exhibits a
steady state and if so, how it depends on the initial conditions. We investi-
gated the dependence of the falling dynamics on the number of cylinders, n,
and on the initial spacing, d0. We found that the cylinders reach a steady state,
independent of the value of n or d0. The steady state configuration, however, de-
pends both on n and d0. When n is odd, the middle cylinder is always leading,
whereas when n is even, the array adopts a concave-down shape. We then fixed
n = 3 and studied the effect of the initial spacing on the dynamics of the middle
cylinder. We compared them to those of an isolated settling cylinder as well as
with results in Stokes flow. We found that the middle cylinder experiences a
higher drag force due to the presence of its left and right neighbors, resulting in
a slower settling velocity. This result is opposite of that at Stokes regime where
a sphere in the presence of its neighbors settles faster than an isolated one. Our
results also showed that the closer the initial spacing is, the sooner wake asym-
metries arise for the middle cylinder and the sooner it settles to a steady state.
At steady state, for all values of d0, there is a left-right symmetry in the falling
configuration, the wake pattern and the direction of rotation of the left and right
cylinders, with respect to the centerline of the domain.
To solve for these dynamics, we developed a robust implementation of the
immersed interface method. The novel aspect of this implementation is an ef-
ficient handling of the coupling between the rigid body and the fluid, using an
iterative method. The method is stable at high Reynolds numbers, at standard
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CFL (Courant-Friedrichs-Lewy) conditions. The method is almost second order
accurate, including along the interface. The code was validated against experi-
ments on falling plates in a fluid. This method provides an efficient tool for us to
further investigate collective behavior and self-organization of particles subject
to hydrodynamic interactions.
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CHAPTER 2
ON THE HANDLING OF PARTICLE COLLISIONS IN A VISCOUS FLUID
USING THE LUBRICATION EQUATIONS IN THE IMMERSED
INTERFACE METHOD
This chapter is a work in progress, and we are currently processing the re-
sults. In what follows, I will summarize the current results. Most of the ma-
terial can be found in a our manuscript in preparation for the Journal of Fluid
Mechanics [19].
2.1 Introduction
The interaction of particles in fluids are key to understanding collective behav-
ior of particles in particle-laden flows such as sedimentation [24], particle sus-
pensions as well as biological phenomena. For example, Ireland & Collins [29]
and Warhaft [58] reported that a better understanding of inertial particle clus-
tering (e.g. raindrops) is key to studying natural processes, where particles are
subject to entrainment, such as in cloud growth and evolution. In the biological
field, the mechanisms behind mechanical contact and/or hydrodynamic inter-
actions between swimming micro-organisms, are yet to be determined. How-
ever, it was suggested that when swarming, micro-organisms such as plankton
or algal cells can enhance the biogenic mixing in oceans [38, 42]. These large
scale collective dynamics thus help in the diffusion and transport of nutrients
in the otherwise viscosity-dominant scale of an isolated micro-organism.
In the high particle-density limit, collisions become an important feature of
the underlying physics. Collisions, by way of close range particle interactions,
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Figure 2.1: Vorticity field of n = 9 particles settling under gravity in a fluid at
Re = 200. The solid-to-fluid density ratio is γ = 2.56. Black dots are
used to track the rotation of the particles.
introduce a small length scale, in an otherwise inertia-dominated flow. To ac-
curately solve for these dynamics, we need a method that can perform high
Reynolds number simulations and also be able to handle the thin layer of fluid
in the interstitial gap between particles. However, numerical methods gener-
ally fall into two distinct categories. Some methods simulate dynamics only in
the Stokesian regime for particle-wall interactions [9, 28] or particle suspensions
[6]. At the other end of the spectrum are methods that focus exclusively on the
high Reynolds number regime [29, 58]. In this paper, we propose a numeri-
cal approach, based on the immersed interface method, where the lubrication
equations are directly incorporated into the numerical scheme, hence enabling
the simulation of both inertia-dominated and viscosity-dominated dynamics, as
well as the intermediate ranges of Reynolds numbers.
We motivate our paper by the qualitative results displayed in figure 2.1. The
figure shows the dynamics of a settling lattice of particles in a fluid, under grav-
ity. The particles are two-dimensional cross-sections of infinitely long cylinders
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and the Reynolds number is 200. As the lattice settles, interesting dynamics un-
fold. The lagging particles draft behind the leading ones, until they catch up
and come into close contact (figure 2.1 (b,c)). The hydrodynamic attraction here
is due to the low pressure wake and is different from the low Reynolds number
regime Re = O(10−1 − 10), where the attraction between spheres falling along
their lines of centers is due to the induced velocity field created by each parti-
cle, treated as a point source. The doublets and triplets form an elongated body
that falls edge-on. Owing to a turning couple, this configuration is unstable
in a Newtonian fluid (figure 2.1 (d)), and the elongated body disintegrates into
pairs that tumble (figure 2.1 (e,f)). This mechanism was called Drafting-Kissing-
Tumbling (DKT) by Joseph et al [34] and summarizes a fundamental dynamical
phenomenon taking place in suspensions of particles, when particle inertia mat-
ters. However, these dynamics were also observed experimentally by Happel &
Pfeffer [26] in the Oseen regime (Re = 0.3 − 0.7), albeit owing to different mech-
anisms. They used Stimson’s calculations [55], which are based on Stokes drag
model, modified by a correction factor to take into account the interaction effect.
They showed that the bottom particle is slowed down due to “inertial” forces,
whereas the velocity of the top particle is not affected and falls according to the
Smoluchowski theory (see [26]). The top particle then rolls over the bottom one
until they become parallel. The nature of the interaction force is then a repelling
one, and the pair separates. The results in figure 2.1 were obtained using a clas-
sical two-dimensional dry collision model, when particles are in close contact.
The goal of this paper is to model such collisions by solving directly for the flow
using the lubrication equations in the interstitial fluid.
We now present an overview of the literature on particle interactions and
collisions, from the experimental as well as the theoretical and numerical per-
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spective. Several theoretical models using the lubrication equations have been
developed in order to solve for the particle dynamics during close contact. Coo-
ley [9] and O’Neill & Stewartson [48] studied the slow motion of a sphere near a
wall or another sphere. They decomposed the flow into an inner region, where
lubrication equations were used, and an outer region where the flow is weakly
sheared. They used matched asymptotic expansions between the two regions
and found that the fluid force acting opposite to the motion of the sphere is sin-
gular and inversely proportional to the minimum gap clearance. When trans-
verse motion is considered [28], the forces and couples on the sphere have a
logarithmic dependence on the minimum gap clearance.
Likewise, in the past few decades, several experiments were carried out and
validated against new theoretical models. Joseph et al [36] conducted experi-
mental measurements on the coefficient of restitution during approach and re-
bound of particles colliding with a wall. They showed that the nature of the
collision depends on the Stokes number, defined as a measure of particle inertia
to viscous forces. The higher the Stokes number, the higher the coefficient of
restitution, and the greater the distance at which the particle starts to decelerate
due to the built-up of the pressure in the gap. Additionally, Joseph & Hunt [35]
found that lubrication effects caused a lower friction coefficient for immersed
oblique collisions of smooth particles. To account for this decrease, they pro-
posed an analytical model based on the lubrication theory for the fluid viscosity
in the gap. Their model showed that the dependence of the fluid viscosity on the
pressure (and temperature) was key to explaining the reduction in the friction
coefficient and the rotational torque impulse on particles upon collision. Yang
& Hunt [63] conducted experiments and developed a theoretical model based
on the hydrodynamic impulse theory, and showed that the dynamics of normal
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and oblique collisions are decoupled. Similar to [35], their model showed that
the coefficient of friction for the oblique collisions is affected by the interstitial
fluid.
When the interstitial gap becomes narrow, the requirement of an infinitesi-
mal grid spacing makes numerical methods computationally costly. Following
Joseph et al’s experiments on fluidized beds of particles [34], Feng et al [20]
conducted a finite-element-based direct numerical simulation of two settling
particles at various Reynolds numbers. At Re ∼ 70, they found that the parti-
cles never come into contact owing to the increase in pressure in the lubrication
layer. However, their meshing scheme, in addition to being costly, breaks down
when particle inertia is large and particles tend to collide. This issue was en-
countered in several numerical methods and has been addressed using ad hoc
approaches. Sing et al [54] developed a modified Disributed Lagrange Multi-
plier (DLM) method that allowed close contact of particles and the full resolu-
tion of the hydrodynamic forces. However, a repulsive force was added when
the particles overlapped. Ardekani et al [3] and Ardekani & Rangel [4] also
developed a DLM-based, finite-volume method where a uniformly distributed,
impulsive contact force is added to each particle upon collision and vanishes
when the particles separate. These methods could, however, lead to unrealistic
physics such as the rebound of particles where rebound may not take place in
reality.
Nguyen & Ladd [46] used a lattice-Boltzmann based method to simulate
particle suspensions at low but finite Reynolds numbers. Unlike other meth-
ods which resort to the addition of a repulsive force, their method incorporates
force and torque components from lubrication theory, thus adding a correction
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to their numerical scheme for particles in close contact. Their method handles
well the problem of conservation of mass when two particles are in close contact,
as well as the stiffness of the differential equations for the particle velocities, due
to high lubrication forces. However, their method does not take into account the
effects on the outer flow of the force density on the particles in the lubrication
region.
Sangani & Mo [53] developed a method to include close-range lubrication
forces into multi-particle numerical simulations. Unlike previous multipole
expansions-based methods (not cited here), where accurate computations re-
quired a high number of multipoles in the small gap region, their method has
the advantage of directly incorporating the singular forces from lubrication in
the gap and only retaining few multipoles at the center of the particles. Al-
beit limited to Stokes flow calculations, their method, valid for both spheres
and cylinders, has the advantage of solving for the full lubrication problem. In
two dimensions, for instance, the (outer) fluid flowing through narrow gaps
between cylinders is accounted for in the lubrication calculations; and the lubri-
cation force density and the size of the area over which it acts was taken into
account in both their two- and three- dimensional calculations.
In the present chapter, we give an overview of our numerical method and
how lubrication equations are incorporated into the numerical scheme. We then
present results of three fundamental cases, which serve as a validation of our
code, and cover the basic dynamics of closely interacting particles. The first case
is that of a cylinder falling vertically toward a fixed wall. This case captures the
dynamics of normal collisions. The two remaining cases, fixed cylinder above a
translating wall and rotating cylinder above a fixed wall, capture the dynamics
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of oblique collisions, where the relative tangential velocities and shear forces
are predominant. Unlike most numerical methods, our current implementation
is capable of treating both the inertia-dominant regime (e.g during settling) as
well as the Stokes limit (e.g during close approach). Additionally, similar to
[53], our method solves for the full lubrication problem in that the effect of the
outer flow outside the lubrication region is taken into account in the lubrication
calculation, and this latter, in turn, affects the bulk flow.
2.2 Method
2.2.1 Statement of the problem
The immersed interface method is a numerical method that enables the simu-
lation of the dynamics of objects immersed in a fluid. The present method is
built on previous work [18, 59]. In [18], the method was developed to simulate
freely moving objects by simultaneously solving for the object dynamics and
Navier Stokes equations for the fluid. The dynamics for the fluid are governed
by Navier Stokes equations, subject to boundary conditions on the surface of
the objects. The dynamics of the object are governed by Newton’s equations.
The presence of the object in the fluid is accounted for by a singular force den-
sity distribution along the object interface. This singular force is related to and
responsible for jump conditions on the velocity and pressure fields.
The singular force components at any point on the interface, are computed
using a three-point stencil-based interpolation from the velocity or vorticity
field, at adjacent nodes in the fluid domain (see figure 4 in [59]). However, when
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the gap between two objects or an object and a wall falls below three grid cells,
the interpolation scheme fails. To circumvent this numerical hurdle, we use the
lubrication theory equations to solve for the velocity and pressure gradient in
the lubrication region, defined as the portion of the gap where the distance to
the adjacent object or to the wall is less than four grid cells. We chose four in-
stead of three grid cells to avoid the limit case where the third node is right
on the wall or the adjacent object. The analytical expressions of the velocity
and pressure gradient are then used to find the analytical expressions of fτ and
(∂ fn/∂α), thus bypassing the interpolation. Outside the lubrication region, the
interpolation scheme is still in use.
The fluid is assumed to be incompressible and Newtonian, with constant
density, ρ f and viscosity µ. The particle of interest is a two-dimensional cross-
section of an infinitely long cylinder. The surface of the cylinder is assumed to
be smooth and the gap between the cylinder and the wall is in the y-direction.
2.2.2 Lubrication theory equations and assumptions
The two-dimensional incompressible Navier-Stokes equations are
∂u
∂x
+
∂v
∂y
= 0 (2.1a)
ρ f
(
∂~u
∂t
+ ~u · ∇~u
)
= −∇p + µ∇2~u (2.1b)
where ~u = (u, v) is the fluid velocity, p is the pressure, ρ f and µ are the fluid
density and viscosity, respectively. In non-dimensional form, equations 2.1a,
2.1b become
∂u
∂x
+
∂v
∂y
= 0 (2.2a)
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∂~u
∂t
+ ~u · ∇~u = −∇p + 1
Re
∇2~u (2.2b)
where the Reynolds number, Re , ρ fLVs/µ, is based on appropriate length, L,
and velocity, Vs, scales. For the remainder of the paper, L = D is the diameter
of the cylinder and Vs will be defined on a case by case basis (terminal settling
velocity, steady rotation of the cylinder, translational velocity of the wall). In
general, the terms in equation 2.2b are a priori O(1). However, when the gap
height (in the y-direction) becomes very small, the orders of magnitude of these
terms change. To further simplify the Navier-Stokes equations in the lubrication
theory limit, we perform an order of magnitude analysis to discard negligible
terms in equation 2.2b. Let U and V be the velocity scales and L and h be the
length scales for velocity variations in the x and y- directions, respectively. From
the continuity equation 2.2a, we have
V ∼ Uh
L
When h/L  1, a condition met in our cases, and V/U  1, the pressure varia-
tions in the y direction can be neglected, i.e
∂p
∂y
= 0 ⇒ p = p(x)
Thus, p is function of x only. In the x-component of equation 2.1b, we have{
ρ f
∂u
∂t
, ρ f~u · ∇~u , dpdx
}
∼ ρ fU
2
L
µ
∂2u
∂x2
∼ µU
L2
, µ
∂2u
∂y2
∼ µU
h2
When h  L, we have µ|∂2u/∂x2|  µ|∂2u/∂y2|, and equation 2.1b in the x-
direction, divided by ρ fU2/L, becomes
∂u
∂t
+ u
∂u
∂x
+ v
∂u
∂y︸               ︷︷               ︸
O(1)
= −dp
dx
+
1
Re
∂2u
∂y2︸︷︷︸
O((h/L)2)
(2.3)
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This gives an order of magnitude of the pressure gradient,
dp
dx
= O
(
1
Re h2/L2
)
which is kept in equation 2.3 to avoid a trivial solution. Contrary to equation
2.2b, not all terms are of the same order of magnitude at the limit of a small gap.
Consequently, equation 2.3 becomes
0 = −dp
dx
+
1
Re
∂2u
∂y2
(2.4)
known as Reynolds equation which is a modified Navier-Stokes equation at the
lubrication theory limit. Equation 2.4 is valid when h/L  1 and Re h2/L2  1.
These are the two conditions for the lubrication theory to hold. At this limit, the
object motion can be considered as quasi-steady. In summary, we are solving
the following problem for an incompressible, newtonian fluid
∂u
∂x
+
∂v
∂y
= 0 (2.5a)
∂2u
∂y2
= Re
dp
dx
(2.5b)
2.2.3 Solution to the Reynolds equations in the lubrication
limit
We consider the general case of two objects in close contact. In what follows,
all quantities are non-dimensional, unless otherwise stated. To simplify the cal-
culations, we assume the motion to be in the y-direction (vertical). The config-
uration is shown in figure 2.2. In a more general case, one can define a local
coordinate system, co-moving with the objects, with axes along and perpendic-
ular to the line of centers. See appendix B. We first solve equation 2.5b for the
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Figure 2.2: Sketch of two cylinders in close contact. (a) The radii of the cylinders
are a1 and a2. (b) At abscissa x, the separation is h = h2 − h1. hm is
the minimum separation at x = 0.
velocity u and apply the boundary conditions
u = ui at y = hi, i = 1, 2
ui is the x-velocity of a point Pi on object “i”, located at abscissa x. We obtain
u = u1 +
u2 − u1
h
(y − h1) + Re2
dp
dx
((y − h1)2 − (y − h1)h) (2.6)
where h = h2 − h1 = hm(t) + a1 + a2 −
√
a21 − x2 −
√
a22 − x2. To get the pressure
gradient, we use the volume flux along the x-direction
Q =
∫ h2
h1
u dy
= u1h +
u2 − u1
2
h − Re h
3
12
dp
dx
= uh − Re h
3
12
dp
dx
(2.7)
where u = (u1 + u2)/2. We then integrate the continuity equation across the gap∫ h2
h1
∂u
∂x
dy = −
∫ h2
h1
∂v
∂y
dy = −∂h
∂t
(2.8)
We re-write equation 2.8 to involve the volume flux Q∫ h2
h1
∂u
∂x
dy =
∂
∂x
(∫ h2
h1
u dy
)
− u2dh2dx + u1
dh1
dx
=
∂Q
∂x
− u2dh2dx + u1
dh1
dx
(2.9)
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We combine equations 2.7-2.9, and obtain the equation for pressure
∂h
∂t
+
∂
∂x
(uh) + u1
dh1
dx
− u2dh2dx =
Re
12
∂
∂x
(
h3
dp
dx
)
(2.10)
We can solve analytically for the pressure gradient by integrating equation 2.10
once with respect to x
dp
dx
=
12
Re
 uh2 + h˙xh3 − (θ˙2 − θ˙1)x
2
2h3
+
x˙c1
√
a21 − x2
h3
+
x˙c2
√
a22 − x2
h3
+
C(t)
h3
 (2.11)
where C(t) is a constant of integration which will be determined by matching ei-
ther the velocity field or the volume flux at a given location x along the gap. The
reader should note that our approach in equations 2.6 - 2.11 is for any arbitrary
relative motion between two approaching particles and can be extended to any
collection of particles where lubrication regions exist. The volume flux, Q, ac-
counts for all terms, except the first, in equation 2.11. And as such, determining
the unknown C(t) relies on determining Q. Three examples will be presented in
this chapter to illustrate how Q or, equivalently C(t), is determined. Finally, un-
like [46], the singular force in the lubrication region enters into the computation
and the update of the bulk flow, i.e the flow external to the lubrication region.
In summary, equations 2.6 and 2.11 give the solutions (u,p) to Reynolds equa-
tions 2.5a, 2.5b, in the most general case; that is, for any relative motion between
approaching particles. These equations will be further simplified for the cases
presented later in this paper. For the case where the line of centers of the two
particles in not parallel to the vertical axis of the lab frame, the solutions are
projected onto the local co-moving frame as explained in appendix B.
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Figure 2.3: Computational domain of an object immersed in a fluid. Courtesy
[18]
2.3 Implementation in the immersed interface method
To solve for the dynamics of a freely moving object immersed in a viscous fluid,
we use our previous formulation of the immersed interface method in [18].
The two-dimensional Navier-Stokes momentum equation, in non-dimensional
form, is
∂~v
∂t
+ ~v · ∇~v = −∇p + 1
Re
∇2~v +
∫
Γ
~f (α, t)δ(~x − ~X(α, t)) dα (2.12)
where ~v and p are the fluid velocity and pressure, respectively, Re = ρ fLVs/µ is
the Reynolds number based on characteristic length, L, and velocity, Vs, scales,
and on the fluid density, ρ f , and viscosity, µ. The singular force density, ~f , en-
forces the boundary condition on the interface Γ of the object (see figure 2.3).
The tangential and normal components of the singular force density ~f are given
by
fτ = − 1Re [ω] = −
1
Re
[
~τ · ∂~v
∂n
]
(2.13a)
fn =
∫ (
1
Re
[
∂ω
∂n
]
+ [~fb] · ~τ
)
J dα (2.13b)
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where ω = (∂v/∂x)−(∂u/∂y) is the fluid vorticity in two dimensions, ~τ = (∂~X/J∂α)
is the unit tangent vector to the interface Γ, which is parameterized by α, and
J = ||∂~X/∂α||2. The brackets, [•] = (•)+ − (•)−, denote a jump across the interface.
~X = (X,Y) are the cartesian coordinates of a lagrangian point on the boundary
Γ and ~xc = (xc, yc) are those of the center of mass of the object. See figure 2.3.
~fb = ~Ω × (~X − ~xc) is a body force which enforces rigid body motion of the fluid
inside the object, where ~Ω is the angular rotation of the object.
The equations of motion for the immersed object are:
ms~˙vc = ~Fext + ~F f (2.14a)
I∗θ¨ = T f (2.14b)
where ms is the mass of the object, ~vc is its velocity in the lab frame, at its center
of mass, I∗ its moment of inertia with respect to its center of mass, ~Fext is the
external non-fluid force on the object (e.g. buoyancy corrected weight), ~F f is the
fluid force on the object, and T f is the fluid torque on the object with respect
to its center of mass. The fluid force and torque acting on the object can be
expressed through the integrals of the singular force
~F f = −
∫
Γ
(
fτ~τ + p+~n
)
Jdα (2.15a)
~T f = −
∫
Γ
(~X − ~xc) × ( fτ~τ + p+~n) Jdα (2.15b)
where p+ is the pressure outside the object. Equations 2.12, 2.14 and 2.15 under-
score the coupling between the dynamics of the fluid and the object.
In the immersed interface method, fτ and (∂ fn/∂α) are computed using an in-
terpolation from the velocity field, via a three-point stencil, in a one-sided finite
difference scheme (see figure 4 in [59]). However, when the gap between two
objects or an object and a wall falls below three grid cells, the interpolation fails.
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In what follows, we will explain how we address this problem using the lubrica-
tion equations derived in section 2.2. We will use the term “lubrication phase”
to denote the phase of the simulation during which the lubrication equations
are used.
2.3.1 Numerical parameters
As explained in section 2.2.3, the Reynolds equations 2.5a and 2.5b in the lubri-
cation limit are valid when
hm  1 and Re.h2m  1 (2.16)
where hm is made non-dimensional through a division by L = D, the diameter
of the cylinder. For a given resolution, the second condition in equation 2.16
puts a constraint on the choice of the Reynolds number, which has to satisfy the
inequality at the maximum hm, i.e hm = 4∆n = 4∆y, where ∆n =
√
∆x2 + ∆y2 is
the length of a grid cell along the normal to the interface. See figure 2.4. To test
our method, we choose the Reynolds number to be Re = 10, and a grid cell size
∆x = ∆y = 1/80 for a domain size 640× 2560. The time step satisfies the Courant-
Friedrich-Lewy (known as CFL) condition ∆t < Re .CFL/(1/(∆x)2 + 1/(∆y)2). The
solid-to-fluid density ratio, γ = 1.5, is fixed for the entire study. When the lubri-
cation equations are used, the time step is reduced proportionally to the mini-
mum gap height, hm, in order to capture the rapidly changing dynamics of the
object and the flow. At the onset of the lubrication phase, the middle point is
the only point in the lubrication region. In this case, the normal distance to the
wall is simply the gap height at the middle hm. With our choice of the Reynolds
number and the grid resolution, we have h = hm = 4∆n = 4∆y = 0.05 and
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Figure 2.4: Sketch of a cylinder approaching a wall at the onset of the lubrication
phase. m1 and m2 are the lagrangian points demarkating the lubri-
cation region, hm is the minimum gap height and d is the normal
distance from a lagrangian point to the wall
Re.h2m = 0.025 at the onset of the lubrication phase, and the conditions in equa-
tion 2.16 are satisfied. Obviously, as the object continues to fall, these quantities
get smaller and the conditions in equation 2.16 remain valid. Additionally, the
flow in the lubrication region along the gap, i.e along a distance of
√
a hm, is also
well resolved, since we have at least ten grid points throughout the simulation.
2.3.2 Singular forces in the lubrication limit
The main issue with the immersed interface method is that the singular force
components, fτ and (∂ fn/∂α), are computed using an interpolation from the ve-
locity field, using a three-point stencil, in a one-sided finite difference scheme.
We modify equations 2.13a - 2.13b and use their analytic expressions in the lu-
brication region. From an academic standpoint, we will present the case of a
cylinder falling vertically toward a fixed wall. The procedure is similar for other
cases.
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The tangential singular force
From equation 2.13a, we have
fτ = − 1Re (ω
+ − ω−) , (2.17)
where the vorticity outside and inside the cylinder is ω+ = (∂v/∂x)+ − (∂u/∂y)+
and ω− = 2θ˙, θ˙ being the angular velocity of the cylinder. For ω+, we have
|∂v/∂x| ∼ Uh/L2 and |∂u/∂y| ∼ U/h, with h/L  1. Thus
fτ ≈ 1Re
(
∂u
∂y
)+
(2.18)
where u is given by equation 2.6. Subscripts “1” and “2” in equation 2.6 refer
to the wall and the cylinder, respectively. All terms involving subscript “1”
disappear and the radius a1 is infinite. Likewise, because the cylinder does not
rotate nor moves sideways, u2 = 0. Thus, equations 2.6, 2.10 become
u =
Re
2
dp
dx
y (y − h) , (2.19a)
dp
dx
=
12
Re
h˙x
h3
, (2.19b)
where the height h, at abscissa x, is shown on figure 2.5. The constant of inte-
gration, after integrating equation 2.10 once, is zero, since dp/dx = 0 at x = 0, i.e
the pressure reaches a maximum at the center. It is interesting to note that the
velocity profile is essentially that of a Poiseuille flow driven by a non-constant
pressure gradient. Finally, combining equations 2.18, 2.19a, 2.19b, the tangential
singular force is
fτ =
h
2
dp
dx
=
6h˙x
Re h2
. (2.20)
See equation (19) in [51].
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Figure 2.5: Sketch of a cylinder of radius a, falling vertically toward a fixed wall.
v is the settling velocity. h is the height at position x, at point P, and
hm is the minimum gap height, i.e at x = 0.
The normal singular force
We proceed in a similar way with the normal component of the singular force.
From equation 2.13b, we have
∂ fn
∂α
= J
(
1
Re
[
∂ω
∂n
]
+ [ ~fb] · ~τ
)
, (2.21)
where [∂ω/∂n] = (∂ω/∂n)+ since ω− is uniform. The body force ~fb is zero, since
the cylinder does not rotate in this case. From the previous analysis with fτ,
ω+ ≈ −(∂u/∂y)+ and the normal derivative is
∂ω
∂n
=
∂ω
∂x
nx +
∂ω
∂y
ny .
Using the fact that |∂/∂x|  |∂/∂y|, we have[
∂ω
∂n
]
≈ −∂
2u
∂y2
ny = −Redpdxny , (2.22)
where ny = −
√
1 − (x/a)2 is the y-component of the outward unit normal vector
to the interface, at abscissa x, and a is the radius of the cylinder (we drop all
subscripts “2” for ease of reading). Re-arranging the three equations above and
using the expression of the pressure gradient in equation 2.19b, we finally obtain
∂ fn
∂α
= −J
√
1 − (x/a)2 12
Re
h˙x
h3
. (2.23)
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Equations 2.20, 2.23 will be used during the lubrication phase as detailed
next. As a reminder, these expressions are for a cylinder falling vertically toward
a fixed wall. The same approach we followed in their derivation is used for
other cases where rotation of the cylinder or translation of the wall occur.
2.3.3 Algorithmic treatment in the immersed interface frame-
work
In what follows, we will give an overview of the collision model using the lu-
brication equations, for the case of a cylinder falling vertically toward a wall.
The general concept is similar for other configurations and needs only some
adjustments depending on the geometry (e.g. two objects vs. an object and a
wall).
At each time step, the distance d between any lagrangian point and the wall,
along the normal direction, is computed. When d < 4∆n ≈ 4 √(∆x)2 + (∆y)2 as
shown on figure 2.4, the lubrication region is defined. Initially, it contains only
the lagrangian point where the minimum gap height is attained. As the cylin-
der continues falling, the lubrication region covers more lagrangian points and
is bounded by the points m1 and m2 where the condition d < 4∆n starts, as shown
on figure 2.4.
Consequently, for all points between m1 and m2, the new (analytic) expressions
of fτ and (∂ fn/∂α) (e.g. equations 2.20 and 2.23 for a vertically falling cylinder)
are applied. For lagrangian points outside the lubrication region, the standard
interpolation scheme is still in use. A 64-mode, Fast Fourier Transform-based fil-
ter (FFT) is used to filter out the noise from the sequences fτ and (∂ fn/∂α) over all
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Figure 2.6: Code-flow chart for the implementation of the lubrication theory.
lagrangian points. An inverse FFT is also used to integrate (∂ fn/∂α) and obtain
fn. A sample code-flow chart is shown on figure 2.6. The object dynamics are
solved for using equations 2.14, and then integrated using a fourth-order Runge
Kutta scheme to get the object position. Then, the normal distance to the wall,
at each lagrangian point, is computed. The singular forces are then computed
accordingly, using the standard interpolation from the velocity field and/or the
analytical expression from the lubrication theory when the lubrication region
exists (see figure 2.4). These singular forces are then filtered and used back in
equations 2.12 and 2.14 to update the field quantities and the object dynamics.
45
2.4 Results
2.4.1 Validity of the lubrication equations
In order to justify the use of the lubrication equations, we compare the pressure
and fluid velocity in the gap region before and after using the analytical solu-
tion from the lubrication approximation. Namely, we compare the numerical
u and (dp/dx) in the gap region, with their values using the analytic expres-
sions from the lubrication equations. We use the results of a cylinder falling
vertically toward a fixed wall, which will be detailed in section 2.4.2. The ana-
lytic expression of the velocity and the pressure gradient are given by equations
2.19a - 2.19b. The resolution in the vertical direction was doubled in order to
have enough grid points to resolve the boundary layer, ∆y = ∆yold/2 = 1/160.
The triggering of the lubrication equations is kept with the same criterion as be-
fore (d < 4
√
(∆x)2 + (∆yold)2), since the conditions for Reynolds equations hold.
The domain size is 640 × 2560, with no-slip boundary conditions on the bottom
wall and Neumann boundary conditions on the left and right walls (∂~v/∂x) = ~0,
and on the top wall (∂~v/∂y) = ~0.
Figure 2.7 shows the velocity u (top) and the pressure gradient dp/dx (mid-
dle) along the bottom-most grid line of the fluid domain. The inset shows that
the analytical and numerical data match well, even right before using the lu-
brication solution. Additionally, since the singular forces are the quantities we
enforce in our implementation of the lubrication theory, it is essential to com-
pare their numerical and analytical values as well. Figure 2.7 (bottom) shows
the distribution of fτ and (∂ fn/∂α). In the lubrication region, there is a perfect
match between the numerical and analytical data during the lubrication phase,
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Figure 2.7: Comparison between Navier Stokes solution (blue, solid lines) and lu-
brication results (red, dots) for the fluid velocity u(x) (top), the pres-
sure gradient dp/dx (middle), and the singular forces (bottom). Left:
before the lubrication phase. Right: during the lubrication phase. In-
sets zoom on the lubrication region. The data for u and dp/dx are
computed at the bottom-most grid line of the fluid domain.
and the curves are consistent, even before the analytical solutions from lubrica-
tion are used.
Finally, during the lubrication phase, the pressure gradient and viscous term
in equation 2.3 are four to five orders of magnitude higher than the inertia
terms, hence justifying that the Navier-Stokes momentum equation 2.3 becomes
Reynolds equation 2.5b in the lubrication limit.
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2.4.2 Vertical fall of a cylinder toward a fixed wall
To validate our method, we present the case of a cylinder falling vertically to-
ward a fixed wall. This configuration can be viewed as a limit case of two col-
liding cylinders, where one cylinder has an infinite radius.
First, in the absence of gravity, we compare the dynamics of a cylinder ap-
proaching a wall with data available from the literature on a sphere. We show
that in the case of a cylinder, the gap height decays much slower than for a
sphere, justifying the validity of the lubrication approximation for longer times,
before other effects such as the surface roughness and molecular forces become
dominant.
Next, we investigate the role of gravity in the settling dynamics of a cylinder.
We quantify how the gap height depends on the Reynolds number and how the
drag coefficient depends on the settling velocity in the inertial range. Addition-
ally, we show that in the presence of gravity, the velocity cannot be zero in a
finite time, since otherwise, there won’t be a fluid force to balance the buoyancy
force. Consequently, no contact occurs between the cylinder and the wall, in a
finite time.
Comparison of the decay in the gap height for a cylinder and a sphere ap-
proaching a wall, in the absence of gravity
In the following section, we compare the dynamics of a cylinder approaching a
wall, in the absence of gravity, with analytic data from the literature on spheres.
We will show that for a cylinder, the gap height decreases algebraically as a
function of a “modified” Stokes number, whereas the decay is exponential for
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a sphere. Additionally, our results show that similar to a sphere, the cylinder
comes to rest at a non-zero height from the wall, confirming that no contact
occurs.
In the lubrication limit, a cylinder approaching a wall in the absence of grav-
ity is subject to the force due to the pressure distribution in equation 2.19b. After
integration, and keeping the leading term in O(h−3/2m ) [32], we have the following
ODE in v,
ms
dv
dt
= −12piµv
(
a
2hm
)3/2
, (2.24)
where v = h˙m and µ is the fluid viscosity. We define K = 12piµ(a/2)3/2/ms, and
re-write equation 2.24 in terms of hm
h¨m + Kh˙mh−3/2m = 0 . (2.25)
We integrate once with respect to time and obtain an expression for the velocity
v,
v = v0 + 2K
 1√hm − 1√hm,0
 , (2.26)
where v0 = v(t0), hm,0 = hm(t0) and t0 is the time marking the onset of the lubrica-
tion approximation. The initial conditions are fixed and are such that v0 = −1 at
an initial gap height hm,0 = 0.04, at which the lubrication effects exist. We solve
for the value h∞m of the minimum gap height at which the cylinder comes to rest.
v = 0 implies that
h∞m
hm,0
=
1 − v0 √hm,02K
−2 . (2.27)
The product v0
√
hm,0/2K simplifies to
v0
√
hm,0
2K
= −γRe
12
√
hm,0
2a
,
where γ = ρs/ρ f is the solid-to-fuild density ratio and Re = ρ f (2a)|v0|/µ is the
Reynolds number, based on the cylinder diameter, 2a, and the magnitude of the
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initial velocity, v0. We define S˜ t , γRe
√
hm,0/2a. Equation 2.27 thus becomes
h∞m
hm,0
=
(
1 +
S˜ t
12
)−2
. (2.28)
Consequently, h∞m depends on a single non-dimensional parameter, S˜ t, which
includes the effects of the fluid viscosity, the solid-to-fluid density ratio and
the initial gap height. We will see, further below, that this parameter is the
equivalent of a modified Stokes number. In this study, γ = 1.5 and hm,0/2a = 0.04
are fixed, and the effect of S˜ t is thus the effect of the Reynolds number. In our
manuscript in preparation for a JFM paper [19], we will explore the effects of
the solid-to-fluid density ratio γ and the initial gap height, hm,0. Figure 2.8, left,
shows the time series of the gap height and the approach velocity, for different
values of the Reynolds number Re = 2, 5, 10, 20, 50, 100, 250, corresponding to
S˜ t = 0.6, 1.5, 3, 6, 15, 30, 75. The lighter the grayscale, the higher the Reynolds. It
is interesting to note that as Re increases, the profile of v resembles that of a step
function. Figure 2.8, right, shows a log-log plot of the solution h∞m to equation
2.28 as a function of the Reynolds number. When Re→ ∞, the gap height scales
as h∞m ∼ Re−2. This is shown through the dashed line.
We proceed in a similar way for a sphere approaching a wall. In the lubri-
cation limit, the dynamics of a sphere in the absence of gravity are governed by
the following ODE
ms
dv
dt
= −6piµva2/hm . (2.29)
We define K = 6piµa2/ms and re-write equation 2.29 in terms of hm
h¨m + K
h˙m
hm
= 0 . (2.30)
We integrate once and obtain an expression for v
v − v0 + Klog
(
hm
hm,0
)
= 0 , (2.31)
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Figure 2.8: Left: time series of the gap height (top), and the approach veloc-
ity (bottom) of a cylinder toward a wall, in the absence of gravity,
for Re = 2, 5, 10, 20, 50, 100, 250. Lighter grayscale corresponds to
higher Re. Right: Gap height h∞m/hm,0 at rest vs. Re. Solid, blue: an-
alytic solution in equation 2.28. Dashed, red: linear fit in the log-log
plot for large Re.
where v0 < 0 is the initial velocity imparted to the sphere, at an initial gap height
hm,0. The ratio v0/K is
v0
K
=
−|v0|
K
= −ms|v0|
6piµa2
= −S t
where S t is the Stokes number, defined as the ratio of the particle inertia
to viscous forces. For a sphere, it is proportional to the Reynolds number
S t = (1/9)(ρs/ρ f )Re, where the Reynolds number is based on the diameter of
the sphere (2a) and the magnitude of the approach (initial) velocity |v0|. To get
the gap height when the sphere comes to rest, we set v = 0 and solve for hm = h∞m
h∞m
hm,0
= e−S t . (2.32)
Thus, the gap height has an exponential decay in terms of the Stokes number
[22]. Comparing equations 2.28 and 2.32 shows significant differences between
the dynamics in two and three dimensions. For a cylinder, the decay is algebraic;
for a sphere it is exponential. The key parameter for a cylinder is the “modified”
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Figure 2.9: Comparison between the gap height at rest for a cylinder (solid, blue,
equation 2.28) and a sphere (dashed, black, equation 2.32), approach-
ing a wall, in the absence of gravity.
Stokes number, S˜ t = γRe
√
(hm,0/2a), which not only depends on the density ratio
γ and the Reynolds number, but also on the initial gap height. In contrast, the
key parameter for a sphere is the Stokes number S t = γRe/9.
Figure 2.9 contrasts the gap height at rest for a cylinder and a sphere ap-
proaching a wall, in the absence of gravity. This result implies that for a cylin-
der, it will take a much longer time before micro-scale effects (surface roughness,
van der Waals forces, etc) set in. As such, the lubrication approximation for a
cylinder is valid for a longer time.
We conclude this subsection with a brief discussion on the non-contact argu-
ment between a cylinder or sphere and the wall. In three dimensions, previous
experimental and theoretical studies [16, 22, 36, 63] have shown that for spheres
in close contact, no rebound occurs provided the particles’ Stokes number is fi-
nite and less than a critical value S t < S t,cr ∼ 10. When S t < 10, the particle
inertia is small and cannot compensate for the viscous effects due to the inter-
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stitial fluid. This causes the particles to slow down and come to a rest at a given
separation. Theoretically, a particle with finite kinetic energy cannot come into
contact with a smooth wall [28], in the incompressible continuum limit. Indeed,
the kinetic energy accounts for the work of the increasing pressure force as the
object approaches a wall
KE ∝
∫
F dhm
where F is the resisting force. At the leading order, for a sphere, F is inversely
proportional to the minimum gap height hm [9, 22, 28]. For a cylinder, it is pro-
portional to h−3/2m [32]. The condition that the kinetic energy is finite, and not
logarithmically or algebraically divergent, imposes that hm is strictly positive,
i.e no contact is to take place.
Effects of gravity on the dynamics of a cylinder approaching a wall
An important feature of our method is its ability to solve for the dynamics of
particles both in the inertia dominant regime (e.g settling) and in the viscosity
dominant regime (e.g lubrication phase). We illustrate this in figure 2.10 which
shows snapshots of a settling cylinder under gravity. The particle accelerates
as it settles and reaches its steady state velocity. This phase is characterized
by a dominance of inertia. During its approach to the wall, the interstitial gap
pressure builds up, causing the particle to decelerate and asymptotically come
to rest. During this phase, the lubrication approximation is used and the flow is
dominated by viscous effects.
In this section, we investigate the role of gravity on the dynamics of a settling
cylinder. In particular, we ask whether the cylinder will come to rest as it ap-
proaches the wall and if contact is possible. In the incompressible, continuum
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1Figure 2.10: Vorticity contour of a settling cylinder toward a fixed wall. Re = 10.
limit, we will show that the settling velocity v cannot be zero in a finite time,
since otherwise, there won’t be a fluid force to balance the buoyancy force. As
such, there cannot be a contact between the cylinder and the wall, in a finite
time.
The dynamics of a cylinder settling under gravity are governed by the fol-
lowing ODE
ms
dv
dt
= −(ms − m f )g − Fp , (2.33)
where the pressure force due to lubrication is
Fp = 12piµv
(
a
2hm
)3/2
− 6µav
hm
. (2.34)
We only keep the leading order term in in O(h−/2m ) and define
K1 = 12piµ(a/2)3/2/ms , K2 = (ms − m f )g/ms
and re-write equation 2.33 in terms of hm
h¨m + K1h˙mh−3/2m + K2 = 0 (2.35)
Equation 2.35 is known as Lie´nard’s equation. We integrate once to get the veloc-
ity v
v − v0 − 2K1
 1√hm − 1√hm,0
 + K2(t − t0) = 0 (2.36)
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where t0 is the time marking the onset of the lubrication approximation, h˙m,0 =
v0 = v(t0) and hm,0 = hm(t0). In non-dimensional form, equation 2.36 becomes
v′ − v′0 −C1
 1√h′m − 1√h′m,0
 +C2(t′ − t′0) = 0 , (2.37)
where C1 = 12/(γRe) and C2 = 1/(2γ). The scales used in the dimensional anal-
ysis in equation 2.37 are L = 2a, V = V∞ the terminal velocity of the settling
cylinder, long before its approach to the wall, T = L/V and Re is based on L and
V . To compute V∞, we write the momentum equation of the cylinder at steady
state and assume that the fluid force is a unit drag coefficient force. See section
3 in [18].
The analytic expression for the gap hm is not readily available, so we inte-
grate equation 2.37 numerically for different Reynolds numbers. Figure 2.11
shows the time history of the gap height (left) and magnitude of the settling
velocity (right) for Re = 10, 25, 50, 100, 120, 200. The solid blue portions of the
curves correspond to the numerical solution in the immersed interface method
and the dashed red portions to the solution of equation 2.35. For a given time t,
the higher the Reynolds number Re, the smaller the gap height and the velocity
are. In other words, as the Reynolds number decreases, there is a remarkable
increase in the time it takes before micro-scale effects (surface roughness, molec-
ular nature of the fluid) set in. Additionally, the velocity curves show that the
velocity, albeit small, is not zero (within the machine accuracy). The solution to
equation 2.35 is computed with an initial condition such that there is an over-
lap with the numerical solution. We do so in order to highlight the onset of the
lubrication effects before the gap actually reaches the threshold value that sets
in the lubrication calculations in the code. These effects are shown in the inset
of figure 2.11, where the time, t∗, marking the peak in the acceleration, and thus
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Figure 2.11: Time series of the gap height hm (left) and magnitude of the
settling velocity (right), for different Reynolds numbers Re =
10, 25, 50, 100, 120, 200. the higher the Reynolds number, the
smaller hm is. Solid, blue: numerical results. Dashed, red: ana-
lytic results from lubrication approximation. Inset: log-log plot of
the onset of the lubrication effect vs. Re.
the onset of the lubrication effects, is plotted against the Reynolds number. The
log-log plot shows that there is a linear fit for Re ≥ 25, that is, t∗ ∝ Reα, where
α = −0.14.
During the inertial phase, that is, when the cylinder falls and reaches its
steady-state terminal velocity before approaching the wall, we compare the ter-
minal velocity and the dependency of the drag coefficient on the Reynolds num-
ber. The drag coefficient is defined as the fluid force coefficient, Cy, divided
by the square of the non-dimensional velocity v, i.e CD , (Cy/v2). Figure 2.12
shows an example of the relationship between CD and v, using a log-log plot, at
Re = 10. The solid blue curve corresponds to the numerical results. The lower
portion corresponds to the inertial phase, and the upper one to the phase where
lubrication effects set in. The red, dashed curve is a linear fit for the inertial
phase, which shows that CD ∝ vα , α = −1.82. This means that for the fluid force
coefficient, we have, Cy ∝ v0.18. This relationship also applies for other values of
56
10−2 10−1 100
v
100
101
102
103
104
105
106
C
D
Cd ∝ va , a = -1.82
Re 10
2
10
1
10
1
10
0
10
-1
Vt
1 2
|Vt| ∝ Reα , α = 0.24
Figure 2.12: Log-log plot of the drag coefficient CD(t) vs. the settling velocity
v(t), for Re = 10. Inset: terminal velocity during the inertial phase
vs. Re, for Re = 10, 25, 50, 75, 100, 120, 200. Solid, blue: numerical
data. Red, dashed: linear fit in the log-log plot (see text). Data for a
cylinder settling under gravity.
Re = 10 ... 200, and the exponent varies α = −1.82 ... − 1.88. The inset in figure
2.12 shows a log-log plot of the terminal velocity Vt of the cylinder, during the
inertial phase, as a function of the Reynolds number. The linear fit (red, dashed)
shows that Vt ∝ Reα , α ≈ 0.25.
Finally, for illustrative purposes, we choose the case Re = 10 and present re-
sults on the settling velocity, acceleration, gap height as well as the pressure dis-
tribution in the gap, for a cylinder settling under gravity. Figure 2.13(a) shows
that the cylinder accelerates initially due to gravity, reaches its terminal veloc-
ity around t ≈ 30, then decelerates as the effect of the pressure force increases,
t ≈ 60 ... 62. The analytic solution in equation 2.35 is in agreement with our
numerical results, as shown by the red, dotted portion of the curves in figure
2.13(a). Since equation 2.36 is valid only when the gap height at the center, hm,
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Figure 2.13: (a) Acceleration, velocity and gap height of a cylinder falling ver-
tically toward a fixed wall. Numerical (solid, blue) and analytic
solution of equation 2.36 (red, circle). (b) Pressure distribution, at
different times, on the bottom-most grid line for a cylinder falling
vertically toward a fixed wall. Re = 10.
is small enough for the lubrication theory to hold, we use the initial condition
v = v0 corresponding to the time when the lubrication phase is triggered in the
simulation (i.e hm ≤ 4∆y). Using v0 for when the peak in acceleration is reached,
leads to similar results. In the ODE solver, we included the term in O(1/hm)
(6µva/hm) in the expression of the pressure force Fp to have a better match with
numerics, at the onset of the lubrication phase.
Pressure and body forces balance and the cylinder comes asymptotically to
rest, at a distance hm ≈ 0.04 from the wall. Note that this distance from the
numerics decreases for higher values of Re. For example, hm ≈ 0.007 for Re =
200. The analytic portion of the gap height curve in figure 2.11 shows that hm
asymptotically tends to h∞m = O(10−5), and v, albeit small, is not zero. Thus, as
claimed, contact does not occur. This is opposite to what happens in the absence
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1Figure 2.14: Vorticity contours during approach, for a cylinder falling vertically
toward a fixed wall. Clockwise vorticity (red), counter-clockwise
vorticity (blue). Contour lines in white are used for ease of reading.
Re = 10.
of gravity, as shown in the previous subsection.
The pressure distribution on the bottom-most horizontal grid line is shown
on figure 2.13(b). As time increases, the pressure peak in the gap increases and
the neck becomes narrower. Finally, figure 2.14 shows the vorticity contours
during approach, at Re = 10.
2.4.3 Fixed cylinder above a translating wall
The results presented in section 2.4.2 give predictions for head-on (normal) col-
lisions in the lubrication limit. We now wish to capture the basics of the dynam-
ics of oblique collisions. During oblique collisions, shear forces are predominant
and the motion is characterized by a non-zero relative tangential velocity and
rotation. In this section, we focus on the relative tangential motion and study
the dynamics of a cylinder fixed over a translating wall. The gap distance is kept
fixed to hm = 0.05, a height at which the lubrication equations are valid (see sec-
tion 2.4.2). However, in this case, we increase the resolution in the y-direction
∆y = ∆x/2 = 1/160 in order to have more grid points for the same height as
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before. The test for the lubrication region is the same as before, with the old
y-resolution, d < 4
√
(∆x)2 + (2∆y)2, (∆yold = 2∆y). The domain size is 1280 × 640.
We use a Dirichlet boundary condition on the bottom wall, ~v = (U, 0) = (1, 0)
where U = 1 is the velocity of the wall; and Neumann boundary conditions,
(∂~v/∂x = ~0 ) on the left and right walls, and (∂~v/∂y = ~0 ) on the top wall.
In equation 2.6, the boundary conditions are u1 = U, u2 = 0. Hence,
u = U
(
1 − y
h
)
+
Re
2
dp
dx
y(y − h) (2.38)
For the pressure gradient, the only non-zero term on the left-hand side of equa-
tion 2.10 is
∂(uh)
∂x
=
U
2
dh
dx
and the equation for pressure is
U
2
dh
dx
=
Re
2
d
dx
(
h3
dp
dx
)
(2.39)
The volume flux across the gap, Q, is
Q =
∫ h
0
u dy
=
Uh
2
− Re h
3
12
dp
dx
(2.40)
⇒ dp
dx
=
6U
Re h2
− 12Q
Re h3
(2.41)
Unlike the case in section 2.4.2, the volume flux Q here is constant, because there
is no change in height at a given location x. In particular, at x = 0,
Q = Q0 =
Uhm
2
− Re h
3
m
12
dp
dx 0
(2.42)
Numerically, the pressure gradient (dp/dx)0 can be approximated, at each time
step, from the pressure field, using a centered finite-difference scheme at x = 0,
dp
dx 0
≈ p(∆x) − p(−∆x)
2∆x
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Combining equations 2.40, 2.41, 2.42 and the approximation for (dp/dx)0, we
obtain the solution for the pressure gradient in the lubrication limit
dp
dx
=
6U
Re h2
(
1 − hm
h
)
+
(
hm
h
)3 p(∆x) − p(−∆x)
2∆x
(2.43)
In summary, equations 2.38 and 2.43 are the solutions to Reynolds equations
2.5a - 2.5b for a cylinder fixed above a translating wall, in the lubrication limit.
The tangential component of the singular force is obtained by combining equa-
tions 2.18 and 2.38,
fτ = − URe h +
h
2
dp
dx
(2.44)
We remark that the difference between this expression of fτ and equation 2.20 is
the shear contribution from the Couette flow due to the translation of the wall.
Likewise, for the normal component, we combine equations 2.21 and 2.22, and
use the fact that the body force ~fb is zero, since the cylinder is fixed
∂ fn
∂α
= J
√
1 − (x/a)2 dp
dx
(2.45)
where dp/dx is given by equation 2.43.
Figure 2.15 shows the pressure and pressure gradient distributions along the
bottom-most grid line of the domain. The inset shows that the numerical and
analytical data match very well in the lubrication region. As time increases,
the boundary layer at a given location x thickens and causes the pressure to
augment, as we can see, for example, from the time evolution of the pressure
peak on figure 2.15(b).
Figure 2.16(a) shows the velocity profile across the gap at four different loca-
tions: at the middle, half-way, at the exit and outside of the lubrication region.
The abscissa xmax is that of the lagrangian point m2 on figure 2.4. There is a good
match between the numerical and analytic data from equation 2.38. The velocity
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Figure 2.15: Pressure gradient and pressure distribution on the bottom-most grid
line for a cylinder fixed over a translating wall. (a) Numerical
(solid, blue) and analytical (equation 2.43) (dots, red) data. The
inset zooms on the lubrication region. (b) Pressure distribution at
different times, on the bottom-most grid line.
profiles highlight the competition between the Couette and the Poiseuille contri-
butions in equation 2.38. The former has a linear profile in y, whereas the latter
has a parabolic profile. The pressure gradient is negative for x = 0, xmax/2, xmax
and its magnitude is higher the closer to x = 0, signaling a predominance of
the Poiseuille flow. Hence, the velocity profile is concave-down (solid, dashed
and dot-dashed curves on figure 2.16(a) and the curvature decreases the further
from the middle (dot-dashed curve).
Outside the lubrication region where dp/dx > 0 on figure 2.15(a), the
Poiseuille contribution acts against the Couette flow. This causes a concave-
up velocity profile as shown on the dotted curve (x = a/2) in figure 2.16(a).
We remark that the analytic and numerical data also match well outside of, but
close enough to, the lubrication region. The shapes of these profiles are in agree-
ment with those in [51], p. 247, when flipped upside-down, given that the case
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Figure 2.16: Velocity profile u(y) in the gap between a cylinder fixed above a wall
translating at velocity U. (a) Numerical (curves) and analytic (sym-
bols) data: at the middle (x = 0, blue, solid, circles), half-way in the
lubrication region (x = xmax/2, green, dot-dashed, squares), at the
exit of the lubrication region (x = xmax, red, dashed, diamonds), and
outside the lubrication region (x = a/2, black, dotted, triangles). (b)
Pressure and velocity profiles at corresponding points. See (a). The
thick arc represents the cylinder.
reported in by [51] is for a translating cylinder over a fixed wall.
The pressure profile on figure 2.15(b) shows that the cylinder is separated
from the wall on the left and attracted to the wall on the right. This will create a
counter clockwise torque on the cylinder about its center of mass
T/c = a
∫
Γ
fτ dθ (2.46)
where fτ is given by equation 2.44 and dθ = dx/
√
a2 − x2. We emphasize that the
position and rotation of the cylinder are constrained (fixed cylinder) and that
the computed torque is experienced by the cylinder at its hinge (center) due to
the shear force. Equation 2.46 can be integrated analytically between the limits
of the lubrication region x = −xL . . . xL where the contribution of the shear force
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is predominant,
T/c = −2UaRe
∫ xL
−xL
dx
h
√
a2 − x2︸              ︷︷              ︸
(1)
+
6Qa
Re
∫ xL
−xL
dx
h2
√
a2 − x2︸               ︷︷               ︸
(2)
(2.47a)
where
(1) ≈ 2pi
a
(
a
2hm
)1/2
and (2) ≈ 2pi
a2
(
a
2hm
)3/2
We use the flux Q given by equation 2.42 and keep the leading terms in
O((a/hm)1/2). We obtain
T/c ≈ −piURe
(
a
2hm
)1/2
(2.47b)
For a = 0.5, hm = 0.05, U = 1, Re = 10, we have
T/c ≈ −0.702
And numerically, we obtain
T num/c = −0.820
The slight discrepancy is attributed to the truncation error in the analytic ex-
pression.
2.4.4 Rotating cylinder above a fixed wall
Another aspect of the relative motion of two objects is their relative rotation.
To capture these dynamics in the lubrication limit, we study the dynamics of a
cylinder rotating above a fixed wall, with a constant angular velocity. Similar to
the case in section 2.4.3, the gap distance is kept fixed to hm = 0.05, the resolution
in the y-direction is ∆y = ∆x/2 = 1/160 and the same test for the lubrication is
used d < 4
√
(∆x)2 + (2∆y)2, (∆yold = 2∆y). The domain size is 1280 × 640. We
use a Dirichlet boundary condition on the bottom wall, ~v = ~0, and Neumann
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boundary conditions, (∂~v/∂x = ~0 ) on the left and right walls, and (∂~v/∂y = ~0 )
on the top wall. Unlike the case in section 2.4.3, the lagrangian points in the
lubrication region change as the cylinder rotates.
In equation 2.6, the boundary conditions are u1 = 0, u2 = θ˙
√
a2 − x2, where θ˙ = 1
is fixed. Hence,
u =
θ˙
√
a2 − x2
h
y +
Re
2
dp
dx
y(y − h) (2.48)
The volume flux across the gap is
Q =
∫ h
0
u dy
=
θ˙
√
a2 − x2h
2
− Re h
3
12
dp
dx
(2.49)
⇒ dp
dx
=
6θ˙
√
a2 − x2
Re h2
− 12Q
Re h3
(2.50)
Since the height of the gap does not change, the flux along the horizontal is
constant and we can equate its value to that at x = 0
Q = Q0 =
aθ˙hm
2
− Re h
3
m
12
dp
dx 0
(2.51)
We follow the same steps in section 2.4.3 to find (dp/dx)0 using a centered finite-
difference scheme approximation.
The tangential singular force is
fτ = − 1Re (ω
+ − ω−)
= − 1
Re
(
−∂u
∂y
− 2θ˙
)
=
1
Re
 θ˙√a2 − x2h + 2θ˙
 + h2 dpdx (2.52)
The expression of (∂ fn/∂α) is the same as in equation 2.45 since θ¨ = 0 and hence,
the body force component in equation 2.21 is [ ~fb] · ~τ = 0.
Figure 2.17 shows the pressure and pressure gradient distributions along the
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Figure 2.17: Pressure gradient and pressure distribution on the bottom-most grid
line for a cylinder rotating above a fixed wall. (a) Numerical (solid,
blue) and analytical (equation 2.50) (dots, red) data. The inset
zooms on the lubrication region. (b) Pressure distribution at dif-
ferent times, along the bottom-most gridline.
bottom-most horizontal grid line of the domain. The inset shows that the nu-
merical and analytical data match very well in the lubrication region.
Figure 2.18(a) shows the profile of the velocity u in the gap, at different lo-
cations x. The numerical and analytic results are in good agreement inside the
lubrication region, with slight discrepancies outside.
The rotation of the cylinder create a pressure a profile, such that the cylinder
is attracted tot he wall on the right, and repelled from the wall on the left. This
generates a clockwise torque on the cylinder. Using the expression of the sin-
gular force in equation 2.52, the torque with respect to the center of mass of the
cylinder is
Tc =
∫
− fτ(a dθ) =
∫
−a fτ dx√
a2 − x2
.
We combine the expressions in equations 2.50 and 2.52 and obtain
fτ =
2θ˙
Re
2√a2 − x2h + 1
 − 6QRe h2 (2.53)
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Figure 2.18: Velocity profile u(y) in the gap between a cylinder rotating above a
fixed wall. (a) Numerical (curves) and analytic (symbols) data: at
the middle (x = 0, blue, solid, circles), half-way in the lubrication
region (x = xmax/2, green, dot-dashed, squares), at the exit of the
lubrication region (x = xmax, red, dashed, diamonds), and outside the
lubrication region (x = a/2, black, dotted, triangles). (b) Pressure
and velocity profiles at corresponding points. See (a). The thick arc
represents the rotating cylinder.
Thus,
T/c =
∫ xL
−xL
−2θ˙a
Re
(
2
h
+
1√
a2 − x2
)
dx +
∫ xL
−xL
6Qa
Re
dx
h2
√
a2 − x2
(2.54a)
with ±xL being the bounds of the lubrication region, as in the previous case.
Keeping the dominant term, we obtain
T/c = −4piaθ˙Re
(
a
2hm
)1/2
+ O(1) . (2.54b)
See [32].
The vorticity contours on figure 2.19 indicate the presence of separation and
reattachment points of the flow. To find their locations, we solve for xS P
∂u
∂y
= 0 at y = 0 (2.55)
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where the velocity profile u is given by equation 2.48. Given the left-right sym-
metry, we will solve for xS P > 0. Equation 2.55 has four roots, two positive
and two negative. Of the positive ones, one is a separation point, xS P, and
the other is a reattachment point, xRP, with xS P < xRP. We obtain xS P ≈ 0.254.
This is the analytical separation point. Numerically, it is sufficient to find the
x-coordinate of the point where the vorticity is zero since ω ≈ −(∂u/∂y). We find
that xS P ≈ 0.212. In [32], the right separation point is located at X =
√
2, where
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Figure 2.19: Vorticity contours for a cylinder rotating above a fixed wall. Vor-
ticity bubbles below the cylinder indicate the presence of separation
and reattachment points.
X = x/a
√
,  = hm/a. Re-writing X with our dimensional analysis, we have
X′ =
x
2a
=
√
hm/aX
2
≈ 0.223
in close agreement with our result.
2.5 Conclusion
We have developed a numerical scheme to treat collisions of objects in a viscous
fluid in the immersed interface method framework. Upon close interaction, the
Reynolds equations are solved in terms of the velocity field, u, and the pressure
gradient, (dp/dx), in the lubrication theory limit. These solutions are then used
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to compute the analytical expressions of the singular forces, thus bypassing the
one-sided, three-point stencil finite-difference interpolation from the velocity or
the vorticity field, in the lubrication region. The interpolation is still used in the
outer region, and a weighted ramping smoothing is used between the inner and
outer regions. We solved the Reynolds equations for three fundamental cases of
close interactions between solid interfaces: cylinder vertically falling toward a
fixed wall, fixed cylinder above a translating wall and rotating cylinder above a
fixed wall. The former case provides an insight into normal collisions between
objects whereas the two latter cases provide key results on oblique collisions,
where shear and relative transverse motion are dominant.
In all three cases, our analytical pressure and pressure force expressions are
in agreement with previous theoretical results. The numerical results for the
velocity profiles in the gap region, the location of the separation points (rotation
case), the prediction of the no-rebound of the vertically falling cylinder are also
in agreement with previous theoretical studies.
We provided more insight into the dynamics of a cylinder approaching a
wall. In the absence of gravity, we compared the dynamics of a cylinder with
analytic data from the literature on spheres. We showed that for a cylinder, the
gap height decreases algebraically as a function of a “modified” Stokes number,
which factors in the effects of the solid-to-fluid density ratio, the Reynolds num-
ber and the initial gap height. In contrast, for a sphere, the decay is exponential
in the Stokes number, which accounts for the effects of the Reynolds number
and the solid-to-flui density ratio. This results implies that for a cylinder, it will
take a much longer time before micro-scale effects (surface roughness, van der
Waals forces, etc) set in. As such, the lubrication approximation for a cylinder is
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valid for a longer time. Additionally, our results show that similar to a sphere,
the cylinder comes to rest at a non-zero height from the wall, confirming that no
contact occurs.
We then quantified the effects of gravity on the dynamics of a cylinder ap-
proaching a wall. We showed that with gravity, the particle cannot come to rest
in the incompressible continuum limit, since otherwise, there won’t be a fluid
force to balance the buoyancy force. As such, there cannot be a contact between
the cylinder and the wall, in a finite time.
Finally, we emphasize that our method has the advantage of treating dynam-
ics of particles both in the inertia-dominant regime and in the viscosity domi-
nant regime. The current method is under development to treat close-range
multi-particle interactions.
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CHAPTER 3
EFFECT OF THE REYNOLDS NUMBER AND THE SEPARATION ON THE
DYNAMICS OF FALLING PLATES
3.1 Introduction
Andersen et al [1, 2] and Pesavento & Wang [50] studied the dynamics of
freely falling plates in a quasi-steady flow in the intermediate Reynolds number
regime (Re = O (102 − 103)). Their results show that the falling plates followed
either a periodic motion or a chaotic one. In the former, the dynamics were
insensitive to initial conditions, and the plates were either fluttering or tum-
bling. The fluttering motion is characterized by long glides at low angles of
attack, and were achieved by plates with a low thickness-to-width ratio. The
tumbling motion, by contrast, is characterized by the predominance of rotation
and a side-to-side rocking motion. On the other hand, the chaotic falling mode
is not sensitive to initial conditions. Pesavento & Wang [50] then developed a
quasi-steady model, which is a fluid force model based on ordinary differential
equations, derived from their experimental and direct simulation results. The
quasi-steady model allowed for the exploration of the rich set of dynamics and
showed how they depended on the Reynolds number of the flow, the moment of
inertia and the thickness-to-width ratio of the plates. The model also predicted
the transition between fluttering and tumbling.
In their study [1, 2, 50], Andersen, Pesavento and Wang produced a phase
diagram spanned by the Reynolds number, the non-dimensional moment of in-
ertia and thickness-to-width ratio of the plates. The fluid properties were fixed
and the plate geometry was varied. In this chapter, we use our new imple-
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mentation of the immersed interface method to simulate freely falling plates. In
particular, for a fixed geometry of the plate, we study how the Reynolds number
affects the dynamics of a falling plate and how these fit in the previous phase di-
agram. We then fix the Reynolds number and the plate geometry, and study its
dynamics in the presence of a neighboring plate. We find that this configuration
is equivalent to that of a plate falling nearby a wall.
3.2 Effect of the Reynolds number
We solve for the coupling between the free falling plate and the surrounding
fluid using the immersed interface method. Namely, we solve Navier-Stokes
equations coupled to Newton’s dynamics, similar to equations 1.1 and 1.4 in
section 1.2.1. In non-dimensional form, we write:
∂~v
∂t
+ ~v · ∇~v = −∇p + 1
Re
∇2~v +
∫
Γ
~f (α, t) δ(~x − ~X(α, t)) dα (3.1a)
∇ · ~v = 0 (3.1b)
ms~˙vc = ~Fext + ~F f (3.1c)
I∗θ¨ = T f (3.1d)
where ms is the non-dimensional mass of the plate, I∗ its moment of inertia with
respect to its center of mass, ~Fext is the external non-fluid force on the plate
(buoyancy-corrected weight), ~F f is the fluid force on the plate, and T f is the
fluid torque on the plate with respect to its center of mass. We use a rounded
rectangular plate, comprised of a rectangle, of width a, with two half disks of
diameter b on each side, as shown on figure 3.1. In the dimensional analysis, we
used L = a+b, the width of the plate, as the length scale. The velocity scale is the
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average descent speed V , obtained by balancing the buoyancy-corrected weight
with a unit-drag coefficient quadratic drag force. See section 1.2.2. The mass
and moment of inertia are made non-dimensional through a division by ρ fL2
and ρ fL4, respectively. Note that our value of I∗ is different from that in [2] by a
factor of pi/32, where I˜∗ = I/(piρ fL4/32). To avoid any confusion, we define I˜∗ as
non-dimensional I following the convention in [2]. The plate thickness-to-width
a+
b
x’
y’
y
x
O’
O
b
θ
Figure 3.1: Sketch of the plate geometry and the local co-moving frame (O′, x′, y′).
b and a + b are the thickness and width of the plate, respectively. θ is
the angle between the major axis of the plate and the vertical.
ratio is fixed at β = 1/5, the density of the plate to the fluid is γ = ρs/ρ f = 2.56 and
the non-dimensional moment of inertia is I∗ = 0.04, corresponding to I˜∗ = 0.4.
The domain size is 24×32, with a grid cell size ∆x = ∆y = 1/80 providing enough
grid points across the thickness. The time step ∆t varies in the range 10−3−4 10−3
for a Reynolds varying between 50 and 200. The plate is dropped edge-on with
zero initial velocity.
Figure 3.2 shows trajectory snapshots of the falling plate for different
Reynolds numbers. The dynamics vary significantly. For Re ≤ 60, the plate
exhibits a broadside, dampened motion. As the Reynolds number increases,
the plate starts to flutter for 75 ≤ Re ≤ 100, with a mix of fluttering and tum-
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bling for Re ∼ 125. The plate then falls into a period-one tumbling motion, with
a long lateral drift and a - 45◦ descent angle for Re = 150. Finally, for Re = 200,
the plate falls into a period-two tumbling motion, characterized by steep glides,
interspersed between two consecutive tumbles. A closer look at the (θ, θ˙) phase
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Figure 3.2: Top: Trajectories of an edge-on falling plate for different Reynolds
numbers. Bottom: phase portrait in the (θ, θ˙) plane, varies from a sta-
ble fixed point (Re = 60), to an unstable limit cycle (Re = 100), which
bifurcates into a homoclinic trajectory (Re = 150). θ in radians. For
Re = 150 (tumbling), we plot mod(θ, 2pi).
plane at the bottom of figure 3.2 shows that the broadside falling motion is a
stable (attractive) fixed point. At Re = 100, we observe a limit cycle, which is
unstable since trajectories in the (θ, θ˙) plane deviate from it when Re , 100. The
details of the Hopf bifurcation characterizing the transition between fluttering
and tumbling can be found in [1].
The plate dynamics, for fixed geometry and varying fluid properties, are in
agreement with those in the phase diagram on figure 3.3, which was obtained
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by [1] using the quasi-steady model. The red horizontal rectangle corresponds
to the reading of the (I˜∗, µ1) phase space in [1], where the fluid properties (µ1)
were fixed, and the plate geometry (I˜∗) was varied. The plate, then, underwent
a fluttering motion (open circles), followed by tumbling (stars), then chaotic
motion (triangles) and finally broadside-on falling motion (crosses) as I˜∗ in-
creased. In our case, we observe similar dynamics. Decreasing values of the
~
~
Monday, October 1, 2012Figure 3.3: Phase diagram in the I˜∗ vs. µ1 plane, where µ1 characterizes the fluid
viscosity (see text above). For an explanation of the blue and red
rectangular regions, see text. Original figure courtesy of [1].
non-dimensional parameter µ1 correspond to increasing values of the Reynolds
number. In [1], µ1 is a non-dimensional parameter in the dissipative torque
model, which determines the time scale for the oscillations relative to the time
scale of the vertical descent. As we can see from the blue vertical rectangle in
figure 3.3, the plate follows a steady broadside-on descent (plus signs), then
fluttering motion (open circles), followed by tumbling motion (stars), as µ1 (or
equivalently, Re) decreases (increases). For ease of reading and comparison, we
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used data on figure 3.3 for I˜∗ higher than our case (I˜∗ = 0.4).
In summary, although the mechanisms behind the instability in [1] are due
to effects of the plate inertia, and in our case, they are flow-induced instabilities,
the resulting dynamics are similar.
3.3 Effect of the relative separation
We now wish to study how the dynamics of a falling plate are affected by the
presence of another plate. We use the same plate geometry as in section 3.2,
where the thickness-to-width ratio is β = 1/5 and the solid-to-fluid density ratio
is γ = 2.56. The Reynolds number is fixed at Re = 200. The plates are dropped
edge-on, with zero initial velocity. The domain size is 32 × 32, with no-slip
boundary conditions on all four walls. From a computational standpoint, we
ask if the configuration of two side-by-side falling plates, separated by an initial
center-to-center distance d0, is equivalent to that of a single falling plate, initially
at a distance d′0 = d0/2 from a fixed wall. If that is the case, then we can explore
the effect of the initial separation between two plates on their dynamics by sim-
ply studying a single falling plate near a wall. This will enable us to reduce the
size of the computational domain by half, this saving in computing time.
We simulate two side-by-side edge-on falling plates, initially separated by
d0 = 0.5. The trajectories of the plates are shown on the left of figure 3.4(a).
We notice a left-right mirror symmetry as well as a synchrony in their motion
and dynamics. The trajectories consist of an overall fluttering motion, where
each fluttering period consists of two tumbles. Instead of evolving into two
independently tumbling plates, as is the case for an isolated plate (see figure 3.2,
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Re = 200), the plates reverse their motion and remain side-by-side for the entire
simulation. Initially, the domain was smaller (20 × 24) and it was speculated
that the side walls caused the plates to revert back to the domain centerline. We
however ruled out this hypothesis by choosing a larger domain (32 × 32) which
yielded the same results. It seems then, that when two plates are dropped edge-
on, from the same height, their dynamics are locked in synchronously for the
entire motion. Figure 3.4(a) also shows the time history of the horizontal and
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Figure 3.4: (a) Trajectories (left) and time histor f the lateral and vertical fluid
force coefficients Cx and Cy, of edge-on falling plates. Black and
dashed curves: two side-by-side falling plates; blue curves: single
(right) plate near the left wall; red curves: single (left) plate near the
right wall. (b) Fluid velocity on the vertical middle line of the domain
at the end of the simulation. Re = 200.
vertical fluid force coefficients. The black dashed curves are for two side-by-
side plates, the blue (respectively, red) curves are for a single plate, near the
left (respectively, right) wall, which is equivalent to the right (respectively, left)
plate in a two-plate configuration. The time histories of a single plate near the
left wall and those of the right plate in a two-plate configuration (blue curves)
match well. The same applies to the red curves. The trajectories are also in
good agreement, albeit with a slight discrepancy further in the fall. The reason
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being that, by dropping single plates near a fixed wall, we assumed that the
fluid velocity on the vertical centerline of the domain is zero. This assumption
is not entirely correct, at least for the vertical component of the velocity, given
the slip velocity due to shed vortices. Nevertheless, the lateral fluid velocity is
negligible as shown on figure 3.4(b), hence justifying our approximation. We
will therefore study a single plate falling near a fixed wall.
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Figure 3.5: (a) Trajectories of a single falling plate near the right wall, as a func-
tion of the initial distance d′0 to the wall. (b) Effect of the wall on t
∗,
the onset of the deviation from the vertical trajectory (blue, circle) and
on the fluttering period Tx at steady state (red, squares). Re = 200.
Figure 3.5(a) shows trajectories of a plate falling near the right wall, for dif-
ferent initial spacings 0.25 ≤ d′0 ≤ 8. The nature of the dynamics changes con-
siderably. The motion is predominantly a fluttering mode, the closer the plate
is to the wall. Each flutter is comprised of two tumbles at d′0 = 0.25. When d
′
0
increases, the transients are predominantly a period-one tumbling motion, for
d′0 = 2, and period-two tumbling for d
′
0 = 3. The plate then settles to a fluttering-
tumbling motion similar to that for d′0 = 0.25. At d
′
0 = 8, the plate settles into
a period-two tumbling motion. In terms of two side-by-side falling plates, this
means that for an initial spacing d0 = 2 d′0 of the order of magnitude of the width
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of the plates (d0 = 0.5, 4, 6), the plates will fall close to one another and settle
into a fluttering-tumbling steady state motion. When d0 is an order of magni-
tude higher than the plate width (d0 = 16), the trajectories of the two plates will
separate to the left and right, and settle into a period-two tumbling motion. It
thus seems that for small d′0 (less than three), the steady state configuration of
the falling plate is that of an overall fluttering motion, with two tumbles within
each flutter. Due to the computational cost of the simulations, although halved,
we did not pursue a further investigation to determine whether or not the ob-
served dynamics for d′0 = 8 were rather transients similar to those for d
′
0 = 3,
albeit longer, nor that the plate would eventually settle to a fluttering-tumbling
motion. We also could not further determine the value of d′0 at which the bifur-
cation in the nature of the steady state occurs, i.e a transition from the fluttering-
tumbling steady motion to the period-two tumbling.
We now address the question of when the plate deviates from its initial ver-
tical trajectory, and how the onset of deviation is affected by the distance to the
wall. Figure 3.5(b) shows that the closer to the wall the plate is initially, the
earlier in the fall it deviates from the edge-on position. For the case d′0 = 8,
not reported here, the onset of deviation is slightly (5%) smaller than at d′0 = 3.
The fluttering period, albeit slightly decreasing with increasing d′0, remains the
constant Tx ≈ 14 for all d′0 ≤ 3.
Finally, it is interesting to note that the wall effect (figure 3.5(a)), or equiv-
alently, the presence of a neighboring plate, leads to dynamics similar to those
due to the Reynolds number effect (figure 3.2). The curious reader can also view
the trajectories for three settling plates in appendix C.
79
3.4 Effect of the vertical staggering
We further explore how the relative position of two plates affects their dynam-
ics. In section 3.3, we explored the effect of the initial center-to-center spacing.
In this section, without delving into the details of the underlying dynamics, we
will briefly present qualitative results on the effect of staggering on the dynam-
ics of falling plates, i.e the effect of the relative angular position. Two plates,
initially in an edge-on position, are dropped with zero initial velocity. The only
difference with section 3.3 is that the plates are not falling from the same height,
but have a vertical offset. The initial center-to-center distance is fixed at d0 = 2
and the Reynolds number is Re = 200.
−20 −10 0 10 20
x
−20
−15
−10
−5
0
5
10
15
y
−20 −10 0 10 20
x
−20
−15
−10
−5
0
5
10
15
y
−10 0 10 20
x
−20
−15
−10
−5
0
5
10
15
y
−20 −15 −10 −5 0 5 10
x
−15
−10
−5
0
5
10
15
y
−20 −10 0 10 20
x
−20
−15
−10
−5
0
5
10
15
y
 != 30º  != 45º  != 6 º  != 75º  != 90º
Figure 3.6: Trajectories of two falling plates, with an initial vertical offset. The
initial center-to-center distance is fixed at d0 = 2, and the initial
angle between the horizontal and the line of centers of the plates is
varied θ = 30◦ ... 90◦. Right plate (blue, solid), left plate (red, dashed).
Re = 200.
Figure 3.6 shows how the trajectories vary significantly depending on the
initial offset. The dynamics of the two plates are either similar, as is the case
for θ = 60◦, 75◦ where the plates settle into the overall fluttering motion,
with two tumbles in each flutter. Or they can be different, as is the case for
θ = 30◦, 45◦ where the plates settle either into a period-one tumbling or a
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fluttering-tumbling motion. For the case θ = 90◦, the plates exhibit full loops
and no significant flutter or tumble. The dynamics are inherently complex when
parameters such as the number of plates (see appendix C) or the initial spacing
are varied, all flow properties remaining the same. A case by case study is thus
required to determine the nature of the steady state dynamics and whether syn-
chrony and interesting dynamics take place, for given parameters.
3.5 Conclusion
Using our implementation of the immersed interface method, which enables
the simulation of freely moving objects, we studied the dynamics of an edge-
on falling plate for different flow conditions and in the presence of another
plate. The effect of the Reynolds number was similar to a variation of the non-
dimensional moment of inertia of the plate. Our results are in agreement with
the dynamical analysis in a previous study on falling plates [1, 2] and show that
when Re < 100, the plate falls into a damped periodic broadside motion. The
side to side motion becomes more noticeable as the Reynolds number increases.
At Re = 100, the motion is that of a periodic fluttering, with two tumbles in each
flutter. This state corresponds to a limit cycle in the (θ , θ˙) phase plane. Then, for
increasing Re, the plate undergoes motions varying from a mix of fluttering and
tumbling, to period-one then period-two tumbling.
We then studied how the presence of another falling plate affected the dy-
namics of the original plate. This study was equivalent to studying the effect of
the initial distance to a nearby wall. Our results show that as the distance from
the wall increases, the trajectory of the plate was similar to that obtained with
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an increasing Reynolds number. That is, the plate trajectory goes from fluttering
motion to a mix of fluttering and tumbling then period-two tumbling motion.
Additionally, the closer to the wall the plate is initially, the sooner it deviates
from its initial edge-on position. The dynamics are further complicated when
the plates have an initial vertical offset or when their number is more than two.
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CHAPTER 4
SUMMARY
The goal of this research has been a better understanding of the dynamics of
particles interacting in a fluid, in the intermediate Reynolds number regime.
To do so, we developed a robust implementation of the immersed interface
method. The originality of our implementation is the handling of the coupling
between the dynamics of the rigid object and the surrounding fluid. This im-
plementation allows for the simulation of freely moving bodies, as opposed to
previous versions of the code, where the motion of the objects was prescribed.
Our method is almost second-order accurate, including along the interface.
In this thesis, we investigated the dynamics of arrays of settling cylinders
at Re = 200. In particular, we studied how the dynamics and falling pattern
depended on the initial conditions. We found that the array reached a dynamic
steady state, the configuration of which depended on the number of particles,
n, and the initial inter-particle spacing, d0. Namely, when n was odd, the middle
cylinder was always leading, and the array had a concave up falling pattern for
n = 3 and a “M” shape for n > 3. Conversely, when n was even, the array had
a concave down falling pattern. In all cases, there was a left-right mirror sym-
metry in the rotating and wake pattern of the cylinders; and the outer cylinders
always rotate outward. Additionally, the cylinders experienced a weak attrac-
tive force during the first time steps, followed by a strong repulsive force. This
latter, whose magnitude increased with decreasing initial inter-particle spacing,
caused the array to spread laterally. Given the complexity of these dynamics,
we focused on an array of n = 3 falling cylinders and studied the effect of the
initial spacing on the dynamics of the middle cylinder. Our results show that
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the presence of the left and right neighbors caused the middle cylinder to ex-
perience a higher drag force, and consequently a slower settling velocity. This
result contrasts what is observed in Stokes regime, where a sphere settles faster,
in the presence of its neighbors, than an isolated one. Our findings also show
that the smaller the initial inter-particle spacing is, the earlier the wake asym-
metries arise and the earlier the array reaches the dynamic steady state.
When the particle density is high, collisions become unavoidable and it be-
hooves us to treat the close-range interactions and solve for the flow when the
current numerics fail. When the distance between the interfaces of two objects
or an object and a wall is less than three grid points, the interpolation scheme
in the immersed interface method, which is based on three-point stencil finite
differences, fails. Unlike other numerical methods where ad hoc kludges, such
as the addition of a repulsive force, are used, we proceed by directly incorpo-
rating the solutions to the Reynolds equations into the numerical scheme. The
velocity and pressure gradient fields in the gap region are solved analytically in
the lubrication limit. The solutions are then used in the expression of the sin-
gular force densities, which are used in solving the dynamics of the object and
updating the flow field. We validated our implementation by providing three
test cases: cylinder falling vertically toward a fixed wall, fixed cylinder above a
translating wall and rotating cylinder above a fixed wall. These cases summa-
rize the fundamental features of normal and oblique collisions. Our numerical
results agree with both our analytic solutions and theoretical results from the
literature, indicating the validity of our implementation.
Finally, we presented results on the dynamics of edge-on falling plates us-
ing the immersed interface method. Specifically, for a fixed plate geometry, we
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studied the effect of the Reynolds number on the dynamics and trajectory of
the falling plate and asked if its effect is similar to a variation of the moment
of inertia of the plate. Our results show that it is indeed the case. Specifically,
when Re < 100, the plate falls into a periodic broadside motion. At Re = 100,
the plate undergoes a periodic fluttering with two tumbles in each flutter. This
state corresponds to a limit cycle in the (θ, θ˙) phase plane and is qualitatively
different from the tumble-free fluttering motion in [1, 2]. As the Reynolds num-
ber increases, the plate starts to tumble in period-one then period-two tumbling
motion. Together, these results agree with the dynamical analysis carried out
by Andersen et al. [1, 2]. We then studied how the dynamics of the plate were
affected by the presence of another plate. This configuration was equivalent to
studying the effect of a wall at half distance from the plate. Our results show
that increasing the initial distance d′0 from the wall produced dynamics similar
to those obtained by increasing the Reynolds number for a single plate. That is,
as the value of d′0 increased, the plate went through a fluttering motion, then a
mix of fluttering and tumbling, followed by a period-one then period-two tum-
bling motion. Moreover, the smaller d′0 was, the earlier the plate deviated from
its edge-on configuration. In terms of two plates, our results show that their
dynamics are synchronized and are the mirror symmetry of each other with re-
spect to the centerline of the numerical domain. This observation ceased to hold
when the plates had an initial vertical offset.
Future work using the current version of the immersed interface method,
which handles both freely moving objects and collisions, would focus on
particle-particle collisions in large collections of particles, be they cylinders or
other geometries, such as plates. The derivation of the analytical solution for
two cylinders in close-range interaction has been presented in this thesis (see
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appendix B) and the code is currently in progress for a vertical chain of two set-
tling cylinders. The challenge for large clusters of particles is the necessity to
provide analytic solutions to the lubrication equations for at least each pair of
particles. Computationally, this will require a more efficient algorithmic imple-
mentation as well as faster machines.
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APPENDIX A
CONSERVATION OF THE TOTAL CIRCULATION
For n objects immersed in a fluid, with zero total (object and fluid) initial an-
gular momentum, we ask if the total circulation is conserved at all times. Note
that we cannot used Kelvin’s theorem as it applies for inviscid, barotropic flows
with conservatives forces. Figure A.1 shows a typical configuration. We con-
sider the system {ob jects + f luid} and define ∂Bext as the boundary comprised
of the four lateral walls of the computational domain, ∂Bk as the boundary of
the object k and ∂Btot = ∂Bext +
n∪
k=1
∂Bk as the entire oriented circuit on figure A.1.
The straight close lines, oriented in opposite directions, are also part of ∂Btot. So,
!Bk
!Bext
Ω+
Ω-
Figure A.1: Sketch of objects immersed in a fluid. ∂Bext is the boundary of the
computational domain (four side walls) and ∂Bk is the interface of
object k. The shaded region, Ω−, is modeled as solid fluid in the
numerical code. The fluid domain, outside the objects, is Ω+.
our question is Ctot(t) ?= Ctot(0) = 0 , ∀ t, where Ctot is the circulation around the
numerical domain, i.e around the boundary ∂Bext. The fluid velocity, ~v, does not
have continuous first partial derivatives across the total domain given the pres-
ence of the fluid-solid interfaces. Hence, we cannot directly use Stokes theorem
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in the domain Ω+∪Ω−, but on Ω+ and Ω− separately (see figure A.1 or figure 1.1,
p. 5).
∂Btot is a simple, smooth, closed, simply connected and positively oriented con-
tour, and ~v has continuous first partial derivatives in Ω+. Using Stokes theorem,
we have ∮
∂Btot
~v · d~s =
∫∫
Ω+
~ω · ~n dA+ . (A.1)
But ∮
∂Btot
~v · d~s =
∮
∂Bext
~v · d~s − nΣ
k=1
∫∫
∂Ak
~ωk · ~nk dAk (A.2)
where d~sk = adθ eˆθk . The integrals along the straight lines cancel out, since the
lines are oppositely oriented and are separated by a distance δ→ 0. On ∂Bk, we
use the no-slip boundary condition and obtain ~vk = aθ˙k eˆθk . Hence∮
∂Bk
~vk · d~sk = θ˙ka2.2pi
= (2θ˙k)︸︷︷︸
ωk
(a2pi)︸︷︷︸
Ak
=
∫∫
Ak
~ωk · ~nk dAk
Using this final result back into equations A.1 – A.2, we have∮
∂Btot
~v · d~s =
∫∫
Ω+
~ω · ~n dA+︸             ︷︷             ︸
C+
=
∮
∂Bext
~v · d~s︸       ︷︷       ︸
Ctot
−
∫∫
Ω−
~ω · ~n dA−︸             ︷︷             ︸
C−
(A.3)
∴ Ctot(t) =
∮
∂Bext
~v · d~s =
∫∫
Ω+∪Ω−
~ω · ~n dA
The area integral on Ω+∪Ω− can be computed numerically at each time step. We
found that for all time, Ctot(t) = 0. Hence, the total circulation is conserved.
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APPENDIX B
SOLUTION TO THE REYNOLDS EQUATIONS IN THE GENERAL CASE
OF TWO INTERACTING CYLINDERS
B.1 Velocity and pressure gradient
We consider the case of two cylinders in close contact. We define the local co-
moving coordinate system (ξ, η) such that the η-direction is along the line of
centers from object (1) to object (2) and ξ is perpendicular to η. We define the
angle β , ∠ (xˆ, ηˆ) and treat the case where β . 0[pi]. We write and solve the
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Figure B.1: Sketch of two cylinders in close contact. (ξ, η) is the local coordinate
system. (a) The radii of the cylinders are a1 and a2. (b) At abscissa ξ,
the separation is h = h2−h1. hm is the minimum separation, at ξ = 0.
Reynolds equation using the (ξ, η) coordinate system. We use the notation (x, y)
and (u, v) for the coordinates and velocity components in the fixed lab frame
(xˆ, yˆ), and (ξ, η) and (u′, v′) for the coordinates and velocity components in the
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co-moving frame (ξˆ, ηˆ). Reynolds equations 2.4 become
∂u′
∂ξ
+
∂v′
∂η
= 0 (B.1)
−∂p
∂ξ
+
1
Re
∂2u′
∂η2
= 0 (B.2)
By the same token (see section 2.2.2), we can show that p = p(ξ). The equations
for the velocity and pressure gradient become
u′ = u′1 +
u′2 − u′1
h
(η − h1) + Re2
dp
dξ
((η − h1)2 − (η − h1) h) (B.3)
∂h
∂t
+
∂
∂ξ
(u′h) + u′1
∂h1
∂ξ
− u′2
∂h2
∂ξ
=
Re
12
∂
∂ξ
(
h3
dp
dξ
)
(B.4)
where
u′1 = x˙c1 sin β − y˙c1 cos β − θ˙1
√
a21 − ξ2 (B.5)
u′2 = x˙c2 sin β − y˙c2 cos β + θ˙2
√
a22 − ξ2 (B.6)
are the velocities, along ξˆ, of a point on the object “1” or “2”, at abscissa ξ, and
u′ = (u′1 + u
′
2)/2. (x˙ci , y˙ci) are the velocities of the object “i”, projected in the (xˆ, yˆ)
frame. h1 and h2 are the algebraic heights from the ξ-axis
h1,2(ξ, t) = ∓
(
hm(t)
2
+ a1,2 −
√
a21,2 − ξ2
)
h = h2−h1 and hm is the minimum gap clearance, i.e the value of h at ξ = 0. Using
these expressions, we can solve for the pressure gradient in equation B.4
dp
dξ
=
12
Re
 u
′
h2
+
h˙ξ
h3
+
(x˙c1 sin β − y˙c1 cos β)
√
a21 − ξ2
h3
+
(x˙c2 sin β − y˙c2 cos β)
√
a22 − ξ2
h3
− (θ˙2 − θ˙1)ξ
2
2h3
+
C(t)
h3

(B.7)
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where C(t) is a constant of integration. In the immersed interface method code,
which uses a cartesian grid, one has to give the expressions of the local coordi-
nates (ξ,η) in terms of (x, y). Consider a point P1,2 on object “1,2”. Then,
−−−−→
O′P1,2 = ξ1,2 ξˆ + η1,2 ηˆ =
−−−−→
O′C1,2 − −−−−→OC1,2 + −−−−→OP1,2
= ~xs1,2 − ~xc1,2 ∓
(
hm
2
+ a1,2
)
ηˆ (B.8)
where ~xsi are the cartesian coordinates of Pi, ~xci are the cartesian coordinates of
the center of mass Ci of object “i”, and O and O′ are the origins of the lab and
co-moving frames, respectively. We project equation B.8 onto (ξˆ, ηˆ) and obtain
ξ1,2 = (xs1,2 − xc1,2) sin β − (ys1,2 − yc1,2) cos β (B.9)
η1,2 = (xs1,2 − xc1,2) cos β + (ys1,2 − yc1,2) sin β ∓
(
hm
2
+ a1,2
)
(B.10)
The expression of ξ1,2 will be used in equation B.4. To find the value of C(t), we
O’
i i+1
j+1
j
n
Figure B.2: Sketch of the (ξ, η) point and the cartesian grid points used for the
interpolation of the velocity u′.
match the velocity field from numerics with the expression given from solving
Reynolds equations (equation B.3) at any arbitrary point in the lubrication re-
gion. The most straightforward case is to match the velocity at O′, the origin
of the (ξ, η) system. We proceed by finding the corresponding cartesian coor-
dinates, then the four surrounding grid points and average the velocities as
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follows. See figure B.2.
−−→
OO′ = ~xo′ =
−−→
OC1 +
−−−→
C1O′ = ~xc1 +
(
hm
2
+ a1
)
ηˆ
That is,
xo′ = xc1 +
(
hm
2 + a1
)
cos β
yo′ = yc1 +
(
hm
2 + a1
)
sin β
The coordinates (xo′ , yo′) fall in a grid cell whose vertices are (i, j), (i+, j), (i, j+ 1),
(i + 1, j + 1), as shown on figure B.2, where
i =
⌊
xo′ − (x0 + ∆x/2)
∆x
⌋
, j =
⌊
yo′ − (y0 + ∆y/2)
∆y
⌋
where the b•c symbol refers to the floor function and (x0 + ∆x/2, y0 + ∆y/2) are the
coordinates of the bottom left corner of the numerical domain. We approximate
the velocity at O′ by doing a linear interpolation
uNo′ ≈
1
4
(
ui, j + ui+1, j + ui, j+1 + ui+1, j+1
)
(B.11)
where the superscript “N” refers to numerical data. Note that one could use a
bilinear interpolation, where the relative distance to the grid cell walls is taken
into account. The limit cases where the point O′ falls on a grid line or at a vertex
are left as an exercise to the reader. The transformation from the (ξ, η) to the (x, y)
system, in term of the velocity u is
u = u′ sin β + v′ cos β ≈ u′ sin β (v′  u′)
Therefore, to get the constant C(t), we enforce the following velocity matching
at O′, where (ξo′ , ηo′) = (0, 0)
uNo′ = u
L
o′ = u
′
o′ sin β (B.12)
where the superscript “L” refers to the analytical data using the lubrication ve-
locity, and
u′o′ =
[
u′1 +
u′2 − u′1
h
(η − h1) + Re2
dp
dξ
((η − h1)2 − (η − h1) h)
]
(ξ,η)=(0,0)
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Hence
u′o′ =
uNo′
sin β
=
u′1o′ + u
′
2o′
2
− Re h
2
m
8
(
dp
dξ
)
0
at ξ = 0 (B.13)
Using equation B.4 at ξ = 0, we have(
dp
dξ
)
0
=
12
Re
{u′1o′ + u′2o′
2 h2m
+
a1(x˙c1 sin β − y˙c1 cos β) + a2(x˙c2 sin β − y˙c2 cos β) +C(t)
h3m
}
(B.14)
where
u′1,2o′ = x˙c1,2 sin β − y˙c1,2 cos β ± a1,2θ˙1,2
Combining equations B.13 and B.14, we finally obtain
C(t) = −
{ (u′1o′ + u′2o′ ) hm
6
+
2uNo′hm
3 sin β
+ a1(x˙c1 sin β − y˙c1 cos β) + a2(x˙c2 sin β − y˙c2 cos β)
}
(B.15)
where uNo′ is given by equation B.11.
B.2 Singular force density
The tangential and the derivative of the normal component of the singular force
density are
fτ = − 1Re
(
ω+ − ω−) (B.16)
∂ fn
∂α
= J
{
1
Re
[
∂ω
∂n
]
+ [bτ]
}
(B.17)
where ω− = 2θ˙, [bτ] = −θ¨ ((xs − xc) nx + (ys − yc) ny (see [59]) and
ω+ =
∂v′
∂ξ
− ∂u
′
∂η
≈ −∂u
′
∂η
Thus,
fτ =
1
Re
(
∂u′
∂η
+ 2 θ˙
)
93
We use the derivative, with respect to η, of equation B.3 at η = h1,2 and finally
obtain
fτ1,2 =
1
Re
(
u′2 − u′1
h
∓ Re h
2
dp
dξ
+ 2 θ˙1,2
)
(B.18)
where u′1 and u
′
2 are given by equations B.5 and B.6. The first shear term is due
to the Couette flow contribution, the second to the Poiseuille contribution, and
the third to the solid body rotation.
Similarly, for the normal component, we have [∂ω/∂n] = (∂ω/∂n)+ since ω− = 2θ˙
is uniform. The normal derivative is
∂ω
∂n
= ∇ω · nˆ = ∂ω
∂ξ
nξ +
∂ω
∂η
nη
The local coordinates of nˆ are (see figure B.3)
O’
i i+1
j+1
j
n
!
θ
O’
1
Figure B.3: Sketch of the unit normal to object “1” at the abscissa ξ, and an angle
θ1 with the η-axis.
nˆ1,2 = (cos θ1,2,± sin θ1,2) =
(
ξ
a1,2
,±
√
1 − ξ2/a21,2
)
In the lubrication region, we always have |θ| < pi/4, thus nξ < nη; and given that
|∂ω/∂ξ|  |∂ω/∂η|, we have[
∂ω
∂n
]
≈ ∂ω
∂η
nη ≈ −∂
2u′
∂η2
nη where :
∂2u′
∂η2
= Re
dp
dξ
Finally
∂ fn
∂α
∣∣∣∣∣
1,2
= J
{
∓dp
dξ
√
1 − ξ2/a21,2 − θ¨1,2((xs1,2 − xc1,2) nx1,2 + (ys1,2 − yc1,2) ny1,2
}
(B.19)
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APPENDIX C
TRAJECTORY OF MULTIPLE FALLING PLATES
As an extra for the reader and as a follow up for section 3.3, figure C.1 shows
the trajectories of three falling plates, at Re = 200, with an initial center-to-center
spacing d0 = 0.5. The left and right plates start out with a period-one tumbling
motion, and drift apart anti-symmetrically. They then settle into a mix of flut-
tering and period-two tumbling motion. The middle plate initially glides for
a long period of time before settling into a mix of period-one and period-two
tumbling motion.
−15 −10 −5 0 5 10
x
−10
−5
0
5
10
15
y
Figure C.1: Trajectory snapshots of three falling plates with initial spacing d0 =
0.5. Re = 200.
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At this Reynolds number regime (intermediate) and as the number of plates
increases, the nature of the dynamics and the trajectories become unpredictable,
thus requiring case by case studies.
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