Based on a characterization of the optimality of a feasible solution of a convex entropy minimization problem, one shows that the feasible solutions obtained using formally the Lagrange multipliers method are optimal.
Introduction
A common procedure to find the solutions of an optimization problem with a finite number of equality constrains is using the Lagrange multipliers method (LMM). More precisely, having the function f : E ⊂ X → R to be minimized (maximized) with the constraints g i (x) = b i , where g i : E → R (i ∈ 1, m), is to consider the Lagrangian L : E × R m → R defined by
and to find the critical points (x, λ) ∈ E × R m , that is ∇ x L(x, λ) = 0, ∇ λ L(x, λ) = 0.
(
So, in order to envisage LMM one must have the possibility to speak about ∇ x L(x, λ); hence X must be a normed vector space (or, more generally, a topological vector space), x must be in the (algebraic) interior of E, and the functions f and g i must be at least Gâteaux differentiable at x. Moreover, the existence of λ ∈ R m verifying the conditions in Eq. (1) is a necessary condition for the optimality of x under supplementary conditions on the data; for a precise statement see for example [7, Th. 9.3.1] . Problems appear when the set E has empty (algebraic) interior, situation in which the differentiability of f and g i can not be considered (see [7, pp. 171, 172] ); this is often the case when X is a function-space, as in entropy minimization (or maximization) problems. However, in many books and articles on entropy optimization LMM is used in a formal way. Borwein and Limber (see [3] ) describe the main steps of the usual procedure for solving the entropy minimization problem (see also the survey [1] ); they mention "We shall see that this is usually the solution but each step in the above derivation is suspect and many are wrong without certain assumptions." Pavon and Ferrante (see [10, Cor. 9.3] ) establish a sufficient condition for the optimality of the element obtained using LMM. However, examining their application of this result for establishing that "the Gaussian density p c (x) = (2π) −1/2 exp − with given mean and variance" we observe that [10, Cor. 9.3] is not adequate for solving this problem. The aim of this note is to show that the solutions found using formally LMM are indeed optimal solutions for the entropy minimization problem
where ϕ : R → R is a proper convex function, (T, A, µ) is a measure space, ψ i : T → R (i ∈ 1, m) are measurable, and x ∈ X with X a linear space of measurable functions. In fact, we provide a characterization of a solution x of (EM ) from which we deduce easily that x obtained using LMM is indeed a solution of the problem. Note that J.M. Borwein and some of his collaborators treated rigorously problem (EM ) when µ(T ) < ∞ and the functions ψ i are from L ∞ (T, A, µ) in a series of papers.
Preliminaries
Let (T, A, µ) be a measure space. Set
where R := R ∪ {−∞, ∞} (with ∞ := +∞), and
As usual we consider as being equal two elements of M which coincide almost everywhere (a.e. for short). Recall that for every function x ∈ M with values in R + := [0, ∞] there exists its integral T xdµ ∈ R + ; moreover, if T xdµ < ∞, then x ∈ M 0 .
In the sequel we use the conventions
With these conventions T xdµ := T x + dµ − T x − dµ makes sense for every x ∈ M, where α + := max{α, 0} and α − := (−α) + for α ∈ R; moreover, T xdµ < ∞ if and only if T x + dµ < ∞ (in particular x + ∈ M 0 ), and T xdµ ∈ R if and only if T x + dµ < ∞ and T x − dµ < ∞ (in particular x ∈ M 0 ). The class of those x ∈ M with T xdµ ∈ R is denoted, as usual, by
Lemma 1 Let x, y ∈ M. Then the following assertions hold:
We omit the proof which is standard and uses our conventions.
Remark 2 Observe that the hypotheses in assertions (b) and (c) of Lemma 1 are essential. For example, taking T := R + endowed with the Lebesgue measure and x(t) := y(t) := t for t ∈ T we have that x, y ≥ 0 and T xdµ = T ydµ = ∞, while 0 = T (x − y)dµ = Consider ϕ ∈ Λ(R) (that is a proper convex function on R) with int(dom ϕ) = ∅. Because [ϕ ≤ α] := {u ∈ R | ϕ(u) ≤ α} is an interval, it follows immediately that ϕ • x ∈ M for every x ∈ M, where ϕ(±∞) := ∞. (The notations and notions which are not explained are standard; see for example [15] .)
Let us consider a linear space X ⊂ M 0 , and define
Proposition 3 Let ϕ ∈ Λ(R) with int(dom ϕ) = ∅, and let φ be defined by (2) . Then
and φ is convex; in particular, dom φ is convex. Moreover, if ϕ is strictly convex (on its domain) and φ is finite on the convex set K ⊂ dom φ, then φ + ι K is strictly convex, where
Proof. The equality follows from our convention ∞ − ∞ := ∞, while the inclusion is obvious. Take x, y ∈ dom φ and λ ∈ ]0, 1[. Since ϕ is convex,
From Lemma 1 (a) we obtain that
and so φ(λx
Moreover, assume by contradiction that there exist x, y ∈ K with µ(T 0 ) > 0, where
a.e., contradicting our assumption that µ(T 0 ) > 0.
As well known, if φ takes the value −∞, then it takes the value −∞ on on the relative algebraic interior of dom φ denoted icr(dom φ); however, icr(dom φ) is empty in many cases of interest when X is an L p space with p ∈ [1, ∞[. Having in view the applications to entropy minimization problems, in the sequel we consider ϕ ∈ Γ(R) (that is ϕ ∈ Λ(R) and ϕ is lower semicontinuous) such that ϕ is strictly convex on I := dom ϕ, int I = ∅, and ϕ is derivable on int I; this implies that the conjugate ϕ * of ϕ [defined by ϕ * (u) = sup v∈R (uv − ϕ(v))] is derivable on int(dom ϕ * ) which is nonempty.
Moreover, if a := inf I ∈ R, then either ϕ(a) = +∞ and lim u→a+ ϕ ′ (u) = −∞, or ϕ(a) ∈ R and ϕ ′ (a) :
Assuming that φ is proper, then (as seen above) φ is strictly convex on dom φ.
Proof. Since x, x ∈ dom φ we have that x(t), x(t) ∈ dom ϕ a.e. Assume first that φ(x) ∈ R. Take (s n ) n≥1 ⊂ ]0, 1[ a decreasing sequence with s n → 0. Set
By Lebesgue's monotone convergence theorem (see [11, Th. 1.26 
as an element of [−∞, +∞[, and so (4) holds. Assume now that φ(x) = −∞. In this case we have that (ϕ ′ • x) · (x − x) ∈ M, too. With (s n ) n≥1 as above, for each n ≥ 1 we have that
Using Lemma 1 (a) we get
and so
Of course, because φ(x) = −∞ we have that φ (λx + (1 − λ)x) = λφ (x) + (1 − λ)φ(x) = −∞ for λ ∈ ]0, 1[, and so φ ′ + (x, x − x) = −∞. From (5) we get (4).
The entropy minimization problem
Let us consider ψ 1 , . . . , ψ m ∈ M 0 and the linear mappings
where the linear space X k is defined by
Take also X 0 k := ker Ψ k := {x ∈ X k | Ψ k (x) = 0} and set
The entropy minimization problem is
where
Of course, if x ∈ F b then F b = x + X 0 ; in particular, F b is a convex set. Because ϕ is strictly convex, if φ + ι F b is proper then φ + ι F b is strictly convex, and so (P ) has at most one solution. Said differently, if x is a solution of (P ) with φ(x) ∈ R, then x is the unique solution of (P ). It is known (at least for the Boltzmann-Shannon entropy) that when problem (P ) has a feasible solution x ∈ dom φ such that x(t) ∈ int(dom ϕ) for a.e. t ∈ T and ϕ ′ (a) = −∞ (when a = inf(dom ϕ) ∈ R), ϕ ′ (b) = +∞ (when b = sup(dom ϕ) ∈ R), if x is the optimal solution of (P) with φ(x) ∈ R, then x(t) ∈ int(dom ϕ) for a.e. t ∈ T . Indeed, assume that a ∈ R and µ(T a ) > 0, where
whence Ta ϕ ′ (a)·( x(t)−a)dµ(t) ∈ R. This is a contradiction, because ϕ ′ (a) = −∞, x(t)−a > 0 for t ∈ T a and µ(T a ) > 0. We get a similar contradiction when b = sup(dom ϕ) ∈ R and T b := {t ∈ T | x(t) = b} has positive measure.
(a) x is a solution of problem (P ) if and only if (one of ) the following two equivalent conditions hold(s):
(b) If there exists α 1 , . . . , α m ∈ R such that ϕ ′ • x = α 1 ψ 1 + . . . + α m ψ m , then x is optimal solution of problem (P ).
Proof. (a) The fact that [x is a solution of (P ) iff (7) [14, Prop. 4] ). Indeed, from the inequality φ ′ (x, x − x) ≤ φ(x) − φ(x) we get the implication ⇐. Assume that x is solution of (P ) and take x ∈ F b ∩ dom φ. Then (1 − s)x + sx ∈ F b ∩ dom φ, and so φ ((1 − s)x + sx) ≥ φ(x) for s ∈ ]0, 1[. Hence s −1 [φ ((1 − s)x + sx) − φ(x)] ≥ 0, and (7) follows taking the limit for s → 0.
Since (F b ∩ dom φ) − x = (dom φ − x) ∩ X 0 , and using Proposition 4, relation (7) can be rewritten as
which, at its turn, is clearly equivalent to (8) .
(b) Consider the linear space
and the linear operator
Since φ ′ (x, x − x) < ∞ for every x ∈ dom φ, from assertion (a) we have that x is a solution of (P ) if and only if
A sufficient condition for (8) is
Assuming that Y ⊂ Y x , condition (9) is equivalent by [12, Lem. 3.9 ] to the existence of
Observing that an obvious sufficient condition for (10) is
the proof is complete.
It is worth observing that (10) and (11) y · (uχ A )dµ = 0. Because y · (uχ A ) ≥ 0, it follows that y · (uχ A ) = 0 a.e., and so yχ A = 0 a.e. This is a contradiction because y(t) > 0 for every t ∈ A and µ(A) > 0.
It is worth observing that condition (11) is exactly the one found using formally LMM. In fact Proposition 5 and its proof explain how one arrives rigorously at the sufficient optimality condition of x ∈ F b with φ(x) ∈ R in (11). An alternative justification of this fact in the case of countable sums is done in [13] and applied in [16] ; of course this can also be obtained using Proposition 5 (b) for T := N * and µ the counting measure (that is µ(A) = ∞ for A ⊂ N * infinite and µ(A) equals the number of elements of A for A finite).
Proposition 5 (b) shows that there is no need to verify separately that the solutions found using LMM in convex or concave entropy optimization are effectively solutions of (P ); this verification is done for example in [5, Th. 12. 1.1] and [4, Ths. 3.2, 3.3] . Note the following remark from [5, p. 410]: "The approach using calculus only suggests the form of the density that maximizes the entropy. To prove that this is indeed the maximum, we can take the second variation."
As in [2, Cor. 1], in the case µ(T ) < ∞ and ψ i ∈ L ∞ (T ) (i ∈ 1, m), at least for BoltzmannShannon entropy (ϕ(u) := u ln u for u ≥ 0 with 0 ln 0 := 0, and ϕ(u) := ∞ for u < 0), for X = L 1 (T ) and b ∈ icr D the problem (P ) has optimal solution (provided by LMM), where
F b being defined in (6). The situation is completely different in the general case. Let us consider the problem With our previous notation, T := R, A is the class of Lebesgue measurable subsets of R, and µ is the Lebesgue measure. Of course, (P G) m is a particular case of problem (P ) in which ϕ is the Boltzmann-Shannon entropy. Of course,
ϕ is strictly convex on dom ϕ. We take X := M 0 and φ defined in (2); then dom φ ⊂ M + 0 . In the present case ψ k (t) = t k−1 for k ∈ 1, m, and so
Let m = 3; using Hölder's inequality for p = q = 2 and xψ 1 , xψ 3 with x ∈ M 0 we get
equality holds in (13) for x ∈ X if and only if x = 0 a.e. Hence, if x ∈ X 1 ∩ X 3 then x ∈ X 2 , and so
Proposition 7 Consider the problem (P G) 3 . Then
Moreover, if b = 0, then F b ∩ dom φ = {0}, and so x := 0 is the solution of (P G) 3 . If b 1 , b 3 > 0 and |b 2 | < √ b 1 b 3 then the solution and the value of (P G) 3 are
respectively. In particular, if b = (1, 0, σ 2 ) with σ > 0, then
Proof. Consider ϕ, X, φ, ψ k , X k as above. Hence X = X 1 ∩ X 3 .
Assume that F b ∩ dom φ = ∅ and take x ∈ F b ∩ dom φ; hence x ≥ 0. Because xψ 1 , xψ 3 ≥ 0, it follows that b 1 , b 3 ≥ 0. Moreover, from (13) . Then equality holds in (13) , which implies the existence of α ∈ R \ {0} such that xψ 1 = αxψ 3 . Since {t ∈ R | ψ 1 (t) = αψ 3 (t)} is finite, it follows that x = 0 a.e., which implies that (14) is the optimal solution of (P G) 3 , as proved below.
Assume that
The problem is to find (if possible) some x ∈ F b ∩ dom φ (⊂ X ∩ X) such that (11) holds. Assuming that such an x exists, then x(t) = e c 0 +c 1 t+c 2 t 2 for t ∈ R and some c 0 , c 1 , c 2 ∈ R. Since x ∈ X 1 = L 1 , we have necessarily that c 2 < 0, and so x(t) = e α(t−β) 2 +γ for some α, β, γ ∈ R with α > 0 and every t ∈ R. Imposing x to belong to F b , and using the known fact that R e − 1 2 t 2 dt = √ 2π, we get
.
Hence x is the function defined in (14) . Moreover,
Taking into account the constraints and the expressions of α, β, γ above, we get the formula for φ(x) from (14) . Moreover, in the general case, for probability densities with mean m ∈ R and variance σ 2 (σ > 0), one has b 1 = 1, b 2 = m and b 3 = σ 2 + 2mb 2 − m 2 b 1 = σ 2 + m 2 . From (14) we get
which gives (15) when m = 0.
As mentioned above, problem (P G) 3 is considered for b = (1, 0, σ 2 ) in [10] and solved applying [10, Cor. 9.3] . There X = L 1 (R), whence X * = L ∞ (R), and
It is not explained why [10, (9.6) ] holds and which is the annihilator of V in order to take x of the form t → Ce ϑ 1 t+ϑ 2 t 2 .
Proposition 7 provides an example in which µ(T ) = ∞ and the problem (P ) has optimal solutions for all b ∈ D. In [2] it is presented a situation with X = L 1 (0, ∞) and ϕ the Boltzmann-Shannon entropy in which (P ) has optimal solutions for all b ∈ icr D, as in the case µ(T ) < ∞ and ψ i ∈ L ∞ (T ).
Problem (P ) is considered in [13] and [16] for T := N * , µ the counting measure, and ϕ(u) = u ln u − u for u ≥ 0, ϕ(u) = ∞ for u < 0. Practically, a complete study of (P ) for m = 1 is given in [13, Prop. 3.3] ; so, besides providing the value of problem (P ) for b ∈ D [D being defined in (12) ], when D = {0} it is shown that either (P ) has optimal solution for each b ∈ D, or (int D) \ {b ∈ D | (P ) has optimal solution} is nonempty. In [13, Prop. 3.4] , for m = 2 one has an example in which D = {(0, 0)} ∩ (0, ∞) × R and for every b 1 > 0 there exists only one b 2 ∈ R for which (P ) has optimal solution which (moreover) can be found using formally LMM. A complete solution of problem (P ) for m = 2 and ψ 1 ≡ 1 is given in [16, Th. 4.1] ; the conclusions are similar to those in [13, Prop. 3.3] presented above.
The study of problem (P ) for arbitrary measure spaces is done by P. Maréchal in [8, 9 ] using a duality approach in which the primal space is similar to X.
