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THE CAUCHY PROBLEM FOR THE INHOMOGENEOUS
NON-CUTOFF KAC EQUATION IN CRITICAL BESOV SPACE
HONGMEI CAO, HAO-GUANG LI, CHAO-JIANG XU AND JIANG XU
Abstract. In this work, we investigate the Cauchy problem for the spatially inhomogeneous
non-cutoff Kac equation. If the initial datum belongs to the spatially critical Besov space, we
can prove the well-posedness of weak solution under a perturbation framework. Furthermore,
it is shown that the solution enjoys Gelfand-Shilov regularizing properties with respect to the
velocity variable and Gevrey regularizing properties with respect to the position variable. In
comparison with the recent result in [18], the Gelfand-Shilov regularity index is improved to be
optimal. To the best of our knowledge, our work is the first one that exhibits smoothing effect
for the kinetic equation in Besov spaces.
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1. Introduction
In this work, we consider the spatially inhomogeneous non-cutoff Kac equation
(1.1)
{
∂tf + v∂xf = K(f, f),
f |t=0 = f0,
where f = f(t, x, v) ≥ 0 is the density distribution function depending on the position x ∈ R,
velocity v ∈ R and time t ≥ 0. The Kac collision operator is given by
K(f, g)(v) =
∫
|θ|≤π4
β(θ)
(∫
R
(f ′∗g
′ − f∗g)dv∗
)
dθ,
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with the standard shorthand f ′∗ = f(t, x, v
′
∗), f
′ = f(t, x, v′), f∗ = f(t, x, v∗), f = f(t, x, v), where
the pre and post collision velocities can be defined by
v′ + iv′∗ = e
iθ(v + iv∗), i.e., v
′ = v cos θ − v∗ sin θ, v′∗ = v sin θ + v∗ cos θ, v, v∗ ∈ R.
Indeed, the relation follows from the conversation of the kinetic energy in the binary collision
v2 + v2∗ = v
′2 + v′2∗ .
We consider a cross section with a non-integrable singularity of the type
(1.2) β(θ) ≈
θ→0
|θ|−1−2s
for some given parameter 0 < s < 1. For more details on the physics background, the reader is
referred to [6, 25] and references therein.
We study the Kac equation (1.1) around the normalized Maxwellian distribution
µ(v) = (2π)−
1
2 e−
|v|2
2 , v ∈ R.
In a close to equilibrium framework, considering the fluctuation of density distribution function
f(t, x, v) = µ(v) +
√
µ(v)g(t, x, v).
Note that K(µ, µ) = 0 by conservation of the kinetic energy, we turn to the following Cauchy
problem
(1.3)
{
∂tg + v∂xg +Kg = Γ(g, g), t > 0, v ∈ R,
g|t=0 = g0,
where
K(g) , K1(g) +K2(g),
with
K1(g) = −µ−1/2K(µ, µ1/2g), K2(g) = −µ−1/2K(µ1/2g, µ)
and
Γ(g, g) = µ−1/2K(µ1/2g, µ1/2g).
The linearized Kac operator K has been investigated by Lerner, Morimoto, Pravda-Starov and Xu
in [17]. It is shown that K is a non-negative unbounded operator on L2(Rv) with a kernel given by
Ker K = Span{e0, e2}.
Here the Hermite basis (en)n≥0 is an orthonormal basis of L
2(R), which is presented in Section
5.1. The harmonic oscillator
H , −∆v + v
2
4
=
∑
n≥0
(n+
1
2
)Pn,
where Pn stands for the orthogonal projection
Pnf = (f, en)L2(R)en.
Furthermore, the fractional harmonic oscillator
Hs =
∑
k≥0
(k +
1
2
)sPk
can be defined by the functional calculus. The linearized Kac operator is diagonal in the Hermite
basis
(1.4) K =
∑
k≥1
λkPk
with a spectrum only composed by the non-negative eigenvalues
λ2k+1 =
∫ π
4
−π4
β(θ)(1 − (cos θ)2k+1)dθ ≥ 0, k ≥ 0,
λ2k =
∫ π
4
−π4
β(θ)(1 − (cos θ)2k − (sin θ)2k)dθ ≥ 0, k ≥ 1,
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satisfying the asymptotic estimates
(1.5) λk ≈ ks.
Now we take the following choice for the cross section
(1.6) β(θ) =
| cos θ2 |
| sin θ2 |1+2s
, |θ| ≤ π
4
,
in part because of the usage of those results in [17] directly. In that case, the eigenvalues satisfy
the asymptotic equivalence
(1.7) λk ∼
k→+∞
21+s
s
Γ(1 − s)ks,
where Γ denotes the Gamma function.
It is known that the solution of Boltzmann equation without angular cutoff can enjoy smooth-
ing effects. The non-integrability of the cross section is essential for the smoothing effect, see for
example [9]. Alexandre-Morimoto-Ukai-Xu-Yang [3] highlighted the importance of regularization
effects for Boltzmann equation (see also [1, 4, 10, 11]). They studied C∞ smoothing properties of
the spatially inhomogeneous non-cutoff Boltzmann equation in [1, 2, 3]. In [19], Lerner-Morimoto-
Starov-Xu studied the linearized Landau and Boltzmann equation and proved that the linearized
non-cutoff Boltzmann operator with Maxwellian is exactly equal to a fractional power of the lin-
earized Landau operator. In addition, Lekrine-Xu [16] investigated the Gevrey regularizing effect of
the Cauchy problem for non-cutoff homogeneous Kac equation. Later, Lerner-Morimoto-Starov-Xu
[17] considered the linearized non-cutoff Kac collision operator around the Maxwellian distribution
and found that it behaved like a fractional power of the harmonic oscillator and was diagonal in
the hermite basis. Moreover, it was shown in [20] by Lerner-Morimoto-Starov-Xu that the Cauchy
problem to the homogeneous non-cutoff Kac equation{
∂tg +Kg = Γ(g, g),
g|t=0 = g0 ∈ L2(Rv),
enjoys the following Gefand-Shilov regularizing properties
∀t > 0, g(t) ∈ S
1
2s
1
2s
(R),
where the Gefand-Shilov space Sµν (R
d) with µ, ν > 0, µ+ ν ≥ 1, are defined as the set of smooth
functions f ∈ C∞(Rd) satisfying
∃A,C > 0, ∀α, β ∈ Nd, sup
v∈Rd
|vβ∂αv f(v)| ≤ CA|α|+|β|(α!)µ(β!)ν .
The Gevrey class Gµ(Rd) is the set of smooth function fulfilling
∃A,C > 0, ∀α ∈ Nd, sup
v∈Rd
|∂αv f(v)| ≤ CA|α|(α!)µ.
The analysis of the Gevrey regularizing properties of spatially inhomogeneous kinetic equations
with respect to both position and velocity variables is more complicated. Up to now, there are few
results expect for a very simplified model of the linearized inhomogeneous non-cutoff Boltzmann
equation, say the generalized Kolomogorov equation
(1.8)
{
∂tg + v · ∇xg + (−∆v)sg = 0,
g|t=0 = g0 ∈ L2(R2dx,v),
with 0 < s < 1. Morimoto and Xu [21] found that the solution to (1.8) satisfied
∃c > 0, ∀t > 0, ec(t2s+1(−∆x)s+t(−∆v)s)g(t) ∈ L2(R2dx,v),
which implies that the generalized Kolomogorov equation enjoys a G
1
2s (R2dx,v) Gevrey smoothing
effect with respect to both position and velocity variables. The phenomenon of hypoellipticity
arises from non-commutation and non-trivial interactions between the transport part v · ∇x and
the diffusion part (−∆v)s in this evolution equation. On the other hand, for the Cauchy problem
of the linear model of spatially inhomogeneous Landau equation,
(1.9)
{
∂tg + v · ∇xg = ∇v
(
a¯(µ) · ∇vg − b¯(µ)g
)
,
g|t=0 = g0
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with
a¯ij(µ) = δij(|v|2 + 1)− vivj ,
b¯j(µ) = −vj , i, j = 1, · · · , d,
they showed in [21] that the solution to (1.9) enjoyed a G1(R2dx,v) Gevrey smoothing effect with
respect to both position and velocity variables with the estimate
∃c > 0, ∀t > 0, ec(t2(−∆x)
1
2 +t(−∆v)
1
2 )g(t) ∈ L2(R2dx,v),
which coincides with the fact that the Landau equation can be regarded as the limit s = 1 of the
Boltzmann equation.
Recently, Lerner-Morimoto-Starov-Xu [18] considered the spatially inhomogeneous non-cutoff
Kac equation in the Sobolev space and showed that the Cauchy problem for the fluctuation around
the Maxwellian distribution admitted S
1+ 12s
1+ 12s
Gelfand-Shilov regularity properties with respect to
the velocity variable and G1+
1
2s Gevrey regularizing properties with respect to the position variable.
In [18], the authors conjectured that it remained still open to determine whether the regularity
indices 1 + 12s is sharp or not. On the other hand, Duan-Liu-Xu [12] and Morimoto-Sakamoto
[22] studied the Cauchy problem for the Boltzmann equation with the initial datum belonging to
critical Besov space. Motivated by those works, we intend to study the inhomogeneous non-cutoff
Kac equation in critical Besov space and then improve the Gelfand-Shilov regularizing properties
and Gevrey regularizing properties.
Now, our main results are stated as follows (see Section 2 for the definition of Besov spaces ).
Theorem 1.1 (Main Theorem). Let 0 < T < +∞. We suppose that the collision cross section
satisfies (1.6) with 0 < s < 1. There exists a constant ε0 > 0 such that for all g0 ∈ L˜2v(B1/22,1 )
satisfying
‖g0‖L˜2v(B1/22,1 ) ≤ ε0,
then the Cauchy problem (1.3) admits a weak solution g ∈ L˜∞T L˜2v(B1/22,1 ) satisfying
‖g‖
L˜∞T L˜
2
v(B
1/2
2,1 )
+ ‖H s2 g‖
L˜2T L˜
2
v(B
1/2
2,1 )
≤ c0eT ‖g0‖L˜2v(B1/22,1 ),
for some constant c0 > 1. Furthermore, this solution is smooth for all positive time 0 < t ≤ T ,
which satisfies the following Gelfand-Shilov and Gevrey type estimates: For δ > 0, there exists
C > 1 such that for all 0 < t ≤ T and for all k, l, q ≥ 0,
‖vk∂lv∂qxg(t)‖L˜2v(B1/22,1 ) ≤
Ck+l+q+1
t
3s+1
2s(s+1)
(k+l+2)+ 2s+12s q+δ
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1) (q!)
2s+1
2s ‖g0‖L˜2v(B1/22,1 ).
Our result deserves some comments in contrast to the result of [18].
Remark 1.2. (1) We show the well-posedness of Cauchy problem with the initial datum be-
longing to the spatially critical Besov space L˜2v(B
1/2
2,1 ), rather than in the Sobolev space
L2v(H
1
x).
(2) For the regularizing effect, our result indicates that
∀t > 0, ∀x ∈ R, g(t, x, ·) ∈ S
3s+1
2s(s+1)
3s+1
2s(s+1)
(R); ∀t > 0, ∀v ∈ R, g(t, ·, v) ∈ G1+ 12s (R).
Actually, the Gelfand-Shilov index for the velocity variable is sharp for 0 < s < 1, if
noticing that
3s+ 1
2s(s+ 1)
=
2s+ 1
2s
3s+ 1
(2s+ 1)(s+ 1)
< 1 +
1
2s
.
(3) If s is close to 1, the solution is almost analytic in the velocity variable, since
3s+ 1
2s(s+ 1)
→ 1.
Therefore, our Gelfand-Shilov index for the velocity variable should be optimal.
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The paper is arranged as follows. In Section 2, we recall the definitions of Besov spaces and
Chemin-Lerner spaces as well as some key estimates for the Kac collision operator. Section 3 is
devoted to establish the local existence for (1.3) in critical Besov space. In Section 4, we establish
Gelfand-Shilov regularizing properties with respect to the velocity variable and Gevrey smoothing
effects with respect to position variable. Section 5 is Appendix, where instrumental estimates in
terms of Hermite functions, the definition of the Kac collision operator as a finite part integral,
some estimates of Kac collision operator, the equivalent definitions of Gelfand-Shilov regularity
and analysis properties in Besov spaces are presented.
2. Analysis of Kac collision operator
In this section, we present the trilinear estimates of the Kac collision operator which will be
used in the subsequent analysis. Firstly, we recall the Littlewood-Paley decomposition. The reader
is also referred to [7] for more details. Let (ϕ, χ) be a couple of smooth functions valued in the
closed interval [0, 1] such that ϕ is supported in the shell C(0, 34 ,
8
3 ) =
{
ξ ∈ R : 34 ≤ |ξ| ≤ 83
}
and
χ is supported in the ball B(0, 43 ) =
{
ξ ∈ R : |ξ| ≤ 43
}
. In terms of the two functions, one has the
unit decomposition
χ(ξ) +
∑
q≥0
ϕ
(
2−qξ
)
= 1, ∀ξ ∈ R.
The inhomogeneous dyadic blocks are defined by
∆−1u , χ(D)u, ∆qu , ϕ(2
−qD)u, q ≥ 0
for u = u(x) ∈ S ′(Rx). Hence, the Littlewood-Paley decomposition for any tempered distribution
u reads
u =
∑
q≥−1
∆qu.
It is also convenient to introduce the low-frequency cut-off:
Squ =
∑
p≤q−1
∆pu.
Now, we give the definition of main functional spaces in the present paper.
Definition 2.1. Let σ ∈ R and 1 ≤ p, r ≤ ∞. The nonhomogeneous Besov space Bσp,r is defined
by
Bσp,r :=
{
u ∈ S ′(Rx) : u =
∑
q≥−1
∆qu in S ′
∣∣∣ ‖u‖Bσp,r <∞}
where
‖u‖Bσp,r =
∑
q≥−1
(
2qσ‖∆qf‖Lpx
)r1/r
with the usual convention for p, r =∞.
For the distribution u = u(t, x, v), we define the mixed Banach space
Lp1T L
p2
v L
p3
x , L
p1([0, T ];Lp2(Rv;L
p3(Rx)))
for 0 < T ≤ ∞ and 1 ≤ p1, p2, p3 ≤ ∞, whose norm is given by
‖u‖Lp1T Lp2v Lp3x =
∫ T
0
(∫
R
(∫
R
|u(t, x, v)|p3 dx
)p2/p3
dv
)p1/p2
dt
1/p1
with the usual convention if p1, p2, p3 =∞.
In addition, we give another mixed Banach space, which was initialed by Chemin and Lerner in
[8].
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Definition 2.2. Let σ ∈ R and 1 ≤ ̺1, ̺2, p, r ≤ ∞. For 0 < T ≤ ∞, the space L˜̺1T L˜̺2v (Bσp,r) is
defined by
L˜̺1T L˜
̺2
v (B
σ
p,r) =
{
u(t, ·, v) ∈ S ′ : ‖u‖L˜̺1T L˜̺2v (Bσp,r) <∞
}
,
where
‖u‖L˜̺1T L˜̺2v (Bσp,r) =
∑
q≥−1
(
2qσ‖∆qu‖L̺1T L̺2v Lpx
)r1/r
with the usual convention for ̺1, ̺2, p, r =∞.
Due to the coercivity of the linearized Kac collision operator K, we have the following result.
Lemma 2.3. For the linear term K, there exists a constant C > 0 such that for the suitable
function f, g
1
C
‖∆pH s2 f‖2L2(Rv) ≤ (∆pKf,∆pf)L2(Rv) + ‖∆pf‖2L2(Rv) ≤ C‖∆pH
s
2 f‖2L2(Rv)
for each p ≥ −1. Moreover, for σ > 0 and T > 0, it holds that
∑
p≥−1
2pσ
(∫ T
0
(∆pKg,∆pg)L2(R2x,v) dt
)1/2
≥ 1
C
‖H s2 g‖L˜2T L˜2v(Bσ2,1) − ‖g‖L˜2T L˜2v(Bσ2,1).
Proof. Observe that the inner product (·, ·)L2(Rv) is with respect to v, ∆p acts on x and the
linearized non-cutoff Kac operator K is independent of x. Thus, the first inequality can be obtained
by using the spectral estimate for K in Section 5.2. The second inequality just follows from the
first inequality and the definition of Chemin-Lerner spaces. 
For the nonlinear term Γ(f, g), the authors [18] showed some trilinear estimates in the Sobolev
space. Here, we establish the trilinear estimates with minor changes, which will be used in the
proof of local existence of (1.3).
Lemma 2.4. Let f, g, h ∈ S(R2x,v). Then there exists a constant C0 > 0 such that for all 0 ≤ δ ≤
1, j1, j2 ≥ 0 with j1 + j2 ≤ 1, it holds that∣∣∣∣((1 + δ√H+ δ〈Dx〉)−1Γ((1 + δ√H)j1f, (1 + δ√H)j2g), h)L2x,v
∣∣∣∣
≤ C0 ‖f‖L2vL∞x ‖H
s
2 g‖L2x,v‖H
s
2h‖L2x,v ,∣∣∣ ((1 + δ√H+ δ〈Dx〉)−1Γ(f, δ〈Dx〉(1 + δ√H+ δ〈Dx〉)−1g), h)
L2x,v
∣∣∣
≤ C0‖f‖L2vL∞x ‖H
s
2 g‖L2x,v‖H
s
2h‖L2x,v .
(2.1)
Proof. For f, g, h ∈ S(R2x,v), we decompose these functions into the Hermite basis in the velocity
variable
f =
+∞∑
n=0
fn(x)en(v), fn = 〈f(x, ·), en〉L2(Rv)
and similar decomposition for g, h. Notice that
‖f‖L2vLpx =
( +∞∑
n=0
‖fn‖2Lp(Rx)
) 1
2
, ‖Hmf‖L2vLpx =
( +∞∑
n=0
(
n+
1
2
)2m
‖fn‖2Lp(Rx)
) 1
2
(2.2)
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with 1 ≤ p ≤ ∞ and m ∈ R. Following from Lemma 5.4 and Cauchy-Schwarz inequality, we obtain∣∣∣∣∣
(
(1 + δ
√
H+ δ〈Dx〉)−1Γ((1 + δ
√
H)j1f,
(
1 + δ
√
H
)j2
g), h
)
L2x,v
∣∣∣∣∣
=
∣∣∣ +∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
((
1 + δ
√
n+
1
2
+ δ〈Dx〉
)−1(
1 + δ
√
k +
1
2
)j1
×
(
1 + δ
√
l +
1
2
)j2
fkgl, hn
)
L2x
∣∣∣
≤
+∞∑
n=0
|α0,n|‖f0‖L∞x ‖gn‖L2x‖hn‖L2x +
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖f2k‖L∞x ‖gl‖L2x‖hn‖L2x ,
where we used that∥∥∥(1 + δ√n+ 1
2
+ δ〈Dx〉
)−1(
1 + δ
√
k +
1
2
)j1(
1 + δ
√
l +
1
2
)j2∥∥∥
L(L2(Rx))
≤ 1,
since k + l = n and j1, j2 ≥ 0 with j1 + j2 ≤ 1. Under the assumption (1.6), it follows from the
formula (1.7) and Lemma 5.5 that for f, g, h ∈ S(R2x,v),∣∣∣∣∣
(
(1 + δ
√
H+ δ〈Dx〉)−1Γ((1 + δ
√
H)j1f,
(
1 + δ
√
H
)j2
g), h
)
L2x,v
∣∣∣∣∣
. ‖f0‖L∞x
+∞∑
n=0
(n+
1
2
)s‖gn‖L2x‖hn‖L2x +
+∞∑
n=0
‖hn‖L2x
( ∑
2k+l=n
k≥1,l≥0
µ˜k,l
k
3
4
‖f2k‖L∞x ‖gl‖L2x
)
:= I1 + I2.
By using (2.2), we have
I1 ≤ ‖f0‖L∞x
( +∞∑
n=0
(n+
1
2
)s‖gn‖2L2x
) 1
2
( +∞∑
n=0
(n+
1
2
)s‖hn‖2L2x
) 1
2
≤ ‖f0‖L∞x ‖H
s
2 g‖L2x,v‖H
s
2h‖L2x,v .
On the other hand, we obtain
I2 =
∑
k≥1,l≥0
µ˜k,l
k
3
4
‖f2k‖L∞x ‖gl‖L2x‖h2k+l‖L2x
=
+∞∑
l=0
(l +
1
2
)
s
2 ‖gl‖L2x
( +∞∑
k=1
µ˜k,l
k
3
4 (l + 12 )
s
2
‖f2k‖L∞x ‖h2k+l‖L2x
)
≤ ‖f‖L2v(L∞x ) ‖H
s
2 g‖L2x,v
( +∞∑
l=0
+∞∑
k=1
µ˜2k,l
k
3
2 (l + 12 )
s
‖h2k+l‖2L2x
) 1
2
.
Here, we may calculate that( +∞∑
l=0
+∞∑
k=1
µ˜2k,l
k
3
2 (l + 12 )
s
‖h2k+l‖2L2x
) 1
2
=
[ +∞∑
n=0
‖hn‖2L2x
( ∑
2k+l=n
k≥1,l≥0
µ˜2k,l
k
3
2 (l + 12 )
s
)] 1
2
.
Since
µ˜k,l . k
1
4 when k ≥ l, k ≥ 1, l ≥ 0; µ˜k,l . (l + 1
2
)s when 1 ≤ k ≤ l,
it follows from Lemma 5.5 that∑
2k+l=n
k≥1,l≥0
µ˜2k,l
k
3
2 (l + 12 )
s
.
∑
2k+l=n
k≥1,l≥0
k≥l
k
1
2
k
3
2 (l + 12 )
s
+
∑
2k+l=n
k≤1,l≥0
k≤l
(l + 12 )
s
k
3
2
. (n+
1
2
)s.
8 H.-M. CAO, H.-G. LI, C.-J. XU AND J. XU
Thus, we are led to
(2.3)
( +∞∑
l=0
+∞∑
k=1
µ˜2k,l
k
3
2 (l + 12 )
s
‖h2k+l‖2L2x
) 1
2
. ‖H s2h‖L2x,v .
We can conclude that there a positive constant C0 > 0 such that∣∣∣∣((1 + δ√H + δ〈Dx〉)−1Γ((1 + δ√H)j1f, (1 + δ√H)j2g), h)L2x,v
∣∣∣∣
≤ C0 ‖f‖L2vL∞x ‖H
s
2 g‖L2x,v‖H
s
2 h‖L2x,v ,
which leads to the first inequality in (2.1). Similarly, we have∣∣∣ ((1 + δ√H+ δ〈Dx〉)−1Γ(f, δ〈Dx〉(1 + δ√H+ δ〈Dx〉)−1g), h)
x,v
∣∣∣
=
∣∣∣ +∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
∫
R
1
(1 + δ
√
n+ 12 + δ〈Dx〉)
(fk
δ〈Dx〉
(1 + δ
√
l + 12 + δ〈Dx〉)
gl)hn(x)dx
∣∣∣
≤
+∞∑
n=0
|α0,n|‖f0‖L∞x ‖gn‖L2x‖hδ,n‖L2x +
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖f2k‖L∞x ‖gl‖L2x‖hn‖L2x ,
where we used ∥∥∥δ〈Dx〉(1 + δ√n+ 1
2
+ δ〈Dx〉
)−1∥∥∥
L(L2(Rx))
≤ 1,∥∥∥(1 + δ√n+ 1
2
+ δ〈Dx〉
)−1∥∥∥
L(L2(Rx))
≤ 1.
Hence, by proceeding the similar procedure, we can obtain the second inequality in (2.1). 
Putting δ = 0 in Lemma 2.4, which coincides with Lemma 3.5 in [20].
Remark 2.5. Let f, g, h ∈ S(R2x,v), then there exists a constant C0 > 0 such that∣∣∣(Γ(f, g), h)L2x,v ∣∣∣ ≤ C0 ‖f‖L2vL∞x ‖H s2 g‖L2x,v‖H s2h‖L2x,v .
By the similar proof as in [18], we also have
Lemma 2.6. Let f, g, h ∈ S(R2x,v). Then there exists a constant C0 > 0 such that∥∥H−sΓ(f, g)∥∥
L2x,v
≤ C0 ‖f‖L2vL∞x ‖g‖L2x,v .
We prove the following result in order to estimate the nonlinear collision operator in the frame-
work of Besov spaces.
Lemma 2.7. There exists a constant C1 > 0 such that for all f, g ∈ S(Rx), t ≥ 0, 0 < κ ≤
1,m, n ≥ 0,
‖Gκ,m+n(t)([(Gκ,m(t))−1f ][(Gκ,n(t))−1g])‖L2x ≤ C1‖f‖B1/22,1 ‖g‖L2x,(2.4)
with the Fourier multiplier
(2.5) Gκ,n(t) =
exp
(
t
(
(n+ 12 )
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
)
1 + κ exp
(
t
(
(n+ 12 )
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
) .
Proof. Notice that the operator Gκ,n(t) is a bounded isomorphism of L2(Rx) such that
(Gκ,n(t))−1 =
1 + κ exp
(
t
(
(n+ 12 )
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
)
exp
(
t(n+ 12 )
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
) .
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Set
h = Gκ,m+n(t)([(Gκ,m(t))−1f ][(Gκ,n(t))−1g]),
then we have
hˆ(ξ) =
exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
1 + κ exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)F(([(Gκ,m(t))−1f ][(Gκ,n(t))−1g]))
=
1
2π
exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
1 + κ exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)F((Gκ,m(t))−1f) ∗ F((Gκ,n(t))−1g),
(2.6)
where F denotes the Fourier transform. Consider the increasing function
Z(x) =
ex
1 + κex
,
we can calculate and obtain
∀x, y ≥ 0, Z(x+ y)
Z(x)Z(y)
= κ+
1− κ
1 + κex+y
+
κ(ex + ey)
1 + κex+y
≤ 1 + 1
ex
+
1
ey
≤ 3,
which implies that the function Z(x) satisfies the inequality
∀x, y ≥ 0, Z(x+ y) ≤ 3Z(x)Z(y).(2.7)
Since for all m,n ≥ 0, ξ, η ∈ R,((
m+ n+
1
2
) s+1
2
+ 〈ξ〉 3s+12s+1
) 2s
3s+1
≤
((
m+
1
2
) s+1
2
+ 〈η〉 3s+12s+1
) 2s
3s+1
+
((
n+
1
2
) s+1
2
+ 〈ξ − η〉 3s+12s+1
) 2s
3s+1
,
by using (2.7), we obtain
exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
1 + κ exp
(
t
( (
m+ n+ 12
) s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
≤
3 exp
(
t
( (
m+ 12
) s+1
2 + 〈η〉 3s+12s+1
) 2s
3s+1
)
1 + κ exp
(
t
( (
m+ 12
) s+1
2 + 〈η〉 3s+12s+1
) 2s
3s+1
)
×
exp
(
t
( (
n+ 12
) s+1
2 + 〈ξ − η〉 3s+12s+1
) 2s
3s+1
)
1 + κ exp
(
t
( (
n+ 12
) s+1
2 + 〈ξ − η〉 3s+12s+1
) 2s
3s+1
) .
(2.8)
Then it follows from (2.6) and (2.8) that
‖h‖L2x ≤
3
(2π)
3
2
‖|fˆ | ∗ |gˆ|‖L2x =
3
(2π)
3
2
‖FF−1(|fˆ | ∗ |gˆ)|‖L2x
=
3
2π
‖F−1(|fˆ | ∗ |gˆ)|‖L2x = 3‖F−1(|fˆ |)F−1(|gˆ|)‖L2x
≤ 3‖F−1(|fˆ |)‖L∞x ‖F−1(|gˆ|)‖L2x ≤ C1‖f‖B1/22,1 ‖g‖L2x,
10 H.-M. CAO, H.-G. LI, C.-J. XU AND J. XU
which leads to the desired (2.4). Here we used ‖F−1(|uˆ|)‖L∞x ≤ Cd‖u‖Bd/22,1 on R
d(d ≥ 1) for
u ∈ S(Rd). Indeed,
‖F−1(|uˆ|)‖L∞x ≤ ‖uˆ‖L1x ≤
∑
p≥−1
‖∆̂pu‖L1x
=
∫
|ξ|≤ 43
|∆̂−1u|dξ +
∑
p≥0
∫
3
42
p≤|ξ|≤ 832
p
|∆̂pu|dξ
≤
∑
p≥−1
Cd2
d
2 p‖∆pu‖L2x = Cd‖u‖Bd/22,1 ,
where Cd > 0 is a positive constant depending on the dimension d. Hence, the proof of Lemma 2.7
is finished. 
Now, we establish the key trilinear estimates for Γ(f, g).
Lemma 2.8. Let f, g, h ∈ S(R2x,v). Then it holds that for all t ≥ 0 and 0 < κ ≤ 1∣∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)L2x,v ∣∣∣
.
∑
|j−p|≤4
‖∆jf‖L2x,v ‖H
s
2 g‖
L2v(B
1/2
2,1 )
‖H s2∆ph‖L2x,v
+
∑
j≥ p−4
‖f‖
L2v(B
1/2
2,1 )
‖H s2∆jg‖L2x,v‖H
s
2∆ph‖L2x,v ,
(2.9)
with
Gκ(t) =
exp
(
t
(
H s+12 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
)
1 + κ exp
(
t
(
H s+12 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
) .
Proof. Firstly, recalling Bony’s decomposition, one can write ∆p (uv) as follows
∆p (uv) = ∆p (Tuv +Tvu+R(u, v)) ,
where T and R are called as “paraproduct” and “remainder”. They are defined formally by
Tuv =
∑
j
Sj−1u∆jv, R(u, v) =
∑
j
∑
|j−j′|≤1
∆j′u∆jv, for u, v ∈ S ′(R).
Notice that
∆pTuv =
∑
j
∆p(Sj−1u∆jv) =
∑
|j−p|≤4
∆p(Sj−1u∆jv),
∆pTvu =
∑
j
∆p(∆juSj−1v) =
∑
|j−p|≤4
∆p(∆juSj−1v),
∆pR(u, v) =
∑
j
∑
|j−j′|≤1
∆p(∆ju∆j′v) =
∑
max(j,j′)≥ p−2
∑
|j−j′|≤1
∆p(∆ju∆j′v),
so it holds that
∆p (uv) =
∑
|j−p|≤4
∆p(Sj−1u∆jv) +
∑
|j−p|≤4
∆p(∆juSj−1v) +
∑
max(j,j′)≥ p−2
∑
|j−j′|≤1
∆p(∆ju∆j′v).
Since
Gκ(t) =
exp
(
t
(
H s+12 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
)
1 + κ exp
(
t
(
H s+12 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
) = +∞∑
n=0
Gκ,nPn,
where Gκ,n is given by (2.5) and Pn denotes the orthogonal projections onto the Hermite basis
described in Section 5. Taking u = (Gκ,k(t))−1fk, v = (Gκ,l(t))−1gl for f, g, h ∈ S(R2x,v), it follows
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from Lemma 5.4 that
(
Gκ(t)∆pΓ((Gκ(t))
−1f, (Gκ(t))
−1g),∆ph
)
L2x,v
=
+∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
(Gκ,n(t)∆p ([(Gκ,k(t))−1fk][(Gκ,l(t))−1gl]) ,∆phn)L2x
=
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
(Gκ,n(t)∆p (Sj−1[(Gκ,k(t))−1fk]∆j [(Gκ,l(t))−1gl]) ,∆phn)L2x
+
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
(Gκ,n(t)∆p (∆j [(Gκ,k(t))−1fk]Sj−1[(Gκ,l(t))−1gl]) ,∆phn)L2x
+
∑
max(j,j′)≥p−2
∑
|j−j′|≤1
+∞∑
n=0
∑
k+l=n
k,l≥0
αk,l
(Gκ,n(t)∆p (∆j [(Gκ,k(t))−1fk]∆j′ [(Gκ,l(t))−1gl]) ,∆phn)L2x
, A1 +A2 +A3.
For A1, since [Sj−1, (Gκ,k(t))−1] = 0 and [∆j , (Gκ,l(t))−1] = 0 with j ≥ 1, 0 < κ ≤ 1, k ≥ 0, we
obtain
|A1|
≤
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
|αk,l|‖Gκ,n(t)
(
Sj−1[(Gκ,k(t))−1fk]∆j [(Gκ,l(t))−1gl]
) ‖L2x‖∆2phn‖L2x
=
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
|αk,l|‖Gκ,n(t)
(
(Gκ,k(t))−1[Sj−1fk](Gκ,l(t))−1[∆jgl]
) ‖L2x‖∆2phn‖L2x
≤
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
|αk,l|‖Sj−1fk‖B1/22,1 ‖∆jgl‖L2x‖∆phn‖L2x
≤
∑
|j−p|≤4
+∞∑
n=0
|α0,n|‖f0‖B1/22,1 ‖∆jgn‖L2x‖∆phn‖L2x
+
∑
|j−p|≤4
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖f2k‖B1/22,1 ‖∆jgl‖L2x‖∆phn‖L2x ,
where we used Lemma 2.7 in the forth line, and Lemma 5.4 and Lemma 5.8 in the last two line.
Bounding A2, A3 are similar, we have
|A2|
≤
∑
|j−p|≤4
+∞∑
n=0
∑
k+l=n
k,l≥0
|αk,l|‖Gκ,n(t)
(
∆j [(Gκ,k(t))−1fk]Sj−1[(Gκ,l(t))−1gl]
) ‖L2x‖∆2phn‖L2x
+
∑
|j−p|≤4
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖∆jf2k‖L2x‖gl‖B1/22,1 ‖∆phn‖L2x ,
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|A3|
≤
∑
max(j,j′)≥p−2
∑
|j−j′|≤1
+∞∑
n=0
∑
k+l=n
k,l≥0
|αk,l|‖Gκ,n(t)
(
∆j [(Gκ,k(t))−1fk]∆j′ [(Gκ,l(t))−1gl]
) ‖L2x‖∆2phn‖L2x
+
∑
j≥p−3
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖∆jf2k‖L2x‖gl‖B1/22,1 ‖∆phn‖L2x .
Combining the three estimates for A1, A2, A3 implies that∣∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)L2x,v ∣∣∣
≤
∑
|j−p|≤4
+∞∑
n=0
|α0,n|‖f0‖B1/22,1 ‖∆jgn‖L2x‖∆phn‖L2x
+
∑
j≥p−4
+∞∑
n=0
|α0,n|‖∆jf0‖L2x‖gn‖B1/22,1 ‖∆phn‖L2x
+
∑
|j−p|≤4
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖f2k‖B1/22,1 ‖∆jgl‖L2x‖∆phn‖L2x
+
∑
j≥p−4
+∞∑
n=0
∑
2k+l=n
k≥1,l≥0
|α2k,l|‖∆jf2k‖L2x‖gl‖B1/22,1 ‖∆phn‖L2x
, J1 + J2 + J3 + J4.
By using the formula (1.7) and (2.2), we arrive at
J1 + J2 ≤
∑
|j−p|≤4
+∞∑
n=0
(n+
1
2
)s‖f0‖B1/22,1 ‖∆jgn‖L2x‖∆phn‖L2x
+
∑
j≥ p−4
+∞∑
n=0
(n+
1
2
)s‖∆jf0‖L2x‖gn‖B1/22,1 ‖∆phn‖L2x
≤
∑
|j−p|≤4
‖f0‖B1/22,1 ‖∆jH
s
2 g‖L2vL2x‖H
s
2∆ph‖L2x,v
+
∑
j≥ p−4
‖∆jf0‖L2x‖H
s
2 g‖
L2v(B
1/2
2,1 )
‖H s2∆ph‖L2x,v .
(2.10)
On the other hand, for J3 and J4, by using the Lemma 5.5 once again, we obtain
J3 + J4 ≤
∑
|j−p|≤4
∑
k≥1,l≥0
µ˜k,l
k
3
4
‖f2k‖B1/22,1 ‖∆jgl‖L2x‖∆ph2k+l‖L2x
+
∑
j≥ p−4
∑
k≥1,l≥0
µ˜k,l
k
3
4
‖∆jf2k‖L2x‖gl‖B1/22,1 ‖∆ph2k+l‖L2x
≤
∑
|j−p|≤4
‖f‖
L2v(B
1/2
2,1 )
‖H s2∆jg‖L2x,v
(+∞∑
l=0
+∞∑
k=1
µ˜2k,l
k
3
2 (l + 12 )
s
‖∆ph2k+l‖2L2x
) 1
2
+
∑
j≥ p−4
‖∆jf‖L2x,v ‖H
s
2 g‖
L2v(B
1/2
2,1 )
( +∞∑
l=0
+∞∑
k=1
µ˜2k,l
k
3
2 (l + 12 )
s
‖∆ph2k+l‖2L2x
) 1
2
.
(2.11)
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Therefore, we conclude that from (2.3), (2.10) and (2.11)∣∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)L2x,v ∣∣∣
.
∑
|j−p|≤4
‖f‖
L2v(B
1/2
2,1 )
‖H s2∆jg‖L2x,v‖H
s
2∆ph‖L2x,v
+
∑
j≥ p−4
‖∆jf‖L2x,v ‖H
s
2 g‖
L2v(B
1/2
2,1 )
‖H s2∆ph‖L2x,v ,
which is (2.9) exactly. The proof of Lemma 2.8 is completed. 
Take κ = t = 0 in Lemma 2.8, we have the following consequence.
Remark 2.9. Let f, g, h ∈ S(R2x,v). Then it holds that∣∣∣(∆pΓ(f, (g),∆ph)L2x,v ∣∣∣
.
∑
|j−p|≤4
‖∆jf‖L2x,v ‖H
s
2 g‖L2vL∞x ‖H
s
2∆ph‖L2x,v
+
∑
j≥ p−4
‖f‖L2vL∞x ‖H
s
2∆jg‖L2x,v‖H
s
2∆ph‖L2x,v .
Lemma 2.10. Assume σ > 0, T > 0 and 0 < κ ≤ 1. Let f = f(t, x, v), g = g(t, x, v) and
h = h(t, x, v) be three suitably functions such that all norms on the right of the following inequalities
are well defined. Then there exists a constant C1 > 0 such that
∑
p≥−1
2pσ
[∫ T
0
∣∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)L2x,v ∣∣∣ dt
]1/2
≤ C1‖f‖1/2L˜∞T L˜2v(Bσ2,1)‖H
s
2 g‖1/2
L2TL
2
v(B
1/2
2,1 )
‖H s2 h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
+ C1 ‖f‖1/2
L∞T L
2
v(B
1/2
2,1 )
‖H s2 g‖1/2
L˜2T L˜
2
v(B
σ
2,1)
‖H s2h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
.
(2.12)
Proof. Based on Lemma 2.8, it follows from Cauchy-Schwarz inequality that
∑
p≥−1
2pσ
[∫ T
0
∣∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)L2x,v ∣∣∣ dt
]1/2
.
∑
p≥−1
2pσ
 ∑
|j−p|≤4
∫ T
0
‖f‖
L2v(B
1/2
2,1 )
∥∥H s2∆jg∥∥L2x,v ∥∥H s2∆ph∥∥L2x,v dt
1/2
+
∑
p≥−1
2pσ
 ∑
j≥ p−4
∫ T
0
‖∆jf‖L2x,v
∥∥H s2 g∥∥
L2v(B
1/2
2,1 )
∥∥H s2∆ph∥∥L2x,v dt
1/2
. ‖f‖1/2
L∞T L
2
v(B
1/2
2,1 )
∑
p≥−1
2pσ
( ∑
|j−p|≤4
∥∥H s2∆jg∥∥L2TL2x,v )1/2 ∥∥H s2∆ph∥∥1/2L2TL2x,v
+
∥∥H s2 g∥∥1/2
L2TL
2
v(B
1/2
2,1 )
∑
p≥−1
2pσ
( ∑
j≥ p−4
‖∆jf‖L∞T L2x,v
)1/2 ∥∥H s2∆ph∥∥1/2L2TL2x,v
. ‖f‖1/2
L∞T L
2
v(B
1/2
2,1 )
‖H s2 g‖1/2
L˜2T L˜
2
v(B
σ
2,1)
‖H s2 h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
∑
p≥−1
∑
|j−p|≤4
2(p−j)σc(j)
1/2
+ ‖H s2 g‖1/2
L2TL
2
v(B
1/2
2,1 )
‖H s2 h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
∑
p≥−1
∑
j≥ p−4
2pσ ‖∆jf‖L∞T L2x,v
1/2 ,
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where c(j) = 2jσ
∥∥H s2∆jg∥∥L2TL2x,v / ∥∥H s2 g∥∥L˜2T L˜2v(Bσ2,1) and ‖c(j)‖ℓ1 ≤ 1. Hence, with Fubini’s theo-
rem and Young’s inequality, we have∑
p≥−1
∑
|j−p|≤4
2(p−j)σc(j) =
∑
p≥−1
[(1|j|≤42
jσ) ∗ c(j)](p)
≤ ‖1|j|≤42jσ‖ℓ1‖c(j)‖ℓ1 < +∞.
Since ∑
−1≤ p≤ j+4
2(p−j)σ = 2−(j+1)σ + 2−jσ + · · ·+ 24σ = 2
4σ(1− 2−jσ)
1− 2−σ < +∞,
it follows that∑
p≥−1
∑
j≥ p−4
2pσ ‖∆jf‖L∞T L2x,v =
∑
j≥−1
2jσ
( ∑
−1≤ p≤ j+4
2(p−j)σ
)
‖∆jf‖L2TL2x,v
.
∑
j≥−1
2jσ ‖∆jf‖L∞T L2x,v = ‖f‖L˜∞T L˜2v(Bσ2,1).
Consequently, we conclude that
∑
p≥−1
2pσ
[∫ T
0
∣∣(Gκ(t)∆pΓ((Gκ(t))−1f, (Gκ(t))−1g),∆ph)∣∣ dt]1/2
≤ C1 ‖f‖1/2
L∞T L
2
v(B
1/2
2,1 )
‖H s2 g‖1/2
L˜2T L˜
2
v(B
σ
2,1)
‖H s2 h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
+ C1‖f‖1/2L˜∞T L˜2v(Bσ2,1)‖H
s
2 g‖1/2
L2TL
2
v(B
1/2
2,1 )
‖H s2h‖1/2
L˜2T L˜
2
v(B
σ
2,1)
.
Hence, the proof of Lemma 2.10 is complete. 
Similarly, it follows from Remark 2.9, Lemma 5.9 and Lemma 5.11 that
Corollary 2.11. Set T > 0. Let f = f(t, x, v), g = g(t, x, v) and h = h(t, x, v) be three suitably
functions. Then it holds that
∑
p≥−1
2
p
2
(∫ T
0
∣∣∣(∆pΓ(f, g),∆pg)L2x,v ∣∣∣ dt
)1/2
. ‖f‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 g‖1/2
L˜2T L˜
2
v(B
1/2
2,1 )
‖H s2 h‖1/2
L˜2T L˜
2
v(B
1/2
2,1 )
.
3. The local existence of weak solution
This section is devoted to proving the local existence of weak solution to the Cauchy problem
(1.3).
3.1. The local existence of weak solution. We first state the local-in-time existence of weak
solution to (1.3).
Theorem 3.1 (Local existence). Let 0 < T < +∞. We assume that the collision cross section
satisfies (1.6) with 0 < s < 1. There exists a constant ε0 > 0 such that for all g0 ∈ L˜2v(B1/22,1 )
fulfilling
‖g0‖L˜2v(B1/22,1 ) ≤ ε0,
then (1.3) admits a weak solution g ∈ L∞([0, T ];L2(R2x,v)) satisfying
‖g‖
L˜∞T L˜
2
v(B
1/2
2,1 )
+ ‖H s2 g‖
L˜2T L˜
2
v(B
1/2
2,1 )
≤ c0eT ‖g0‖L˜2v(B1/22,1 ),(3.1)
for some constant c0 > 1.
Remark 3.2. Furthermore, we can obtain the uniqueness of solutions to the Cauchy problem (1.3)
among the small solutions satisfying (3.1). The uniqueness of solutions will be used in establishing
the Gelfand-Shilov and Gevrey regularizing effects as in Section 4.
Actually, in order to prove the above theorem, the following local existence of linearized Kac
equation is necessary.
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Theorem 3.3 (Local existence for linearized equation). There exists a constant ε0 > 0 such
that for all T > 0, g0 ∈ L˜2v(B1/22,1 ), f ∈ L˜∞T L˜2v(B1/22,1 ), satisfying
‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ ε0,
then the Cauchy problem
(3.2)
{
∂tg + v∂xg +Kg = Γ(f, g),
g(t, x, v)|t=0 = g0(x, v),
admits a weak solution g ∈ L∞([0, T ];L2(R2x,v)) satisfying
‖g‖
L˜∞T L˜
2
v(B
1/2
2,1 )
+ ‖H s2 g‖
L˜2T L˜
2
v(B
1/2
2,1 )
≤ c0eT ‖g0‖L˜2v(B1/22,1 ),(3.3)
for some constant c0 > 1.
Once having this result, Theorem 3.1 follows from the standard procedure.
Proof. Let 0 < λ < 1, T > 0 and g0 ∈ L˜2v(B1/22,1 ) be the initial fluctuation satisfying
‖g0‖L˜2v(B1/22,1 ) ≤ ε˜0, with 0 < ε˜0 = inf
( ε0
c0eT
,
1
4c0CC21e
3T
,
λ√
2Cc0C21e
3T
)
≤ ε0,(3.4)
where C,C1, c0, ε0 are those constants defined in Lemma 2.3, Lemma 2.10 and Theorem 3.1. We
define
g˜0 = exp
(
−δt(
√
H+ 〈Dx〉) 2s2s+1
)
g0, 0 ≤ t ≤ T
with 0 ≤ δ ≤ 1. With aid of Theorem 3.3, we prove the local existence of solutions to the nonlinear
Kac equation by constructing a local solution to the Cauchy problem (1.3) for the nonlinear Kac
equation as the limit of the following sequence of iterating approximate solutions:
(3.5)
{
∂tg˜n+1 + v∂xg˜n+1 +Kg˜n+1 = Γ(g˜n, g˜n+1), n ≥ 0,
g˜n+1(t, x, v)|t=0 = g0(x, v).
The procedure is standard, which is similar to that of Theorem 4.2 in [18]. Here, we omit details
for simplicity. 
In order to show Theorem 3.3, we need to develop the regularization method in [18]. The proof
can be divided into several steps for clarity.
3.2. The local weak solution of linearized Kac equation. In the first step, we give the
existence of local weak solution with the rough initial datum, the interested reader is referred to
Lemma 4.1 in [18] for similar details.
Proposition 3.4. There exists a constant ε0 > 0 such that for all T > 0, g0 ∈ L2(R2x,v), f ∈
L∞([0, T ]× Rx;L2(Rv)) satisfying
‖f‖L∞([0,T ]×Rx;L2v) ≤ ε0,
then the Cauchy problem (3.2) admits a weak solution
g ∈ L∞([0, T ];L2(R2x,v)).
Next, we turn to prove the regularity with respect to x and v, which is shown by the following
two subsections.
3.3. Regularity of weak solution in velocity variable. A rigorous proof of Theorem 3.3 is
to mollifier the weak solution g ∈ L∞([0, T ];L2(R2x,v)) in velocity and position variables. To do
this, we mollifier the function f , that is, setting fN =
∑N−1
p≥−1∆pf for N ∈ N, then we have
fN ∈ L˜∞T L˜2v(H+∞x ). For each fN (N ∈ N), we consider a weak solution gN ∈ L∞([0, T ];L2(R2x,v))
to the following Cauchy problem
(3.6)
{
∂tgN + v∂xgN +KgN = Γ(fN , gN),
gN (t, x, v)|t=0 = g0(x, v).
Some simple calculations enable us to obtain the following proposition for fN .
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Proposition 3.5. If f ∈ L˜∞T L˜2v(B1/22,1 ). For N ∈ N, put fN = SNf =
∑N−1
p≥−1∆pf . Then we get
i) If fN ∈ L˜∞T L˜2v(B1/22,1 ), then {fN} is a Cauchy sequence in L˜∞T L˜2v(B1/22,1 ).
ii) For 0 < σ ≤ 1/2, fN satisfies ‖fN‖L∞T L2vL2x ≤ C‖f‖L∞T L2vL2x and
‖fN‖L∞T L2vL2x ≤ C2‖fN‖L∞T L2v(Bσ2,1) ≤ C3‖fN‖L˜∞T L˜2v(Bσ2,1) ≤ C4‖f‖L˜∞T L˜2v(Bσ2,1),
where C2, C3, C4 > 0 are constants independent of N .
Then, we can establish the following proposition for the weak solution gN .
Proposition 3.6. For N ∈ N, put fN =
∑N−1
p≥−1∆pf . There exists a constant ε0 > 0 such that
for all T > 0, g0 ∈ L2(R2x,v), f ∈ L∞([0, T ]× Rx;L2(Rv)) satisfying
‖f‖L∞([0,T ]×Rx;L2v) ≤ ε0,
then the Cauchy problem (3.6) admits a weak solution gN(t, x, v) ∈ L∞([0, T ];L2(R2x,v)) such that
‖gN‖L∞T L2vL2x + ‖H
s
2 gN‖L2TL2vL2x ≤ c0e
3T ‖g0‖L2vL2x ,(3.7)
for some constant c0 > 1.
Proof. By applying Proposition 3.4, we see that the Cauchy problem (3.6) admits a weak so-
lution gN (t, x, v) ∈ L∞([0, T ];L2(R2x,v)). It only need to show (3.7) for a weak solution gN ∈
L∞([0, T ];L2(R2x,v)) under the assumption that ‖fN‖L∞([0,T ]×Rx;L2v) is sufficiently small, indepen-
dent of N .
It follows from (1.4), (1.5) and Lemma 2.6 that
H−sKg ∈ L∞([0, T ];L2(R2x,v)), H−sΓ(f, g) ∈ L∞([0, T ];L2(R2x,v)),
for f ∈ L∞([0, T ]× Rx;L2(Rv)), g ∈ L∞([0, T ];L2(R2x,v)). Define
gδ = (1 + δ
√
H+ δ〈Dx〉)−1gN , 0 < δ ≤ 1.(3.8)
Notice that
(1 + δ
√
H+ δ〈Dx〉)gδ ∈ L∞([0, T ];L2(R2x,v)) ⊂ L2([0, T ];L2(R2x,v)).
According to Theorem 3 in [13], we deduce that the mapping
t 7→ ‖gδ(t)‖2L2x,v ,
is absolutely continuous with
d
dt
(
‖gδ‖2L2x,v
)
= 2Re(∂tgδ, gδ)L2x,v .(3.9)
Taking the inner product of (3.6) with (1+δ
√H+δ〈Dx〉)−2g and integrating the resulting inequality
with respect to (x, v) ∈ R2. It follows from (3.8) and (3.9) that
1
2
d
dt
(
‖gδ‖2L2x,v
)
+Re (Kgδ, gδ)L2x,v +Re (v∂xgδ, gδ)L2x,v
+Re([(1 + δ
√
H+ δ〈Dx〉)−1, v](1 + δ
√
H + δ〈Dx〉)∂xgδ, gδ)L2x,v
= Re((1 + δ
√
H+ δ〈Dx〉)−1Γ(fN , (1 + δ
√
H+ δ〈Dx〉)gδ), gδ)L2x,v ,
since [(1 + δ
√H+ δ〈Dx〉)−1,K] = 0. Due to the coercivity estimate of the linearized Kac collision
operator K, we obtain, for all 0 ≤ t ≤ T ,
1
2
d
dt
(‖gδ‖2L2x,v) +
1
C
‖H s2 gδ‖2L2x,v − ‖gδ‖
2
L2x,v
≤ |((1 + δ
√
H + δ〈Dx〉)−1, v](1 + δ
√
H+ δ〈Dx〉)∂xgδ, gδ)L2x,v |
+ |((1 + δ
√
H+ δ〈Dx〉)−1Γ(fN , (1 + δ
√
H)gδ), gδ)L2x,v |
+ |((1 + δ
√
H+ δ〈Dx〉)−1Γ(fN , δ〈Dx〉gδ), gδ)L2x,v |,
(3.10)
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since K is a selfadjoint operator and Re(v∂xgδ, gδ)L2x,v = 0. Furthermore, it follows from Lemma
2.4 with j1 = 0, j2 = 1 that for all 0 ≤ δ ≤ 1,∣∣∣∣∣
((
1 + δ
√
H + δ〈Dx〉
)−1
Γ
(
fN , (1 + δ
√
H)gδ
)
, gδ
)
L2x,v
∣∣∣∣∣
≤ C0‖fN‖L2vL∞x ‖H
s
2 gδ‖2L2x,v .
(3.11)
Similarly, ∣∣∣∣((1 + δ√H + δ〈Dx〉)−1Γ(fN , δ〈Dx〉gδ), gδ)L2x,v
∣∣∣∣
=
∣∣∣∣(Γ(fN , δ〈Dx〉(1 + δ√H+ δ〈Dx〉)−1gN ),Mδgδ)L2x,v
∣∣∣∣
≤ C0‖fN‖L2vL∞x ‖H
s
2 gN‖L2x,v‖H
s
2 gδ‖L2x,v .
(3.12)
Thanks to the commutator estimate in (4.10) of [18], we have∥∥∥[(1 + δ√H+ δ〈Dx〉)−1, v] (1 + δ√H+ δ〈Dx〉) ∂xf∥∥∥2
L2x,v
≤ 4‖f‖2L2x,v ,
which leads to∣∣∣∣([(1 + δ√H+ δ〈Dx〉)−1, v](1 + δ√H + δ〈Dx〉)∂xgδ, gδ)L2x,v
∣∣∣∣ ≤ 2‖gδ‖2L2x,v .(3.13)
Consequently, we can deduce from (3.10), (3.11), (3.12) and (3.13) that for all 0 ≤ t ≤ T, 0 < δ ≤ 1
1
2
d
dt
(
‖gδ‖2L2x,v
)
+
1
C
‖H s2 gδ‖2L2x,v
≤ 3‖gδ‖2L2x,v + C0‖fN‖L2vL∞x (‖H
s
2 gN‖L2x,v + ‖H
s
2 gδ‖L2x,v)‖H
s
2 gδ‖L2x,v .
Furthermore, if taking
‖f‖L∞([0,T ]×Rx;L2v) ≤
1
4CC0
, T > 0,
then we obtain
d
dt
(
‖gδ‖2L2x,v
)
+
1
C
‖H s2 gδ‖2L2x,v ≤ 6‖gδ‖
2
L2x,v
+ 2C0‖fN‖L2vL∞x ‖H
s
2 gN‖2L2x,v ,
which leads to
‖gδ‖2L2x,v +
1
C
∫ t
0
e6(t−τ)‖H s2 gδ(τ)‖2L2x,vdτ
≤ e6t‖g0‖2L2x,v + 2C0‖fN(τ)‖L∞([0,T ]×Rx;L2v)
∫ t
0
e6(t−τ)‖H s2 gN(τ)‖2L2x,vdτ
for 0 ≤ t ≤ T and 0 < δ ≤ 1. Consequently, we obtain
‖gδ‖2L∞T L2x,v +
1
C
‖H s2 gδ(τ)‖2L2([0,T ]×R2x,v)
≤ e6T ‖g0‖2L2x,v + 2C0e
6T ‖fN (τ)‖L∞([0,T ]×Rx;L2v)‖H
s
2 gN(τ)‖2L2([0,T ]×R2x,v).
On the other hand, noticing that
‖gδ‖2L2x,v =
1
2π
+∞∑
n=0
∫
R
(
1 + δ
√
n+
1
2
+ δ〈ξ〉
)−2
|Fxg¯N(t, ξ)|2dξ,
‖H s2 gδ(τ)‖2L2([0,T ]×R2x,v)
=
1
2π
∫ T
0
+∞∑
n=0
(n+
1
2
)s
∫
R
(
1 + δ
√
n+
1
2
+ δ〈ξ〉
)−2
|Fxg¯N(t, ξ)|2dξdt,
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with g¯N = (gN(t, x, ·), en)L2(Rv), where Fx denotes the partial Fourier transform in the position
variable, it follows from the monotone convergence theorem (passing to the limit δ → 0+) that
‖gN‖2L∞T L2x,v +
1
C
‖H s2 gN (τ)‖2L2([0,T ]×R2x,v)
≤ e6T ‖g0‖2L2x,v + 2C0e
6T ‖fN(τ)‖L∞([0,T ]×Rx;L2v)‖H
s
2 gN(τ)‖2L2([0,T ]×R2x,v).
Thanks to the smallness of ‖fN(τ)‖L∞([0,T ]×Rx;L2v) (taking ‖fN(τ)‖L∞([0,T ]×Rx;L2v) ≤ 14CC0e6T ), we
arrive at
‖gN‖2L∞T L2x,v + ‖H
s
2 gN(τ)‖2L2([0,T ]×R2x,v) ≤ 2(C + 1)e
6T ‖g0‖2L2x,v .
Hence, the proof of Proposition 3.6 is finished. 
Remark 3.7. Owing to the embedding L˜∞T L˜
2
v(B
1/2
2,1 ) →֒ L∞([0, T ]× Rx;L2(Rv)), we deduce that
the norm ‖f‖L∞([0,T ]×Rx;L2v) is small, since ‖f‖L˜∞T L˜2v(B1/22,1 ) is sufficiently small. However, there is
no regularity available in position variable x for the weak solution gN according to Proposition 3.6.
In that case, we cannot attain desired solutions presented by Theorem 3.3.
3.4. Regularity of weak solution in position variable. In what follow, we establish the reg-
ularity of gN with respect to x.
Lemma 3.8. Let 0 < σ ≤ 1/2 and 0 < T < +∞. For N ∈ N, setting fN =
∑N−1
p≥−1∆pf . If gN
satisfies
gN ∈ L∞([0, T ];L2(R2x,v)), H
s
2 gN ∈ L2([0, T ]× R2x,v),
then there exists a C˜ > 0 independent of N such that for any κ > 0
∑
p≥−1
2pσ
1 + κ22pσ
(∫ T
0
∣∣∣(∆pΓ(fN , gN ),∆pgN )x,v∣∣∣ dt
)1/2
≤ C˜‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 )
+ CN‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x ,
(3.14)
where CN > 0 is a constant depending only on N and
‖gN‖L˜2T L˜2v(Bσ,κ2,1 ) =
∑
p≥−1
2pσ
1 + κ22pσ
‖∆pgN‖L2TL2vL2x .
Proof. For σ, κ > 0, we have
‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 ) =
∑
p≥−1
2pσ
1 + κ22pσ
‖∆pH s2 gN‖L2TL2vL2x
≤ Cκ
∑
p≥−1
2−pσ‖H s2 gN‖L2TL2vL2x ≤ Cκ‖H
s
2 gN‖L2TL2vL2x ,
where Cκ > 0 is a constant depending only on κ. Hence, one has ‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 ) < +∞ due
to H s2 gN ∈ L2([0, T ]× R2x,v).
By using Bony’s decomposition, we divide the inner product into three parts:
(∆pΓ(fN , gN ),∆pgN ) =
(
∆p(Γ
1(fN , gN) + Γ
2(fN , gN) + Γ
3(fN , gN )),∆pgN
)
,
where Γ1(fN , gN ) ,
∑
j Γ(Sj−1fN ,∆jgN ),Γ
2(fN , gN) ,
∑
j Γ(∆jfN , Sj−1gN ) and Γ
3(fN , gN) ,∑
j
∑
|j−j′|≤1 Γ(∆j′fN ,∆jgN). For Γ
1(fN , gN ), note that
∆p
∑
j
(Sj−1fN∆jgN ) = ∆p
∑
|j−p|≤4
(Sj−1fN∆jgN).
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It follows from Remark 2.9 that
∑
p≥−1
2pσ
1 + κ22pσ
(∫ T
0
∣∣∣(∆pΓ1(fN , gN ),∆pgN)x,v∣∣∣ dt
)1/2
.
∑
p≥−1
2pσ
1 + κ22pσ
 ∑
|j−p|≤4
∫ T
0
‖Sj−1fN‖L2vL∞x
∥∥H s2∆jgN∥∥L2x,v ∥∥H s2∆pgN∥∥L2x,v dt
1/2
. ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 )
∑
p≥−1
∑
|j−p|≤4
1 + κ22jσ
1 + κ22pσ
2(p−j)sc(j)
1/2
. ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 ),
where we used Lemmas 5.8, 5.9 and 5.11 in the third line and the following sequence {c(j)}
c(j) :=
2jσ
1+κ22jσ ‖H
s
2∆jgN‖L2TL2x,v
‖H s2 gN‖L˜2T L˜2v(Bσ,κ2,1 )
satisfying ‖c(j)‖ℓ1 ≤ 1.
For Γ2(fN , gN ), similarly, we get
∑
p≥−1
2pσ
1 + κ22pσ
(∫ T
0
∣∣∣(∆pΓ2(fN , gN ),∆pgN)x,v∣∣∣ dt
)1/2
.
∑
p≥−1
2pσ
1 + κ22pσ
∫ T
0
∑
|j−p|≤4
j≤N
‖∆jfN‖L2vL∞x
∥∥H s2Sj−1gN∥∥L2x,v ∥∥H s2∆pgN∥∥L2x,v dt

1/2
≤ CN‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x ,
where CN = CN2
Nσ with N ∈ N. Owing to
∆p
∑
j
∑
|j−j′|≤1
(∆j′fN∆jgN)
 = ∆p
 ∑
max j,j′≥p−2
∑
|j−j′|≤1
(∆j′fN∆jgN )

= 0, if p ≥ N + 3,
then Γ3(fN , gN) can be estimated as follows:
∑
p≥−1
2pσ
1 + κ22pσ
(∫ T
0
∣∣∣(∆pΓ3(fN , gN ),∆pgN)x,v∣∣∣ dt
)1/2
=
N+2∑
p≥−1
2pσ
1 + κ22pσ
(∫ T
0
∣∣(∆pΓ3(fN , gN ),∆pgN)x,v∣∣ dt)1/2
.
N+2∑
p≥−1
∑
j≤N+1
2pσ
1 + κ22pσ
(∫ T
0
‖∆j′fN‖L2vL∞x
∥∥H s2∆jgN∥∥L2x,v ∥∥H s2∆pgN∥∥L2x,v dt
)1/2
. CN‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x .
Together the above three inequalities, we can get (3.14). 
Based on Proposition 3.6 and Lemma 3.8, we obtain the regularity of the weak solution gN to
(3.6).
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Proposition 3.9. There exists a constant ε0 > 0 such that for all T > 0, g0 ∈ L˜2v(B1/22,1 ), f ∈
L˜∞T L˜
2
v(B
1/2
2,1 ) fulfilling
‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ ε0,
then (3.6) admits a weak solution gN ∈ L∞([0, T ];L2(R2x,v)) satisfying
‖gN‖L˜∞T L˜2v(B1/22,1 ) +
1√
2C
‖H s2 gN‖L˜2T L˜2v(B1/22,1 )
≤ eT ‖g0‖L˜2v(B1/22,1 ) +
√
2CNe
T ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x ,
(3.15)
where CN > 0 is some constant depending on N .
Proof. Applying ∆p(p ≥ −1) to (3.6), and then taking the inner product with ∆pgN over Rx ×Rv
gives
1
2
d
dt
(
‖∆pgN‖2L2x,v
)
+
1
C
‖H s2∆pgN‖2L2x,v ≤ ‖∆pgN‖
2
L2x,v
+ (∆pΓ(fN , gN ),∆pgN)L2x,v
,
where we used the coercivity estimate of K. It follows that
d
dt
(
e−2t‖∆pgN‖2L2x,v
)
+
2
C
e−2t‖H s2∆pgN‖2L2x,v ≤ 2e
−2t| (∆pΓ(fN , gN ),∆pgN)L2x,v |
for 0 ≤ t ≤ T .
Integrating the above inequality with respect to the time variable over [0, t] with 0 ≤ t ≤ T and
taking the square root of both sides of the resulting inequality, we get
‖∆pgN‖L2x,v +
√
2
C
( ∫ t
0
e2(t−τ)‖H s2∆pgN (τ)‖2L2x,vdτ
)1/2
≤ et ‖∆pg0‖L2vL2x +
√
2
( ∫ t
0
e2(t−τ)| (∆pΓ(fN , gN ),∆pgN)L2x,v |dτ
)1/2
,
then, taking supremum over 0 ≤ t ≤ T on the left side and multiplying the resulting inequality by
2p/2
1+κ2p , we obtain
2p/2
1 + κ2p
‖∆pgN‖L2vL2x +
√
2
C
2p/2
1 + κ2p
(∫ t
0
∥∥H s2∆pgN∥∥2L2vL2x dt
)1/2
≤ eT 2
p/2
1 + κ2p
‖∆pg0‖L2vL2x +
√
2eT
2p/2
1 + κ2p
(∫ T
0
∣∣∣(∆pΓ(fN , gN),∆pgN)L2x,v ∣∣∣ dt
)1/2
.
Further taking the summation over p ≥ −1, the above inequality implies
‖gN‖L˜∞T L˜2v(B1/2,κ2,1 ) +
√
2
C
‖H s2 gN‖L˜2T L˜2v(B1/2,κ2,1 )
≤ eT ‖g0‖L˜2v(B1/22,1 ) +
√
2C˜eT ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(B1/2,κ2,1 )
+
√
2CNe
T ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x ,
where we used the Proposition 3.5 and Lemma 3.8. Then, by taking ‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ 1
4e2TCC˜2
and
letting κ→ 0, we obtain
‖gN‖L˜∞T L˜2v(B1/22,1 ) +
1√
2C
‖H s2 gN‖L˜2T L˜2v(B1/22,1 )
≤ eT ‖g0‖L˜2v(B1/22,1 ) +
√
2CNe
T ‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L2TL2vL2x ,
which ends the proof of Proposition 3.9. 
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3.5. Energy estimates in Besov space. It follows from (3.15) in Proposition 3.9 that
‖gN‖L˜∞T L˜2v(B1/22,1 ) + ‖H
s
2 gN‖L˜2T L˜2v(B1/22,1 ) < +∞.
Then applying the Corollary 2.11 to fN and gN , we get the following inequality
∑
p≥−1
2
p
2
(∫ T
0
∣∣∣(∆pΓ(fN , gN ),∆pgN)x,v∣∣∣ dt
)1/2
≤ C1‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(B1/22,1 ),(3.16)
for some constant C1 > 0 independent of N .
With aid of (3.16), one can obtain the further energy estimate, which is independent of N for
the weak solution gN .
Proposition 3.10. There exists a constant ε0 > 0 such that for T > 0, g0 ∈ L˜2v(B1/22,1 ), f ∈
L˜∞T L˜
2
v(B
1/2
2,1 ) fulfilling
‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ ε0,
then (3.6) admits a weak solution gN ∈ L∞([0, T ];L2(R2x,v)) satisfying
‖gN‖L˜∞T L˜2v(B1/22,1 ) +
1√
2C
‖H s2 gN‖L˜2T L˜2v(B1/22,1 ) ≤ e
T ‖g0‖L˜2v(B1/22,1 ),(3.17)
where C > 0 is some constant independent of N .
Proof. Applying 2p∆p(p ≥ −1) to (3.6) and taking the inner product with ∆pgN over Rx×Rv give
1
2
d
dt
(
2p‖∆pgN‖2L2x,v
)
+
1
C
2p‖H s2∆pgN‖2L2x,v
≤ 2p‖∆pgN‖2L2x,v + 2
p (∆pΓ(fN , gN ),∆pgN)L2x,v
.
It follows that
d
dt
(
e−2t2p‖∆pgN‖2L2x,v
)
+
2
C
2pe−2t‖H s2∆pgN‖2L2x,v ≤ 2e
−2t2p| (∆pΓ(fN , gN ),∆pgN)L2x,v |
for all 0 ≤ t ≤ T .
Integrating the above inequality with respect to the time variable over [0, t] with 0 ≤ t ≤ T and
taking the square root, we obtain
2
p
2 ‖∆pgN‖L2x,v +
√
2
C
2
p
2
(∫ t
0
e2(t−τ)‖H s2∆pgN(τ)‖2L2x,vdτ
)1/2
≤ et2 p2 ‖∆pg0‖L2vL2x +
√
22
p
2
(∫ t
0
e2(t−τ)| (∆pΓ(fN , gN),∆pgN )L2x,v |dτ
)1/2
.
Taking supremum over 0 ≤ t ≤ T on the left side and summing up over p ≥ −1, we get
‖gN‖L˜∞T L˜2v(B1/22,1 ) +
√
2
C
‖H s2 gN‖L˜2T L˜2v(B1/22,1 )
≤ eT ‖g0‖L˜2v(B1/22,1 ) +
√
2eT
∑
p≥−1
2
p
2
(∫ T
0
∣∣∣(∆pΓ(fN , gN ),∆pgN )L2x,v ∣∣∣ dt
)1/2
≤ eT ‖g0‖L˜2v(B1/22,1 ) +
√
2eTC1‖fN‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gN‖L˜2T L˜2v(B1/22,1 ),
where we used Proposition 3.5 and (3.16). It follows from the smallness of ‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
(taking
‖f‖
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ 1
4e2TCC21
) that
‖gN‖L˜∞T L˜2v(B1/22,1 ) +
1√
2C
‖H s2 gN‖L˜2T L˜2v(B1/22,1 ) ≤ e
T ‖g0‖L˜2v(B1/22,1 ),
which indicates the desired inequality (3.17). The proof of Proposition 3.10 is completed. 
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In the following, we prove Theorem 3.3 with the help of Proposition 3.10.
The proof of the Theorem 3.3 It suffices to show that the sequence {gN , N ∈ N} is Cauchy in
the space
X = {g ∈ L˜∞T L˜2v(B1/22,1 )|H
s
2 g ∈ L˜2T L˜2v(B1/22,1 )}.
Set wM,M ′ = gM − gM ′ for M,M ′ ∈ N. Then it follows that (3.6) that
∂twM,M ′ + v∂xwM,M ′ +KwM,M ′ = Γ(fM ′ , wM,M ′) + Γ(fM − fM ′ , gN ).
Following from the proof procedure of Proposition 3.10, we can obtain
‖wM,M ′‖L˜∞T L˜2v(B1/22,1 ) +
√
2
C
∥∥H s2wM,M ′∥∥L˜2T L˜2v(B1/22,1 )
≤
√
2eT
∑
p≥−1
2
p
2
(∫ T
0
∣∣∣ (∆pΓ(fM ′ , wM,M ′ ),∆pwM,M ′ )L2x,v ∣∣∣dt)1/2
+
√
2eT
∑
p≥−1
2
p
2
( ∫ T
0
∣∣∣ (∆pΓ(fM − fM ′ , gM ),∆pwM,M ′)L2x,v ∣∣∣dt)1/2
≤
√
2C1e
T ‖fM ′‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2wM,M ′‖L˜2T L˜2v(B1/22,1 )
+
√
2C1e
T ‖(fM − fM ′)‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2 gM‖1/2
L˜2T L˜
2
v(B
1/2
2,1 )
‖H s2wM,M ′‖1/2
L˜2T L˜
2
v(B
1/2
2,1 )
≤
√
2CC21e
2T ‖(fM − fM ′)‖L˜∞T L˜2v(B1/22,1 )‖H
s
2 gM‖L˜2T L˜2v(B1/22,1 )
+
3
4
√
2
C
‖H s2wM,M ′‖L˜2T L˜2v(B1/22,1 ).
The smallness of ‖g0‖L˜2v(B1/22,1 ) (taking ‖g0‖L˜2v(B1/22,1 ) ≤
λ˜
2CC21e
3T ) and Proposition 3.10 enables us to
obtain
‖wM,M ′‖L˜∞T L˜2v(B1/22,1 ) +
1√
8C
‖H s2wM,M ′‖L˜2T L˜2v(B1/22,1 )
≤ 2CC21e3T ‖g0‖L˜2v(B1/22,1 )‖(fM − fM ′)‖L˜∞T L˜2v(B1/22,1 )
≤ λ˜‖(fM − fM ′)‖L˜∞T L˜2v(B1/22,1 )
for 0 < λ˜ < 1. It follows from Proposition 3.5 that {fN} is a Cauchy sequence in L˜∞T L˜2v(B1/22,1 )
which implies that {gN} is a Cauchy sequence in X . Letting g = limN→∞ gN , we can get the
desired result.
4. Gelfand-Shilov and Gevrey regularizing effect
In this section, we prove that the Cauchy problem (1.3) enjoys the Gelfand-Shilov regularizing
properties with respect to the velocity variable v and Gevrey regularizing properties with respect
to the position variable x.
4.1. A priori estimates with exponential weights. Firstly, it is shown that the sequence of
approximate solutions (g˜n)n≥0 (which defined by (3.5)) satisfies a priori estimate with exponential
weights for sufficiently small initial data.
Proposition 4.1. Let T > 0. There exist some positive constants C, ε1 > 0, 0 < c0 ≤ 1 such that
for all initial data ‖g0‖L˜2v(B1/22,1 ) ≤ ε1, the sequence of approximate solutions (g˜n)n≥0 satisfies
‖Gκ(ct)g˜n‖L˜∞T L˜2v(B1/22,1 ) + ‖H
s
2Gκ(ct)g˜n‖L˜2T L˜2v(B1/22,1 )
+ ‖〈Dx〉 s2s+1Gκ(ct)g˜n‖L˜2T L˜2v(B1/22,1 ) ≤ Ce
CT ‖g0‖L˜2v(B1/22,1 ),
(4.1)
for 0 < κ ≤ 1, 0 < c ≤ c0, n ≥ 1, where
Gκ(t) =
exp(t(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 )
1 + κ exp(t(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 )
.
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To prove Proposition 4.1, we need some lemmas.
Lemma 4.2. There exists a constant c5 > 0 such that for all f ∈ S(R2x,v),
‖(H s+12 + 〈Dx〉
3s+1
2s+1 )
s
3s+1 f‖L2x,v ≤ c5‖H
(1+s)s
2(3s+1) f‖L2x,v + c5‖〈Dx〉
s
2s+1 f‖L2x,v .
Proof. We decompose f into the Hermite basis in the velocity variable
f(x, v) =
+∞∑
n=0
fn(x)en(v), with fn(x) = (f(x, ·), en)L2(Rv).(4.2)
Since
∀0 < α < 1, ∀a, b ≥ 0, (a+ b)α ≤ aα + bα,
one can verify that
‖(H s+12 + 〈Dx〉
3s+1
2s+1 )
s
3s+1 f‖L2x,v =
( 1
2π
+∞∑
n=0
∫
R
(
(n+
1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1 |f̂n(ξ)|2dξ
)1/2
≤
( 1
2π
+∞∑
n=0
∫
R
[
(n+
1
2
)
s(1+s)
3s+1 + 〈ξ〉 2s2s+1
]
|f̂n(ξ)|2dξ
)1/2
=
(
‖H s(s+1)2(3s+1) f‖2L2x,v + ‖〈Dx〉
s
2s+1 f‖2L2x,v
)1/2
.

Remark 4.3. Since the indices
(1 + s)s
2(3s+ 1)
<
s
2
,
we always use the following result
‖(H s+12 + 〈Dx〉
3s+1
2s+1 )
s
3s+1 f‖L2x,v ≤ c5‖H
s
2 f‖L2x,v + c5‖〈Dx〉
s
2s+1 f‖L2x,v .
Lemma 4.4. For all 0 ≤ α ≤ 1, there exists a constant c˜α > 0 such that for all f ∈ S(R2x,v),
‖HαQ∆pf‖L2x,v ≤ c˜α‖Hα∆pf‖L2x,v .
Proof. We can deduce from (5.5) that
‖HαQ∆pf‖L2x,v .
∥∥∥Opw((1 + η2 + v2
4
)α)
Q∆pf
∥∥∥
L2x,v
.
∥∥∥QOpw((1 + η2 + v2
4
)α)
∆pf
∥∥∥
L2x,v
+
∥∥∥[Opw((1 + η2 + v2
4
)α)
, Q
]
∆pf
∥∥∥
L2x,v
,
(4.3)
since [Q,∆p] = 0. Due to the fact that the multiplier is a bounded operator on L
2(R2x,v) and (5.5),
we can obtain∥∥∥QOpw((1 + η2 + v2
4
)α)
∆pf
∥∥∥
L2x,v
.
∥∥∥Opw((1 + η2 + v2
4
)α)
∆pf
∥∥∥
L2x,v
. ‖Hα∆pf‖L2x,v .
(4.4)
On the other hand, we deduce from (4.13) and (3.7), (3.8), Lemma 3.2 in [18] that[
Opw
((
1 + η2 +
v2
4
)α)
, Q
]
∈ Opw
(
S(〈(v, η)〉2α−2,Γ0)
)
⊂ Opw(S(1,Γ0)),
uniformly with respect to the parameter ξ ∈ R because 0 ≤ α ≤ 1. It implies that∥∥∥∥[Opw((1 + η2 + v24 )α), Q]∆pf
∥∥∥∥
L2x,v
. ‖∆pf‖L2x,v .(4.5)
Combining (4.3), (4.4) and (4.5) gives
‖HαQ∆pf‖L2x,v ≤ c˜α‖Hα∆pf‖L2x,v .

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Lemma 4.5. There exists a constant c˜1 > 0 such that for all f ∈ S(R2x,v), 0 ≤ c ≤ 1, 0 < κ ≤
1, t ≥ 0, ∥∥H− s2 [Gκ(ct)v(Gκ(ct))−1 − v]∆p∂xf∥∥L2x,v ≤ c˜1ctec˜1ct‖〈Dx〉 s2s+1∆pf‖L2x,v .
Proof. For all f ∈ S(R2x,v), and the decomposition (4.2), by using the identities (5.1)-(5.2) satisfied
by the creation and annihilation operators
A+en = (
v
2
− ∂v)en =
√
n+ 1en+1,
A−en = (
v
2
+ ∂v)en =
√
nen−1,
we have immediately,
ven = A+en +A−en =
√
n+ 1en+1 +
√
nen−1,
H = 1
2
(A+A− +A−A+) en =
(
n+
1
2
)
en.
It follows that
exp(ct(H 1+s2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
1 + κ exp(ct(H 1+s2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
v
1 + κ exp(ct(H 1+s2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
exp(ct(H 1+s2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
en
=
exp(ct((n+ 32 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
1 + κ exp(ct((n+ 32 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
1 + κ exp(ct((n+ 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
exp(ct((n+ 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
√
n+ 1en+1
+
exp(ct((n− 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
1 + κ exp(ct((n− 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
1 + κ exp(ct((n+ 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
exp(ct((n+ 12 )
1+s
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1 )
√
nen−1.
One can verify that
Fx
(H− s2 [Gκ(ct)v(Gκ(ct))−1 − v]∆p∂xf)
=
+∞∑
n=0
iξ∆̂pfn(ξ)
√
n+ 1(n+
3
2
)−
s
2A+n,〈ξ〉en+1
+
+∞∑
n=1
iξ∆̂pfn(ξ)
√
n(n− 1
2
)−
s
2A−n,〈ξ〉en−1,
where Fx stands for the partial Fourier transform with respect to the position variable x and
A+n,〈ξ〉 =
exp
(
ct
(
(n+ 32 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1 − ct
(
(n+ 12 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
− 1(
1 + κ exp
(
ct
(
(n+ 32 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)) ,
A−n,〈ξ〉 =
exp
(
ct
(
(n− 12 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1 − ct
(
(n+ 12 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
− 1(
1 + κ exp
(
ct
(
(n− 12 )
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)) .
(4.6)
Then by the Plancherel theorem and Cauchy-Schwarz inequality, we have
√
2π
∥∥H− s2 [Gκ(ct)v(Gκ(ct))−1 − v]∆p∂xf∥∥L2x,v
=
∥∥Fx (H− s2 [Gκ(ct)v(Gκ(ct))−1 − v]∆p∂xf)∥∥L2ξ,v
.
(
+∞∑
n=0
‖ξ∆̂pfn(ξ)A+n,〈ξ〉‖2L2ξ〈n〉
1−s
) 1
2
+
(
+∞∑
n=1
‖ξ∆̂pfn(ξ)A−n,〈ξ〉‖2L2ξ〈n〉
1−s
) 1
2
(4.7)
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with A+n,〈ξ〉, A
−
n,〈ξ〉 defined in (4.6). Now we come to estimate |A+n,〈ξ〉|, |A−n,〈ξ〉|. It follows from the
mean value theorem that(
(n+
3
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
−
(
(n+
1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
=
cts(1 + s)
3s+ 1
(
(n+
1
2
+ θ)
s+1
2 + 〈ξ〉 3s+12s+1
)− 1+s3s+1
(n+
1
2
+ θ)
s−1
2 (0 < θ < 1),
which leads to
0 ≤ A+n,〈ξ〉 ≤ exp
(
2cts(1 + s)
3s+ 1
)
cts(1 + s)
3s+ 1
(
(n+
1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
)− 1+s3s+1
(n+
1
2
)
s−1
2
≤ exp
(
2cts(1 + s)
3s+ 1
)
2cts(1 + s)
3s+ 1
〈ξ〉− 1+s2s+1 〈n〉 s−12 .
This shows that, for all n ≥ 0,
(4.8) |A+n,〈ξ〉| ≤ exp
(
2cts(1 + s)
3s+ 1
)
2cts(1 + s)
3s+ 1
〈ξ〉− 1+s2s+1 〈n〉 s−12 .
On the other hand, we use the mean value theorem again,
0 ≥ A−n,〈ξ〉 ≥ exp
(
ct
(
(n− 1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
− ct
(
(n+
1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
3s+1
)
− 1
= exp
(
−cts(1 + s)
3s+ 1
(
(n− 1
2
+ θ)
s+1
2 + 〈ξ〉 3s+12s+1
)− 1+s3s+1
(n− 1
2
+ θ)
s−1
2
)
− 1 (0 < θ < 1)
= exp
(
−cτts(1 + s)
3s+ 1
(
(n− 1
2
+ θ)
s+1
2 + 〈ξ〉 3s+12s+1
)− 1+s3s+1
(n− 1
2
+ θ)
s−1
2
)
× cts(1 + s)
3s+ 1
(
(n− 1
2
+ θ)
s+1
2 + 〈ξ〉 3s+12s+1
)− 1+s3s+1
(n− 1
2
+ θ)
s−1
2 (0 < θ < 1).
Then for all n ≥ 1, we have
(4.9) |A−n,〈ξ〉| ≤
2cts(1 + s)
3s+ 1
〈ξ〉− 1+s2s+1 〈n〉 s−12 .
Substituting the results (4.8) and (4.9) into (4.7), we conclude that∥∥H− s2 [Gκ(ct)v(Gκ(ct))−1 − v]∆p∂xf∥∥L2x,v
≤ exp
(
2cts(1 + s)
3s+ 1
)
2cts(1 + s)
3s+ 1
1√
2π
×
(+∞∑
n=0
‖〈ξ〉 s2s+1 ∆̂pfn(ξ)‖2L2ξ
) 1
2
+
(
+∞∑
n=1
‖〈ξ〉 s2s+1 ∆̂pfn(ξ)‖2L2ξ
) 1
2

≤ c˜1ctec˜1ct‖〈Dx〉 s2s+1∆pf‖L2x,v .

The proof of Proposition 4.1. Let 0 ≤ c ≤ 1 and 0 < κ ≤ 1. Define
hn,c,κ = Gκ(ct)g˜n, n ≥ 0.(4.10)
The function hn,c,κ depends on the parameters 0 ≤ c ≤ 1 and 0 < κ ≤ 1. Here, we write hn for
hn,c,κ for simplicity. Notice that
h0(t) = (1 + κ exp(t(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 ))−1g0, 0 ≤ t ≤ T,
satisfies
‖h0‖L˜∞T L˜2v(B1/22,1 ) ≤ ‖g0‖L˜2v(B1/22,1 ).(4.11)
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By using (4.10) that
g˜n = (Gκ(ct))
−1hn = (κ+ exp(−ct(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 ))hn,
then the equation
∂tg˜n+1 + v∂xg˜n+1 +Kg˜n+1 = Γ(g˜n, g˜n+1)
can be rewritten as
(Gκ(ct))
−1∂thn+1 + v∂x(Gκ(ct))
−1hn+1 + (Gκ(ct))
−1Khn+1
− c(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 exp(−ct(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 )hn+1
=Γ((Gκ(ct))
−1hn, (Gκ(ct))
−1hn+1).
Due to (1.4), the linearized Kac operator K = f(H) is a function of the harmonic oscillator acting
on the velocity variable v, which can commute with the exponential weight (Gκ(ct))
−1. Applying
∆p(p ≥ −1) to the resulting equality, we have
∂t∆phn+1 +Gκ(ct)v(Gκ(ct))
−1∂x∆phn+1 +K∆phn+1
− c(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1
1 + κ exp(ct(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 )
∆phn+1
= Gκ(ct)∆pΓ((Gκ(ct))
−1hn, (Gκ(ct))
−1hn+1).
(4.12)
According to Lemma 5.2 and (5.4) in Section 5, we choose the positive parameter 0 < ε ≤ ε0 in
order to ensure that the multiplier
Q = Q(v,Dv, Dx) = 1− εmw(v,Dv, Dx)(4.13)
is a positive bounded isomorphism on L2(R2x,v).
By integrating with respect to the ξ−variable and using the multiplier Q∆phn+1 in L2(R2x,v),
we deduce that from (4.12)
1
2
d
dt
‖Q1/2∆phn+1‖2L2x,v +Re(K∆phn+1, Q∆phn+1)L2(R2x,v)
+Re(Gκ(ct)v(Gκ(ct))
−1∂x∆phn+1, Q∆phn+1)L2(R2x,v)
− Re
( c(H s+12 + 〈Dx〉 3s+12s+1 ) 2s3s+1
exp(−ct(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 )
∆phn+1, Q∆phn+1
)
L2(R2x,v)
= Re(Gκ(ct)∆pΓ((Gκ(ct))
−1hn, (Gκ(ct))
−1hn+1), Q∆phn+1)L2(R2x,v),
(4.14)
which leads to
1
2
d
dt
‖Q1/2∆phn+1‖2L2x,v +Re((v∂x +K)∆phn+1, Q∆phn+1)L2(R2x,v)
+Re([Gκ(ct)v(Gκ(ct))
−1 − v]∂x∆phn+1, Q∆phn+1)L2(R2x,v)
≤ c‖(H s+12 + 〈Dx〉
3s+1
2s+1 )
s
3s+1∆phn+1‖L2x,v‖(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
s
3s+1Q∆phn+1‖L2x,v
+ |(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2(R2x,v)|.
(4.15)
It follows from Lemma 5.3 that
Re((v∂x +K)∆pu,Q∆pu)L2(R2x,v)
≥ c3‖H s2∆pu‖2L2(R2x,v) + c3‖〈Dx〉
s
2s+1∆pu‖2L2(R2x,v) − c4‖∆pu‖
2
L2(R2x,v)
(4.16)
for some constants c3, c4 > 0. We deduce from (4.15) and (4.16) that
1
2
d
dt
‖Q1/2∆phn+1‖2L2x,v + c3‖H
s
2∆phn+1‖2L2(R2x,v) + c3‖〈Dx〉
s
2s+1∆phn+1‖2L2(R2x,v)
≤ c‖(H s+12 + 〈Dx〉
3s+1
2s+1 )
s
3s+1∆phn+1‖L2x,v‖(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
s
3s+1Q∆phn+1‖L2x,v
+ |([Gκ(ct)v(Gκ(ct))−1 − v]∂x∆phn+1, Q∆phn+1)L2(R2x,v)|
+ |(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2(R2x,v)|
+ c4‖∆phn+1‖2L2(R2x,v).
(4.17)
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By using Lemma 4.2 for f being replaced by ∆phn+1 and Q∆phn+1 and Lemma 4.4, we have∥∥∥(H s+12 + 〈Dx〉 3s+12s+1) s3s+1 ∆phn+1∥∥∥
L2x,v
∥∥∥(H s+12 + 〈Dx〉 3s+12s+1) s3s+1 Q∆phn+1∥∥∥
L2x,v
.
(∥∥H s2∆phn+1∥∥L2x,v + ∥∥〈Dx〉 s2s+1∆phn+1∥∥L2x,v )
×
( ∥∥H s2Q∆phn+1∥∥L2x,v + ∥∥〈Dx〉 s2s+1Q∆phn+1∥∥L2x,v )
.
∥∥∥H s2∆phn+1∥∥∥2
L2x,v
+
∥∥∥〈Dx〉 s2s+1∆phn+1∥∥∥2
L2x,v
.
Based on Lemma 4.4 and Lemma 4.5, we obtain∣∣∣([Gκ(ct)v(Gκ(ct))−1 − v] ∂x∆phn+1, Q∆phn+1)L2(R2x,v)∣∣∣
=
∣∣∣(H− s2 [Gκ(ct)v(Gκ(ct))−1 − v] ∂x∆phn+1,H s2Q∆phn+1)L2(R2x,v)∣∣∣
≤
∥∥H− s2 [Gκ(ct)v(Gκ(ct))−1 − v] ∂x∆phn+1∥∥L2x,v ∥∥H s2Q∆phn+1∥∥L2x,v
≤ c8ctec8ct
∥∥〈Dx〉 s2s+1∆phn+1∥∥L2x,v ∥∥H s2∆phn+1∥∥L2x,v ,
since Q is commuting with any function of the operator Dx. Then, it follows from (4.17) that there
exists some positive constants 0 < c0 ≤ 1, c9 > 0 such that for 0 ≤ c ≤ c0, 0 < κ ≤ 1, 0 ≤ t ≤ T ,
1
2
d
dt
∥∥Q1/2∆phn+1∥∥2L2x,v + (c9 − c8cT ec8T ) (∥∥H s2∆phn+1∥∥2L2(R2x,v)
+
∥∥〈Dx〉 s2s+1∆phn+1∥∥2L2(R2x,v)) ≤ c4 ‖∆phn+1‖2L2(R2x,v)
+
∣∣∣(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2(R2x,v)∣∣∣ .
Here, the constant 0 < c0 ≤ 1 is chosen sufficiently small so that
c8cT e
c8T ≤ c9
2
,
then we obtain that for all 0 ≤ c ≤ c0, 0 < κ ≤ 1, 0 ≤ t ≤ T ,
d
dt
∥∥Q1/2∆phn+1∥∥2L2x,v + c9 ∥∥H s2∆phn+1∥∥2L2x,v + c9 ∥∥〈Dx〉 s2s+1∆phn+1∥∥2L2x,v
≤ 2c10
∥∥Q1/2∆phn+1∥∥2L2x,v + 2 ∣∣∣(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2x,v ∣∣∣
with c10 = c4‖(Q1/2)−1‖L(L2) > 0. Following from (3.5), (4.10) and (4.11), for all 0 ≤ c ≤ c0, 0 <
κ ≤ 1, 0 ≤ t ≤ T we are led to∥∥∥Q1/2∆phn+1∥∥∥2
L2x,v
+ c9
∫ t
0
e2c10(t−τ)
(∥∥H s2∆phn+1(τ)∥∥2L2x,v + ∥∥〈Dx〉 s2s+1∆phn+1(τ)∥∥2L2x,v) dτ
≤ e2c10t
∥∥∥Q1/2∆pg0∥∥∥2
L2x,v
+ 2
∫ t
0
e2c10(t−τ)
×
∣∣∣(Gκ(cτ)∆pΓ((Gκ(cτ))−1hn(τ), (Gκ(cτ))−1hn+1(τ)), Q∆phn+1(τ))L2(R2x,v)∣∣∣ dτ
≤ e2c10t
∥∥Q1/2∥∥2
L(L2)
‖∆pg0‖2L2x,v
+ 2
∫ t
0
e2c10(t−τ)
×
∣∣∣(Gκ(cτ)∆pΓ((Gκ(cτ))−1hn(τ), (Gκ(cτ))−1hn+1(τ)), Q∆phn+1(τ))L2(R2x,v)∣∣∣ dτ.
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Taking the square root of the above inequality and taking the supremum over 0 ≤ t ≤ T give∥∥Q1/2∆phn+1∥∥L∞T L2x,v +√c9 ∥∥H s2∆phn+1∥∥L2TL2x,v +√c9 ∥∥〈Dx〉 s2s+1∆phn+1∥∥L2TL2x,v
≤ ec10T ‖Q1/2‖L(L2) ‖∆pg0‖L2x,v
+
√
2ec10T
(∫ T
0
∣∣∣(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2x,v ∣∣∣ dt
)1/2
.
Multiply the above inequality by 2
p
2 and take the summation over p ≥ −1, we have
‖Q1/2hn+1‖L˜∞T L˜2v(B1/22,1 ) +
√
c9‖H s2 hn+1‖L˜2T L˜2v(B1/22,1 ) +
√
c9‖〈Dx〉 s2s+1hn+1‖L˜2T L˜2v(B1/22,1 )
≤ ec10T ‖Q1/2‖L(L2)‖g0‖L˜2v(B1/22,1 ) +
√
2ec10T
∑
p≥−1
2
p
2
×
(∫ T
0
∣∣∣(Gκ(ct)∆pΓ((Gκ(ct))−1hn, (Gκ(ct))−1hn+1), Q∆phn+1)L2(R2x,v))∣∣∣ dt
)1/2
.
It follows from Lemma 2.10 that
‖hn+1‖L˜∞T L˜2v(B1/22,1 ) +
√
c9‖H s2hn+1‖L˜2T L˜2v(B1/22,1 ) +
√
c9‖〈Dx〉 s2s+1hn+1‖L˜2T L˜2v(B1/22,1 )
≤ ec10T ‖Q1/2‖L(L2)‖(Q1/2)−1‖L(L2)‖g0‖L˜2v(B1/22,1 )
+
√
2ec10TC1‖hn‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2hn+1‖L˜2T L˜2v(B1/22,1 )
≤ ec10T ‖Q1/2‖L(L2)‖(Q1/2)−1‖L(L2)‖g0‖L˜2v(B1/22,1 )
+ ec10T c11‖hn‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖H s2hn+1‖L˜2T L˜2v(B1/22,1 ).
(4.18)
Next, we use the mathematical induction argument to show that
‖hn‖L˜∞T L˜2v(B1/22,1 ) ≤
c9
2c211e
2c10T
(4.19)
for n ≥ 0. In the case of n = 0, owing to the assumption
‖g0‖L˜2v(B1/22,1 ) ≤ ε1, with 0 < ε1 = inf(ε˜0,
c9
2c211e
2c10T
,
c9
2c211e
3c10T ‖Q1/2‖L(L2)
) ≤ ε˜0(4.20)
where the positive parameter ε˜0 > 0 is defined in (3.4), we deduce from (4.11) that
‖h0‖L˜∞T L˜2v(B1/22,1 ) ≤ ‖g0‖L˜2v(B1/22,1 ) ≤
c9
2c211e
2c10T
.
In the case of n ≥ 1, if we assume that
‖hn‖L˜∞T L˜2v(B1/22,1 ) ≤
c9
2c211e
2c10T
,
then it follows from (4.18) that
‖hn+1‖L˜∞T L˜2v(B1/22,1 ) +
√
c9
2
‖H s2 hn+1‖L˜2T L˜2v(B1/22,1 ) +
√
c9‖〈Dx〉 s2s+1hn+1‖L˜2T L˜2v(B1/22,1 )
≤ ec10T ‖Q1/2‖L(L2)‖(Q1/2)−1‖L(L2)‖g0‖L˜2v(B1/22,1 ).
(4.21)
Together with (4.20) and (4.21), we deduce that
‖hn+1‖L˜∞T L˜2v(B1/22,1 ) ≤
c9
2c211e
2c10T
.
Hence, it follows from (4.21) that for 0 ≤ c ≤ c0, 0 < κ ≤ 1, n ≥ 1,
‖hn‖L˜∞T L˜2v(B1/22,1 ) +
√
c9
2
‖H s2 hn‖L˜2T L˜2v(B1/22,1 ) +
√
c9‖〈Dx〉 s2s+1hn‖L˜2T L˜2v(B1/22,1 )
≤ ec10T ‖Q1/2‖L(L2)‖(Q1/2)−1‖L(L2)‖g0‖L˜2v(B1/22,1 ).
This ends the proof of Proposition 4.1. 
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Based on Proposition 4.1, by passing the limit when κ → 0+ in the estimate (4.1), it follows
from the monotone convergence theorem that the following lemma:
Lemma 4.6. Let T > 0. Then, there exist some constants C, ε1 > 0, 0 < c0 ≤ 1 such that for all
initial data ‖g0‖L˜2v(B1/22,1 ) ≤ ε1, the sequence of approximate solutions (g˜n)n≥0 satisfies
‖G0(ct)g˜n‖L˜∞T L˜2v(B1/22,1 ) + ‖H
s
2G0(ct)g˜n‖L˜2T L˜2v(B1/22,1 )
+ ‖〈Dx〉 s2s+1G0(ct)g˜n‖L˜2T L˜2v(B1/22,1 ) ≤ Ce
CT ‖g0‖L˜2v(B1/22,1 )
for all 0 < c ≤ c0, n ≥ 1, where
G0(t) = exp(t(H
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1 ).
4.2. Gelfand-Shilov and Gevrey regularities. It follows from the Cauchy-Schwarz inequality
that for all 0 < c ≤ c0, 0 < κ ≤ 1,
‖Gκ(ct)∆pf‖2L2x,v ≤ ‖G0(2ct)∆pf‖L2x,v ‖∆pf‖L2x,v .
By passing to the limit κ→ 0+ in the above inequality, it follows from the monotone convergence
theorem that for all 0 < c ≤ c0,
‖G0(ct)∆pf‖2L2x,v ≤ ‖G0(2ct)∆pf‖L2x,v‖∆pf‖L2x,v .
It implies that for all 0 < c ≤ c0,
‖G0(ct)f‖L˜∞T L˜2v(B1/22,1 ) ≤
( ∑
p≥−1
2
p
2 ‖G0(2ct)∆pf‖L∞T L2x,v
)1/2( ∑
p≥−1
2
p
2 ‖∆pf‖L∞T L2x,v
)1/2
≤ ‖G0(2ct)f‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
‖f‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
.
(4.22)
For the solutions (g˜n)n≥0 defined in (3.5), by using Lemma 4.6 and (4.22), we can obtain that for
0 ≤ c ≤ c02 ,
‖G0(ct)g˜n+p −G0(ct)g˜n‖L˜∞T L˜2v(B1/22,1 )
≤ 2
√
Ce
CT
2 ‖g0‖1/2
L˜2v(B
1/2
2,1 )
‖g˜n+p − g˜n‖1/2
L˜∞T L˜
2
v(B
1/2
2,1 )
,
which implies that (G0(ct)g˜n)n≥1 is a Cauchy sequence in L˜
∞
T L˜
2
v(B
1/2
2,1 ). Let h be the limit of the
Cauchy sequence (G0(
c0
2 t)g˜n)n≥1 in the space L˜
∞
T L˜
2
v(B
1/2
2,1 ). Notice that∥∥∥g˜n − (G0(c0
2
t
))−1
h
∥∥∥
L˜∞T L˜
2
v(B
1/2
2,1 )
≤
∥∥∥G0(c0
2
t
)
g˜n − h
∥∥∥
L˜∞T L˜
2
v(B
1/2
2,1 )
,
then following from the convergence of the sequences {g˜n} in L˜∞T L˜2v(B1/22,1 ) and the uniqueness of
the solution to the Cauchy problem (1.3), we have
g =
(
G0
(c0
2
t
))−1
h = exp
(
−c0
2
t
(
H s+12 + 〈Dx〉
3s+1
2s+1
) 2s
3s+1
)
h.
On the other hand, we can deduce from Lemma 4.6 that∥∥∥G0(c0
2
t)g˜n
∥∥∥
L˜∞T L˜
2
v(B
1/2
2,1 )
≤ CeCT ‖g0‖L˜2v(B1/22,1 ).(4.23)
Passing to the limit in the above estimate (4.23) when n→ +∞, we obtain
(4.24)
∥∥ exp (c0t
2
(H s+12 + 〈Dx〉 3s+12s+1 ) 2s3s+1 )g∥∥L˜∞T L˜2v(B1/22,1 ) ≤ CeCT ‖g0‖L˜2v(B1/22,1 ).
By using the following elementary inequality,
∀x, c > 0, xk exp
(
−3s+ 1
s
cx
s
3s+1
)
≤ (k!)
3s+1
s
c
3s+1
s k
,
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we can deduce that for f ∈ S(R2x,v), for all k ≥ 0,∥∥∥∥(H s+12 + 〈Dx〉 3s+12s+1)k exp(−c0t2 (H s+12 + 〈Dx〉 3s+12s+1)
2s
3s+1
)
∆pf
∥∥∥∥
L2x,v
≤
(3s+ 1
sc0
) 3s+1
2s k (k!)
3s+1
2s
t
3s+1
2s k
‖∆pf‖L2x,v .
(4.25)
Then it follows from (4.24) and (4.25) that the solution to the Cauchy problem (1.3) satisfies for
all 0 < t ≤ T, k ≥ 0,
‖
(
H s+12 + 〈Dx〉
3s+1
2s+1
)k
g‖
L˜2v(B
1/2
2,1 )
≤
(3s+ 1
sc0
) 3s+1
2s k (k!)
3s+1
2s
t
3s+1
2s k
∥∥ exp (c0t
2
(H s+12 + 〈Dx〉 3s+12s+1 ) 2s3s+1 )g∥∥L˜∞T L˜2v(B1/22,1 )
≤
(3s+ 1
sc0
) 3s+1
2s k (k!)
3s+1
2s
t
3s+1
2s k
CeCT ‖g0‖L˜2v(B1/22,1 ).
(4.26)
By (4.26), we obtain that there exists a positive constant C > 1 such that ∀0 < t ≤ T, k ≥ 0,∥∥∥∥(H s+12 + 〈Dx〉 3s+12s+1)k g(t)∥∥∥∥
L˜2v(B
1/2
2,1 )
≤ C
k+1
t
3s+1
2s k
(k!)
3s+1
2s ‖g0‖L˜2v(B1/22,1 ) .
This proves the Gelfand-Shilov property in Theorem 1.1.
On the other hand, we have for p ≥ −1, q ≥ 0,
∂qx∆pg(x, v) =
+∞∑
n=0
∂qx∆pgn(x)en(x), with gn(x) = (g(x, ·), en)L2(Rv)(4.27)
and
∂qx∆pgn(x) = (∂
q
x∆pg(x, ·), en)L2(Rv).(4.28)
We deduce from (4.27)-(4.28) and Lemma 5.6 with r = 3s+12s(s+1) that there exist some constants
C1, C2 > 0 such that for for all k, l, q ≥ 0, ε > 0,
‖vk∂lv∂qxg(t)‖L˜2v(B1/22,1 ) =
∑
p≥−1
2
p
2 ‖vk∂lv∂qx∆pg(t)‖L2x,v
≤
∑
p≥−1
+∞∑
n=0
2
p
2 ‖∂qx∆pgn(t)‖L2x‖vk∂lven‖L2v
≤ C1
( C2
inf(ε
3s+1
2s(s+1) , 1)
)k+l
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1)
+∞∑
n=0
∑
p≥−1
2
p
2 ‖∂qx∆pgn(t)‖L2x
×
(
(1− δn,0) exp
(
ε
3s+ 1
2s(s+ 1)
n
s(s+1)
3s+1
)
+ δn,0
)
,
(4.29)
where δn,0 stands for the Kronecker delta, i.e., δn,0 = 1 if n = 0, δn,0 = 0 if n 6= 0. It follows from
(4.24) that for all 0 ≤ t ≤ T ,∥∥∥ exp(c0t
2
(H s+12 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1
)
g
∥∥∥
L˜2v(B
1/2
2,1 )
=
∑
p≥−1
2
p
2
( +∞∑
n=0
∥∥∥ exp(c0t
2
((n+
1
2
)
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1
)
∆pgn(t)
∥∥∥2
L2x
)1/2
≤ CeCT ‖g0‖L˜2v(B1/22,1 ),
which implies that for all 0 ≤ t ≤ T ,
(4.30)
∑
p≥−1
2
p
2 sup
n≥0
∥∥∥ exp(c0t
2
((n+
1
2
)
s+1
2 + 〈Dx〉
3s+1
2s+1 )
2s
3s+1
)
∆pgn(t)
∥∥∥
L2x
≤ CeCT‖g0‖L˜2v(B1/22,1 ).
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Then we obtain that for all n, q ≥ 0, p ≥ −1,
‖∂qx∆pgn(t)‖L2x =
( 1
2π
∫
R
|ξ|2q exp
(
− c0t((n+ 1
2
)
s+1
2 + 〈ξ〉 3s+12s+1 ) 2s3s+1
)
×
∣∣∣ exp(c0t
2
(
(n+
1
2
)
s+1
2 + 〈ξ〉 3s+12s+1
) 2s
2s+1
)
∆̂pgn(ξ)
∣∣∣2dξ)1/2
≤
(2s+ 1
sc0t
) 2s+1
2s q
(q!)
2s+1
2s exp
(
− c0t
2
(
n+
1
2
) s(s+1)
3s+1
)
×
∥∥∥ exp(c0t
2
(
(n+
1
2
)
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
2s+1
)
∆pgn(t)
∥∥∥
L2x
,
(4.31)
where we used the following inequality that, ∀0 < t ≤ T, ∀q ≥ 0, ∀ξ ∈ R,
〈ξ〉2qe−c0t〈ξ〉
2s
2s+1 ≤
(2s+ 1
sc0t
) 2s+1
s q
(q!)
2s+1
s .
Then it follows from (4.29), (4.30) and (4.31) that for all 0 ≤ t ≤ T, k, l, q ≥ 0,
‖vk∂lv∂qxg(t)‖L˜2v(B1/22,1 )
≤ C1
( C2
inf(ε
3s+1
2s(s+1) , 1)
)k+l(2s+ 1
sc0t
) 2s+1
2s q
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1) (q!)
2s+1
2s
×
+∞∑
n=0
∑
p≥−1
2
p
2
∥∥∥ exp(c0t
2
(
(n+
1
2
)
s+1
2 + 〈Dx〉
3s+1
2s+1
) 2s
2s+1
)
∆pgn(t)
∥∥∥
L2x
×
(
(1− δn,0) exp
(
ε
3s+ 1
2s(s+ 1)
n
s(s+1)
3s+1 − c0
4
t
(
n+
1
2
) s(s+1)
3s+1
)
+ δn,0 exp
(
− c0
4
t
(
n+
1
2
) s(s+1)
3s+1
))
,
≤ CeCT ‖g0‖L˜2v(B1/22,1 )C1
( C2
inf(ε
3s+1
2s(s+1) , 1)
)k+l(2s+ 1
sc0t
) 2s+1
2s q
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1) (q!)
2s+1
2s
×
+∞∑
n=0
(
(1 − δn,0) exp
(
ε
3s+ 1
2s(s+ 1)
n
s(s+1)
3s+1 − c0
4
t
(
n+
1
2
) s(s+1)
3s+1
)
+ δn,0 exp
(
− c0
4
t
(
n+
1
2
) s(s+1)
3s+1
))
.
If we choose
ε =
s(s+ 1)c0t
12s+ 4
> 0,
then there exist some constants C3, C4 > 0 such that for all
‖vk∂lv∂qxg(t)‖L˜2v(B1/22,1 )
≤ C3Ck+l+q4
F (t)
t
3s+1
s(s+1)
(k+l)+ 2s+12s q
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1) (q!)
2s+1
2s ‖g0‖L˜2v(B1/22,1 ),
(4.32)
where
F (x) =
+∞∑
n=0
exp
(
− c0x
8
(
n+
1
2
) s(s+1)
3s+1
)
, x > 0.
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For any x > 0 we obtain that
F (x) = x−(
3s+1
s(s+1)
+α)
+∞∑
n=0
(c0x
8
(
n+
1
2
) s(s+1)
3s+1
) 3s+1
s(s+1)+α
exp
(
− c0x
8
(
n+
1
2
) s(s+1)
3s+1
)
× 1
( c08 )
3s+1
s(s+1)
+α(n+ 12 )
1+αs(s+1)3s+1
. x−(
3s+1
s(s+1)
+α)‖z 3s+1s(s+1)+αe−z‖L∞([0,+∞))
+∞∑
n=0
1
( c08 )
3s+1
s(s+1)
+α(n+ 12 )
1+
αs(s+1)
3s+1
. x−(
3s+1
s(s+1)
+α).
with a positive parameter α > 0. We deduce from (4.32) that for ∀α > 0, there exist some constants
C5, C6 > 0 such that for all 0 ≤ t ≤ T, k, l, q ≥ 0,
‖vk∂lv∂qxg(t)‖L˜2v(B1/22,1 ) ≤
C5C
k+l+q
6
t
3s+1
2s(s+1)
(k+l+2)+ 2s+12s q+α
(k!)
3s+1
2s(s+1) (l!)
3s+1
2s(s+1) (q!)
2s+1
2s ‖g0‖L˜2v(B1/22,1 ).
This proves the Gevrey smoothing property in Theorem 1.1.
5. Appendix
5.1. Hermite functions. The standard Hermite functions (φn)n∈N are defined for v ∈ R,
φn(v) =
(−1)n√
2nn!
√
π
e
v2
2
dn
dvn
(e−
v2
2 ) = − 1√
2nn!
√
π
(v − d
dv
)n(e−
v2
2 ) =
an+φ0√
n!
,
where a+ is the creation operator
a+ =
1√
2
(
v − d
dv
)
.
The family (φn)n∈N is an orthonormal basis of L
2(R). We set for n ∈ N, v ∈ R,
en(v) = 2
−1/4φn(2
−1/2v), en =
1√
n!
(
v
2
− d
dv
)ne0.
The family (en)n∈N is an orthonormal basis of L
2(R) composed by the eigenfunctions of the har-
monic oscillator
H = −∆v + v
2
4
=
∑
n≥0
(n+
1
2
)Pn, 1 =
∑
n≥0
Pn,
where Pn stands for the orthogonal projection
Pnf = (f, en)L2(Rv)en.
It satisfies the identities
A+en =
√
n+ 1en+1, A−en =
√
nen−1,(5.1)
where
A± =
v
2
∓ d
dv
.(5.2)
5.2. The Kac collision operator. For ϕ a function defined on R, we denote its even part by
ϕ˘(θ) =
1
2
(ϕ(θ) + ϕ(−θ)).
The following lemma is given by [17] (Lemma A.1):
Lemma 5.1. Let ν ∈ L1loc(R∗) be an even function such that θ2ν(θ) ∈ L1(R). Then, the mapping
ϕ ∈ C2c (R) 7→ lim
ε→0+
∫
|θ|≥ε
ν(θ)(ϕ(θ) − ϕ(0))dθ =
∫ 1
0
∫
R
(1− t)θ2ν(θ)ϕ′′(tθ)dθdt,
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defines a distribution of order 2 denoted fp(ν). The linear form fp(ν) can be extended to C1,1
functions (C1 functions whose second derivative is L∞). For ϕ ∈ C1,1 satisfying ϕ(0) = 0, the
function νϕ˘ belongs to L1(R) and
〈fp(ν), ϕ〉 =
∫
ν(θ)ϕ˘(θ)dθ.
Let f, g ∈ S(R) be Schwartz functions. We define
Ff,g(v, v∗︸︷︷︸
w
) = f(v)g(v∗), ϕf,g(θ, v) =
∫
R
(Ff,g(Rθw)− Ff,g(w))dv∗,
where Rθ stands for the rotation of angle θ in R
2,
Rθ =
(
cos θ − sin θ
sin θ cos θ
)
= exp(θJ), J = Rπ
2
.
The second derivative with respect to θ of the function ϕf,g is in S(R) uniformly with respect to
θ. We define the non-cutoff Kac operator as
K(g, f)(v) = 〈fp(I(− π4 ,π4 )β), ϕf,g(·, v)〉,
when β is a function satisfying (1.2). Since Φf,g(0, v) ≡ 0, Lemma 5.1 allows to replace the finite
part by the absolutely converging integral
K(g, f)(v) =
∫
|θ|≤π4
β(θ)
( ∫
R
((g˘)′∗f
′ − (g˘)∗f)dv∗
)
dθ = K(g˘, f)(v).
It was established in [17] (Lemma A.2) that K(g, f) ∈ S(R), when g, f ∈ S(R). We also recall the
Bobylev formula [5] providing an explicit formula for the Fourier transform of the Kac operator
K̂(g, f)(ξ) =
∫
|θ|≤π4
β(θ)
[̂˘g(ξ sin θ)f̂(ξ cos θ)− ĝ(0)f̂(ξ)]dθ,
when f, g ∈ S(R). The proof of this formula may be found in [17] (Lemma A.4).
5.3. Linear inhomogeneous Kac operator. We recall some spectral analysis for the linear
inhomogeneous Kac operator that are given in [17, 18]. Consider the operator acting in the velocity
variable
P = ivξ + aw0 (v,Dv),(5.3)
with parameter ξ ∈ R, where the operatorA = aw0 (v,Dv) stands for the pseudo-differential operator
aw0 (v,Dv)u =
1
2π
∫
R2
ei(v−w)ηa0(
v + w
2
, η)u(w)dwdη
defined by the Weyl quantization of the symbol
a0(v, η) = c0(1 + η
2 +
v2
4
)s
with some constants c0 > 0, 0 < s < 1. This operator corresponds to the principle part of the
linear inhomogeneous Kac operator
v∂x +K
on the Fourier side in the position variable.
Let ψ be a C∞0 (R, [0, 1]) function satisfying
ψ = 1 on [−1, 1], supp ψ ⊂ [−2, 2].
We define the real-valued symbol
m = − ξη
λ
2s+2
2s+1
ψ(
η2 + v2
λ
2
2s+1
)(5.4)
with
λ = (1 + v2 + η2 + ξ2)
1
2 .
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It holds that the following equivalence of norms
∀r ∈ R, ∃Cr > 0, 1
Cr
‖Hru‖L2 ≤
∥∥∥Opw((1 + η2 + v2
4
)r)
u
∥∥∥
L2
≤ Cr‖Hru‖L2,(5.5)
where H = −∆v + v24 stands for the harmonic oscillator.
5.4. Fundamental inequalities. We recall some estimates for the Kac collision operator along
with the Hermite basis, see [18] for details.
Lemma 5.2. Let P be the operator defined in (5.3) and M = mw the self-adjoint operator defined
by the Weyl quantization of the symbol (5.4). Then, the operator M is uniformly bounded on L2(Rv)
with respect to the parameter ξ ∈ R, and there exist some positive constants 0 < ε0 ≤ 1, c1, c2 > 0
such that for all 0 < ε ≤ ε0, u ∈ S(Rv), ξ ∈ R,
Re(Pu, (1− εM)u) ≥ c1‖H s2u‖2L2(Rv) + c1ε〈ξ〉
2s
2s+1 ‖u‖2L2(Rv) − c2‖u‖2L2(Rv),
where H = −∆v + v24 stands for the harmonic oscillator.
Since the operator ∆p acts on the position variable x only, we obtain the following conclusion
based on Lemma 5.2.
Lemma 5.3. Let P be the operator defined in (5.3) and M = mw the self-adjoint operator defined
by the Weyl quantization of the symbol (5.4). Then, the operator M is uniformly bounded on L2(Rv)
with respect to the parameter ξ ∈ R, and there exist some positive constants 0 < ε0 ≤ 1, c3, c4 > 0
such that for all 0 < ε ≤ ε0, u ∈ S(Rv), ξ ∈ R, p ≥ −1,
Re(P∆pu, (1− εM)∆pu)L2(R2v)
≥ c3‖H s2∆pu‖2L2(R2v) + c3〈ξ〉
2s
2s+1 ‖∆pu‖2L2(R2v) − c4‖∆pu‖
2
L2(R2v)
,
where H = −∆v + v24 stands for the harmonic oscillator.
Lemma 5.4. Let (en)n≥0 be the Hermite basis of L
2(R) describes in Section 5.1. We have
Γ(ek, el) = αk,lek+l, k, l ≥ 0,
with
α2n,m =
√
C2n2n+m
∫ π
4
−π4
β(θ)(sin θ)2n(cos θ)mdθ, n ≥ 1, m ≥ 0,
α0,m =
∫ π
4
−π4
β(θ)((cos θ)m − 1)dθ, m ≥ 1; α0,0 = α2n+1,m = 0, n,m ≥ 0,
where Ckn =
n!
k!(n−k)! stands for the binomial coefficients.
Lemma 5.5. We assume that the cross section satisfies (1.6) with 0 < s < 1. Then, there exists
a positive constant C > 0 such that for all n ≥ 1,m ≥ 0,
0 ≤ α2n,m =
√
C2n2n+m
∫ π
4
−π4
β(θ)(sin θ)2n(cos θ)mdθ ≤ C
n
3
4
µ˜n,m,
where µ˜n,m = (1 +
m
n )
s(1 + nm+1 )
1
4 .
In [18], the authors showed a key estimate on the Hermite functions.
Lemma 5.6. It holds that
∀n, k, l ≥ 0, ‖vk∂lven‖L2(R) ≤ 2k
√
(k + l + n)!
n!
,
∀r ≥ 1
2
, ∀ε > 0, ∀n, k, l ≥ 0,
‖vk∂lven‖L2(R) ≤
√
2((1− δn,0) exp(εrn 12r ) + δn,0)
( 2 32+rer
inf(εr, 1)
)k+l
(k!)r(l!)r,
where δn,0 stands for the Kronecker delta i.e., δn,0 = 1 if n = 0, δn,0 = 0 if n 6= 0.
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5.5. Gelfand-Shilov regularity. We refer the reader to the works [14, 15, 23, 24] and the refer-
ences herein for extensive expositions of the Gelfand-Shilov regularity theory. The Gelfand-Shilov
spaces Sµν (R) may also be characterized as the spaces of Schwartz functions belonging to the Gevrey
space Gµ(R), whose Fourier transforms belong to the Gevrey space Gν(R). That is, f ∈ S(R) sat-
isfying
∃C ≥ 0, ε > 0, |f(v)| ≤ Ce−ε|v|1/ν , v ∈ R, |f̂(ξ)| ≤ Ce−ε|ξ|1/µ , ξ ∈ R.
In particular, we notice that Hermite functions belong to the symmetric Gelfand-Shilov spaces
S1/21/2 (R). More generally, the symmetric Gelfand-Shilov spaces Sµµ (R), with µ ≥ 1/2, can be
characterized through the decomposition into the Hermite basis (en)n≥0 see e.g. [24] (Proposition
1.2)
f ∈ Sµν (R)⇔ f ∈ L2(R), ∃t0 > 0, ‖((f, en)L2 exp(t0n
1
2µ ))n≥0‖l2(N)
⇔ f ∈ L2(R), ∃t0 > 0, ‖et0H
1/2µ
f‖L2,
where H = −∆v + v24 is the harmonic oscillator and (en)n≥0 is Hermite basis given by Section 5.1.
5.6. Fundamental properties in Besov space. For convenience of reader, we recall some fun-
damental properties in Besov space which are frequently used in this paper. The Littlewood-Paley
decomposition is “almost” orthogonal in the following sense.
Lemma 5.7. For any u ∈ S ′(Rd) and v ∈ S ′(Rd), the following properties hold:
∆q∆qu ≡ 0, if |p− q| ≥ 2,
∆q(Sp−1u∆pv) ≡ 0, if |p− q| ≥ 5.
Additionally, the standard Young’s inequality for convolution products implies that
Lemma 5.8. Let 1 ≤ p ≤ ∞ and u ∈ Lpx, then there exists a constant C > 0 independent of p, q
and u such that
‖∆qu‖Lpx ≤ C‖u‖Lpx , ‖Squ‖Lpx ≤ C‖u‖Lpx .
The following embedding properties in Besov spaces have been used several times.
Lemma 5.9. Let s ∈ R.
(1) If s˜ < s, then Bs2,1 →֒ Bs˜2,1; (2) B1/22,1 (R) →֒ L∞(R) and B˙1/22,1 (R) →֒ L∞(R).
According to [26], we have the following topology between homogeneous Chemin-Lerner spaces
and nonhomogeneous Chemin-Lerner spaces.
Lemma 5.10. Let 1 ≤ ̺, q, r ≤ ∞ and s > 0. Then we have
‖∇x · ‖L˜̺T (B˙sp,r) ∼ ‖ · ‖L˜̺T (B˙s+1p,r ), ‖ · ‖L˜̺T (B˙sp,r) . ‖ · ‖L˜̺T (Bsp,r).
Finally, it follows from [12] that
Lemma 5.11. Let s ∈ R and 1 ≤ ̺1, ̺2, p, r ≤ ∞.
(1) If r ≤ min{̺1, ̺2}, then it holds that
‖u‖L̺1T L̺2v (Bsp,r) ≤ ‖u‖L˜̺1T L˜̺2v (Bsp,r).
(2) If r ≥ max{̺1, ̺2}, then it holds that
‖u‖L̺1T L̺2v (Bsp,r) ≥ ‖u‖L˜̺1T L˜̺2v (Bsp,r).
Acknowledgements. The first author is supported by the China Scholarship Council(CSC). The
second author is supported by the National Natural Science Foundation of China (11701578). The
research of C.-J. Xu is supported by“The Fundamental Research Funds for Central Universities of
China”. The research of J. Xu is partially supported by the National Natural Science Foundation
of China (11871274) and “The Fundamental Research Funds for the Central Universities of China”
(NE2015005).
36 H.-M. CAO, H.-G. LI, C.-J. XU AND J. XU
References
[1] R. Alexandre, Y. Morimoto, S. Ukai, C.-J. Xu and T. Yang, Regularizing effect and local existence for non-cutoff
Boltzmann equation, Arch. Ration. Mech. Anal., 198 (2010), 39–123.
[2] R. Alexandre, Y. Morimoto, S. Ukai, C.-J. Xu and T. Yang, Global existence and full regularity of the Boltzmann
equation without angular cutoff, Comm. Math. Phys, 304 (2011), 513–581.
[3] R. Alexandre, Y. Morimoto, S. Ukai, C.-J. Xu and T. Yang, The Boltzmann equation without angular cutoff
in the whole space: Qualitative properties of solutions, Arch. Ration. Mech. Anal., 202 (2011), 599–661.
[4] D. Arse´nio and N. Masmoudi, Regularity of renormalized solutions in the Boltzmann equation with long-range
interactions, Comm. Pure Appl. Math., 65 (2012), 508-548.
[5] A. V. Bobylev, The theory of the nonlinear spatially uniform Boltzmann equation for Maxwell molecules, Soviet
Sci. Rev. Sect. C Math. Phys. Rev., 7 (1988), 111-233.
[6] C. Cercignani, The Boltzmann equation and its applications, Applied Mathematical Sciences, 67, Springer-
Verlag, New York, 1988.
[7] H. Bahouri, J.-Y. Chemin and R. Danchin, Fourier Analysis and Nonlinear Partial Differential Equations,
Grundlehren der Mathematischen Wissenschaften, 343, Springer, Heidelberg, 2011.
[8] J.-Y. Chemin and N. Lerner, Flot de champs de vecteurs non lipschitziens et e´quations de Navier-Stokes, J.
Differential Equations, 121 (1995), 314–328.
[9] L. Desvillettes, About regularizing properties of the non-cut-off Kac equation, Comm. Math. Phys., 168 (1995),
417-440.
[10] L. Desvillettes, G. Furioli and E. Terraneo, Propagation of Gevrey regularity for solutions of the Boltzmann
equation for Maxwellian molecules, Trans. Amer. Math. Soc., 361 (2009), 1731-1747.
[11] R. Duan, R.-M. Strain, On the full dissipative property of the Vlasov-Poisson-Boltzmann system, Hyperbolic
Problems Theory, Numerics and Applications, 2, 398-405, Ser. Contemp. Appl. Math. CAM, 18, World Sci.
Publishing, Singapore, 2012.
[12] R.-J. Duan, S.-Q. Liu and J. Xu, Global well-posedness in spatially critical Besov space for the Boltzmann
equation, Arch. Ration. Mech. Anal., 220 (2016), 711-745.
[13] L. C. Evans, Partial Differential Equations, Graduate Studies in Mathematics, 19, American Mathematical
Society, Providence, RI, 1998.
[14] I. M. Gelfand and G. E. Shilov, Generalized Functions, 2, Academic Press, New York-London, 1968.
[15] T. Gramchev, S. Pilipovic´ and L. Rodino, Classes of degenerate elliptic operators in Gelfand-Shilov spaces. New
Developments in Pseudo-Differential Operators, 15-31, Oper. Theory Adv. Appl., 189, Birkha¨user Basel, 2009.
[16] N. Lekrine and C.-J. Xu, Gevrey regularizing effect of the Cauchy problem for non-cutoff homogeneous Kac
equation, Kinet. Relat. Models, 2 (2009), 647-666.
[17] N. Lerner, Y. Morimoto, K. Pravda-Starov and C.-J. Xu, Spectral and phase space analysis of the linearized
non-cutoff Kac collision operator, J. Math. Pures Appl., 100 (2013), 832-867.
[18] N. Lerner, Y. Morimoto, K. Pravda-Starov and C.-J. Xu, Gelfand-Shilov and Gevrey smoothing effect for the
spatially inhomogeneous non-cutoff Kac equation, J. Funct. Anal., 269 (2015), 459–535.
[19] N. Lerner, Y. Morimoto, K. Pravda-Starov and C.-J. Xu, Phase space analysis and functional calculus for the
linearized Landau and Boltzmann operators, Kinet. Relat. Models, 6 (2013), 625-648.
[20] N. Lerner, Y. Morimoto, K. Pravda-Starov and C.-J. Xu, Gelfand-Shilov smoothing properties of the radially
symmetric spatially homogeneous Boltzmann equation without angular cutoff, J. Differential Equations, 256
(2014), 797-831.
[21] Y. Morimoto and C.-J. Xu, Ultra-analytic effect of Cauchy problem for a class of kinetic equations, J. Differential
Equations, 247 (2009), 596-617.
[22] Y. Morimoto and S. Sakamoto, Global solutions in the critical Besov space for the non-cutoff Boltzmann
equation, J. Differential Equations, 261 (2016), 4073–4134.
[23] F. Nicola and L. Rodino, Global Pseudo-Differential Calculus on Euclidean Spaces, Pseudo Differential Oper-
ators. Theory and Applications, 4, Birkha¨user Verlag, Basel, 2010.
[24] J. Toft, A. Khrennikov, B. Nilsson and S. Nordebo, Decompositions of Gelfand-Shilov kernels into kernels of
similar class, J. Math. Anal. Appl., 396 (2012), 315-322.
[25] C. Villani, A review of mathematical topics in collisional kinetic theory, Handbook of mathematical fluid dy-
namics, 1, North-Holland, Amsterdam, 2002, 71-305.
[26] J. Xu and S. Kawashima, Global classical solutions for partially dissipative hyperbolic system of balance laws,
Arch. Ration. Mech. Anal., 211 (2014), 513-553.
Hong-Mei Cao,
Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing 211106,
P. R. China
Universite´ de Rouen, CNRS UMR 6085, Laboratoire de Mathe´matiques
76801 Saint-Etienne du Rouvray, France
E-mail address: hmcao 91@nuaa.edu.cn
Hao-Guang Li,
School of Mathematics and Statistics, South-Central University for Nationalities
430074, Wuhan, P. R. China
E-mail address: lihaoguang@mail.scuec.edu.cn
NON-CUTOFF KAC EQUATION IN CRITICAL BESOV SPACE 37
Chao-Jiang Xu,
School of Mathematics and statistics, Wuhan University 430072, Wuhan, P. R. China
Universite´ de Rouen, CNRS UMR 6085, Laboratoire de Mathe´matiques
76801 Saint-Etienne du Rouvray, France
E-mail address: chao-jiang.xu@univ-rouen.fr
Jiang Xu,
Department of Mathematics, Nanjing University of Aeronautics and Astronautics, Nanjing 211106,
P. R. China
E-mail address: jiangxu 79@nuaa.edu.cn
