Conditions are derived of the existence of solutions of linear Fredholm's boundary-value problems for systems of ordinary differential equations with constant coefficients and a single delay, assuming that these solutions satisfy the initial and boundary conditions. Utilizing a delayed matrix exponential and a method of pseudoinverse by Moore-Penrose matrices led to an explicit and analytical form of a criterion for the existence of solutions in a relevant space and, moreover, to the construction of a family of linearly independent solutions of such problems in a general case with the number of boundary conditions defined by a linear vector functional not coinciding with the number of unknowns of a differential system with a single delay. As an example of application of the results derived, the problem of bifurcation of solutions of boundary-value problems for systems of ordinary differential equations with a small parameter and with a finite number of measurable delays of argument is considered.
Introduction
First we mention auxiliary results regarding the theory of differential equations with delay. Consider a system of linear differential equations with concentrated delaẏ z t − A t z h t g t , if t ∈ a, b ,
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Denote by e 
2.5
This definition can be reduced to the following expression: where t/τ is the greatest integer function. The delayed matrix exponential equals a unit matrix I on −τ, 0 and represents a fundamental matrix of a homogeneous system with a single delay. We mention some of the properties of e At τ given in 7 . Regarding the system without delay τ 0 , the delayed matrix exponential does not have the form of a matrix series, but it is a matrix polynomial, depending on the time interval in which it is considered. It is easy to prove directly that the delayed matrix exponential X t : e A t−τ τ satisfies the relationṡ
By integrating the delayed matrix exponential, we get 
Main Results
Without loss of generality, let a 0. The problem 2.1 , 2.2 can be transformed h t : t − τ to an equation of type 1.1 see 1.5 :
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where, in accordance with 1.3 , 1.4 ,
3.2
A general solution of a Cauchy problem for a nonhomogeneous system 3.1 with a single delay satisfying a constant initial condition
has the form 1.7 :
where, as can easily be verified in view of the above-defined delayed matrix exponential by substituting into 3.1 ,
is a normal fundamental matrix of the homogeneous system related to 3.1 or 2.1 with the initial data X 0 I, and the Cauchy matrix K t, s has the form
3.6
Obviously,
and, therefore, the initial problem 3.1 for systems of ordinary differential equations with constant coefficients and a single delay, satisfying a constant initial condition, has an nparametric family of linearly independent solutions
Now we will consider a general Fredholm boundary value problem for system 3.1 .
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Fredholm Boundary Value Problem
Using the results in 8, 9 , it is easy to derive statements for a general boundary value problem if the number m of boundary conditions does not coincide with the number n of unknowns in a differential system with a single delay. We consider a boundary value probleṁ
or, using 3.2 , in an equivalent forṁ
where α is an m-dimensional constant vector column, and :
It is well known that, for functional differential equations, such problems are of Fredholm's type see, e.g., 1, 9 . We will derive the necessary and sufficient conditions and a representation in an explicit analytical form of the solutions z ∈ D p 0, b ,ż ∈ L p 0, b of the boundary value problem 3.11 , 3.12 .
We recall that, because of properties 3.6 -3.7 , a general solution of system 3.11 has the form z t e
In the algebraic system
14 derived by substituting 3.13 into boundary condition 3.12 ; the constant matrix
has a size of m × n. Denote
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where, obviously, n 1 ≤ min m, n . Adopting the well-known notation e.g., 9 , we define an n × n-dimensional matrix
which is an orthogonal projection projecting space R n to ker Q of the matrix Q where I is an n × n identity matrix and an m × m-dimensional matrix
which is an orthogonal projection projecting space R m to ker Q * of the transposed matrix Q * Q T where I m is an m×m identity matrix and Q is an n×m-dimensional matrix pseudoinverse to the m × n-dimensional matrix Q. Using the property
where rank Q * rank Q n 1 , we will denote by P Q * d a d × m-dimensional matrix constructed from d linearly independent rows of the matrix P Q * . Moreover, taking into account the property rank P Q n − rank Q r n − n 1 , 3.20
we will denote by P Q r an n × r-dimensional matrix constructed from r linearly independent columns of the matrix P Q . Then see 9, page 79, formulas 3.43 , 3.44 the condition
is necessary and sufficient for algebraic system 3.14 to be solvable where θ d is throughout the paper a d-dimensional column zero vector. If such condition is true, system 3.14 has a solution
3.22
Substituting the constant c ∈ R n defined by 3.22 into 3.13 , we get a formula for a general solution of problem 3.11 , 3.12 : The case of rank Q n implies the inequality m ≥ n. If m > n, the boundary value problem is overdetermined, the number of boundary conditions is more than the number of unknowns, and Theorem 3.1 has the following corollary. 
is a related Green matrix, corresponding to the problem 3.11 , 3.12 .
Perturbed Boundary Value Problems
As an example of application of Theorem 3.1, we consider the problem of bifurcation from point ε 0 of solutions z : 0, b → R n , b > 0 satisfying, for a.e. t ∈ 0, b , systems of ordinary differential equationsż
where A is n × n constant matrix, B t 
where
is the characteristic function of the set constructed by using the coefficients of the problem 4.3 . Using the Vishik and Lyusternik method 11 and the theory of generalized inverse operators 9 , we can find bifurcation conditions. Below we formulate a statement proved using 8 and 9, page 177 which partially answers the above problem. Unlike an earlier result 9 , this one is derived in an explicit analytical form. We remind that the notion of a solution of a boundary value problem was specified in part 1. 
