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Let V be a finite-dimensional quadratic space over a finite field GF(q) of 
characteristic different from 2. It is shown that, even if Vis singular, the geometry 
of V is completely determined by the number of points on the unit sphere, the 
“sphere of the nonsquares,” and the “O-sphere.” For q = 3, this implies that two 
codes over GF(3) with the same weight enumerator are isometric. 
1. INTRODUCTION 
F stands for a finite field GF(q) with q elements and of characteristic different 
from 2. V is an n-dimensional quadratic space over F where n is finite. The 
inner product of two vectors A and B is denoted by AB and A2 stands for AA. 
If A2 = 0, A is called an isotropic vector. Y may be singular, i.e., contain 
nonzero vectors which are orthogonal to all vectors. For each c E F, the 
sphere SC with radius c consists of the vectors A of Y such that A2 = c. The 
number of vectors in SC is denoted by 1 S, (. We choose a nonzero element g 
of F which is not the square of an element of F and denote the unit element 
of F by 1. We then have the three spheres S, , S, , and S,, where S, is, of course, 
the usual quadratic cone which consists of the isotropic vectors of V. In 
Section 3 it is shown that two quadratic spaces over F are isometric if and 
only if the three numbers ) S, (, / S, /, and ) S,, ) are the same for both spaces 
(Theorem 3. I). Two quadratic spaces are of course called isometirc if there is 
an isometry between them. 
In Section 4 it is assumed that a basis A, ,..., A, for V has been chosen. 
Linear subspaces of V are now also called “codes” and each code U has a 
weight enumerator 
relative to the basis A, ,..., A, . As usual, ai is the number of vectors of U 
of weight i, where the weight of a vector c,A, + .-* + c,A, is the number of 
its nonzero coordinates c1 ,..., c, . (Hence, a,, = 1.) Furthermore, it is now 
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assumed that V is the nonsingular quadratic space for which the basis 
A 1 ,..., A, is orthonormal; i.e., AiAj = 0 if i # j and Ai = I, where 
i,j= 1 ,..., n. In other words, the quadratic form of V relative to the basis 
A 1 ,..., A, is xl2 + ..* + xn2. Every code now becomes a possibly singular, 
quadratic space. In the special case where q = 3, Theorem 3.1 implies that 
two codes with the same weight enumerator are isometric (Theorem 4.1). 
This is false when q # 3 and Section 5 discusses the fact that for codes over 
GF(q) the relevant form is xi--’ + ... + x:-l, whence the quadratic form 
Xl 2 i ... f xe2 is relevant only when q = 3. 
2. THE FOUR TYPES OF V 
We first assume that the n-dimensional quadratic space V over F = GF(q) 
of the Introduction is nonsingular. Then, V falls under one of the following 
four types [1, p. 1441. We write “dim” for “dimension” and denote the 
origin of V by 0 and find it convenient to count the O-dimensional vector 
space (0) among the hyperbolic spaces. Type I: V is the orthogonal sum of a 
hyperbolic space and a nonsingular line L where, if A E L, A2 is the square of 
an element of F. Then, dim V is odd. Type 11: V is the orthogonal sum of a 
hyperbolic space and a nonsingular line L where, if A f L and A # 0, 
A2 is not the square of an element of F. Then, dim V is odd. Type 111: V is a 
hyperbolic space. Then, dim V is even. Type 1V: V is the orthogonal sum of a 
hyperbolic space and an anisotropic plane. Then, dim V is even. 
We denote by e(V) the number 1 if V is of type I or III, and the number - 1 
if V is of type II or IV. These conventions follow [I] as far as types III and IV 
are concerned. It follows immediately from [l, p. 1441 that two nonsingular 
quadratic spaces V and V1 are isometric if and only if they have the same 
dimension and E( P’) = E( VI). 
We now drop the assumption that V is nonsingular. The radical of P’, i.e., 
the linear subspace of V whose vectors are orthogonal to all vectors of V, 
is denoted by Rad I’. Let W be any linear subspace of V such that V is the 
direct sum of Rad I’ and W. Then, V = Rad V 1 W, where 1 denotes 
“orthogonal sum” [I, p. 1151, and it is standard that W is a nonsingular 
quadratic space whose isometry class is independent of the choice of W 
[l, Theorem 3.3, p. 1161. We denote the rank of V, i.e., the dimension of W, 
by r whence the isometry class of W is completely determined by r and l ( V). 
Furthermore, since the dimension of Rad I/ is II - r, the three integers n, I, 
and F(W) completely determine the isometry class of V. 
In the next section we show that the three integers / S1 1, / S, /, and ( S, I 
(Introduction) also determine the isometry class of V completely. The reason 
for changing from the triple n, r, e(W) to the triple / Si 1, I S, /, ( S, j is that 
the latter triple is so eminently suited for coding theory (Section 4). 
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3. THE THREE SPHERES OF V 
We continue the assumption that the n-dimensional quadratic space V 
may be singular. For each c E F, the sphere S, and its cardinality 1 S, / have 
been defined in the Introduction. We choose a nonzero element g in F which 
is not the square of an element of F. Then V contains only three basically 
distinct spheres, namely S, , S, , and S,, . This means only that, if c # 0 and 
c is the square of an element of F, / S, j = j S, 1; and if c # 0 but c is not the 
square of an element of F, 1 S, [ = 1 S, 1. In order to show that the three 
integers I S, 1, 1 S, [, and 1 S, 1 determine the isometry class of V, we derive 
formulas for them in terms of n, r, E(W), and q. Again, V = Rad V 1 W 
and W, n, r, and c(W) have the same meaning as in the previous section. The 
number of elements in F is q and in Lemma 3.1, E stands for E(W). 
LEMMA 3.1. Let r be even and put n - (r + 2)/2 = h. 
I Sl I = I s, I = qh(q7’z - 4, 
1 so I = qh(q7’2 + Eq - E). 
(1) 
(2) 
Let r be odd andput n - (r + I)/2 = h. 
1 s, 1 = qh(q(7-1)/2 + E), 
( s, ( = q*(q+-1)/* - E), 
/ so / = qn-1. 
(3) 
(4) 
(5) 
Proof. Case 1: V is nonsingular. Then, n = r, and if r is replaced by n 
in the above formulas, they become the formulas of [2, Lemma, p. 3791. 
These formulas can also be derived by means of the technique of [ 1, Chap. III, 
Sect. 6, in particular pp. 147, 1481. 
Case 2: V may be singular. We put V = Rad V J.. Wand for every c E F 
there are now two spheres, namely, the sphere S,(Y) in V and the sphere 
S,(W) in W. If A E V, there are unique vectors B E Rad V and C E W such 
that A = B + C. Then, A2 = C2 and hence, since Rad V contains qn-? 
vectors, ] S,(V)/ = q”-I 1 S,(W)/. The cardinality I S,(w)/ is known from 
Case 1 and if this number is multiplied by q”-r, one obtains the formulas of 
Lemma 3.1. Done. 
We can now prove the main theorem. Whenever more than one quadratic 
space is involved, we write S,(V) for S, . 
THEOREM 3.1. Let V and V1 be quadratic spaces over F which may be 
singular. Then, V and V1 are isometric if and onIy zy I S,(V)1 = 1 S,(V’)/, 
I S,,(Vl = I W% and I &WI = I &09l. 
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Proof. It is obvious that if V and V1 are isometric, 1 S,( V)i = j S,(V)] 
for all c E F. In order to prove the converse, we put V = Rad V I W and 
must show only that n, r, and E( IV) can be computed from 1 S,(V)], 1 S,(V)], 
and 1 S,,(V)] (Section 2). Since in the rest of the proof only the quadratic 
space I/ occurs, we write again S, for S,(Y). It is assumed that j S1 1, 1 S, 1, 
and ) S,, 1 are known and E stands for E(W). Of course, it is always assumed 
that F and hence q are known. 
Case 1. / S1 \ = 1 S, j = 0. Then, V is a null-space whence r = 0 and 
E = 1. Since 1 S, 1 = q”, rr is also known. 
Case 2. / S, I # 0 and 1 S, / = 0. By Lemma 3.1, r is odd and it follows 
from (4) of that lemma that r = E = I. Furthermore, 1 S,, 1 = q”-l ((5) of 
Lemma 3.1) and hence n is also known. 
Case 3. / S, [ = 0 and j S, [ # 0. Again, r is odd and (3) of Lemma 3.1 
gives that r = 1 and E = - 1. As in the previous case, n is computed from 
j so 1 = q’l-1. 
Case 4. I S, I = j S, / # 0. By Lemma 3.1, r is even and I S, i - I Sr / = 
eqh+l. If this number is positive, E = 1, otherwise E = - 1. Hence E is known 
and h can then be computed from the known value of ,qh+l. One can then 
first computer from / S, 1 = qh(qTj2 - E) and then n from h = rr - (r + 2)/2. 
Case 5. 1 S, / # 0, / S, / # 0, and ) S1 / # I S, I. By Lemma 3.1, r is odd 
and 1 S1 / - j S, ( = 2rqh. One first determines E from the sign of this number 
and then computes h from this same number. Of course, n follows from 
from 1 S, / = qn-l while r can be computed from h = n - (r + 1)/2. Done. 
4. CODES OVER GF(3) 
We choose a fixed basis A, ,..., A, for the vector space V and assume that 
the quadratic space V has A, ,..., A,, as orthonormal basis (Introduction). 
Consequently, I/ is now nonsingular and, if A = c,A, + ... + c,A, , 
A2 = c: + **. + cn2. Linear subspaces of I/ are now referred to as “codes” 
whence every code is a possibly singular, quadratic space. Hence, it makes 
sense to ask if two codes are isometric. See the Introduction for the weight 
of a vector A, denoted w(A), and the weight enumerator of a code, both 
relative to the fixed basis Al ,..., A, . 
In the remainder of this section it is assumed that q = 3, i.e., F = {O, 1, -l}. 
Hence, - 1 is now the only nonsquare in F and we write SY1 for S, . Further- 
more, if A is a vector of V, $(A) denotes the weight of A reduced modulo 3, 
whence i?(A) E F. We refer to %(A) as the reduced weight of A. 
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PROPOSITION 4.1. For each vector A in V, %(A) = AZ. 
Proof. Put A = cIA, + ... + c,A, and observe that ci2 = 0 if ci = 0 
and ci2 = 1 if ci # 0. Done. 
THEOREM 4.1. If two codes over GF(3) have the same weight enumerator, 
they are isometric. 
Proof. Let U be a code and S, , X1, and S, be the three spheres of U. 
By Theorem 3.1, it is sutlicient to show that the three numbers / S, /, / S-, I, 
and 1 S, I can be computed from the weight enumerator a, + a,x + ... + a,xn 
of U. If c E F and A E V, then A E S, if and only if @(A) = c (Proposition 4. l), 
i.e., if and only if w(A) = c (mod 3). In this congruence and the next one, 
c is considered an ordinary integer. Consequently, j S, 1 is the sum of those 
coefficients ai of the weight enumerator where i = c (mod 3). Done. 
Observe that Theorem 4.1 may be formulated as follows: If two codes W 
and W over GF(3) have the same weight enumerator, there exists a non- 
singular linear transformation from U onto W which preserves the reduced 
weights 5(A) of the vectors. 
The converse of Theorem 4.1 is false. For example, let it = 4 and A = A, 
and B=A,+A,+A,+Aq. Then A2 = B2 = 1 and hence A and B 
span isometric lines (A) and (B) (l-dimensional codes). However, the weight 
enumerator of (A) is 1 + 2x and that of (B) is 1 + 2x4. The basic reason 
why the converse of Theorem 4.1 is false is that one can go over from the 
given orthonormal basis Al ,, . . , A, of Vto some other orthonormal basis of V. 
Then, isometric codes remain, of course, isometric, but weight enumerators 
may change drastically. It is reasonable to conjecture that the correct converse 
of Theorem 4.1 is: If two codes are isometric, there exists an orthonormal basis 
of V relative to which the two codes have the same weight enumerator. 
It is also interesting to observe the relation between Theorem 4.1 and code 
equivalences. Two codes are called equivalent if there is a monomial transfor- 
mation of V which maps one onto the other 131. Since the only nonzero 
elements of GF(3) are i 1, it is immediate that over GF(3) monomial transfor- 
mations are (very special) isometries of V. Hence equivalent codes over GF(3) 
are isometric, while they have, of course, the same weight enumerator. 
This shows that Theorem 4.1 holds trivially for equivalent codes. There are, 
however, many codes over GF(3) which have the same weight enumerator 
but are not equivalent, as the (24, 12) quadratic residue and symmetry codes 
show [3]. 
5. CODES OVER GF(q) 
Let V and its orthonormal basis A, ,..., A, be as in the previous section. 
If q # 3, Theorem 4.1 is false. For instance, let q = 5, n = 2, A = A, + A,, 
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and B = Al + 2A, . The l-dimensional codes {A) and (B), spanned by A 
and B, respectively, have the same weight enumerator 1 + 4x2. However, 
they are not isometric since the line (A) is nonsingular while the line (B) 
is a null line. The reason why Theorem 4.1 fails for arbitrary q is that 
Proposition 4.1 fails as the following discussion shows. 
Let q be arbitrary, restricted only by the assumption that the characteristic 
of GF(q) is not 2. If A is a vector of V with weight w(A), the reduced weight 
W(A) of A is again defined as the element w(A) 9 I of the field F. Here, 1 
denotes the unit element of F, whence Z(A) is the weight w(A) reduced 
modulo the characteristic of F. Proposition 4.1 now becomes: 
PROPOSITION 5.1. For each vector A = c,A, + ..* + c,A, of V, S(A) = 
$1 + . . . + cy* 
Proof. Simply observe that ci-’ = 0 if ci = 0, and c-i-’ = 1 if ci # 0. 
The proposition is proved. 
Hence for arbitrary q, the theory of the weight enumerator is governed 
by the form xy-’ + *.* + x”,-’ and not by xl2 + ... + x,~. If c E F, we denote 
c(*-l)j2 by x(c), which makes sense since q is odd. It is standard that the 
function x: F -+ F is the “quadratic character” of F, meaning that x(O) = 0 
and, if c # 0, x(c) = 1 if c is the square of an element of F and x(c) = - 1 
otherwise. Hence if A = clA, + ... + c,A, , Proposition 5.1 states that 
64 = (x(4)” + ... + (x(c,J)~. This explains why the quadratic character x 
plays such a heavy role in coding theory [3]. 
It is now easy to conjectme how Theorem 4.1 extends from GF(3) to GF(q). 
Two codes U and W over GF(q) are called isometric relative to the form 
xi--’ + ... + xi-:-’ if there exists a nonsingular linear transformationffrom U 
onto W, satisfying: If A E U and A = c,A, + ... + c,A, and f(A) = 
44, + ‘*. + d,zA, , then cpr + . . . + c;-,-’ = @-I + .*. + d:-l. We con- 
jecture that Theorem 4.1 becomes: If two codes over GF(q) have the same 
weight enumerator, they are isometric relative to the form xf’ + a.* + xt’. 
An equivalent formulation of this conjecture is obtained by replacing GF(3) 
by GF(q) in the alternative formulation of Theorem 4.1, given immediately 
after the proof of that theorem. 
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