In deregulation, growth in electrical loads necessitates improving power delivery, while nondiscriminatory access to transmission grid is a requirement. Deregulation causes a significant rise in transactions, which requires adequate transfer capability to secure economic transactions. In sustainable power delivery, FACTS devices are deployed to enhance available transfer capability (ATC). However, the high investment cost of FACTS makes the problem formulation a multiobjective optimization: power transfer maximization and minimization of FACTS sizes. Furthermore, due to the complexity in optimizing the control variables of voltage source converter types of FACTS, often the solution results in local optima and high computational time. This paper proposes a hybrid of real power flow performance index sensitivity ( ∂P I ) and particle swarm optimization (PI-PSO) to solve the multiobjective optimization of ATC maximization with minimum FACTS sizes using continuation power flow. ∂P I identifies some high-potential locations with enhanced ATC at minimum FACTS size to constitute the PSO's reduced search space. As ∂P I may exhibit masking effects, iterative nexponent and Newton's divided difference approaches are proposed to reduce masking. The proposed PI-PSO is implemented with a thyristor control series compensator and static synchronous series compensator for both bilateral and multilateral transactions. Results show the effectiveness of the proposed PI-PSO over PSO regarding convergence characteristics, avoidance of local optima, and superior ATC values.
Introduction
Utilities are embracing deregulated frameworks of supply to ensure sustainable power delivery. A key objective of deregulation is nondiscriminatory access to the transmission grid [1] [2] [3] . Bulk transfer of power to load centers is preferred over the grid to ensure economical supply. However, line flows, voltage, and stability constraints hamper the grid's ability to transfer power [4] [5] [6] [7] . Consequently, congestion poses a major hindrance to power transfer in a competitive framework characterized by high volume of transactions [8, 9] . Transfer capability enhancement accommodates a high volume of transactions and ensures the power system's security [10] . Based on the definitions and guidelines of the North American Electricity Reliability Council (NERC), total transfer capability (TTC) and available transfer capability (ATC) are used as indexes of transfer capability and hence a measure of transmission grid performance [11] . ATC measures the transfer capability remaining in the grid to accommodate new transactions above already committed uses [12] . To better utilize the transmission grid, * Correspondence: ahmad.abubakar@futminna.edu.ng relieve congestion, and enhance transfer capability, FACTS devices are deployed [13, 14] . The FACTS approach uses the power system's parameters as control variables to redistribute power flows [6, 12, 15] . However, due to the high investment cost of FACTS, the problem formulation results in parallel, opposite, and multiobjective optimization: power transfer maximization and minimization of FACTS sizes [3, [16] [17] [18] [19] [20] .
Power system planning requires the optimization of two or more objectives simultaneously [21] ; hence, it is a multiobjective optimization (MOO) formulation. For parallel and opposite objectives, the optimal solution significantly develops into a difficult and complex problem, with local optima likely. In MOO, it is often unclear what constitutes an optimal solution; a solution may be optimal for one objective but local for another [8, 22] .
Researchers often adopt classical approaches in tackling MOO: converting the MOO into a single objective (SO) through weighted aggregation, goal programming, and ε -constraints [23] . These methods adopt a compromise solution. However, the compromise is also dependent on the efficiency of the optimization solver [23] .
Furthermore, VSC-based FACTS with complex control variables increase the complexity of the MOO problem, which affects the efficiency of the optimization solver [24, 25] . Magnitude and angle of series voltage by static synchronous series compensator (SSSC) varies within V max
respectively. In the search space for the SSSC size, each location produces a unique size, as evident in Figure  1 . With large population size, improved solutions are at the expense of speed and computational burden. A competitive environment with a high volume of transactions, speed, and accuracy of ATC computations while avoiding local optima is a priority [26] . In this paper, the application of the thyristor control series compensator (TCSC) and SSSC for ATC enhancement of transactions is performed using the proposed hybrid, PI-PSO. Figure 2 depicts the pie model of a transmission line with TCSC ( x k ). The effective reactance of the line with TCSC is given by Eq. (1), while active and reactive power flows are described by Eqs. (2)- (7) . 
Static modeling of FACTS using power injection model (PIM)

PIM model of TCSC
Using the PIM, the TCSC is modeled by a line without jx k , with power injections at the terminal buses, as in Figure 3 . Eqs. (8)-(11) describe the power injections [7] . Eqs. (12) and (13) give changes in conductance and susceptance, where δ ij is the voltage angular difference and ∆Y ij = ∆G ij + ∆B ij is line admittance.
PIM model of SSSC
The SSSC as a VSC-based FACTS compensator inserts a voltage in series with the line through a coupling transformer. The equivalent circuit, modeled by voltage source V se ∠δ se , connected in series with impedance Z se to account for coupling transformer losses, is shown in Figure 4 [27] . Using the Norton equivalent, the series injected voltage by the SSSC is modeled by an equivalent current source in parallel with the coupling transformer impedance [27] . The parallel current expressed by Eq. (14) can be represented by shunt injected current at the SSSC's terminals (bus-i and bus-n) [27] . Since complex nodal power injections are input in load flow calculations, the shunt injected currents of Eqs. (14)- (16) are modeled by complex loads at buses i and n as shown in Figure 5 . Eqs. (17) and (18) give the SSSC's complex power injections [27, 28] .
In Eqs. (14)- (18) , complex bus voltages and impedance are defined as
Substituting these complex voltages and shunt injected current of Eq. (14) as a function of the admittance Y se , the real and reactive power injections that model the SSSC are expressed in Eqs. (19)- (22) .
Using the MATLAB symbolic toolbox, the static model of the SSSC is expressed by Eqs. (23)- (26) .
Problem formulation
From the literature, ATC computation methods can be classified as follows: (i) AC/DC power transfer distribution factor (PTDF) [1, 29, 30] ; (ii) repeated power flow (RPF) [31, 32] ; (iii) optimal power flow (OPF) [33] ;
and (iv) continuation power flow (CPF) [34, 35] .
PTDF relies on sensitivity to power flows, while RPF depends on an arbitrarily chosen step, which is optimistic and computationally tasking. OPF methods, while efficient, involve complex iterative power system optimization, which can result in singularity. CPF introduces a loading parameter λ to parameterize and solve the power flow equations to avoid ill-conditioning and singularity [35] . The problem formulation in [12, 32, 35] shows there is a close connection between optimization, CPF, and RPF for ATC computations. Detailed documentation of CPF for ATC computation was reported in [12, [34] [35] [36] . Consequently, ATC enhancement with FACTS evaluates an optimization objective as expressed in Eq. (27) using CPF [37] , subject to Eqs. (28)- (34) .
M aximize
Eq. (28) 
Formation of reduced search space for FACTS location
Since line overloads are major constraints for ATC [8] , the quality of a candidate line to enhance ATC can be evaluated using ∂P I [38] . The second-order real power flow performance indices ( P I 2 ), commonly used as a measure of severity of overload [39] , are expressed by Eq. (36) . Without change in principle, this is applicable for the determination of FACTS location in congestion management [39] [40] [41] [42] [43] . Accordingly, when power flow congestion limits the power transfer transaction, Eq. (37), which evaluates ∂P I 2 with respect to FACTS control parameters ( X F ACT S ), obtains candidate locations of FACTS for ATC enhancement.
∂P lm ∂X f acts (37) In Eqs. (36) and (37) , N L is the number of lines, W m is a nonnegative coefficient, n is nexponent order, P lm is active flow, and P max is line capacity. Eq. (38) expresses P lm as the sum of real power injections [44] .
In Eq. (38) , s is the slack bus, nb is number of buses, and S mn is the mn th element of matrix [Sf] that relates line power flows with bus power injections. The partial derivative of the P lm term in Eq. (37) , with respect to the FACTS control parameter, is expressed by Eq. (39) .
Sensitivity of PI to TCSC's reactance
For TCSC, the derivative terms of Eq. (39) are obtained from Eqs. (8) and (10), the PIM model of the TCSC.
Eqs. (40)-(43) express the derivative of power injections with respect to x k [40] .
Sensitivity of PI to SSSC's series injected voltage
For SSSC, the derivative terms of Eq. 
Note that in Eqs. (40)- (45) , sensitivities are obtained as X F ACT S tends to zero (i.e. X F ACT S → 0 ).
Masking effect in PI sensitivities
In FACTS control operations, the rerouting of power flow from a line causes increased loading in other lines;
∂P I 2 may indicate these higher loadings as noncritical. Masking is the inability of ∂P I 2 to discriminate between several higher loadings and a huge violation [43] . Consequently, sensitivity-based FACTS locations may exhibit masking. Identification of masking in ∂P I 2 is achieved by vector norm-based formulation of Eq. (36) and permits a quantitative explanation of masking [44] . Eq. (46) describes the ∂P I 2 values.
Determination of nexponent to cancel out masking
Since masking range decreases with the nexponent from Eq. (46), a higher-order n -exponent leads to ∂P I n free from masking [44, 45] . This paper proposes two approaches to determine nexponent for reduced masking effect. Iterative n-exponent: In the case where masking effect is detected, ∂P I n is evaluated iteratively with higher n -exponent according to Eq. (47), and a stopping criterion is enforced as described in Eq. (48) . 
Newton's divided difference: In addition to computational burden, in a case where the masking effect is a result of multiple lines, the iterative nexponent becomes poor. Accordingly, Newton's difference method estimates ∂P I n as expressed in Eq. (49), which assumes: (i) a linear variation between ∂P I 2 and ∂P I 20 to compute the nexponent of ∂P I n , and (ii) by approximate techniques, ∂P I 20 can be estimated as in [44] .
Therefore, ∂P I n (with minimal masking) is between ∂P I 2 (with masking) and ∂P I 20 (without masking). 
Criteria to constitute the RSS: Generally, all sensitive lines constitute the RSS, and:
i. All lines with negative sensitivities with respect to the FACTS control parameter constitute the PSO's RSS.
ii. All lines containing generator buses are excluded even if the sensitivity is negative.
Proposed hybrid performance index and particle swarm optimization (PI-PSO)
To achieve a compromise between speed and accuracy, the PSO's parameters are carefully selected [46, 47] .
However, in the proposed PI-PSO, ∂P I enables formation of the RSS, which improves the particle's exploitation by avoiding local optimal solutions. A particle's position is described by Eq. Figures 6 and 7 show the flowchart of PI-PSO and a one-line diagram of the test network, which is the IEEE 9-bus system with 3 transformers and 6 transmission lines at 230 kV; total load of the system is 315 MW and 115 MVar [47] . 
Implementation
MATPOWER, a steady-state power system analysis tool [48] , implements the proposed methodology. ATC assessment is executed using MATPOWER's CPF. The CPF features were extended to enforce the constraints of Eqs. (32) and (33) . Event detection and callback functions were contributed by MATPOWER on GitHub, acknowledged by the MATPOWER community. Highlights of this paper include the following:
i. Reduction of the entire search space for FACTS location and identification of lines with enhanced ATC at minimal FACTS sizes to constitute the RSS using ∂P I n . ii. A hybrid PI-PSO for ATC enhancement with improved convergence and efficiency. iii. Determination of nexponent using an iterative approach and Newton's divided difference method.
Results and discussion
Transfer directions of some transactions are described in the 2nd and 3rd columns of Table 1 . Also, Table 1 and Table 2 show ∂P I 2 with TCSC and SSSC. Locations that constitute the RSS are in bold. In Table 1 , the most positive ∂P I 2 corresponds to the base case limiting line and is due to the capacitive model of the TCSC in ∂P I 2 . Table 1 . Second-order sensitivity ( ∂P I2 ) to TCSC's reactance ( n = 2 ).
Trans. Source Sink
Line number (terminating buses) ID buses buses 1(1 to 4) 2(4 to 5) 3(5 to 7) 4(2 to 7) 5(7 to 8) 6(8 to 9) 7(9 to 3) 8(9 to 6) 9(6 to 4) T1
1, 3 5 Trans. Line number (terminating buses) ID 1(1 to 4) 2(4 to 5) 3(5 to 7) 4(2 to 7) 5(7 to 8) 6(8 to 9) 7(9 to 3) 8(9 to 6) 9(6 to 4) ∂P I n of lines 3, 6, and 9 for T7 as well as 3 and 9 for T10 decrease and become negative as the nexponent increases. The proposed methods in Section 4.4 evaluate ∂P I n with higher n-exponents. Figures 9a and 9b compare sensitivities for T7 and T10, respectively. From Figure 9 and Table 2 , the RSS for T7 and T10 constitutes lines 2, 3, 6, and 9. The iterative method requires more computational time and is less effective to handle masking at multiple lines.
To demonstrate the effectiveness of the proposed PI-PSO, an exhaustive search with discrete sizes for T2 and T3 is shown in Figures 10a and 10b , respectively.
In Figure 10a , lines 3, 6, and 9 enhance ATC with discrete TCSC sizes, consistent with ∂P I 2 in Table   2 . ATC increases in line 3 and peaks at 153.4692 MW with 40% and 149.8539 MW with 50% TCSC size; this suggests an optimal ATC in line 3 between 40% and 50%. Similarly, in Figure 10b , lines 2, 3, 6, and 9 record enhancement with discrete V se , consistent with the RSS of Table 3 . ATC values are 143.0192 MW with 0. 05 p.u. and 142.8792 MW at 0. 06 p.u. in line 3, suggesting optimal ATC in line 3 between 0.05 p.u. and 0.06 p.u. Table 3 and Table 4 give ATC using both PSO and PI-PSO with TCSC and SSSC, respectively. From Table 3 , although ATC by PI-PSO is slightly higher in some transactions, PSO produces similar ATC values, attributable to the noncomplex nature of the TCSC's control parameter. Similarly, in Table 4 , the effectiveness of PI-PSO regarding superior ATC values compared to PSO is evident in T1 to T8 and T10. For a typical run of T2, T4, and T8, PSO is trapped in a local optimal location. Likewise, Figure 12 shows the convergence characteristics for a typical run of PSO and PI-PSO with SSSC for T1 to T10. Observe that in Figures 12a-12j , the proposed PI-PSO produces higher ATC compared to PSO and converges in 10-35 iterations. The higher ATC is more pronounced in Figures 12b, 12d, 12f, 12g , and 12h. The low number of iterations and higher ATC values translate to superior speed and accuracy of the proposed PI-PSO over PSO. Moreover, the starting point improvement of PI-PSO over PSO is similar to that in Figure 11 with TCSC. These improvements are attributable to better exploration abilities of PI-PSO within the RSS. Furthermore, Figure 13 depicts the plots of particles' positions against V se using PSO and PI-PSO. It is observed that in PI-PSO, all particles converged to the optimal location, with improved exploitation ability of PI-PSO to obtain a superior ATC over PSO.
Average convergence time is measured as the elapse for each particle to reach the optimal location [49] .
In Figure 14 ATC enhancements impact the receiving end voltage profile, which is a key power quality index. Consequently, Figure 15 depicts voltage profile. The base case ATC for T1 to T10 and with TCSC for T3, T6, and T8 were constrained by Eq. (32) . As depicted in Figures 15a-15f , for bus voltages for the case of no FACTS and TCSC, particularly in Figures 15b, 15d , and 15e, they are above minimum (0.9 p.u.). Conversely, ATC with SSSC is constrained by voltage at bus 5 for T1; bus 6 for T3, T4, T8, and T10; and bus 8 for T6. These buses constitute the sink buses. 
Conclusion
A hybrid PI-PSO has been proposed for optimal planning of FACTS to enhance ATC. Sensitivity is used to reduce location search space. Two masking effect reduction methods, iterative n-exponent and Newton's divided difference, were introduced for transactions whose ∂P I 2 are characterized by masking effect. The proposed PI-PSO with similar parameters performs better than PSO regarding convergence characteristics and efficiency in obtaining higher ATC values while avoiding the local optima. The performance of PI-PSO is noticeable in VSC-based FACTS with complex optimization variables. In addition, the new features of CPF that ensure ATC computation with respect to line and voltage constraints have been acknowledge by the MATPOWER community.
