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Abstract
What led t o the novel ideas, some of them theoretical, presented in this paper is our highly
experimental approach t o nonlinear control. We actually designed and fabricated a two-link
inverted pendulum, and learned about the relationships and the tradeoffs that exist in such
a device. In the context of controlling an inverted pendulum, the novel ideas presented
in this paper relate to i) the design of a fuzzy logic controller; ii) the design of a neuralnetwork controller; and iii) experimental implementation of a nonlinear controller based on
differential-geometric notions; etc. etc. These novel ideas are presented in a comparative
setting.
The comparative study presented compares, experimentally and by simulation, five different control schemes. We compare a PD controller, a linear quadratic controller, a nonlinear
controller, a neural network controller and a fuzzy logic controller. We show how the controllable portion of the four dimensional space of control variables changes with the different
control schemes. We do this by defining an effectiveness coefficient that is the ratio of the
portion of the size of the controllable region to the size of the overall space as spanned by
the position variables. Our overall conclusion may be summarized by the following values of
the effectiveness coefficient for the five different control schemes:

PD Controller:
Linear Quadratic Controller:
Neural Network Controller:
Non-linear Controller:
Fuzzy Logic Controller:

Simulation
0.324
0.524
0.785
0.248
0.349

Experiment
0.022
0.234
0.272
0.203
0.262

It is interesting t o note that while the superiority of the neural network controller is
borne out by both the simulations and the experiments, the former overemphasizes the
advantage by a wide margin. Also the simulation study would have us believe that a linear
quadratic controller should be our second best choice, a conclusion not supported by actual
experiments. The differences between the experiments and the simulations can be attributed
to the difficulty of capturing in a simulation phenomena such.as friction, motor dynamics,
etc.
'Robot Vision Lab, 1285 EE Building, Purdue University, West Lafayette, IN 47907-1285
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Comparative Study of Motion Control Methods
for a Nonlinear System
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Introduction

Strictly speaking, the motion of a robot system involves nonlinear terms that describe inertia:
gravity, and other effects. In the past, these terms have been ignored or simplified, often at the
cost of high speed manipulability, because they implied an excessive computational burden for
real-time control. However, with the advent of new hardware and software, we believe that it
will be possible t o accommodate the nonlinear constraints in the control schemes of the future.
Moreover, there has come into existence a new class of nonlinear robotic control problems, such
as those dealing with legged locomotion: that are not amenable to linearized implementations.
The last few years have seen the emergence of new methods for the control of nonlinear systems. The most prominent of these are the neural network based methods and the fuzzy logic
based methods. Their proponents claim that these new methods are computationally superior to
whatever approximations one may make to nonlinear control in order to make it computationally
feasible. We may therefore say that these two new methods, the neural network based and the
fuzzy logic based, and the traditional approaches, such as the linear and nonlinear approximations,
constitute a body of competing methods for the control of a nonlinear system.
Given the competing approaches for nonlinear control, it is not clear today which approach should
be selected for a given application. To remedy this deficiency in our knowledge, we have taken a
small step in this paper and performed a comparative study on what has become the fruit fly of
nonlinear control - the inverted pendulum problem. We have devised two criteria for comparing
the different control schemes. The first of these, called the eflectiveness coefficient, measures the
ratio of the sizes of the actual to the ideal controllable regions of the space spanned by designated
control variables. The second, the utilization coefficient, measures the economy in the total control
input required to make a system transition from a designated initial state to the goal state.
With respect t o above two criteria, the different control schemes will be compared first by computer
simulation and then on an actual experimental setup. Since the peculiarities of a particular
hardware can be their own sources of nonlinearities - nonlinearities that in most cases cannot
be modeled theoretically - it is useful to compare the different schemes by computer simulation.
Having said that, it goes without saying that a comparative study without actual experiments
would be an empty exercise indeed. As we will show, the experiments reveal interesting departures
from the performances predicted by simulations.
The paper is organized as follows. First, in Section '3, we discuss the related literature. In order to
make explicit the nonlinearities in the particular inverted pendulum experiment that our results
are based on, in Section 3 we will then discuss the experimental setup and its various parameters.
Section 4 will then describe the different controllers that are the subject of comparison here.

Simulations and experimental results will be presented in Section 5, and the results summarized
in Section 6. T h e reader is referred to [24] for a more detailed version of this paper, which also
contains an appendix on the configuration of the electronic hardwa.re used for controlling the
motor and for interfacing with the computer.

Background Literature
We will now briefly survey the literature on the emerging nonlinear methods for motion control.
We will first mention some of the more prominent contributions tha.t discuss the use of neural
networks for nonlinear motion control. This will be followed by a mention of the recent work in
nonlinear control based on differential geometry. Lastly, we will review the literature in the use
of fuzzy logic for nonlinear motion control.
Showing just simulations, Barto et al. and .Anderson [2, 11 have demonstrated the use of neural networks to balance a pole that is hinged on a moving cart. In another simulation study,
Kuschewski et al. have applied feedforward neural networks to learn the forward and the inverse
dynamics of a single-link inverted pendulum controlled by a DC motor with a gear train [15]. In
yet another simulation-based study, Helferty et al. [12] have reported on a neural network learning strategy for the control of a one-legged hopping machine. Among the contributions where
researchers have reported on actual implerne~lta,tions
and experiments, Miyamoto [21] has used a
neural network to learn the inverse dynamics of a robot to control the robot trajectory. Sekiguchi
et al. [32] have successfully demonstmted that it is possible t o control a two-link inverted pendulum with a neural network controller. Nagata et a.1. [22] and, recently, Man and I<ak [20] have
used neural networks for robot na.vigation.
In the area of nonlinear control by using differential geometric concepts, many formalisms have
been presented by scientists [5, 14,341. Starting early go's, theoretical extensions to the differential
geometric context, the context tha.t pertains to robotics, ha.ve begun to appear in the literature.
Brockett [6] has showed how robot kinematics can be represented using Lie algebra and group
theory. Again using differential geometric concepts, Paden and Sastry [25] have proved that
a manipulator with six revolute joints contains an optimal reachability region if it is an elbow
manipulator. Salam and Yoon 1311 considered the exponential matrix representation of changes of
rotations for the Stanford manipulator. Tarn et al. [35] have shown the necessary and sufficient
conditions for the existence of a nonlinear feedba.ck control for a general nonlinear system if we
wish for it t o be externally linearized using the differential geometric system theory. Applications
of these notions to the control of robot motion a.re reported in [lo, 261.
Based on the belief that human decisions are made on the basis of imprecise, non-numerical
information, Zadeh [40] introduced the fuzzy set theory and fuzzy logic in mid 60's. Inspired by
the successes of fuzzy logic in controlling non1inea.r systems such as a steam engine [19], during
the last few years many workers have a.ttempted to apply this a.pproach t o a. wide range of
control problems, including the problem of nonlinear motion control. Yamakawa [39] has recently
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Figure 1: The inverted pendulum
demonstrated experimentally a fuzzy logic controller for the pole balancing problem. A fuzzy logic
controller has also been advanced recently for helicopter control [38]. There still remain many
unanswered questions to be addressed regarding such controllers, such as the lack of systematic
procedures on how to select appropriate fuzzy membership functions and how to construct effective
rules for a particular system.
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Experimental Setup and the Dynamics of the Nonlinear System

We will now present the basic equations that describe the dynamics of a two-link inverted pendulum, which may be considered to be a single input and two output device. The first link, attached
to a motor as shown in Fig. 1, rotates in a horizontal plane. The second link is attached to the
end of the first link in such a manner that the plane of rotation of the second link will always be
vertical and perpendicular to the plane of the rotation of the first link. The only input to the
system is the torque to the motor to which the first link is attached. (If there were control inputs
for both links, then the pendulum would become a two input, two output system - a much easier
problem from a control standpoint.) For the motor, a direct drive servo actuator Dynaserv is used,
and Transputers, high performance microprocessors that support parallel processing through onchip hardware, are used as the main computer. Note that the task of the controller is not only to
balance the second link upright but to also position the first link at a prespecified angle.

The dynamic equations are derived using the well known Euler-Lagrange equation

L is the Laxgrange function L = I( - P , where Ii' and P are the kinetic and potential energy
of the system, respectively. Computing the appropriate parameter values for the system and
substituting them into Eq. (1) yields the following dynamic equation

where

and

L

4

D is a symmetric non-singular inertia matrix where the dia.gona1 component D;;along with its
corresponding angular acceleration describes the acceleration force being exerted on the link 2 ,
and the off-diagonal term Dij represents the coupled acceleration force exerted on the link i.
C consists of centripetal and coriolis terms where the diagonal terms (7;;'s of C1 represent the
centripetal forces generated by velocities of the link i exerted on the link 1 while the off-diagonal
terms Cij's of C1 describe the coriolis forces generated by velocities of the link i and the link j
exerted on the link 1. Similar statement can be made for C2. G depicts the gravitational term and
the vector T indicates the external torque applied to the system. For digital control of the system,
it is convenient t o change the Eq (2) into a form x = f ( x , i , ~ )where T is the control input.
Since the D matrix is always non-singu1a.r) its inverse exists a.nd the transformation can be easily
accomplished. And by denoting x l = 01, x 2 = 82, X J = dl, and x4 = 82, the dynamic equations
for the system transform into a, set of following first order nonlinear differential equations:

where

and

4

Controller Descriptions
desired
position
__C

+

desired
velocity

Pendulum

+

position

Figure 2: The PD coiltroller with the plant

4.1

PD Controller

Figure 2 depicts the system with the PD controller. This scheme allows the user to disregard the
internal dynamics of the system and concentrate on the input output relationship of the system
from observation. The input torque to the system is a function of position and velocity errors
for both links from their target states. The controller is responsible for manipulating the error
data into a single appropriate command torque that is applied to the first link by the motor. The
input torque T has the following form:

where (xl,x2,23,x4) have the same meaning and where the function f for a PD controller is a
linear combination of the error states:
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The coefficients KP1, I<P2, I(D1, and KD2 in this expression are determined by trial and error, a
sometimes laborious process that is tantamount to searching for a point in four dimensional space.
The difficulty associated with fine tuning the values of K P 2 , I<D1, and I<D2can be ameliorated
by first finding the best values for the proportional constants, IiPl and I<P2, that generate
sufficient torque for the pendulum to reach the goal state and then overshoot some. Next, the
derivative constants, I(D1 and I<D2, are adjusted so that the response of the system is critically
damped. This procedure is somewhat ad hoc and tedious; however, the tuned parameters generate
satisfactory result when applied to the system within a small range around the equilibrium point.
Note that the inverted pendulum has two equilibrium points, O2 = 0" and O2 = 180°, the former
corresponding t o the second link being straight up, and the latter t o the straight down position.
Values of these gain parameters for our experiment are presented in Section 5 .

4.2

Linear Quadratic Regulator

We will now present another linear controller whose control law is determined by, first, a linearization of the dynamics of the motion, and, second, by the minimization of a quadratic measure of
performance that has two components: an integra.1of the errors from the current state of the system t o the goal state and the integral of the torque input required. The linearization is effected
by assuming that O2 is limited t o a small region around the equilibrium point z2 = O2 = 0, with
xl = O1 arbitrary. We also assume that the velocities of both links, x3, x4: are relatively small,
implying that all the nonlinear terms in these variables can be neglected. -4s a result, Eq.(3)
transforms into
x = Ax+ BT
(4)
where

and

Fig. 3 depicts the linearized dynamics of the system described by Eq. (4). Given the linearized
dynamic equation, one may now apply any linear control strategy that is available.
We are clearly interested in determining the size of the controllable region for the above linear
approximation to the nonlinear dynamic equat,ions. This we will do in the next subsection by first
bounding the approximation-induced errors in the state variables as a function of time. We will
compare t h e state variables, as functions of time, generated by the full nonlinear model against
the state variables genera.ted by the linearized approximation.

torque

-

x3

Figure 3: The Linear dynamic model
4.2.1

Bounding the Error

Figure 4: A simple inverted pendulum
Let's start out by assuming a one-link inverted pendulum (Fig. 4). (Presumably a one-link
inverted pendulum is connected to the shaft of the motor which supplies appropriate torques t o
keep the link vertically upright.) The dynamic equation of the system is simply 0 - asine = 0,
where 8 is the angle of the link from the vertical and where a represents a ccjnstant, term that is
equal t o gravity g over the link length 1. For now we will assume that a 2 1.O. If a is less than
1.0, we can multiply the Eq. ( 5 ) by a constant and use the constant as the variable a in the
following discussion.
By designating

the dynamic equation can be written as a first order differential equation:

The following inequality follows from the dynamic equation

where xo is the initial state vector and where llxll is the norm of x, the norm here being defined
simply as the magnitude of the vector at each instant of time separately. Multipling both sides
by exp(-at) and integrating with respect t o time from 0 to t , we get

The above inequality describes how the norm of x is bounded in terms of its initial state and the
elapsed time. We will use this to bound the error between the linearized and the original nonlinear
system responses as functions of time.
In order t o compare the true value of the state vector with its linearized approximation, we define
the approximation error
w(t) = x(t) - z ( t )
where x denotes the original state vector and z the approximated state vector.
Differentiate the error with respect to time gives w = x - i where

and

where the latter equation follows from the linear approximation t o Eq. (5). The error dynamic
equation becomes

Rearranging the terms gives

which may be expressed more compactly as

where

and

(a) position error

(b) velocity error

Figure 5 : Bounded error profiles
The solution to Eq. (7) with the initial condition w(0) = 0 describes the error states over time:
w(t) =

/d

exp[R(t -

T)]P(T)~T

Therefore,

If we denote the two components of the vector p by pl a.nd p2, with pl of course being zero, the
following bound follows from the definition of p

Hence,

The matrix exponential form can be solved using various methods [l:l]: we chose the inverse
Laplace transformation method to find the above result.
The above discussions on bounding the error between the true nonlinear system and the linearized
system suggest easy steps t o upper-bound the difference between a linearized and a true nonlinear
system for an arbitrary nonlinear system. The first step is t o bound the magnitude of the state
variables for the original nonlinear system in terms of the initial position and the time. The next
step is to eit,her solve the the set of differential equations for the linearized and nonlinear dynamic
equations and directly bound the error or by manipulating the two dynamic equations to come
up with a new error dynamic equation, as we have done. The final step is to incorporate the
information of how the original state variables have traversed in time with some initial state into
the bounded error equation. Of course, the procedure can be cumbersome when high order system
is considered.

Time (msec)

Figure 6: Trajectories of the 1inea.r a.nd the nonlinear dynamic systems
We show in Fig. 5 a graphic depiction of the bound in Eq. (8). The surface on the left shows the
bound on the position, the first component of w(t), and the surface on the right on the velocity,
the second component of w(t). The two axes for each of the surfaces are the time and the initial
position of the inverted pendulum. For generating these error surfaces, a link length 22 in (0.56m)
was used; this corresponds to a value of 2 17.511 for the constant a. As expected, the errors in
both positio:n and velocity grow with time for all initial positions. The same effect can also be seen
by plotting the actual trajectories corresponding to the nonlinear and the linearized equations.
This we have done in Fig. 6 for the initial state z = 20.0" and 2 = 0'.
For both the position and the velocity trajectories, the upper curves correspond to the linearized
case and the lower to the nonlinear equations. For a given initial condition, these curves help
us define the controllable region in the state space. We could say that when the position and
the velocity trajectories generated by the linearized model are within, 1.3 and 4.2 percent of true

Initial Position (deg)

Figure 7: Availa.ble time interval versus initial position.
trajectories, respectively, as generated by the nonlinear model, the linear control would prevail
and bring the system back to its equilibrium position. Based on such a criterion, the controllable
region in the (x: x) space ranges from -35.4' to 35.4' for x and -106.S0/s t o 106.S G/s for x. For
a given initial position, Fig. 6 also gives us the time interval during which the controller must act
if linearized approximations are used for determining the control input. Again using the same
criterion, Fig. 6 says that when the initial state is given by x = 20.0' and i = 0°, the system has
only 0.31 seconds in which a linear controller must act. After this time, the discrepancy between
the linear and the true nonlinear models is too great and the linearized approximation becomes
inapplicable. In Fig. 7, we have plotted a,vailable time for control input as a function of the initial
position, assuming in all cases that the initial velocity is zero.'

4.2.2

Linear Observer

We will now go back to the case of the two-link inverted pendulum. Let's assume that! as is
often the case in practice, the velocity measurements, xs and x4, are not available. If we now
denote what is actually observed by a two-dimensional vector y, we have the following relationship
between y and the state vector x:
'The reader might question our use of the 1.3 and 4.2 percent criterion for ascertaining the extent of the
controllable region for the linearized controller. For the two-link inverted pendulum we have empirically verified
that when the linearization errors for the position va.riable is less than 1.3 percent and the linearization error for
the velocity variable is less than 4.2 percent, a 1inea.r controller is applicable.

Even if the velocities are not measured, they cannot be ignored simply because the velocity terms
have a fundamental role to play in the dynamics of the system. Therefore, the velocity terms
must be estimated if they are not actually measured. In the linearized model, the estimated full
state vector., denoted 2 , can be found by solving the following differential equation

which follows from Eqs. (4) and (9) by using estimation principles first promulgated by Luenberger
[ls].The matrix K is called the gain matrix and is computed by maximizing the stability which
minimizes the response time of the system, as we will discuss below. If we denote the estimatioil
error by e == x - f, we get from Eq. (4) and (10)

The choice of the gain matrix is dictated by the following theorem and lemma.2
Theorem [37]: Pair (A, B) is controllable if a.nd only if for every symmetric set A of n complex
numbers, where n is the number of degrees of freedom of the dynamic system, there exists a
matrix F such that a ( A BF) = -4 where a, called the spectrum, computes the eigenvalues of its
argument.

+

2 ~ othe
r benefit of those robotics readers whose background is not steeped in control theory, we will now quickly
define what we mean by controllability and observability of a linear dynamic system described by x = A x B r
and y = C x . We say a dynamic system is controllable if by examining the initial state and some final state we can
figure out whether or not there exists an input that will allow the system state to transition from one to the other
in finite time. Controllability is a function of the matrix pair ( A , 13). We say a dynamic system is observable if it is
possible t o compute every vector state from the input and what is observed, the vector y in our case as recorded
over time. The observability turns out t o be a function of the matrix pair ( A , C ) . It is important t o note that
whenever the pair ( A , B ) is controllable, the pair ( A ~B, ~ is) observable. By the same token, when the pair ( A , C ) is
observable, the pair ( A T , c T ) is controllable. For the A , B , and C applicable t o Eqs. (4) and (9), the observability
of the pair ( A , C ) is easily established by showing that the observability matrix as given by

+

has full rank. We can similarly establish the controllabilit~of the pair ( A , B ) by showing the full rank of the
controllability matrix [B AB A'B . . . A n - ' B ] .

Lemma [37]: Let ( A , B ) be a controllable pair. Then, for any n dimensional vector b E B there exists
feedback F : X 4 r such that the pair ( A BF, b) is controllable. B, X , and r are, respectively,
the spaces spanned by the columns of the B matrix, by the state vector, and by the input ~ e c t o r . ~

+

To specify the gain matrix I<, we first note that since the transpose of a matrix has the same
t.o tha.t described by
spectrum as the original ma.trix, the following dyna,micsystem is eq~iva~lent
Eq. (11):
= ( A -~C T K T )e
(12)

e

which may in turn be written as
& = A T e + CT u
where u is the state feedback u = -KTe. The dynamic system described by this equation may
now be subject t o the theorem and the lemma stated above with A = A T , and B = cT.
Since the pair (A,c) is observable for the original dynamic equations Eq. (4) and Eq. (9); the
pair (AT, cT)is controllable. While the lemma above allows us to transform a multi-input system
into a single input system, a.nd the theorem guarantees that there exists an appropria.te feedback
which will place the poles of the system (AT - cTKT) at a set of designated locations in the open
left half space of the s-plane. Using the theorem and the lemma, one can find the feedback F such
) 11 for whatever choice of A we desire. In our case, the choice of K = - F ~
that a(AT C ~ F =
allows us to place the poles a t designated locations. For detail on how to compute K, we refer
the reader to Appendix -4. Note that in selecting the pole locations, the choice of .A determines
how fast the estimate jr converges to the true state x. Fig. S depicts the system with the linear
quadratic controller using the observer described above. The module -G in Fig. 8 represents the
linear quadratic gain control which is the subject of the next subsection.

+

Compensator
I
I

Figure 8: The Linear Quadratic Controller using a linear observer
3The lemma allows one t o transform a multi-input system to an equivalent form with just one scalar input,
which makes the process of finding the feedback F easier. For proofs of the theorem and lemma, we direct readers
t o the referred text.

4.2.3

Linear Quadratic Control

While the previous subsection sl~owedh o ~ 7to compute an estimate k of the full state vector x,
we will now address the issue of what exactly the control input should be. Evidently, for a linear
controller the control input will be 1inea.r function of k . Stated more generically, we now wish to
derive a control law of the form T = -G(k - xgoai)that would give us the input torque T when the
state vector is x; G is called the feedback gain of the controller.
The control law is derived by minimizing the following quadratic performance criterion:

where the user-specified matrix 9 is symmetric and positive definite and the scalar value r is
positive. The integration is with respect to time from the initial time, Tinit,,!, t o the final time,
Tjinal at which time t h e state is expected to have reached the goal state. Note that the second
integrand is proportional to the total torque needed by the system to reach the goal state.
In accordance with the derivation shown in the Appendix B, the minimization of the quadratic
form can be accomplished by first solving the following Riccati equation:

.
Ricca.ti equation is a set of first order
and then substituting the solution in G = ~ - ' B ~ RThe
coupled differential equa.tions that, except for very simple cases, must be solved numerically,
especially so for arbitrary Tjinal. The equation is usually solved by considering the state trajectory
backward in time. If a system is known to be controlla.ble- as is indeed the case with our system
- we may argue that, as Tjinalapproaclles infinity, the time derivatives in the Ricca.ti equation
go to zero. As a result, the set of coupled first order differential equations become a set of linear
coupled equations tha.t may be solved by any of standard methods. 4 s discussed in Section 4, in
our case we had t o solve a set of ten coupled linear equations t o find the gain matrix.
Note that by structuring appropriately the positive-definite matrix 9, it is possible to assign
different relative weights to the different sta.te variables. For example, for the case of controlling
a two-link inverted pendulum, it is a.n experimental imperative that the variables x2 and x4
get higher priority in the determination of the control input. The reason for this is intuitively
obvious. For the pendulum t o be stable, the values of the variables x2 and x4, standing for the
angular position and the angular velocity of the second link, must be brought close to zero as
expeditiously as possible and then maintained there. As a secondary priority, the control input
must be determined by the goal values of the other two variables, xl and 23. The different priority
levels assigned t o the different state variables are reflected in the matrix Q.
While the specification of the matrix Q is important in its own right, also important is the "magnitude" of Q in relation to the magnitude of r . If the relative magnitude of matrix Q is large,

the control input, meaning the torque applied by the motor to the first link, will need to become
large even for small deviations from the goal state, which may not always be possible to bring
about since in real situation there is always a limit on the size of the control input. Besides, when
the control input is large although within the range of what can be supplied by the motor, other
factors - quantization effects, dynamic friction, motor inertia, etc. - that a.re difficult to model
theoretically have a bearing on the stability of the sytem. On the other hand, if the magnitude of
r is large in relation to the magnitude of the mat,rix 9, the minimization discussed in this section
might become overly sensitive to reducing the integral of the control input, thereby generating
inadequate control inputs t o drive the system to its goal state. In the section on experimental
results, we have discussed how we arrived at our choices for 9 and r.

4.3

Neural Controller

The architecture of the neural controller for the system is depicted in Fig. 9. The input to the
neural network consists of the four va.ria.bles:
fl =
[2

=

f3 =
t4

- xioa1
goal
2 2 - x2
XI

23 -

x;~~'
goal

= x1- x4

where X I , x2,x3,xq, the state variables defined in Section 3, are the two joint angles and the two
goal
goal
angular velocities, and where XIO", x2
x3
, x4goal designate the goal state. The output of the
neural network is, except for a norma.lization factor, the value of the torque that the motor must
p r ~ d u c e .As
~ is the case when neural networks are used for control, as opposed to when they are
used for pattern classification, the reader will notice that the output of the neural network is not
constrained t o be discrete; the range of the output is continuous and used as such. The output
activation function used a t each node y is the sigmoid function:

where xi's are the outputs of the previous layer and w i 7s the connection weights between the
previous layer nodes, xi's and the current node y. The number of nodes in the second hidden
layer is three times the number used in the first hidden la.yer. As is usual, the bias nodes a.re
included t o shift the doma.in of the siginoid function appropriately.
This neural controller is similar t o t,he one used by Sekiguchi et al. [32], except for the fact that
we have used a different number of hidden layers and node connections. Ours is a feedforward
4The motor shown in Fig. 10 is operated in the torque mode. In this mode, the output torque is proportional
t o the voltage applied t o the motor controller. Therefore, the output of the neural network is treated a s the
normalized value of this voltage.

neural network, which implies that the data signals only propagate in the forward direction and
there is no feedback loop within the controller. On the basis of results recently proved by Cybenko [7], Funahashi [9] and others, it is interesting to note that any continuous mapping function
(J1, J2, J3, J4) : + T may be generated by a neural network with a single hidden layer whose output
activation functions are sigmoid functions and provided no constraints are placed on the number
of nodes in the hidden layer and on the range of weight values associated with the connections between the nodes. Nonetheless, practical considerations concerning the aforementioned constraints
dictate that at least two hidden layers be used for a general application of the neural controller.

First Hidden Layer

Figure 9: The Neural network Controller
As was mentioned before, a controller for a two-link inverted pendulum must not only maintain
the second link vertically upright, but must also move the first link to a prespecified position. To
satisfy these two goals at the same time requires that we "program" into the neural network a
behavior that is best explained with the help of Fig. 10. The dashed line in (a) is the goal position
of the link 1. When link 1 is, say, t o the left of the goal position, as shown in (a) and when link
2 is not leaning toward the goa.1 position of link 1: it is imperative that the torque applied by the
motor to link 1 be such that the angle d2 immediately assumes a value that would make the second
link lean toward the goal position of link 1. The important point to note here is that for link 1
t o be "dragged" to its goal posit,ion, link 2 must remain leaning in the direction of the motion of
link 1; it is simply not possible to move link 1 to its goal position if link 2 is leaning away from
the direction of motion as that would cause link 2 to fall. The same is true when link 1 is to the
right of the goal position, as in (b). Said equivalently, when O1 - 01~'' is positive. meaning when
link 1 is t o the right of the goal position for this link, we want the torque 7 t o be such that the
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(a) link 1 is t o the left of its goal position
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( b ) link 1 is t o the right of its goal position

Figure 10: Desired behaviors
change induced in 02, 562, is negative.' Similarly, when
T to be such that the change induced in e2 is positive.

el - Ofoa'

is negative, we want the torque

The question then becomes one of training the neural network so that it exhibits this behavior
and that brings us t o the learning phase of the neural controller. From the preceding discussion, it
is apparent that the desired beha.vior may be qua.ntified by prescribing a certa.in rela.tion between
the different components of the state vector. For example, the following relation between X I = 81
and x2 = 02, used first in [.32]

is consistent with the desired behavior, in the sense that it forces the desired correspondence
between an essentially unbounded
and a bounded and opposite 02, x2 being bounded by the
goal
is
the
goal
position of link 1 (Fig. 11). Clearly, this is not the only
interval ( - x ~ , , ~ , ~ 2 , ~ ~2,) .
possible relation that is capable of establishing such a correspondence. Moreover, it is not even
clear how, given a choice of such behavior inducing functions, one would go about choosing the
best one. A discussion of such questions is outside the scope of the present paper. By taking a
derivative of both sides of the above relation, a similar constraint between the velocities x3 and
x4 can be derived:

5This statement is only true when both d l and d2 are considered positive in t h e direction of clockwise motion
from t h e standpoint of a n observer a t the origin sitting 011 top of the motor.

Now that we know how to translate the desired behavior into a pair of relations between the state
variables, we must next address the question of how to "embed" these relations in the neural
controller, which takes us to the 1ea.rningphase for calculating the connection weights. Evidently,
the connection weights must be consistent with the two relations we have shown above. The
actual learning takes place in two phases as follows:
PHASE 1:
At the very outset, the motor does not apply any torque to link 1, and, a human operator drops
link 2 first to the left a.nd then to the right. During these free falls a.nd until x2 rea.ches 1451' on
either side, the values of the 4-tuple ( x l: x 2 ?x3,x4) is recorded. Usually, seventy sets of 4-tuples
are recorded on either side.6
Clearly, these values will not conform to the relations shown previously. So, treating
independent variables, we compute the desired

XI

and x3 as

Now the Reinforcement Module computes a measure of the difference between the actual recorded
values of the dependent variables x2 and x4 and their desired values:

where the constants K1 and K 2 may be used to give different weights to the two types of errors.
In our implementation, they are both set to 1. Except for the normalization constant C, the left
hand side may be construed to be proportional to the torque error that the neural controller must
ask the motor to correct so that the behavior of the neural controller will be in compliance with
the desired behavior. The error torque 6-ris then backpropagated over the neural network and
the connection weights modified in accordance with the pseudo-impedance method [29]. Initially,
the connection weights are assumed to be random numbers ranging between ( - 1 , l ) . The pseudoimpedance method is a modification of the common hackpropagation algorithm for learning, in
that, for each internode connection, the previous two values are simultaneously taken into account
during the modification process. From a more theoretical standpoint, the usual backpropagation
learning implements steepest descent, using the gradient of the output error, in the space of
'Each 4-tuple is recorded by the computer interrogating a decoder and this process takes place irregularly,
although a t a rapid rate compared to the time constants associated with the motions of the inverted pendulum.
On the average, the time interval between successive readings of the 4-tuples is 15 msec.

pa.ck/meng/ kak
connection weights, but, as is the case with all steepest descent methods, can get trapped in a
local minimum. On the other hand, the pseudo-impedance method models the rate change in the
connection weights as a second order damped system, similar to a mechanical vibration system.
As a result, the change in each connection weight during learning is a function of the current
gradient of error and the two previous values for the same connection weight. The advantage of
the pseudo-impedance method lies in making the learning process more immune to getting trapped
in t h e local minima in the space of connection weights. In what follows, when we refer to learning
by backpropagation, we will mean backpropagation using the pseudo-impedance approach.
The backpropagation process is repeated for each four tuple XI,x2,x3, x4 recorded during the two
free falls of link 2. Of course, the forward computations during the learning algorithm use the
error state variables ( t l , t 2 ,J3,J1), AS we will discuss in greater detail in the Results section, the
backpropagation is carried out five times for each recorded four tuple. A learning cycle consists
of traversing through the entire data set collected during the two free falls, with each 4-tuple
processed five times, and with a 1000 passes through the data set.

XI (deg.)

Figure 11: The desired correspondence between O1 and O2
PHASE 2:
After the initial training with the two free fa.lls is complete, the neural controller with the updated
weight values is used to control the inverted pendulum. What that means is that the neural
controller now generates a. voltage va.lue that is applied to the motor controller and the motor
applied a torque to link 1 in proportion to the applied voltage. Since the learning so far only
involved the free falls, the controller at this stage will not possess adequate competence and link
2 will fall invariable, although with decreased frequency as the link weights get refined by each
training cycle. When link 2 does fall, as was the case in Phase 1, the values of the $-tuple
(XI,x2,53,54) are recorded until the the angle that link 2 subtends with the vertical exceeds 45'
on either side. Using the same rationale as in Phase 1, the desired torque is computed again

pack/meng/ kak
by using Eq. 19. Let the torque produced by the motor a t the instant a 4-tuple is recorded be
denoted T""~"'. (Recall, this is the torque that is the output of the neural controller. We are
assuming that the motor is able t o produce its commanded torque exactly.) The Reinforcement
Module then computes the correcting torque value, 6 r , given in Eq. (19) and this correcting
torque is backpropagated over the neural network and the connection weights modified using the
pseudo-impedance procedure as before.
The need for a large number of learning cycles by the backpropagation algorithm can easily
translate into a human operator having to lift link 2 manually hundreds of times t o its upright
position and letting the neural network control it while the 4-tuples are being recorded. This
can be onerous, if not downright impractical. We have therefore devised a computer simulation
of the inverted pendulum. This computer simulation allows us to carry out much of Phase 2
learning by simulation. Since a simulation cannot capture all the imponderables associated with
an actual system, a simulated Phase 2 learning must still be followed by learning on the actual
system. With each learning cycle consisting of 1000 passes through a set of 4-tuples recorded
during a single fall, ea'ch tuple processed five times, the simulat.ed part of Phase 2 lea,rning usually
consists of 300 such cycles involving an identical number of controlled falls. Subsequently, in
actual experimentation, the 4-tuples collected during another .50 to 100 controlled falls are used
t o fine-tune the connection weights. After this rather elaborate and lengthy learning process, to
take care of day-to-day variations induced by temperature, wea.r and tear, and other effects, Phase
2 learning is executed four or five times before each demonstration of the inverted pendulum.
Invoked only during the learning phase
.
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Figure 12: The flow of control using the neural controller

4.4
4.4.1

Nonlinear Controller
Preliminaries

The neural c.ontroller we discussed in the preceding section was a nonlinear controller. While a
neural controller is convenient to use, it suppresses the nature of the dependence of the motorgenerated torque on the measured values of the state vector tha.t are fed back. While in most
practical situations, it probably is not necessary to understand the exact nature of this dependence;
nevertheless, there are valid inbellectual reasons for the contrary. In this section, we will pursue a
different approach and use the dynamic equations of the system to derive a nonlinear controller.
In contrast with the neural controller, the controller presented here will tell us how precisely the
motor-generated torque depends on the evolving state vector. In order to derive this nonlinear
controller, we will rewrite Eq. (3) as follows

where

f3 =

m,21,2sinx2
81

* (1;x3x4cosx2 - 1112x;+ 1 1 1 2 x ~ ~+~2l1yc0s
~ 2 x ~2 2 )

and

Such an equation is expressed more generally as

where f (x) is called the drift term, since in the absence of any applied input the state would drift
in accordance with this function, and where each gi(x) is the active control term that dictates
how ith component of the input influences the state. The advantage to writing the nonlinear
equation, Eq. (3), in this form is that it makes explicit the part that is responsible for the inputindependent change in the sta.te vector a.nd the part that is directly dependent on the forcing
input. The functions f (x) and g;(x) ma.y be thought of as vector fields, particularly so in light of
our discussion to follow.

Note that the task of a nonlinear controller is to transform the current system state x into the
desired goal state xgO"' in finite time by invoking appropriate values for the inputs 7;'s. Evidently,
in order for a nonlinear controller to a.ccomplish this task, the system must be controllable, in
a sense different from what was discussed in Section 4.2.2, since now we wish to include some
measure of the nonlinearities. -4s will be shown here, the weak controllability of a nonlinear system
is determined by the rank of the nonlinear controllability matrix that will be defined shortly. We
first introduce some notations and definitions.
There are three well known distinct Lie derivatives we need to consider. The first one is a derivative
of a vector field with respect to another vector field. This type of derivative is often called the
Lie bracket. The Lie bracket produces another vector field and is defined as

where both f and g are vector fields defined on R n . For multiple nested forms, the definition of
a Lie bracket is similar to what is shown in Eq. (21) with g replaced by a vector field that is the
result of a single or nested Lie bracket(s). Nested Lie brackets are shown rnore conveniently by
using the following notation:

[f: [f, -

.. [f,g]]l= (ad"

f

,g)

We now define the nonlinear controllal3ility matrix as

c = [(ado f , g ) , (ad1 f , g),. . . (adn-'

f , g)]

where n denotes the dimension of the state space. If the above Lie derivatives are applied to the
linear system described by Eq. (4), with f = Ax and g = B, we have the familiar controllability
matrix for a linear system

which was shown as a footnote in Section 4.2.2. In the linear case, if the controllability matrix is
of full rank, meaning of rank n, the system is controllable and the the system can be transformed
into a controllable canonical form shown in Appendix A. A similar result can be derived for the
nonlinear case, and that is the topic of the next subsection.

The second type of the Lie derivative is of a function with respect to a vector field. Let h be a
function such that h : R n -t R and h E Cm. The Lie derivative of h with respect to a vector field
f is defined as

It is possible to apply the operator Lf to a function a multiple number of times.
application are denoted in the following manner:

Multiple

The third type of the Lie derimtive is of a gradient with respect to a vector field.\Ve define the
derivative as

To appreciate the usefulness of these derivatives, it is necessary to realize that the space of state
vectors has a structure of its own, just as the space that is the surface of a sphere has structure.
To illustrate, consider the case when our state vector is simply [al, x3IT, where xl is the position
of the first link and 2 3 the position of the second link. A moment's reflection would show that the
space spanned by this state vector is T 2 , the surface of a torus. On the other hand, if we have only
a one-link inverted pendulum, with the state vector [al, x2IT, the space spanned would be S1 xR 1 ,
the structure of which is a cylindrica.1 surfa.ce. For the ca.se of two-link inverted pendulum, one
can show similarly that the spa,ce spanned by the state vector is S1 xR1 xS1 xR 1. The realization
that the space spanned by the state vector has a shape allows one to pose the question of control
as one involving the calculation of a trajectory in this space from some initial point to some goal
point. For example, if we again consider that our state vector is limited to [xl, x3IT, we may now
specify the initial and the fina.1 sta.tes by points on a torus and the problem of control is then
to find a trajectory between the two points and the inputs that would steer the state along the
trajectory. Questions of control posed in this manner are very similar to questions in differential
geometry where there happens to a, rich body of literature dealing with the issue of trajectory
calculation in different types of spaces.
Now that we have established a conilectioil between control and differential geometry, we must
of necessity invoke the pertinent concepts related to the latter, such as the notion of manifolds,

homeomorphism, diffeomorphisms, tangent spaces, etc. Manifolds obviate the need for explicating
the overall structure of a space; when we say that space is a manifold, what we mean, at least
informally, is that the space is locally Euclidean, as for example the surface of a torus, or the
surface of a sphere. The concepts of homeomorphisms means that the mapping is one-to-one,
onto, and that the mapping exists in both directions and is continuous. Diffeomorphism involves
the additional constraint that the ma.pping must be C".
These concepts can now be used to give meaning to the three Lie derivatives. The first derivative,
the Lie bracket, is the rate of change of g in the direction of f . To show this, we invoke the
following result derived in [4]

where @f is a mapping from the ma,nifold a,t point p to the manifold at a "downstream" point
along the integral curve for the vector field f; the downstream point is t "units" away from p.
The vector field g is then calculated at the point in the downstream manifold that corresponds to
the point p. Subsequently, this vector is transformed back into the manifold at p. The difference
between the original g and the new g at p yield a derivative of g in the direction of f . More
formally, the first term in the bracket is a tangent vector which is obtained by first mapping the
point p through @(,and after evaluating the vector field g at the new point, the resulting vector
is taken back to the tangent space at p through
Thus, we can consider the Lie bracket as
the "derivative" of the vector field g in the direction of the vector field f . The first Lie bracket
generates a vector field on the tangent pla.ne of a point on the manifold that corresponds to the
state space. The higher-order Lie brackets generate vectors outside the tangent space and are
useful in generating directions along the optimal trajectory of the state vector.
Simply stated, the second Lie deriva.tive L: is the rate of change of a scalar field in the direction of
a vector field. Similarly, the Lie derivatives defined above recursively are higher order derivatives
of the scalar field in the direction of the vector field f . The third Lie derivative is identical t o
the first, except for the fact that one of the vector fields is the gradient of a scalar function. The
gradient of a scalar function is sometimes referred to as a covector field. The usefulness of the
second and the third type of Lie derivatives will be seen in Appendix D where we will prove the
following result, known as the Leibniz formula:

The Leibniz formula and the Lie bracket are used t o derive the conditions that must be satisfied
by a nonlinear system if the system is to be transformed into a nonlinear controllable canonical
form. As we will show in the following subsection, when a nonlinear system is expressed in the
controllable canonical form, the system becomes effectively linear by applying a nonlinearitycanceling feedback.

4.4.2

Transformation a n d Controller
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Figure 13: Pla.nt control using the Nonlinear Controller
We confine our discussion to a single input case. The multi-input case can be generalized from
the single input case. The first thing we want to do is to transform, if possible, the nonlinear
equation
x = f(x) ~ ( x ) T
(22)

+

into the nonlinear controllable canonica.1form

under some transformation z = T(x) : R n + R n . The motivation for seeking such a transformation is inspired by Sommer [33],a.nd the transformation, as was first pointed out by Zak and
MacCarley [4:L], allows us to easily a.rrange for a feedback that would cancel the nonlinear term
ii(zl,22?.. . , z,), turning the control problem into one of linear control.
We now present the sufficient conditions, a.s shown in [41],under which a nonlinear canonical
control form of Eq. (23) exists given a general nonlinear system of Eq. (22). First, assume that
T is diffeomorphic, meaning that there exists a smooth transformation z = T(x) such that its
inverse x = T(z) exists and is smooth and that T(0) = 0. Differentiating z with respect to time
and equating term by term with t.he Eq. (23) results in the following equa.tion

where TI denotes that part of the ma.pping which results in the first component of z; in other
words zl= Tl(x). For details, consult Appendis C. Equation (24) states that if the nonlinear

controllability matrix C is nonsingular and the partial differential equation is solvable, we can
compute the transformation TI. Once T1 is found we can calculate the rest of the transformation
using the second type of the Lie derivative repeatedly as shown in the formentioned Appendix.
Thus, sufficient conditions for the existence of the transformation T are: 1) the nonlinear controllability matrix C has a full rank; and 2) the Frobenius theorem [23] is satisfied, that is the partial
differential equation (24) is solvable.
Thus we have the following algorithm to find the diffeomorphic transformation to transform a
nonlinear system into a nonlinear controllable canonical form.
1. Form the controllability matrix C

2. Find its inverse a.nd let q designa.te the la.st row of the inverse ma.trix
3. Solve the partial differentia,l equa,tion

2=q

4. Construct the transforma.tion T
Once the dynamic system is made into a nonlinear canonical form of Eq. (23), one can use the
following input ~ ( x =
) - 6 ( ~ ) l , = ~ ( ~V
) ( Z ) ( , , ~ ( to
~ ) control the system. The first term cancels
the nonlinearity of the dynamic system and makes the system linear in the new coordinate space.
Now the system can be controlled by almost any type of a linear control scheme in coordinate z.
Fig. 13 depicts the flow of control using the nonlinear controller described.

+

One may not be comfortable with this approa,ch t o solving a nonlinear control problem. After all,
since x is the observation vector: in general a goal would be specified most easily in the x vector
space. However, the approach outlined here dictates that the goal be specified in the z vector
space. This problem can be gotten around by first transforming the x specification of the goal
state into a z specification by using the transformation T, yielding T(xgoal). Examination of the
feedback paths dictates that if the goal state is to be recognized a t the point shown in Fig. 13,
the complete specification of the goal is z,,,, = w(z) T(x,,,,), where &(z) is the nonlinearity
canceling feedback in Fig. 13.

+

4.5

Fuzzy Controller

In this section, we will present a. new fuzzy-logic based a.rchitecture for controlling a two-link
inverted pendulum. But, first, since fuzzy-logic based controllers are now fairly commonplace, we
will review here in only the briefest possible manner the various considerations that have to go
into designing such a controller.
When fuzzy logic is used for designing a system controller, the control is derived from rules that
are founded more on our own intuitive understanding of the problem rather than on some detailed

mathematical modeling. In the rules, often stated in the usual IF-THEN form, the state of the
system is described by the use of deliberately vague and imprecise terms such as "small torque,"
"very large velocity," etc.

I
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Figure 14: The system architecture with the fuzzy cont'roller.
Therefore, the initial step is to delineate a set of linguistic variables relevant to the problem.
Obviously, even if we had no access to a mathematical analysis of this system, we'd have to say
that the important va.ria.bles a.re the torque output by the motor, the positions and the velocities
of the two links. Next, we must list the terms that comprise each linguistic variable. Consider,
for example, our intuitive rule such as "IF the position of link 1 relative to the goal position is
small in the positive direction, AND IF the velocity of link 1 is small in the negative direction,
THEN the motor need output zero torque." This rule makes intuitive sense because, to satisfy
the antecedent of this rule, link 1 will have to be moving toward its goal and there would be no
need for the motor to apply a.ny additiona.1 torque.
Rules like the one mentioned above indica.te that 1inguist.i~variables, such as position, be comprised of terms like negative large, negative medium, e t ~with
,
each term being a fuzzy measure of
the position of a link from the goal position. In Fig. 15, we have listed all the terms that we have
used for the five linguistic variables in our system. in this figure, we have also shown the fuzzy
membership functions for each of the terms.
The reader might ask, why nine terms for, say, the motor output torque and only seven for link
2 position terms? As is true for all fuzzy-logic based controllers, the justification for what is
shown in Fig. 15 is purely empirical. Initially, we designed a controller with r,he same number of
terms, first five and then seven, for each of the linguistic variables, but the results were inferior to
those obtained with the terms listed in Fig. 1.5. We also implemented a version of the controller
with more terms, but the resulting ilnprove~nentsare only marginal and not worth the increased
complexity that comes into play when specifying the rules. Recall that the rules, for the most part,
are supposed t o capture our intuition rega.rding how a variable must be changed given observations
regarding some other variable. When the granularity of the terms becomes too fine, it becomes
more difficult t o specify the rules with any measure of confidence. The membership functions
shown in Fig. 15 were also arrived at empirically. Again, if the granularity of the terms is too fine,
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Figure 15: Linguistic varia.bles and their terms.

that compounds the difficulty of establishing the membership functions. The reader will notice
that we have chosen triangular sha.ped functions for all our membership funct,ions. That was done
simply for the convenience afforded by them. Other possibilities for membership functions include
bell-shaped, trapezoidal, etc.
Given a set of linguistic variables and their associated terms, the next question is how to set up
a control architecture for the inverted pendulum. Since the rules are expressed using the terms
shown in Fig. 15, it is clear that what is needed at the front end of the controller is a process that
converts the observations about the state vector into the terms that the rule base can understand.
The module that implements this process is called the fuzzification processor. To illustrate an
example of fuzzification, suppose the position of link 1 is +2.5', meaning link 1 is 2.5' off from its
goal position. From the fuzzy membership functions in Fig. 15, this value of the variable position
for link 1 translates into the fuzzy terms positive small and zero with degrees of membership 0.5
and 0.2, respectively.
Fig. 14 shows the control architecture we have implemented. We have shown two fuzzification
processors, one for each link. Each fuzzification processor converts the posit.ion and velocity for
that link into the relevant terms. The variables P I , & refer to the position and the velocity
values coming from link l 7the former directly from the encoder atta.ched to link 1 and the latter
estimated from consecutive position sa.mples in a straightforward manner. The variables P 2 , V2
shown in the figure are the corresponding quantities for link 2.
As shown in Fig. 14, there is a separate rule base associated with each of the links. Before
explaining the nature of the rules, we must hasten to state that the decomposition of the overall
rule base into two disjoint sets, ea.ch dea.ling with a separate link, is what makes our architecture
different from the previously proposed architectures [39]. From a purely theoretical standpoint,
with our decomposition, the inputs to the rules need only be defined in a two-dimensional space, as
opposed to the four-dimensional space that would otherwise be called for. For obvious reasons, it
would take much more effort to specify a rule if its antecedent spanned all four variables, meaning
the two position and the two velocity variables. If the reader would accept the notion that the
effort required t o specify rules is related esponentially to the number of dependent variables in
the antecedents, our scheme, if it can be shown to work, would definitely result in great savings
in time and effort.
There is an intuitive rationale for separate processing of the data from the two links. Intuitive
arguments similar to what we advanced when we discussed the design of the neural controller
also apply here. To repeat briefly, experimental circumstances dictate that link 2, the vertical
link, must have priority over link 1, the horizontal link, since the former is prone to making the
system unstable. Therefore, if the position and the velocity parameters of link 2 are such that an
impending instability is indicated. then: a.t least in a simpleminded argument, the motor should
simply forget about the needs of link 1 and attend solely to link 2. [For the conditions that
indicate whether or not there is a.n impending inst.a.bility, the rea.der is referred t o the Section on
the neural controller.]
With separate processing of the two links, each branch of the processing in Fig. 14 will have its own

recommendation for the output motor torque. The next challenge then is to reconcile/combine
these recommendations in some useful manner. The considerations tha.t enter into how the two
torques reflect the different priorities accorded to the two links. Let r1 and 72 be the motor torque
recommendations produced by the upper and the lower branches, respectively, shown in Fig. 14.
These two torque values are input to the Torque Mediator module shown in Fig. 14. Let the
recommendation produced by the Mediator be denoted 7. Then, the resulting torque is,

if- 1 < x l

< land

1 <
-10

< 10
< 2, < -1
5,

where xl and 22 denote the current position of link 1 and link 2 respectively. The constant
multiplier L receives value 1.25 if one of two position exceeds )301° and 0.87 otherwise. These
values are empirically found and reflects that the input torque applied to the motor is adjusted
according t o the region where the current stat,e position vector resides. The unit for all the
numerical values given in Eq. (2.5) is in degrees from the goal state. Recall that the goal state
for link two is vertica.1 upright position a.nd a. specified position X I = 0 for link 1. We have
applied an intuitive reasoning, similar to the one used in developing the neural network controller,
to combine the two torque values generated by the individual fuzzy controllers. Eq (25) is the
explicit representation of that reasoning. For esa.mple the very first condition says that if link 1
is close t o the goal position and link 1 has not yet reached its goal state, use the torque generated
by the fuzzy controller responsible for link 1 as the overall torque value to the motor. Similar
statements can be made for all the other conditions.
To complete our presentation of the control architecture of Fig. 14, we will now present more fully
those modules that we have discussed only informally so far. Residing in the data/rule base are
the fuzzy rules whose antecedents and consequents are fuzzy terms. In general, a multi-input,
multi-output fuzzy rule ca.n be expressed in the form of:

I F al A .. . A

a ; .. . A

a , T H E N cl A . . . A c; . . . A c,

(26)

where ai7sare the antecedent fuzzy terms a.nd cj's are the consequent fuzzy terms. For example,
two of the fuzzy rules for balancing the inverted pendulum are:

Rule1 : I F p2 is A'S A v2 is Z R T H E N T is N M
Rule2 : I F p2 is N S A v:! i s PS T H E N T i s Z R

(27)
(28)

Tables 1 and 2 show succinctly all the rules currently programmed into the cont,roller, each table
applies t o a separate branch of the controller in Fig. 14.
Fuzzy inferencing involves the manipulations of the fuzzy membership functions defining the fuzzy
sets. Since fuzzy sets are generalizations of crisp, or boolean, sets, their basic set operations are
mathematically consistent with that of crisp sets. Fuzzy inferencing strategies are developed using
the basic fuzzy set operations [16, 171. Among these strategies, the MIN-MAX method is the most
popular approach in the existing fuzzy controllers. We will next describe this method.
Associated with each fuzzy rule Rk: there is a firing strength, wk, indicating to what degree the
antecedent of the rule is valid. This firing strength is calculated by the basic set operations of
the antecedents of each rule. For esa.mple, the firing strength of the multi-input, multi-out rule
shown above is calculated as:

where wk is the firing strength associated with rule Rk, and p a Z ( x )is the degree of membership
of input x with respect to the antecedent fuzzy set a;. Using the intuition that if the antecedent
of rule Rk is valid to a degree wk t.hen the consequent of rule Rk cannot be more valid than
wk,a clipping process is applied to the consequent of rule Rk such that the maximum degree
of membership of the consequent subsets are less than or equal to the firing strength wk. For
example, consequent fuzzy subset ci of rule Rk is calculated as:

for every sample point yq in the fuzzy set c j . Finally all the consequent elements that share
the same domain are combined into a composite fuzzy set using the union operation. In the
context of fuzzy controller for the inverted pendulum, all the fuzzy subsets describing torque will
be combined into one composite fuzzy set.
T h e defuzzification processor tries to represent a composite fuzzy subset, by a single numerical
value. The most popular defuzzification method is the centroid method where the fuzzy subset is
represented by the centroid (i.e. center of mass) of the subset:

where y, is the defuzzifed value sent to the actuator.

p

p

p

p

p

Ta.ble 1: Fuzzy Rules for controlling Link 1

Table 2: Fuzzy Rules for controlling Link 2

5

Results and Discussion

We have adopted two criteria to eva.luate the performa.nce of the different controllers. The first
one is the eflectiveness coeficient, which is a ra.tio of the size of an operational region where
the controller is effective to the size of the overall space spanned by the position variables. By
effective we mean that, given an initia.1 state position vector, the controller is able to steer the
state trajectory successfully such that the goal state is achieved where the goal is specified as
the vector [0 0 0 01. The second performance criterion, the utilization coeficient, is a measure
of efficient use of the applied torque with respect to time and the initial position to make the
simulation

experiment

Table 3: The operational parameters.

system state t o transfer from a designated
initial state t o a goal
state. We define the utilization
coefficient as
utilization coeficient = p- C T

e

where C T is the summed value of the magnitude of the torque over the sampling time to finish a
task, K is the normalized sum of the elapsed time for the two links t o reach their goal positions,
and e is the normalized magnitude of an initial state vector away from the goal. The variable
,b' denotes the overall normalization constant so that the utilization coefficient would lie in the
interval [O,I]. The normalization is over the same variables obtained from executing the task by
all five controllers.
We now show some detailed results of the simulation and the experiment. Various parameter
values used for the simulation and the experiment are shown in Table 3. To simulate the dynamic
motion of the inverted pendulum using a digital computer, the Euler method was used.

5.1

PD Controller

For the PD controIler, the constant coefficients KP1, KP2, Ii' Dl, and I{D2 are found by manual
tuning, and the resulting gain vector K is

As was mentioned before, this distribution of gain coefficientscauses the second link to be balanced
first.
For both simulation and experiment, following steps are taken. First, the second link is removed
from its equilibrium point x = [0.0 0.0 0.0 0.01 to some initial sta:te vector, which for the simulation
results to be discussed is ~ ; , ; ~ ; , l = [0.0 20.0 0.0 0.01, and for the actual experiments x;,;t;,l =
[0.0 11.52 0.0 0.01. Fig. 16 shows the position and velocity trajectories of the simulated system
executed by the PD controller along with the input torque values over time. Fig. 17 shows the
corresponding experimental result. The solid lines specify the paths of the first link and the
dotted lines indicate those of the secoild link on the position and velocity graphs of Fig. 16 and
Fig. 17. The vertical axes are in degrees and degrees/second for the position and velocity graphs,
respectively, and the horizonta.1 axis represents the time.
We compute the time interval for the task completion by measuring the elapsed time up to an
instant where the position state va.riables are within a specified region around the goal state and
stay in that region afterwards. For simulations, this region around the goal state is easily defined;
we set it at flo of the goal position for both links. Note that we can disregard the velocity
components for the specification of task completion since for the position variables t o remain in
the specified region, the velocities have to be near zero. This approach t o the chara.cterization of
task completion does not really work for the experiments. Friction and other factors cause the
trajectory of the state vector to not converge t o the predesignated goal state x = [0.0 0.0 0.0 0.01
but to some other state that is nearby in the state space and that is consistent with the static

Table 4: Simulation Result

initia.1 pos

total torque

elapsed time

1

Table .5: Experimental Result

friction present in the experiment. It is important to realize that static and dynamic friction, which
due t o their complexities has not been incorpora,ted in our modeling equation, are functions of
the wear and tare of the hardware, the room temperature, humidity, etc. For these reasons, in
actual experiments the time interval for ta.sk completion is measured up to the point where the
two links become stationary.
It is interesting t o see tha.t the values of the coefficients, KP1, K P 2 , Ii'D1, and KD2, as produced
by manual fine tuning, are just wha.t one would expect them to be for the controller to exhibit the
correct behavior. To elaborate, suppose the positional deviations in the two links are such that
link 2 is leaning away from the goal position in the direction of increasing link 1 deviation. The
fact that t h e gain coefficients of link 'I! a.re much larger relative to those for link 1 will ensure that
link 1 is commanded to turn in a direction so as to bring link 'I! into balance even though such
an action momentarily increases the deviation of link 1 from its goal position. In other words,
the manually obtained values for the coefficient,^ ensure that link 2, being in an unstable state,
is accorded a higher priority than link 1 in the reduction of deviations from the goal state. This
behavior of the PD coiltroller is confirined by the experimentally obtained plots in Fig. 17. From
the simulation-obtained and experimentally-obta.ined plots shown in Figs. 16 and 17, we observe
that, for the case of simulat,ions, while the first link takes 4.4 seconds to reach the goal position,
the first link takes 3.6 seconds. For the experimental case, with the initial state vector given above,
the corresponding times are 0.98 a.nd 1.16 seconds, respectively. These results are summarized in

I
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Figure 16: The simulated result using the PD controller
Tables 4 and 5, the former for the case of simulated results and the latter for actual experiments.
For the simulated run shown in Fig. 16, the summation of the absolute value of the torque over
time, needed for the system to reach the goal position, is 145.65 kgm 2 /s 2 . For the experimental
case, since it is not easy t o measure the torque directly, following ample precedent we have used
the voltage applied to the motor as a measure of the torque produced by the motor. When the
magnitude of this voltage is summed a t the different sampling times, we obtained 1304 volts for
the run shown in Fig. 17. (These results are also displayed in Tables 4 and 5.) We will next
discuss issues dealing with the extent of the controllable region for the PD controller.
The controller was tested with various initial positions and we have obtained the following result.
In the simulation, the size of the controllable region is defined by the initial deviation of the first
link approaching 11421 degrees and that of the second link 1471 degrees. Now contrast this with
the controllable region observed in actual experiments on the inverted pendulum: The controller
fails to take the pendulum to its goal position if the deviation on the first link exceeds the interval
(-42.0°, 38.0') and (- ll.OO, 12.0') for the second link. The lack of symmetry in the positive
and the negative deviations, although surprising when first encountered, are explained by the
fact that, for both links, the friction is not the same on the two sides of the goal position. The
extents of the controllable regions for the various controllers are summarized in Tables 6 and 7.
Evidently, the entries in the tables give us those points where the boundaries of the controllable
regions in the subspace spanned by the position variables intersect the position axes. The exact
shape of these regions, while difficult to delineate precisely, can be inferred generally by empirical
observations, both in simulation and by actual experimentation, in which the inverted pendulum
is run with different initial positional deviations for many different cases. The general shape of
these regions was found to be elliptical. For inferring this shape, the initial velocities for both
links were set to zero in all cases.

Time ( m c )

Figure 17: The experimental result using the P D controller

r[ Range(unit degrees) /

fl L Q- regulator
-

1

Neural Controller
Nonlinear Controller
Fuzzy Controller

I

link one
-

1 -180 to

I

1

180
-180 to 180
-160 to 160
-180 to 180

I

link two

I

1

I

1

-60 t o 60
-90' t o 90-32 t o 32
-40 to 40

1)

1
1

Table 6: The simulated result for applicable regions of each controller.

Range(unit degrees)

PD Controller

link one
-42to3S

link two
-11to12

Table 7: The experimental result for applicable regions of each controller.

pack/meng/ kak
These results show that the PD controller is rea.sonable only when the second link stays relatively
close to its target position. The reason is naturally that the linear mapping of the error values to
the torque values is not appropria.te for large deviaiions from the goal state. While the simulation
results would have us believe that the PD controller would work even when the deviations are
appreciable. the experimental results belie that possibility. While factors, such as friction, may be
held accountable for the large discrepa.ncy between what the simulations have to say and what is
actually seen in experiment, the reader might wonder whether the simulations have any value at
all in this context. Actually, we find the large differences between the simulation and the actual
results educational since they are a measure of the extent to which rather intangible factors, such
as friction, can influence an experiment.

5.2

Linear Quadratic Controller

For the linear quadratic regulator, we have used the following performance index matrix.

and r = 1. The values displayed in the ma.trix cause the controller to give a higher priority to
the position and the velocity of link 2 over the same parameters for link 1. For positional errors,
the priority ratio is 100 to 1, and for velocity errors 20 to 1. As discussed in Section 4.2.3, the
control law is optimized for this given choice of Q a.nd r. The reader should note that we have not
given much attention to analyzing the controller behavior for different choices of Q and r and it is
entirely possible that an alternative set of values would improve the performance of this controller.
However, we believe, any such improvements would be marginal since, after all, we are still dealing
with the linearization of a non1inea.r control problem and any significant improvements can only
be had by not ignoring the nonlinearities.
To find the gain vector that, minimizes the performa.nce criterion, we first need to solve the Riccati
equation (Eq. 15). To ensure stable solutions, we only want a positive definite solution to the
Ricatti equation, and, fortunately, such a solution can beshown to exist and to be unique when
a system is controllable [30]. We compute such a solution by using a numericaJ method given in
[27]. The resulting optimal gain vector is

.

Fig. 18 shows the position, velocity, a.nd torque trajectories of a simulated system using the linear
quadratic regulator with a discrete time observer. Fig. 19 shows the corresponding experimental
result.
As was mentioned before, in our system only the position components of the state vector can be
measured and the velocity components must be estimated, hence the need for a reduced order
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Figure 1s: The simulation result using linear quadratic controller

Figure 19: The experimental result using linear quadratic controller
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observer. Our earlier discussion dealt with continuous time. Now we will derive a discrete time
version of it; it is this version that is actually used in our experiments.
We start with the linear system(3) and write its equivalent discrete form:
x(n

+ 1) = exp(lT)x(n)+ [exp(lT)

T

+

e x p ( - l s ) ~ d s ] r ( n )= ~ x ( n ) Nr(n)
0

y(n) = Cx(n)
We introduce another internal vector state variable w and set

where P, L, and V are unknown matrices to be computed. We desire that t'he w state approach
) n becomes large. We choose S as
some combination of the system sta,te x, i.e., w(n) = ~ x ( nas

These entries in the S matrix allow us to express the velocity components as linear combinations
of the positional components and the state vector w.
The difference between w a.nd Sx, which we wish to approach zero, is

+

We desire (u - ~ x ) ( n 1) = P(W- ~ x ) ( n ) This
.
equality indicates that the components of P, if
assigned appropriate values, control the rate of convergence of the error to zero. Comparing this
equality with Eq. (34), we get VC - SM = PS and L = SN. Since we desire a deadbeat 7 performance
[3], we choose P to be zero and by equating VC = SM

and computing M and N matrices numerically [28] with the sampling time 0.01 second, we found
the components of the S ma.trix {sll, s12, szl, sz2)= (-100, 0.01, 0, -100.29), the components
of the V matrix, {vll, v12, vzl, ~ 7 2 ~=) (-100, -0.062, 0, -99.99871, and

Thus,

'In the continuous time case, we had a freedom to choose the locations of the poles illthe splane such that
the error between the estimating state vector and the true state vector decayed exponentially. In the discrete time
case, we can do much better than the esponential decay by setting the poles in z-plane to be identically zero. The
result is that the error between the estimated state and the real system state settles exactly down to zero after at
most a number of samples equaling the order of the system. Such a control scheme is known as deadbeat control.

and from Eq. (33), we can solve for the estimates

and
x*(n

+ 1) = w2(n + 1) + 100.29x2(n+ 1)

From Fig. 18, which is a result of simulation, with the initial state vector given in Table 4, we see
that it takes over 10 seconds for link 1 to arrive at its goal position while for link 2 it only takes
about a second. The summed torque over the duration of the control is 83.179 k g m 2 /s 2 . It seems
that the time for link 1 to reach its target position is much too long. That is, however, due to the
performance index we have chosen. Observe that in the quadratic performance index Q we did
not put too much emphasis on the first link and its velocity, and the performance result reflects
just that. Also, if we had much smaller index r, the time it took for the first link to reach its
target would have been much quickerl but then, we would have to pay for it with a larger value
for the total torque. The controllable region was found to be -T to 7: for the link 1 and - ~ / 3
to 7r/3 for link 2. Table 4 shows the controllable space of the simulated system using the linear
qua.dratic regulator.
Fig. 19 shows the esperimental result with the initial state described in Table 5. For task completion, the elapsed times are 0.7 and O.S7 seconds for link 1 and link 2, respectively. The relatively
short interval for link 1 compa,red to wha.t it was for case of simulation is again due to the static
friction of link 1. If friction did not exist, link 1 would have moved slowly toward the final goal
position. Table 7 shows the corresponding controllable region obtained via the experiment. Before
closing our discussion on the linear quadratic controller, we'd like to mention that, despite the
more complex arguments that go into its derivation, a linear quadratic controller is no different
from a PD controller a,t the implementation level. In other words, in Fig. S, the gain ma.trix G
has the same structure as the gain ma.trix for a. PD controller.

5.3

Neural Network Controller

Table 8 shows the various parameter values used for the neural controller described in section
4.3. The simulated result is shown jn Fig. 20 with the initial state vector x = [0° 20" O0 oOIT,
and the corresponding experimental result is shown in Fig. 21 with the initial state vector x =
[0° 12.6" 0" O"lT. The ela.psed time intervals for the task completion of the simulated sytem are 2.8
and 2.75 seconds for link 1 and link 2, respectively. For the experimental case, the time intervals
for link 1 and link 2 are 1.13 and 1.23 seconds. The total summed torque value required for the
task is 105.11k g m 2/s 2 for the simulated system and 133s volts for the experimental case. In the
simulation case, the extreme points for the controllable region are found to be -7: and T for link
1 and -n/2',
n/2- for link two. The corresponding extreme points for the experiment are - 160"
and 152" for link 1 and -35" and 27' for link 2.
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Figure 20: The simulated result using the neural controller

Figure 21: The experimental result using the neural controller

'

sigmoid output range
learning rate
1ea.rning momentum
learning second momentum
constant I<1
constant 1<2
constant K d l
constant Kd2
constant I<pl
constant Kp2

lot01
/ 1.0

11 1.0

'

1

1 .O
1.0

Table 8: The pa.ra.meter values for the neural controller.

5.4

Nonlinear Controller

For the nonlinear controller, the coordinate transformation described in section 4.4.2 is performed
first. To compute the various Lie derivatives needed for the transformation, defined in section
4.4.1, and the inverse of the nonlinear controllability matrix C, the symbolic software Mathemat i c a
[36] is used. Since, the original dynamics for the inverted pendulum requires computation of a large
number of derivatives and Jacobian matrices, we simplified the dynamics such that it contains
only the main nonlinear terms, the inertia terms and the gravity term; that is, we approximated
the dynamics of the system to simplify the controller construction.
Using the approximated model, the last row of the inverse of the nonlinear controllability matrix
C is found t o be q = [-asec x2 - bsec x2 0 O] where a = 0.01 and b = 0.0046. In general, the partial
differential equation in Eq. (24) ca.n not be solved a.nalytically. However, as was first pointed out
in [33] and [41], if we instead solve the differential equation

for any choice of p that makes the differential equation solvable, it follows straightforwardly from
the arguments in Appendix C that the resulting dynamic equation for z will be

Now, as far as the implementa.tion is concerned, there really is not much difference between the
dynamic equation Eq. ( 2 3 ) and the dynamic equation Eq. (36). The difference that does exist is
in the size of the input torque.
We will choose p = -cos x2 as this will tra.nsform the partial differential equation Eq. (24) into

The solution of this partial differential equation is zl = T ~ ( X )= ax1

+ bx2.

We compute the rest of the components of the transforma,tion by applying the Lie derivative of
the second type iteratively.

= [a, b, 0, O]f

= 10, 0, a: b]f
= ac sin x2 bd sin x2

+

where c = -5.2344 a.nd d = 29.0468. And

= [0, ( a c + bd)cosx2, 0, C)]f

= (ac

+ bd)x4cos x2vv

The resulting transforma.tion from the x spa.ce to the z spa.ce is
a, X l

+b

22

+ bd)sin x2
+ bd)x4cosx2

(ac
(ac

Differentiating the transforma.tion ma.tris T with respect to x and substituting variable x with its
equivalent form in the new coordiilate frame in z produces

where
r = -13.3163, and

H=
Note that the value of the term (ac

(oc

+

+

54

bd)c~s(sin-'(~,';' b d ) )

bd)r in Eq. (39) is -1 as it should.

Then, in accordance with the discussion in Section 4.4.2, the control input needed for canceling
the nonlinear part of the dynamic equation and for the control of the subsequently linearized
equation is:

where
R = (ac

+

bd)rcos[sin-'(

ac

+Z3 bd 11
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Figure 32: The simula.t,edresult using t,he nonlinear controller
The coefficients 770, 771, 772: a.nd 773 can be set in the same manner as for a linear control scheme
but, of course, in the z space. We first tried the linear quadratic regulator in the z spa,ceusing the
approximate relationships between the the variables x and z . This did not generate desired results;
therefore, we switched to the pole assignment method, which is valid since any diffeomorphic
transformation preserves the eigenvalues of the original system about an operating point [13].
The eigenvalues of the plant matrix associa.ted with the resulting linear feedba.ck (see Appendix
A) are selected t o be e = (-5, -.5, -1 f 1.:3.3i); the corresponding coefficients in Eq. (40) are
then given by 770 = 69.225? 771 = 77.689, 772 = 47.769, and 773 = 12.0.
Even though the above control law was derived in the z space, actual control will still need to
be effected in the x space. The control input in the x space is obtained by substituting for the z
components from Eq. (:3S)
T(X)

1
* [(ac bd)sin X ~ X2 ,
(ac
bd)rcosx2
- d(ac
bd)sin X ~ C O Sx2 - qO(axl b 22)
- q ~ ( 5a 3 b x4) - q2(ac + bd)sin x2

=

+

+

-

+
773(ac + bd)x4cosx2]

+

+

Figs. 22 and 23 show the simulated and experimental results when the torque computed by using
the above formula is applied to the system. From Fig. 22, it takes 4.84 and 4.64 seconds for link 1
and link 2, respectively, t o reach their designated goal positions. The corresponding results for the
experimental case are 1.15 and 1.16 seconds for link 1 and link 2, respectively. The total summed
torque needed to steer the state variable to its goal state is 259.29 kgm2/s2 for the simulation

and 1148 volts for an actual experiment. The controllable region for the simulated case is (-160°,
160") for link 1 and (-32", 32") for link 2. For the experimental case, the region spans (-153",
146") for link 1 and (-25", 27") for link 2.

Figure 23: The experimental result using the nonlinear controller

5.5

Fuzzy Controller

Fig. 24 shows the simulated result when fuzzy logic based controller is used with an initial state
vector x = [0.0 20.0 0.0 0.01. The elapsed time for the first link to arrive at its goal position is
4.25 seconds while it takes only 1.13 seconds for the second link t o reach its goal position. The
required torque value for completion of t,he task is 368.95 kg- $. Fig. 25 shows the corresponding
experimental result. The time interval for the link one and link two to achieve the goal positions
are both over 5 seconds. Both link one and two do not come to rest and continue t o oscillate
around the goal state. This can be a.ttributed to the nature of a fuzzy logic based controller. That
is unless we have a large number of dense fuzzy membership functions for both input and output
around the goal state and the desired output, we will always experience this oscillating effect.
Issues pertaining t o the minimization of such oscillations are outside the scope of this paper. The
measured volta.ge value is 3692 volts.
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Figure 24: The simulated result using the fuzzy controller
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Figure 25: The experimental result using the fuzzy controller

PD Controller
Linear Quadratic Controller
Neural Network Controller
Non-linear Controller
Fuzzy Logic Controller

Simulation

Experiment

0.324
0.524
0.785
0.248
0.349

0.022
0.234
0.272
0.203
0.262

Table 9: The effectiveness coefficient

PD Controller:
Linear Quadratic Controller:
Neural h-et work Controller:
Non-linear Controller:
Fuzzy Logic Controller:

I

Simulation

Experiment

0.473
0.563
0.237
1 .O
O.SO4

0.230
0.123
0.170
0.179
1.0

I

[

Table 10: The utilization coefficient
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Conclusion

We summarize the overall results with the help of Tables 9 and 10. The PD controller, the neural
network controller, and the fuzzy logic controller fall into the category of controlling the system
without any specific system model, whereas the linear quadratic controller and the nonlinear controller require an accurate model of the system dynamics to compute suitable control commands
to the motor. For many cases, a deta.iled and accurate dynamics model of a system is difficult
to specify. In fact, it is almost impossible to come up with an exact mathematical model for
any system. By constructing a. mathematical model, the designer can only hope to emulate the
more prominent chara.cteristics of the actual system. Given the difficulties in specifying an exact
model, one may choose to use non-model based approaches, such as a PD controller, a neural
controller, or a fuzzy logic based controller. For a, detailed analysis of a system, however, a model
based controller is often necessary. In the case of the inverted pendulum, the model offers an
understanding of how various components of the dynamic model affect the overall performance.
The effectiveness coefficient is a useful criterion on the basis of which a controller can be selected
for a particular task. For the inverted pendulum, the PD controller is applicable only near the
equilibrium point as shown in the Tables 6 and 7 (also see Table 9 for comparison). Experimental
results confirm that the neural controller has a larger controllable region compared to the other
controllers. Note that the linear quadratic controller has also a large controllable region. In
the simulation study, this region turned out to be even larger than the regions for the nonliner
controller and the fuzzy logic controller. In the experiments, however, the controlla.ble region for

the linear quadratic controller is larger than that for only the nonlinear controller. The reason can
be attributed to the non-modeled dynamic factors that are part and parcel of real experiments.
The fuzzy logic based controller was much more adaptive to these nonlinear effects than the linear
quadratic controller. The smaller controllable region for the nonlinear controller is due to the fact
that we made an approximation of the inverted pendulum dynamics in constructing the controller.
Empirical results show that when the second link approaches f40 degrees angle from the vertical,
the system becomes unstable and uncontrollable for any controller. The large torque generated
at those instances are not countered well by the subsequent input torques.
The utilization coefficient gives another useful index for comparing a controller with the others.
As can be seen from the Table 10, the fuzzy logic based controller and the nonlinear controller are
wastful in their torque consumption. The small values for the linear quadratic controller reflects
the efficiency of a linear controller when operated near the equilibrium point. Lie have known that
a linear quadratic controller is quite suitable for tasks near equilibrium points. This shows that
linear quadratic controller, in a.ddition to its effectiveness when system states do not deviate far
away from an equilibrium point, is also efficient in its consumption of control inputs. A designer,
however, should consider other factors such as a size of the desired controllable region in selecting
a controller for tasks that require a large control area around an operating point.
In closing, we summarize the deficiencies for each controller briefly. The PD controller performs
well near the equilibrium point but has too limited a controllable region. The linear quadratic
controller and nonlinear controllers are prone to modeling errors. Also, the derivation of the
nonlinear controller using the full dynamics of the system is impractical due to numerous vector
derivatives and Jacobian matrices that need t o 11e computed. Also, it is not clear how one would
systematize the generation of training patterns for the neural controller. With regard to the fuzzy
logic controller, selecting and tuning the membership functions and rules are cumbersome.
In summary, we considered five different types of controllers and their performance for controlling
a two-link inverted pendulum, a nonlinear problem. Lie studied the performance of each controller
using two criteria: eflectiveness coefficzent which is the ratio of the area of the controllable region
to the area of the entire spa.ce spanned by the position variables associated with the two links;
and utilization coeficient which is a measure of the economy of the control input required for the
inverted pendulum t o transition for an initial state t o the goal state. By introducing these two
new criteria, we can now evaluate the performance of any controller vis a vis other controllers.
The overall conclusion of the present study is that, on the basis of the effectiveness coefficient
comparison, the neural network based controller gives rise t o the largest controllable region in
the space spanned by the positioil variables. We also showed that if the pendulum is constrained
to operate in close vicinity of the equilibrium state, the linear controllers give the most efficient
performance with respect to the utiliza.tion coefficient. Among the nonlinear controllers, the neural
network controller gives the best performance with respect t o the utilization coefficient.
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APPENDICES

A

Derivation of the observer gain matrix K in section
4.2.2

As stated in Section 4.3, in order to implement a theoretically well-founded approa.ch to linear
control, especially when the full state vector cannot be observed, it is first necessary to determine
K, the gain matrix for the observer; this matrix helps the controller t o estirnate the state vector
from the observed variables. Next, G: the gain matrix for the controller must be calculated, as
discussed in Section 4.2.3; the G matrix transforms the estimated state vector into a torque value
t o be output by the motor.
This appendix addresses the issue of deriving the observer gain matrix K. As stated in Section
4.2.2, K must be such that the dynamic equation for the estimation error (see Eq. (13)) has
certain desirable properties, in the sense that we may want the estimation error to approach
zero exponentially without excessive overshoots. Now, whether or not the first-order temporal
equation in Eq. (12) possesses an exponential decay and whether or not this exponential decay has
a desirable form is determined by the pole locations in the lane.* For a linear system governed
by Eq. (13), the pole locations are given by the eigenvalues of the matrix (AT - c ~ K ~Let
) . the set
of eigenvalues of this composite matrix be denoted (A1,.. . , A,). Therefore, at least in principle,
all we need do is t o find the eigenvalues of ( A ~ c ~ Kand
~ equate
)
the eigenvalues to wherever
we want the poles to be located and then solve for the elements of the K matrix. Although this
approach is straightforward, its major shortcoming is having to solve a coupled set of equations.
A practical alternative is t o invoke Lemma stated in Section 4.2.2 which says that every multiinput dynamic system - our error dynamic equation in Eq. (13) is certainly an example of one
- can be transformed into an equivalent single-input system. We do that next. The Lemma
guarantees that there exists a feedback Fo and co E C7 such that the original pair (AT, cT) is
transformed into the controllable pair ( A ~ cTFO,
c0). The one dimensional column vector co is
found by setting co = cTp for some vector p. The vector ,u can be found through a sequence of
tedious steps but, is usually found by random number generator that outputs numbers ranging
between -1 t o 1. In our case, this ,u vector is a 1 x 2 column vector. The above steps can be
summarized as setting u = (Fo ,uii)e in Eq. (13).

+

+

'Given the highly interdisciplinary nature of the robotic field, we have endeavored t o make this paper readable
by even those who are not well conversant with control-theoretic terminology. We would like t o state for the
benefit of such readers t h a t control systems are frequently analyzed for their stability by analyzing their behavior
not directly in the time domain, but in a transform domain - called frequently the s domain. Every function of time
has a n equivalent representation in the s-plane obtained by multiplying the time function by e - s t and integrating
over all time. These representations in the s-plane are characterized by singularities; these are points where the
s-plane function goes t o infinity. Whether or not a function is decaying in time and how it is decaying depends
on the location of the singularit.ies in the s-plane. These points of singularities are referred t o as the poles of the
function.

After transforming the system into a single input equivalent system, the error dynamic equation
Eq. (13) becomes:
6 = ( A ~ cTFo)e coC
(A.1)

+

+

Now we have a single input controllable system. For notational convenience, we will denote
( A ~ cTFO) as S and co as N. Thus, we have the dynamic equation:

+

Our goal is t o work with a dynamic system that has a desirable structure which allows a designer
of the system t o place poles at desired locations easily. The conversion of multiple input system
to its equivalent single input system is the first step to achieve that goal. The next thing we want
t o do is to find a state transformation when applied t o the single input system that yields the
pair (P, Q) with the following controllable canonical form:

we will show next the motivation to transform the pair (S, N) into the pair (P, Q). Suppose we
have found the transformation and have the system dynamic in the controllable canonical form,
and suppose also we have selected a desired set of symmetric n eigenvalues {A1,. . . , A,). The
dynamic equation, therefore, is described by the following equation

where y is the new input t o the system. If we set -y = F l z then we can compute the corresponding
as
characteristic equation for the matrix (P QFl)

+

Note that the characteristic equation of the dynamic equation Eq. (A.4), before any feedback is
applied, is
ITP(s)= sn alsn-l . . . an

+

+ +

Observe that the coefficients of the characteristic equation are simply the elements of the last row
of the matrix P. Thus, if we can replace the coefficients of the original characteristic equation
with the coefficients of the desired characteristic equation, we are indeed assigning the new pole
locations t o be a t a set of specified positions. That is, if we set

Fl =

[fn fn-1

.. -

fl]

the resulting system matrix

We can now easily solve for the feedback Fl by solving the following equations:

We have shown the reason why we want to convert the system into the controllable canonical
form above. Now we sho how to find the state transformation that will achieve the desired
conversion. We start with Eq. (-4.2). Suppose that we have found the linear transformation
Ve = z that converts the pair (s, M) into a controllal~lecanonical form:

where the pair (VSV-',

VN) is in a controllable canonical form shown in matrices P and 9.

+

Now we can use the same procedure described above t o find the feedback Fl such that ~ ( v s v - ~
V N F l ) = A where A is a set of desired eigenvalues. When this feedback 6 = F l z is applied to Eq
(A.6), the dynamic equation becomes

We can return to the coordinate frame e by applying an inverse transform of V which yields the
dynamic equation:
e = (S NF1V)e

+

Thus, the desired feedback input 6 is 6 = FIV. We show how to find this transformation matrix
V next.
To find this transformation matrix V, we first need to compute the controllability matrix C =
[N SN S ~ .N. . s"-'N']where n denotes the dimension of the matrix S. Then find its inverse matrix
C-' and set its last row t o v. Now define the V matrix as

We now show that this computed V is the correct transformation matrix we seek after, as shown
in [S]. We first prove that from Eq. (A.6), matrix VN has the form in Eq. (A.5), i.e.,

Recall that C-'C = I where I is the identity matrix, and

Thus, VN = [0 0

. . . llTas desired.

We now want to show that VSV-' = 3, from Eq. (A.6), has the correct controllable canonical
form of P in Eq. (A.3). The equality is true if VS = SV. Observe that VS has the following form

Eq. (A.7) has to be equal to SV:

Now the Caley-Hamilton theorem states that

that is, if we replace the variable s in the characteristic equation with the system matrix S, the
resulting equation still holds true. This implies that

and
USn = - a n v - an-lvS - . . . a l v ~ n - l

Hence the unknown terms a t the bottom of the matrix Eq. (A.S) are exactly equal to
-an, -an-l, . . . , -al which we have desired. Thus, the transformation matrix V when applied to
the controllable system Eq. (A.2) yields the controllable canonical form of the pair (P: 9).
To summarize, we have started with a multi-input system Eq. (13) and converted it to a single
input equivalent system through input u = (Fo p l ) e . The state transformation V is applied
t o the single input dynamic system Eq. (A.4) and the desired pole locations are assigned by the
single input feedback G = Flz. We need to convert this input G into the original coordinate frame
of e, and we do that by applying the inverse transform of the matrix V resulting 6 = FIVe. Thus,
the feedback input t o the original system Eq. (13) to assign a set of desired pole locations is
u = (Fo p E v ) e , and the desired K in Eq. (12) needs to be K = -[Fo p F i ~ ] T .

+

+

B

+

Derivation of an optimal input for LQ controller

In Section 4.2.3, we promised to show the reader how an optimal solution can be derived by
solving the Ricatti equation Eq. (15). The reader will recall that the system under consideration
is described by the dynamic equat,ion Eq. (4) and our optimum solution must minimize the
performance criterion in Eq. (14). Lire believe that the goal we have set out for ourselves in this
Appendix is best served if we first consider the scalar version of Eq. (4). The scalar version will
help the reader see the logic of the derivation; for the vector case, the notation that one must
necessarily use can make it difficult to discern the flow of rea.soning. Having presented the main
derivational ideas with the help of the scalar ca.se, we will then proceed to the full vector case.
I . S c a l a r Case.

The scalar version of Eq. (4) is

and of Eq. (14) that describes the performance measure

where x E R and where we ha.ve assumed for convenience that Tinitialis zero. Note that the
final value of the state variable, x(Tfinel),is free t o assume any value that is commensurate with
the constraints expressed in the performance measure. JVithout sacrificing any generality at all,
we will now also assume xgoa'(t) = 0; the resulting simplification in the notation will lend us
further assistance in making the derivation more transparent. Therefore, we write the following
expression for the performance measure:

As the reader will recall, the weighting factor q is user-specified. We have not explic.itly displa'yed
t,he weighting factor r, because - and it is particularly true for the scalar case - a single weighting factor is sufficient to control the relative importance given to the two contributions to the
performance measure.
The immediate goal is to generate the Riccati equation that corresponds to the system being
discussed. We do this by first adding terms that do not affect or change the performance measure
described in Eq. (B.2). It is clear the following performance measure is same as the one given in
Eq. (B.3).

Note that any k will sa,tisfy Eq. (B.4). Now substitute E,q. ( B . l ) into Eq. (B.4) to obtain:

The integrand in the equation ca,n be written in a quadratic form as:

We would like t o rewrite the quadratic terms in the following form:

(fi
z ( t ) + Ji: u(t)12
If we expand the Eq. (B.6) and equate it t o a qua.dratic. symmetric form, we have

m..

Thus, a symmetric qua.dra,ticform becomes a perfect square if we have: cry =
where /3 =
This implies that from Eq. (B.5) we need the following equality:

P2.

This is the sought after Riccati equation for the sca.lar case. Rearranging the terms gives the final
form
i ( t )= - ? k ( t ) a ( t )
k 2( t ) b 2( t ) - q .
(B-7)

+

Thus, if the function k satisfies the following two conditions,

the performance index V becomes

and the optima.1 control input is ~ ( t=) - k ( t ) b ( t ) x ( t ) . Then, the minimum value of the performance measure is given by k ( 0 ) x 2 ( 0 ) .

11. General Case.
Having made clear, with the help of the scalar case, the main principles that underlie the derivation
of the Riccati equation, we are now ready to tackle the general vector case. The dynamic equation
is as in Eq. ( 4 ) ,repeated here for convenience

where t h e initial stat.e x ( 0 ) is given and the goal state x ( t f ) is free although we would like it to
be xgoa'. The performance measure is given by Eq. (14) with q and R as the weighting matrices.
Simply for notational convenience, in the derivation to follow we will first assume that R in a
identity matrix. Subsequently. we will show how to account for the more general R. Therefore,
for our immediate purposes, we write the following expression for the performance measure:

where we have again assumed, ~vithoutany loss of generality, that xgoa' = 0.
In a manner similar to the scalar case, we can reformulate this performance measure as

Substituting Eq (B.8) and writing it in qua.dratic matrix form yields

Again as was done for the scalar case, we want the integrand of Eq. (B.9) t o have the following
form.

+

+

( ~ ~ ( t ) ~ ( t )~ ~( t( )t ) ~ ( ~ ~ ( t ) ~~ (( tt ))=~) ( t )

+

If we now set B T ( t ) K ( t ) x ( t ) ~ ( t=) 0, we will minimize the performance measure V since the
integral term will simply vanish.
Therefore, similar to the sca.lar case, we want K(t) to sa.tisfy the following two conditions:

In conclusion, r ( t ) = -BT(t)K(t)x(t) gives the optimal control input, and the minimum value of
the performance measure is V m i , = xT(0)~(O)x(O).
So far we have ignored the R weighting factor in the performance measure in Eq. (14). As we
said before, this was done for notiona,l clarity in the derivation we have show11 so far. We will now
explain that the R factor is taken care of trivially.
Equations (4) and (14) can be recast into the following forms:

where we have set
7-

= &-lv.

We will now justify our employing the variable v by demonstrating that
exist such that
h h = R

& and

its inverse do

Since R is a symmetric and positive definite matrix, it has a set of real eigenvalues. If R is a
diagonal matrix with elements r;.;. i = 1,2:. . . , n where n is the dimensionality of the input
vector, we can write

If R is not a diagonal matrix, we can always find a matrix O such that OTRO = M where M is a
diagonal matrix and OTO = I. Note that we can find & by

because

o T ( R ) i o e T ( ~ ) i=e

o T ~=@M

C

Derivation of the transformation for the nonlinear controller

The following derivation has appeared in [41] and is included here for completeness. Given the
nonlinear dynamic system x = f ( x ) + ~ ( x where
) ~ x E R n , 7 E R , we want to find a transformation
n
n
z = T : R -+R such that the dynamic equations in the new coordinate frarne have the following
form:

where w is, in general, a non1inea.r function. -4ssume that the required transforma.tion is T and
that T-' exists. Differentiating z with respect to time gives

Comparing the above equation with Eq. (C.l) and equating term by term gives,

and

because
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In what follows we denote the transpose of the gradient of a real-valued function n , ( V n )T , as
d n; note that d n will be a row vector. Using this notation, observe that

where < dTi, f > denotes the inner product of the vector dT and f , the latter being a vector
function. The last equality above follo~irsfrom Eq. ( C . 3 ) . The symbol Lj was defined in Section
4.4.1.
The above equation says that if we know TI?we can derive the rest of the transformation by

Tn -- ~ jn - 1TI
Thus, the transformation matrix becomes

T=

For a linear system, for which the term f ( x ) in the dynamic equation is replaced by Ax, the
relationship between z and x is given by

where the q is the last row of the inverse matrix of the controllability matrix C.

Finding the transformation, then, reduces t o finding T1 and we will address that. problem next. It
follows from the equality in Eq. (C.4) that

Equating the corresponding elements in the above relationship, we get

and

where we used the result in Eq. (C.6) a.nd where the last equality was obtained by using the
Libnietz formula presented in Section 4.4.1. By continuing this process, one gets

Equations from (C.7) to (C.lO) can be combined into the form

d~~

-[(ado
ax

f , g ) (ad' f , g ) . . . (ad n-' f , g)] = [O: 0, . . . O , 11

where

C = [(ad' f , g ) (ad 1 f , g) . . . (ad n -' f , g)]

2

is the controllability ma,trix. So we have the result that
is the last row of C-'. Once this
partial differential equation is solved, each component of the transformation T is determined.

D

Proof of Leibniz formula

We now prove the well known Leibniz formula,

We start with the right hand side of Eq. (D.l) and show that it is equal to the left side of Eq.
(D.l). We again use the notation d n as a transpose of a gradient vector of the real-valued function
n.

a ( d h ) is a symmetric matrix when 11 is twice differentiable.
because (F)

E

Hardware setup

In this section, we briefly describe the experimental setup. The mechanicad parameters of the
pendulum were provided in Section 5, here we will focus on the hardware for the controlling the
pendulum. The pendulum is controlled by a transputer, based on the TSOO family by INMOS,
mounted on a motherboard that goes into a VME bus. A transputer-based control was chosen to
permit us t o experiment with inore complex systems in the future where we may need to control
in real-time multiple motors simulta.neously. Ba.sica.lly,a, transputer-based system allows parallel
and distributed processing, with user-specified synchronizations, at the microprocessor level and
that makes it ideal for devices with many degrees of freedom controlled by different actuators.
Also, the topology of connections between the different processors can be altered by the user and
tailored for each specific task. The connection topology is not an issue for the work reported
here, since only one motor is involved. Suffice it to say that the program for controlling the
motor, written in C, resides at wha.t is called the root node of the transputer (Fig. 26). Each
node in a transputer has four liilks and one of the links of the root node must be used for the
connection with the host machine: in our case a SUN computer. The second link of the root node
must be connected to a special tra.nsputer node, usually designaked T2 in the INMOS family of
transputers, whose function is to set up the correct interconnection topology in the two crossbar
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switches, designated COO4 in Fig. 26. [Exce p t for the two links at the root node, all other links
for all the other nodes are physically routed into the crossbar switches.]
As shown in Fig. 26, the third and the fourth links of the root node go through the crossbar
switches and the I / O boards to the two encoders on the inverted pendulum and to the motor
driver. Note especially that the link 3 is used in the full duplex mode, with the outgoing signals
corresponding to the motor torque and the incoming signals to the readings of the encoder 1. The
I/O boards consist of a) quadrature decoders which are used t o decode the TTL signals generated
by the encoders, b) counters for keeping track of encoder counts, c) a digital-to-analog converter
for computing an analog voltage value from a discrete digital value calculated by the transputer,
d) a clock, etc. The T T L pulses generated by the encoders are basically "tick" marks produced as
the optical shaft of the encoder turns. These tick marks are produced on two separate channels,
called the quadrature channels; the pulse sequences on the two channels are 180 degrees apart in
phase. The function of the decoder is to observe the rise and the fall of the edges of the pulses in
the two channels and deduce the direction of rotation of the shaft. Another important function
of the decoder is to count the number of pulses to infer the extent of rotation; this the decoder
does with the help of the counter. A digital-to-a.na.logconverter is also needed on the I/O board
for producing the analog voltages for the motor driver.
The control algorithms discussed in this paper produce "nominally" a torque value that the motor
is expected to output. The motor is run in what is called a torque mode in which an analog voltage
a.pplied to the motor driver results in t,he motor outputting a proportional va.lue of torque. Wha.t
is interesting is that the constant of proportionality between what is ostensibly a torque value
and the voltage never needs to be made explicit. Consider for example the neura,l network control
algorithm described in this paper. The "torque" output of the neural network is a number between
0 and 1; this output is rescaled to lie between 0 and 255, the lower integer resulting the I/O board
outputting an analog voltage of -8 volts and the the upper integer +S volts. The extreme values
of -8 and +8 volts cause the motor to generate the maximum rated torque for the two directions
of rotation.
The motor drive unit in Fig. 26 is based on the now well-known H-bridge method [Fig. 27(a)] for
controlling the current as well its direction through the windings of a servo motor. The motor
windings sit in the horizontal pa.rt, the bridge, of the H; the transistor switches in the arms of
the H can be turned on or off to control the direction of the current through the motor windings.
The currents in the two paths shown a.re pulse width modulated so that, except during transitions
between the pulses, at any one time the current through the bridge (and therefore through the
windings) is in only one direction. By a.lterna.telyturning on the two current paths shown in the
figure and by modulating the widths of the current pulses along these paths (and by using the
mechanical inertia of the system), the shaft ca.n be rotated to any desired angle and made to s t a . ~
there. The actual driver circuitry for the Dynaserve motor we use is somewhat more elaborate; it
consists of three H bridges, as shown in Fig. 27 (b), with each bridge containing separate windings
of the motor.
The DYN.4SERI1E motor was selected for its ability to generate a high torque at both slow and
high speeds. Also the motor has a large overhung 1oa.d value which is desirable for the inverted pen-

I

pack/meng/ kak

iI

Power supply

!

w+>

Q3

Transinor 1

0

Transistor 4

Ground

(a.) H-bridge drive

(b) Simplified illustration of the motor drive

Figure 27: Motor Driver
dulum experiments. For encoders we used the TI(730 series manufactured by Dynamics Research
Corporation. We measure the angular position data directly from the encoders and estimate the
velocity data from the position data.

