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Abst rac t - - In  this paper, we estabfish some bounds for the probability that simulated annealing 
produces an optimal or near-optlmal solution. Such bounds are giveat for both asymptotical nd finite 
mlmher of steps in the algorithm, and they depend only on the instance of the problem to be treated. 
Then we compare its performance with a randomized local search, showing that actually simulated 
annealing behaves worse than such a very simple global optimization technique. Furthermore, since 
many parallel implementatiolm of simulated annealing exist, we also address its behavior in the 
parallel model of computation. Even in this case, similar bounds bold and we can prove that the 
moat simple parallel version of randomized local search is more likely to find optimal or near-optimal 
solutions than any version of parallel simulated annealing. 
1. INTRODUCTION 
The simulated annealing technique is a well-known stochastic algorithm used for solving large 
combinatorial optimization problems, where one wants a global minimum of a cost function on 
a set of states (i.e., combinatorial objects, also called feasible solutions). It starts in one of the 
states of the search space, computes its cost function and in every step randomly chooses one of 
this state's neighbors. If the chosen neighbor induces a better evaluation of the cost function, it 
becomes the new state. Otherwise, it is accepted as the new state upon a certain probability, 
which depends on a parameter--often called temperature--that decreases in time [1-3]. 
Such a technique was designed from a modelling of crystal cooling in mechanical physics. Its 
asymptotical convergence towards an optimal solution in combinatorial optimization problems 
was proved with the use of very powerful probabilistic analysis tools [2,3]. For real problems, the 
use of simulated annealing was formerly reported to give good experimental results. This, allied 
with the fact that the description of the algorithm is quite general, induced a wide spread use of 
the algorithm. Soon, however, researchers found themselves wasting several men/hours in order to 
get the program refined enough for the specific application in mind, since many general variables 
must be set up with problem-dependent values, which enormously interfere with the program 
performance. Moreover, recently, some theoretical and experimental works have described very 
poor performances of this probabilistic technique [4]. 
In this paper, we establish some upper bounds for the probability that simulated annealing 
produces an optimal or near-optimal solution. Such bounds are given for both asymptotical nd 
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finite number of steps in the algorithm, implying that, in practice, this algorithm has a poor prob- 
abilistic behavior. Then we compare its performance with the randomized local search, showing 
that actually simulated annealing behaves worse than such a very simple global optimization 
technique. Furthermore, since many parallel implementations of simulated annealing exist, we 
also address its behavior in the parallel model of computation. Also in this case, similar bounds 
hold and we can prove that the most simple parallel version of randomized local search is more 
likely to find optimal or near-optimal solutions than any version of parallel simulated annealing. 
As a matter of fact, even the theoretical asymptotical convergence of simulated annealing has 
been proved only for a few of its parallel implementations [5]. 
Some of the results in this paper were first addressed in [6] and then in [7]. In the next section, 
we overview the simulated annealing technique and introduce some notation. In Section 3, the 
upper bound on the probability of success of such a technique is given. This bound, and some 
others, are used in Section 4 to compare the quality of simulated annealing and randomized local 
search. Since parallel implementations of simulated annealing seem to be very attractive, we 
extend the previous results, in Section 5, to the parallel model of computation. We close the 
paper with some concluding remarks and ways for further esearch. 
2. A STOCHASTIC GLOBAL OPTIMIZATION TECHNIQUE 
In this section we recall the basic simulated annealing technique, and introduce some notation 
to be used in the remainder of the text. 
~.I. The Generic Problem 
We start by giving a formal description of the generic ombinatorial optimization problem to 
be solved. 
Given 
- a finite set of states S; 
- a random disruption mechanism, which assigns to each state s of S, a state s' of S, 
designated as a neighbor of s; 
- a function assigning to each state s a value c(s). 
we would like to minimize, over S, the value c(s). 
We assume that nothing is previously known about he structure of the set S of states, implying 
that the initial state should be chosen at random. 
2.~. The Basic Simulated Annealin 9
The simulated annealing technique can solve the previous generic problem [2]. The inspiration 
for the design of such an algorithm is based on an analogy with statistical cooling in metallurgy, 
where the annealing process is composed of a heating phase, followed by a soft and slowly cooling 
phase. After this process, the metal remains in a low-energy structure, as regular as possible. 
The corresponding algorithm that can be applied to global optimization is as follows. (We shall 
say that a state "s' is better than a state s" whenever e(s') < c(s).) 
SIMULATED ANNEALING. 
conpute a randon in i t ia l  s ta te  s; 
set the i n i t ia l  tenperature T; 
repeat - -  outer loop - -  
repeat - -  inner loop --  
conpute at  randon a neiKhboring s tate  s ' ;  
~s '  i s  bot~or  than  s then  
sot  s ~ 
e l se  sot  s ' 
endif  
until equilibrium; 
l e t  T decease; 
unti l  crystal~zat~on. 
as  the  new s ta te  
as  the  new s~ate  w i th  probability p(T)  
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As mentioned before, one can see that the high-level description of the algorithm is quite easy 
and attractive. However, the meaning (and the actual values) we give to the expressions in italics 
are very important with regard to the behavior of the algorithm [1,3]. We discuss the choice of 
the corresponding parameters in the following. 
The evolution of the system is formulated by a series of random variables that depend on 
the temperature (T), with values in the set of states S. This series is a Markov chain, whose 
theory, corresponding to a theoretical ideal situation, is helpful to describe infinite behaviors. If 
the neighborhood has correct symmetry, and if it allows each state to be accessible, then the 
asymptotic onvergence of the whole process can he insured by choosing the Boltzman criterion 
for computing the probability of accepting a new state that is not better than the current one. 
Let the probability be defined as 
p(T) -- p(T, s, s') = e [c(')-c('')]/T, T > O, 
yielding that the series asymptotically converges, at each temperature, to the Boltzmann distri- 
bution. 
Given the random disruption mechanism, let n, be the number of neighbors of the state s. 
The corresponding transition matrix is then ((p,,,,(T))) for all s, s' E S, where: 
• s I a neighbor of s, s I ¢ s implies 
± 
p,,,,(T) = n, ' 
lp (T ) ,  
if c(s') < c(s), 
if c(s') >_ c(s); 
• s' not a neighbor of s, s' ~ s implies p,,,, (T) = 0. 
• and, finally, 
p,,,(T) = 1-  E p,,,,(T). 
s~a' 
When we observe how the average value of the cost function decreases, during execution, we 
point out some ranges of T at which this average value quickly drops. It is said that the algorithm 
has reached critical regions. This phenomenon is interpreted as a phase change. On the other 
hand, the meaning of equilibrium for a given temperature corresponds to a complete Markov 
chain, which is in fact infinite. 
In practical situations, several means have been proposed both to avoid consuming computation 
time in inappropriate ranges of T, and to reproduce Markov chains with finite steps in the inner 
loop. In our case, we suppose that the temperature is lowered according to a temperature schedule, 
where mi steps are to be performed at each temperature Ti, for i _> 1. 
The final temperature is the analogue of the temperature of crystallization in physical processes. 
Therefore, T should tend to 0 when the number of steps tends to infinity. Furthermore, the 
temperature has to be lowered very slowly in order to insure that the global optimal solution is 
asymptotically reached with probability one [8]. 
~.£ Notation 
In order to study the behavior of the simulated annealing algorithm, we need to introduce 
some notation. 
Let K1 = {So E S [ 3 a path s0 ,s l , . . . , s j  = s*; with j _> 0, st E S, e(si÷l) < e(si), 
i = 0, 1, . . . .  j - 1; and s* a global minimum). This means that K1 is the set composed by the 
states in S from which at least one "only-going-down" path end in (one of) the global minima. 
Assume that K1 is non-null and call R the ratio [KI[/[SI, where IX[ denotes the cardinality of 
the given set X. 
Let qi be the minimum probability, at temperature 2~ and taken over all the states, that 
simulated annealing does not accept a new state which is worse than the current one. It is 
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the minimum probability of not going up with the established rules for the simulated annealing 
procedure. Formally, 
qi -- min (1 -  ,¢s E P"°'(Ti)] ' 
s~EA. / 
where A, = {s' : c(s') > c(s)}. 
3. BOUNDING THE PROBABIL ITY  OF  SUCCESS 
Let A be a stochastic method for giobal optimization. We define the quality of A (Qx(n)), as 
the probability that this method succeeds (i.e., finds an optimal solution), within n steps. In this 
section, we prove that the quality of simulated annealing (QsA) is bounded above by a value which 
is a function that only depends on the instance of the optimization problem to be treated. We 
notice that such a result is valid for both finite (fixed number of steps) and asymptotic (finitely 
many steps) behaviors. 
Supposing that the temperature schedule is as defined in the previous section, let QSA(0 be 
the probability that simulated annealing succeeds before setting the temperature to ~+I. Since 
we are aiming to find an upper bound for QSA, we can relax the success condition, and state that 
simulated annealing succeeds whenever it reaches one of the states of KI, from which there is at 
least one only-going-down path to a global minimum. 
We are now able to state the main result of this paper. 
LEMMA 1. For any number n of steps, the quality QsA(n) of simulated annealing is bounded 
above; i.e., 3 b(n) such that QsA(n) ~ b(n) < 1. Furthermore, this bound depends only on the 
instance of the problem to be treated. 
PROOF. We start by computing the quality of simulated annealing at a temperature Ti. Hence, it 
has either succeeded at a temperature ~-1 ,  or it succeeds at temperature ~.  In this latter case, 
it follows that it had not reached a state in K1 before setting the temperature to ~.  Therefore, 
it has to go up at least once in order to succeed uring the steps scheduled for ~ ,  leading to 
QSA(0 -~ QSA0-1) + (1 - QSA(,-I))(1 - q~') = 1 - q~' (1 - Qsx(i-1)). (1) 
It is also true that the algorithm succeeds with temperature TI either if it chooses a state in 
KI  to start with, or it starts with a state in S\K I  and goes up during the steps scheduled for TI. 
This yields 
QSA(1) < R'Jr (I - R)(1 - q~1) _ 1 - q~1 (1 - R). (2) 
Expanding (1) and (2) we get 
QSA(0 ~- 1 -- q~'q~_'fl.., q~2q~ (1 -- R). (3) 
i -1  And for a number of steps n -- ~i  ÷ ~-~t=l mr, where 0 < n~i < mi, we have 
mi mi - t  OsA(n) ~_ 1 - qi q,-I ""q~'q~'(1 - R), (4) 
which concludes the proof. | 
The lemma stated above implies several other bounds on the probability of success of simulated 
annealing, as we shall see further in the text. In particular, notice that it holds even in practical 
cases, where one is given a fixed number of steps to find a near-optimal solution, instead of the 
global optimum. 
Let co be the cost of a global optimal solution to a given problem, and 6 > 0. If a state s has a 
cost c(s) < (1 ÷ 5)co, then we call it a 6-near-optimal state. The associated solution would then 
be a near-optimal solution. 
COROLLARY 1. 3 b(n) such that QsA(n) ~_ b(n) < 1; i.e., the probability that the simulated 
annealing method finds a near-optimal solution within a fixed number of steps is bounded above 
by a value that depends only on the instance of the problem to be treated. 
PROOF. It suffices to change the definition of the set K1 to capture the idea that one is looking 
for near-optimal solutions (based on 5-near-optimal states). | 
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4. SIMULATED ANNEALING VERSUS RANDOMIZED LOCAL SEARCH 
Randomized local search is a very simple global optimization search technique. It basically 
consists of the repetition of local searches (local optimizations) of randomly chosen initial solu- 
tions. An abstraction of such a technique would be that one gets started anywhere in the search 
space, and then gets to a minimum by following the steepest downhill path from the original 
location. If the process is repeated enough times, then it converges to finding a global minimum. 
In this Section, we prove the surprising result that the quality of such a simple global opti- 
mization technique is asymptotically better than the quality of simulated annealing. A high level 
algorithmic description of the randomized local search technique follows. 
RANDOMIZED LOCAL SEARCH. 
repeat  - -  outer loop - -  
generate a random in i t ia l  s ta te  s; 
repeat  - -  inner loop - -  
f ind the  best  s ta te  s '  in  the  neighborhood of  s;  
sot  s'  as the current s ta ts ;  
untU there is  no bet ter  neighbor; 
unti l  too  many steps.  
To be able to compare the quality of this technique against he quality of simulated annealing, 
we have to introduce some notation as in Section 2. 
Let K.JI be the set of the states in S from which all "only-going-down" paths end in (one of) 
the global minima. Clearly Ksll is a subset of K1, which in turn, is a subset of S. Thus, we 
assume that they are all non-null, proper subsets, to avoid trivial cases. 
Let r be the ratio [K.~I[/[S[, L be the length of the longest "only-going-down" path to an 
(arbitrary) local minimum, d be the maximum number of neighbors that a state in S has, and 
w be the cost--in unit times--of randomly generating each initial state in the outer loop of the 
randomized local search algorithm. 
We are going to study the quality of the randomized local search, QLs(n), in n steps, where 
a step here means the number of time units used by the algorithm. Recall that each complete 
passage in the outer loop takes at most w + L.d steps. One main difference concerning the 
previous ection is that now we are interested in a lower bound for QLs(n). Therefore, we impose 
that such an algorithm succeeds only when it effectively finds an optimal solution (compare this 
to the relaxed definition of success for simulated annealing). 
PROPOSITION 1. QLs(n) ~_ 1 -- (1 -- r) nl(W+Ld). 
PROOF. QLs(n) is the probability that randomized local search succeeds in n steps. Then QLs(n) 
is the sum of the probabilities that the algorithm succeeded in one of the steps between the first 
and the n th, leading to 
QLs(n) >_ r+ (1 - r ) r+ (1 - r2)r-I -. .  .-t- (1 - r) Ln/(w+Ld)j r
t-/(--+Ld)J ( (1--r)f,/(-+Ld)]) 
>r ( l - r ) '  ! -  
:=:} QLs(n) _> 1 - (1 - r )  " / (w+L d) | 
THEOREM 1. For any b~ven instance or" a global optimization problem, there ex/sts a constant no 
such that, f in  > no then the probability that randomized local search finds an optimal solution 
is larger than the probability that simulated annealing finds an optimal solution; i.e., 
Vn > "0 QsA(n) < QLs(-). 
PROOF. From the definitions ofp,,~,(T) and qi, it follows that q~ tends to one as the number of 
steps increases. Thus, 
3/~ : qk > (1 - r) 1/(~+Ld). 
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k--! 
Therefore, for a large enough ~, and for m - ~'~i--1 mi, we have 
- r)l/(w+Ld)] '~ q~-~i-'" 'q~'  qT' (1 -- R) 
.(1 ~ 'J < ( l - - r )  m/(w4"Ld) 
fi mk-l . =~ (1 - r) (a+m)/(~+Ld) < qk qk-1 .. q~2 q~, (1 - R) 
< q _'l - " qk-1 " "q~2q~' (1 -R) ,  
where 0 < r~i _~ rni is as defined in Lemma 1. If we take n - ~ + m, we have 
1 (1 r) n/(w+Ld) ~> 1 q~, ~- l  " - - - qi-t q~ "~- ' "  • . R). 
By (4) in Lemma 1 and Proposition 1, it follows that QLS(n) ~_ QsA(n), proving the theorem. | 
Again we can establish an analogous result for the asymptotical behavior of both techniques 
when one wants to find a near-optimal solution, instead of the global optimum. 
COROLLARY 2. Suppose we are trying to approximate the opthna/solution of an instance of a 
global optimization problem. Then, asymptotically, QSA _~ QLS. 
5. THE PARALLEL  SETT ING 
In practice, the major drawback for the utilization of simulated annealing is that it is very 
time consuming, since the number of feasible solutions usually grows exponentially with the size 
of the input. Therefore, different approaches have been tried in order to use such a technique 
efficiently. With the advent of parallel machines, where several processor concurrently search for 
a solution, some large instances could be solved through simulated annealing. From the results 
reported in most cases, it seems that parallel simulated annealing would be of practical interest. 
Unfortunately, only a few of its parallel implementations have their theoretical convergence proved 
so far. 
Two main models of parallel simulated annealing have been proposed in the literature. One 
is based on data partitioning, i.e., data is shared among the processors. The convergence in this 
case is guaranteed by a dynamic data sharing which allows every feasible solution to be accessed 
[1,9,10]. The second main model is obtained by processors synchronization: at some moment of 
the algorithm, processors synchronize themselves to choose a new starting state. Since the choice 
is usually based on the cost of the state proposed by each processor, several criteria were studied, 
namely the choice of the state with the best value, choice of n states with n ~ best values, or choice 
of a state according to the Boltzmann distribution [3,9]. 
Aiming to address a more general problem, we suppose that p processors independently perform 
a general parallel annealing algorithm with a synchronization schedule (0, vl, v2,..., vk,... ). This 
means that all processors synchronize at the starting of the algorithm, resynchronize after vl s teps  
for choosing the new state(s) and/or data exchange, synchronize again in step vl + v2, and so 
forth. The algorithm performed by each processor is as follows. 
PARALLEL ANNEALING. 
n := O; 
compute  a random initial s ta te  s; 
repeat  - -  outer  loop - -  
repeat  - -  inner loop - -  
compute at  random a neighbor ing s ta te  s~;  
n := n+l ;  
i f  s '  i s  bet ter  than s then  
set  s ~ as  the  new s ta te  
else set  s '  as  the  nee  s ta te  e i th  probab i l i ty  p (n)  
endi f  
unt i l  synchronization 
cho ice  o f  a new s tar t ing  s ta te  and/or  data  exchange;  
unt i l  too many steps.  
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It is important o notice that both parallel versions of the simulated annealing method de- 
scribed above are special cases of parallel annealing, where the number of steps is replaced by 
the parameter T (temperature). 
To study the behavior of parallel annealing we shall use the same notations introduced in the 
previous ections. However, the probability of going up (i.e., accepting a new state that is worse 
than the current one) depends now on n, the number of steps performed by each processor. 
Hence, we should redefine qi, as follows. 
q~ = min{probability, over all processors, of not going up in the phase vi). 
The probability qi is to be computed over all the states of the search space, for each passage in 
the algorithm's inner loop in the phase vi. Since in sequential qi tends to one when the number of 
steps increases, we assume that in the global behavior of the parallel model the probabilities q obey 
qi < qi+l. Notice that such an assumption trivially holds whenever the maximal temperature 
over all parallel processes i  decreasing and the transition probabilities are defined as for the 
sequential setting. 
Similar to the sequential case, we consider that parallel annealing has succeeded if at least one 
of the p processors has reached a state in KI. The quality QpA(i) is the probability that the 
algorithm finds the optimal solution in no more than Vl + v2 +. . .  + vi steps. 
THEOREM 2. The quality QpA(n) of parallel annealing is bounded above by a value that depends 
only on the instance of the problem in hand, and on the number of processors used. 
PROOF. We apply the same reasoning used to prove Lemma 1. If parallel annealing succeeds in 
the first vl ÷ v2 + ... + vi steps, either it succeeded in the previous ynchronization phase or it 
went up at least once in the last phase. Thus, 
QPA(i) --~ QPA(i-1) q" (1 - QPA(i-1)) (1 - ~'~') -- 1 - ~'/""(1 - QPA(i-1))- 
Furthermore, for the first synchronization we have 
QPA(1) ~ R+ (1 - R) (1 - q~'~') = 1 - ~'v'(1 - R). 
Hence, the quality of parallel annealing can be bounded by a formula similar to the one bounding 
simulated annealing: 
.~ .vl-t QpA(n)_<I -~ ~'~1 . . .~ '~2~'~1(1_R) ,  
where n = vi + E~=11 Vk, and 0 < vi _< vs. | 
COROLLARY 3. The probability that the parallel anneal/ng method finds a near-optimal solution 
within a fixed number of steps is bounded above by a value that depends only on the instance of 
the problem to be treated, and on the number of proceasors used. 
We remark that allowing processors to communicate increases the quality of parallel annealing. 
Otherwise, the processors would be constrained to independently run the original simulated 
annealing algorithm. Such a case could be viewed as an independent Bernoulfi sequence of p 
trials, each of them consisting of a sequential run of simulated annealing. The bound in this case 
would then be 
_< 1-  (¢.0, ~,/~_, . . .~. . .  ~1.~, (1-  R)) p . -  QPA(") 
The comparison between parallel armealing quality and that of a parallel version of randomized 
local search is easily established. It is enough to study the quality QPLS(n) o fp  independent runs 
of the sequential randomized local search introduced in Section 4, one per available processor. 
THEOREM 3. There is a constant no, such that Vn > no ~ QpA(n) ~ QpLs(n). 
PROOF. QPLS(n) is clearly bounded by the same type of lower bound as QLs(pn). Thus, 
- QLs(n)) p _>1-  (1 -  ( I -  ( I -  r)n/(w'FLd) 11 p - -1 - - ( I -  QPLS(-) (I r)Pn/(w4"L d). 
\ / I 
l~i l lO- l l - l l  
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From Theorem 2, and the proof of Theorem I, it follows that there exists a constant no 
such that if n > no then the probability that n independent runs of randomized local search 
find an optimal solution is larger than the probability that parallel annealing finds an optimal 
solution. | 
COROLLARY 4. Suppose we are trying to spprox/mate the optimal solution of  an instance of a 
global optimization problem. Then, asymptotically, QPA _~ QPLS. 
6. CONCLUSION 
Mainly because of its apparent simplicity, allied to the fact that the description of the algorithm 
is quite general, the simulated annealing technique has been extensively used on combinatorial 
optimization problems. For real problems, the use of simulated annealing was formerly reported 
to give good experimental results. However, for real applications the phase of refinement of the 
algorithm is not straightforward. Moreover, experimental works have recently showed that this 
probabilistic technique might not be as powerful as it was supposed. 
In order to study the behavior of stochastic global optimization methods, we introduced the 
notion of quality of a method, as the probability that this method finds an optimal solution. In 
this paper, we established some upper bounds for the quality of simulated annealing, with regard 
to optimal or near-optimal solutions, both asymptotically, and in a finite number of steps in the 
algorithm. Then we compared its quality with the quality of randomized local search, showing 
that actually simulated annealing behaves worse than such a very simple global optimization 
technique. We also addressed its behavior in the parallel model of computation. 
The results we proved do not imply that for specific problems, where a good knowledge xists 
about the search space S, the simulated annealing is not a good approach. On the other hand, 
the upper bound for the probability of success of finite runs of the algorithm, shown in Lemma 1, 
could help on a discussion of how powerful is such an algorithm in comparison with other global 
optimization methods. 
Concerning practical issues, it is worth noticing that such an upper bound is far from being 
tight (recall, for instance, the relaxed definition of successful simulated annealing). However, 
since all the variables are well-defined, actual figures could be computed for small instances of real 
problems. Then, an insight into the expected behavior of the algorithm could be formed. Also, 
the results in Section 5 suggest hat some experimental results should be obtained on parallel 
randomized local search to be compared to parallel simulated annealing. Since the design of 
parallel strategies for this latter method is not an easy task, the simpler approach of the former 
could be of reasonable interest. 
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