Abstract-In this paper, we address the message-passing receiver design for the broadband massive MIMO systems using OFDM modulation. Leveraging the framework of factor graph, a computationally efficient message-passing receiver that performs joint channel estimation and decoding is devised. For the task of detection and decoding, three different approximation strategies are investigated. Firstly, the mean-field approximation is employed, which leads to a concise message updating as both the channel coefficients and data symbols admit the exponential family distributions. However, the mean-field method has a performance loss, as it ignores the variance of inter-user interference. Then, we derive an approximate belief propagation (BP) algorithm by virtue of the central limit theorem and moment matching, where the inter-user interference and message of channel coefficients are approximated into the Gaussian family. Despite its excellent performance, the approximate BP bears a heavy computation burden. To reduce the complexity, we combine the mean-field method with the approximate BP in an efficient hybrid-manner. Specifically, pair-wise joint belief of channel coefficient and data symbol is obtained using soft interference cancellation, after which the marginal beliefs of channel coefficient and transmit data are estimated from the pair-wise joint belief by applying the mean-field approximation. Given the message of channel coefficients extracted from observations in the task of detection and decoding, an estimator based on Gaussian message passing is derived for learning the channel coefficients between each pair of antennas. Our proposed estimator has a computational complexity of only O(K log 2 K) by reformulating the message passing as recursions and using the Fast Fourier Transform, where K denotes the number of subcarriers. Finally, the proposed joint algorithms are assessed by simulations, and the results corroborate their superiority to state of the art.
I. INTRODUCTION
Recently, massive multiple-input multiple-output (MIMO) systems with tens to hundreds of antennas at the basestation have gained significant attention [2] - [7] . One of key tasks in massive MIMO systems is learning the instantaneous channel state information (CSI), since high data rates and energy efficiency can only be achieved when CSI is precisely known [8] . CSI is typically acquired by using predefined pilot signals [9] - [11] . In contrast to the conventional MIMO systems employing a small number of antennas, pilot overhead required for channel estimation in massive MIMO systems can be overwhelming [12] . Moreover, the available training resources are limited by the channel coherence interval [13] . Meanwhile, energy consumption in baseband processing grows with the number of antennas, which may offset the massive MIMO's advantage in energy efficiency. Thus, low-complexity channel estimation with high accuracy and reduced overhead is critical to massive MIMO systems.
Iterative receivers that jointly estimate the channel coefficients and detect the data symbols are able to provide more accurate channel estimation while using less training overhead [14] - [19] . Factor graph and sum-product algorithm (SPA) [20] have been used as a unified framework for iterative joint data detection, channel estimation, interference cancellation, and decoding [21] . However, exact SPA for joint channel estimation and decoding is computationally infeasible. To overcome this problem, various message-passing algorithms based on approximate inference have been proposed [15] , [22] - [29] . In existing approaches, the message passing strategies include loopy belief propagation (LBP) [15] , [22] , [25] - [27] and variational methods [23] , [29] , and a hybrid of both [24] , [28] .
LBP has a high complexity when applied to graphical models that involve both discrete and continuous random variables. This has been addressed by, e.g., combining the SPA with the expectation-maximization (EM) algorithm [25] or approximating the messages of SPA that are computationally intractable with Gaussian messages [15] , [25] , [26] , [30] . For example, Parker et al. applied central-limit theorem and Taylor-series approximations to formulate a bilinear generalized approximate message-passing algorithm for the SPA in the high dimensional limit [31] .
Variational inference methods have been applied to MIMO receivers [23] for joint detection, channel estimation, and decoding. In [24] , Riegler et al derived a generic message-passing algorithm that merges belief propagation (BP) with the mean-field (MF) approximation (BP-MF), and applied it to joint channel estimation and decoding in single-input singleoutput orthogonal frequency division multiplex (OFDM) systems and MIMO-OFDM systems [24] , [28] , [32] . BP-MF has to learn the noise precision to take into account the interference from other users even when the noise power is known [33] , [34] , as the channel transition functions are incorporated into the MF part [24] , [28] , [32] . Otherwise, if the uncertainty of interference from other users is completely ignored, the likelihood function associated with the messages extracted from observations tends to overwhelm the a priori probability. Besides, BP-MF in [24] requires high computational complexity as large matrices need to be inverted to estimate channel coefficients and thus would only be feasible in the case of a few antennas and subcarriers. We note that there is a lowcomplexity version of the BP-MF algorithm proposed in [35] , but its performance is inferior. The degraded performance may be due to the unrealistic assumption that groups of contiguous channel weights in frequency-domain obey a Markov model. To achieve joint channel estimation and decoding for massive MIMO systems using OFDM modulation in frequencyselective channels, the receiver needs to complete two tasks: detection and decoding, and channel estimation. In this paper, three different approximation strategies are investigated for the task of detection and decoding, which consists of decoupling the channel coefficients and data symbols from the noisy observations and decoding. First, we examine the MF approximation, which leads to a concise message updating as both the channel coefficients and data symbols admit the exponential family distributions. We find that the performance of the MF approximation based method is rather poor when the true variance of noise is used, as the variance of the interuser interference is completely ignored. Inspired by [24] , [33] , we treat the noise on data subcarriers as a random variable rather than a parameter and learn the precision of the noise, whereby the uncertainty of interference is taken into account. For the noise on pilot subcarriers, its precision is replaced by its true value if the noise power is known. We next derive an approximate BP via central-limit theorem and moment matching. Despite its excellent performs, the approximate BP bears a heavy computation burden: it needs to take a large number of moment-matching operations, and each is highly complicated. To reduce the complexity, we combine the MF approximation with the Gaussian approximation in an efficient hybrid-manner. Specifically, we use central-limit theorem to efficiently obtain the belief of each pair of channel coefficient and data symbol, and then employ MF approximation to decouple them. In contrast, the bilinear generalized approximate message passing [31] uses Gaussian integral (by Taylor-series) to marginalize each variable in the paired variables. Using the expectation propagation method proposed in [36] , the computations at the symbol variables are further reduced.
For the task of learning the channel coefficients between each pair of transmit and receive antennas, given the message of frequency-domain channel coefficients extracted from observations in the task of detection and decoding, an estimator based on Gaussian message passing is derived. While the conventional linear minimum mean square error (LMMSE) estimator has cubic complexity in the dimension of the covariance matrices, due to matrix inversion operation, our proposed channel estimator based on Gaussian message passing significantly reduces the complexity to O(K log 2 K) by reformulating the message passing as recursions and using the Fast Fourier Transform (FFT), where K denotes the number of subcarriers.
The whole algorithms of joint channel estimation and decoding are assessed by Monte Carlo simulations. Experiments showed performance within 1 dB of the known-channel bound in 16 × 8 MIMO systems, and 2~3 dB better than BP-MF receiver in 8 × 8 MIMO systems.
The remainder of this paper is organized as follows. The system model is described in Section II. Section III presents the proposed discrete message passing for joint detection and decoding, and Section IV the proposed hybrid message passing for joint detection and decoding. Gaussian message passing for channel estimation is discussed in Section V. Complexity comparisons are shown in Section VI, and numerical results are provided in Section VII, followed by conclusions in Section VIII.
Notation: Lowercase letters (e.g., x) denote scalars, bold lowercase letters (e.g.,x) denote column vectors, and bold uppercase letters (e.g., X) denote matrices. The superscripts (·) T , (·) H and (·) * denote the transpose operation, Hermitian transpose operation, and complex conjugate operation, respectively. Also, diag{x} denotes a square diagonal matrix with the elements of vector x on the main diagonal; X ⊗ Y denotes Kronecker product of X and Y ; I denotes an identity matrix; and ln(·) denotes the natural logarithm.
denotes the Gaussian probability density function (PDF) of x with meanx and variance ν x , and Gam(λ; α, β) = β α λ α−1 exp(−βλ) Γ(α) denotes the Gamma PDF of λ with shape parameter α and rate parameter β, where Γ(·) is the gamma function. Finally, ∝ denotes equality up to a constant scale factor; x\x k tn denotes all elements in x but x k tn ; and E p(x) · denotes expectation with respect to distribution p(x).
II. SYSTEM MODEL
encoder mapper multiplexing pilot We consider the up-link of a massive MIMO system with N users. Each user employs one transmit antenna, and the base station employs an array of M ≥ N antennas. Frequencyselective Rayleigh fading channels are assumed, and OFDM is employed to combat multipath interference. The transmitters for the users are shown in Fig. 1 . For the nth user, the information bits b n are encoded and interleaved, yielding a sequence of coded bits c n . Then each Q bits in c n are mapped to one modulation symbol x d n , which is chosen from a 2 Qary constellation set A, i.e., |A| = 2 Q . The data symbols x d n are then multiplexed with pilot symbols x p n , forming the transmitted symbols sequence x n . Pilot and data symbols are arranged in an OFDM frame of T OFDM symbols, each consisting of K subcarriers. Specifically, the frequencydomain symbols in the tth OFDM symbols transmitted by the nth user are denoted by
T , where x k tn ∈ A represents the symbol transmitted at the kth subcarrier. In each OFDM frame, there are K p ≤ K pilot subcarriers in each of selected T p OFDM symbols and the pilot subcarriers are spaced △ = ⌊(K − 1)/(K p − 1)⌋ subcarriers apart. The pilot-subcarrier set of user n is denoted by P n = {(t, k) : x k tn is a pilot symbol}, |P n | = T p K p , and data-subcarrier set is denoted by D = n P n . Note that pilot-subcarrier sets belong to different users are mutual exclusive, i.e., n P n = ∅, and only one user actually transmits a pilot symbol at a given pilot subcarrier, whereas the other users keep silent, i.e., if
To modulate the OFDM symbol, a K-point inverse discrete Fourier transform (IDFT) is applied to the symbol sequence x tn and then a cyclic prefix (CP) is added before transmission.
The OFDM frames are transmitted through a wide-sense stationary uncorrelated scattering (WSSUS) channel. The discrete-time channel taps from the nth user to the mth receive antenna is denoted by
T , where h l mn is the lth channel tap and L is the maximum number of multipath channel taps. Assuming that the channel taps do not change during one OFDM frame but vary from frame to frame, the frequency-domain channel coefficient w k mn at the kth subcarrier from the nth user to the mth receiving antenna is given by
At the receiver, the CP is first removed and the received signal from each receive antenna is then converted into the frequency domain through a K-point discrete Fourier transform (DFT). It is assumed in this paper that the N transmitters and the receiver are synchronized and the maximum delays are smaller than the duration of the cyclic prefix, and then the received signal for the tth OFDM symbol can be written as
where
T denotes the received signal at the kth subcarrier,
T denotes the transmitted symbols at the kth subcarrier, ̟ k t ∈ C M×1 denotes a circularly symmetric complex noise vector with zero-mean and covariance matrix σ 2 ̟ I, and W k ∈ C M×N denotes the frequency-domain MIMO channel matrix at the kth subcarrier, which is given by
The received signal can be recast in a matrix-vector form as
T denoting the received signal at the mth receive antenna for T OFDM symbols,
T denoting the frequencydomain channel coefficients from the nth user to the
T denoting the symbols transmitted by the nth user for a frame of T OFDM symbols, and
T denoting the noise signal at the mth receive antenna for T OFDM symbols.
A. Factor Graph Representation of the Massive MIMO-OFDM Systems
Our goal is to infer the information bits {b n } from the observations y and the known pilot symbols {x p n }. In particular, we aim to achieve the minimum bit error rate (BER) utilizing the maximum a posteriori marginal criterion, i.e.,
where b ι n denotes the ιth information bit in b n , and the a posteriori probability p(b
Since b c x y is a Markov chain and the frequencydomain channel matrix W only depends on the time-domain channel matrix H, the joint probability p(b, c, x, y, W , H) can be factorized into
The conditional probability p(x | c) in (7) can be factorized into
is the mapping function and δ(·) is the Kronecker delta function. With the assumption that the time-domain channel taps pertaining to different antenna pairs are independent and different taps within the same antenna pair are also independent, the a priori probability of time-domain channel matrix H can be written as
As the frequency-domain channel matrix W is constructed through a linear transformation of the time-domain channel
the conditional probability p(W | H) reads
where Φ ∈ C K×L denotes the DFT weighting matrix, and φ kl denotes the entry in the kth row and lth column of Φ. The channel transition function p(y | W , x) is factorized into
The probabilistic structure defined by the factorizations (7)- (12) can be represented by the factor graph, as depicted in (6) is computationally prohibitive. While SPA provides an efficient solution for smallscale discrete inference problems by leveraging the conditional independence characteristics, it becomes impractical for largescale problems and especially hybrid inference problems with continuous and discrete random variables. Hence, we resort to 
mnk (·) belief of w k mn at node w k mn approximate inference to find efficient solutions. As shown in Fig. 2 , there exist two groups of loops, the detection-decodingloop on the left and the channel-estimation-loop on the right. Unlike a tree-structured factor graph, the existence of loops implies various iterative message passing schedules. In our case, we choose to start passing messages at the channel transition nodes, then pass messages concurrently in both the detection-decoding-loop and the channel-estimation-loop. Each of these full cycles of message passing will be referred to as a "turbo iteration".
III. DISCRETE MESSAGE PASSING FOR JOINT DETECTION
AND DECODING The presentation of message passing follows closely with the convention in [20] . All types of message are specified in Table I . Applying the SPA to the factor graph in Fig. 2 , the outgoing messages from the channel transition node f k tm at the ith iteration are given by
As the symbols in x k t \x k tn ∈ A N −1 take on values in the discrete set A, the computations of µ , which are obviously intractable for the problem size of interests. Using (13) , the messages at the channel transition nodes with respect to known pilot symbol boil down to the following simple form
where we use the fact that other users keep silent on the pilot subcarriers P n .
A. Mean-Field Approximation
In this subsection, we will employ MF approximation to decouple the symbols and channel coefficients at each channel transition node. With the messages going into the channel transition node f k tm , a local belief of x k t and w k m is defined as
where the exact forms of the local beliefs {β
mn ′′ } are shown in the following by (36) and (98). Using variational calculus,β (26) where the proof of the second line of (25) and (26) (13), and the parameters are given by
with
Next, using (25) the local belief at the variable node x k tn is updated by
Then also using (25), the message µ 
where the (i − 1)th message µ
is given in the following by (40) .
Once the extrinsic LLRs {λ 
As shown in [33] and [34] , the performance of MF approximation is rather poor, if the true value of the noise variance σ 2 ̟ is used. We thus consider noise precision as a random variable to learn rather than a fixed parameter. Let λ be the noise precision, whose prior distribution is a noninformative Gamma distribution, i.e., p(λ) = Gam(λ; 0, 0).
Following the MF approximation, we obtain the message from the channel transition function f k tm to the precision variable λ,
From the expression of τ
tmk λ , we can find that the noise precision learned is relevant to the variance of inter-user interference. As a result, we cannot use the observations on the pilot subcarriers to learn the noise precision, as there is no interference on the pilot carriers. Moreover, we will let the precision of the noise on the pilot subcarriers take its true value when it is known. Then the belief of noise precision λ for the pilot subcarriers is updated by
and the mean of λ is given bŷ
where |D| denote the number of elements in the set D. The σ 2 ̟ in (27) and (29) is then replaced by 1 λ(i) , for (t, k) ∈ D.
We will refer to the above discrete message passing using MF approximation for detection-decoding-loop as "DMP-MF".
B. Gaussian Approximation
The MF approximation in the previous subsection provides a tractable solution; however, it ignores the statistical dependence between different nodes [38] . By contrast, BP optimizes over not only node marginals but also edge marginals, and imposes the marginal consistency constraints [39] , which implies more accurate performance. Motivated by this, we propose an approximate BP algorithm by virtue of Gaussian approximation. Note that to update the outgoing messages from the channel transition node f k tm , the received signal in (2) can be rewritten as
The interference term
is considered as a Gaussian variable with meanz (i)
tnk tmk and variance τ 
As a result, the message µ
Similarly, the message µ
where ϑ
tmk (x k tn ) denotes the weight of Gaussian component
tnk tmk , and τ
tnk tmk . As µ (i) tmk mnk (w k mn ) given by (52) is a Gaussian mixture, its components will increase exponentially in the consequent message updating. To avoid the increase, we project the message µ 
Next, using (51) the message from the variable x k tn to the channel transition node f k tm is updated by
The mean and variance of variable x k tn with respect to the message µ
We will refer to the discrete message-passing algorithm using Gaussian approximation in detection-decodingloop as "DMP-G". In the DMP-G algorithm the message µ 
IV. HYBRID MESSAGE PASSING FOR JOINT DETECTION AND DECODING
The Gaussian approximation in BP leads to a desirable closed-form message computation. However, it still bears a heavy computations burden: it needs to calculate each µ (56) is complex as M is large in the massive MIMO systems. Besides, it needs to calculate eachx (i) tnk tmk and ν (i) tnk tmk using (58) and (59), which amounts to T M N K.
Recalling (49), a pair-wise belief can be defined at the channel-transition function f k tm , i.e., β
Using MF approximation as in Section III, the approximate local beliefsβ
The messages µ 
tmk mnk ), (64) where
with τ The number of message parameters {x
tnk tmk } is 2T M N K, so direct evaluating them is expensive via moment matching like (58) and (59). Following the expectation propagation method proposed in [36] , [40] , we can reduce the computational complexity of {x
tnk (x k tn ) at the variable node is projected onto a Gaussian PDF denoted byβ
And we consider every transmitted symbol x k tn as a continuous random variable and approximate the message µ
We will refer to the hybrid message passing with Gaussian approximation and MF approximation for detection-decodingloop as "HMP-GMF".
V. GAUSSIAN MESSAGE PASSING FOR CHANNEL ESTIMATION
In this section, we consider the message passing in the channel-estimation-loop. Applying the SPA, we arrive at the following update rules
As will be shown in the following by (81), µ
. . , L are Gaussian PDFs, i.e.,
Using (78), the message from the variable node h l mn to the mixing node g k mn is given by µ 
As the number of subcarriers K is as large as tens to thousands, the parameter ν (i) mnk mnl shown in (82) can be approximated into ν
mnk mnl can be further approximated as τ
is finally written as
Replacing the term ν 
Define
Using the formulation ofĥ 
Then, plugging (91) into (86) and (89), ξ mnk can be expressed recursively as
L. The message from the mixing node g k mn to the variable node w k mn is updated by
The local belief at the variable node w k mn is given by
Then the messages flowing into the function node f k tm are updated by
tmk mnk ) where
Note that, the term l φ klĥ
in (93), and l φ kl ν (i) mnlĥ
in (94) can be efficiently implemented using the FFT. We will refer to the Gaussian message passing in channel-estimation-loop as "GMP". 
VI. COMPLEXITY COMPARISONS
We make comparisons between our proposed messagepassing algorithms and the algorithms using the BP-MF framework. In the following, DMP-MF, DMP-G and HMP-GMF denote the joint algorithms using DMP-MF, DMP-G, and HMP-GMF to achieve the task of detection and decoding, respectively, and using GMP to achieve the task of channel estimation; BP-MF#DJ denotes the joint algorithm proposed in [24] and [28] employing disjoint channel model; and BP-MF#DJ-M denotes the low-complexity version of BP-MF#DJ algorithm employing Markov channel model proposed in [35] . The complexity is evaluated in terms of floatingpoint operations (FLOPs) per iteration. Here we do not distinguish the complexity of addition, subtraction, multiplication, and division for simplicity. Note that the multiplication of a complex number and a real number needs two FLOPs, and the multiplication of two complex numbers (excluding conjugate numbers) needs six FLOPs. It is assumed that the operation of exp (·) can be implemented by a look-up table and {λ
e (c q tnk )} is calculated by the decoders, which are not taken into account. Table II shows the complexity of these algorithms performing the task of detection and decoding. For the task of channel estimation, the complexity is listed in Table  III . The normalized complexity per turbo iteration of these joint algorithms versus number of subcarriers K in the 16 × 8 MIMO-OFDM systems with 16QAM is shown in Fig 3, where K p = L = K/8, T p = 1, and T = 8. The DMP-MF has the lowest complexity, and the complexity of BP-MF#DJ algorithm is about 90 to 20000 times that of the former as the number of subcarriers increase from 64 to 1024.
VII. SIMULATION RESULTS
The receiver algorithms using the three proposed messagepassing algorithms are compared with the BP-MF algorithms in terms of normalized mean square error (NMSE) of the channel weights and BER, as well as the matched filter bound (MFB) that is obtained by the MAP decoding under the condition of perfect multiuser interference cancellation and perfect channel state information (PCSI). Otherwise specially stated, the number of turbo iteration is set to 15. Note that, with the pilot pattern presented in Section II, if we do not distinguish the precision of noise on pilot subcarriers and the precision of noise on data subcarriers, the BP-MF#DJ and BP-MF#DJ-M can't work well in the 8 × 8 MIMO system with 16QAM, but work well in the 2 × 2 case (the results are not shown). For a fair comparison with the algorithms using framework of BP-MF, we have adapted the BP-MF#DJ and BP-MF#DJ-M algorithms for distinguishing the precision of noise on pilot subcarriers and the precision of noise on data subcarriers. Here we will just learn the noise precision of data subcarriers for the joint algorithms DMP-MF, BP-MF#DJ and BP-MF#DJ-M, whereas the noise precision of pilot subcarriers is set to the true value.
For the simulation setup, we consider the up-link of a multiuser system with N = 8 independent users, and each user is equipped with one transmit antenna. For each user, the transmission is based on OFDM with K = 64 subcarriers. We choose a R = 1/2 recursive systematic convolutional (RSC) code with generator polynomial [G 1 , G 2 ] = [117, 155] oct , followed by a random interleaver. For bit-to-symbol mapping, multilevel Gray-mapping is used. Each user employs K p = 8 pilot subcarriers modulated with randomly chosen known BPSK symbols and placed uniformly in the first T p = 1 OFDM symbol. The channel model in the simulations is a 8-tap Rayleigh fading MIMO channel with equal tap power. At the receiver, the BCJR algorithm is used to decode the convolutional codes. We assume that the transmit antennas from different users are spatially uncorrelated, and the receive antennas are spaced sufficiently away so that they are also spatially uncorrelated. The channels are assumed to be blockstatic for the selected 8 transmitted OFDM symbols. The energy per bit to noise power spectral density ratio E b /N 0 is defined as [41] 
where E s /N is the average energy per transmitted symbol. 
A. Channel-Tap
Comparisons are made between our proposed message passing algorithms, the BP-MF#DJ algorithm, and its variant BP-MF#DJ-M algorithm. In the initial turbo iteration, there are only pilot symbols are available for the channel estimation. In our proposed joint algorithms, the GMP algorithm performs 5 inner iterations in the initial turbo iteration and perform only 1 inner iteration in the following turbo iterations. In the BP-MF#DJ algorithm, the channel estimator is equivalent to a pilot-based LMMSE estimator in the initial turbo iteration, and becomes a data-aided LMMSE in the next turbo iterations. The channel estimation of the BP-MF#DJ-M algorithm is given by a Kalman smoother proposed in [35] . The groupsize of contiguous channel weights for the the BP-MF#DJ-M algorithm is set to be G = 4, as larger G will cause the matrix V 11 (refer to [35] for detail) be singular when the number of subcarriers is K = 64. Fig. 4 and Fig. 5 show the NMSE of the channel estimation versus E b /N 0 in a 16 × 8 MIMO system with 16QAM and 64QAM, respectively, and Fig. 6 is with respect to a 8 × 8 MIMO system with 16QAM. The NMSE in the ith turbo iteration is calculated by
where S is the number of Monte Carlo runs. In the initial turbo iteration, all the algorithms excluding the BP-MF#DJ-M algorithm achieve the same NMSE of the BP-MF#DJ, although the latter uses computationally complex LMMSE estimator. In addition, it is shown that the NMSE of DMP-G algorithm is higher than that of the HMP-GMF in low E b /N 0 region, and the NMSE of BP-MF#DJ-M algorithm is higher than that of other algorithms at the point that the number of turbo iterations are 15.
B.
BER Versus E b /N 0 Fig. 7 shows the BER performance of the 16 × 8 MIMO system with 16QAM. The DMP-G algorithm and HMP-GMF algorithm achieve the same performance that is about 0.7 dB away from the MFB#PCSI at BER = 10 −5 ; the BP-MF#DJ algorithm slightly outperforms the DMP-MF algorithm, but its performance is about 1.3 dB away from the MFB#PCSI at BER = 10 −5 . Fig. 8 shows the BER performance of the 16 × 8 MIMO system with 64QAM. Similar to the case of 16QAM, the DMP-G algorithm and HMP-GMF algorithm achieve the same performance, which is about 0.7 dB away from the MFB#PCSI at BER = 10 −5 , and outperform both the BP-MF#DJ algorithm and the DMP-MF algorithm by 0.5 dB at BER = 10 −5 .
To investigate the robustness of the proposed algorithms, we consider an 8×8 MIMO system with 16QAM. From Fig. 9 , we again observe that DMP-G and HMP-GMF achieve the same performance that is about 2.9 dB away from the MFB#PCSI at BER = 10 −5 , and outperform DMP-MF and BP-MF#DJ by 3.0 dB at BER = 10 −5 .
From Figs. 7~9, we can find that the BP-MF#DJ-M algorithm suffers considerable performance degradation comparing with the BP-MF#DJ algorithm, i.e., 0.7 dB at BER = 10 −5 in the 16 × 8 MIMO system with 16QAM, 1.65 dB at BER = 10 −4 in the 16 × 8 MIMO system with 64QAM, and 4.0 dB at BER = 10 −4 in the 8 × 8 MIMO system with 16QAM.
VIII. CONCLUSION
In this paper, we presented a message-passing receiver for joint channel-estimation and decoding in Massive MIMO systems employing higher-order modulation and transmitting over frequency-selective channels. Three strategies were investigated to deal with the decoupling of channel coefficients and data symbols, and low-complexity Gaussian message-passing algorithms were devised for channel estimation. It is verified through simulations that our proposed solutions can offer considerable tradeoff between performance and complexity. Experiments showed performance within 1 dB of the knownchannel bound in 16 × 8 MIMO systems, and 2~3 dB better than BP-MF receiver in 8 × 8 MIMO systems.
