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Introduzione 
	
 ﾠ
L’implementazione	
 ﾠdi	
 ﾠmodelli	
 ﾠdata	
 ﾠmining	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠè	
 ﾠuna	
 ﾠprocedura	
 ﾠche	
 ﾠnegli	
 ﾠultimi	
 ﾠ
anni	
 ﾠè	
 ﾠstata	
 ﾠsempre	
 ﾠdi	
 ﾠpiù	
 ﾠconsiderata	
 ﾠnel	
 ﾠsupporto	
 ﾠdecisionale	
 ﾠin	
 ﾠdiagnostica.	
 ﾠIn	
 ﾠquesto	
 ﾠlavoro,	
 ﾠ
l’analisi	
 ﾠviene	
 ﾠpresentata	
 ﾠin	
 ﾠun	
 ﾠcontesto	
 ﾠdi	
 ﾠemergenza,	
 ﾠper	
 ﾠla	
 ﾠgestione	
 ﾠdel	
 ﾠpaziente	
 ﾠtraumatizzato	
 ﾠ
grave	
 ﾠnella	
 ﾠpredizione	
 ﾠdella	
 ﾠnecessità	
 ﾠdi	
 ﾠterapia	
 ﾠtrasfusionale	
 ﾠmassiva.	
 ﾠ
Nei	
 ﾠpazienti	
 ﾠtraumatizzati	
 ﾠgravi	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠcomplicazioni	
 ﾠlegati	
 ﾠa	
 ﾠcoagulopatie	
 ﾠè	
 ﾠfrequente	
 ﾠe	
 ﾠ
non	
 ﾠsempre	
 ﾠfacilmente	
 ﾠindividuabile,	
 ﾠe	
 ﾠrichiede	
 ﾠcome	
 ﾠsoluzione	
 ﾠterapeutica	
 ﾠla	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠo	
 ﾠ
MT.	
 ﾠ
È	
 ﾠ necessario	
 ﾠ individuare	
 ﾠ il	
 ﾠ prima	
 ﾠ possibile	
 ﾠ e	
 ﾠ con	
 ﾠ certezza	
 ﾠ quali	
 ﾠ siano	
 ﾠ i	
 ﾠ pazienti	
 ﾠ che	
 ﾠ
necessitino	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠper	
 ﾠallertare	
 ﾠla	
 ﾠbanca	
 ﾠdel	
 ﾠsangue	
 ﾠin	
 ﾠmodo	
 ﾠche	
 ﾠle	
 ﾠemazie	
 ﾠsiano	
 ﾠ
disponibili	
 ﾠil	
 ﾠprima	
 ﾠpossibile	
 ﾠa	
 ﾠfronte	
 ﾠdi	
 ﾠuna	
 ﾠsituazione	
 ﾠparticolarmente	
 ﾠcritica	
 ﾠdi	
 ﾠsopravvivenza	
 ﾠe	
 ﾠcon	
 ﾠ
possibili	
 ﾠ continui	
 ﾠ mutamenti,	
 ﾠ in	
 ﾠ cui	
 ﾠ la	
 ﾠ celerità	
 ﾠ con	
 ﾠ cui	
 ﾠ si	
 ﾠ effettua	
 ﾠ la	
 ﾠ terapia	
 ﾠ trasfusionale	
 ﾠ è	
 ﾠ
determinante	
 ﾠ.	
 ﾠ	
 ﾠ
In	
 ﾠquesta	
 ﾠtesi	
 ﾠsi	
 ﾠsono	
 ﾠstudiati	
 ﾠi	
 ﾠdiversi	
 ﾠparametri	
 ﾠcontenuti	
 ﾠin	
 ﾠun	
 ﾠdataset	
 ﾠproveniente	
 ﾠdal	
 ﾠ
Registro	
 ﾠIntraospedaliero	
 ﾠmulti-ﾭ‐regionale	
 ﾠTraumi	
 ﾠGravi	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠarrivare	
 ﾠad	
 ﾠun	
 ﾠindice	
 ﾠpredittivo	
 ﾠdella	
 ﾠ
trasfusione	
 ﾠmassiva	
 ﾠutilizzando	
 ﾠla	
 ﾠtecnica	
 ﾠdegli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione.	
 ﾠ	
 ﾠ
Il	
 ﾠ lavoro	
 ﾠ svolto	
 ﾠ ha	
 ﾠ portato	
 ﾠ alla	
 ﾠ costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ modello	
 ﾠ predittivo,	
 ﾠ paragonabile	
 ﾠ
prestazionalmente	
 ﾠall’indice	
 ﾠpiù	
 ﾠutilizzato	
 ﾠin	
 ﾠpratica	
 ﾠclinica.	
 ﾠ
	
 ﾠ
Nel	
 ﾠprimo	
 ﾠcapitolo	
 ﾠdella	
 ﾠtesi	
 ﾠviene	
 ﾠdescritto	
 ﾠl’ambito	
 ﾠdell’analisi	
 ﾠfacendo	
 ﾠuna	
 ﾠpanoramica	
 ﾠ
sulla	
 ﾠgestione	
 ﾠdel	
 ﾠtrauma	
 ﾠgrave	
 ﾠda	
 ﾠparte	
 ﾠdelle	
 ﾠstrutture	
 ﾠospedaliere	
 ﾠe	
 ﾠdelle	
 ﾠprincipali	
 ﾠproblematiche	
 ﾠ
legate	
 ﾠalla	
 ﾠgestione	
 ﾠdi	
 ﾠpazienti	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso.	
 ﾠ
Nel	
 ﾠsecondo	
 ﾠcapitolo	
 ﾠsi	
 ﾠdiscute	
 ﾠinvece	
 ﾠdel	
 ﾠregistro	
 ﾠtraumi,	
 ﾠlo	
 ﾠstrumento	
 ﾠda	
 ﾠcui	
 ﾠsono	
 ﾠstati	
 ﾠ
estrapolati	
 ﾠi	
 ﾠdati	
 ﾠanalizzati	
 ﾠin	
 ﾠquesto	
 ﾠlavoro,	
 ﾠesaminando	
 ﾠstandard	
 ﾠdi	
 ﾠcompilazione	
 ﾠe	
 ﾠtipo	
 ﾠdi	
 ﾠdati	
 ﾠ
registrati.	
 ﾠ
Nel	
 ﾠterzo	
 ﾠcapitolo	
 ﾠsi	
 ﾠanalizza	
 ﾠla	
 ﾠproblematica	
 ﾠdelle	
 ﾠtrasfusioni	
 ﾠmassive,	
 ﾠesaminando	
 ﾠprima	
 ﾠla	
 ﾠ
terapia	
 ﾠ trasfusionale	
 ﾠ in	
 ﾠ senso	
 ﾠ più	
 ﾠ generale	
 ﾠ e	
 ﾠ poi	
 ﾠ più	
 ﾠ specificatamente	
 ﾠ gli	
 ﾠ indici	
 ﾠ predittivi	
 ﾠ della	
 ﾠ
trasfusione	
 ﾠmassiva	
 ﾠe	
 ﾠi	
 ﾠcontesti	
 ﾠin	
 ﾠcui	
 ﾠessa	
 ﾠviene	
 ﾠapplicata.	
 ﾠ6 
 
Nel	
 ﾠquarto	
 ﾠcapitolo	
 ﾠvengono	
 ﾠintrodotte	
 ﾠle	
 ﾠtecniche	
 ﾠe	
 ﾠmetodologie	
 ﾠutilizzate	
 ﾠnello	
 ﾠstudio	
 ﾠdel	
 ﾠ
predittore,	
 ﾠ facendo	
 ﾠ una	
 ﾠ panoramica	
 ﾠ sul	
 ﾠ data	
 ﾠ mining	
 ﾠ sia	
 ﾠ in	
 ﾠ senso	
 ﾠ generale	
 ﾠ che	
 ﾠ applicato	
 ﾠ alla	
 ﾠ
medicina.	
 ﾠ
Nel	
 ﾠquinto	
 ﾠcapitolo	
 ﾠviene	
 ﾠdescritta	
 ﾠla	
 ﾠmetodologia	
 ﾠdegli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione,	
 ﾠanalizzando	
 ﾠin	
 ﾠ
particolare	
 ﾠl’algoritmo	
 ﾠC5.0	
 ﾠche	
 ﾠverrà	
 ﾠutilizzato	
 ﾠper	
 ﾠimplementare	
 ﾠil	
 ﾠpredittore.	
 ﾠ
Nel	
 ﾠsesto	
 ﾠcapitolo	
 ﾠsi	
 ﾠdiscutono	
 ﾠle	
 ﾠscelte	
 ﾠdei	
 ﾠvari	
 ﾠdataset	
 ﾠper	
 ﾠla	
 ﾠcostruzione	
 ﾠdel	
 ﾠmodello	
 ﾠe	
 ﾠsi	
 ﾠ
analizzano	
 ﾠi	
 ﾠrisultati	
 ﾠdelle	
 ﾠimplementazioni	
 ﾠdel	
 ﾠpredittore	
 ﾠconfrontando	
 ﾠgli	
 ﾠindici	
 ﾠcreati	
 ﾠin	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠ
validazione	
 ﾠcon	
 ﾠl’indice	
 ﾠottenuto	
 ﾠattraverso	
 ﾠil	
 ﾠTASH,	
 ﾠil	
 ﾠpiù	
 ﾠaccurato	
 ﾠindice	
 ﾠdi	
 ﾠpredizione	
 ﾠMT	
 ﾠin	
 ﾠambito	
 ﾠ
clinico.	
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 ﾠ
Sommario 
	
 ﾠ
	
 ﾠ
	
 ﾠ
Per	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠsi	
 ﾠintende	
 ﾠl’apporto	
 ﾠdi	
 ﾠ10	
 ﾠo	
 ﾠpiù	
 ﾠunità	
 ﾠdi	
 ﾠsangue	
 ﾠintero	
 ﾠe	
 ﾠ	
 ﾠnell’ambito	
 ﾠ
della	
 ﾠterapia	
 ﾠd’emergenza	
 ﾠper	
 ﾠi	
 ﾠtraumatizzati	
 ﾠgravi;	
 ﾠquesta	
 ﾠprocedura	
 ﾠrappresenta	
 ﾠuna	
 ﾠsoluzione	
 ﾠper	
 ﾠ
il	
 ﾠ recupero	
 ﾠ del	
 ﾠ paziente	
 ﾠ con	
 ﾠ emorragie	
 ﾠ critiche	
 ﾠ 	
 ﾠ e	
 ﾠ gravi	
 ﾠ coagulopatie.	
 ﾠ Un	
 ﾠ terzo	
 ﾠ dei	
 ﾠ pazienti	
 ﾠ
traumatizzati	
 ﾠgravemente,muore	
 ﾠa	
 ﾠcausa	
 ﾠdel	
 ﾠdissanguamento:	
 ﾠsi	
 ﾠè	
 ﾠriscontrato	
 ﾠin	
 ﾠdiversi	
 ﾠcasi	
 ﾠche	
 ﾠun	
 ﾠ
intervento	
 ﾠcelere	
 ﾠe	
 ﾠspecifico	
 ﾠnel	
 ﾠristabilire	
 ﾠle	
 ﾠquantità	
 ﾠematiche	
 ﾠè	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠaiutare	
 ﾠla	
 ﾠrianimazione	
 ﾠ
ed	
 ﾠ il	
 ﾠ recupero	
 ﾠ del	
 ﾠ paziente[13].	
 ﾠ Come	
 ﾠ in	
 ﾠ ogni	
 ﾠ aspetto	
 ﾠ delle	
 ﾠ terapie	
 ﾠ nei	
 ﾠ reparti	
 ﾠ d’emergenza	
 ﾠ
l’individuazione	
 ﾠdelle	
 ﾠstrategie	
 ﾠ	
 ﾠdi	
 ﾠintervento	
 ﾠ	
 ﾠpiù	
 ﾠcorrette	
 ﾠdeve	
 ﾠessere	
 ﾠfatto	
 ﾠin	
 ﾠmaniera	
 ﾠrapida	
 ﾠma	
 ﾠ
accurata.	
 ﾠPer	
 ﾠcercare	
 ﾠdi	
 ﾠprevedere	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠin	
 ﾠpratica	
 ﾠclinica	
 ﾠsi	
 ﾠutilizzano	
 ﾠdegli	
 ﾠ
indici	
 ﾠbasati	
 ﾠsu	
 ﾠparametri	
 ﾠfisiologici	
 ﾠmisurabili	
 ﾠnel	
 ﾠpaziente	
 ﾠnella	
 ﾠprima	
 ﾠora	
 ﾠdi	
 ﾠingresso	
 ﾠin	
 ﾠospedale.	
 ﾠ
Utilizzando	
 ﾠ un	
 ﾠ dataset	
 ﾠ proveniente	
 ﾠ dal	
 ﾠ Registro	
 ﾠ Intraospedaliero	
 ﾠ multiregionale	
 ﾠ Traumi	
 ﾠ
Gravi	
 ﾠdell’ospedale	
 ﾠdi	
 ﾠMestre	
 ﾠè	
 ﾠpossibile	
 ﾠutilizzare	
 ﾠtecniche	
 ﾠdi	
 ﾠmachine	
 ﾠlearning	
 ﾠe	
 ﾠdata	
 ﾠmining	
 ﾠper	
 ﾠ
implementare	
 ﾠun	
 ﾠmodello	
 ﾠdi	
 ﾠpredizione	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠe	
 ﾠconfrontare	
 ﾠil	
 ﾠpredittore	
 ﾠottenuto	
 ﾠ
con	
 ﾠgli	
 ﾠindici	
 ﾠutilizzati	
 ﾠmaggiormente	
 ﾠnella	
 ﾠpratica	
 ﾠclinica.	
 ﾠ
Il	
 ﾠ predittore	
 ﾠ con	
 ﾠ tecniche	
 ﾠ data	
 ﾠ mining	
 ﾠ è	
 ﾠ stato	
 ﾠ creato	
 ﾠ utilizzando	
 ﾠu n 	
 ﾠs o f t w a r e 	
 ﾠp e r 	
 ﾠ
l’implementazione	
 ﾠdi	
 ﾠalberi	
 ﾠdecisionali,	
 ﾠutilizzando	
 ﾠvari	
 ﾠtraining	
 ﾠset	
 ﾠcon	
 ﾠparametri	
 ﾠdiversi	
 ﾠallo	
 ﾠscopo	
 ﾠ
di	
 ﾠtrovare	
 ﾠil	
 ﾠclassificatore	
 ﾠpiù	
 ﾠaccurato.	
 ﾠDalle	
 ﾠanalisi	
 ﾠsvolte	
 ﾠsi	
 ﾠè	
 ﾠottenuto	
 ﾠun	
 ﾠpredittore	
 ﾠcomparabile	
 ﾠ
prestazionalmente	
 ﾠcon	
 ﾠil	
 ﾠpiù	
 ﾠusato	
 ﾠindice	
 ﾠdi	
 ﾠprevisione	
 ﾠMT	
 ﾠin	
 ﾠpratica	
 ﾠclinica,	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠindividuare	
 ﾠ
con	
 ﾠla	
 ﾠstessa	
 ﾠaccuratezza	
 ﾠi	
 ﾠcasi	
 ﾠ	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠanalizzate	
 ﾠin	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠvalidazione	
 ﾠ.	
 ﾠ	
 ﾠ	
 ﾠ
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Capitolo 1 
 
Il trauma grave 
 
 
1.1 Considerazioni	
 ﾠgenerali	
 ﾠsul	
 ﾠtrauma	
 ﾠgrave	
 ﾠ
Un	
 ﾠtrauma	
 ﾠgrave	
 ﾠè	
 ﾠil	
 ﾠprodotto	
 ﾠdi	
 ﾠun	
 ﾠevento	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠdeterminare	
 ﾠlesioni	
 ﾠmono-ﾭ‐	
 ﾠo	
 ﾠmulti-ﾭ‐
distrettuali	
 ﾠtali	
 ﾠda	
 ﾠconfigurare	
 ﾠun	
 ﾠrischio	
 ﾠimmediato	
 ﾠo	
 ﾠpotenziale	
 ﾠdi	
 ﾠmorte	
 ﾠe/o	
 ﾠdi	
 ﾠprodurre	
 ﾠsevere	
 ﾠ
inabilità	
 ﾠimmediate	
 ﾠe	
 ﾠfuture	
 ﾠal	
 ﾠpaziente.	
 ﾠ	
 ﾠ
Già	
 ﾠin	
 ﾠquesta	
 ﾠaffermazione	
 ﾠsi	
 ﾠnotano	
 ﾠdue	
 ﾠmomenti	
 ﾠben	
 ﾠdistinti:	
 ﾠuno,	
 ﾠimmediato,	
 ﾠsulla	
 ﾠscena	
 ﾠ
del	
 ﾠtrauma	
 ﾠe	
 ﾠl’altro,	
 ﾠa	
 ﾠdistanza,	
 ﾠin	
 ﾠambienti	
 ﾠdedicati,	
 ﾠsolitamente	
 ﾠstrutture	
 ﾠospedaliere,	
 ﾠove	
 ﾠavviene	
 ﾠ
l’iter	
 ﾠdiagnostico	
 ﾠterapeutico,	
 ﾠdifferenziando	
 ﾠuna	
 ﾠfase	
 ﾠpreospedaliera	
 ﾠed	
 ﾠuna	
 ﾠospedaliera.	
 ﾠ
L’obiettivo	
 ﾠ di	
 ﾠ ridurre	
 ﾠ la	
 ﾠ mortalità	
 ﾠ e	
 ﾠ la	
 ﾠ morbidità	
 ﾠ da	
 ﾠ trauma	
 ﾠ può	
 ﾠ essere	
 ﾠ raggiunto	
 ﾠ
esclusivamente	
 ﾠattraverso	
 ﾠun	
 ﾠcomplesso	
 ﾠcoordinamento	
 ﾠdi	
 ﾠazioni,	
 ﾠche	
 ﾠvanno	
 ﾠdalla	
 ﾠfase	
 ﾠdi	
 ﾠchiamata	
 ﾠ
al	
 ﾠcentralino	
 ﾠdel	
 ﾠPronto	
 ﾠSoccorso,	
 ﾠall’invio	
 ﾠdell’equipe	
 ﾠdi	
 ﾠsoccorso,	
 ﾠfino	
 ﾠalla	
 ﾠfase	
 ﾠdi	
 ﾠtrattamento	
 ﾠe	
 ﾠ
riabilitazione,	
 ﾠin	
 ﾠcui	
 ﾠogni	
 ﾠsingolo	
 ﾠanello	
 ﾠdella	
 ﾠcatena	
 ﾠdel	
 ﾠpercorso	
 ﾠè	
 ﾠfondamentale	
 ﾠper	
 ﾠgarantire	
 ﾠla	
 ﾠ
migliore	
 ﾠ qualità	
 ﾠ del	
 ﾠ processo	
 ﾠ di	
 ﾠ cure	
 ﾠ al	
 ﾠ traumatizzato,	
 ﾠ osservando	
 ﾠ che	
 ﾠ un	
 ﾠ ottimo	
 ﾠ sistema	
 ﾠ
intraospedaliero	
 ﾠporterà	
 ﾠpochi	
 ﾠbenefici,	
 ﾠse	
 ﾠi	
 ﾠsoccorsi	
 ﾠpreospedalieri	
 ﾠsono	
 ﾠscadenti.	
 ﾠ	
 ﾠ
L’organizzazione	
 ﾠdel	
 ﾠtraumatizzato	
 ﾠgrave	
 ﾠè	
 ﾠun	
 ﾠproblema	
 ﾠdi	
 ﾠsalute	
 ﾠpubblica	
 ﾠe	
 ﾠprevede	
 ﾠquindi	
 ﾠ
una	
 ﾠcentralizzazione	
 ﾠprimaria	
 ﾠo	
 ﾠiniziale	
 ﾠche	
 ﾠgestisce	
 ﾠla	
 ﾠquestione	
 ﾠdal	
 ﾠluogo	
 ﾠdell´evento,	
 ﾠin	
 ﾠun	
 ﾠtempo	
 ﾠ
preospedaliero,	
 ﾠverso	
 ﾠil	
 ﾠcentro	
 ﾠospedaliero	
 ﾠdi	
 ﾠaccoglimento,	
 ﾠorganizzato	
 ﾠe	
 ﾠdedicato,	
 ﾠove	
 ﾠsi	
 ﾠdà	
 ﾠil	
 ﾠvia	
 ﾠ
ad	
 ﾠuna	
 ﾠgestione	
 ﾠcomplessa	
 ﾠe	
 ﾠad	
 ﾠun	
 ﾠiter	
 ﾠdiagnostico-ﾭ‐terapeutico	
 ﾠpeculiare,	
 ﾠcon	
 ﾠapproccio	
 ﾠin	
 ﾠteam	
 ﾠ
multidisciplinare,	
 ﾠ affidando	
 ﾠ la	
 ﾠ gestione	
 ﾠ clinica	
 ﾠ ad	
 ﾠ un	
 ﾠ responsabile	
 ﾠ di	
 ﾠ riferimento,	
 ﾠ il	
 ﾠt u t t o 	
 ﾠda	
 ﾠ
affrontarsi	
 ﾠin	
 ﾠun	
 ﾠtempo	
 ﾠcontenuto,	
 ﾠla	
 ﾠben	
 ﾠnota	
 ﾠgolden	
 ﾠhour.,	
 ﾠossia	
 ﾠquell’ora	
 ﾠin	
 ﾠcui	
 ﾠse	
 ﾠi	
 ﾠpazienti	
 ﾠ
gravemente	
 ﾠferiti	
 ﾠriescono	
 ﾠa	
 ﾠraggiungere	
 ﾠla	
 ﾠsala	
 ﾠoperatoria	
 ﾠhanno	
 ﾠuna	
 ﾠmigliore	
 ﾠprognosi,	
 ﾠe	
 ﾠquindi	
 ﾠ
una	
 ﾠ più	
 ﾠ alta	
 ﾠ probabilità	
 ﾠ di	
 ﾠ sopravvivenza.	
 ﾠ Questa	
 ﾠ fase	
 ﾠ non	
 ﾠ sempre	
 ﾠ è	
 ﾠ immediata,	
 ﾠ perché	
 ﾠ si	
 ﾠ può	
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inserire	
 ﾠ un	
 ﾠ tempo	
 ﾠ intermedio	
 ﾠ presso	
 ﾠ una	
 ﾠ struttura	
 ﾠ ospedaliera	
 ﾠ secondaria	
 ﾠ ove	
 ﾠa v v i e n e 	
 ﾠ
l’inquadramento	
 ﾠdel	
 ﾠpaziente,	
 ﾠseguito	
 ﾠpoi	
 ﾠdal	
 ﾠtrasporto	
 ﾠmirato	
 ﾠpresso	
 ﾠil	
 ﾠcentro	
 ﾠdedicato.	
 ﾠ
Il	
 ﾠtentativo	
 ﾠdi	
 ﾠrendere	
 ﾠil	
 ﾠtutto	
 ﾠpiù	
 ﾠarmonico	
 ﾠe	
 ﾠponderato	
 ﾠha	
 ﾠportato	
 ﾠin	
 ﾠsuccessione	
 ﾠnel	
 ﾠtempo	
 ﾠ
ad	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠstrumenti	
 ﾠutili	
 ﾠper	
 ﾠcoordinare	
 ﾠi	
 ﾠsoccorsi	
 ﾠe	
 ﾠrendere	
 ﾠil	
 ﾠpersonale	
 ﾠed	
 ﾠi	
 ﾠmezzi	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠ
affrontare	
 ﾠle	
 ﾠpiù	
 ﾠdiverse	
 ﾠsituazioni.	
 ﾠInizialmente	
 ﾠsi	
 ﾠdiede	
 ﾠvalore	
 ﾠai	
 ﾠsingoli	
 ﾠoperatori	
 ﾠe	
 ﾠalle	
 ﾠsingole	
 ﾠ
realtà	
 ﾠlocali,	
 ﾠma	
 ﾠquesti	
 ﾠsforzi	
 ﾠnon	
 ﾠsempre	
 ﾠmiglioravano	
 ﾠla	
 ﾠqualità	
 ﾠglobale	
 ﾠdel	
 ﾠservizio.	
 ﾠCon	
 ﾠqueste	
 ﾠ
esperienze,	
 ﾠprima	
 ﾠdi	
 ﾠfare	
 ﾠinvestimenti	
 ﾠinconcludenti,	
 ﾠera	
 ﾠnecessario	
 ﾠconoscere	
 ﾠlo	
 ﾠstato	
 ﾠdell’arte	
 ﾠin	
 ﾠ
quel	
 ﾠmomento.	
 ﾠL’organizzazione	
 ﾠdi	
 ﾠtutto	
 ﾠil	
 ﾠsistema	
 ﾠdoveva	
 ﾠessere	
 ﾠtestata	
 ﾠper	
 ﾠtrovare	
 ﾠi	
 ﾠpunti	
 ﾠdeboli	
 ﾠe	
 ﾠ
in	
 ﾠquali	
 ﾠsettori	
 ﾠagire	
 ﾠper	
 ﾠottenere	
 ﾠi	
 ﾠmiglioramenti,	
 ﾠcome	
 ﾠconfrontarsi	
 ﾠcon	
 ﾠaltre	
 ﾠrealtà	
 ﾠadiacenti	
 ﾠo	
 ﾠ
distanti	
 ﾠe	
 ﾠquali	
 ﾠerano	
 ﾠi	
 ﾠdati	
 ﾠsu	
 ﾠcui	
 ﾠbasare	
 ﾠil	
 ﾠconfronto.	
 ﾠ
	
 ﾠ
1.2	
 ﾠConsiderazioni	
 ﾠstoriche:	
 ﾠlo	
 ﾠstile	
 ﾠUtstein	
 ﾠper	
 ﾠgli	
 ﾠarresti	
 ﾠcardiocircolatori	
 ﾠ
Nella	
 ﾠ gestione	
 ﾠ della	
 ﾠ cura	
 ﾠ degli	
 ﾠ arresti	
 ﾠ cardio	
 ﾠ circolatori	
 ﾠ si	
 ﾠ era	
 ﾠ vista	
 ﾠ una	
 ﾠ crescente	
 ﾠ
collaborazione	
 ﾠ tra	
 ﾠ pronto	
 ﾠ soccorso	
 ﾠ e	
 ﾠ rianimazione,	
 ﾠ che	
 ﾠ ha	
 ﾠ portato	
 ﾠ nel	
 ﾠ tempo	
 ﾠ ad	
 ﾠ una	
 ﾠ migliore	
 ﾠ
gestione	
 ﾠdelle	
 ﾠrisorse,	
 ﾠsfruttando	
 ﾠbagagli	
 ﾠdati	
 ﾠesistenti	
 ﾠin	
 ﾠambito	
 ﾠlocale	
 ﾠe	
 ﾠsovra	
 ﾠnazionale.	
 ﾠAll’inizio	
 ﾠ
degli	
 ﾠanni	
 ﾠ’90,	
 ﾠvi	
 ﾠera	
 ﾠun	
 ﾠprevalente	
 ﾠinteresse	
 ﾠdi	
 ﾠtentare	
 ﾠdi	
 ﾠimpedire	
 ﾠun	
 ﾠarresto	
 ﾠcardio	
 ﾠcircolatorio	
 ﾠ
(ACR)	
 ﾠf a c e n d o 	
 ﾠc r e s c e r e 	
 ﾠu n a 	
 ﾠd i f f u s a 	
 ﾠc o n o s c e n z a 	
 ﾠd e i 	
 ﾠs i n t o m i 	
 ﾠp r o d r o m i c i 	
 ﾠe 	
 ﾠp r o m u o v e n d o 	
 ﾠp i a n i 	
 ﾠd i 	
 ﾠ
formazione	
 ﾠ delle	
 ﾠ Rianimazioni	
 ﾠ Cardio	
 ﾠ Polmonari	
 ﾠ (RCP)	
 ﾠ in	
 ﾠ ambito	
 ﾠ internazionale.	
 ﾠ Nell'isola	
 ﾠ di	
 ﾠ
Mosteroy	
 ﾠ in	
 ﾠ Norvegia	
 ﾠ si	
 ﾠ incontrarono	
 ﾠ membri	
 ﾠ dell'European	
 ﾠ Resucitation	
 ﾠ Council,	
 ﾠ dell'American	
 ﾠ
Hearth	
 ﾠAssociation,	
 ﾠdell'Australian	
 ﾠResucitation	
 ﾠCouncil,	
 ﾠdel	
 ﾠCommittees	
 ﾠof	
 ﾠthe	
 ﾠHearth	
 ﾠand	
 ﾠStroke	
 ﾠ
Canadese,	
 ﾠdel	
 ﾠResucitation	
 ﾠCouncil	
 ﾠdel	
 ﾠSud	
 ﾠAfrica	
 ﾠe	
 ﾠnumerose	
 ﾠaltre	
 ﾠrappresentanze	
 ﾠdi	
 ﾠmolti	
 ﾠaltri	
 ﾠ
paesi	
 ﾠper	
 ﾠdefinire	
 ﾠdelle	
 ﾠregole	
 ﾠgenerali	
 ﾠsulla	
 ﾠraccolta	
 ﾠdati	
 ﾠdelle	
 ﾠunità	
 ﾠRCP,	
 ﾠeffettuate	
 ﾠin	
 ﾠambiente	
 ﾠ
extraospedaliero.	
 ﾠQuesto	
 ﾠcomplesso	
 ﾠdi	
 ﾠregole	
 ﾠprese	
 ﾠil	
 ﾠnome	
 ﾠdi	
 ﾠUtstein	
 ﾠStyle	
 ﾠdal	
 ﾠnome	
 ﾠdell'abbazia	
 ﾠ
dove	
 ﾠi	
 ﾠconvitati	
 ﾠsi	
 ﾠriunirono	
 ﾠper	
 ﾠla	
 ﾠprima	
 ﾠvolta	
 ﾠnel	
 ﾠGiugno	
 ﾠdel	
 ﾠ1991.	
 ﾠ	
 ﾠ
Fu	
 ﾠ il	
 ﾠ primo	
 ﾠ passo,	
 ﾠ che	
 ﾠ stabilì	
 ﾠg l i 	
 ﾠs t a n d a r d 	
 ﾠoggi	
 ﾠu n i v e r s a l m e n t e 	
 ﾠa c c e t t a t i 	
 ﾠn o n 	
 ﾠs o l o 	
 ﾠp e r 	
 ﾠl a 	
 ﾠ
raccolta	
 ﾠdati	
 ﾠin	
 ﾠambiente	
 ﾠextraospedaliero,	
 ﾠma	
 ﾠanche,	
 ﾠin	
 ﾠseguito,	
 ﾠper	
 ﾠgli	
 ﾠACR	
 ﾠoccorsi	
 ﾠin	
 ﾠOspedale.	
 ﾠFu	
 ﾠ
definita	
 ﾠuna	
 ﾠflow-ﾭ‐chart	
 ﾠa	
 ﾠpartire	
 ﾠdalla	
 ﾠquale	
 ﾠera	
 ﾠpossibile	
 ﾠstrutturare	
 ﾠuna	
 ﾠmetodica	
 ﾠdi	
 ﾠregistrazione	
 ﾠ
dei	
 ﾠdati	
 ﾠper	
 ﾠla	
 ﾠcreazione	
 ﾠdi	
 ﾠun	
 ﾠdatabase	
 ﾠper	
 ﾠun’accurata	
 ﾠvalutazione	
 ﾠepidemiologica	
 ﾠdegli	
 ﾠepisodi	
 ﾠ
ACR	
 ﾠe	
 ﾠdelle	
 ﾠrisposte	
 ﾠdelle	
 ﾠRCP.	
 ﾠ	
 ﾠ
Il	
 ﾠ database	
 ﾠ doveva	
 ﾠ raccogliere	
 ﾠ dati	
 ﾠ significativi	
 ﾠ relativi	
 ﾠ a	
 ﾠ tutti	
 ﾠ i	
 ﾠ tempi	
 ﾠd a l l'inizio	
 ﾠ
dell’intervento	
 ﾠR C P , 	
 ﾠregistrando	
 ﾠ le	
 ﾠ varie	
 ﾠ manovre	
 ﾠ terapeutiche,	
 ﾠ quali	
 ﾠ la	
 ﾠ prima	
 ﾠ defibrillazione,	
 ﾠ
l'intubazione	
 ﾠo	
 ﾠla	
 ﾠprima	
 ﾠsomministrazione	
 ﾠdi	
 ﾠfarmaco.	
 ﾠIl	
 ﾠcall	
 ﾠresponse	
 ﾠtime	
 ﾠera	
 ﾠstato	
 ﾠregistrato	
 ﾠda	
 ﾠ
tutte	
 ﾠ le	
 ﾠ realtà	
 ﾠ che	
 ﾠ ebbero	
 ﾠi n t e n z i o n e 	
 ﾠd i 	
 ﾠc o n f r o n t a r s i 	
 ﾠs u l 	
 ﾠt e m a ,	
 ﾠ e	
 ﾠ quindi	
 ﾠ fu	
 ﾠ ritenuto	
 ﾠ elemento	
 ﾠ
fondamentale	
 ﾠ in	
 ﾠ questa	
 ﾠ raccolta	
 ﾠ dati,	
 ﾠ con	
 ﾠ una	
 ﾠ attenta	
 ﾠ valutazione	
 ﾠ degli	
 ﾠ esiti	
 ﾠd e l 	
 ﾠt r a t t a m e n t o , 	
 ﾠ10 
 
segnando	
 ﾠlo	
 ﾠspontaneo	
 ﾠritorno	
 ﾠalla	
 ﾠnormale	
 ﾠcircolazione,	
 ﾠi	
 ﾠtempi	
 ﾠdel	
 ﾠricovero,	
 ﾠla	
 ﾠmortalità	
 ﾠa	
 ﾠdistanza	
 ﾠ
di	
 ﾠ24	
 ﾠore,	
 ﾠdi	
 ﾠtre	
 ﾠmesi,	
 ﾠdi	
 ﾠsei	
 ﾠmesi	
 ﾠe	
 ﾠdi	
 ﾠun	
 ﾠanno	
 ﾠcon	
 ﾠla	
 ﾠregistrazione	
 ﾠe	
 ﾠvalutazione	
 ﾠdegli	
 ﾠesiti	
 ﾠinvalidanti	
 ﾠ
possibili	
 ﾠda	
 ﾠeventi	
 ﾠsecondari	
 ﾠintercorsi.	
 ﾠ	
 ﾠ
La	
 ﾠorganizzazione	
 ﾠdel	
 ﾠregistro	
 ﾠdegli	
 ﾠepisodi	
 ﾠACR	
 ﾠcosì	
 ﾠstrutturata	
 ﾠvenne	
 ﾠconsiderata	
 ﾠcome	
 ﾠla	
 ﾠ
pietra	
 ﾠmiliare	
 ﾠda	
 ﾠcui	
 ﾠsi	
 ﾠpuò	
 ﾠsviluppare	
 ﾠqualsiasi	
 ﾠulteriore	
 ﾠapprofondimento	
 ﾠe	
 ﾠmiglioramento	
 ﾠnella	
 ﾠ
catena	
 ﾠassistenziale.	
 ﾠ
Appariva	
 ﾠquindi	
 ﾠfattibile	
 ﾠuna	
 ﾠraccolta	
 ﾠdati	
 ﾠnell’ambito	
 ﾠdella	
 ﾠtraumatologia	
 ﾠgrave,	
 ﾠutile	
 ﾠper	
 ﾠ
migliorare	
 ﾠ l’organizzazione	
 ﾠ delle	
 ﾠ strutture	
 ﾠ ad	
 ﾠ essa	
 ﾠ orientate,	
 ﾠ ma	
 ﾠ le	
 ﾠ variabili	
 ﾠ da	
 ﾠ introdurre	
 ﾠ
diventavano	
 ﾠsempre	
 ﾠpiù	
 ﾠnumerose	
 ﾠe	
 ﾠspesso	
 ﾠextra	
 ﾠospedaliere,	
 ﾠrendendosi	
 ﾠnecessario	
 ﾠsviscerare	
 ﾠle	
 ﾠ
dinamiche	
 ﾠextraospedaliere	
 ﾠe	
 ﾠquelle	
 ﾠall’interno	
 ﾠdelle	
 ﾠstrutture	
 ﾠnosocomiali.	
 ﾠ
	
 ﾠ
	
 ﾠ1.3	
 ﾠEpidemiologia	
 ﾠdel	
 ﾠtrauma	
 ﾠgrave	
 ﾠ
Se	
 ﾠi	
 ﾠprodromi	
 ﾠdi	
 ﾠun	
 ﾠevento	
 ﾠcardiocircolatorio	
 ﾠpossono	
 ﾠessere	
 ﾠprevisti,	
 ﾠe	
 ﾠi	
 ﾠdati	
 ﾠdi	
 ﾠUtstein	
 ﾠ
avevano	
 ﾠuna	
 ﾠloro	
 ﾠvalenza,	
 ﾠnel	
 ﾠcaso	
 ﾠdi	
 ﾠun	
 ﾠtrauma	
 ﾠgrave	
 ﾠla	
 ﾠfatalità	
 ﾠappare	
 ﾠspesso	
 ﾠun	
 ﾠelemento	
 ﾠdi	
 ﾠpeso.	
 ﾠ
Tuttavia,	
 ﾠdalle	
 ﾠsempre	
 ﾠpiù	
 ﾠnumerose	
 ﾠesperienze,	
 ﾠla	
 ﾠprobabilità	
 ﾠche	
 ﾠquesti	
 ﾠeventi	
 ﾠaccadano,	
 ﾠappare	
 ﾠ
più	
 ﾠelevata	
 ﾠse	
 ﾠvi	
 ﾠsono	
 ﾠcerte	
 ﾠcircostanze.	
 ﾠCosì	
 ﾠnegli	
 ﾠincidenti	
 ﾠstradali	
 ﾠsi	
 ﾠè	
 ﾠvisto	
 ﾠche	
 ﾠvi	
 ﾠsono	
 ﾠstrade	
 ﾠpiù	
 ﾠa	
 ﾠ
rischio	
 ﾠe	
 ﾠtempi	
 ﾠin	
 ﾠcui	
 ﾠvi	
 ﾠè	
 ﾠuna	
 ﾠfrequenza	
 ﾠmaggiore	
 ﾠnell’arco	
 ﾠdi	
 ﾠun	
 ﾠanno	
 ﾠo	
 ﾠdella	
 ﾠsettimana	
 ﾠo	
 ﾠaddirittura	
 ﾠ
in	
 ﾠun	
 ﾠcerto	
 ﾠperiodo	
 ﾠdel	
 ﾠgiorno	
 ﾠin	
 ﾠfasce	
 ﾠorarie	
 ﾠben	
 ﾠprecise.	
 ﾠAnalogamente	
 ﾠanche	
 ﾠil	
 ﾠluogo	
 ﾠove	
 ﾠsi	
 ﾠè	
 ﾠ
verificato	
 ﾠl’evento	
 ﾠassume	
 ﾠun	
 ﾠruolo	
 ﾠdeterminante,	
 ﾠsia	
 ﾠnel	
 ﾠmodo	
 ﾠdi	
 ﾠoperare,	
 ﾠsia	
 ﾠnella	
 ﾠvia	
 ﾠda	
 ﾠseguire	
 ﾠe	
 ﾠ
nelle	
 ﾠscelta	
 ﾠdel	
 ﾠmezzo	
 ﾠpiù	
 ﾠidoneo	
 ﾠalla	
 ﾠprestazione	
 ﾠdi	
 ﾠsoccorso	
 ﾠe	
 ﾠquali	
 ﾠvie	
 ﾠpercorrere,	
 ﾠconsiderando	
 ﾠ
che	
 ﾠalla	
 ﾠbase	
 ﾠdi	
 ﾠtutto	
 ﾠrimane	
 ﾠla	
 ﾠrapidità	
 ﾠper	
 ﾠaccedere	
 ﾠalla	
 ﾠscena	
 ﾠdell’evento.	
 ﾠ
	
 ﾠ
1.4	
 ﾠLa	
 ﾠcatena	
 ﾠdi	
 ﾠsoccorso	
 ﾠ
Lo	
 ﾠscopo	
 ﾠprincipale	
 ﾠper	
 ﾠridurre	
 ﾠla	
 ﾠmortalità	
 ﾠe	
 ﾠle	
 ﾠconseguenze	
 ﾠdel	
 ﾠtrauma	
 ﾠgrave	
 ﾠè	
 ﾠquello	
 ﾠdi	
 ﾠ
creare	
 ﾠun	
 ﾠcomplesso	
 ﾠcoordinato	
 ﾠdi	
 ﾠazioni,	
 ﾠche	
 ﾠvanno	
 ﾠdalla	
 ﾠfase	
 ﾠdi	
 ﾠallertamento	
 ﾠdel	
 ﾠSistema	
 ﾠe	
 ﾠall’invio	
 ﾠ
delle	
 ﾠequipe	
 ﾠdi	
 ﾠsoccorso,	
 ﾠfino	
 ﾠal	
 ﾠtrattamento	
 ﾠdefinitivo:	
 ﾠuna	
 ﾠvera	
 ﾠcatena	
 ﾠin	
 ﾠcui	
 ﾠogni	
 ﾠsingolo	
 ﾠanello	
 ﾠ
condiziona	
 ﾠla	
 ﾠsolidità	
 ﾠdell’intero	
 ﾠinsieme.	
 ﾠInfatti,	
 ﾠun	
 ﾠottimo	
 ﾠospedale	
 ﾠporterà	
 ﾠpochi	
 ﾠbenefici,	
 ﾠse	
 ﾠi	
 ﾠ
soccorsi	
 ﾠpreospedalieri	
 ﾠsono	
 ﾠscadenti,	
 ﾠcon	
 ﾠferiti	
 ﾠnon	
 ﾠadeguatamente	
 ﾠpreparati,	
 ﾠmagari	
 ﾠin	
 ﾠipossia,	
 ﾠ
ipotesi	
 ﾠe	
 ﾠprivi	
 ﾠdi	
 ﾠuna	
 ﾠcorretta	
 ﾠimmobilizzazione.	
 ﾠViceversa	
 ﾠgli	
 ﾠsforzi	
 ﾠdi	
 ﾠsoccorritori	
 ﾠesperti	
 ﾠe	
 ﾠcapaci	
 ﾠ
sono	
 ﾠvanificati	
 ﾠda	
 ﾠterapie	
 ﾠospedaliere	
 ﾠnon	
 ﾠidonee.	
 ﾠ	
 ﾠ
La	
 ﾠcatena	
 ﾠdel	
 ﾠsoccorso	
 ﾠdel	
 ﾠpaziente	
 ﾠtraumatizzato	
 ﾠè	
 ﾠpiù	
 ﾠcomplessa	
 ﾠrispetto	
 ﾠalla	
 ﾠcatena	
 ﾠcreata	
 ﾠ
per	
 ﾠgli	
 ﾠarresti	
 ﾠcardiocircolatori	
 ﾠe	
 ﾠpresa	
 ﾠa	
 ﾠriferimento.	
 ﾠLa	
 ﾠpossibile	
 ﾠpresenza	
 ﾠdi	
 ﾠpiù	
 ﾠferiti	
 ﾠe	
 ﾠla	
 ﾠdifficoltà	
 ﾠ
di	
 ﾠ ottenere	
 ﾠ informazioni	
 ﾠ cliniche	
 ﾠ attendibili	
 ﾠ comportano	
 ﾠ problemi	
 ﾠ rilevanti	
 ﾠ nei	
 ﾠ meccanismi	
 ﾠ di	
 ﾠ
allarme	
 ﾠdel	
 ﾠsistema	
 ﾠdi	
 ﾠemergenza	
 ﾠe	
 ﾠnell’invio	
 ﾠdei	
 ﾠmezzi,	
 ﾠmentre	
 ﾠla	
 ﾠpluralità	
 ﾠdelle	
 ﾠlesioni	
 ﾠriscontrate	
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rende	
 ﾠpiù	
 ﾠdifficile	
 ﾠla	
 ﾠstandardizzazione	
 ﾠdegli	
 ﾠinterventi	
 ﾠsul	
 ﾠterreno	
 ﾠe	
 ﾠdei	
 ﾠcriteri	
 ﾠdi	
 ﾠindirizzamento	
 ﾠdei	
 ﾠ
pazienti.	
 ﾠ	
 ﾠ
Per	
 ﾠtrasferire	
 ﾠi	
 ﾠdati	
 ﾠin	
 ﾠmodo	
 ﾠschematico	
 ﾠin	
 ﾠun’analisi	
 ﾠdella	
 ﾠsituazione	
 ﾠdell’emergenza,	
 ﾠ	
 ﾠla	
 ﾠ
catena	
 ﾠdi	
 ﾠsoccorso	
 ﾠviene	
 ﾠsuddivisa	
 ﾠin	
 ﾠcinque	
 ﾠanelli,	
 ﾠcioè	
 ﾠin	
 ﾠcinque	
 ﾠspecifiche	
 ﾠfasi	
 ﾠorganizzative.	
 ﾠ
1-ﾭ‐  Allarme	
 ﾠe	
 ﾠraccolta	
 ﾠinformazioni	
 ﾠ-ﾭ‐	
 ﾠNei	
 ﾠsistemi	
 ﾠpiù	
 ﾠavanzati,	
 ﾠspecifici	
 ﾠcriteri	
 ﾠdi	
 ﾠinterrogazione	
 ﾠ
regolano	
 ﾠi	
 ﾠmeccanismi	
 ﾠdel	
 ﾠprocesso	
 ﾠdella	
 ﾠchiamata	
 ﾠdi	
 ﾠsoccorso	
 ﾠda	
 ﾠparte	
 ﾠdegli	
 ﾠoperatori	
 ﾠdi	
 ﾠ
centrale	
 ﾠoperativa,	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠgarantire	
 ﾠl’invio	
 ﾠimmediato	
 ﾠdell’equipe	
 ﾠpiù	
 ﾠadeguata	
 ﾠsulla	
 ﾠ
scena	
 ﾠdi	
 ﾠun	
 ﾠdato	
 ﾠevento	
 ﾠtraumatico.	
 ﾠL’arrivo	
 ﾠdell’equipe	
 ﾠsulla	
 ﾠscena	
 ﾠdeve	
 ﾠessere	
 ﾠcomunque	
 ﾠ
subordinato	
 ﾠalla	
 ﾠvalutazione	
 ﾠdella	
 ﾠsicurezza	
 ﾠambientale	
 ﾠe	
 ﾠdei	
 ﾠrischi	
 ﾠpotenziali.	
 ﾠ
2-ﾭ‐  Addestramento	
 ﾠpreliminare	
 ﾠ–	
 ﾠSoprattutto	
 ﾠnella	
 ﾠtraumatologia	
 ﾠconseguente	
 ﾠa	
 ﾠincidenti	
 ﾠdel	
 ﾠ
traffico,	
 ﾠ la	
 ﾠ presenza	
 ﾠ di	
 ﾠ più	
 ﾠ feriti	
 ﾠ è	
 ﾠ frequente;	
 ﾠ è	
 ﾠ pertanto	
 ﾠ essenziale	
 ﾠ che	
 ﾠ le	
 ﾠ equipe	
 ﾠ di	
 ﾠ
soccorritori	
 ﾠ siano	
 ﾠ addestrate	
 ﾠ a	
 ﾠ riconoscere	
 ﾠ le	
 ﾠ lesioni	
 ﾠ che	
 ﾠ richiedono	
 ﾠ un	
 ﾠ intervento	
 ﾠ
prioritario,	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠstabilire	
 ﾠquali	
 ﾠferiti	
 ﾠtrattare	
 ﾠe/o	
 ﾠtrasportare	
 ﾠper	
 ﾠprimi.	
 ﾠIl	
 ﾠsuccesso	
 ﾠdi	
 ﾠ
questa	
 ﾠfase	
 ﾠdipende	
 ﾠsoprattutto	
 ﾠdall’affiatamento	
 ﾠdell’equipe	
 ﾠe	
 ﾠdall’anticipazione,	
 ﾠossia	
 ﾠda	
 ﾠ
quella	
 ﾠfase	
 ﾠdi	
 ﾠbriefing	
 ﾠpreliminare	
 ﾠall’arrivo	
 ﾠsulla	
 ﾠscena,	
 ﾠnella	
 ﾠquale	
 ﾠavviene	
 ﾠla	
 ﾠpreparazione	
 ﾠ
dell’equipe	
 ﾠdi	
 ﾠsoccorso,	
 ﾠil	
 ﾠcontrollo	
 ﾠdei	
 ﾠmateriali	
 ﾠnecessari	
 ﾠe	
 ﾠl’attribuzione	
 ﾠdei	
 ﾠcompiti	
 ﾠda	
 ﾠ
parte	
 ﾠdel	
 ﾠteam	
 ﾠleader,	
 ﾠcioè	
 ﾠla	
 ﾠpersona	
 ﾠa	
 ﾠcui	
 ﾠsi	
 ﾠfa	
 ﾠriferimento	
 ﾠin	
 ﾠqueste	
 ﾠemergenze	
 ﾠe	
 ﾠche	
 ﾠ
coordina	
 ﾠl’azione.	
 ﾠ	
 ﾠ
3-ﾭ‐  Trattamento	
 ﾠ preospedaliero	
 ﾠ –	
 ﾠL a 	
 ﾠp a t o l o g i a 	
 ﾠt r a u m a t i c a 	
 ﾠr a p p r e s e n t a 	
 ﾠu n 	
 ﾠc a m p o 	
 ﾠd e l 	
 ﾠt u t t o 	
 ﾠ
specifico,	
 ﾠnel	
 ﾠquale	
 ﾠl’utilità	
 ﾠdi	
 ﾠogni	
 ﾠsingolo	
 ﾠatto	
 ﾠterapeutico	
 ﾠdeve	
 ﾠessere	
 ﾠvalutata	
 ﾠin	
 ﾠun	
 ﾠideale	
 ﾠ
rapporto	
 ﾠ fra	
 ﾠ i	
 ﾠ benefici	
 ﾠ derivanti	
 ﾠ in	
 ﾠ termini	
 ﾠ di	
 ﾠ prevenzione	
 ﾠ del	
 ﾠ danno	
 ﾠ secondario	
 ﾠ e	
 ﾠ
miglioramento	
 ﾠdell’outcome,	
 ﾠa	
 ﾠfronte	
 ﾠdell’allungamento	
 ﾠcomplessivo	
 ﾠdel	
 ﾠtempo	
 ﾠdi	
 ﾠsoccorso	
 ﾠ
e	
 ﾠ dei	
 ﾠ rischi	
 ﾠ di	
 ﾠ complicanze	
 ﾠ legati	
 ﾠ all’esecuzione	
 ﾠ di	
 ﾠ manovre	
 ﾠ terapeutiche	
 ﾠ complesse	
 ﾠ in	
 ﾠ
condizioni	
 ﾠdisagiate.	
 ﾠCiascun	
 ﾠoperatore	
 ﾠdel	
 ﾠsoccorso,	
 ﾠche	
 ﾠsi	
 ﾠtrovi	
 ﾠad	
 ﾠagire	
 ﾠsulla	
 ﾠscena	
 ﾠdi	
 ﾠun	
 ﾠ
trauma,	
 ﾠdeve	
 ﾠpertanto	
 ﾠessere	
 ﾠa	
 ﾠconoscenza	
 ﾠdi	
 ﾠun	
 ﾠmetodo	
 ﾠdi	
 ﾠvalutazione	
 ﾠimmediato	
 ﾠnel	
 ﾠ
trattamento	
 ﾠdel	
 ﾠferito,	
 ﾠche,	
 ﾠsulla	
 ﾠbase	
 ﾠdelle	
 ﾠproprie	
 ﾠcompetenze,	
 ﾠgli	
 ﾠconsenta	
 ﾠdi	
 ﾠridurre	
 ﾠgli	
 ﾠ
errori	
 ﾠe	
 ﾠdi	
 ﾠoffrire	
 ﾠle	
 ﾠmassime	
 ﾠgaranzie	
 ﾠper	
 ﾠun	
 ﾠbuon	
 ﾠesito	
 ﾠdell’intervento	
 ﾠdi	
 ﾠsoccorso.	
 ﾠ	
 ﾠ
4-ﾭ‐  Indirizzamento	
 ﾠdei	
 ﾠferiti	
 ﾠagli	
 ﾠospedali	
 ﾠpiù	
 ﾠidonei	
 ﾠ–	
 ﾠQuesto	
 ﾠanello	
 ﾠfondamentale	
 ﾠesiste	
 ﾠsolo	
 ﾠ
nei	
 ﾠsistemi	
 ﾠavanzati,	
 ﾠregolati	
 ﾠda	
 ﾠprecise	
 ﾠstrategie	
 ﾠe	
 ﾠnormative	
 ﾠo	
 ﾠdove	
 ﾠoperino	
 ﾠsul	
 ﾠterreno	
 ﾠ
equipe	
 ﾠdi	
 ﾠsoccorso	
 ﾠavanzato	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠstabilizzare	
 ﾠadeguatamente	
 ﾠi	
 ﾠferiti,	
 ﾠindirizzandoli	
 ﾠ
direttamente	
 ﾠ a	
 ﾠ ospedali	
 ﾠ idonei	
 ﾠ a	
 ﾠ garantire	
 ﾠ il	
 ﾠ trattamento	
 ﾠ definitivo	
 ﾠ (strategia	
 ﾠ di	
 ﾠ
centralizzazione	
 ﾠtraumi	
 ﾠgravi).	
 ﾠSi	
 ﾠdetermina	
 ﾠpertanto	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠuna	
 ﾠselezione	
 ﾠdei	
 ﾠferiti	
 ﾠ
attraverso	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠvalutazioni	
 ﾠche,	
 ﾠcome	
 ﾠsi	
 ﾠvedrà,	
 ﾠnon	
 ﾠsono	
 ﾠsolo	
 ﾠdi	
 ﾠcarattere	
 ﾠclinico.	
 ﾠSe	
 ﾠ
per	
 ﾠ feriti	
 ﾠ gravemente	
 ﾠ instabili	
 ﾠ può	
 ﾠ essere	
 ﾠ opportuno	
 ﾠ l’invio	
 ﾠ ad	
 ﾠ un’idonea	
 ﾠ struttura	
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ospedaliera	
 ﾠ sita	
 ﾠ alla	
 ﾠ minima	
 ﾠ distanza	
 ﾠ possibile,	
 ﾠ un	
 ﾠ corretto	
 ﾠ indirizzamento	
 ﾠ presuppone	
 ﾠ
spesso	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠallungare	
 ﾠi	
 ﾠtempi	
 ﾠdi	
 ﾠtrasporto	
 ﾠdel	
 ﾠferito	
 ﾠall’ospedale	
 ﾠper	
 ﾠraggiungere	
 ﾠ
destinazioni	
 ﾠpiù	
 ﾠlontane;	
 ﾠrisulta	
 ﾠpertanto	
 ﾠfondamentale	
 ﾠche	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠtrasporto	
 ﾠsia	
 ﾠgestita	
 ﾠ
con	
 ﾠaltrettanta	
 ﾠcompetenza	
 ﾠe	
 ﾠsupportata	
 ﾠda	
 ﾠadeguato	
 ﾠmonitoraggio.	
 ﾠ	
 ﾠ
5-ﾭ‐  Trattamento	
 ﾠospedaliero	
 ﾠ–	
 ﾠLa	
 ﾠfase	
 ﾠdiagnostica	
 ﾠe	
 ﾠterapeutica	
 ﾠintraospedaliera	
 ﾠdi	
 ﾠemergenza	
 ﾠ
riveste	
 ﾠun	
 ﾠimportanza	
 ﾠcruciale	
 ﾠnel	
 ﾠsoccorso	
 ﾠal	
 ﾠtraumatizzato.	
 ﾠAltrettanto	
 ﾠimportante	
 ﾠè	
 ﾠil	
 ﾠ
collegamento	
 ﾠfra	
 ﾠla	
 ﾠfase	
 ﾠpreospedaliera	
 ﾠe	
 ﾠquella	
 ﾠospedaliera,	
 ﾠstadio	
 ﾠestremamente	
 ﾠcritico	
 ﾠ
che,	
 ﾠnell’ottica	
 ﾠdi	
 ﾠottimizzare	
 ﾠla	
 ﾠtempistica,	
 ﾠrichiede	
 ﾠun’adeguata	
 ﾠe	
 ﾠprecoce	
 ﾠpreparazione	
 ﾠ
della	
 ﾠstruttura	
 ﾠricevente	
 ﾠ(attivazione	
 ﾠdel	
 ﾠTrauma	
 ﾠteam,	
 ﾠallertamento	
 ﾠdella	
 ﾠdiagnostica,	
 ﾠdella	
 ﾠ
chirurgia	
 ﾠe	
 ﾠdella	
 ﾠterapie	
 ﾠintensive,	
 ﾠdisponibilità	
 ﾠeventuale	
 ﾠdi	
 ﾠsangue	
 ﾠuniversale).	
 ﾠUna	
 ﾠvolta	
 ﾠin	
 ﾠ
ospedale	
 ﾠè	
 ﾠfondamentale	
 ﾠun	
 ﾠcompleto	
 ﾠed	
 ﾠesaustivo	
 ﾠpassaggio	
 ﾠdi	
 ﾠconsegne	
 ﾠfra	
 ﾠle	
 ﾠequipe.	
 ﾠ
E’	
 ﾠ chiaro	
 ﾠ che	
 ﾠ i	
 ﾠ risultati	
 ﾠ finali	
 ﾠ possono	
 ﾠ dipendere	
 ﾠ da	
 ﾠ molte	
 ﾠ variabili	
 ﾠ introdotte	
 ﾠ in	
 ﾠ questo	
 ﾠ
percorso	
 ﾠe	
 ﾠsono	
 ﾠdi	
 ﾠdifficile	
 ﾠvalutazione	
 ﾠin	
 ﾠquanto	
 ﾠcoinvolge	
 ﾠpiù	
 ﾠdi	
 ﾠuna	
 ﾠstruttura	
 ﾠspecialistica.	
 ﾠQuindi	
 ﾠ
queste	
 ﾠproblematiche	
 ﾠnon	
 ﾠpossono	
 ﾠessere	
 ﾠaffrontate	
 ﾠse	
 ﾠnon	
 ﾠin	
 ﾠmodo	
 ﾠmarginale	
 ﾠdurante	
 ﾠi	
 ﾠcorsi	
 ﾠdi	
 ﾠ
aggiornamento	
 ﾠ sanitario,	
 ﾠ essendo	
 ﾠ questi	
 ﾠ percorsi	
 ﾠ formativi	
 ﾠ prevalentemente	
 ﾠ rivolti	
 ﾠ al	
 ﾠ soccorso	
 ﾠ
preospedaliero.	
 ﾠLa	
 ﾠconoscenza	
 ﾠdi	
 ﾠciò	
 ﾠche	
 ﾠavverrà	
 ﾠdopo,	
 ﾠrientra	
 ﾠperò	
 ﾠnel	
 ﾠpatrimonio	
 ﾠculturale	
 ﾠdei	
 ﾠ
soccorritori	
 ﾠ esperti	
 ﾠ e	
 ﾠ consente	
 ﾠ di	
 ﾠ disporre	
 ﾠ di	
 ﾠ strumenti	
 ﾠ indispensabili	
 ﾠ per	
 ﾠ valutare	
 ﾠ gli	
 ﾠ aspetti	
 ﾠ
organizzativi	
 ﾠdel	
 ﾠSistema	
 ﾠdi	
 ﾠEmergenza	
 ﾠe	
 ﾠcontribuisce	
 ﾠa	
 ﾠmigliorarne	
 ﾠefficienza	
 ﾠed	
 ﾠefficacia.	
 ﾠ
1.4.1	
 ﾠL’approccio	
 ﾠpreospedaliero	
 ﾠ
Da	
 ﾠ qualche	
 ﾠ anno	
 ﾠ in	
 ﾠ Italia	
 ﾠ è	
 ﾠ attivo	
 ﾠ il	
 ﾠ numero	
 ﾠ telefonico	
 ﾠ 118	
 ﾠ per	
 ﾠ le	
 ﾠ emergenze	
 ﾠ su	
 ﾠ scala	
 ﾠ
nazionale.	
 ﾠ Questa	
 ﾠ nuova	
 ﾠ apertura	
 ﾠ all’ambiente	
 ﾠ extraospedaliero	
 ﾠ e	
 ﾠ al	
 ﾠ territorio	
 ﾠ ha	
 ﾠ stimolato	
 ﾠ e	
 ﾠ
consentito	
 ﾠ allo	
 ﾠ staff	
 ﾠ di	
 ﾠi n f e r m i e r i 	
 ﾠe 	
 ﾠm edici	
 ﾠ di	
 ﾠ ottenere	
 ﾠ nuove	
 ﾠ conoscenze	
 ﾠ e	
 ﾠ di	
 ﾠ occuparsi	
 ﾠ anche	
 ﾠ
dell’aspetto	
 ﾠorganizzativo	
 ﾠoltre	
 ﾠche	
 ﾠclinico	
 ﾠdi	
 ﾠuna	
 ﾠfase	
 ﾠdell’emergenza	
 ﾠprima	
 ﾠmolto	
 ﾠtrascurata	
 ﾠ.	
 ﾠ
La	
 ﾠvalutazione	
 ﾠdel	
 ﾠferito	
 ﾠgrave	
 ﾠcostituisce	
 ﾠl’anello	
 ﾠfondamentale	
 ﾠdella	
 ﾠcatena	
 ﾠdi	
 ﾠsoccorso	
 ﾠe	
 ﾠ
questo	
 ﾠavviene	
 ﾠinizialmente	
 ﾠal	
 ﾠprimo	
 ﾠcontatto	
 ﾠin	
 ﾠambiente	
 ﾠextra	
 ﾠospedaliero	
 ﾠe	
 ﾠcon	
 ﾠi	
 ﾠmezzi	
 ﾠche	
 ﾠsi	
 ﾠ
hanno	
 ﾠa	
 ﾠdisposizione,	
 ﾠsul	
 ﾠluogo	
 ﾠdell´evento	
 ﾠtraumatico.	
 ﾠQui	
 ﾠla	
 ﾠdefinizione	
 ﾠoperativa	
 ﾠdi	
 ﾠtrauma	
 ﾠgrave	
 ﾠ
deve	
 ﾠessere	
 ﾠrapida	
 ﾠanche	
 ﾠse	
 ﾠin	
 ﾠmaniera	
 ﾠmeno	
 ﾠprecisa,	
 ﾠconsiderando	
 ﾠed	
 ﾠutilizzando	
 ﾠun’opportuna	
 ﾠ
lista	
 ﾠdi	
 ﾠriscontro	
 ﾠ(check	
 ﾠlist),	
 ﾠcorrelata	
 ﾠcon	
 ﾠle	
 ﾠprincipali	
 ﾠcasistiche	
 ﾠlegate	
 ﾠal	
 ﾠtrauma,	
 ﾠche	
 ﾠprende	
 ﾠin	
 ﾠ
considerazione:	
 ﾠ	
 ﾠ
•  La	
 ﾠdinamica	
 ﾠdell’evento	
 ﾠdefinito	
 ﾠad	
 ﾠalto	
 ﾠrischio	
 ﾠdi	
 ﾠtrauma	
 ﾠmaggiore,	
 ﾠcome	
 ﾠad	
 ﾠesempio	
 ﾠla	
 ﾠ
caduta	
 ﾠdall´alto	
 ﾠ	
 ﾠmaggiore	
 ﾠdi	
 ﾠ5	
 ﾠm,	
 ﾠuno	
 ﾠscontro	
 ﾠautomobilistico	
 ﾠfrontale,	
 ﾠuna	
 ﾠeiezione	
 ﾠdi	
 ﾠ
passeggero	
 ﾠdall'abitacolo;	
 ﾠ	
 ﾠ
•  La	
 ﾠpresenza	
 ﾠdi	
 ﾠalterazione	
 ﾠdi	
 ﾠparametri	
 ﾠfisiologici.	
 ﾠQui	
 ﾠsi	
 ﾠintroduce	
 ﾠun	
 ﾠsistema	
 ﾠa	
 ﾠpunteggio	
 ﾠ
prendendo	
 ﾠuno	
 ﾠscala	
 ﾠspecifica	
 ﾠcome	
 ﾠla	
 ﾠ	
 ﾠRevised	
 ﾠTrauma	
 ﾠScore;	
 ﾠ	
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•  L’evidenza	
 ﾠdi	
 ﾠlesioni	
 ﾠtraumatiche	
 ﾠcon	
 ﾠalto	
 ﾠrischio	
 ﾠdi	
 ﾠvita	
 ﾠe/o	
 ﾠinabilità;	
 ﾠ
È	
 ﾠ da	
 ﾠ sottolineare	
 ﾠ che	
 ﾠ per	
 ﾠ i	
 ﾠ pazienti	
 ﾠ trovati	
 ﾠ vivi,	
 ﾠ la	
 ﾠ qualità	
 ﾠ dell’assistenza	
 ﾠ preospedaliera	
 ﾠ
incide	
 ﾠin	
 ﾠmodo	
 ﾠdeterminante	
 ﾠsugli	
 ﾠesiti.	
 ﾠGli	
 ﾠstudi	
 ﾠcondotti	
 ﾠnegli	
 ﾠultimi	
 ﾠ20	
 ﾠanni	
 ﾠhanno	
 ﾠdocumentato	
 ﾠ
che	
 ﾠesiste	
 ﾠuna	
 ﾠpercentuale	
 ﾠelevata	
 ﾠdi	
 ﾠferiti,	
 ﾠche	
 ﾠmuore	
 ﾠper	
 ﾠcause	
 ﾠpotenzialmente	
 ﾠrisolvibili	
 ﾠdurante	
 ﾠ
le	
 ﾠdiverse	
 ﾠfasi	
 ﾠdi	
 ﾠsoccorso:	
 ﾠla	
 ﾠfrequenza	
 ﾠdi	
 ﾠqueste	
 ﾠmorti	
 ﾠpotenzialmente	
 ﾠevitabili	
 ﾠvaria	
 ﾠdal	
 ﾠ9	
 ﾠal	
 ﾠ43	
 ﾠ%.	
 ﾠ
1.4.2	
 ﾠL’approccio	
 ﾠospedaliero	
 ﾠ
L’altra	
 ﾠfase	
 ﾠdi	
 ﾠgrosso	
 ﾠpeso	
 ﾠnel	
 ﾠtrattamento	
 ﾠdel	
 ﾠtrauma	
 ﾠgrave	
 ﾠè	
 ﾠl’assistenza	
 ﾠospedaliera.	
 ﾠNegli	
 ﾠ
USA,	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠmodello	
 ﾠassistenziale	
 ﾠè	
 ﾠdiverso	
 ﾠda	
 ﾠquello	
 ﾠeuropeo,	
 ﾠuna	
 ﾠprima	
 ﾠrisposta	
 ﾠorganizzativa	
 ﾠalle	
 ﾠ
esigenze	
 ﾠfu	
 ﾠla	
 ﾠcreazione	
 ﾠdi	
 ﾠstrutture	
 ﾠcon	
 ﾠelevati	
 ﾠstandard	
 ﾠassistenziali	
 ﾠe	
 ﾠcon	
 ﾠun’organizzazione	
 ﾠad	
 ﾠhoc	
 ﾠ
dove	
 ﾠconcentrare	
 ﾠquesti	
 ﾠpazienti,	
 ﾠdette	
 ﾠTrauma	
 ﾠCenter.	
 ﾠIn	
 ﾠquesto	
 ﾠtipo	
 ﾠdi	
 ﾠorganizzazione,	
 ﾠil	
 ﾠruolo	
 ﾠ
importante	
 ﾠ è	
 ﾠ assunto	
 ﾠ dall’adeguata	
 ﾠ valutazione	
 ﾠ preospedaliera	
 ﾠi n 	
 ﾠg r a d o 	
 ﾠd i 	
 ﾠi n d i v i d u a r e 	
 ﾠsubito	
 ﾠ i	
 ﾠ
pazienti	
 ﾠ che	
 ﾠ necessitino	
 ﾠ della	
 ﾠc entralizzazione	
 ﾠ verso	
 ﾠ i	
 ﾠ Trauma	
 ﾠ Center,	
 ﾠ con	
 ﾠ l’adozione	
 ﾠ formale	
 ﾠ di	
 ﾠ
procedure,	
 ﾠche	
 ﾠconsentano	
 ﾠil	
 ﾠbypass	
 ﾠdegli	
 ﾠospedali	
 ﾠpiù	
 ﾠvicini,	
 ﾠnon	
 ﾠadeguatamente	
 ﾠattrezzati.	
 ﾠTuttavia	
 ﾠ
la	
 ﾠ distribuzione	
 ﾠ territoriale	
 ﾠ di	
 ﾠ questi	
 ﾠ centri,	
 ﾠ rispetto	
 ﾠ alla	
 ﾠ restante	
 ﾠ rete	
 ﾠ ospedaliera,	
 ﾠ deve	
 ﾠ essere	
 ﾠ
razionale	
 ﾠe	
 ﾠuna	
 ﾠloro	
 ﾠmancanza	
 ﾠpuò	
 ﾠimpedire	
 ﾠdi	
 ﾠfatto	
 ﾠl’attuazione	
 ﾠdelle	
 ﾠprocedure	
 ﾠpiù	
 ﾠadeguate	
 ﾠe	
 ﾠil	
 ﾠ
ricorso	
 ﾠall’immediata	
 ﾠcentralizzazione	
 ﾠdel	
 ﾠtraumatizzato.	
 ﾠ	
 ﾠ
In	
 ﾠEuropa	
 ﾠe	
 ﾠin	
 ﾠItalia	
 ﾠlo	
 ﾠsforzo	
 ﾠdi	
 ﾠorganizzazione	
 ﾠdel	
 ﾠsoccorso	
 ﾠai	
 ﾠtraumatizzati	
 ﾠè	
 ﾠrecente	
 ﾠed	
 ﾠha	
 ﾠ
seguito	
 ﾠ principi	
 ﾠ diversi	
 ﾠ scegliendo	
 ﾠd i 	
 ﾠs v i l u p p a r e 	
 ﾠl e 	
 ﾠp o t e n z i a l i t à 	
 ﾠs p e c i f i c h e 	
 ﾠd i 	
 ﾠg r a n d i 	
 ﾠo s p e d a l i 	
 ﾠ
polispecialistici,	
 ﾠintegrando	
 ﾠgli	
 ﾠstessi	
 ﾠin	
 ﾠun	
 ﾠsistema	
 ﾠorganizzativo,	
 ﾠche	
 ﾠassicuri	
 ﾠla	
 ﾠcontinuità	
 ﾠdi	
 ﾠtutto	
 ﾠ
l’iter	
 ﾠ di	
 ﾠ soccorso,	
 ﾠ diagnosi	
 ﾠ e	
 ﾠ trattamento,	
 ﾠ includendo	
 ﾠ in	
 ﾠ questo	
 ﾠ processo	
 ﾠ anche	
 ﾠ la	
 ﾠ fase	
 ﾠ di	
 ﾠ
riabilitazione.	
 ﾠ	
 ﾠAnalogamente	
 ﾠa	
 ﾠquanto	
 ﾠavviene	
 ﾠper	
 ﾠi	
 ﾠcriteri	
 ﾠdi	
 ﾠaggiornamento	
 ﾠospedaliero,	
 ﾠsi	
 ﾠrende	
 ﾠ
indispensabile	
 ﾠnell’ambito	
 ﾠdella	
 ﾠrete	
 ﾠospedaliera	
 ﾠla	
 ﾠcondivisione	
 ﾠdi	
 ﾠprotocolli	
 ﾠdi	
 ﾠaccordo	
 ﾠinter	
 ﾠed	
 ﾠ
intra	
 ﾠospedaliero,	
 ﾠche	
 ﾠpermettano	
 ﾠdi	
 ﾠaffrontare	
 ﾠi	
 ﾠtraumi	
 ﾠmaggiori	
 ﾠcon	
 ﾠprocedure	
 ﾠveloci,	
 ﾠche	
 ﾠriducano	
 ﾠ
i	
 ﾠtempi	
 ﾠdel	
 ﾠtrasferimento	
 ﾠsecondario.	
 ﾠ	
 ﾠ
	
 ﾠ
1.5	
 ﾠLa	
 ﾠcostituzione	
 ﾠdi	
 ﾠun	
 ﾠRegistro	
 ﾠTraumi	
 ﾠ(RT)	
 ﾠ
L’importanza	
 ﾠ di	
 ﾠ avere	
 ﾠ a	
 ﾠ disposizione	
 ﾠ dati	
 ﾠ attendibili	
 ﾠ a	
 ﾠ scopo	
 ﾠ di	
 ﾠ verifica	
 ﾠ della	
 ﾠ qualità	
 ﾠ
dell’assistenza	
 ﾠ e	
 ﾠ di	
 ﾠ utilità	
 ﾠ nella	
 ﾠ scelta	
 ﾠ di	
 ﾠ strategie	
 ﾠ future	
 ﾠ in	
 ﾠ ambito	
 ﾠ interdisciplinare	
 ﾠ con	
 ﾠ
coinvolgimento	
 ﾠdi	
 ﾠambienti	
 ﾠextra,	
 ﾠinter	
 ﾠed	
 ﾠintra	
 ﾠospedalieri	
 ﾠha	
 ﾠreso	
 ﾠnecessaria	
 ﾠla	
 ﾠstesura	
 ﾠdi	
 ﾠuna	
 ﾠ
registrazione	
 ﾠdegli	
 ﾠeventi	
 ﾠin	
 ﾠspecifici	
 ﾠdata	
 ﾠbase:	
 ﾠl’insieme	
 ﾠdi	
 ﾠbanche	
 ﾠdati	
 ﾠsu	
 ﾠcui	
 ﾠbasare	
 ﾠi	
 ﾠprocessi	
 ﾠdi	
 ﾠ
revisione	
 ﾠe	
 ﾠmiglioramento	
 ﾠdelle	
 ﾠcure	
 ﾠe	
 ﾠdella	
 ﾠricerca	
 ﾠscientifica.	
 ﾠPertanto	
 ﾠlo	
 ﾠstrumento	
 ﾠinsostituibile	
 ﾠ
per	
 ﾠ garantire	
 ﾠ la	
 ﾠ corretta	
 ﾠ funzionalità	
 ﾠ di	
 ﾠ un	
 ﾠ Sistema	
 ﾠ Integrato	
 ﾠ di	
 ﾠ Soccorso	
 ﾠ viene	
 ﾠ considerata	
 ﾠ la	
 ﾠ
creazione	
 ﾠdi	
 ﾠun	
 ﾠRegistro	
 ﾠTraumi.	
 ﾠ	
 ﾠ
Già	
 ﾠnel	
 ﾠ1966	
 ﾠnegli	
 ﾠStati	
 ﾠUniti,	
 ﾠcol	
 ﾠriscontro	
 ﾠdi	
 ﾠun	
 ﾠaumento	
 ﾠdegli	
 ﾠepisodi	
 ﾠtraumatici	
 ﾠgravi,	
 ﾠ
definito	
 ﾠun’epidemia	
 ﾠtragica	
 ﾠe	
 ﾠtrascurata,	
 ﾠl’Accademia	
 ﾠAmericana	
 ﾠdelle	
 ﾠScienze	
 ﾠindicò	
 ﾠle	
 ﾠsupposte	
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priorità	
 ﾠ per	
 ﾠ ridurre	
 ﾠ mortalità	
 ﾠ ed	
 ﾠ esiti	
 ﾠ invalidanti
[1].	
 ﾠ Tra	
 ﾠ le	
 ﾠ indicazioni	
 ﾠ fu	
 ﾠ inserita	
 ﾠ l’istituzione	
 ﾠ dei	
 ﾠ
Registri	
 ﾠOspedalieri	
 ﾠdei	
 ﾠTraumi,	
 ﾠche	
 ﾠavrebbero	
 ﾠcontribuito	
 ﾠpoi	
 ﾠallo	
 ﾠsviluppo	
 ﾠdei	
 ﾠTrauma	
 ﾠSystem,	
 ﾠun	
 ﾠ
approccio	
 ﾠ che	
 ﾠ ha	
 ﾠ permesso	
 ﾠ di	
 ﾠ abbassare	
 ﾠ drasticamente	
 ﾠ la	
 ﾠ media	
 ﾠ della	
 ﾠ mortalità	
 ﾠ e	
 ﾠ morbilità	
 ﾠ da	
 ﾠ
trauma.	
 ﾠ	
 ﾠ
Queste	
 ﾠ registrazioni	
 ﾠd i f f u s e	
 ﾠn e l 	
 ﾠN o r d 	
 ﾠA m e r i c a ,	
 ﾠ con	
 ﾠb a n c h e 	
 ﾠdati	
 ﾠ estese,	
 ﾠ in	
 ﾠ Europa	
 ﾠ sono	
 ﾠ
utilizzate	
 ﾠ poco	
 ﾠ e	
 ﾠ limitatamente.	
 ﾠ I	
 ﾠc r i t e r i 	
 ﾠd i 	
 ﾠi n c l u s i o n e 	
 ﾠdei	
 ﾠ dati	
 ﾠ differiscono	
 ﾠ tra	
 ﾠ loro	
 ﾠe 	
 ﾠs o n o 	
 ﾠ
disomogenei,	
 ﾠtalora	
 ﾠincludendo	
 ﾠsolo	
 ﾠi	
 ﾠpazienti	
 ﾠospedalizzati.	
 ﾠ	
 ﾠ
Le	
 ﾠinformazioni	
 ﾠda	
 ﾠraccogliere	
 ﾠriguardano	
 ﾠmolti	
 ﾠaspetti	
 ﾠdell’evento	
 ﾠtra	
 ﾠcui	
 ﾠ	
 ﾠla	
 ﾠdinamica	
 ﾠdel	
 ﾠ
trauma,	
 ﾠ la	
 ﾠ gravità	
 ﾠ delle	
 ﾠ lesioni	
 ﾠ anatomiche	
 ﾠ suddivise	
 ﾠ e	
 ﾠ catalogate	
 ﾠ secondo	
 ﾠ tabelle	
 ﾠ ed	
 ﾠ elenchi	
 ﾠ
prestabiliti,	
 ﾠi	
 ﾠparametri	
 ﾠfisiologici,	
 ﾠle	
 ﾠterapie	
 ﾠeseguite	
 ﾠo	
 ﾠin	
 ﾠatto,	
 ﾠil	
 ﾠtrattamento	
 ﾠpraticato	
 ﾠe	
 ﾠgli	
 ﾠesiti.	
 ﾠ
Ovviamente	
 ﾠl’estensione	
 ﾠdelle	
 ﾠinformazioni	
 ﾠè	
 ﾠvariabile,	
 ﾠper	
 ﾠcui	
 ﾠil	
 ﾠtentativo	
 ﾠdi	
 ﾠcategorizzare	
 ﾠsi	
 ﾠè	
 ﾠreso	
 ﾠ
necessario	
 ﾠper	
 ﾠuna	
 ﾠprima	
 ﾠsemplificazione	
 ﾠdelle	
 ﾠindagini,	
 ﾠproponendo	
 ﾠuna	
 ﾠulteriore	
 ﾠsuddivisione	
 ﾠtra	
 ﾠ
traumi	
 ﾠchiusi	
 ﾠe	
 ﾠpenetranti,	
 ﾠ	
 ﾠe	
 ﾠregistrando	
 ﾠla	
 ﾠmeccanica	
 ﾠche	
 ﾠha	
 ﾠportato	
 ﾠalla	
 ﾠlesione,	
 ﾠproponendo	
 ﾠ
differenze	
 ﾠtra	
 ﾠtraumi	
 ﾠda	
 ﾠincidente	
 ﾠstradale	
 ﾠe	
 ﾠquelli	
 ﾠda	
 ﾠcaduta	
 ﾠe	
 ﾠsegnalando	
 ﾠl’eventuale	
 ﾠintenzionalità	
 ﾠ
dell’evento	
 ﾠcioè	
 ﾠse	
 ﾠè	
 ﾠavvenuto	
 ﾠin	
 ﾠmodo	
 ﾠaccidentale,	
 ﾠper	
 ﾠautolesione	
 ﾠo	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠun’aggressione,	
 ﾠ
anche	
 ﾠper	
 ﾠfini	
 ﾠmedico	
 ﾠlegali.	
 ﾠ
In	
 ﾠItalia	
 ﾠl’esperienza	
 ﾠdei	
 ﾠregistri	
 ﾠè	
 ﾠancora	
 ﾠagli	
 ﾠalbori.	
 ﾠLa	
 ﾠregione	
 ﾠEmilia	
 ﾠRomagna	
 ﾠha	
 ﾠsviluppato	
 ﾠ
un	
 ﾠregistro	
 ﾠtraumi	
 ﾠsu	
 ﾠbase	
 ﾠregionale,	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠavvio.	
 ﾠNel	
 ﾠ2004	
 ﾠil	
 ﾠMinistero	
 ﾠdella	
 ﾠSalute	
 ﾠha	
 ﾠfinanziato	
 ﾠ
un	
 ﾠprogetto	
 ﾠper	
 ﾠla	
 ﾠrealizzazione	
 ﾠdi	
 ﾠun	
 ﾠprimo	
 ﾠregistro	
 ﾠmulticentrico	
 ﾠe	
 ﾠmulti	
 ﾠregionale.	
 ﾠIl	
 ﾠprogetto	
 ﾠha	
 ﾠ
coinvolto	
 ﾠtre	
 ﾠgrandi	
 ﾠospedali	
 ﾠdi	
 ﾠaree	
 ﾠdiverse	
 ﾠdel	
 ﾠpaese	
 ﾠed	
 ﾠha	
 ﾠconsentito	
 ﾠdi	
 ﾠraccogliere	
 ﾠinformazioni	
 ﾠ
complete	
 ﾠsulla	
 ﾠgestione	
 ﾠdei	
 ﾠtraumatizzati,	
 ﾠriferite	
 ﾠad	
 ﾠoltre	
 ﾠ800	
 ﾠpazienti,	
 ﾠanche	
 ﾠse	
 ﾠla	
 ﾠraccolta	
 ﾠdati	
 ﾠè	
 ﾠ
limitata	
 ﾠa i 	
 ﾠp a z i e n t i 	
 ﾠg i u n t i 	
 ﾠi n 	
 ﾠo s p e d a l e 	
 ﾠe 	
 ﾠp e r t a n t o 	
 ﾠesclude	
 ﾠ le	
 ﾠ informazioni	
 ﾠ sui	
 ﾠ deceduti	
 ﾠnel	
 ﾠ luogo	
 ﾠ
dell’evento.	
 ﾠQuesto	
 ﾠbyass	
 ﾠimpedisce	
 ﾠun’analisi	
 ﾠglobale	
 ﾠdella	
 ﾠcatena	
 ﾠdi	
 ﾠsoccorso	
 ﾠe	
 ﾠlimita	
 ﾠla	
 ﾠpossibilità	
 ﾠ
di	
 ﾠverificare	
 ﾠed	
 ﾠidentificare	
 ﾠtutti	
 ﾠgli	
 ﾠanelli	
 ﾠnel	
 ﾠpercorso.	
 ﾠBuoni	
 ﾠospedali	
 ﾠpossono	
 ﾠessere	
 ﾠinseriti	
 ﾠin	
 ﾠun	
 ﾠ
sistema	
 ﾠche	
 ﾠnon	
 ﾠgarantisce	
 ﾠla	
 ﾠqualità	
 ﾠdel	
 ﾠsoccorso	
 ﾠpreospedaliero	
 ﾠe	
 ﾠil	
 ﾠcorretto	
 ﾠinvio	
 ﾠdei	
 ﾠpazienti	
 ﾠgravi	
 ﾠ
ai	
 ﾠcentri	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠtrattarli	
 ﾠadeguatamente.	
 ﾠIn	
 ﾠquesti	
 ﾠcasi	
 ﾠi	
 ﾠdati	
 ﾠderivati	
 ﾠdai	
 ﾠregistri	
 ﾠospedalieri	
 ﾠ
potrebbero	
 ﾠnon	
 ﾠevidenziare	
 ﾠaffatto	
 ﾠl’esistenza	
 ﾠdi	
 ﾠun	
 ﾠproblema,	
 ﾠportando	
 ﾠa	
 ﾠritenere	
 ﾠche	
 ﾠesista	
 ﾠun	
 ﾠ
buon	
 ﾠlivello	
 ﾠdi	
 ﾠassistenza	
 ﾠin	
 ﾠun	
 ﾠarea	
 ﾠin	
 ﾠcui	
 ﾠla	
 ﾠmortalità	
 ﾠcomplessiva	
 ﾠè	
 ﾠinvece	
 ﾠelevata.	
 ﾠ
E’	
 ﾠ stato	
 ﾠ anche	
 ﾠ proposto	
 ﾠ di	
 ﾠ eseguire	
 ﾠ studi	
 ﾠ sulla	
 ﾠp o p o l a z i o n e 	
 ﾠper	
 ﾠ avere	
 ﾠ una	
 ﾠ migliore	
 ﾠ
conoscenza	
 ﾠdell’epidemiologia	
 ﾠdel	
 ﾠtrauma,	
 ﾠregistrando	
 ﾠin	
 ﾠun	
 ﾠdato	
 ﾠperiodo	
 ﾠtutti	
 ﾠgli	
 ﾠeventi	
 ﾠtraumatici	
 ﾠ
accaduti	
 ﾠentro	
 ﾠun’area	
 ﾠpredefinita,	
 ﾠma	
 ﾠsono	
 ﾠstudi	
 ﾠdifficili	
 ﾠda	
 ﾠrealizzare	
 ﾠperché	
 ﾠestendono	
 ﾠla	
 ﾠricerca	
 ﾠ
dai	
 ﾠsistemi	
 ﾠdi	
 ﾠsoccorso	
 ﾠin	
 ﾠtutti	
 ﾠgli	
 ﾠospedali	
 ﾠdi	
 ﾠuna	
 ﾠdata	
 ﾠarea	
 ﾠalle	
 ﾠforze	
 ﾠdell’ordine.	
 ﾠPer	
 ﾠquesto	
 ﾠmotivo	
 ﾠ
sono	
 ﾠ stati	
 ﾠ finora	
 ﾠ realizzati	
 ﾠ ben	
 ﾠ pochi	
 ﾠ studi	
 ﾠ di	
 ﾠ questo	
 ﾠ tipo.	
 ﾠ Gli	
 ﾠ studi	
 ﾠ europei	
 ﾠ pubblicati,	
 ﾠ benché	
 ﾠ
realizzati	
 ﾠ in	
 ﾠ paesi	
 ﾠ diversi,	
 ﾠ dimostrano	
 ﾠ una	
 ﾠ sostanziale	
 ﾠ omogeneità	
 ﾠ nell’epidemiologia	
 ﾠ del	
 ﾠ trauma	
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grave	
 ﾠa	
 ﾠlivello	
 ﾠeuropeo,	
 ﾠcon	
 ﾠuna	
 ﾠforte	
 ﾠprevalenza	
 ﾠdi	
 ﾠlesioni	
 ﾠnon	
 ﾠpenetranti.	
 ﾠGli	
 ﾠincidenti	
 ﾠstradali	
 ﾠsono	
 ﾠ
la	
 ﾠcausa	
 ﾠdel	
 ﾠmaggior	
 ﾠnumero	
 ﾠdi	
 ﾠtraumi	
 ﾠgravi,	
 ﾠseguito	
 ﾠda	
 ﾠcaduti	
 ﾠdall’alto.	
 ﾠE’	
 ﾠun	
 ﾠproblema	
 ﾠdi	
 ﾠsalute	
 ﾠ
molto	
 ﾠampio	
 ﾠe	
 ﾠsentito	
 ﾠnel	
 ﾠnostro	
 ﾠpaese	
 ﾠin	
 ﾠcui	
 ﾠgli	
 ﾠincidenti	
 ﾠtraumatici	
 ﾠgravi	
 ﾠspecialmente	
 ﾠquelli	
 ﾠda	
 ﾠ
incidente	
 ﾠ stradale	
 ﾠc o i n v o l g ono	
 ﾠp i ù 	
 ﾠf r e q u e n t e m e n t e 	
 ﾠl a 	
 ﾠp o p o l a z i o n e 	
 ﾠg i o v a n e , 	
 ﾠo s s i a 	
 ﾠc o l o r o 	
 ﾠ	
 ﾠc h e 	
 ﾠ
costituiscono	
 ﾠla	
 ﾠfascia	
 ﾠdi	
 ﾠpopolazione	
 ﾠcon	
 ﾠla	
 ﾠpiù	
 ﾠalta	
 ﾠaspettativa	
 ﾠdi	
 ﾠvita	
 ﾠe	
 ﾠproduttività.	
 ﾠ
Nel	
 ﾠ2005	
 ﾠè	
 ﾠstato	
 ﾠufficialmente	
 ﾠproposto	
 ﾠdi	
 ﾠdare	
 ﾠil	
 ﾠvia	
 ﾠad	
 ﾠun	
 ﾠregistro	
 ﾠintraospedaliero	
 ﾠmulti	
 ﾠ
regionale	
 ﾠdei	
 ﾠtraumi,	
 ﾠpresentandolo	
 ﾠsulla	
 ﾠrivista	
 ﾠACTA	
 ﾠAnaesthesiologica	
 ﾠItalica.	
 ﾠL’obiettivo	
 ﾠè	
 ﾠsempre	
 ﾠ
quello	
 ﾠdi	
 ﾠmigliorare	
 ﾠl’assistenza	
 ﾠe	
 ﾠl’efficacia	
 ﾠdell’intervento	
 ﾠeseguito	
 ﾠin	
 ﾠemergenza,	
 ﾠvalutandolo	
 ﾠdai	
 ﾠ
suoi	
 ﾠprodromi	
 ﾠalla	
 ﾠconclusione.	
 ﾠ	
 ﾠ
Dai	
 ﾠdati	
 ﾠfin	
 ﾠqui	
 ﾠraccolti,	
 ﾠin	
 ﾠquesti	
 ﾠprimi	
 ﾠanni	
 ﾠdi	
 ﾠsviluppo	
 ﾠe	
 ﾠdi	
 ﾠprogressiva	
 ﾠdiffusione,	
 ﾠil	
 ﾠRegistro	
 ﾠ
Traumi	
 ﾠItaliano	
 ﾠsembra	
 ﾠessere	
 ﾠben	
 ﾠconfrontabile	
 ﾠcon	
 ﾠi	
 ﾠriferimenti	
 ﾠdisponibili	
 ﾠin	
 ﾠletteratura.	
 ﾠE’	
 ﾠstato	
 ﾠ
registrato	
 ﾠfinora	
 ﾠun	
 ﾠnumero	
 ﾠsostanziale	
 ﾠdi	
 ﾠpazienti,	
 ﾠcon	
 ﾠuna	
 ﾠbuona	
 ﾠaffluenza	
 ﾠanche	
 ﾠdei	
 ﾠdati	
 ﾠpre-ﾭ‐
ospedalieri	
 ﾠ forniti,	
 ﾠ anche	
 ﾠ se	
 ﾠ alcune	
 ﾠ strutture	
 ﾠn o n 	
 ﾠs o n o 	
 ﾠs t a t e 	
 ﾠi n 	
 ﾠg r a d o 	
 ﾠd i 	
 ﾠf o r n i r e 	
 ﾠq u e s t o 	
 ﾠt i p o 	
 ﾠd i 	
 ﾠ
informazioni.	
 ﾠ Comunque	
 ﾠ negli	
 ﾠ ospedali	
 ﾠ partecipanti	
 ﾠ esiste	
 ﾠ una	
 ﾠ sostanziale	
 ﾠ omogeneità	
 ﾠ nelle	
 ﾠ
caratteristiche	
 ﾠgenerali	
 ﾠdei	
 ﾠdati	
 ﾠraccolti	
 ﾠsui	
 ﾠpazienti	
 ﾠ	
 ﾠregistrati	
 ﾠe	
 ﾠquesto	
 ﾠlascia	
 ﾠben	
 ﾠsperare	
 ﾠche	
 ﾠi	
 ﾠ
Registri	
 ﾠTraumi	
 ﾠItaliani	
 ﾠpossono	
 ﾠessere	
 ﾠdi	
 ﾠriferimento	
 ﾠper	
 ﾠlo	
 ﾠsviluppo	
 ﾠe	
 ﾠmiglioramento	
 ﾠdell’intervento	
 ﾠ
e	
 ﾠassistenza	
 ﾠpost-ﾭ‐traumatica.	
 ﾠ
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Capitolo 2	
 ﾠ
 
RITG : dettagli e specifiche 
	
 ﾠ
	
 ﾠ
2.1	
 ﾠLinee	
 ﾠguida	
 ﾠper	
 ﾠil	
 ﾠregistro	
 ﾠtraumi	
 ﾠ
Il	
 ﾠRegistro	
 ﾠTraumi	
 ﾠè	
 ﾠl’elemento	
 ﾠchiave	
 ﾠper	
 ﾠqualsiasi	
 ﾠapproccio	
 ﾠin	
 ﾠambito	
 ﾠdi	
 ﾠsalute	
 ﾠpubblica	
 ﾠ
per	
 ﾠla	
 ﾠgestione	
 ﾠdelle	
 ﾠgravi	
 ﾠlesioni	
 ﾠtraumatologiche.	
 ﾠLe	
 ﾠnazioni	
 ﾠeuropee	
 ﾠaffrontano	
 ﾠle	
 ﾠproprie	
 ﾠdifficoltà	
 ﾠ
sfruttando	
 ﾠla	
 ﾠcompletezza	
 ﾠe	
 ﾠl a	
 ﾠqual i t à	
 ﾠdei 	
 ﾠdat i 	
 ﾠdel	
 ﾠregistro,	
 ﾠfinanziandone	
 ﾠda	
 ﾠsubito	
 ﾠla	
 ﾠ gestione	
 ﾠ
informatica.	
 ﾠ	
 ﾠ
Il	
 ﾠvalore	
 ﾠdi	
 ﾠun	
 ﾠdataset	
 ﾠinfatti	
 ﾠaccresce	
 ﾠla	
 ﾠsua	
 ﾠpotenzialità	
 ﾠcon	
 ﾠl’aumentare	
 ﾠdel	
 ﾠnumero	
 ﾠdi	
 ﾠdati	
 ﾠ
registrati:	
 ﾠun	
 ﾠregistro	
 ﾠpaneuropeo	
 ﾠpotrebbe	
 ﾠpermettere	
 ﾠconfronti	
 ﾠpiù	
 ﾠampli	
 ﾠtra	
 ﾠle	
 ﾠvarie	
 ﾠmetodologie	
 ﾠ
di	
 ﾠ trattamento	
 ﾠ di	
 ﾠ pazienti	
 ﾠ traumatizzati,	
 ﾠt r a 	
 ﾠi 	
 ﾠp r o g r a m m i 	
 ﾠd i 	
 ﾠr i c e r c a 	
 ﾠc l i n i c a , 	
 ﾠo r i e n t a n d o n e 	
 ﾠi l 	
 ﾠ
finanziamento	
 ﾠsu	
 ﾠlarga	
 ﾠscala.	
 ﾠ	
 ﾠ
A	
 ﾠquesto	
 ﾠscopo	
 ﾠla	
 ﾠstandardizzazione	
 ﾠglobale	
 ﾠdiventa	
 ﾠuna	
 ﾠpriorità	
 ﾠalla	
 ﾠluce	
 ﾠdello	
 ﾠsviluppo	
 ﾠdi	
 ﾠun	
 ﾠ
registro	
 ﾠtraumi	
 ﾠinternazionale,	
 ﾠche	
 ﾠpermetta	
 ﾠil	
 ﾠconfronto	
 ﾠe	
 ﾠl’omogeneità	
 ﾠdei	
 ﾠrisultati	
 ﾠtra	
 ﾠle	
 ﾠvarie	
 ﾠ
nazioni	
 ﾠcoinvolte:	
 ﾠsi	
 ﾠtratta	
 ﾠquindi	
 ﾠdi	
 ﾠripercorrere	
 ﾠla	
 ﾠstrada	
 ﾠdella	
 ﾠregistrazione	
 ﾠdegli	
 ﾠepisodi	
 ﾠdi	
 ﾠArresto	
 ﾠ
Cardio	
 ﾠCircolatorio,	
 ﾠche,	
 ﾠattraverso	
 ﾠlo	
 ﾠstile	
 ﾠUtstein,	
 ﾠaveva	
 ﾠtrovato	
 ﾠun	
 ﾠaccordo	
 ﾠnella	
 ﾠcompilazione	
 ﾠdi	
 ﾠ
un	
 ﾠ registro,	
 ﾠ che	
 ﾠ negli	
 ﾠ anni	
 ﾠ è	
 ﾠ diventato	
 ﾠ strumento	
 ﾠ fondamentale	
 ﾠ per	
 ﾠ le	
 ﾠ Rianimazioni	
 ﾠ
Cardiopolmornari	
 ﾠe	
 ﾠper	
 ﾠgli	
 ﾠorganismi	
 ﾠdi	
 ﾠricerca.	
 ﾠ	
 ﾠ
I	
 ﾠprimi	
 ﾠsegni	
 ﾠdi	
 ﾠinteresse	
 ﾠnella	
 ﾠcreazione	
 ﾠdi	
 ﾠun	
 ﾠprotocollo	
 ﾠstandard	
 ﾠsi	
 ﾠhanno	
 ﾠnel	
 ﾠ1994,	
 ﾠquando	
 ﾠ
l’International	
 ﾠ Trauma	
 ﾠ Anesthesia	
 ﾠ and	
 ﾠ Critical	
 ﾠ Care	
 ﾠ Society	
 ﾠ (ITACCS)	
 ﾠ ha	
 ﾠ avviato	
 ﾠ una	
 ﾠ task	
 ﾠ force	
 ﾠ
internazionale	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠelaborare	
 ﾠle	
 ﾠlinee	
 ﾠguida	
 ﾠper	
 ﾠla	
 ﾠsegnalazione	
 ﾠuniforme	
 ﾠdei	
 ﾠdati	
 ﾠrelativi	
 ﾠai	
 ﾠ
traumi	
 ﾠgravi,	
 ﾠbasate	
 ﾠsullo	
 ﾠstile	
 ﾠUtstein	
 ﾠin	
 ﾠambito	
 ﾠcardiocircolatorio.	
 ﾠ	
 ﾠ
Questo	
 ﾠtipo	
 ﾠdi	
 ﾠlinee	
 ﾠguida	
 ﾠda	
 ﾠsubito	
 ﾠha	
 ﾠavuto	
 ﾠgrosso	
 ﾠriscontro	
 ﾠe	
 ﾠgrosso	
 ﾠseguito	
 ﾠda	
 ﾠparte	
 ﾠdei	
 ﾠ
principali	
 ﾠTrauma	
 ﾠSystem	
 ﾠinternazionali	
 ﾠdesiderosi	
 ﾠdi	
 ﾠtrovare	
 ﾠun	
 ﾠstrumento	
 ﾠcomune	
 ﾠdi	
 ﾠvalutazione	
 ﾠe	
 ﾠ
confronto	
 ﾠ nelle	
 ﾠ gestione	
 ﾠ dei	
 ﾠ traumi	
 ﾠ ed	
 ﾠ anche	
 ﾠ nella	
 ﾠ valutazione	
 ﾠ della	
 ﾠ loro	
 ﾠ casistica,	
 ﾠ sebbene	
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richiedessero	
 ﾠun	
 ﾠnotevole	
 ﾠdispendio	
 ﾠdi	
 ﾠrisorse,	
 ﾠnecessarie	
 ﾠall’implementazione	
 ﾠdel	
 ﾠregistro	
 ﾠTraumi,	
 ﾠe	
 ﾠ
non	
 ﾠsi	
 ﾠadeguassero	
 ﾠalle	
 ﾠpossibilità	
 ﾠdei	
 ﾠTrauma	
 ﾠSystem	
 ﾠmeno	
 ﾠevoluti.	
 ﾠ	
 ﾠ
La	
 ﾠscelta	
 ﾠe	
 ﾠla	
 ﾠcostruzione	
 ﾠdi	
 ﾠlinee	
 ﾠguida	
 ﾠcondivise	
 ﾠpossono	
 ﾠsemplificare	
 ﾠe	
 ﾠottimizzare	
 ﾠl’utilizzo	
 ﾠ
di	
 ﾠqueste	
 ﾠrisorse	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠregistrare	
 ﾠdati	
 ﾠche	
 ﾠpossano	
 ﾠinfluenzare	
 ﾠmeglio	
 ﾠe	
 ﾠin	
 ﾠmaniera	
 ﾠpiù	
 ﾠaccurata	
 ﾠ
previsioni	
 ﾠ degli	
 ﾠ outcomes	
 ﾠ dei	
 ﾠ pazienti	
 ﾠ allorché	
 ﾠ venga	
 ﾠ utilizzata	
 ﾠ una	
 ﾠ determinata	
 ﾠ struttura	
 ﾠ
ospedaliera.	
 ﾠ	
 ﾠ
Nel	
 ﾠ1999	
 ﾠil	
 ﾠgruppo	
 ﾠITACCS	
 ﾠ
[35]	
 ﾠpubblicò	
 ﾠin	
 ﾠvia	
 ﾠdefinitiva	
 ﾠle	
 ﾠlinee	
 ﾠguida	
 ﾠbasate	
 ﾠsul	
 ﾠmodello	
 ﾠdi	
 ﾠ
Utstein	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠavere	
 ﾠuna	
 ﾠsegnalazione	
 ﾠuniforme	
 ﾠdei	
 ﾠdati	
 ﾠin	
 ﾠseguito	
 ﾠa	
 ﾠtraumi	
 ﾠgravi.	
 ﾠIl	
 ﾠmodello	
 ﾠ
registra	
 ﾠ	
 ﾠi	
 ﾠdati	
 ﾠdella	
 ﾠfase	
 ﾠpre-ﾭ‐ospedaliera,	
 ﾠdella	
 ﾠprima	
 ﾠfase	
 ﾠospedaliera	
 ﾠe	
 ﾠi	
 ﾠdati	
 ﾠsulla	
 ﾠco-ﾭ‐morbilità	
 ﾠe	
 ﾠ
sull’outcome	
 ﾠclinico.	
 ﾠIn	
 ﾠquell’occasione	
 ﾠvenne	
 ﾠdeciso	
 ﾠche	
 ﾠsi	
 ﾠdebbano	
 ﾠseparare	
 ﾠe	
 ﾠcatalogare	
 ﾠi	
 ﾠ“dati	
 ﾠ
chiave”	
 ﾠ relativamente	
 ﾠ ai	
 ﾠ campi	
 ﾠ obbligatori	
 ﾠ essenziali	
 ﾠ o	
 ﾠ “dati	
 ﾠ opzionali”	
 ﾠ riferendosi	
 ﾠ a	
 ﾠ campi	
 ﾠ
supplementari.	
 ﾠ Nonostante	
 ﾠ l’iniziale	
 ﾠ buon	
 ﾠ riscontro	
 ﾠ da	
 ﾠ parte	
 ﾠd e l l e 	
 ﾠO r g a n i z z a z i o n i 	
 ﾠS a n i t a r i e ,	
 ﾠ che	
 ﾠ
vedevano	
 ﾠrealizzato	
 ﾠuno	
 ﾠstrumento	
 ﾠdi	
 ﾠgrande	
 ﾠsemplificazione	
 ﾠper	
 ﾠgli	
 ﾠstudi	
 ﾠsul	
 ﾠtrauma,	
 ﾠin	
 ﾠletteratura	
 ﾠ
sono	
 ﾠ scarsi	
 ﾠ gli	
 ﾠ autori	
 ﾠ che	
 ﾠ hanno	
 ﾠ prestato	
 ﾠ attenzione	
 ﾠ a	
 ﾠq u e s t e 	
 ﾠl i n e e 	
 ﾠg u i d a . 	
 ﾠ Questo	
 ﾠ indicava	
 ﾠ la	
 ﾠ
necessità	
 ﾠd i 	
 ﾠu n 	
 ﾠu l t e r i o r e 	
 ﾠs v i l u p p o 	
 ﾠd e l l o 	
 ﾠs t i l e 	
 ﾠU t s t e i n 	
 ﾠe d 	
 ﾠi n 	
 ﾠp a r t i c o l a r e 	
 ﾠmirato	
 ﾠ alla	
 ﾠ importante	
 ﾠ
riduzione	
 ﾠdei	
 ﾠdati	
 ﾠconsiderati	
 ﾠ“Chiave”,	
 ﾠossia	
 ﾠdei	
 ﾠcampi	
 ﾠobbligatori,	
 ﾠe	
 ﾠall’aggiunta	
 ﾠdi	
 ﾠdefinizioni	
 ﾠpiù	
 ﾠ
precise	
 ﾠdi	
 ﾠquesto	
 ﾠtipo	
 ﾠdi	
 ﾠdati,	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠrendere	
 ﾠmeno	
 ﾠpesante	
 ﾠla	
 ﾠcompilazione.	
 ﾠ	
 ﾠ
Ma	
 ﾠanche	
 ﾠqueste	
 ﾠmodifiche	
 ﾠnon	
 ﾠsono	
 ﾠstate	
 ﾠcoronate	
 ﾠda	
 ﾠsuccesso:	
 ﾠsebbene	
 ﾠsi	
 ﾠsiano	
 ﾠprodotti	
 ﾠ
sforzi	
 ﾠsignificativi	
 ﾠda	
 ﾠparte	
 ﾠdelle	
 ﾠorganizzazioni	
 ﾠsanitarie	
 ﾠeuropee	
 ﾠnell’utilizzo	
 ﾠdi	
 ﾠregistri	
 ﾠcon	
 ﾠle	
 ﾠnuove	
 ﾠ
linee	
 ﾠguida,	
 ﾠnessuno	
 ﾠstudio	
 ﾠsulla	
 ﾠcura	
 ﾠdel	
 ﾠtrauma	
 ﾠe	
 ﾠsull’outcome	
 ﾠè	
 ﾠstato	
 ﾠfatto	
 ﾠa	
 ﾠlivello	
 ﾠcontinentale	
 ﾠin	
 ﾠ
maniera	
 ﾠ sistematica,	
 ﾠ principalmente	
 ﾠ perché	
 ﾠ non	
 ﾠ erano	
 ﾠ stati	
 ﾠ definiti	
 ﾠi 	
 ﾠc r i t e r i 	
 ﾠd i 	
 ﾠi n c l u s i o n e 	
 ﾠe d 	
 ﾠ
esclusione	
 ﾠ dei	
 ﾠ dati	
 ﾠ in	
 ﾠ maniera	
 ﾠ chiara	
 ﾠ e	
 ﾠ perché,	
 ﾠd a t a 	
 ﾠl a 	
 ﾠv a r i e t à 	
 ﾠd e i 	
 ﾠr e g i s t r i 	
 ﾠt r a u m i 	
 ﾠc o involti,	
 ﾠl e 	
 ﾠ
definizioni	
 ﾠdei	
 ﾠdati	
 ﾠe	
 ﾠi	
 ﾠcasi	
 ﾠdei	
 ﾠsingoli	
 ﾠpazienti	
 ﾠrisultavano	
 ﾠpoco	
 ﾠcomparabili.	
 ﾠ
Le	
 ﾠlinee	
 ﾠguida	
 ﾠquindi	
 ﾠnon	
 ﾠhanno	
 ﾠtentato	
 ﾠdi	
 ﾠindicare	
 ﾠun	
 ﾠsingolo	
 ﾠstrumento	
 ﾠa	
 ﾠtutti	
 ﾠi	
 ﾠmembri,	
 ﾠ
ma	
 ﾠ piuttosto	
 ﾠ hanno	
 ﾠ cercato	
 ﾠ di	
 ﾠ concordare	
 ﾠ un	
 ﾠ set	
 ﾠ di	
 ﾠ database	
 ﾠ comune	
 ﾠ a	
 ﾠ tutti,	
 ﾠ che	
 ﾠ può	
 ﾠ essere	
 ﾠ
costruito	
 ﾠper	
 ﾠrispondere	
 ﾠalle	
 ﾠesigenze	
 ﾠspecifiche	
 ﾠdei	
 ﾠsingoli	
 ﾠstati.	
 ﾠ	
 ﾠ
Sulla	
 ﾠbase	
 ﾠdelle	
 ﾠ caratteristiche	
 ﾠ epidemiologiche	
 ﾠ del	
 ﾠfenomeno	
 ﾠtrauma	
 ﾠe	
 ﾠdell’analisi	
 ﾠdella	
 ﾠ
distribuzione	
 ﾠdella	
 ﾠmortalità	
 ﾠnelle	
 ﾠvarie	
 ﾠfasi	
 ﾠdel	
 ﾠsoccorso	
 ﾠsono	
 ﾠstati	
 ﾠsviluppati	
 ﾠmodelli	
 ﾠorganizzativi	
 ﾠ
volti	
 ﾠalla	
 ﾠprevenzione	
 ﾠdegli	
 ﾠerrori	
 ﾠe	
 ﾠalla	
 ﾠrazionalizzazione	
 ﾠdell’intero	
 ﾠpercorso	
 ﾠclinico-ﾭ‐assistenziale.	
 ﾠ
	
 ﾠ	
 ﾠ
2.2	
 ﾠIl	
 ﾠsistema	
 ﾠa	
 ﾠpunteggio	
 ﾠ
I	
 ﾠsuccessivi	
 ﾠsforzi	
 ﾠdei	
 ﾠgruppi	
 ﾠche	
 ﾠstabilirono	
 ﾠle	
 ﾠlinee	
 ﾠguida,	
 ﾠpuntarono	
 ﾠquindi	
 ﾠa	
 ﾠstabilire	
 ﾠcriteri	
 ﾠ
standardizzati	
 ﾠdi	
 ﾠinclusione	
 ﾠed	
 ﾠesclusione,	
 ﾠuna	
 ﾠlista	
 ﾠminima	
 ﾠdi	
 ﾠdati	
 ﾠchiave	
 ﾠcon	
 ﾠprecise	
 ﾠdefinizioni	
 ﾠe	
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una	
 ﾠmetodica	
 ﾠrobusta	
 ﾠe	
 ﾠconsistente	
 ﾠnel	
 ﾠdare	
 ﾠun	
 ﾠpunteggio	
 ﾠai	
 ﾠvari	
 ﾠscenari	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠdeterminare	
 ﾠuno	
 ﾠ
score	
 ﾠdi	
 ﾠvalutazione.	
 ﾠ	
 ﾠ
A	
 ﾠquesto	
 ﾠscopo	
 ﾠe	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠraggiungere	
 ﾠun	
 ﾠaccordo	
 ﾠeuropeo	
 ﾠle	
 ﾠvarie	
 ﾠorganizzazioni	
 ﾠdeputate	
 ﾠ
SCANTEM,	
 ﾠTARN,	
 ﾠDGU-ﾭ‐TR	
 ﾠe	
 ﾠil	
 ﾠRegistro	
 ﾠIntraospedaliero	
 ﾠmultiregionale	
 ﾠdei	
 ﾠTraumi	
 ﾠGravi	
 ﾠ(RITG)	
 ﾠsi	
 ﾠ
riunirono	
 ﾠ nel	
 ﾠ 2007	
 ﾠ per	
 ﾠ un	
 ﾠ simposio	
 ﾠ proprio	
 ﾠ all’Utstein	
 ﾠ Abbey	
 ﾠ in	
 ﾠ Norvegia	
 ﾠ per	
 ﾠ redigere	
 ﾠ “lo	
 ﾠ stile	
 ﾠ
Utstein	
 ﾠper	
 ﾠun	
 ﾠReport	
 ﾠuniformato	
 ﾠdei	
 ﾠdati	
 ﾠrealtivi	
 ﾠai	
 ﾠtraumi	
 ﾠgravi”	
 ﾠ
[36].	
 ﾠIn	
 ﾠquesta	
 ﾠoccasione	
 ﾠesperti	
 ﾠ
selezionati	
 ﾠdecisero	
 ﾠcriteri	
 ﾠstandard	
 ﾠdi	
 ﾠinclusione	
 ﾠed	
 ﾠesclusione	
 ﾠdati,	
 ﾠe	
 ﾠdefinirono	
 ﾠprecisamente	
 ﾠil	
 ﾠ
gruppo	
 ﾠdi	
 ﾠparametri	
 ﾠchiave	
 ﾠda	
 ﾠmemorizzare	
 ﾠnel	
 ﾠregistro.	
 ﾠSi	
 ﾠcercò	
 ﾠpoi	
 ﾠdi	
 ﾠcreare	
 ﾠun	
 ﾠregistro	
 ﾠche	
 ﾠfosse	
 ﾠil	
 ﾠ
più	
 ﾠpossibile	
 ﾠcompatibile	
 ﾠcon	
 ﾠi	
 ﾠprincipali	
 ﾠregistri	
 ﾠTrauma	
 ﾠin	
 ﾠEuropa	
 ﾠe	
 ﾠche	
 ﾠaderisse	
 ﾠal	
 ﾠprogramme	
 ﾠ
EuroTARN,	
 ﾠper	
 ﾠlo	
 ﾠsviluppo	
 ﾠdi	
 ﾠun	
 ﾠRegistro	
 ﾠTraumi	
 ﾠEuropeo	
 ﾠper	
 ﾠpromuovere	
 ﾠlo	
 ﾠsviluppo	
 ﾠdi	
 ﾠun	
 ﾠmodello	
 ﾠ
continentale	
 ﾠ per	
 ﾠ la	
 ﾠ predizione	
 ﾠ degli	
 ﾠ outcome	
 ﾠ e	
 ﾠ permettere	
 ﾠ un	
 ﾠ monitoraggio	
 ﾠ internazionale	
 ﾠ dei	
 ﾠ
traumi	
 ﾠgravi.	
 ﾠ
Nel	
 ﾠ2008	
 ﾠalcuni	
 ﾠautori	
 ﾠ
[5]	
 ﾠhanno	
 ﾠeffettuato	
 ﾠun’ulteriore	
 ﾠrevisione	
 ﾠdei	
 ﾠcriteri	
 ﾠe	
 ﾠdei	
 ﾠparametri	
 ﾠ
per	
 ﾠla	
 ﾠregistrazione	
 ﾠdei	
 ﾠtraumi.	
 ﾠTale	
 ﾠrevisione	
 ﾠha	
 ﾠportato	
 ﾠa	
 ﾠlinee	
 ﾠguida	
 ﾠche	
 ﾠattualmente	
 ﾠvengono	
 ﾠ
seguite	
 ﾠnella	
 ﾠcompilazione	
 ﾠdel	
 ﾠregistro	
 ﾠ	
 ﾠinterregionale	
 ﾠper	
 ﾠi	
 ﾠtraumi	
 ﾠgravi	
 ﾠanche	
 ﾠper	
 ﾠl'Italia.	
 ﾠ	
 ﾠ
Nella	
 ﾠtabella	
 ﾠsottostante	
 ﾠvengono	
 ﾠmostrati	
 ﾠgli	
 ﾠattributi	
 ﾠprincipali	
 ﾠregistrati	
 ﾠnel	
 ﾠRITG	
 ﾠsecondo	
 ﾠ
le	
 ﾠlinee	
 ﾠguida	
 ﾠdelle	
 ﾠpiù	
 ﾠrecenti	
 ﾠrevisioni.	
 ﾠ
2.2.1	
 ﾠPanoramica	
 ﾠsui	
 ﾠparametri	
 ﾠdel	
 ﾠRITG:	
 ﾠ
Nella	
 ﾠtabella	
 ﾠsottostante	
 ﾠviene	
 ﾠdescritto	
 ﾠda	
 ﾠsinistra	
 ﾠa	
 ﾠdestra	
 ﾠil	
 ﾠnome	
 ﾠdel	
 ﾠparametro;	
 ﾠil	
 ﾠtipo	
 ﾠdi	
 ﾠ
dato	
 ﾠad	
 ﾠesso	
 ﾠassociato	
 ﾠossia	
 ﾠcontinuo	
 ﾠse	
 ﾠverrano	
 ﾠregistrati	
 ﾠnumeri	
 ﾠreali,	
 ﾠnominale	
 ﾠse	
 ﾠindicano	
 ﾠun	
 ﾠ
attributo	
 ﾠcategorizzato,ordinale	
 ﾠse	
 ﾠindicano	
 ﾠun	
 ﾠattributo	
 ﾠappartenente	
 ﾠad	
 ﾠun	
 ﾠinsieme	
 ﾠfinito	
 ﾠdiscreto	
 ﾠ
di	
 ﾠnumeri;le	
 ﾠcategorie	
 ﾠossia	
 ﾠl’insieme	
 ﾠdi	
 ﾠvalori	
 ﾠche	
 ﾠpossono	
 ﾠappartenere	
 ﾠad	
 ﾠun	
 ﾠattributo,nel	
 ﾠcaso	
 ﾠdi	
 ﾠ
numeri	
 ﾠreali	
 ﾠsarà	
 ﾠindicato	
 ﾠnumero	
 ﾠgenericamente	
 ﾠ;ed	
 ﾠinfine	
 ﾠla	
 ﾠdefinizione	
 ﾠdel	
 ﾠtipo	
 ﾠdi	
 ﾠparametro	
 ﾠcon	
 ﾠ
la	
 ﾠdescrizione	
 ﾠ	
 ﾠ
Nome parametro  Tipo dato  Categorie del valore  Definizione del 
parametro 
Età'  Continuo  Numeri  L'età del paziente 
Genere  Nominale  1=femmina 
2=maschio 
3=sconosciuto 
Il sesso del paziente 
Tipo di Infortunio  Nominale  1=chiuso 
2=penetrante 
3=sconosciuto 
Indica il tipo di 
infortunio prodotto 
dal trauma 19 
 
Meccanismo di Infortunio  Nominale  1 =traffico, veicolo a motore (non 2 ruote) 
2 =traffico motociclo 
3 =traffico bicicletta 
4 =traffico pedone 
5 =traffico altro 
6 =sparatorie 
7 =colpito da lame varie 
8 =colpito da corpo contundente generico 
9 =caduta alta energia 
10=-caduta bassa energia 
11=altro 
12=sconosciuto 
Il meccanismo o 
fattore esterno che ha 
causato l'infortunio 
 
Intenzionalità' 
dell'infortunio 
Nominale  1=accidentale 
2=autoindotta 
3=inferta da terzi (anche se sospettata e non provata) 
4=altro 
5= 
Informazione sul 
ruolo intenzionale 
nell'occorrenza 
dell'infortunio 
primariamente 
determinato 
dall'incidente e non 
dal infortunio 
Classificazione ASA-PS 
Pre-infortunio 
Ordinale  1=Paziente Sano 
2=Paziente con disturbi sistemici medi 
3=Paziente con disturbi medici severi  
4=Paziente con disturbi medici severi trattati a vita 
5=Paziente moribondo non tollerante un’operazione  
6=Paziente dichiarato morto con organi espiantabili. 
7=Sconosciuta 
 La comorbidità pre 
infortunio esistente 
prima dell’incidente  
Arresto cardiaco prima 
dell’ospedale 
Nominale  1 = No 
2 = Sì 
3 = Sconosciuto 
Il paziente ha avuto 
un episodio i arresto 
cardiaco prima 
dell’ingresso in 
ospedale 
Glasgow Coma Score 
all’arrivo del personale di 
emergenza sulla scena 
Ordinale  Numero  Prima registrazione 
pre intervento del 
GCS all’arrivo sulla 
scena del personale 
medico addestrato 
all’assistenza 20 
 
Componente motoria del 
GCS all’arrivo del 
personale di emergenza 
sulla scena 
Ordinale  6 = Esegue gli ordini /risposta attesa al dolore 
5 = Localizza il dolore 
4 = Si ritira al dolore 
3 = Flessione al dolore (decorticazione) 
2 = Estensione al dolore (decerebrazione) 
1 = Nessuna risposta motoria 
 
Prima registrazione 
pre intervento del 
GCS motorio 
all’arrivo sulla scena 
del personale medico 
addetto all’assistenza 
Glasgow Coma Score 
all’arrivo in Emergenza o 
in ospedale 
Ordinale  Numero  Prima registrazione 
del GCS in ospedale 
Componente motoria del 
GCS all’arrivo in 
Emergenza o in ospedale 
Ordinale  6 =Esegue gli ordini /risposta attesa al dolore 
5 = Localizza il dolore 
4 = Si ritira al dolore 
3 = Flessione al dolore (decorticazione) 
2 = Estensione al dolore (decerebrazione) 
1 = Nessuna risposta motoria 
 
Prima registrazione 
del GCS motorio in 
ospedale 
Pressione sistolica(SBP) 
all’arrivo del personale di 
emergenza sulla scena 
Continuo  Numero  Prima SBP registrata 
all’arrivo sulla scena 
del personale medico 
Pressione sistolica(SBP) 
- Categoria clinica -
all’arrivo del personale di 
emergenza sulla scena 
Ordinale  RTS 4 = >89     (polso radiale buono) 
RTS 3 = 76–89 (polso radiale debole) 
RTS 2 = 50–75 (polso femorale) 
RTS 1 = 1–49   (solo polso carotideo) 
RTS 0 = 0         (no polso carotideo) 
 
Prima SBP registrata 
all’arrivo sulla scena 
del personale medico 
Pressione sistolica(SBP) 
all’arrivo in Emergenza o 
in ospedale 
Continuo  Numero  Prima SBP registrata 
all’arrivo in ospedale 
Pressione sistolica(SBP) 
- Categoria clinica -
all’arrivo in Emergenza o 
in ospedale 
Ordinale  RTS 4 = >89     (polso radiale buono) 
RTS 3 = 76–89 (polso radiale debole) 
RTS 2 = 50–75 (polso femorale) 
RTS 1 = 1–49   (solo polso carotideo) 
RTS 0 = 0         (no polso carotideo) 
 
Prima SBP registrata 
all’arrivo in ospedale 
Frequenza respiratoria 
all’arrivo del personale di 
emergenza sulla scena a 
Continuo  Numero  Prima Frequenza 
respiratoria registrata 
all’arrivo sulla scena 
del personale medico 
addetto all’assistenza 21 
 
Frequenza respiratoria 
(categoria) all’arrivo del 
personale di emergenza 
sulla scena  
Ordinale  RTS 4 = 10–29 (normale) 
RTS 3 = >29    (veloce) 
RTS 2 = 6–9    (lento) 
RTS 1 = 1–5    (affannoso) 
RTS 0 = 0        (no respiro) 
Prima Frequenza 
respiratoria registrata 
all’arrivo sulla scena 
del personale medico 
addetto all’assistenza 
Frequenza respiratoria 
all’arrivo in Emergenza o 
in ospedale 
Continuo  Numero  Prima Frequenza 
respiratoria registrata 
all’arrivo in ospedale 
Frequenza 
respiratoria(categoria) 
all’arrivo in Emergenza o 
in ospedale 
Ordinale  RTS 4 = 10–29 (normale) 
RTS 3 = >29    (veloce) 
RTS 2 = 6–9    (lento) 
RTS 1 = 1–5    (affannoso) 
RTS 0 = 0        (no respiro) 
Prima Frequenza 
respiratoria registrata 
all’arrivo in ospedale 
Base Excess Arteriale  Continuo  Numero  Prima misura del Base 
Excess arteriale 
all’arrivo in ospedale 
INR per coagulazione  Continuo  Numero  Prima misura di INR 
nella prime ore dopo 
l’arrivo in ospedale 
Numero di giorni in 
ventilazione 
Continuo  Numero  Il numero totale dei 
giorni in cui il 
paziente è rimasto 
collegato ad un 
respiratore meccanico 
Durata della permanenza 
nel principale Ospedale in 
cui è stato ricoverato 
Continuo  Numero  Calcolato dalla Data 
di dimissione meno la 
data di ingresso dal 
report ospedaliero 
Destinazione a seguito delle 
dimissioni 
Nominale  1 = Casa 
2 = Re-Abilitazione 
3 = Obitorio 
4 = Altra Rianimazione, trattamento a più alto livello 
5 = Altro reparto ospedaliero a minore livello assistenza  
6 = Altro 
7 = Sconosciuto 
 
La destinazione del 
paziente a seguito del 
trattamento in 
Rianimazione 22 
 
Glasgow Outcome Scale – 
alle dimissioni 
dall’ospedale 
Ordinale  5 = Buon Recupero 
4 = Moderata Disabilità: disabile ma indipendente 
3 = Severa Disabilità: cosciente ma disabile; dipende da altri 
2 = Persistente stato vegetativo: non risponde agli stimoli 
1 = Morto 
0 = Sconosciuto 
 
Punteggio Glasgow 
Outcome Scale – alle 
dimissioni 
dall’ospedale 
Stato di sopravvivenza  Nominale  1 = Deceduto 
2 = Sopravvissuto 
3 = Sconosciuto 
Vivo o morto dopo 30 
giorni dall’infortunio 
Abbreviated Injury Scale 
(AIS) 
Ordinale  Numero  Vedi sezione sotto 
 
2.2.2	
 ﾠI	
 ﾠpunteggi:	
 ﾠle	
 ﾠmisure	
 ﾠdella	
 ﾠgravità	
 ﾠe	
 ﾠdegli	
 ﾠesiti	
 ﾠdel	
 ﾠtrauma	
 ﾠ
Oltre	
 ﾠ agli	
 ﾠ indici	
 ﾠ appena	
 ﾠ descritti,	
 ﾠi l 	
 ﾠr e g i s t r i 	
 ﾠs o l i t a m e n t e 	
 ﾠr i p o r t ano	
 ﾠ anche	
 ﾠ indici	
 ﾠ legati	
 ﾠ alla	
 ﾠ
misura	
 ﾠdi	
 ﾠgravità	
 ﾠdel	
 ﾠtrauma	
 ﾠe	
 ﾠdella	
 ﾠgravità	
 ﾠquindi	
 ﾠdel	
 ﾠpaziente	
 ﾠstesso.	
 ﾠAvere	
 ﾠdei	
 ﾠriscontri	
 ﾠoggettivi	
 ﾠe	
 ﾠ
statistici	
 ﾠè	
 ﾠquindi	
 ﾠfondamentale	
 ﾠper	
 ﾠpredisporre	
 ﾠstrumenti	
 ﾠdi	
 ﾠvalutazione	
 ﾠil	
 ﾠpiù	
 ﾠpossibile	
 ﾠaccurati	
 ﾠe	
 ﾠ
precisi.	
 ﾠ	
 ﾠ
Come	
 ﾠvisto	
 ﾠdalla	
 ﾠprecedente	
 ﾠtabella	
 ﾠla	
 ﾠscala	
 ﾠdi	
 ﾠgravità	
 ﾠanatomica	
 ﾠutilizzata	
 ﾠè	
 ﾠla	
 ﾠAbbreviated	
 ﾠ
Injury	
 ﾠScale	
 ﾠpiù	
 ﾠconosciuta	
 ﾠcome	
 ﾠAIS.	
 ﾠTale	
 ﾠscala	
 ﾠprevede	
 ﾠun	
 ﾠpunteggio	
 ﾠper	
 ﾠtutte	
 ﾠle	
 ﾠlesioni	
 ﾠpossibili	
 ﾠ
per	
 ﾠogni	
 ﾠregione	
 ﾠdel	
 ﾠcorpo.	
 ﾠI	
 ﾠpunteggi	
 ﾠvanno	
 ﾠda	
 ﾠ1	
 ﾠ(lesione	
 ﾠlieve)	
 ﾠa	
 ﾠ6	
 ﾠ(lesione	
 ﾠincompatibile	
 ﾠcon	
 ﾠla	
 ﾠ
vita)	
 ﾠe	
 ﾠsono	
 ﾠclassificati	
 ﾠsecondo	
 ﾠun	
 ﾠmanuale	
 ﾠche	
 ﾠcontiene	
 ﾠun	
 ﾠelenco	
 ﾠdi	
 ﾠlesioni	
 ﾠcon	
 ﾠpiù	
 ﾠdi	
 ﾠ1200	
 ﾠvoci	
 ﾠ
ordinate	
 ﾠper	
 ﾠregioni	
 ﾠdel	
 ﾠcorpo.	
 ﾠ
Una	
 ﾠvolta	
 ﾠdefinito	
 ﾠil	
 ﾠtrauma	
 ﾠutilizzando	
 ﾠle	
 ﾠcodifiche	
 ﾠAIS,	
 ﾠsi	
 ﾠcalcola	
 ﾠil	
 ﾠpunteggio	
 ﾠISS	
 ﾠ(Injurity	
 ﾠ
Severity	
 ﾠScore),	
 ﾠelevando	
 ﾠal	
 ﾠquadrato	
 ﾠi	
 ﾠtre	
 ﾠpunteggi	
 ﾠAIS	
 ﾠpiù	
 ﾠalti	
 ﾠin	
 ﾠsei	
 ﾠdeterminate	
 ﾠregioni	
 ﾠdel	
 ﾠcorpo	
 ﾠe	
 ﾠ
sommandoli	
 ﾠtra	
 ﾠdi	
 ﾠloro.	
 ﾠI	
 ﾠvalori	
 ﾠdell’ISS	
 ﾠsono	
 ﾠcompresi	
 ﾠtra	
 ﾠ0	
 ﾠe	
 ﾠ75.	
 ﾠPer	
 ﾠconvenzione	
 ﾠquando	
 ﾠè	
 ﾠpresente	
 ﾠ
anche	
 ﾠsolo	
 ﾠuna	
 ﾠlesione	
 ﾠcon	
 ﾠvalore	
 ﾠAIS	
 ﾠuguale	
 ﾠa	
 ﾠ6	
 ﾠil	
 ﾠpunteggio	
 ﾠISS	
 ﾠdiventa	
 ﾠsubito	
 ﾠ75.	
 ﾠIL	
 ﾠcalcolo	
 ﾠdel	
 ﾠ
punteggio	
 ﾠISS	
 ﾠè	
 ﾠfondamentale	
 ﾠperché	
 ﾠpermette	
 ﾠdi	
 ﾠquantificare	
 ﾠla	
 ﾠgravità	
 ﾠcomplessiva	
 ﾠdi	
 ﾠun	
 ﾠpaziente	
 ﾠ
traumatizzato.	
 ﾠAnche	
 ﾠla	
 ﾠdefinizione	
 ﾠinternazionale	
 ﾠstandard	
 ﾠdi	
 ﾠtrauma	
 ﾠgrave	
 ﾠè	
 ﾠbasata	
 ﾠsu	
 ﾠquesta	
 ﾠscala	
 ﾠ
e	
 ﾠ corrisponde	
 ﾠ ad	
 ﾠ una	
 ﾠ valore	
 ﾠ superiore	
 ﾠ a	
 ﾠ 15.	
 ﾠ Infatti	
 ﾠ la	
 ﾠ definizione	
 ﾠ di	
 ﾠ “trauma	
 ﾠ grave”	
 ﾠ è	
 ﾠ un	
 ﾠ fatto	
 ﾠ
relativamente	
 ﾠ recente:	
 ﾠ nel	
 ﾠ 1999	
 ﾠ le	
 ﾠ “Reccommendations	
 ﾠ for	
 ﾠ uniform	
 ﾠ reporting	
 ﾠ of	
 ﾠ data	
 ﾠ following	
 ﾠ
major	
 ﾠ trauma”	
 ﾠ codificano	
 ﾠ un	
 ﾠ traumatizzato	
 ﾠ grave	
 ﾠ il	
 ﾠ paziente	
 ﾠ in	
 ﾠ cui	
 ﾠ le	
 ﾠ lesioni	
 ﾠ nel	
 ﾠ complesso	
 ﾠ
raggiungono	
 ﾠil	
 ﾠpunteggio	
 ﾠISS	
 ﾠ>	
 ﾠ15,	
 ﾠcon	
 ﾠun	
 ﾠrischio	
 ﾠdi	
 ﾠmortalità	
 ﾠcompresa	
 ﾠtra	
 ﾠil	
 ﾠ19%	
 ﾠed	
 ﾠil	
 ﾠ40%,	
 ﾠmentre	
 ﾠ
sotto	
 ﾠquesta	
 ﾠsoglia,	
 ﾠla	
 ﾠmortalità	
 ﾠdiventa	
 ﾠmolto	
 ﾠbassa,	
 ﾠsalvo	
 ﾠche	
 ﾠper	
 ﾠle	
 ﾠetà	
 ﾠestreme.	
 ﾠQuesto	
 ﾠvalore	
 ﾠ
tuttavia	
 ﾠ è	
 ﾠ solo	
 ﾠ di	
 ﾠ riferimento,	
 ﾠ in	
 ﾠq u a n t o 	
 ﾠs i 	
 ﾠb a s a 	
 ﾠs u 	
 ﾠd a t i 	
 ﾠt a l o r a 	
 ﾠm e n o 	
 ﾠr a f f i n a t i , 	
 ﾠi n c l u d e n d o 	
 ﾠn e l l a 	
 ﾠ
registrazione	
 ﾠstatistica	
 ﾠi	
 ﾠdecessi	
 ﾠavvenuti	
 ﾠsia	
 ﾠin	
 ﾠospedale	
 ﾠche	
 ﾠin	
 ﾠfase	
 ﾠpreospedaliera.	
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Anche	
 ﾠse	
 ﾠle	
 ﾠscale	
 ﾠAIS	
 ﾠe	
 ﾠISS	
 ﾠsiano	
 ﾠfinora	
 ﾠle	
 ﾠpiù	
 ﾠutilizzate,	
 ﾠentrambe	
 ﾠhanno	
 ﾠinevitabilmente	
 ﾠ
delle	
 ﾠ imperfezioni.	
 ﾠ Per	
 ﾠ questo	
 ﾠ sono	
 ﾠ stati	
 ﾠ proposti	
 ﾠs i s t e m i 	
 ﾠc o m e 	
 ﾠl’Anatomic	
 ﾠ Profile	
 ﾠo 	
 ﾠN I S S 	
 ﾠ come	
 ﾠ
alternativa	
 ﾠai	
 ﾠprecedenti,	
 ﾠma	
 ﾠfinora	
 ﾠnessuna	
 ﾠscala	
 ﾠsi	
 ﾠè	
 ﾠdimostrata	
 ﾠsicuramente	
 ﾠla	
 ﾠmigliore.	
 ﾠ
La	
 ﾠ codifica	
 ﾠ degli	
 ﾠ stati	
 ﾠ morbosi	
 ﾠ più	
 ﾠ comunemente	
 ﾠ utilizzata	
 ﾠ è	
 ﾠ quella	
 ﾠ consigliata	
 ﾠ
dell’International	
 ﾠClassification	
 ﾠof	
 ﾠDisease	
 ﾠ(ICD),	
 ﾠutilizzata	
 ﾠdal	
 ﾠnostro	
 ﾠsistema	
 ﾠsanitario	
 ﾠnazionale	
 ﾠcon	
 ﾠ
nomenclatore	
 ﾠall’uopo.	
 ﾠ	
 ﾠ
Esistono	
 ﾠsistemi	
 ﾠper	
 ﾠconvertire	
 ﾠquesta	
 ﾠclassificazione	
 ﾠin	
 ﾠquella	
 ﾠAIS/ISS	
 ﾠcon	
 ﾠi	
 ﾠrelativi	
 ﾠpunteggi.	
 ﾠ
Con	
 ﾠla	
 ﾠconversione	
 ﾠsi	
 ﾠha	
 ﾠcerto	
 ﾠuna	
 ﾠperdita	
 ﾠdi	
 ﾠaccuratezza	
 ﾠe	
 ﾠdi	
 ﾠprecisione	
 ﾠche	
 ﾠdiventano	
 ﾠaccettabili	
 ﾠ
solo	
 ﾠquando	
 ﾠla	
 ﾠcodifica	
 ﾠdelle	
 ﾠdiagnosi	
 ﾠICD	
 ﾠè	
 ﾠpuntigliosa,	
 ﾠcon	
 ﾠsegnalazione	
 ﾠdel	
 ﾠnumero	
 ﾠcomplessivo	
 ﾠ
delle	
 ﾠdiagnosi	
 ﾠriportate,	
 ﾠche	
 ﾠdovrebbe	
 ﾠcorrispondere	
 ﾠa	
 ﾠquello	
 ﾠdelle	
 ﾠsingole	
 ﾠlesioni	
 ﾠdi	
 ﾠun	
 ﾠpaziente,	
 ﾠ
cosa	
 ﾠche	
 ﾠnon	
 ﾠsempre	
 ﾠviene	
 ﾠapplicata	
 ﾠe	
 ﾠpurtroppo	
 ﾠsuccede	
 ﾠraramente.	
 ﾠ
2.2.3	
 ﾠPunteggi	
 ﾠdi	
 ﾠgravità	
 ﾠfisiologici	
 ﾠ
Nel	
 ﾠdatabase	
 ﾠitaliano	
 ﾠdell’RITG	
 ﾠtrovano	
 ﾠspazio	
 ﾠanche	
 ﾠindici	
 ﾠdi	
 ﾠgravità	
 ﾠfisiologica,	
 ﾠorientati	
 ﾠalla	
 ﾠ
capacità	
 ﾠdi	
 ﾠun	
 ﾠpaziente	
 ﾠdi	
 ﾠreagire	
 ﾠall’evento	
 ﾠtraumatico,	
 ﾠche	
 ﾠvaria	
 ﾠsecondo	
 ﾠle	
 ﾠsue	
 ﾠcondizioni	
 ﾠcliniche.	
 ﾠ
Queste	
 ﾠvengono	
 ﾠvalutate	
 ﾠcon	
 ﾠil	
 ﾠRecise	
 ﾠTrauma	
 ﾠScore	
 ﾠ(RTS),	
 ﾠdando	
 ﾠun	
 ﾠpunteggio,	
 ﾠestrapolato	
 ﾠda	
 ﾠuna	
 ﾠ
enorme	
 ﾠcasistica	
 ﾠnord-ﾭ‐americana,	
 ﾠper	
 ﾠcapire	
 ﾠquali	
 ﾠsiano	
 ﾠi	
 ﾠparametri	
 ﾠfisiologici	
 ﾠche	
 ﾠpiù	
 ﾠinfluenzano	
 ﾠla	
 ﾠ
prognosi	
 ﾠnei	
 ﾠpazienti	
 ﾠtraumatizzati.	
 ﾠIl	
 ﾠRTS	
 ﾠtiene	
 ﾠconto	
 ﾠdella	
 ﾠfrequenza	
 ﾠrespiratoria,	
 ﾠdella	
 ﾠpressione	
 ﾠ
arteriosa	
 ﾠsistolica	
 ﾠ(PAS)	
 ﾠe	
 ﾠdella	
 ﾠGlasgow	
 ﾠComa	
 ﾠScore	
 ﾠ(GCS).	
 ﾠIl	
 ﾠparametro	
 ﾠrilevato	
 ﾠviene	
 ﾠcategorizzato	
 ﾠ
e	
 ﾠattribuito	
 ﾠad	
 ﾠun	
 ﾠvalore,	
 ﾠche	
 ﾠsarà	
 ﾠsuccessivamente	
 ﾠmoltiplicato	
 ﾠper	
 ﾠun	
 ﾠcoefficiente,	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠ
pesare	
 ﾠi	
 ﾠparametri	
 ﾠvitali	
 ﾠin	
 ﾠfunzione	
 ﾠdella	
 ﾠloro	
 ﾠimportanza	
 ﾠprognostica.	
 ﾠ
Poiché	
 ﾠd o p o 	
 ﾠu n 	
 ﾠt r a u m a ,	
 ﾠl e 	
 ﾠc o n d i z i o n i 	
 ﾠd i 	
 ﾠu n 	
 ﾠp a z i e n t e 	
 ﾠs o n o 	
 ﾠi n 	
 ﾠc o n t i n u a 	
 ﾠe v o l u z i o n e ,	
 ﾠè 	
 ﾠ
importante	
 ﾠspecificare	
 ﾠin	
 ﾠquale	
 ﾠmomento	
 ﾠquesto	
 ﾠpunteggio	
 ﾠvenga	
 ﾠcalcolato,	
 ﾠben	
 ﾠdifferenziandosi	
 ﾠtra	
 ﾠ
quello	
 ﾠottenuto	
 ﾠsulla	
 ﾠscena	
 ﾠdel	
 ﾠtrauma	
 ﾠo	
 ﾠall’arrivo	
 ﾠin	
 ﾠospedale.	
 ﾠLa	
 ﾠregistrazione	
 ﾠdei	
 ﾠparametri	
 ﾠal	
 ﾠ
momento	
 ﾠ del	
 ﾠ primo	
 ﾠ approccio	
 ﾠ al	
 ﾠ paziente,	
 ﾠp e r m e t t e 	
 ﾠd i 	
 ﾠa t t r i b u i r e 	
 ﾠu n 	
 ﾠp u n t e g g i o 	
 ﾠa n c h e 	
 ﾠq u a n d o 	
 ﾠ
vengono	
 ﾠ effettuare	
 ﾠ procedure	
 ﾠ invasive	
 ﾠ preospedaliere,	
 ﾠ che	
 ﾠ altrimenti	
 ﾠ ne	
 ﾠ impedirebbero	
 ﾠ la	
 ﾠ
successiva	
 ﾠdeterminazione.	
 ﾠ
	
 ﾠ
2.3	
 ﾠCriteri	
 ﾠdi	
 ﾠinserimento	
 ﾠ
	
 ﾠ
2.3.1	
 ﾠCriteri	
 ﾠdi	
 ﾠInclusione:	
 ﾠl’utilizzo	
 ﾠdel	
 ﾠNISS	
 ﾠ	
 ﾠ
Il	
 ﾠsistema	
 ﾠNISS	
 ﾠè	
 ﾠuna	
 ﾠmodifica	
 ﾠdel	
 ﾠmetodo	
 ﾠISS,	
 ﾠche	
 ﾠconsidera	
 ﾠsolo	
 ﾠle	
 ﾠregioni	
 ﾠdel	
 ﾠcorpo	
 ﾠpiù	
 ﾠ
severamente	
 ﾠinfortunate,	
 ﾠe	
 ﾠspesso	
 ﾠcrea	
 ﾠproblemi	
 ﾠnel	
 ﾠconsiderare	
 ﾠle	
 ﾠpeggiori	
 ﾠregioni.	
 ﾠIl	
 ﾠNISS	
 ﾠinvece	
 ﾠè	
 ﾠ
definito	
 ﾠcome	
 ﾠla	
 ﾠsomma	
 ﾠdei	
 ﾠpiù	
 ﾠseveri	
 ﾠinfortuni,	
 ﾠsecondo	
 ﾠla	
 ﾠscala	
 ﾠAIS,	
 ﾠsenza	
 ﾠconsiderare	
 ﾠla	
 ﾠregione	
 ﾠ
del	
 ﾠ corpo.	
 ﾠ Ultimamente	
 ﾠ vi	
 ﾠ è	
 ﾠ concordanza	
 ﾠn e l 	
 ﾠr i m p i a z z a r e 	
 ﾠI S S 	
 ﾠc o n 	
 ﾠi l 	
 ﾠN I S S ,	
 ﾠi n 	
 ﾠq u a n t o 	
 ﾠè	
 ﾠ più	
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semplicemente	
 ﾠcalcolabile	
 ﾠe	
 ﾠpiù	
 ﾠpredittivo	
 ﾠdelle	
 ﾠprobabilità	
 ﾠdi	
 ﾠsopravvivenza.	
 ﾠIl	
 ﾠNISS	
 ﾠinfatti	
 ﾠapporta	
 ﾠ
un’indicazione	
 ﾠdi	
 ﾠpredittività	
 ﾠdella	
 ﾠsopravvivenza	
 ﾠper	
 ﾠesiti	
 ﾠuguali	
 ﾠo	
 ﾠmigliori	
 ﾠdell’ISS,	
 ﾠper	
 ﾠogni	
 ﾠgenere	
 ﾠdi	
 ﾠ
paziente	
 ﾠ ed	
 ﾠ in	
 ﾠ particolare	
 ﾠ per	
 ﾠ i	
 ﾠ pazienti	
 ﾠ con	
 ﾠ multiple	
 ﾠ fratture	
 ﾠ al	
 ﾠ capo.	
 ﾠ Pertanto	
 ﾠ è	
 ﾠ stato	
 ﾠ scelto	
 ﾠ
considerare	
 ﾠcome	
 ﾠtraumatizzato	
 ﾠgrave,	
 ﾠil	
 ﾠpaziente	
 ﾠcon	
 ﾠNISS	
 ﾠ>	
 ﾠ15,	
 ﾠinvece	
 ﾠche	
 ﾠISS	
 ﾠ>	
 ﾠ15	
 ﾠ.	
 ﾠ
Cambiando	
 ﾠil	
 ﾠcriterio	
 ﾠdi	
 ﾠinclusione,	
 ﾠvi	
 ﾠè	
 ﾠstato	
 ﾠun	
 ﾠaumento	
 ﾠdel	
 ﾠnumero	
 ﾠdei	
 ﾠpazienti	
 ﾠconsiderati	
 ﾠ
gravi:	
 ﾠquesto	
 ﾠdovrebbe	
 ﾠessere	
 ﾠvisto	
 ﾠcome	
 ﾠun	
 ﾠaumento	
 ﾠdella	
 ﾠsensibilità	
 ﾠdel	
 ﾠclassificatore,	
 ﾠpiuttosto	
 ﾠ
che	
 ﾠuna	
 ﾠperdita	
 ﾠdi	
 ﾠspecificità.	
 ﾠUno	
 ﾠsforzo	
 ﾠulteriore	
 ﾠpotrebbe	
 ﾠessere	
 ﾠfatto	
 ﾠcontrollando	
 ﾠse	
 ﾠtutti	
 ﾠi	
 ﾠ
pazienti	
 ﾠcon	
 ﾠNISS>	
 ﾠ15	
 ﾠsiano	
 ﾠstati	
 ﾠeffettivamente	
 ﾠinclusi,	
 ﾠanche	
 ﾠnel	
 ﾠcaso	
 ﾠin	
 ﾠcui	
 ﾠprima	
 ﾠo	
 ﾠall’arrivo	
 ﾠin	
 ﾠ
ospedale	
 ﾠnon	
 ﾠsiano	
 ﾠstati	
 ﾠcoinvolti	
 ﾠdai	
 ﾠteam	
 ﾠd’emergenza	
 ﾠtraumatica,	
 ﾠo	
 ﾠse	
 ﾠnon	
 ﾠsiano	
 ﾠstati	
 ﾠricoverati	
 ﾠin	
 ﾠ
terapia	
 ﾠintensiva.	
 ﾠ	
 ﾠ
2.3.2	
 ﾠCriteri	
 ﾠdi	
 ﾠesclusione	
 ﾠ
Tuttavia	
 ﾠanche	
 ﾠusando	
 ﾠil	
 ﾠvalore	
 ﾠNISS	
 ﾠ>	
 ﾠ15	
 ﾠcome	
 ﾠsingolo	
 ﾠcriterio	
 ﾠdi	
 ﾠinclusione,	
 ﾠsi	
 ﾠrischia	
 ﾠdi	
 ﾠ
includere	
 ﾠ pazienti	
 ﾠ che	
 ﾠ hanno	
 ﾠ alto	
 ﾠ rischio	
 ﾠ di	
 ﾠ rendere	
 ﾠ l’analisi	
 ﾠ dei	
 ﾠ dati	
 ﾠ più	
 ﾠ imprecisa	
 ﾠ e	
 ﾠ vaga.	
 ﾠ Per	
 ﾠ
eliminare	
 ﾠquesto	
 ﾠtipo	
 ﾠdi	
 ﾠpazienti	
 ﾠdalle	
 ﾠanalisi	
 ﾠdei	
 ﾠregistri	
 ﾠè	
 ﾠstato	
 ﾠcreato	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠcriteri	
 ﾠdi	
 ﾠesclusione.	
 ﾠ
Si	
 ﾠritiene	
 ﾠutile	
 ﾠinfatti	
 ﾠescludere	
 ﾠa)	
 ﾠquei	
 ﾠpazienti	
 ﾠla	
 ﾠcui	
 ﾠammissione	
 ﾠin	
 ﾠospedale	
 ﾠè	
 ﾠstata	
 ﾠeffettuata	
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 ﾠ
ore	
 ﾠdopo	
 ﾠl’infortunio,	
 ﾠb)	
 ﾠpazienti	
 ﾠdichiarati	
 ﾠmorti	
 ﾠprima	
 ﾠdell’arrivo	
 ﾠin	
 ﾠospedale,	
 ﾠc)	
 ﾠquelli	
 ﾠarrivati	
 ﾠin	
 ﾠ
ospedale	
 ﾠ privi	
 ﾠ di	
 ﾠ segni	
 ﾠ di	
 ﾠ vita,	
 ﾠd ) 	
 ﾠ quelli	
 ﾠmorti	
 ﾠal	
 ﾠprimo	
 ﾠtentativo	
 ﾠdi	
 ﾠrianimazione.	
 ﾠ Inoltre	
 ﾠ non	
 ﾠ si	
 ﾠ
considerano	
 ﾠtraumi	
 ﾠi	
 ﾠcasi	
 ﾠdi	
 ﾠasfissia,	
 ﾠaffogamento	
 ﾠe	
 ﾠustioni,	
 ﾠche	
 ﾠnon	
 ﾠsono	
 ﾠtraumi	
 ﾠchiusi	
 ﾠo	
 ﾠpenetranti	
 ﾠ
e	
 ﾠ debbono	
 ﾠ essere	
 ﾠ separati.	
 ﾠ Talora	
 ﾠ il	
 ﾠ confronto	
 ﾠ tra	
 ﾠ ustioni	
 ﾠ e	
 ﾠ soffocamenti	
 ﾠ con	
 ﾠg li	
 ﾠ altri	
 ﾠ generi	
 ﾠd i 	
 ﾠ
trauma	
 ﾠè	
 ﾠmolto	
 ﾠdifficile,	
 ﾠtanto	
 ﾠche	
 ﾠnel	
 ﾠ2005	
 ﾠsono	
 ﾠstati	
 ﾠinseriti	
 ﾠcodici	
 ﾠAIS	
 ﾠa	
 ﾠparte	
 ﾠrelativi	
 ﾠa	
 ﾠquesto	
 ﾠtipo	
 ﾠ
di	
 ﾠtraumi.	
 ﾠAnche	
 ﾠin	
 ﾠItalia	
 ﾠesistono	
 ﾠreparti	
 ﾠper	
 ﾠgli	
 ﾠustionati	
 ﾠgravi:	
 ﾠquindi	
 ﾠi	
 ﾠpazienti	
 ﾠustionati	
 ﾠsaranno	
 ﾠ
esclusi	
 ﾠdal	
 ﾠregistro	
 ﾠtraumi	
 ﾠse	
 ﾠl’ustione	
 ﾠrappresenta	
 ﾠl’infortunio	
 ﾠpredominante,	
 ﾠo	
 ﾠse	
 ﾠun	
 ﾠpaziente	
 ﾠè	
 ﾠ
ricoverato	
 ﾠin	
 ﾠun	
 ﾠreparto	
 ﾠper	
 ﾠgli	
 ﾠustionati	
 ﾠ
Le	
 ﾠmorti	
 ﾠpreospedaliere	
 ﾠsono	
 ﾠescluse	
 ﾠper	
 ﾠragioni	
 ﾠpratiche:	
 ﾠsolitamente	
 ﾠi	
 ﾠpazienti	
 ﾠdichiarati	
 ﾠ
morti	
 ﾠvengono	
 ﾠportati	
 ﾠdirettamente	
 ﾠin	
 ﾠobitorio,	
 ﾠ anche	
 ﾠs e	
 ﾠin	
 ﾠ alcune	
 ﾠ regioni	
 ﾠ questi	
 ﾠ pazienti	
 ﾠ sono	
 ﾠ
ammessi	
 ﾠin	
 ﾠospedale	
 ﾠe	
 ﾠsono	
 ﾠregistrati	
 ﾠtra	
 ﾠi	
 ﾠtraumi	
 ﾠgravi.	
 ﾠ
I	
 ﾠpazienti	
 ﾠinvece	
 ﾠche	
 ﾠarrivano	
 ﾠin	
 ﾠemergenza	
 ﾠcon	
 ﾠsituazione	
 ﾠcircolatoria	
 ﾠnormale,	
 ﾠdovrebbero	
 ﾠ
essere	
 ﾠinclusi	
 ﾠanche	
 ﾠse	
 ﾠhanno	
 ﾠavuto	
 ﾠun	
 ﾠarresto	
 ﾠcardiocircolatorio	
 ﾠtemporaneo	
 ﾠprima	
 ﾠdi	
 ﾠentrare	
 ﾠin	
 ﾠ
emergenza	
 ﾠo	
 ﾠse	
 ﾠsono	
 ﾠmorti	
 ﾠnel	
 ﾠreparto.	
 ﾠ	
 ﾠ
	
 ﾠ
2.4	
 ﾠL'importanza	
 ﾠdei	
 ﾠdati	
 ﾠper	
 ﾠla	
 ﾠcreazione	
 ﾠdi	
 ﾠun	
 ﾠpredittore	
 ﾠ
Le	
 ﾠpiù	
 ﾠrecenti	
 ﾠmodifiche	
 ﾠapportate	
 ﾠalla	
 ﾠquantità	
 ﾠdi	
 ﾠdati	
 ﾠda	
 ﾠmemorizzare	
 ﾠnel	
 ﾠregistro	
 ﾠtraumi	
 ﾠ
hanno	
 ﾠ principalmente	
 ﾠ lo	
 ﾠ scopo	
 ﾠd i 	
 ﾠo t t e n e r e 	
 ﾠm i g l i o r i e 	
 ﾠnell’ambito	
 ﾠ di	
 ﾠm o d e l l i 	
 ﾠp r e d i t t i v i 	
 ﾠd e g l i 	
 ﾠe s i t i 	
 ﾠ
traumatici,	
 ﾠp e r 	
 ﾠu n a 	
 ﾠv a l u t a z i o n e 	
 ﾠd i 	
 ﾠc o n f r o n t o , 	
 ﾠin	
 ﾠ linea	
 ﾠ con	
 ﾠ gli	
 ﾠ esiti	
 ﾠ delle	
 ﾠ tipologie	
 ﾠ di	
 ﾠ traumi	
 ﾠ più'	
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comuni	
 ﾠin	
 ﾠEuropa.	
 ﾠ	
 ﾠ
I	
 ﾠmodelli	
 ﾠpredittivi	
 ﾠsono	
 ﾠcomposti	
 ﾠdall’insieme	
 ﾠdi	
 ﾠpazienti	
 ﾠe	
 ﾠdi	
 ﾠvariabili	
 ﾠad	
 ﾠessi	
 ﾠcollegate	
 ﾠper	
 ﾠi	
 ﾠ
traumi	
 ﾠ gravi	
 ﾠ che	
 ﾠ sono	
 ﾠconsiderati	
 ﾠimportanti	
 ﾠper	
 ﾠuna	
 ﾠpredizione	
 ﾠdegli	
 ﾠ out	
 ﾠ come.	
 ﾠ Essi	
 ﾠ non	
 ﾠ sono	
 ﾠ
determinativi	
 ﾠ ma	
 ﾠ danno	
 ﾠ una	
 ﾠ probabilità	
 ﾠ di	
 ﾠ out	
 ﾠ in	
 ﾠ relazione	
 ﾠ ad	
 ﾠ un	
 ﾠ singolo	
 ﾠ paziente:	
 ﾠ parametri	
 ﾠ
complessi,	
 ﾠcome	
 ﾠl’Abbreviated	
 ﾠInjury	
 ﾠScale	
 ﾠ(AIS)	
 ﾠ),	
 ﾠderivati	
 ﾠe	
 ﾠsoprattutto	
 ﾠl’RTS	
 ﾠsono	
 ﾠspesso	
 ﾠusati	
 ﾠper	
 ﾠ
creare	
 ﾠmodelli	
 ﾠpredittivi.	
 ﾠ
IL	
 ﾠTRISS	
 ﾠè	
 ﾠl’indice	
 ﾠpredittivo	
 ﾠattualmente	
 ﾠpiù	
 ﾠconsiderato	
 ﾠed	
 ﾠè	
 ﾠpresente	
 ﾠanche	
 ﾠnel	
 ﾠdatabase	
 ﾠ
del	
 ﾠregistro	
 ﾠTraumi	
 ﾠItaliano.	
 ﾠEsso	
 ﾠpredice	
 ﾠla	
 ﾠprobabilità	
 ﾠdi	
 ﾠsopravvivenza	
 ﾠed	
 ﾠè	
 ﾠcalcolato	
 ﾠcon	
 ﾠindici	
 ﾠ
pesati	
 ﾠsu	
 ﾠetà,	
 ﾠInjurity	
 ﾠSeverity	
 ﾠScore	
 ﾠe	
 ﾠTrauma	
 ﾠScore	
 ﾠe	
 ﾠmodalità	
 ﾠdi	
 ﾠinfortunio.	
 ﾠL’esperienza	
 ﾠdei	
 ﾠRegistri	
 ﾠ
Trauma	
 ﾠdi	
 ﾠGermania	
 ﾠe	
 ﾠGran	
 ﾠBretagna	
 ﾠsuggerisce	
 ﾠche	
 ﾠci	
 ﾠpossano	
 ﾠessere	
 ﾠdelle	
 ﾠvariabili	
 ﾠmigliori	
 ﾠda	
 ﾠ
includere	
 ﾠin	
 ﾠun	
 ﾠmodello	
 ﾠpredittivo	
 ﾠche	
 ﾠnon	
 ﾠil	
 ﾠ	
 ﾠTRISS:	
 ﾠin	
 ﾠquesti	
 ﾠstudi	
 ﾠil	
 ﾠmodello	
 ﾠpredittivo	
 ﾠsi	
 ﾠbasa	
 ﾠsu	
 ﾠ
parametri	
 ﾠpresi	
 ﾠall’ingresso	
 ﾠin	
 ﾠRianimazione	
 ﾠe	
 ﾠne	
 ﾠsegua	
 ﾠl’evoluzione	
 ﾠnel	
 ﾠpaziente	
 ﾠnon	
 ﾠoltre	
 ﾠla	
 ﾠprima	
 ﾠ
ora	
 ﾠdi	
 ﾠricovero	
 ﾠe	
 ﾠsoprattutto	
 ﾠnon	
 ﾠconsidera	
 ﾠle	
 ﾠcomorbidità	
 ﾠpregresse	
 ﾠdel	
 ﾠpaziente.	
 ﾠ
[5],[37]	
 ﾠ
Attualmente	
 ﾠsi	
 ﾠprova	
 ﾠa	
 ﾠconsiderare	
 ﾠpiù	
 ﾠvariabili	
 ﾠnello	
 ﾠstudio	
 ﾠdel	
 ﾠmodello	
 ﾠpredittivo	
 ﾠnella	
 ﾠ
ricerca	
 ﾠdi	
 ﾠindividuare	
 ﾠle	
 ﾠcategorie	
 ﾠ“tipo”	
 ﾠdel	
 ﾠtraumatizzato	
 ﾠcon	
 ﾠl’intento	
 ﾠdi	
 ﾠraggiungere	
 ﾠrisultati	
 ﾠpiù	
 ﾠ
rilevanti	
 ﾠ che	
 ﾠ nel	
 ﾠ passato	
 ﾠ e	
 ﾠ soprattutto	
 ﾠ di	
 ﾠ ottenere	
 ﾠ una	
 ﾠ stima	
 ﾠ ottimale	
 ﾠ della	
 ﾠ probabilità	
 ﾠ di	
 ﾠ
sopravvivenza.	
 ﾠ
[5]	
 ﾠ
I	
 ﾠ modelli	
 ﾠ predittivi	
 ﾠ sono	
 ﾠ quindi	
 ﾠ un	
 ﾠ utile	
 ﾠ strumento	
 ﾠ per	
 ﾠ la	
 ﾠ possibilità	
 ﾠd i 	
 ﾠp r e v e d e r e 	
 ﾠq u a l i 	
 ﾠ
possono	
 ﾠessere	
 ﾠle	
 ﾠconseguenze	
 ﾠdi	
 ﾠun	
 ﾠincidente	
 ﾠa	
 ﾠlivello	
 ﾠdi	
 ﾠcomorbidità,	
 ﾠsopravvivenza	
 ﾠe	
 ﾠdurata	
 ﾠdella	
 ﾠ
degenza	
 ﾠnei	
 ﾠreparti	
 ﾠdi	
 ﾠrianimazione	
 ﾠo	
 ﾠdi	
 ﾠterapia	
 ﾠintensiva.	
 ﾠIn	
 ﾠquesto	
 ﾠmodo	
 ﾠsi	
 ﾠotterrebbe	
 ﾠuna	
 ﾠstima	
 ﾠ
dei	
 ﾠcosti	
 ﾠper	
 ﾠil	
 ﾠsistema	
 ﾠsanitario	
 ﾠsia	
 ﾠin	
 ﾠambito	
 ﾠlocale	
 ﾠche	
 ﾠterritoriale,	
 ﾠnell'ottica	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠsistema	
 ﾠ
sanitario	
 ﾠnazionale	
 ﾠretribuisce	
 ﾠle	
 ﾠaziende	
 ﾠospedaliere	
 ﾠattraverso	
 ﾠil	
 ﾠcalcolo	
 ﾠdei	
 ﾠDRG	
 ﾠbasato	
 ﾠsu	
 ﾠschemi	
 ﾠ
di	
 ﾠcosto	
 ﾠassicurativo	
 ﾠcorrelato	
 ﾠalla	
 ﾠpatologia.	
 ﾠNe	
 ﾠconsegue	
 ﾠche	
 ﾠun	
 ﾠregistro	
 ﾠordinato	
 ﾠe	
 ﾠben	
 ﾠcompilato	
 ﾠ
focalizzato	
 ﾠad	
 ﾠun	
 ﾠindice	
 ﾠpredittivo,	
 ﾠporta	
 ﾠad	
 ﾠuna	
 ﾠstima	
 ﾠottimale	
 ﾠdi	
 ﾠquelle	
 ﾠche	
 ﾠsaranno	
 ﾠle	
 ﾠrisorse	
 ﾠ
impiegate	
 ﾠ dai	
 ﾠ reparti	
 ﾠ nel	
 ﾠ trattamento	
 ﾠ dei	
 ﾠ traumatizzati	
 ﾠ e	
 ﾠ possa	
 ﾠ offrire	
 ﾠ indici	
 ﾠ per	
 ﾠ avvallare	
 ﾠ
ulteriormente	
 ﾠ con	
 ﾠ risultati	
 ﾠ 	
 ﾠ auspicabili	
 ﾠ le	
 ﾠ decisioni	
 ﾠc l i n i c h e ,	
 ﾠt a l v o l t a 	
 ﾠe s t r e m a m e n t e 	
 ﾠc r i t iche	
 ﾠe 	
 ﾠ
rischiose.	
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Capitolo 3 
	
 ﾠ
Trasfusioni Massive 
 
 
Introduzione	
 ﾠ
Il	
 ﾠtrauma	
 ﾠè	
 ﾠla	
 ﾠprincipale	
 ﾠcausa	
 ﾠdi	
 ﾠmorte	
 ﾠper	
 ﾠpersone	
 ﾠsotto	
 ﾠi	
 ﾠ40	
 ﾠanni	
 ﾠe	
 ﾠ	
 ﾠle	
 ﾠemorragie	
 ﾠcritiche	
 ﾠ
sono	
 ﾠla	
 ﾠmaggior	
 ﾠcausa	
 ﾠdi	
 ﾠmortalità	
 ﾠnei	
 ﾠtraumi	
 ﾠin	
 ﾠambito	
 ﾠcivile	
 ﾠche	
 ﾠmilitare.	
 ﾠLa	
 ﾠmorte	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠ
dissanguamento	
 ﾠin	
 ﾠgenere	
 ﾠarriva	
 ﾠrapidamente,	
 ﾠtipicamente	
 ﾠintorno	
 ﾠalle	
 ﾠprime	
 ﾠ6	
 ﾠ	
 ﾠo	
 ﾠ12	
 ﾠore	
 ﾠdopo	
 ﾠ
l’infortunio.	
 ﾠCirca	
 ﾠil	
 ﾠ10	
 ﾠ%	
 ﾠdi	
 ﾠtutti	
 ﾠi	
 ﾠpazienti	
 ﾠtraumatizzati	
 ﾠsono	
 ﾠtrasfusi	
 ﾠcon	
 ﾠuna	
 ﾠo	
 ﾠpiù	
 ﾠunità	
 ﾠdi	
 ﾠsangue	
 ﾠe	
 ﾠ
più	
 ﾠdel	
 ﾠ30%	
 ﾠdi	
 ﾠquesti	
 ﾠrichiede	
 ﾠl’intervento	
 ﾠdi	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠ(MT),	
 ﾠche	
 ﾠè	
 ﾠdefinita	
 ﾠcome	
 ﾠla	
 ﾠ
trasfusione	
 ﾠdi	
 ﾠ10	
 ﾠo	
 ﾠpiù	
 ﾠunità	
 ﾠdi	
 ﾠsangue	
 ﾠintero	
 ﾠnelle	
 ﾠprime	
 ﾠ24	
 ﾠore.	
 ﾠ
Le	
 ﾠtrasfusioni	
 ﾠpossono	
 ﾠessere	
 ﾠnecessarie	
 ﾠper	
 ﾠmigliorare	
 ﾠla	
 ﾠriorganizzazione	
 ﾠdei	
 ﾠtessuti:	
 ﾠdiversi	
 ﾠ
studi	
 ﾠ[6][7][8]hanno	
 ﾠtuttavia	
 ﾠmostrato	
 ﾠche	
 ﾠle	
 ﾠtrasfusioni	
 ﾠdi	
 ﾠsangue	
 ﾠsono	
 ﾠassociate	
 ﾠa	
 ﾠbasse	
 ﾠpercentuali	
 ﾠ
di	
 ﾠ outcome	
 ﾠ positivo	
 ﾠ e	
 ﾠ un	
 ﾠ aumentato	
 ﾠ rischio	
 ﾠ di	
 ﾠ infezione,	
 ﾠ edemi	
 ﾠ polmonari	
 ﾠ acuti	
 ﾠ e	
 ﾠ sindromi	
 ﾠ da	
 ﾠ
distress	
 ﾠpolmonare,	
 ﾠsospensione	
 ﾠdella	
 ﾠfunzionalità	
 ﾠorganica	
 ﾠin	
 ﾠpiù	
 ﾠsedi	
 ﾠsistemiche	
 ﾠe	
 ﾠmorte.	
 ﾠ
La	
 ﾠcapacità	
 ﾠdi	
 ﾠdecidere	
 ﾠin	
 ﾠtempi	
 ﾠbrevi	
 ﾠdella	
 ﾠnecessità	
 ﾠin	
 ﾠun	
 ﾠpaziente	
 ﾠdi	
 ﾠeffettuare	
 ﾠtrasfusioni	
 ﾠ
massive	
 ﾠè	
 ﾠla	
 ﾠbase	
 ﾠper	
 ﾠpermettere	
 ﾠuna	
 ﾠrapida	
 ﾠcorrezione	
 ﾠdei	
 ﾠpiù	
 ﾠcomuni	
 ﾠproblemi	
 ﾠematici	
 ﾠindotti	
 ﾠnei	
 ﾠ
traumi	
 ﾠe	
 ﾠrelativi	
 ﾠalla	
 ﾠcoagulopatia,	
 ﾠacidosi	
 ﾠe	
 ﾠipotermia.	
 ﾠLa	
 ﾠrapidità	
 ﾠpermette	
 ﾠuna	
 ﾠvalida	
 ﾠmobilitazione	
 ﾠ
dalle	
 ﾠbanche	
 ﾠdel	
 ﾠsangue,	
 ﾠanche	
 ﾠin	
 ﾠluoghi	
 ﾠdove	
 ﾠle	
 ﾠstrutture	
 ﾠsanitarie	
 ﾠsono	
 ﾠmeno	
 ﾠsviluppate,	
 ﾠcon	
 ﾠuna	
 ﾠ
preparazione	
 ﾠdell’approvvigionamento	
 ﾠematico	
 ﾠin	
 ﾠtempi	
 ﾠbrevi.	
 ﾠ
	
 ﾠ
3.1	
 ﾠTrasfusioni	
 ﾠnei	
 ﾠtraumi	
 ﾠ
La	
 ﾠtrasfusione	
 ﾠè	
 ﾠla	
 ﾠtrasmissione	
 ﾠdi	
 ﾠsangue	
 ﾠda	
 ﾠun	
 ﾠorganismo	
 ﾠdetto	
 ﾠdonatore	
 ﾠad	
 ﾠun	
 ﾠaltro	
 ﾠdetto	
 ﾠ
ricevente.	
 ﾠDeve	
 ﾠessere	
 ﾠconsiderata	
 ﾠuna	
 ﾠterapia	
 ﾠatta	
 ﾠa	
 ﾠsostituire	
 ﾠil	
 ﾠsangue	
 ﾠperduto	
 ﾠin	
 ﾠtoto	
 ﾠo	
 ﾠin	
 ﾠalcune	
 ﾠ
sue	
 ﾠcomponenti,	
 ﾠin	
 ﾠattesa	
 ﾠche	
 ﾠvenga	
 ﾠrisolta	
 ﾠla	
 ﾠsituazione	
 ﾠpatologica	
 ﾠche	
 ﾠha	
 ﾠportato	
 ﾠalla	
 ﾠperdita.	
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Sotto	
 ﾠcerti	
 ﾠaspetti	
 ﾠpuò	
 ﾠessere	
 ﾠconsiderata	
 ﾠcome	
 ﾠun	
 ﾠtrapianto	
 ﾠe	
 ﾠcome	
 ﾠtale	
 ﾠpuò	
 ﾠdare	
 ﾠfenomeni	
 ﾠgravi	
 ﾠdi	
 ﾠ
incompatibilità	
 ﾠconosciuti	
 ﾠcome	
 ﾠreazioni	
 ﾠtrasfusionali.	
 ﾠI	
 ﾠcasi	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠpratica	
 ﾠpiù	
 ﾠfrequentemente	
 ﾠ
sono:	
 ﾠ
•  emorragie	
 ﾠacute	
 ﾠpost	
 ﾠtraumatiche;	
 ﾠ
•  ustioni;	
 ﾠ
•  interventi	
 ﾠchirurgici;	
 ﾠ
•  trapianti	
 ﾠd'organo;	
 ﾠ
•  parto;	
 ﾠ
•  emorragie	
 ﾠdi	
 ﾠtipo	
 ﾠorganico	
 ﾠ(anemie,	
 ﾠtalassemia,	
 ﾠleucemie,	
 ﾠlinfomi,	
 ﾠneoplasie,	
 ﾠ
emofilia,	
 ﾠecc.);	
 ﾠ
•  carenze	
 ﾠdi	
 ﾠcomponenti	
 ﾠdel	
 ﾠplasma	
 ﾠ(albumina,	
 ﾠfibrinogeno,	
 ﾠfattori	
 ﾠdella	
 ﾠcoagulazione	
 ﾠ
o	
 ﾠaltri	
 ﾠfattori	
 ﾠplasmatici).	
 ﾠ
Nel	
 ﾠcaso	
 ﾠdi	
 ﾠtrauma	
 ﾠgrave,	
 ﾠin	
 ﾠcui	
 ﾠsia	
 ﾠin	
 ﾠcorso	
 ﾠuna	
 ﾠforte	
 ﾠemorragia,	
 ﾠla	
 ﾠterapia	
 ﾠtrasfusionale	
 ﾠè	
 ﾠ
necessaria	
 ﾠ per	
 ﾠ la	
 ﾠ sopravvivenza	
 ﾠ dei	
 ﾠ pazienti:	
 ﾠ in	
 ﾠ America	
 ﾠ il	
 ﾠ 15	
 ﾠ %	
 ﾠ dei	
 ﾠ quasi	
 ﾠ 12.000.000	
 ﾠ di	
 ﾠ sacche	
 ﾠ
trasfuse	
 ﾠogni	
 ﾠanno	
 ﾠviene	
 ﾠutilizzato	
 ﾠper	
 ﾠil	
 ﾠtrattamento	
 ﾠdi	
 ﾠpazienti	
 ﾠtraumatizzati[10].	
 ﾠ
Tra	
 ﾠ le	
 ﾠ principali	
 ﾠ cause	
 ﾠ di	
 ﾠ morte	
 ﾠ collaterali	
 ﾠ al	
 ﾠ trauma	
 ﾠ stesso	
 ﾠ in	
 ﾠ un	
 ﾠ episodio	
 ﾠ di	
 ﾠ infortunio	
 ﾠ
traumatico	
 ﾠvi	
 ﾠè	
 ﾠinfatti	
 ﾠil	
 ﾠdissanguamento:	
 ﾠdi	
 ﾠfatto	
 ﾠle	
 ﾠforti	
 ﾠemorragie	
 ﾠrappresentano	
 ﾠuna	
 ﾠpossibile	
 ﾠ
complicazione	
 ﾠ	
 ﾠnel	
 ﾠsoccorso	
 ﾠdel	
 ﾠpaziente,	
 ﾠvista	
 ﾠanche	
 ﾠla	
 ﾠrapidità	
 ﾠcon	
 ﾠcui	
 ﾠle	
 ﾠcondizioni	
 ﾠpeggiorano,	
 ﾠ
richiedendo	
 ﾠla	
 ﾠmassima	
 ﾠcelerità	
 ﾠnell’	
 ﾠintervento.	
 ﾠ
Particolare	
 ﾠ attenzione	
 ﾠ deve	
 ﾠ avere	
 ﾠ il	
 ﾠ personale	
 ﾠ di	
 ﾠ soccorso	
 ﾠ nell’individuare	
 ﾠ il	
 ﾠ tipo	
 ﾠ di	
 ﾠ
emorragia,	
 ﾠl’origine	
 ﾠdi	
 ﾠquesta	
 ﾠe	
 ﾠle	
 ﾠpossibili	
 ﾠcomplicazioni	
 ﾠad	
 ﾠessa	
 ﾠlegate:	
 ﾠa)	
 ﾠquelle	
 ﾠesterne	
 ﾠsono	
 ﾠben	
 ﾠ
visibili,	
 ﾠ perciò	
 ﾠ facilmente	
 ﾠ correlabili	
 ﾠ all’origine	
 ﾠ della	
 ﾠ perdita	
 ﾠ ematica	
 ﾠ e	
 ﾠ al	
 ﾠ quantitativo	
 ﾠ di	
 ﾠ sangue	
 ﾠ
perso;	
 ﾠ b)	
 ﾠ quelle	
 ﾠ interne	
 ﾠ sono	
 ﾠ di	
 ﾠ più	
 ﾠ difficile	
 ﾠ inquadramento,	
 ﾠ per	
 ﾠ le	
 ﾠ diverse	
 ﾠ cause	
 ﾠ non	
 ﾠ sempre	
 ﾠ
direttamente	
 ﾠ correlabili	
 ﾠ al	
 ﾠ trauma,	
 ﾠ ma	
 ﾠ a	
 ﾠ quelle	
 ﾠ patologie	
 ﾠ intercorse	
 ﾠ a	
 ﾠ seguito	
 ﾠ dell’infortunio,	
 ﾠ di	
 ﾠ
difficile	
 ﾠrilevamento	
 ﾠin	
 ﾠsituazioni	
 ﾠdi	
 ﾠemergenza.	
 ﾠ
La	
 ﾠgestione	
 ﾠdi	
 ﾠun	
 ﾠsanguinamento	
 ﾠcritico	
 ﾠsi	
 ﾠbasa	
 ﾠquindi	
 ﾠsulla	
 ﾠdiagnosi	
 ﾠprecoce,	
 ﾠsul	
 ﾠpossibile	
 ﾠ
rapido	
 ﾠcontrollo	
 ﾠdella	
 ﾠfonte	
 ﾠdi	
 ﾠsanguinamento	
 ﾠe	
 ﾠsul	
 ﾠtentativo	
 ﾠdi	
 ﾠreintegro	
 ﾠdel	
 ﾠvolume	
 ﾠdi	
 ﾠsangue	
 ﾠ
circolante.	
 ﾠ	
 ﾠ	
 ﾠ
3.1.1	
 ﾠEmorragie	
 ﾠcritiche	
 ﾠe	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠ
Il	
 ﾠ termine	
 ﾠ di	
 ﾠ emorragia	
 ﾠ grave,	
 ﾠ o	
 ﾠ critica,	
 ﾠ è	
 ﾠ indicativo	
 ﾠ di	
 ﾠ uno	
 ﾠ scenario	
 ﾠ clinico	
 ﾠ tale	
 ﾠ 	
 ﾠ da	
 ﾠ
aumentare	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠalta	
 ﾠmorbidlità	
 ﾠe	
 ﾠmortalità	
 ﾠdel	
 ﾠpaziente.	
 ﾠGeneralmente	
 ﾠsi	
 ﾠcaratterizza	
 ﾠper	
 ﾠil	
 ﾠ
volume	
 ﾠdi	
 ﾠsangue	
 ﾠcoinvolto,	
 ﾠper	
 ﾠla	
 ﾠvasta	
 ﾠarea	
 ﾠdel	
 ﾠcorpo	
 ﾠinteressata,	
 ﾠo,	
 ﾠper	
 ﾠaree	
 ﾠlimitate,	
 ﾠin	
 ﾠuna	
 ﾠsede	
 ﾠ
corporea	
 ﾠestremamente	
 ﾠcritica	
 ﾠo	
 ﾠdifficilmente	
 ﾠindividuabile.	
 ﾠ	
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A	
 ﾠseguito	
 ﾠdi	
 ﾠun	
 ﾠtrauma	
 ﾠle	
 ﾠmisure	
 ﾠdi	
 ﾠemergenza	
 ﾠdurante	
 ﾠil	
 ﾠsoccorso	
 ﾠpossono	
 ﾠaumentare	
 ﾠi	
 ﾠ
disordini	
 ﾠ coagulativi	
 ﾠ a	
 ﾠ causa	
 ﾠ della	
 ﾠ diluizione	
 ﾠ ematica	
 ﾠ e	
 ﾠ della	
 ﾠ riduzione	
 ﾠ delle	
 ﾠ piastrine,	
 ﾠ con	
 ﾠ un	
 ﾠ
ulteriore	
 ﾠ rischio	
 ﾠ di	
 ﾠ ipotermia,	
 ﾠ rendendo	
 ﾠ indispensabile	
 ﾠ recuperare	
 ﾠ il	
 ﾠ volume	
 ﾠ ematico	
 ﾠ con	
 ﾠ rapide	
 ﾠ
trasfusioni	
 ﾠdi	
 ﾠgrandi	
 ﾠquantitativi	
 ﾠdi	
 ﾠsangue.	
 ﾠ
Viene	
 ﾠdefinita	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠl’apporto	
 ﾠdi	
 ﾠ	
 ﾠ1	
 ﾠvolume	
 ﾠdi	
 ﾠsangue	
 ﾠnelle	
 ﾠ24	
 ﾠore	
 ﾠe	
 ﾠquindi	
 ﾠ
10	
 ﾠU	
 ﾠdi	
 ﾠsangue	
 ﾠintero	
 ﾠin	
 ﾠun	
 ﾠuomo	
 ﾠadulto	
 ﾠdi	
 ﾠ70	
 ﾠkg.	
 ﾠAltre	
 ﾠdefinizioni	
 ﾠindicano	
 ﾠil	
 ﾠripristino	
 ﾠdi	
 ﾠmetà	
 ﾠ
dell’intero	
 ﾠvolume	
 ﾠematico	
 ﾠnelle	
 ﾠ4	
 ﾠore	
 ﾠseguenti	
 ﾠad	
 ﾠuna	
 ﾠperdita	
 ﾠdi	
 ﾠ150	
 ﾠml	
 ﾠa	
 ﾠminuto.	
 ﾠ
Una	
 ﾠvolta	
 ﾠdeterminata	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠeffettuare	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠverrà	
 ﾠdato	
 ﾠil	
 ﾠvia	
 ﾠad	
 ﾠ
un	
 ﾠprotocollo	
 ﾠdi	
 ﾠprocedure	
 ﾠurgenti	
 ﾠbasate	
 ﾠsulla	
 ﾠstima	
 ﾠdel	
 ﾠsangue	
 ﾠperso	
 ﾠe	
 ﾠdelle	
 ﾠcondizioni	
 ﾠematiche	
 ﾠ
del	
 ﾠpaziente	
 ﾠda	
 ﾠparte	
 ﾠdel	
 ﾠmedico	
 ﾠsoccorritore,	
 ﾠattivando	
 ﾠi	
 ﾠlaboratori	
 ﾠtrasfusionali	
 ﾠospedalieri	
 ﾠper	
 ﾠ
ottenere	
 ﾠla	
 ﾠtrasfusione	
 ﾠdelle	
 ﾠnecessarie	
 ﾠunità	
 ﾠdi	
 ﾠemazie	
 ﾠe	
 ﾠdi	
 ﾠplasma,	
 ﾠdopo	
 ﾠl’adeguato	
 ﾠcontrollo	
 ﾠdel	
 ﾠ
sangue.	
 ﾠ	
 ﾠ
3.1.2	
 ﾠComplicazioni	
 ﾠlegate	
 ﾠalle	
 ﾠtrasfusioni	
 ﾠ
	
 ﾠ Vari	
 ﾠrischi	
 ﾠpossono	
 ﾠessere	
 ﾠassociati	
 ﾠalla	
 ﾠterapia	
 ﾠtrasfusionale,	
 ﾠche	
 ﾠin	
 ﾠsituazioni	
 ﾠdi	
 ﾠemergenza	
 ﾠ
deve	
 ﾠessere	
 ﾠattentamente	
 ﾠsoppesata,	
 ﾠdata	
 ﾠl’urgenza	
 ﾠed	
 ﾠil	
 ﾠpoco	
 ﾠtempo	
 ﾠa	
 ﾠdisposizione,	
 ﾠconsiderando	
 ﾠ
danni	
 ﾠe	
 ﾠbenefici	
 ﾠin	
 ﾠmomenti	
 ﾠin	
 ﾠcui	
 ﾠè	
 ﾠin	
 ﾠgioco	
 ﾠla	
 ﾠsopravvivenza	
 ﾠstessa	
 ﾠdel	
 ﾠpaziente.	
 ﾠ	
 ﾠ
COMPLICANZE	
 ﾠIMMEDIATE	
 ﾠ
	
 ﾠ È	
 ﾠimportante	
 ﾠmonitorare	
 ﾠil	
 ﾠpaziente,	
 ﾠattentamente	
 ﾠIn	
 ﾠoccasione	
 ﾠdi	
 ﾠogni	
 ﾠtrasfusione	
 ﾠdi	
 ﾠsangue	
 ﾠ
specialmente	
 ﾠdurante	
 ﾠi	
 ﾠ primi	
 ﾠ 10-ﾭ‐15	
 ﾠminuti	
 ﾠdi	
 ﾠinfusione,	
 ﾠ proprio	
 ﾠ per	
 ﾠ rilevare	
 ﾠtempestivamente	
 ﾠe	
 ﾠ
precocemente	
 ﾠ i	
 ﾠ segni	
 ﾠ clinici	
 ﾠ di	
 ﾠ reazione.	
 ﾠ Molte	
 ﾠr e a z i o n i , 	
 ﾠc h e 	
 ﾠi n 	
 ﾠa l c u n i 	
 ﾠc a s i 	
 ﾠp o s s o n o 	
 ﾠm e t t e r e 	
 ﾠa 	
 ﾠ
repentaglio	
 ﾠla	
 ﾠvita	
 ﾠdel	
 ﾠpaziente,	
 ﾠrichiedono	
 ﾠun	
 ﾠintervento	
 ﾠtempestivo	
 ﾠadeguato,	
 ﾠanche	
 ﾠse	
 ﾠin	
 ﾠreparti	
 ﾠdi	
 ﾠ
terapia	
 ﾠintensiva	
 ﾠo	
 ﾠdi	
 ﾠrianimazione	
 ﾠil	
 ﾠpaziente	
 ﾠè	
 ﾠsempre	
 ﾠstrettamente	
 ﾠmonitorato.	
 ﾠLe	
 ﾠprincipali	
 ﾠsono	
 ﾠ
le	
 ﾠseguenti:	
 ﾠ
• 	
 ﾠEmolisi	
 ﾠintravascolare	
 ﾠacuta.	
 ﾠSi	
 ﾠtratta	
 ﾠdi	
 ﾠuna	
 ﾠcomplicanza	
 ﾠrara,	
 ﾠma	
 ﾠpotenzialmente	
 ﾠletale, 	
 ﾠ
dovuta	
 ﾠalla	
 ﾠreazione	
 ﾠfra	
 ﾠantigeni	
 ﾠpresenti	
 ﾠsui	
 ﾠglobuli	
 ﾠrossi	
 ﾠtrasfusi	
 ﾠe	
 ﾠanticorpi	
 ﾠdel	
 ﾠricevente,	
 ﾠ
dovuta	
 ﾠa 	
 ﾠs o m m i n i s t r a z i o n e 	
 ﾠd i 	
 ﾠs a n g u e 	
 ﾠA B O	
 ﾠ incompatibile.	
 ﾠ La	
 ﾠ lisi	
 ﾠ delle	
 ﾠ emazie	
 ﾠ ABO	
 ﾠ
incompatibili,	
 ﾠconduce	
 ﾠa	
 ﾠshock,	
 ﾠcoagulazione	
 ﾠintravasale	
 ﾠdiffusa	
 ﾠ(CID)	
 ﾠe	
 ﾠdanno	
 ﾠrenale	
 ﾠcon	
 ﾠ
emoglobinuria.	
 ﾠAll'origine	
 ﾠdi	
 ﾠqueste	
 ﾠreazioni	
 ﾠè	
 ﾠquasi	
 ﾠsempre	
 ﾠun	
 ﾠerrore	
 ﾠumano:	
 ﾠil	
 ﾠcampione	
 ﾠdi	
 ﾠ
sangue	
 ﾠutilizzato	
 ﾠper	
 ﾠi	
 ﾠtest	
 ﾠnon	
 ﾠproviene	
 ﾠdal	
 ﾠpaziente	
 ﾠsottoposto	
 ﾠa	
 ﾠtrasfusione,	
 ﾠil	
 ﾠsangue	
 ﾠ
viene	
 ﾠtrasfuso	
 ﾠal	
 ﾠpaziente	
 ﾠsbagliato,	
 ﾠla	
 ﾠtipizzazione	
 ﾠdel	
 ﾠcampione	
 ﾠè	
 ﾠerrata.	
 ﾠPoiché	
 ﾠla	
 ﾠreazione	
 ﾠ
può	
 ﾠ esordire	
 ﾠ con	
 ﾠ un	
 ﾠ semplice	
 ﾠ rialzo	
 ﾠ termico,	
 ﾠ risulta	
 ﾠ talora	
 ﾠ difficile	
 ﾠ distinguere	
 ﾠ
tempestivamente	
 ﾠ una	
 ﾠ reazione	
 ﾠ trasfusionale	
 ﾠ di	
 ﾠ lieve	
 ﾠ entità	
 ﾠ da	
 ﾠ una	
 ﾠ reazione	
 ﾠ emolitica	
 ﾠ
intravascolare	
 ﾠben	
 ﾠpiù	
 ﾠtemibile.	
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• Reazioni	
 ﾠfebbrili.	
 ﾠLa	
 ﾠfebbre	
 ﾠpuò	
 ﾠpresentarsi	
 ﾠin	
 ﾠmolti	
 ﾠtipi	
 ﾠdi	
 ﾠreazioni	
 ﾠtrasfusionali	
 ﾠe	
 ﾠpuò	
 ﾠessere	
 ﾠil	
 ﾠ
primo	
 ﾠsegno	
 ﾠdi	
 ﾠuna	
 ﾠgrave	
 ﾠreazione	
 ﾠemolitica.	
 ﾠLe	
 ﾠreazioni	
 ﾠfebbrili,	
 ﾠtuttavia,	
 ﾠsono	
 ﾠdi	
 ﾠsolito	
 ﾠ
dovute	
 ﾠad	
 ﾠanticorpi	
 ﾠdiretti	
 ﾠcontro	
 ﾠantigeni	
 ﾠleucocitari	
 ﾠo	
 ﾠpiastrinici.	
 ﾠ	
 ﾠ
• Contaminazione	
 ﾠbatterica.	
 ﾠLa	
 ﾠreazione	
 ﾠfebbrile	
 ﾠpuò	
 ﾠessere	
 ﾠcausata	
 ﾠanche	
 ﾠda	
 ﾠcontaminazione	
 ﾠ
batterica	
 ﾠ della	
 ﾠ sacca.	
 ﾠ Tale	
 ﾠ reazione,	
 ﾠ dovuta	
 ﾠ per	
 ﾠ lo	
 ﾠ più	
 ﾠ a	
 ﾠ endotossine	
 ﾠ batteriche,	
 ﾠ è	
 ﾠ
caratterizzata	
 ﾠ da	
 ﾠ febbre	
 ﾠ alta,	
 ﾠ shock,	
 ﾠ emoglobinuria,	
 ﾠ CID	
 ﾠe 	
 ﾠi n s u f f i c i e n z a 	
 ﾠr e n a l e , 	
 ﾠs p e s s o 	
 ﾠ
associati	
 ﾠa	
 ﾠcrampi	
 ﾠaddominali,	
 ﾠdiarrea,	
 ﾠvomito,	
 ﾠdolori	
 ﾠmuscolari.	
 ﾠ	
 ﾠ
• Reazione	
 ﾠallergica.	
 ﾠLe	
 ﾠreazioni	
 ﾠallergiche	
 ﾠsono	
 ﾠcausate	
 ﾠda	
 ﾠanticorpi	
 ﾠdiretti	
 ﾠcontro	
 ﾠproteine	
 ﾠ
plasmatiche.	
 ﾠI	
 ﾠsegni	
 ﾠed	
 ﾠi	
 ﾠsintomi	
 ﾠpossono	
 ﾠvariare	
 ﾠda	
 ﾠmanifestazioni	
 ﾠcutanee	
 ﾠlocalizzate	
 ﾠcome	
 ﾠ
orticaria,	
 ﾠpomfi	
 ﾠe	
 ﾠprurito,	
 ﾠfino	
 ﾠa	
 ﾠreazioni	
 ﾠanafilattiche	
 ﾠsistemiche	
 ﾠcon	
 ﾠbroncospasmo.	
 ﾠ	
 ﾠ
• Sovraccarico	
 ﾠ circolatorio.	
 ﾠ Il	
 ﾠ sovraccarico	
 ﾠ circolatorio,	
 ﾠ o	
 ﾠ ipervolemia,	
 ﾠs i 	
 ﾠp r e s e n t a 	
 ﾠq u a n d o 	
 ﾠs i 	
 ﾠ
somministra	
 ﾠuna	
 ﾠeccessiva	
 ﾠquantità	
 ﾠdi	
 ﾠemocomponenti,	
 ﾠo	
 ﾠse	
 ﾠla	
 ﾠtrasfusione	
 ﾠè	
 ﾠtroppo	
 ﾠrapida.	
 ﾠ
Si	
 ﾠ manifesta	
 ﾠ con	
 ﾠ mal	
 ﾠ di	
 ﾠ testa,	
 ﾠ difficoltà	
 ﾠ respiratoria,	
 ﾠ insufficienza	
 ﾠ cardiaca	
 ﾠ congestizia,	
 ﾠ
incremento	
 ﾠdella	
 ﾠpressione	
 ﾠarteriosa	
 ﾠdi	
 ﾠ50mm	
 ﾠHg	
 ﾠe	
 ﾠcianosi.	
 ﾠI	
 ﾠsintomi	
 ﾠdi	
 ﾠsolito	
 ﾠmigliorano	
 ﾠse	
 ﾠ
si	
 ﾠsospende	
 ﾠla	
 ﾠtrasfusione	
 ﾠe	
 ﾠse	
 ﾠal	
 ﾠpaziente,	
 ﾠvengono	
 ﾠsomministrati	
 ﾠossigeno	
 ﾠe	
 ﾠdiuretici	
 ﾠper	
 ﾠ
rimuovere	
 ﾠ l'eccesso	
 ﾠ di	
 ﾠ liquidi.	
 ﾠN e l l a 	
 ﾠterapia	
 ﾠ trasfusionale	
 ﾠ post	
 ﾠ traumatica,	
 ﾠe 	
 ﾠin	
 ﾠ caso	
 ﾠ di	
 ﾠ
elevate	
 ﾠquantità	
 ﾠdi	
 ﾠsangue	
 ﾠtrasfuso,	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠcomplicazioni	
 ﾠpiù	
 ﾠconsiderate.	
 ﾠ	
 ﾠ
• Transfusion	
 ﾠ Related	
 ﾠ Acute	
 ﾠ Lung	
 ﾠ Injury	
 ﾠ (TRALI).	
 ﾠ Con	
 ﾠ la	
 ﾠ trasfusione	
 ﾠ vi	
 ﾠ può	
 ﾠ essere	
 ﾠ la	
 ﾠ
somministrazione	
 ﾠ passiva	
 ﾠ di	
 ﾠ anticorpi	
 ﾠ anti-ﾭ‐leucocitari	
 ﾠ (leucoagglutinine)	
 ﾠ diretti	
 ﾠ contro	
 ﾠi 	
 ﾠ
leucociti	
 ﾠdel	
 ﾠricevente	
 ﾠprovocando	
 ﾠreazioni	
 ﾠpolmonari	
 ﾠcome	
 ﾠl’edema	
 ﾠpolmonare	
 ﾠacuto.	
 ﾠI	
 ﾠ
sintomi	
 ﾠsono	
 ﾠdispnea,	
 ﾠipossia,	
 ﾠipotensione,	
 ﾠfebbre	
 ﾠed	
 ﾠedema	
 ﾠpolmonare	
 ﾠbilaterale,	
 ﾠdurante	
 ﾠ
la	
 ﾠtrasfusione	
 ﾠo	
 ﾠentro	
 ﾠpoche	
 ﾠore	
 ﾠdal	
 ﾠsuo	
 ﾠinizio.	
 ﾠ	
 ﾠ
• Emolisi	
 ﾠnon	
 ﾠimmune.	
 ﾠUn’emolisi	
 ﾠmeccanica	
 ﾠdegli	
 ﾠeritrociti	
 ﾠtrasfusi,	
 ﾠdovuta	
 ﾠad	
 ﾠun	
 ﾠeccessivo	
 ﾠ
traumatismo,	
 ﾠsi	
 ﾠpuò	
 ﾠavere	
 ﾠcon	
 ﾠvalvole	
 ﾠcardiache	
 ﾠdi	
 ﾠtipo	
 ﾠmeccanico	
 ﾠo	
 ﾠcon	
 ﾠla	
 ﾠcircolazione	
 ﾠ
extra-ﾭ‐corporea.	
 ﾠ Raramente	
 ﾠ la	
 ﾠ sintomatologia	
 ﾠ si	
 ﾠ manifesta	
 ﾠ in	
 ﾠ modo	
 ﾠ così	
 ﾠ critico	
 ﾠ come	
 ﾠ
nell'emolisi	
 ﾠimmune,	
 ﾠanche	
 ﾠse	
 ﾠsi	
 ﾠpuò	
 ﾠriscontrare	
 ﾠemoglobinuria.	
 ﾠ	
 ﾠ
• Reazioni	
 ﾠavverse	
 ﾠda	
 ﾠImmunoglobuline.	
 ﾠSi	
 ﾠpresenta	
 ﾠcome	
 ﾠgrave	
 ﾠshock	
 ﾠanafilattico	
 ﾠin	
 ﾠseguito	
 ﾠ
all’infusione	
 ﾠdi	
 ﾠsostanze	
 ﾠproteiche	
 ﾠe	
 ﾠdi	
 ﾠIgA,	
 ﾠin	
 ﾠsoggetti	
 ﾠcon	
 ﾠdeficit	
 ﾠcongenito	
 ﾠdi	
 ﾠIgA.	
 ﾠ	
 ﾠ
COMPLICANZE	
 ﾠTARDIVE	
 ﾠ
	
 ﾠ Gli	
 ﾠeffetti	
 ﾠsfavorevoli	
 ﾠdella	
 ﾠtrasfusione	
 ﾠpossono	
 ﾠpresentarsi	
 ﾠin	
 ﾠun	
 ﾠarco	
 ﾠdi	
 ﾠtempo	
 ﾠche	
 ﾠva	
 ﾠda	
 ﾠ
alcuni	
 ﾠgiorni	
 ﾠa	
 ﾠdiversi	
 ﾠanni;	
 ﾠè	
 ﾠimportante	
 ﾠperciò	
 ﾠessere	
 ﾠconsapevoli	
 ﾠdegli	
 ﾠeffetti	
 ﾠtardivi	
 ﾠdella	
 ﾠterapia	
 ﾠ
trasfusionale,	
 ﾠper	
 ﾠpoterli	
 ﾠpoi	
 ﾠriconoscere	
 ﾠed	
 ﾠeventualmente	
 ﾠevitare.	
 ﾠ
• Alloimmunizzazione	
 ﾠ post-ﾭ‐trasfusionale.	
 ﾠ Pregresse	
 ﾠ trasfusioni	
 ﾠ possono	
 ﾠ determinare	
 ﾠ
immunizzazione,	
 ﾠovvero	
 ﾠcomparsa	
 ﾠdi	
 ﾠanticorpi	
 ﾠrivolti	
 ﾠverso	
 ﾠgli	
 ﾠantigeni	
 ﾠeritrocitari	
 ﾠo	
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piastrinici	
 ﾠ o	
 ﾠ verso	
 ﾠ gli	
 ﾠ antigeni	
 ﾠ delle	
 ﾠ proteine	
 ﾠ plasmatiche	
 ﾠ e	
 ﾠ delle	
 ﾠ Immunoglobuline.	
 ﾠ Gli	
 ﾠ
anticorpi	
 ﾠeritrocitari	
 ﾠcompaiono,	
 ﾠin	
 ﾠgenere,	
 ﾠdopo	
 ﾠalcune	
 ﾠsettimane	
 ﾠo	
 ﾠmesi	
 ﾠdalla	
 ﾠtrasfusione	
 ﾠ
di	
 ﾠemazie,	
 ﾠe	
 ﾠraramente	
 ﾠemolizzano	
 ﾠle	
 ﾠemazie	
 ﾠtrasfuse	
 ﾠancora	
 ﾠcircolanti.	
 ﾠSe	
 ﾠnon	
 ﾠidentificati,	
 ﾠ
possono	
 ﾠcreare	
 ﾠproblemi	
 ﾠnelle	
 ﾠsuccessive	
 ﾠtrasfusioni.	
 ﾠ	
 ﾠ
• Emolisi	
 ﾠextravascolare.	
 ﾠLa	
 ﾠpresenza	
 ﾠdi	
 ﾠanticorpi	
 ﾠspecifici,	
 ﾠin	
 ﾠpazienti	
 ﾠsensibilizzati	
 ﾠda	
 ﾠtrasfusioni	
 ﾠ
avute	
 ﾠin	
 ﾠpassato	
 ﾠo	
 ﾠda	
 ﾠprecedenti	
 ﾠgravidanze,	
 ﾠpuò	
 ﾠportare	
 ﾠalla	
 ﾠdistruzione	
 ﾠdelle	
 ﾠnuove	
 ﾠemazie	
 ﾠ
trasfuse.	
 ﾠL'emolisi,	
 ﾠche	
 ﾠha	
 ﾠluogo	
 ﾠprincipalmente	
 ﾠnella	
 ﾠmilza	
 ﾠo	
 ﾠnel	
 ﾠfegato,	
 ﾠè	
 ﾠaccompagnata	
 ﾠda	
 ﾠ
febbre	
 ﾠe	
 ﾠittero.	
 ﾠ	
 ﾠ
• Malattia	
 ﾠ da	
 ﾠ trapianto	
 ﾠ contro	
 ﾠ l'ospite	
 ﾠ (GVHD).	
 ﾠ La	
 ﾠ GVHD	
 ﾠ è	
 ﾠ una	
 ﾠ complicanza	
 ﾠ rara	
 ﾠ ma	
 ﾠ quasi	
 ﾠ
sempre	
 ﾠ fatale,	
 ﾠr i s c o n t r a b i l e 	
 ﾠi n 	
 ﾠp a z i e n t i 	
 ﾠg r a v e m e n t e 	
 ﾠ immunodepressi	
 ﾠ in	
 ﾠ seguito	
 ﾠ
all'attecchimento	
 ﾠdei	
 ﾠlinfociti	
 ﾠtrasfusi	
 ﾠche	
 ﾠreagiscono	
 ﾠcontro	
 ﾠi	
 ﾠtessuti	
 ﾠdel	
 ﾠricevente.	
 ﾠSi	
 ﾠverifica	
 ﾠ
generalmente	
 ﾠ dopo	
 ﾠ 10-ﾭ‐12	
 ﾠ gg,	
 ﾠ è	
 ﾠ caratterizzata	
 ﾠ da	
 ﾠ febbre,	
 ﾠ eruzioni	
 ﾠ cutanee,	
 ﾠ diarrea	
 ﾠ ed	
 ﾠ
epatite.	
 ﾠTalora	
 ﾠsi	
 ﾠassocia	
 ﾠad	
 ﾠaplasia	
 ﾠmidollare	
 ﾠper	
 ﾠevolvere	
 ﾠverso	
 ﾠun	
 ﾠesito	
 ﾠfatale,	
 ﾠper	
 ﾠinfezioni	
 ﾠ
incontrollabili.	
 ﾠ Per	
 ﾠ evitare	
 ﾠ la	
 ﾠ GVHD	
 ﾠ è	
 ﾠ necessario	
 ﾠirradiare	
 ﾠa	
 ﾠdosi	
 ﾠelevate	
 ﾠqueste	
 ﾠunità	
 ﾠdi	
 ﾠ
emocomponenti.	
 ﾠ	
 ﾠ
• Sovraccarico	
 ﾠdi	
 ﾠferro.	
 ﾠUna	
 ﾠunità	
 ﾠdi	
 ﾠglobuli	
 ﾠrossi	
 ﾠcontiene	
 ﾠapprossimativamente	
 ﾠ250	
 ﾠmg	
 ﾠdi	
 ﾠferro.	
 ﾠ
Se	
 ﾠvi	
 ﾠè	
 ﾠun	
 ﾠsupporto	
 ﾠtrasfusionale	
 ﾠcontinuato,	
 ﾠsi	
 ﾠpuò	
 ﾠprovocare	
 ﾠun	
 ﾠaccumulo	
 ﾠdi	
 ﾠferro,	
 ﾠcon	
 ﾠ
tossicità	
 ﾠa	
 ﾠcarico	
 ﾠsoprattutto	
 ﾠdel	
 ﾠcuore,	
 ﾠfegato	
 ﾠe	
 ﾠghiandole	
 ﾠendocrine,	
 ﾠcui	
 ﾠsi	
 ﾠpuò	
 ﾠovviare	
 ﾠcon	
 ﾠ
una	
 ﾠterapia	
 ﾠferro-ﾭ‐chelante.	
 ﾠ	
 ﾠ
• Rischi	
 ﾠinfettivi.	
 ﾠTalora	
 ﾠcon	
 ﾠla	
 ﾠtrasfusione	
 ﾠdi	
 ﾠsangue	
 ﾠsi	
 ﾠpossono	
 ﾠessere	
 ﾠtrasmettere	
 ﾠinfezioni	
 ﾠ
virali	
 ﾠ come	
 ﾠ quella	
 ﾠde l l ' e pat i t e 	
 ﾠB,	
 ﾠ la	
 ﾠ più	
 ﾠ frequente,	
 ﾠ anche	
 ﾠ se	
 ﾠ la	
 ﾠ più	
 ﾠt e mut a, 	
 ﾠdal l ' opi ni one 	
 ﾠ
pubblica	
 ﾠsembra	
 ﾠessere	
 ﾠl'infezione	
 ﾠda	
 ﾠHIV.	
 ﾠAttualmente	
 ﾠtutte	
 ﾠle	
 ﾠunità	
 ﾠdi	
 ﾠsangue	
 ﾠda	
 ﾠdonatore	
 ﾠ
sono	
 ﾠtestate	
 ﾠper	
 ﾠl'epatite	
 ﾠB,	
 ﾠl'epatite	
 ﾠC,	
 ﾠl'HIV	
 ﾠ½,	
 ﾠsia	
 ﾠcon	
 ﾠtest	
 ﾠsierologici	
 ﾠche	
 ﾠcon	
 ﾠmetodiche	
 ﾠdi	
 ﾠ
dimostrazione	
 ﾠ di	
 ﾠ acidi	
 ﾠ nucleici	
 ﾠ virali	
 ﾠ specifici.	
 ﾠ Permane	
 ﾠ il	
 ﾠ rischio	
 ﾠ di	
 ﾠ trasmissione	
 ﾠ di	
 ﾠ altre	
 ﾠ
infezioni	
 ﾠvirali	
 ﾠcome	
 ﾠda	
 ﾠCitomegalovirus,	
 ﾠParvovirus	
 ﾠB19,	
 ﾠVirus	
 ﾠdel	
 ﾠNilo	
 ﾠOccidentale	
 ﾠed	
 ﾠaltre,	
 ﾠ
o	
 ﾠda	
 ﾠprioni	
 ﾠ(Creutzfeld-ﾭ‐Jacob	
 ﾠo	
 ﾠdella	
 ﾠmucca	
 ﾠpazza)	
 ﾠo	
 ﾠda	
 ﾠbatteri	
 ﾠ.	
 ﾠ
3.1.2.1Complicazioni	
 ﾠtipiche	
 ﾠlegate	
 ﾠalle	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠ
Quando	
 ﾠun	
 ﾠpaziente	
 ﾠriceve	
 ﾠtrasfusioni	
 ﾠin	
 ﾠquantitativo	
 ﾠelevato,	
 ﾠil	
 ﾠsangue	
 ﾠpersonale	
 ﾠpuò	
 ﾠsubire	
 ﾠ
una	
 ﾠ diluizione,	
 ﾠt a l e 	
 ﾠd a 	
 ﾠd e t e r m i n a r e 	
 ﾠl a 	
 ﾠp e r m a n e n z a 	
 ﾠanche	
 ﾠ di	
 ﾠ solo	
 ﾠ 1/3	
 ﾠ del	
 ﾠ sangue	
 ﾠ originale,	
 ﾠ
provocando	
 ﾠuna	
 ﾠemodiluizione.	
 ﾠSe	
 ﾠnon	
 ﾠintercorrono	
 ﾠuna	
 ﾠprolungata	
 ﾠipotensione	
 ﾠo	
 ﾠuna	
 ﾠCID,	
 ﾠla	
 ﾠpiù	
 ﾠ
probabile	
 ﾠ complicanza	
 ﾠ è	
 ﾠ una	
 ﾠ trombocitopenia	
 ﾠ da	
 ﾠ diluizione.	
 ﾠ Poiché	
 ﾠ il	
 ﾠ sangue	
 ﾠ conservato	
 ﾠ non	
 ﾠ
contiene	
 ﾠ piastrine	
 ﾠ pienamente	
 ﾠ funzionali,	
 ﾠ si	
 ﾠ possono	
 ﾠ manifestare	
 ﾠs a n g u i n a m e n t i 	
 ﾠm i c r o v a s c o l a r i 	
 ﾠ
come	
 ﾠstillicidio	
 ﾠanomalo	
 ﾠe/o	
 ﾠcontinuo	
 ﾠda	
 ﾠsuperfici	
 ﾠdi	
 ﾠtagli	
 ﾠprofondi.	
 ﾠUna	
 ﾠcomplicanza	
 ﾠsimile	
 ﾠè	
 ﾠcausata	
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più	
 ﾠ da	
 ﾠ piastrine	
 ﾠ disfunzionali	
 ﾠ che	
 ﾠ dalla	
 ﾠ piastrinopenia.	
 ﾠP o i c h é 	
 ﾠi 	
 ﾠf a t t o r i 	
 ﾠc o a g u l a t i v i 	
 ﾠn o n 	
 ﾠs o n o 	
 ﾠ
significativamente	
 ﾠridotti,	
 ﾠnon	
 ﾠè	
 ﾠutile	
 ﾠeseguire	
 ﾠi	
 ﾠtest	
 ﾠdi	
 ﾠcoagulazione.	
 ﾠ	
 ﾠ
Una	
 ﾠrapida	
 ﾠtrasfusione	
 ﾠdi	
 ﾠnotevoli	
 ﾠquantità	
 ﾠdi	
 ﾠsangue	
 ﾠfreddo	
 ﾠpuò	
 ﾠcausare	
 ﾠipotermia	
 ﾠche	
 ﾠa	
 ﾠ
sua	
 ﾠvolta	
 ﾠporta	
 ﾠaritmia	
 ﾠo	
 ﾠarresto	
 ﾠcardiaco.	
 ﾠL'ipotermia	
 ﾠè	
 ﾠevitata	
 ﾠusando	
 ﾠun	
 ﾠdispositivo	
 ﾠtermico	
 ﾠEV	
 ﾠ
specificamente	
 ﾠideato	
 ﾠper	
 ﾠriscaldare	
 ﾠdelicatamente	
 ﾠil	
 ﾠsangue.	
 ﾠAltri	
 ﾠmezzi	
 ﾠper	
 ﾠriscaldare	
 ﾠil	
 ﾠsangue	
 ﾠ
sono	
 ﾠcontroindicati	
 ﾠa	
 ﾠcausa	
 ﾠdel	
 ﾠpossibile	
 ﾠdanneggiamento	
 ﾠdei	
 ﾠGlobuli	
 ﾠRossi	
 ﾠe	
 ﾠdella	
 ﾠpossibile	
 ﾠemolisi	
 ﾠ
da	
 ﾠcalore.	
 ﾠ
	
 ﾠ
3.2	
 ﾠParametri	
 ﾠe	
 ﾠpunteggi	
 ﾠper	
 ﾠvalutare	
 ﾠla	
 ﾠMassive	
 ﾠTransfusion	
 ﾠ
Attualmente	
 ﾠsi	
 ﾠstima	
 ﾠche	
 ﾠun	
 ﾠterzo	
 ﾠdei	
 ﾠtraumatizzati	
 ﾠgravi	
 ﾠarriva	
 ﾠnei	
 ﾠreparti	
 ﾠdi	
 ﾠEmergenza	
 ﾠcon	
 ﾠ
gravi	
 ﾠcoagulopatie[18],	
 ﾠrendendo	
 ﾠnecessario	
 ﾠindividuare	
 ﾠil	
 ﾠprima	
 ﾠpossibile	
 ﾠi	
 ﾠpazienti	
 ﾠa	
 ﾠrischio	
 ﾠdi	
 ﾠgravi	
 ﾠ
emorragie	
 ﾠe 	
 ﾠbisognosi	
 ﾠ di	
 ﾠ trasfusioni	
 ﾠ massive.	
 ﾠ Il	
 ﾠ tutto	
 ﾠ è	
 ﾠ finalizzato	
 ﾠ allo	
 ﾠ sviluppo	
 ﾠ di	
 ﾠ strategie	
 ﾠ
terapeutiche	
 ﾠ per	
 ﾠ prevenire	
 ﾠ le	
 ﾠ complicanze	
 ﾠ trasfusive	
 ﾠ accennate	
 ﾠ e	
 ﾠ migliorare	
 ﾠ l’outcome	
 ﾠ clinico	
 ﾠ
generale	
 ﾠdel	
 ﾠpaziente.	
 ﾠ
Ad	
 ﾠ oggi,	
 ﾠ moderne	
 ﾠ e	
 ﾠ sofisticate	
 ﾠ tecniche	
 ﾠ di	
 ﾠ imaging	
 ﾠ e	
 ﾠ di	
 ﾠ laboratorio	
 ﾠ permettono	
 ﾠ di	
 ﾠ
individuare	
 ﾠ emorragie	
 ﾠ persistenti	
 ﾠ e	
 ﾠ problemi	
 ﾠ ematici	
 ﾠ difficilmente	
 ﾠ visibili	
 ﾠ se	
 ﾠ non	
 ﾠ durante	
 ﾠ un	
 ﾠ
intervento	
 ﾠchirurgico,	
 ﾠcome	
 ﾠin	
 ﾠcaso	
 ﾠdi	
 ﾠemorragie	
 ﾠda	
 ﾠinfortuni	
 ﾠtoracici	
 ﾠo	
 ﾠretroperitonali,	
 ﾠin	
 ﾠcui	
 ﾠspesso	
 ﾠ
non	
 ﾠsi	
 ﾠriesce	
 ﾠad	
 ﾠindividuare	
 ﾠl’origine	
 ﾠdell’emorragia	
 ﾠinterna.	
 ﾠNon	
 ﾠsempre	
 ﾠè	
 ﾠpossibile	
 ﾠutilizzare	
 ﾠla	
 ﾠCT	
 ﾠ
(Tomografia	
 ﾠComputerizzata)	
 ﾠo	
 ﾠfare	
 ﾠun	
 ﾠangiografia	
 ﾠdurante	
 ﾠle	
 ﾠprime	
 ﾠfasi	
 ﾠdella	
 ﾠrianimazione	
 ﾠperché	
 ﾠ
porterebbero	
 ﾠvia	
 ﾠtempo	
 ﾠprezioso	
 ﾠalla	
 ﾠstabilizzazione	
 ﾠdel	
 ﾠpaziente.	
 ﾠAnalogamente,	
 ﾠanche	
 ﾠi	
 ﾠtest	
 ﾠdi	
 ﾠ
coagulazione	
 ﾠeseguiti	
 ﾠin	
 ﾠlaboratori	
 ﾠspecifici	
 ﾠsono	
 ﾠdisponibili	
 ﾠmezz’ora	
 ﾠo	
 ﾠun’ora	
 ﾠdopo	
 ﾠl’ingresso	
 ﾠin	
 ﾠ
ospedale,	
 ﾠanche	
 ﾠse	
 ﾠnon	
 ﾠsempre	
 ﾠrendono	
 ﾠla	
 ﾠreale	
 ﾠcapacità	
 ﾠcoagulativa	
 ﾠdi	
 ﾠquel	
 ﾠmomento,	
 ﾠperché	
 ﾠnon	
 ﾠ
si	
 ﾠè	
 ﾠancora	
 ﾠpresentata	
 ﾠla	
 ﾠdiluizione	
 ﾠematica.	
 ﾠ
È	
 ﾠperciò	
 ﾠin	
 ﾠquest’ottica	
 ﾠche	
 ﾠsi	
 ﾠsono	
 ﾠsviluppate	
 ﾠmetodologie	
 ﾠdi	
 ﾠstima	
 ﾠo	
 ﾠveri	
 ﾠpropri	
 ﾠmodelli	
 ﾠ
predittivi,	
 ﾠb a s a t i 	
 ﾠs u 	
 ﾠp a r a m e t r i 	
 ﾠf i s i o l o g i c i 	
 ﾠe 	
 ﾠs u l l e 	
 ﾠi n f o r m a z i o n i 	
 ﾠd e ll’infortunio	
 ﾠ e	
 ﾠ del	
 ﾠp a z i e n t e ,	
 ﾠ per	
 ﾠ
determinare	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠun	
 ﾠemorragia	
 ﾠgrave	
 ﾠo	
 ﾠancor	
 ﾠprima	
 ﾠdell’arrivo	
 ﾠin	
 ﾠospedale	
 ﾠo	
 ﾠalmeno	
 ﾠnella	
 ﾠ
prima	
 ﾠmezz’ora	
 ﾠdall’ingresso	
 ﾠnel	
 ﾠreparto	
 ﾠdi	
 ﾠemergenza.	
 ﾠ	
 ﾠ
Presentiamo	
 ﾠqui	
 ﾠsotto	
 ﾠi	
 ﾠprincipali	
 ﾠindici:	
 ﾠ
TASH	
 ﾠ
Una	
 ﾠsemplice	
 ﾠmetodologia	
 ﾠper	
 ﾠstimare	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠè	
 ﾠil	
 ﾠpunteggio	
 ﾠTASH,	
 ﾠ
ossia	
 ﾠTrauma	
 ﾠAssociated	
 ﾠSevere	
 ﾠHemorrhage,	
 ﾠche	
 ﾠpuò	
 ﾠessere	
 ﾠfacilmente	
 ﾠe	
 ﾠvelocemente	
 ﾠ	
 ﾠcalcolato	
 ﾠ	
 ﾠ
basandosi	
 ﾠ	
 ﾠsu	
 ﾠ	
 ﾠpochi	
 ﾠparametri	
 ﾠfisiologici	
 ﾠmisurabili	
 ﾠanche	
 ﾠprima	
 ﾠdell’entrata	
 ﾠin	
 ﾠemergenza:	
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 ﾠessi	
 ﾠsono	
 ﾠla	
 ﾠpressione	
 ﾠsanguigna,	
 ﾠsesso,	
 ﾠil	
 ﾠtasso	
 ﾠdi	
 ﾠ
emoglobina,	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠsonografia	
 ﾠaddominale	
 ﾠ,i	
 ﾠ
battiti	
 ﾠcardiaci,	
 ﾠl’alcalosi	
 ﾠo	
 ﾠbase	
 ﾠexcess	
 ﾠe	
 ﾠle	
 ﾠfratture	
 ﾠ
alla	
 ﾠ pelvi	
 ﾠ o	
 ﾠ alle	
 ﾠ gambe	
 ﾠi n f e r i o r i . 	
 ﾠL e 	
 ﾠv a r i a b i l i 	
 ﾠs o n o 	
 ﾠ
pesate	
 ﾠ secondo	
 ﾠ l’importanza	
 ﾠ nel	
 ﾠ provocare	
 ﾠ
coagulopatie	
 ﾠcritiche	
 ﾠe	
 ﾠi	
 ﾠpesi	
 ﾠsono	
 ﾠsommate	
 ﾠtra	
 ﾠdi	
 ﾠ
loro.	
 ﾠ Nella	
 ﾠ tabella	
 ﾠ 	
 ﾠ allegata	
 ﾠ 	
 ﾠ sono	
 ﾠ riportati	
 ﾠ 	
 ﾠ i	
 ﾠ
punteggi	
 ﾠ associati	
 ﾠ ai	
 ﾠ vari	
 ﾠ parametri	
 ﾠ ed	
 ﾠ il	
 ﾠ loro	
 ﾠ
calcolo:	
 ﾠil	
 ﾠpunteggio	
 ﾠTASH	
 ﾠvaria	
 ﾠda	
 ﾠun	
 ﾠminimo	
 ﾠdi	
 ﾠ0	
 ﾠ
ad	
 ﾠ un	
 ﾠ massimo	
 ﾠ di	
 ﾠ 28.	
 ﾠ Il	
 ﾠ punteggio	
 ﾠ 	
 ﾠ TASH	
 ﾠ 	
 ﾠ 	
 ﾠ così	
 ﾠ	
 ﾠ
calcolato	
 ﾠ 	
 ﾠ si	
 ﾠ 	
 ﾠ usa	
 ﾠ 	
 ﾠ per	
 ﾠ derivare	
 ﾠ un	
 ﾠ indice	
 ﾠ di	
 ﾠ
probabilità	
 ﾠ di	
 ﾠ rischio	
 ﾠ di	
 ﾠ trasfusione	
 ﾠ massiva	
 ﾠ la	
 ﾠ cui	
 ﾠ
formula	
 ﾠviene	
 ﾠriportata	
 ﾠqui	
 ﾠsotto:	
 ﾠ
p = 1/[1+exp(4.9 - 0.3 * TASH)]	
 ﾠ
Dagli	
 ﾠstudi	
 ﾠpresenti	
 ﾠin	
 ﾠletteratura	
 ﾠ[13]	
 ﾠsi	
 ﾠè	
 ﾠvisto	
 ﾠpiù	
 ﾠdel	
 ﾠ80	
 ﾠ%	
 ﾠdei	
 ﾠpazienti	
 ﾠcon	
 ﾠprobabilità	
 ﾠdi	
 ﾠ
trasfusione	
 ﾠ massiva	
 ﾠ superiore	
 ﾠ al	
 ﾠ 50	
 ﾠ %	
 ﾠ (quindi	
 ﾠ con	
 ﾠ punteggio	
 ﾠ TASH	
 ﾠ superiore	
 ﾠ a	
 ﾠ 16),	
 ﾠ vengono	
 ﾠ
effettivamente	
 ﾠtrasfusi	
 ﾠe	
 ﾠsoprattutto	
 ﾠtutti	
 ﾠquelli	
 ﾠaventi	
 ﾠun	
 ﾠTASH	
 ﾠscore	
 ﾠsuperiore	
 ﾠa	
 ﾠ27	
 ﾠsubiscono	
 ﾠuna	
 ﾠ
MT.	
 ﾠQuesti	
 ﾠbuoni	
 ﾠrisultati,	
 ﾠuniti	
 ﾠa	
 ﾠsemplicità	
 ﾠdi	
 ﾠcalcolo	
 ﾠe	
 ﾠrapidità	
 ﾠcon	
 ﾠcui	
 ﾠl’indice	
 ﾠviene	
 ﾠdeterminato	
 ﾠ
rispetto	
 ﾠall’ingresso	
 ﾠin	
 ﾠospedale,	
 ﾠhanno	
 ﾠfatto	
 ﾠsì	
 ﾠche	
 ﾠil	
 ﾠTASH	
 ﾠdiventasse	
 ﾠl’indice	
 ﾠclinico	
 ﾠdi	
 ﾠriferimento	
 ﾠ
per	
 ﾠil	
 ﾠcalcolo	
 ﾠdelle	
 ﾠprobabilità	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive.	
 ﾠSi	
 ﾠsottolinea	
 ﾠperò	
 ﾠche	
 ﾠdai	
 ﾠparametri	
 ﾠclinici	
 ﾠ
utilizzati	
 ﾠper	
 ﾠdeterminare	
 ﾠil	
 ﾠTASH	
 ﾠmancano	
 ﾠalcune	
 ﾠvariabili	
 ﾠimportanti:	
 ﾠin	
 ﾠparticolare	
 ﾠla	
 ﾠtemperatura	
 ﾠ
e	
 ﾠ il	
 ﾠ pH	
 ﾠ sono	
 ﾠ due	
 ﾠ variabili	
 ﾠ che	
 ﾠ influenzano	
 ﾠ considerevolmente	
 ﾠ la	
 ﾠ coagulopatia	
 ﾠ e	
 ﾠ che	
 ﾠ non	
 ﾠ sono	
 ﾠ
considerate	
 ﾠ nel	
 ﾠ punteggio	
 ﾠ in	
 ﾠ uso,	
 ﾠ in	
 ﾠ parte	
 ﾠ perché	
 ﾠ spesso	
 ﾠ non	
 ﾠ vengono	
 ﾠ rilevate	
 ﾠ o	
 ﾠ non	
 ﾠ vengono	
 ﾠ
riportate	
 ﾠnei	
 ﾠregistri.	
 ﾠUna	
 ﾠsituazione	
 ﾠsimile	
 ﾠsi	
 ﾠverifica	
 ﾠanche	
 ﾠper	
 ﾠil	
 ﾠparametro	
 ﾠdel	
 ﾠlattato,	
 ﾠche	
 ﾠè	
 ﾠperò	
 ﾠ
presente	
 ﾠsolo	
 ﾠin	
 ﾠalcuni	
 ﾠregistri.	
 ﾠ
La	
 ﾠprincipale	
 ﾠcritica	
 ﾠche	
 ﾠviene	
 ﾠfatta	
 ﾠal	
 ﾠTASH	
 ﾠin	
 ﾠtermini	
 ﾠdi	
 ﾠimmediatezza	
 ﾠdi	
 ﾠcalcolo	
 ﾠè	
 ﾠquello	
 ﾠdi	
 ﾠ
basarsi	
 ﾠanche	
 ﾠsu	
 ﾠparametri	
 ﾠlegati	
 ﾠagli	
 ﾠ“Injurity	
 ﾠScore”,	
 ﾠche	
 ﾠspesso	
 ﾠsono	
 ﾠdifficili	
 ﾠda	
 ﾠstimare	
 ﾠnelle	
 ﾠprime	
 ﾠ
ore	
 ﾠdi	
 ﾠintervento.	
 ﾠ
McLaughlin	
 ﾠScore	
 ﾠ
Questo	
 ﾠtipo	
 ﾠdi	
 ﾠpunteggio	
 ﾠconsiste	
 ﾠdi	
 ﾠ4	
 ﾠcomponenti	
 ﾠdicotomici,	
 ﾠche	
 ﾠrichiedono	
 ﾠsia	
 ﾠmisure	
 ﾠ
fisiologiche,	
 ﾠs i a 	
 ﾠr i s u l t a t i 	
 ﾠd i 	
 ﾠl a b o r a t o r i o . 	
 ﾠ Le	
 ﾠ componenti	
 ﾠ non	
 ﾠ sono	
 ﾠ pesate	
 ﾠ e	
 ﾠ sono	
 ﾠ semplici	
 ﾠ da	
 ﾠ
identificare	
 ﾠtramite	
 ﾠun	
 ﾠsì	
 ﾠe	
 ﾠun	
 ﾠno:	
 ﾠil	
 ﾠbattito	
 ﾠcardiaco	
 ﾠ>	
 ﾠ105	
 ﾠbpm	
 ﾠ(HR),	
 ﾠla	
 ﾠpressione	
 ﾠsistolica	
 ﾠ<	
 ﾠ110	
 ﾠmm	
 ﾠ
Hg	
 ﾠ(SBP),	
 ﾠil	
 ﾠpH	
 ﾠ<7.25	
 ﾠ(Ph)	
 ﾠe	
 ﾠl’ematocrito	
 ﾠ<	
 ﾠ32%	
 ﾠ(Hct)	
 ﾠson	
 ﾠle	
 ﾠvariabili	
 ﾠdi	
 ﾠriferimento,	
 ﾠse	
 ﾠuna	
 ﾠdi	
 ﾠqueste	
 ﾠè	
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presente	
 ﾠci	
 ﾠsarà	
 ﾠuna	
 ﾠprobabilità	
 ﾠdel	
 ﾠ20	
 ﾠ%	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠse	
 ﾠsono	
 ﾠpresenti	
 ﾠtutte	
 ﾠla	
 ﾠprobabilità	
 ﾠ
sarà	
 ﾠdell’80%.	
 ﾠ	
 ﾠ
Questo	
 ﾠscore	
 ﾠrichiede	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠun	
 ﾠlaboratorio	
 ﾠe	
 ﾠdipende	
 ﾠdai	
 ﾠsuoi	
 ﾠtempi	
 ﾠdi	
 ﾠelaborazione,	
 ﾠ
come	
 ﾠsi	
 ﾠintuisce	
 ﾠdalla	
 ﾠpresenza	
 ﾠdi	
 ﾠun	
 ﾠdato	
 ﾠematico	
 ﾠquale	
 ﾠl’ematocrito.	
 ﾠ
La	
 ﾠformula	
 ﾠdi	
 ﾠcalcolo	
 ﾠdelle	
 ﾠprobabilità	
 ﾠdi	
 ﾠTrasfusione	
 ﾠMassiva	
 ﾠè	
 ﾠla	
 ﾠseguente:	
 ﾠ
log (p/[1- p])= 1.576 + (0.825* SBP) + (0.826 * HR) + (1.044 * Hct) + (0.462 * pH) 
ABC	
 ﾠscore	
 ﾠ
Il	
 ﾠ punteggio	
 ﾠ Assessment	
 ﾠ of	
 ﾠ Blood	
 ﾠ Consumption	
 ﾠ (ABC)	
 ﾠ è	
 ﾠ composto	
 ﾠ da	
 ﾠ 4	
 ﾠ componenti	
 ﾠ
dicotomiche,	
 ﾠche	
 ﾠsono	
 ﾠderivabili	
 ﾠdirettamente	
 ﾠdal	
 ﾠpaziente	
 ﾠacutamente	
 ﾠinfortunato	
 ﾠ“senza	
 ﾠmuoverlo	
 ﾠ
dal	
 ﾠletto”	
 ﾠanche	
 ﾠin	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠprima	
 ﾠassistenza.	
 ﾠLa	
 ﾠpresenza	
 ﾠdi	
 ﾠciascuna	
 ﾠvariabile	
 ﾠdetermina	
 ﾠun	
 ﾠ
punto	
 ﾠsullo	
 ﾠscore	
 ﾠtotale,	
 ﾠcon	
 ﾠun	
 ﾠrange	
 ﾠpossibile	
 ﾠdi	
 ﾠpunteggio	
 ﾠda	
 ﾠ0	
 ﾠa	
 ﾠ4.	
 ﾠL’infortunio	
 ﾠdi	
 ﾠtipo	
 ﾠpenetrante,	
 ﾠ
la	
 ﾠpressione	
 ﾠsistolica	
 ﾠinferiore	
 ﾠa	
 ﾠ90	
 ﾠmm	
 ﾠHg,	
 ﾠil	
 ﾠbattito	
 ﾠcardiaco	
 ﾠsuperiore	
 ﾠa	
 ﾠ120	
 ﾠbpm	
 ﾠe	
 ﾠun	
 ﾠanalisi	
 ﾠFAST	
 ﾠ
positiva	
 ﾠsono	
 ﾠle	
 ﾠvariabili	
 ﾠprese	
 ﾠin	
 ﾠconsiderazione.	
 ﾠDi	
 ﾠcreazione	
 ﾠrelativamente	
 ﾠrecente,	
 ﾠl’ABC	
 ﾠcerca	
 ﾠdi	
 ﾠ
essere	
 ﾠimmediato,	
 ﾠfacile	
 ﾠda	
 ﾠricordare	
 ﾠe	
 ﾠda	
 ﾠcalcolare	
 ﾠcome	
 ﾠil	
 ﾠpunteggio	
 ﾠMcLaughlin,	
 ﾠma	
 ﾠaccurato	
 ﾠe	
 ﾠ
preciso	
 ﾠ come	
 ﾠ il	
 ﾠ TASH	
 ﾠ score.	
 ﾠ Alcuni	
 ﾠ studi	
 ﾠ [9]	
 ﾠh a n n o 	
 ﾠe f f ettivamente	
 ﾠ dimostrato	
 ﾠ una	
 ﾠ comparabilità	
 ﾠ
statistica	
 ﾠtra	
 ﾠil	
 ﾠTASH	
 ﾠe	
 ﾠl’ABC,	
 ﾠma	
 ﾠad	
 ﾠoggi	
 ﾠrimane	
 ﾠsolo	
 ﾠun’alternativa	
 ﾠal	
 ﾠprimo,	
 ﾠconsiderata	
 ﾠsoprattutto	
 ﾠ
per	
 ﾠla	
 ﾠsua	
 ﾠsemplicità	
 ﾠe	
 ﾠper	
 ﾠil	
 ﾠfatto	
 ﾠche	
 ﾠpuò	
 ﾠessere	
 ﾠcalcolato	
 ﾠdirettamente	
 ﾠsui	
 ﾠdati	
 ﾠimmediati	
 ﾠdel	
 ﾠ
paziente.	
 ﾠ
Base	
 ﾠDeficit	
 ﾠ
In	
 ﾠ fisiologia,	
 ﾠ l’alcalosi	
 ﾠ o	
 ﾠ base	
 ﾠ excess,	
 ﾠ o	
 ﾠ l’acidosi	
 ﾠ o	
 ﾠ base	
 ﾠ deficit	
 ﾠ (BD),	
 ﾠ si	
 ﾠ riferiscono	
 ﾠ ad	
 ﾠ un	
 ﾠ
eccesso	
 ﾠ o	
 ﾠ ad	
 ﾠ un	
 ﾠ deficit,	
 ﾠ rispettivamente,	
 ﾠ della	
 ﾠ quantità	
 ﾠ di	
 ﾠ basi	
 ﾠ presenti	
 ﾠ nel	
 ﾠ sangue.	
 ﾠ 	
 ﾠ È	
 ﾠ stato	
 ﾠ
dimostrato[15]	
 ﾠche	
 ﾠil	
 ﾠbase	
 ﾠdeficit	
 ﾠpuò	
 ﾠessere	
 ﾠindicativo	
 ﾠdi	
 ﾠshock,	
 ﾠtraumi	
 ﾠaddominali,	
 ﾠdell’efficacia	
 ﾠ
terapeutica	
 ﾠnella	
 ﾠrianimazione	
 ﾠe	
 ﾠquindi	
 ﾠpossa	
 ﾠessere	
 ﾠusato	
 ﾠcome	
 ﾠpredittore	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠe	
 ﾠ
mortalità	
 ﾠnelle	
 ﾠprime	
 ﾠ24	
 ﾠore	
 ﾠdi	
 ﾠospedalizzazione.	
 ﾠNon	
 ﾠesistono	
 ﾠvere	
 ﾠe	
 ﾠproprie	
 ﾠmetodologie	
 ﾠdi	
 ﾠutilizzo	
 ﾠ
del	
 ﾠBD	
 ﾠcome	
 ﾠpredittore	
 ﾠdi	
 ﾠMT,	
 ﾠma	
 ﾠpuò	
 ﾠessere	
 ﾠutilizzato	
 ﾠper	
 ﾠavvalorare	
 ﾠulteriormente	
 ﾠla	
 ﾠscelta	
 ﾠclinica	
 ﾠ
della	
 ﾠ trasfusioni	
 ﾠ o	
 ﾠ in	
 ﾠ condizioni	
 ﾠ estremamente	
 ﾠ critiche	
 ﾠ risultare	
 ﾠ un	
 ﾠ rapido	
 ﾠ indice	
 ﾠ di	
 ﾠ stima	
 ﾠ
prognostica.	
 ﾠ
Solitamente	
 ﾠil	
 ﾠBD	
 ﾠè	
 ﾠdiviso	
 ﾠin	
 ﾠ4	
 ﾠcategorie,	
 ﾠche	
 ﾠindicano	
 ﾠla	
 ﾠsituazione	
 ﾠdel	
 ﾠpaziente:	
 ﾠper	
 ﾠvalori	
 ﾠ<	
 ﾠ-ﾭ‐
10,	
 ﾠossia	
 ﾠnella	
 ﾠcategoria	
 ﾠconsiderata	
 ﾠpiù	
 ﾠcritica,	
 ﾠla	
 ﾠpercentuale	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠed	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠ
mortalità	
 ﾠsalgono	
 ﾠdrasticamente	
 ﾠ[14].	
 ﾠ
Altri	
 ﾠindici	
 ﾠ	
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Numerosi	
 ﾠ sistemi	
 ﾠ di	
 ﾠ valutazione	
 ﾠ fisiologici	
 ﾠ sono	
 ﾠ stati	
 ﾠ sviluppati	
 ﾠ negli	
 ﾠ ultimi	
 ﾠ decenni	
 ﾠ per	
 ﾠ
calcolare	
 ﾠin	
 ﾠmaniera	
 ﾠoggettiva	
 ﾠlo	
 ﾠstato	
 ﾠdel	
 ﾠpaziente	
 ﾠtraumatizzato.	
 ﾠDiversi	
 ﾠstudi	
 ﾠhanno	
 ﾠcercato	
 ﾠdi	
 ﾠ
determinare	
 ﾠse	
 ﾠeffettivamente	
 ﾠcon	
 ﾠalcuni	
 ﾠdi	
 ﾠquesti	
 ﾠindici	
 ﾠcome	
 ﾠil	
 ﾠGlasgow	
 ﾠComa	
 ﾠScore	
 ﾠo	
 ﾠl’Injurity	
 ﾠ
Severity	
 ﾠState	
 ﾠsi	
 ﾠfosse	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠstimare	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva:	
 ﾠi	
 ﾠrisultati	
 ﾠhanno	
 ﾠ
dimostrato	
 ﾠche	
 ﾠpuò	
 ﾠessere	
 ﾠun	
 ﾠvalore	
 ﾠsoglia	
 ﾠsia	
 ﾠdella	
 ﾠGCS	
 ﾠche	
 ﾠdella	
 ﾠISS	
 ﾠsopra	
 ﾠai	
 ﾠquali	
 ﾠvi	
 ﾠsono	
 ﾠgrosse	
 ﾠ
percentuali	
 ﾠdi	
 ﾠtrasfusioni.	
 ﾠ
Altro	
 ﾠparametro	
 ﾠstudiato	
 ﾠnell’ottica	
 ﾠdella	
 ﾠricerca	
 ﾠdi	
 ﾠun	
 ﾠpredittore	
 ﾠdi	
 ﾠMassive	
 ﾠTransfusion	
 ﾠè	
 ﾠ
l’ipotermia.È	
 ﾠstata	
 ﾠdimostrata	
 ﾠla	
 ﾠcorrelazione	
 ﾠtra	
 ﾠbasse	
 ﾠtemperature	
 ﾠcorporee	
 ﾠe	
 ﾠcoagulapatie;	
 ﾠuna	
 ﾠ
temperatura	
 ﾠinferiore	
 ﾠai	
 ﾠ35	
 ﾠgradi,	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠuna	
 ﾠemorragia	
 ﾠacuta,	
 ﾠimplica	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠ
in	
 ﾠalte	
 ﾠpercentuali	
 ﾠdi	
 ﾠpazienti.	
 ﾠ
Questi	
 ﾠindici	
 ﾠhanno	
 ﾠil	
 ﾠpregio	
 ﾠdella	
 ﾠsemplicità	
 ﾠnello	
 ﾠsviluppo	
 ﾠdella	
 ﾠpredizione	
 ﾠdelle	
 ﾠMT	
 ﾠma	
 ﾠ
spesso	
 ﾠsi	
 ﾠbasano	
 ﾠsu	
 ﾠmetodologie	
 ﾠnon	
 ﾠoggettive	
 ﾠe	
 ﾠspesso	
 ﾠnon	
 ﾠtestate	
 ﾠsu	
 ﾠlarga	
 ﾠscala	
 ﾠma	
 ﾠbasate	
 ﾠsu	
 ﾠ
considerazioni	
 ﾠempiriche	
 ﾠpiù	
 ﾠche	
 ﾠscientifiche.	
 ﾠ
	
 ﾠ
3.3	
 ﾠLe	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠsul	
 ﾠcampo	
 ﾠdi	
 ﾠbattaglia	
 ﾠ
Lo	
 ﾠsviluppo	
 ﾠdi	
 ﾠmetodologie	
 ﾠdi	
 ﾠpredizione	
 ﾠdell’utilizzo	
 ﾠdi	
 ﾠrisorse	
 ﾠmediche	
 ﾠe	
 ﾠdegli	
 ﾠoutcome	
 ﾠdei	
 ﾠ
feriti	
 ﾠdurante	
 ﾠle	
 ﾠoperazioni	
 ﾠdi	
 ﾠguerra	
 ﾠè	
 ﾠmateria	
 ﾠdi	
 ﾠgrande	
 ﾠinteresse	
 ﾠsoprattutto	
 ﾠnell’ultimo	
 ﾠdecennio	
 ﾠ
in	
 ﾠcui	
 ﾠi	
 ﾠconflitti	
 ﾠin	
 ﾠIraq	
 ﾠe	
 ﾠAfghanistan	
 ﾠhanno	
 ﾠcausato	
 ﾠnumerose	
 ﾠvittime	
 ﾠcivili	
 ﾠe	
 ﾠmilitari	
 ﾠa	
 ﾠseguito	
 ﾠdi	
 ﾠ
traumi	
 ﾠ legati	
 ﾠ in	
 ﾠ particolare	
 ﾠ a	
 ﾠ corpi	
 ﾠ penetranti.	
 ﾠ La	
 ﾠ logistica	
 ﾠ delle	
 ﾠ risorse	
 ﾠ nei	
 ﾠ teatri	
 ﾠ di	
 ﾠ guerra	
 ﾠ è	
 ﾠ
condizionata	
 ﾠda	
 ﾠdiversi	
 ﾠfattori	
 ﾠquali	
 ﾠla	
 ﾠquantità	
 ﾠdi	
 ﾠpersonale	
 ﾠe	
 ﾠstrutture	
 ﾠmediche,	
 ﾠla	
 ﾠcapacità	
 ﾠnella	
 ﾠ
gestione	
 ﾠdei	
 ﾠtraumi,	
 ﾠil	
 ﾠtempo	
 ﾠdelle	
 ﾠoperazioni	
 ﾠe	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠvittime	
 ﾠcoinvolte.	
 ﾠVi	
 ﾠsono	
 ﾠpoi	
 ﾠstrutture	
 ﾠe	
 ﾠ
approvvigionamenti	
 ﾠche	
 ﾠdevono	
 ﾠessere	
 ﾠimprescindibili	
 ﾠin	
 ﾠun	
 ﾠambiente	
 ﾠprossimo	
 ﾠad	
 ﾠuno	
 ﾠscenario	
 ﾠdi	
 ﾠ
guerra,	
 ﾠcome	
 ﾠle	
 ﾠsale	
 ﾠoperatorie	
 ﾠe	
 ﾠla	
 ﾠdisponibilità	
 ﾠdi	
 ﾠsacche	
 ﾠdi	
 ﾠsangue	
 ﾠper	
 ﾠ	
 ﾠle	
 ﾠtrasfusioni,	
 ﾠviste	
 ﾠle	
 ﾠ
condizioni	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠpresta	
 ﾠassistenza,	
 ﾠspesso	
 ﾠcon	
 ﾠrisorse	
 ﾠda	
 ﾠcentellinare	
 ﾠe	
 ﾠottimizzare,	
 ﾠin	
 ﾠospedali	
 ﾠda	
 ﾠ
campo	
 ﾠe	
 ﾠin	
 ﾠstrutture	
 ﾠdi	
 ﾠfortuna.	
 ﾠ
L’	
 ﾠemotrasfusione	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠpiù	
 ﾠimportanti	
 ﾠinnovazioni	
 ﾠmediche	
 ﾠdel	
 ﾠprecedente	
 ﾠsecolo	
 ﾠed	
 ﾠ
ha	
 ﾠaiutato	
 ﾠa	
 ﾠsalvare	
 ﾠmolte	
 ﾠvite	
 ﾠsui	
 ﾠcampi	
 ﾠdi	
 ﾠbattaglia	
 ﾠdalla	
 ﾠprima	
 ﾠGuerra	
 ﾠMondiale.	
 ﾠNei	
 ﾠsuccessivi	
 ﾠ
conflitti	
 ﾠle	
 ﾠtecniche	
 ﾠdi	
 ﾠtrasfusione	
 ﾠsi	
 ﾠsono	
 ﾠraffinate	
 ﾠe	
 ﾠsi	
 ﾠè	
 ﾠiniziato	
 ﾠa	
 ﾠregistrare	
 ﾠi	
 ﾠvolumi	
 ﾠdi	
 ﾠsangue	
 ﾠ
trasfuso.	
 ﾠ Questi	
 ﾠ dati	
 ﾠ sul	
 ﾠ volume	
 ﾠ trasfusionale	
 ﾠ furono	
 ﾠ principalmente	
 ﾠ usati	
 ﾠ per	
 ﾠ la	
 ﾠ pianificazione	
 ﾠ
logistica	
 ﾠdelle	
 ﾠrisorse	
 ﾠmediche	
 ﾠda	
 ﾠutilizzare	
 ﾠper	
 ﾠsupplire	
 ﾠalla	
 ﾠpossibile	
 ﾠdomanda	
 ﾠdi	
 ﾠemotrasfusioni	
 ﾠin	
 ﾠ
altre	
 ﾠpossibili	
 ﾠsituazioni	
 ﾠdi	
 ﾠbelligeranza.	
 ﾠ
Negli	
 ﾠultimi	
 ﾠanni	
 ﾠsi	
 ﾠè	
 ﾠcercato	
 ﾠdi	
 ﾠpredire	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠrisorse	
 ﾠmediche	
 ﾠpiù	
 ﾠcritiche	
 ﾠcome	
 ﾠle	
 ﾠ
sacche	
 ﾠdi	
 ﾠsangue	
 ﾠper	
 ﾠesempio,	
 ﾠo	
 ﾠi	
 ﾠpossibili	
 ﾠoutcome	
 ﾠclinici	
 ﾠdei	
 ﾠpazienti	
 ﾠin	
 ﾠbase	
 ﾠai	
 ﾠparametri	
 ﾠfisiologici	
 ﾠ
e	
 ﾠclinici	
 ﾠdei	
 ﾠferiti:	
 ﾠogni	
 ﾠscenario	
 ﾠdi	
 ﾠguerra	
 ﾠè	
 ﾠcaso	
 ﾠa	
 ﾠsé	
 ﾠe	
 ﾠdiventa	
 ﾠdifficile	
 ﾠperciò	
 ﾠstimare	
 ﾠl’utilizzo	
 ﾠdi	
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strutture	
 ﾠe	
 ﾠmezzi	
 ﾠsanitari	
 ﾠin	
 ﾠbasi	
 ﾠai	
 ﾠdati	
 ﾠpregressi.	
 ﾠIl	
 ﾠpotenziale	
 ﾠdi	
 ﾠun	
 ﾠpredittore	
 ﾠsta	
 ﾠnell’adattarsi	
 ﾠalla	
 ﾠ
molteplici	
 ﾠcasistiche	
 ﾠdei	
 ﾠsingoli	
 ﾠpazienti	
 ﾠche	
 ﾠnon	
 ﾠad	
 ﾠuna	
 ﾠstima	
 ﾠglobale.	
 ﾠ
Diversi	
 ﾠpredittori	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠe	
 ﾠdiversi	
 ﾠmetodi	
 ﾠdi	
 ﾠstima	
 ﾠdegli	
 ﾠoutcome	
 ﾠsono	
 ﾠstati	
 ﾠ
creati	
 ﾠsulla	
 ﾠbase	
 ﾠdi	
 ﾠdati	
 ﾠnell’ambito	
 ﾠcivile,	
 ﾠma	
 ﾠrisulta	
 ﾠnecessario	
 ﾠuno	
 ﾠstudio	
 ﾠsolo	
 ﾠsui	
 ﾠdati	
 ﾠdi	
 ﾠtipo	
 ﾠ
militare,	
 ﾠin	
 ﾠquanto	
 ﾠle	
 ﾠtipologie	
 ﾠtraumatiche	
 ﾠsono	
 ﾠtra	
 ﾠloro	
 ﾠsimili,	
 ﾠquasi	
 ﾠtutte	
 ﾠdi	
 ﾠtipo	
 ﾠpenetrante	
 ﾠa	
 ﾠ
differenza	
 ﾠdei	
 ﾠregistri	
 ﾠin	
 ﾠambito	
 ﾠcivile	
 ﾠin	
 ﾠcui	
 ﾠi	
 ﾠtraumi	
 ﾠpenetranti	
 ﾠrappresentano	
 ﾠsolo	
 ﾠil	
 ﾠ20	
 ﾠ%.	
 ﾠInoltre	
 ﾠla	
 ﾠ
tipologia	
 ﾠfisiologica	
 ﾠe	
 ﾠdi	
 ﾠcomorbidità	
 ﾠpregressa	
 ﾠdei	
 ﾠsoggetti	
 ﾠsono	
 ﾠmolto	
 ﾠdiverse	
 ﾠda	
 ﾠquelle	
 ﾠregistrate	
 ﾠin	
 ﾠ
ambito	
 ﾠcivile.	
 ﾠTalvolta	
 ﾠinfatti	
 ﾠl’uso	
 ﾠdi	
 ﾠquesti	
 ﾠpredittori,	
 ﾠcome	
 ﾠil	
 ﾠGCS	
 ﾠo	
 ﾠl’ISS,	
 ﾠha	
 ﾠportato	
 ﾠa	
 ﾠprevisioni	
 ﾠ
meno	
 ﾠaccurate	
 ﾠdi	
 ﾠquelle	
 ﾠdate	
 ﾠdagli	
 ﾠstessi	
 ﾠutilizzati	
 ﾠin	
 ﾠambito	
 ﾠcivile.[16],[17],[11]	
 ﾠ.	
 ﾠ
La	
 ﾠ creazione	
 ﾠ di	
 ﾠ sistemi	
 ﾠ ad-ﾭ‐hoc	
 ﾠ di	
 ﾠ valutazione	
 ﾠ e	
 ﾠ predizione	
 ﾠ dello	
 ﾠ stato	
 ﾠ clinico	
 ﾠ in	
 ﾠ ambito	
 ﾠ
militare,	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠottimizzare	
 ﾠle	
 ﾠrisorse	
 ﾠmediche,	
 ﾠda	
 ﾠutilizzare	
 ﾠsui	
 ﾠcampi	
 ﾠdi	
 ﾠbattaglia	
 ﾠe	
 ﾠrendere	
 ﾠpiù	
 ﾠ
rapido	
 ﾠl’approvvigionamento,	
 ﾠè	
 ﾠuno	
 ﾠdegli	
 ﾠobiettivi	
 ﾠfuturi	
 ﾠdegli	
 ﾠstudi	
 ﾠsia	
 ﾠin	
 ﾠcampo	
 ﾠsanitario	
 ﾠsia	
 ﾠcivile	
 ﾠ
che	
 ﾠmilitare.	
 ﾠ	
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Capitolo 4 
 
Data mining in medicina clinica 
 
 
Introduzione	
 ﾠ
Con	
 ﾠdata	
 ﾠmining	
 ﾠsi	
 ﾠintendono	
 ﾠtutte	
 ﾠquelle	
 ﾠmetodologie	
 ﾠe	
 ﾠstrumenti	
 ﾠatti	
 ﾠall’analisi	
 ﾠdi	
 ﾠgrandi	
 ﾠ
moli	
 ﾠdi	
 ﾠdati	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠè	
 ﾠstato	
 ﾠapplicato	
 ﾠcon	
 ﾠsuccesso	
 ﾠin	
 ﾠdiversi	
 ﾠcampi	
 ﾠcome	
 ﾠl’economia	
 ﾠe	
 ﾠil	
 ﾠ
marketing	
 ﾠ oltre	
 ﾠ che	
 ﾠ le	
 ﾠ scienze	
 ﾠ naturali	
 ﾠ e	
 ﾠ l’Ingegneria	
 ﾠi n 	
 ﾠt u t t e 	
 ﾠl e 	
 ﾠs u e 	
 ﾠb r a n c h i e . 	
 ﾠ Attualmente	
 ﾠ in	
 ﾠ
letteratura[20]	
 ﾠs i 	
 ﾠè 	
 ﾠc o m i n c i a t o 	
 ﾠa 	
 ﾠv e d e r e 	
 ﾠu n 	
 ﾠi n t e r e s s e 	
 ﾠa n c h e 	
 ﾠd a 	
 ﾠp a r t e 	
 ﾠd e l l a 	
 ﾠm e d i c i n a 	
 ﾠc l i n i c a 	
 ﾠa l l a 	
 ﾠ
metodologie	
 ﾠdi	
 ﾠcreazione	
 ﾠdi	
 ﾠpredittori,	
 ﾠnell’affrontare	
 ﾠproblemi	
 ﾠtipici:	
 ﾠun	
 ﾠapproccio	
 ﾠcon	
 ﾠtecniche	
 ﾠdi	
 ﾠ
data	
 ﾠmining	
 ﾠpermette	
 ﾠdi	
 ﾠcostruire	
 ﾠinfatti	
 ﾠpredittori,	
 ﾠche	
 ﾠsfruttano	
 ﾠle	
 ﾠconoscenze	
 ﾠdisponibili	
 ﾠin	
 ﾠambito	
 ﾠ
clinico	
 ﾠe	
 ﾠche	
 ﾠspiegano	
 ﾠle	
 ﾠscelte	
 ﾠeffettuate	
 ﾠuna	
 ﾠvolta	
 ﾠche	
 ﾠi	
 ﾠmodelli	
 ﾠvengono	
 ﾠutilizzati	
 ﾠper	
 ﾠsupporto	
 ﾠa	
 ﾠ
decisioni	
 ﾠmediche.	
 ﾠQuindi	
 ﾠl’obiettivo	
 ﾠdi	
 ﾠun	
 ﾠpredittore	
 ﾠdata	
 ﾠmining	
 ﾠin	
 ﾠmedicina	
 ﾠclinica	
 ﾠsarà	
 ﾠdi	
 ﾠderivare	
 ﾠ
un	
 ﾠmodello	
 ﾠche	
 ﾠpossa	
 ﾠutilizzare	
 ﾠinformazioni	
 ﾠrelative	
 ﾠal	
 ﾠpaziente	
 ﾠper	
 ﾠpredire	
 ﾠl’outcome	
 ﾠdi	
 ﾠinteresse	
 ﾠe	
 ﾠ
per	
 ﾠsupportare	
 ﾠulteriormente	
 ﾠle	
 ﾠdecisioni	
 ﾠcliniche:	
 ﾠesso	
 ﾠviene	
 ﾠinfatti	
 ﾠutilizzato	
 ﾠper	
 ﾠla	
 ﾠcostruzione	
 ﾠdi	
 ﾠ
modelli	
 ﾠdecisionali	
 ﾠper	
 ﾠprocedure	
 ﾠdi	
 ﾠprognostica,	
 ﾠdiagnostica	
 ﾠe	
 ﾠpianificazione	
 ﾠdel	
 ﾠtrattamento.	
 ﾠ	
 ﾠ
La	
 ﾠsempre	
 ﾠpiù	
 ﾠdiffusa	
 ﾠdisponibilità	
 ﾠdi	
 ﾠmetodologie	
 ﾠe	
 ﾠstrumenti	
 ﾠcomputazionali	
 ﾠper	
 ﾠl’analisi	
 ﾠe	
 ﾠ
la	
 ﾠcreazione	
 ﾠdi	
 ﾠmodelli	
 ﾠpredittivi	
 ﾠrichiede	
 ﾠai	
 ﾠmedici	
 ﾠricercatori	
 ﾠe	
 ﾠagli	
 ﾠesperti	
 ﾠinformatici	
 ﾠdi	
 ﾠricercare	
 ﾠ
tra	
 ﾠqueste	
 ﾠle	
 ﾠstrategie	
 ﾠpiù	
 ﾠadatte	
 ﾠper	
 ﾠfar	
 ﾠfronte	
 ﾠa	
 ﾠproblemi	
 ﾠdi	
 ﾠprevisione	
 ﾠclinica.	
 ﾠ	
 ﾠ
 
4.1	
 ﾠIl	
 ﾠData	
 ﾠMining:	
 ﾠconsiderazioni	
 ﾠgenerali	
 ﾠ
Per	
 ﾠdata	
 ﾠmining	
 ﾠsi	
 ﾠintendono	
 ﾠi	
 ﾠprocessi	
 ﾠdi	
 ﾠselezione,	
 ﾠdi	
 ﾠesplorazione	
 ﾠe	
 ﾠdi	
 ﾠmodellizzazione	
 ﾠdi	
 ﾠ
un	
 ﾠlargo	
 ﾠnumero	
 ﾠdi	
 ﾠdati	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠindividuare	
 ﾠclassi	
 ﾠo	
 ﾠrelazioni	
 ﾠche	
 ﾠpossano	
 ﾠportare	
 ﾠa	
 ﾠrisultati	
 ﾠ
chiari	
 ﾠe	
 ﾠutilizzabili	
 ﾠper	
 ﾠchi	
 ﾠli	
 ﾠanalizza.	
 ﾠConiato	
 ﾠnegli	
 ﾠanni	
 ﾠ‘90	
 ﾠil	
 ﾠtermine	
 ﾠindica	
 ﾠlo	
 ﾠscavare	
 ﾠtra	
 ﾠi	
 ﾠdati	
 ﾠcon	
 ﾠ
chiara	
 ﾠmetafora	
 ﾠdel	
 ﾠgold	
 ﾠmining,	
 ﾠossia	
 ﾠla	
 ﾠricerca	
 ﾠdell’oro.	
 ﾠOggi	
 ﾠè	
 ﾠsinonimo	
 ﾠdi	
 ﾠricerca	
 ﾠdi	
 ﾠinformazione	
 ﾠ
in	
 ﾠ vasti	
 ﾠ 	
 ﾠ database,	
 ﾠed	
 ﾠe nf a t i z z a 	
 ﾠi l 	
 ﾠpr oc e s s o	
 ﾠdi	
 ﾠanalisi	
 ﾠall’interno	
 ﾠdei	
 ﾠda t i 	
 ﾠi n	
 ﾠa l t e r na t i v a 	
 ﾠa l l’uso	
 ﾠ di	
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specifici	
 ﾠmetodi	
 ﾠdi	
 ﾠanalisi.	
 ﾠI	
 ﾠproblemi	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠsono	
 ﾠspesso	
 ﾠrisolti	
 ﾠutilizzando	
 ﾠuna	
 ﾠvarietà	
 ﾠdi	
 ﾠ
approcci	
 ﾠdiversi	
 ﾠderivati	
 ﾠdall’Informatica,	
 ﾠcome	
 ﾠdatabase	
 ﾠmulti	
 ﾠdimensionali,	
 ﾠmachine	
 ﾠlearning,	
 ﾠsoft	
 ﾠ
computing	
 ﾠ e	
 ﾠ tecniche	
 ﾠ di	
 ﾠ visualizzazione	
 ﾠ dati,	
 ﾠo 	
 ﾠd e r i v a t i 	
 ﾠd a l l a 	
 ﾠS t a t i s t i c a , 	
 ﾠ come	
 ﾠ i	
 ﾠ test	
 ﾠ di	
 ﾠ ipotesi,	
 ﾠ il	
 ﾠ
clustering,	
 ﾠle	
 ﾠtecniche	
 ﾠdi	
 ﾠclassificazione	
 ﾠe	
 ﾠl’analisi	
 ﾠdi	
 ﾠregressione.	
 ﾠ
La	
 ﾠforza	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠdipende	
 ﾠproprio	
 ﾠdalla	
 ﾠcorretta	
 ﾠscelta	
 ﾠe	
 ﾠcombinazione	
 ﾠdi	
 ﾠqueste	
 ﾠ
metodologie	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠottenere	
 ﾠdue	
 ﾠobbiettivi	
 ﾠprincipali	
 ﾠsui	
 ﾠdati:	
 ﾠla	
 ﾠdescrizione	
 ﾠe	
 ﾠla	
 ﾠpredizione.	
 ﾠ
Con	
 ﾠ descrizione	
 ﾠ si	
 ﾠ intende	
 ﾠl a 	
 ﾠr i c e r c a 	
 ﾠd i 	
 ﾠclassi	
 ﾠ e	
 ﾠ associazioni	
 ﾠ interpretabili	
 ﾠ secondo	
 ﾠ quella	
 ﾠ che	
 ﾠ
potrebbe	
 ﾠ essere	
 ﾠu n a 	
 ﾠc l a s s i f i c a z i o n e 	
 ﾠi n t e llegibile	
 ﾠa n c h e 	
 ﾠd a 	
 ﾠu n 	
 ﾠe s s e r e 	
 ﾠu m a n o , 	
 ﾠ con	
 ﾠ predizione	
 ﾠ si	
 ﾠ
definisce	
 ﾠ la	
 ﾠ stima	
 ﾠ di	
 ﾠ un	
 ﾠ possibile	
 ﾠ outcome	
 ﾠ di	
 ﾠ interesse.	
 ﾠ Sebbene	
 ﾠ le	
 ﾠ metodologie	
 ﾠ utilizzate	
 ﾠ per	
 ﾠ
giungere	
 ﾠa	
 ﾠquesti	
 ﾠrisultati	
 ﾠspesso	
 ﾠsono	
 ﾠanaloghe,	
 ﾠle	
 ﾠdifferenze	
 ﾠtra	
 ﾠil	
 ﾠclassificatore	
 ﾠe	
 ﾠlo	
 ﾠstimatore	
 ﾠ
predittivo	
 ﾠstanno	
 ﾠ	
 ﾠsostanzialmente	
 ﾠnella	
 ﾠpreparazione	
 ﾠdei	
 ﾠdati:	
 ﾠ	
 ﾠnel	
 ﾠsecondo	
 ﾠcaso	
 ﾠinfatti	
 ﾠbisognerà	
 ﾠ
includere	
 ﾠnel	
 ﾠtest	
 ﾠin	
 ﾠesame	
 ﾠle	
 ﾠvariabili	
 ﾠdi	
 ﾠinteresse	
 ﾠparticolare	
 ﾠche	
 ﾠil	
 ﾠmodello	
 ﾠdovrà	
 ﾠpredire.	
 ﾠ
	
 ﾠ
4.2	
 ﾠIl	
 ﾠData	
 ﾠMining	
 ﾠPredittivo	
 ﾠ
Lo	
 ﾠscopo	
 ﾠdi	
 ﾠtecniche	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo,	
 ﾠcome	
 ﾠdetto,	
 ﾠè	
 ﾠquello	
 ﾠdi	
 ﾠindividuare	
 ﾠmodelli	
 ﾠ
statistici	
 ﾠe	
 ﾠmodelli	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠutilizzati	
 ﾠper	
 ﾠpredire	
 ﾠla	
 ﾠrisposta	
 ﾠdi	
 ﾠinteresse.	
 ﾠQuesti	
 ﾠmodelli	
 ﾠ
sono	
 ﾠcostruiti	
 ﾠutilizzando	
 ﾠdati	
 ﾠper	
 ﾠcui	
 ﾠil	
 ﾠvalore	
 ﾠdella	
 ﾠvariabile	
 ﾠdi	
 ﾠrisposta	
 ﾠè	
 ﾠgià	
 ﾠnoto.	
 ﾠ
4.2.1	
 ﾠPrincipali	
 ﾠTecniche	
 ﾠe	
 ﾠMetodologie	
 ﾠutilizzate	
 ﾠnel	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠ
Le	
 ﾠprincipali	
 ﾠmetodologie	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠhanno	
 ﾠorigine	
 ﾠdai	
 ﾠdifferenti	
 ﾠcampi	
 ﾠdi	
 ﾠricerca	
 ﾠe	
 ﾠ
spesso	
 ﾠutilizzano	
 ﾠapprocci	
 ﾠdi	
 ﾠmodellizzazione	
 ﾠmolti	
 ﾠdiversi.	
 ﾠ
Sono	
 ﾠpresenti	
 ﾠdiverse	
 ﾠtecniche	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠmesse	
 ﾠa	
 ﾠconfronto	
 ﾠsulla	
 ﾠbase	
 ﾠdi	
 ﾠ
•  gestione	
 ﾠdi	
 ﾠdati	
 ﾠmancanti	
 ﾠe	
 ﾠrumorosi	
 ﾠ
•  modo	
 ﾠ	
 ﾠin	
 ﾠcui	
 ﾠvengono	
 ﾠgestiti	
 ﾠi	
 ﾠdiversi	
 ﾠtipi	
 ﾠdi	
 ﾠparametri	
 ﾠ(continui,	
 ﾠordinali,	
 ﾠcategorici)	
 ﾠ
•  presentazione	
 ﾠdi	
 ﾠmodelli	
 ﾠdi	
 ﾠclassificazione	
 ﾠfacilmente	
 ﾠinterpretabili	
 ﾠda	
 ﾠpersonale	
 ﾠesperto	
 ﾠ
•  riduzione	
 ﾠdel	
 ﾠnumero	
 ﾠdi	
 ﾠparametri	
 ﾠper	
 ﾠarrivare	
 ﾠa	
 ﾠconclusioni	
 ﾠ
•  costi	
 ﾠcomputazionali	
 ﾠper	
 ﾠla	
 ﾠcostruzione	
 ﾠe	
 ﾠl’uso	
 ﾠdi	
 ﾠmodelli	
 ﾠdi	
 ﾠclassificazione	
 ﾠ
•  nei	
 ﾠ modelli	
 ﾠ utilizzati	
 ﾠ nel	
 ﾠ supporto	
 ﾠ decisionale	
 ﾠ capacità	
 ﾠ di	
 ﾠ questi	
 ﾠ di	
 ﾠ giustificare	
 ﾠ
determinate	
 ﾠscelte	
 ﾠ
•  la	
 ﾠduttilità	
 ﾠnell’adattarsi	
 ﾠai	
 ﾠdiversi	
 ﾠcasi	
 ﾠtestabili.	
 ﾠ
Le	
 ﾠprincipali	
 ﾠtecniche	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠpiù	
 ﾠcomunemente	
 ﾠusate	
 ﾠsono	
 ﾠle	
 ﾠseguenti:	
 ﾠ
Alberi	
 ﾠdi	
 ﾠdecisione	
 ﾠ
I	
 ﾠDecision	
 ﾠTree	
 ﾠo	
 ﾠAlberi	
 ﾠdi	
 ﾠdecisione	
 ﾠusano	
 ﾠun	
 ﾠpartizionamento	
 ﾠricorsivo	
 ﾠdei	
 ﾠdati	
 ﾠed	
 ﾠinducono	
 ﾠ
una	
 ﾠ classificazione	
 ﾠ robusta	
 ﾠ e	
 ﾠ trasparente,	
 ﾠ sebbene	
 ﾠ le	
 ﾠ performance	
 ﾠ soffrono	
 ﾠ della	
 ﾠ caratteristica	
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segmentazione	
 ﾠ dei	
 ﾠ dati:	
 ﾠ ogni	
 ﾠ foglia	
 ﾠ dell’albero	
 ﾠ può	
 ﾠ arrivare	
 ﾠ a	
 ﾠ contenere	
 ﾠ un	
 ﾠ numero	
 ﾠ elevato	
 ﾠ di	
 ﾠ
istanze,	
 ﾠ il	
 ﾠ che	
 ﾠ non	
 ﾠ permette	
 ﾠ talvolta	
 ﾠ di	
 ﾠ arrivare	
 ﾠ a	
 ﾠ predizioni	
 ﾠ utilizzabili.	
 ﾠ La	
 ﾠ complessità	
 ﾠ
computazionale	
 ﾠdell’algoritmo	
 ﾠdi	
 ﾠinduzione	
 ﾠè	
 ﾠbassa	
 ﾠgrazie	
 ﾠalle	
 ﾠpotenti	
 ﾠbasi	
 ﾠeuristiche.	
 ﾠ
Le	
 ﾠpiù	
 ﾠutilizzate	
 ﾠsuite	
 ﾠdi	
 ﾠprogrammi	
 ﾠper	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠcontengono	
 ﾠvarianti	
 ﾠdi	
 ﾠC4.5	
 ﾠe	
 ﾠSee	
 ﾠ5	
 ﾠe	
 ﾠ
Decision	
 ﾠTree	
 ﾠCART:	
 ﾠquesti	
 ﾠsoftware	
 ﾠed	
 ﾠin	
 ﾠgenerale	
 ﾠi	
 ﾠdecision	
 ﾠtree	
 ﾠsaranno	
 ﾠesposti	
 ﾠin	
 ﾠdettaglio	
 ﾠnel	
 ﾠ
prossimo	
 ﾠcapitolo.	
 ﾠ
Regole	
 ﾠDecisionali	
 ﾠ
Questa	
 ﾠmetodologia	
 ﾠpuò	
 ﾠessere	
 ﾠdefinita	
 ﾠcome	
 ﾠl’equivalente	
 ﾠverbale	
 ﾠdi	
 ﾠun	
 ﾠdecision	
 ﾠtree;	
 ﾠun	
 ﾠ
set	
 ﾠdi	
 ﾠRegole	
 ﾠDecisionali,	
 ﾠo	
 ﾠpiù	
 ﾠcomunemente	
 ﾠdefinito	
 ﾠcon	
 ﾠil	
 ﾠtermine	
 ﾠinglese	
 ﾠdecision	
 ﾠrules,	
 ﾠspecifica	
 ﾠ
l’appartenenza	
 ﾠ di	
 ﾠ un	
 ﾠ istanza	
 ﾠ ad	
 ﾠ una	
 ﾠ classe,	
 ﾠ basandosi	
 ﾠ su	
 ﾠ una	
 ﾠ sequenza	
 ﾠ gerarchica	
 ﾠ di	
 ﾠ decisioni	
 ﾠ
contingenti.	
 ﾠOgni	
 ﾠregola	
 ﾠnell’insieme	
 ﾠdelle	
 ﾠregole	
 ﾠdecisionali	
 ﾠgeneralmente	
 ﾠprende	
 ﾠla	
 ﾠforma	
 ﾠdi	
 ﾠun	
 ﾠ
clausola	
 ﾠdi	
 ﾠHorn	
 ﾠ(in	
 ﾠlogica	
 ﾠnel	
 ﾠcalcolo	
 ﾠproposizionale	
 ﾠè	
 ﾠuna	
 ﾠdisgiunzione	
 ﾠdi	
 ﾠletterali	
 ﾠin	
 ﾠcui	
 ﾠal	
 ﾠmassimo	
 ﾠ
uno	
 ﾠ dei	
 ﾠ letterali	
 ﾠ è	
 ﾠ positivo)	
 ﾠ l’appartenenza	
 ﾠ alla	
 ﾠ classe	
 ﾠ è	
 ﾠ dedotta	
 ﾠ da	
 ﾠ una	
 ﾠ serie	
 ﾠ di	
 ﾠ osservazioni	
 ﾠ
contingenti.	
 ﾠLe	
 ﾠDecision	
 ﾠRules	
 ﾠsono	
 ﾠquindi	
 ﾠnella	
 ﾠforma	
 ﾠ	
 ﾠ
IF	
 ﾠ	
 ﾠ	
 ﾠcondizione	
 ﾠbasata	
 ﾠsui	
 ﾠvalori	
 ﾠdegli	
 ﾠattributi	
 ﾠ	
 ﾠTHEN	
 ﾠvalore	
 ﾠdi	
 ﾠout-ﾭ‐come	
 ﾠ
	
 ﾠe	
 ﾠpossono	
 ﾠessere	
 ﾠcostruite	
 ﾠda	
 ﾠalberi	
 ﾠdecisionali	
 ﾠcome	
 ﾠle	
 ﾠregole	
 ﾠderivate	
 ﾠdal	
 ﾠC4.5	
 ﾠ(il	
 ﾠprogramma	
 ﾠdi	
 ﾠ
decision	
 ﾠtree)	
 ﾠo	
 ﾠpossono	
 ﾠessere	
 ﾠderivate	
 ﾠdirettamente	
 ﾠdai	
 ﾠdati	
 ﾠcome	
 ﾠnel	
 ﾠcaso	
 ﾠdegli	
 ﾠalgoritmi	
 ﾠAQ	
 ﾠe	
 ﾠ
CN2	
 ﾠ [22].	
 ﾠQuesto	
 ﾠtipo	
 ﾠdi	
 ﾠalgoritmi	
 ﾠsono	
 ﾠmolto	
 ﾠsimili	
 ﾠper	
 ﾠcerte	
 ﾠcaratteristiche	
 ﾠai	
 ﾠdecision	
 ﾠtree,	
 ﾠma	
 ﾠ
rispetto	
 ﾠa	
 ﾠquest’ultimi	
 ﾠsono	
 ﾠmolto	
 ﾠpiù	
 ﾠcostosi	
 ﾠdal	
 ﾠpunto	
 ﾠdi	
 ﾠvista	
 ﾠcomputazionale	
 ﾠ
Regressione	
 ﾠLogistica	
 ﾠ
La	
 ﾠregressione	
 ﾠlogistica	
 ﾠè	
 ﾠuna	
 ﾠmetodologia	
 ﾠpotente	
 ﾠe	
 ﾠgià	
 ﾠparticolarmente	
 ﾠutilizzata	
 ﾠin	
 ﾠambito	
 ﾠ
statistico.	
 ﾠÈ	
 ﾠun	
 ﾠcaso	
 ﾠparticolare	
 ﾠdi	
 ﾠmodello	
 ﾠlineare	
 ﾠgeneralizzato,	
 ﾠun’estensione	
 ﾠdella	
 ﾠregressione	
 ﾠ
ordinaria,	
 ﾠe	
 ﾠsi	
 ﾠapplica	
 ﾠai	
 ﾠcasi	
 ﾠin	
 ﾠcui	
 ﾠla	
 ﾠvariabile	
 ﾠdipendente	
 ﾠy	
 ﾠsia	
 ﾠdi	
 ﾠtipo	
 ﾠdicotomico,	
 ﾠcome	
 ﾠin	
 ﾠun	
 ﾠ
classificatore	
 ﾠche	
 ﾠstabilisca	
 ﾠl’occorrenza	
 ﾠo	
 ﾠla	
 ﾠnon	
 ﾠoccorrenza	
 ﾠdi	
 ﾠun	
 ﾠdeterminato	
 ﾠevento.	
 ﾠIl	
 ﾠmodello	
 ﾠ
viene	
 ﾠ descritto	
 ﾠ quindi	
 ﾠ da	
 ﾠ una	
 ﾠ formula	
 ﾠ di	
 ﾠ regressione	
 ﾠ che	
 ﾠ determina	
 ﾠ la	
 ﾠ funzione	
 ﾠ legata	
 ﾠ alla	
 ﾠ
probabilità	
 ﾠche	
 ﾠun	
 ﾠevento	
 ﾠy	
 ﾠaccada;	
 ﾠla	
 ﾠstima	
 ﾠdella	
 ﾠprobabilità	
 ﾠpoi	
 ﾠavviene	
 ﾠeffettuando	
 ﾠla	
 ﾠstima	
 ﾠdei	
 ﾠ
parametri	
 ﾠdel	
 ﾠmodello	
 ﾠattraverso	
 ﾠil	
 ﾠmetodo	
 ﾠdi	
 ﾠmassima	
 ﾠverosimiglianza.	
 ﾠ
Reti	
 ﾠneurali	
 ﾠ
Una	
 ﾠrete	
 ﾠneurale	
 ﾠartificiale	
 ﾠè	
 ﾠun	
 ﾠmodello	
 ﾠdi	
 ﾠcalcolo	
 ﾠbasato	
 ﾠsu	
 ﾠalcuni	
 ﾠprincipi	
 ﾠdelle	
 ﾠreti	
 ﾠneurali	
 ﾠ
biologiche.	
 ﾠTale	
 ﾠmodello	
 ﾠè	
 ﾠcostituito	
 ﾠdall’unità	
 ﾠbase	
 ﾠdetta	
 ﾠneurone	
 ﾠartificiale	
 ﾠ	
 ﾠche	
 ﾠpuò	
 ﾠavere	
 ﾠuna	
 ﾠo	
 ﾠ
più	
 ﾠconnessione	
 ﾠin	
 ﾠentrata,	
 ﾠproveniente	
 ﾠda	
 ﾠaltri	
 ﾠneuroni	
 ﾠdella	
 ﾠrete,	
 ﾠed	
 ﾠha	
 ﾠuna	
 ﾠsola	
 ﾠuscita	
 ﾠdiretta	
 ﾠ
eventualmente,	
 ﾠverso	
 ﾠaltri	
 ﾠneuroni	
 ﾠo	
 ﾠverso	
 ﾠun	
 ﾠoutput.	
 ﾠNella	
 ﾠmaggior	
 ﾠparte	
 ﾠdei	
 ﾠcasi	
 ﾠuna	
 ﾠrete	
 ﾠneurale	
 ﾠ
artificiale	
 ﾠ è	
 ﾠ un	
 ﾠ sistema	
 ﾠ adattivo	
 ﾠ che	
 ﾠ cambia	
 ﾠ la	
 ﾠ sua	
 ﾠ struttura	
 ﾠ in	
 ﾠ base	
 ﾠ alle	
 ﾠi n f o r m a z i o n i 	
 ﾠche	
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attraversano	
 ﾠla	
 ﾠrete	
 ﾠdurante	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠapprendimento.	
 ﾠEsse	
 ﾠpossono	
 ﾠessere	
 ﾠutilizzate	
 ﾠper	
 ﾠsimulare	
 ﾠ
relazioni	
 ﾠcomplesse	
 ﾠtra	
 ﾠingressi	
 ﾠe	
 ﾠuscite	
 ﾠche	
 ﾠaltre	
 ﾠfunzioni	
 ﾠanalitiche	
 ﾠnon	
 ﾠriescono	
 ﾠa	
 ﾠrappresentare.	
 ﾠ
Una	
 ﾠ rete	
 ﾠ neurale	
 ﾠ artificiale	
 ﾠ riceve	
 ﾠ segnali	
 ﾠ esterni	
 ﾠ su	
 ﾠ uno	
 ﾠ strato	
 ﾠ di	
 ﾠ nodi	
 ﾠ (unità	
 ﾠ di	
 ﾠ elaborazione)	
 ﾠ
d'ingresso,	
 ﾠciascuno	
 ﾠdei	
 ﾠquali	
 ﾠè	
 ﾠcollegato	
 ﾠcon	
 ﾠnumerosi	
 ﾠnodi	
 ﾠinterni,	
 ﾠorganizzati	
 ﾠin	
 ﾠpiù	
 ﾠlivelli.	
 ﾠOgni	
 ﾠ
nodo	
 ﾠelabora	
 ﾠi	
 ﾠsegnali	
 ﾠricevuti	
 ﾠe	
 ﾠtrasmette	
 ﾠil	
 ﾠrisultato	
 ﾠa	
 ﾠnodi	
 ﾠsuccessivi.	
 ﾠLe	
 ﾠreti	
 ﾠneurali	
 ﾠsono	
 ﾠstate	
 ﾠ
finora	
 ﾠ tra	
 ﾠ le	
 ﾠ 	
 ﾠ principali	
 ﾠ tecniche	
 ﾠ utilizzate	
 ﾠ per	
 ﾠ il	
 ﾠ data	
 ﾠ mining	
 ﾠ in	
 ﾠ ambito	
 ﾠ di	
 ﾠ medicina	
 ﾠ clinica[21].	
 ﾠ
.Principalmente	
 ﾠ tutto	
 ﾠ ciò	
 ﾠ è	
 ﾠ dovuto	
 ﾠ alle	
 ﾠ buone	
 ﾠ performance	
 ﾠ di	
 ﾠ questo	
 ﾠ tipo	
 ﾠ di	
 ﾠ metodica	
 ﾠ nella	
 ﾠ
creazione	
 ﾠ di	
 ﾠ modelli	
 ﾠ predittivi,nonostante	
 ﾠ una	
 ﾠ serie	
 ﾠ di	
 ﾠ difetti	
 ﾠ 	
 ﾠ che	
 ﾠ includono	
 ﾠ alta	
 ﾠ sensibilità	
 ﾠ ai	
 ﾠ
parametri	
 ﾠ del	
 ﾠ metodo,	
 ﾠa l t o 	
 ﾠc o s t o 	
 ﾠc o m p u t a z i o n a l e 	
 ﾠn e l l ’ a d d e s t r a m e n t o 	
 ﾠd e l l a 	
 ﾠr e t e , 	
 ﾠe 	
 ﾠl a 	
 ﾠd i f f i c o l t à 	
 ﾠ
interpretativa	
 ﾠdel	
 ﾠmodello	
 ﾠdedotto	
 ﾠper	
 ﾠun	
 ﾠpersonale	
 ﾠesperto.	
 ﾠLe	
 ﾠreti	
 ﾠneurali	
 ﾠsono	
 ﾠtuttavia	
 ﾠstrumento	
 ﾠ
capace	
 ﾠ di	
 ﾠ modellare	
 ﾠ complesse	
 ﾠ relazioni	
 ﾠ non	
 ﾠ lineari,ed	
 ﾠ in	
 ﾠ questo	
 ﾠ sta	
 ﾠ indubbiamente	
 ﾠ il	
 ﾠ grande	
 ﾠ
vantaggio	
 ﾠdelle	
 ﾠreti	
 ﾠrispetto	
 ﾠad	
 ﾠaltri	
 ﾠmetodi	
 ﾠdi	
 ﾠmodellistica	
 ﾠpiù	
 ﾠsemplici.	
 ﾠ
Support	
 ﾠVector	
 ﾠMachine	
 ﾠ
Le	
 ﾠmacchine	
 ﾠa	
 ﾠvettori	
 ﾠdi	
 ﾠsupporto	
 ﾠ(SVM,	
 ﾠdall'inglese	
 ﾠSupport	
 ﾠVector	
 ﾠMachines),	
 ﾠo	
 ﾠmacchine	
 ﾠ
kernel,	
 ﾠsono	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠmetodi	
 ﾠdi	
 ﾠapprendimento	
 ﾠsupervisionato	
 ﾠper	
 ﾠla	
 ﾠclassificazione	
 ﾠdi	
 ﾠpattern:	
 ﾠ
sono	
 ﾠ anche	
 ﾠ note	
 ﾠ come	
 ﾠ classificatori	
 ﾠ a	
 ﾠ massimo	
 ﾠ margine,	
 ﾠ poiché	
 ﾠ allo	
 ﾠ stesso	
 ﾠ tempo	
 ﾠ minimizzano	
 ﾠ
l'errore	
 ﾠempirico	
 ﾠdi	
 ﾠclassificazione	
 ﾠe	
 ﾠcercano	
 ﾠdi	
 ﾠclassificare	
 ﾠdue	
 ﾠistanze	
 ﾠmassimizzando	
 ﾠil	
 ﾠmargine	
 ﾠ
geometrico	
 ﾠdi	
 ﾠdistanza	
 ﾠtra	
 ﾠdue	
 ﾠpunti	
 ﾠin	
 ﾠun	
 ﾠinsieme.	
 ﾠRappresentano	
 ﾠattualmente	
 ﾠ
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 ﾠlo	
 ﾠstrumento	
 ﾠ
forse	
 ﾠpiù	
 ﾠpotente	
 ﾠdi	
 ﾠclassificazione	
 ﾠin	
 ﾠtermini	
 ﾠdi	
 ﾠaccuratezza	
 ﾠdi	
 ﾠpredizione,	
 ﾠessendo	
 ﾠbasate	
 ﾠsu	
 ﾠforti	
 ﾠ
basi	
 ﾠmatematiche	
 ﾠe	
 ﾠsulla	
 ﾠteoria	
 ﾠdi	
 ﾠapprendimento	
 ﾠstatistico.	
 ﾠCentrale	
 ﾠa	
 ﾠquesta	
 ﾠtipo	
 ﾠdi	
 ﾠmetodica	
 ﾠè	
 ﾠla	
 ﾠ
procedura	
 ﾠdi	
 ﾠricerca	
 ﾠdell’iperpiano	
 ﾠche	
 ﾠsepara	
 ﾠgli	
 ﾠesempi	
 ﾠdi	
 ﾠdue	
 ﾠdiversi	
 ﾠesiti.	
 ﾠEssendo	
 ﾠstato	
 ﾠcreato	
 ﾠ
principalmente	
 ﾠper	
 ﾠproblemi	
 ﾠa	
 ﾠdue	
 ﾠclassi,	
 ﾠle	
 ﾠSVM	
 ﾠtrovano	
 ﾠun	
 ﾠiperpiano,	
 ﾠdetto	
 ﾠiperpiano	
 ﾠottimo,	
 ﾠcon	
 ﾠ
la	
 ﾠdistanza	
 ﾠmassima	
 ﾠal	
 ﾠpunto	
 ﾠpiù	
 ﾠvicino	
 ﾠtra	
 ﾠle	
 ﾠdue	
 ﾠclassi.	
 ﾠIl	
 ﾠset	
 ﾠdi	
 ﾠattributi	
 ﾠcon	
 ﾠla	
 ﾠdistanza	
 ﾠminima	
 ﾠ
dall’iperpiano	
 ﾠottimo	
 ﾠè	
 ﾠchiamato	
 ﾠsupport	
 ﾠvector.	
 ﾠLa	
 ﾠricerca	
 ﾠdell’iperpiano	
 ﾠporta	
 ﾠad	
 ﾠun	
 ﾠclassificatore	
 ﾠ
lineare.	
 ﾠAl	
 ﾠdi	
 ﾠlà	
 ﾠdi	
 ﾠqueste	
 ﾠbasi	
 ﾠlineari,	
 ﾠle	
 ﾠsupport	
 ﾠvector	
 ﾠmachine	
 ﾠsono	
 ﾠusate	
 ﾠpiù	
 ﾠspesso	
 ﾠin	
 ﾠmodelli	
 ﾠnon	
 ﾠ
lineari,	
 ﾠin	
 ﾠcui	
 ﾠlo	
 ﾠspazio	
 ﾠdei	
 ﾠparametri	
 ﾠviene	
 ﾠtrasformato	
 ﾠin	
 ﾠun	
 ﾠnuovo	
 ﾠspazio,	
 ﾠa	
 ﾠpiù	
 ﾠdimensioni	
 ﾠin	
 ﾠcui	
 ﾠil	
 ﾠ
classificatore	
 ﾠlineare	
 ﾠviene	
 ﾠinferito.	
 ﾠIl	
 ﾠconcetto	
 ﾠdi	
 ﾠbase	
 ﾠè	
 ﾠche	
 ﾠogni	
 ﾠpunto	
 ﾠdel	
 ﾠpiano	
 ﾠdegli	
 ﾠattributi,	
 ﾠsia	
 ﾠ
rappresentato	
 ﾠda	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠfunzioni	
 ﾠmatematiche	
 ﾠconosciute	
 ﾠcome	
 ﾠkernel,	
 ﾠpermettendo	
 ﾠall’algoritmo	
 ﾠ
di	
 ﾠ ricavare	
 ﾠ l’iperpiano	
 ﾠ a	
 ﾠ massimo	
 ﾠ margine	
 ﾠ nel	
 ﾠ nuovo	
 ﾠ spazio	
 ﾠ dei	
 ﾠ parametri	
 ﾠ trasformati.	
 ﾠ La	
 ﾠ
trasformazione	
 ﾠpuò	
 ﾠessere	
 ﾠnon	
 ﾠlineare	
 ﾠe	
 ﾠlo	
 ﾠspazio	
 ﾠtrasformato	
 ﾠpuò	
 ﾠessere	
 ﾠmultidimensionale.	
 ﾠPer	
 ﾠ
questo	
 ﾠil	
 ﾠclassificatore	
 ﾠpuò	
 ﾠessere	
 ﾠun	
 ﾠiperpiano	
 ﾠnello	
 ﾠspazio	
 ﾠdei	
 ﾠparametri	
 ﾠmultidimensionali,e	
 ﾠpuò	
 ﾠ
essere	
 ﾠ non	
 ﾠ lineare	
 ﾠ nello	
 ﾠ spazio	
 ﾠ originale	
 ﾠ degli	
 ﾠ input.	
 ﾠ 	
 ﾠ Le	
 ﾠ più	
 ﾠ utilizzate	
 ﾠ funzioni	
 ﾠ di	
 ﾠ kernel	
 ﾠ sono	
 ﾠ
polinomiali	
 ﾠ a	
 ﾠ base	
 ﾠ radiale	
 ﾠ o	
 ﾠ funzioni	
 ﾠ sigmoidali.	
 ﾠ La	
 ﾠ scelta	
 ﾠ del	
 ﾠ più	
 ﾠ appropriato	
 ﾠ kernel	
 ﾠ dipende	
 ﾠ
ovviamente	
 ﾠdalle	
 ﾠproprietà	
 ﾠdel	
 ﾠdataset	
 ﾠe	
 ﾠdel	
 ﾠdominio	
 ﾠdel	
 ﾠproblema.	
 ﾠNel	
 ﾠcaso	
 ﾠreale	
 ﾠperò	
 ﾠspesso	
 ﾠnon	
 ﾠ40 
 
esiste	
 ﾠ un	
 ﾠ iperpiano	
 ﾠ che	
 ﾠ separa	
 ﾠ chiaramente	
 ﾠ tutti	
 ﾠ i	
 ﾠ dati	
 ﾠ in	
 ﾠ due	
 ﾠ classi.	
 ﾠ Per	
 ﾠ bypassare	
 ﾠ questo	
 ﾠ
inconveniente,	
 ﾠ viene	
 ﾠ proposto	
 ﾠ un	
 ﾠ metodo	
 ﾠ a	
 ﾠ margine	
 ﾠ ridotto	
 ﾠ dove	
 ﾠ il	
 ﾠ risultante	
 ﾠ iperpiano	
 ﾠ divide	
 ﾠ
l’insieme	
 ﾠdei	
 ﾠdati	
 ﾠin	
 ﾠ2	
 ﾠset:	
 ﾠun	
 ﾠdato	
 ﾠsarà	
 ﾠclassificato	
 ﾠin	
 ﾠuna	
 ﾠdeterminata	
 ﾠclasse,	
 ﾠse	
 ﾠsta	
 ﾠnel	
 ﾠsemipiano	
 ﾠ
con	
 ﾠmaggioranza	
 ﾠdi	
 ﾠdati	
 ﾠin	
 ﾠquella	
 ﾠclasse.	
 ﾠLe	
 ﾠSVM	
 ﾠhanno	
 ﾠcominciato	
 ﾠad	
 ﾠacquistare	
 ﾠgrande	
 ﾠpopolarità	
 ﾠ
in	
 ﾠambito	
 ﾠmedico-ﾭ‐informatico	
 ﾠsolo	
 ﾠin	
 ﾠtempi	
 ﾠrecenti,	
 ﾠin	
 ﾠparticolare	
 ﾠgrazie	
 ﾠalla	
 ﾠbioinformatica	
 ﾠ
[20]	
 ﾠ,	
 ﾠdal	
 ﾠ
momento	
 ﾠche	
 ﾠi	
 ﾠformalismi	
 ﾠteorici	
 ﾠpossono	
 ﾠessere	
 ﾠfacilmente	
 ﾠinterpretabili	
 ﾠanche	
 ﾠdagli	
 ﾠesperti	
 ﾠclinici	
 ﾠ
e	
 ﾠnon	
 ﾠsolo	
 ﾠdai	
 ﾠdata	
 ﾠminers.	
 ﾠIn	
 ﾠtermini	
 ﾠdi	
 ﾠaccuratezza	
 ﾠdi	
 ﾠprevisione	
 ﾠle	
 ﾠSVM	
 ﾠsi	
 ﾠavvicinano	
 ﾠalle	
 ﾠreti	
 ﾠ
neurali,	
 ﾠma	
 ﾠsono	
 ﾠpiù	
 ﾠrobuste	
 ﾠe	
 ﾠsono	
 ﾠmeno	
 ﾠdipendenti	
 ﾠdalla	
 ﾠscelta	
 ﾠdegli	
 ﾠattributi	
 ﾠdel	
 ﾠdataset.	
 ﾠ
Classificatore	
 ﾠnaive	
 ﾠbayesiano	
 ﾠ
Il	
 ﾠ classificatore	
 ﾠ naive	
 ﾠ bayesiano	
 ﾠ è	
 ﾠ un	
 ﾠ semplice	
 ﾠ classificatore	
 ﾠ basato	
 ﾠ sull’applicazione	
 ﾠ del	
 ﾠ
teorema	
 ﾠdi	
 ﾠBayes,	
 ﾠcon	
 ﾠforti	
 ﾠassunzioni	
 ﾠdi	
 ﾠindipendenza	
 ﾠtra	
 ﾠle	
 ﾠvariabili	
 ﾠpredittive.	
 ﾠQuesto	
 ﾠmetodo	
 ﾠsi	
 ﾠ
fonda	
 ﾠsull’assunzione	
 ﾠche	
 ﾠla	
 ﾠpresenza	
 ﾠo	
 ﾠassenza	
 ﾠdi	
 ﾠun	
 ﾠdeterminata	
 ﾠcaratteristica	
 ﾠdi	
 ﾠuna	
 ﾠclasse	
 ﾠsia	
 ﾠ
scorrelata	
 ﾠdalla	
 ﾠpresenza	
 ﾠo	
 ﾠassenza	
 ﾠdi	
 ﾠqualsiasi	
 ﾠaltro	
 ﾠattributo:	
 ﾠper	
 ﾠesempio,	
 ﾠuna	
 ﾠmela	
 ﾠpuò	
 ﾠessere	
 ﾠ
definita	
 ﾠdagli	
 ﾠattributi	
 ﾠrossa,	
 ﾠrotonda	
 ﾠe	
 ﾠdi	
 ﾠ8	
 ﾠcentimetri	
 ﾠdi	
 ﾠdiametro.	
 ﾠAnche	
 ﾠse	
 ﾠquesti	
 ﾠdipendono	
 ﾠl’uno	
 ﾠ
dall’altro	
 ﾠo	
 ﾠdall’esistenza	
 ﾠdi	
 ﾠun	
 ﾠaltro	
 ﾠparametro,	
 ﾠil	
 ﾠclassificatore	
 ﾠnaive	
 ﾠli	
 ﾠconsidera	
 ﾠessere	
 ﾠcontributi	
 ﾠ
indipendenti	
 ﾠalla	
 ﾠprobabilità	
 ﾠdi	
 ﾠclassificare	
 ﾠun	
 ﾠoggetto	
 ﾠistanza.	
 ﾠDipendendo	
 ﾠdalla	
 ﾠprecisa	
 ﾠnatura	
 ﾠdel	
 ﾠ
modello	
 ﾠ predittivo,	
 ﾠ il	
 ﾠ classificatore	
 ﾠ naive	
 ﾠ Bayesiano	
 ﾠ può	
 ﾠ essere	
 ﾠ addestrato	
 ﾠ in	
 ﾠ maniera	
 ﾠ molto	
 ﾠ
efficiente	
 ﾠcon	
 ﾠun	
 ﾠapproccio	
 ﾠdi	
 ﾠapprendimento	
 ﾠsupervisionato.	
 ﾠIn	
 ﾠdiverse	
 ﾠapplicazioni	
 ﾠpratiche,	
 ﾠla	
 ﾠ
stima	
 ﾠ dei	
 ﾠ parametri	
 ﾠ del	
 ﾠ modello	
 ﾠ probabilistico	
 ﾠ Bayesiano	
 ﾠ utilizza	
 ﾠ il	
 ﾠ metodo	
 ﾠ della	
 ﾠ massima	
 ﾠ
verosimiglianza,	
 ﾠperciò	
 ﾠtutti	
 ﾠi	
 ﾠparametri	
 ﾠdi	
 ﾠprobabilità	
 ﾠBayesiana	
 ﾠdevono	
 ﾠessere	
 ﾠa	
 ﾠdisposizione.	
 ﾠPur	
 ﾠ
essendo	
 ﾠun	
 ﾠmodello	
 ﾠrelativamente	
 ﾠsemplice,	
 ﾠè	
 ﾠestremamente	
 ﾠperformante	
 ﾠe	
 ﾠcomparabile	
 ﾠcon	
 ﾠaltri	
 ﾠ
sistemi,	
 ﾠcome	
 ﾠgli	
 ﾠalberi	
 ﾠdecisionali.	
 ﾠIl	
 ﾠsuo	
 ﾠgrande	
 ﾠvantaggio	
 ﾠsta	
 ﾠnel	
 ﾠrichiedere	
 ﾠun	
 ﾠpiccolo	
 ﾠgruppo	
 ﾠdi	
 ﾠ
dati	
 ﾠ da	
 ﾠ utilizzare	
 ﾠ come	
 ﾠ training	
 ﾠ set	
 ﾠ al	
 ﾠ fine	
 ﾠ di	
 ﾠ stimare	
 ﾠ i	
 ﾠ parametri	
 ﾠ necessari	
 ﾠ alla	
 ﾠ classificazione,	
 ﾠ
necessitando	
 ﾠ solo	
 ﾠ della	
 ﾠ varianza	
 ﾠ delle	
 ﾠ variabili	
 ﾠ per	
 ﾠ ciascuna	
 ﾠ classe	
 ﾠ e	
 ﾠ non	
 ﾠ dell’intera	
 ﾠ matrice	
 ﾠ di	
 ﾠ
covarianza.	
 ﾠ
Reti	
 ﾠBayesiane	
 ﾠ
Una	
 ﾠrete	
 ﾠbayesiana	
 ﾠè	
 ﾠun	
 ﾠmodello	
 ﾠgrafico	
 ﾠprobabilistico	
 ﾠcapace	
 ﾠdi	
 ﾠesprimere	
 ﾠchiaramente	
 ﾠuna	
 ﾠ
distribuzione	
 ﾠdi	
 ﾠprobabilità	
 ﾠcongiunta	
 ﾠsopra	
 ﾠun	
 ﾠnumero	
 ﾠdi	
 ﾠvariabili	
 ﾠattraverso	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠdistribuzione	
 ﾠ
di	
 ﾠprobabilità	
 ﾠcondizionata.	
 ﾠMatematicamente	
 ﾠuna	
 ﾠrete	
 ﾠbayesiana	
 ﾠè	
 ﾠun	
 ﾠgrafo	
 ﾠaciclico,	
 ﾠdove	
 ﾠogni	
 ﾠ
nodo	
 ﾠ rappresenta	
 ﾠ una	
 ﾠ variabile	
 ﾠ aleatoria	
 ﾠ e	
 ﾠ gli	
 ﾠ archi	
 ﾠ rappresentano	
 ﾠ le	
 ﾠ relazioni	
 ﾠ di	
 ﾠ dipendenza	
 ﾠ
statistica	
 ﾠtra	
 ﾠle	
 ﾠvariabili	
 ﾠe	
 ﾠle	
 ﾠdistribuzioni	
 ﾠlocali	
 ﾠdi	
 ﾠprobabilità	
 ﾠdei	
 ﾠnodi	
 ﾠfigli	
 ﾠrispetto	
 ﾠai	
 ﾠvalori	
 ﾠdei	
 ﾠnodi	
 ﾠ
padre.	
 ﾠOgni	
 ﾠvariabile	
 ﾠè	
 ﾠassunta	
 ﾠindipendente	
 ﾠdai	
 ﾠsuoi	
 ﾠnon	
 ﾠdiscendenti	
 ﾠed	
 ﾠha	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠgenitori	
 ﾠ
detto	
 ﾠpa(Xi).	
 ﾠSotto	
 ﾠquesta	
 ﾠipotesi	
 ﾠdi	
 ﾠpartenza,	
 ﾠdetta	
 ﾠdi	
 ﾠMarkov,	
 ﾠla	
 ﾠprobabilità	
 ﾠcondizionata	
 ﾠdi	
 ﾠtutte	
 ﾠla	
 ﾠ41 
 
variabili	
 ﾠx	
 ﾠpuò	
 ﾠessere	
 ﾠscritta:	
 ﾠ
	
 ﾠ
La	
 ﾠ rete	
 ﾠ è	
 ﾠ completamente	
 ﾠ descritta	
 ﾠ dall’insieme	
 ﾠ di	
 ﾠ distribuzioni	
 ﾠ di	
 ﾠ probabilità	
 ﾠ condizionate,	
 ﾠ che	
 ﾠ
quantificano	
 ﾠ le	
 ﾠ relazioni	
 ﾠ qualitative	
 ﾠ tra	
 ﾠ le	
 ﾠ variabili	
 ﾠ espresse	
 ﾠ dal	
 ﾠ grafo.	
 ﾠ Questa	
 ﾠ distribuzioni	
 ﾠ di	
 ﾠ
probabilità	
 ﾠ descrivono	
 ﾠ il	
 ﾠ set	
 ﾠ di	
 ﾠ parametri	
 ﾠ Θ,  Così	
 ﾠ come	
 ﾠ i	
 ﾠv a l o r i 	
 ﾠd e l l a 	
 ﾠt a b e l l a 	
 ﾠd e lle	
 ﾠ probabilità	
 ﾠ
condizionali	
 ﾠdescrivono	
 ﾠvariabili	
 ﾠdiscrete,	
 ﾠla	
 ﾠmedia	
 ﾠe	
 ﾠla	
 ﾠvarianza	
 ﾠdella	
 ﾠdistribuzione	
 ﾠgaussiana	
 ﾠdanno	
 ﾠ
le	
 ﾠvariabili	
 ﾠcontinue. Le	
 ﾠreti	
 ﾠsono	
 ﾠstate	
 ﾠtradizionalmente	
 ﾠutilizzate	
 ﾠin	
 ﾠmedicina	
 ﾠcome	
 ﾠstrumento	
 ﾠper	
 ﾠ
ragionamenti	
 ﾠprobabilistici,	
 ﾠgrazie	
 ﾠalla	
 ﾠloro	
 ﾠaffidabilità.	
 ﾠPossono	
 ﾠfacilmente	
 ﾠessere	
 ﾠusate	
 ﾠper	
 ﾠanalisi	
 ﾠ
probabilistiche	
 ﾠdi	
 ﾠclassificazione,	
 ﾠdove	
 ﾠsono	
 ﾠinquadrate	
 ﾠcome	
 ﾠuna	
 ﾠgeneralizzazione	
 ﾠdella	
 ﾠmetodica	
 ﾠ
del	
 ﾠnaive	
 ﾠBayesiano.	
 ﾠL’algoritmo	
 ﾠdi	
 ﾠapprendimento	
 ﾠdai	
 ﾠdati	
 ﾠè	
 ﾠbasato	
 ﾠsulla	
 ﾠstruttura	
 ﾠdel	
 ﾠmodello	
 ﾠdi	
 ﾠ
selezione.	
 ﾠ L’obiettivo	
 ﾠ è	
 ﾠ costruire	
 ﾠ la	
 ﾠ struttura	
 ﾠ S	
 ﾠ con	
 ﾠ la	
 ﾠ migliore	
 ﾠ distribuzione	
 ﾠ di	
 ﾠ probabilità	
 ﾠ a	
 ﾠ
posteriori,	
 ﾠ dato	
 ﾠ un	
 ﾠ dataset	
 ﾠ x:	
 ﾠ questa	
 ﾠ probabilità	
 ﾠ a	
 ﾠ posteriori	
 ﾠ è	
 ﾠ proporzionale	
 ﾠ a	
 ﾠ due	
 ﾠ termini,	
 ﾠ la	
 ﾠ
verosimiglianza	
 ﾠ marginale,	
 ﾠ che	
 ﾠ indica	
 ﾠ come	
 ﾠ dovrebbe	
 ﾠ essere	
 ﾠ il	
 ﾠ modello	
 ﾠ rispetto	
 ﾠ ai	
 ﾠ dati,	
 ﾠ e	
 ﾠ la	
 ﾠ
probabilità	
 ﾠa	
 ﾠpriori	
 ﾠdella	
 ﾠstruttura	
 ﾠS.	
 ﾠIl	
 ﾠloro	
 ﾠutilizzo	
 ﾠè	
 ﾠsempre	
 ﾠpiù	
 ﾠfrequente	
 ﾠsia	
 ﾠnel	
 ﾠdata	
 ﾠmining	
 ﾠ
predittivo	
 ﾠche	
 ﾠin	
 ﾠbioinformatica.	
 ﾠI	
 ﾠprincipali	
 ﾠdifetti	
 ﾠdi	
 ﾠquesta	
 ﾠmetodica	
 ﾠrisiedono	
 ﾠnella	
 ﾠcostruzione	
 ﾠ
della	
 ﾠstruttura	
 ﾠdel	
 ﾠgrafo,	
 ﾠche	
 ﾠnecessita	
 ﾠdi	
 ﾠdataset	
 ﾠmolto	
 ﾠgrandi,	
 ﾠe	
 ﾠnell’interpretazione	
 ﾠdei	
 ﾠcasi	
 ﾠinseriti	
 ﾠ
nel	
 ﾠgrafo.	
 ﾠ
K-ﾭ‐nearest	
 ﾠneighbors	
 ﾠ
È	
 ﾠl'algoritmo	
 ﾠpiù	
 ﾠsemplice	
 ﾠfra	
 ﾠquelli	
 ﾠutilizzati	
 ﾠnell'apprendimento	
 ﾠautomatico,	
 ﾠutilizzati	
 ﾠnel	
 ﾠ
data	
 ﾠmining,	
 ﾠbasandosi	
 ﾠ per	
 ﾠil	
 ﾠriconoscimento	
 ﾠdi	
 ﾠpattern	
 ﾠ da	
 ﾠ classificare	
 ﾠsulle	
 ﾠcaratteristiche	
 ﾠdegli	
 ﾠ
oggetti	
 ﾠvicini	
 ﾠa	
 ﾠquello	
 ﾠconsiderato.	
 ﾠUn	
 ﾠoggetto	
 ﾠè	
 ﾠclassificato	
 ﾠin	
 ﾠbase	
 ﾠalla	
 ﾠmaggioranza	
 ﾠdei	
 ﾠ“voti”	
 ﾠsulla	
 ﾠ
classe	
 ﾠdei	
 ﾠsuoi	
 ﾠk	
 ﾠvicini,	
 ﾠin	
 ﾠcui	
 ﾠk	
 ﾠè	
 ﾠun	
 ﾠintero	
 ﾠpositivo,	
 ﾠtipicamente	
 ﾠnon	
 ﾠmolto	
 ﾠgrande.	
 ﾠSe	
 ﾠk=1	
 ﾠallora	
 ﾠ
l'oggetto	
 ﾠviene	
 ﾠassegnato	
 ﾠalla	
 ﾠclasse	
 ﾠdel	
 ﾠsuo	
 ﾠvicino.	
 ﾠIn	
 ﾠun	
 ﾠcontesto	
 ﾠbinario,	
 ﾠin	
 ﾠcui	
 ﾠsono	
 ﾠpresenti	
 ﾠ
esclusivamente	
 ﾠdue	
 ﾠclassi,	
 ﾠè	
 ﾠopportuno	
 ﾠscegliere	
 ﾠun	
 ﾠvalore	
 ﾠdi	
 ﾠk	
 ﾠdispari,	
 ﾠper	
 ﾠevitare	
 ﾠdi	
 ﾠritrovarsi	
 ﾠin	
 ﾠ
situazioni	
 ﾠdi	
 ﾠparità.	
 ﾠQuesto	
 ﾠmetodo	
 ﾠpuò	
 ﾠessere	
 ﾠutilizzato	
 ﾠper	
 ﾠla	
 ﾠtecnica	
 ﾠdi	
 ﾠregressione	
 ﾠassegnando	
 ﾠ
all'oggetto	
 ﾠla	
 ﾠmedia	
 ﾠdei	
 ﾠvalori	
 ﾠdei	
 ﾠk	
 ﾠoggetti	
 ﾠsuoi	
 ﾠvicini.	
 ﾠSe	
 ﾠsi	
 ﾠconsiderano	
 ﾠsolo	
 ﾠi	
 ﾠ“voti”,	
 ﾠossia	
 ﾠla	
 ﾠclasse	
 ﾠdi	
 ﾠ
appartenenza	
 ﾠdei	
 ﾠk	
 ﾠoggetti	
 ﾠvicini,	
 ﾠvi	
 ﾠè	
 ﾠil	
 ﾠrischio	
 ﾠdell’influenza	
 ﾠdovuta	
 ﾠalla	
 ﾠpredominanza	
 ﾠdelle	
 ﾠclassi	
 ﾠ
con	
 ﾠpiù	
 ﾠoggetti	
 ﾠe	
 ﾠquindi	
 ﾠpuò	
 ﾠrisultare	
 ﾠutile	
 ﾠpesare	
 ﾠi	
 ﾠcontributi	
 ﾠdei	
 ﾠvicini,	
 ﾠin	
 ﾠmodo	
 ﾠda	
 ﾠdare,	
 ﾠnel	
 ﾠcalcolo	
 ﾠ
della	
 ﾠ media,	
 ﾠ maggior	
 ﾠ importanza,	
 ﾠi n 	
 ﾠb a s e 	
 ﾠa l l a 	
 ﾠdistanza	
 ﾠd a l l ' o g g e t t o 	
 ﾠc o n s i d e r a t o . 	
 ﾠ La	
 ﾠ scelta	
 ﾠ di	
 ﾠ k	
 ﾠ
dipende	
 ﾠ dalle	
 ﾠ caratteristiche	
 ﾠ dei	
 ﾠ dati.	
 ﾠ Generalmente	
 ﾠ all'aumentare	
 ﾠ di	
 ﾠ k	
 ﾠ si	
 ﾠ riduce	
 ﾠ il	
 ﾠ rumore	
 ﾠc h e 	
 ﾠ
compromette	
 ﾠla	
 ﾠclassificazione,	
 ﾠma	
 ﾠil	
 ﾠcriterio	
 ﾠdi	
 ﾠscelta	
 ﾠper	
 ﾠla	
 ﾠclasse	
 ﾠdiventa	
 ﾠpiù	
 ﾠlabile.	
 ﾠLa	
 ﾠscelta	
 ﾠdi	
 ﾠk	
 ﾠ
quindi	
 ﾠ può	
 ﾠ esser	
 ﾠ presa	
 ﾠ attraverso	
 ﾠ tecniche	
 ﾠ euristiche,	
 ﾠc o m e 	
 ﾠa d 	
 ﾠe s e m p i o 	
 ﾠl a 	
 ﾠcross-ﾭ‐validation.	
 ﾠ
L’algoritmo	
 ﾠè	
 ﾠcomposto	
 ﾠda	
 ﾠa)	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠtraining,	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠpartiziona	
 ﾠlo	
 ﾠspazio	
 ﾠin	
 ﾠregioni	
 ﾠsecondo	
 ﾠle	
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posizioni	
 ﾠe	
 ﾠle	
 ﾠcaratteristiche	
 ﾠdegli	
 ﾠoggetti;	
 ﾠb)	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠcalcolo	
 ﾠdella	
 ﾠdistanza	
 ﾠin	
 ﾠcui	
 ﾠgli	
 ﾠoggetti	
 ﾠsono	
 ﾠ
rappresentati	
 ﾠattraverso	
 ﾠvettori	
 ﾠdi	
 ﾠposizione	
 ﾠin	
 ﾠuno	
 ﾠspazio multidimensionale,	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠmisura	
 ﾠla	
 ﾠ
distanza	
 ﾠeuclidea;	
 ﾠc)	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠclassificazione	
 ﾠin	
 ﾠcui	
 ﾠun	
 ﾠpunto	
 ﾠè	
 ﾠassegnato	
 ﾠalla	
 ﾠclasse	
 ﾠC,	
 ﾠse	
 ﾠquesta	
 ﾠè	
 ﾠ
la	
 ﾠpiù	
 ﾠfrequente	
 ﾠfra	
 ﾠi	
 ﾠk	
 ﾠesempi	
 ﾠpiù	
 ﾠvicini	
 ﾠall'oggetto	
 ﾠsotto	
 ﾠesame.	
 ﾠLa	
 ﾠvicinanza	
 ﾠsi	
 ﾠmisura	
 ﾠin	
 ﾠbase	
 ﾠalla	
 ﾠ
distanza	
 ﾠfra	
 ﾠpunti.	
 ﾠI	
 ﾠvicini	
 ﾠsono	
 ﾠpresi	
 ﾠda	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠoggetti	
 ﾠper	
 ﾠcui	
 ﾠè	
 ﾠnota	
 ﾠla	
 ﾠclassificazione	
 ﾠcorretta.	
 ﾠ
La	
 ﾠ ricerca	
 ﾠ della	
 ﾠ classe	
 ﾠ di	
 ﾠ appartenenza	
 ﾠ può	
 ﾠ essere	
 ﾠ lunga	
 ﾠ e	
 ﾠ richiede	
 ﾠ l’addestramento	
 ﾠ piuttosto	
 ﾠ
elaborato,	
 ﾠcon	
 ﾠun	
 ﾠset	
 ﾠsimile	
 ﾠper	
 ﾠcaratteristiche	
 ﾠal	
 ﾠvalidation	
 ﾠset	
 ﾠdell’insieme	
 ﾠdi	
 ﾠ	
 ﾠtraining,	
 ﾠper	
 ﾠavere	
 ﾠ
una	
 ﾠclassificazione	
 ﾠaccurata.	
 ﾠ
	
 ﾠ
4.3	
 ﾠI	
 ﾠprincipali	
 ﾠambiti	
 ﾠdi	
 ﾠutilizzo	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠ
	
 ﾠ
4.3.1	
 ﾠData	
 ﾠmining	
 ﾠe	
 ﾠstatistica	
 ﾠ
I	
 ﾠconcetti	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠe	
 ﾠStatistica	
 ﾠ(il	
 ﾠcampo	
 ﾠdella	
 ﾠmatematica	
 ﾠapplicata	
 ﾠconnesso	
 ﾠcon	
 ﾠ
l'analisi	
 ﾠdei	
 ﾠdati)	
 ﾠpossono	
 ﾠessere	
 ﾠentrambi	
 ﾠdefiniti	
 ﾠcome	
 ﾠ"estrazione	
 ﾠdi	
 ﾠinformazione	
 ﾠutile	
 ﾠda	
 ﾠinsiemi	
 ﾠ
di	
 ﾠdati"	
 ﾠ
[24].	
 ﾠ.	
 ﾠLa	
 ﾠdifferenza	
 ﾠche	
 ﾠcaratterizza	
 ﾠin	
 ﾠmodo	
 ﾠsaliente	
 ﾠi	
 ﾠmetodi	
 ﾠdel	
 ﾠprimo	
 ﾠè	
 ﾠperò	
 ﾠla	
 ﾠpossibilità	
 ﾠdi	
 ﾠ
prendere	
 ﾠun	
 ﾠnumero	
 ﾠestremamente	
 ﾠelevato	
 ﾠdi	
 ﾠdati,	
 ﾠanche	
 ﾠdi	
 ﾠdiversa	
 ﾠtipologia	
 ﾠpermettendo	
 ﾠuna	
 ﾠ
modelizzazzione	
 ﾠmolto	
 ﾠflessibile.	
 ﾠ	
 ﾠ
L’iniziale	
 ﾠsuccesso	
 ﾠriscontrato	
 ﾠda	
 ﾠqueste	
 ﾠtecniche	
 ﾠin	
 ﾠaree	
 ﾠcome	
 ﾠl’analisi	
 ﾠdel	
 ﾠpaniere	
 ﾠed	
 ﾠil	
 ﾠtext	
 ﾠ
mining,	
 ﾠincoraggiò	
 ﾠgli	
 ﾠstatistici	
 ﾠ	
 ﾠe	
 ﾠla	
 ﾠloro	
 ﾠcomunità	
 ﾠscientifica	
 ﾠnell’utilizzo	
 ﾠe	
 ﾠsviluppo	
 ﾠdel	
 ﾠdata	
 ﾠmining.	
 ﾠ
Mentre	
 ﾠ suite	
 ﾠ di	
 ﾠ programmi	
 ﾠ di	
 ﾠ data	
 ﾠ mining	
 ﾠ sono	
 ﾠ diventate	
 ﾠ parte	
 ﾠ dei	
 ﾠ pacchetti	
 ﾠ software	
 ﾠ più	
 ﾠ
importanti	
 ﾠutilizzati	
 ﾠdagli	
 ﾠstatistici	
 ﾠed	
 ﾠi	
 ﾠprincipali	
 ﾠlibri	
 ﾠsull’argomento	
 ﾠsono	
 ﾠstati	
 ﾠscritti	
 ﾠda	
 ﾠstudiosi	
 ﾠdi	
 ﾠ
statistica,	
 ﾠi	
 ﾠpiù	
 ﾠrecenti	
 ﾠsviluppi	
 ﾠnel	
 ﾠdata	
 ﾠmining	
 ﾠsi	
 ﾠsono	
 ﾠfocalizzati	
 ﾠnel	
 ﾠcreare	
 ﾠun	
 ﾠponte	
 ﾠtra	
 ﾠstatistica	
 ﾠe	
 ﾠ
rappresentazione	
 ﾠanalitica	
 ﾠdei	
 ﾠdati	
 ﾠdei	
 ﾠdiversi	
 ﾠcampi	
 ﾠdell’Ingegneria.	
 ﾠ
Una	
 ﾠdistinzione	
 ﾠestremamente	
 ﾠenfatizzata	
 ﾠtra	
 ﾠstatistica	
 ﾠpura	
 ﾠe	
 ﾠdata	
 ﾠmining	
 ﾠviene	
 ﾠfatta	
 ﾠsulla	
 ﾠ
base	
 ﾠdella	
 ﾠmole	
 ﾠdi	
 ﾠdati	
 ﾠda	
 ﾠanalizzare,in	
 ﾠcui	
 ﾠil	
 ﾠsecondo	
 ﾠsi	
 ﾠconsidera	
 ﾠessere	
 ﾠpiù	
 ﾠperformante	
 ﾠper	
 ﾠgrandi	
 ﾠ
quantità	
 ﾠdi	
 ﾠdati	
 ﾠpiuttosto	
 ﾠche	
 ﾠla	
 ﾠstatistica	
 ﾠche	
 ﾠnelle	
 ﾠsue	
 ﾠanalisi	
 ﾠrisulta	
 ﾠpiù	
 ﾠefficace	
 ﾠcon	
 ﾠdati	
 ﾠmeno	
 ﾠ
ampli.	
 ﾠIl	
 ﾠdata	
 ﾠmining	
 ﾠha	
 ﾠpoi	
 ﾠla	
 ﾠgrande	
 ﾠpossibilità	
 ﾠdi	
 ﾠmostrare	
 ﾠle	
 ﾠdeduzioni	
 ﾠottenute	
 ﾠdai	
 ﾠdati	
 ﾠin	
 ﾠmodo	
 ﾠ
esplicito	
 ﾠe	
 ﾠcomunicabili	
 ﾠad	
 ﾠuno	
 ﾠgruppo	
 ﾠdi	
 ﾠesperti	
 ﾠinteressati,	
 ﾠpermettendo	
 ﾠdi	
 ﾠspiegare	
 ﾠle	
 ﾠscelte	
 ﾠper	
 ﾠ
ulteriori	
 ﾠ casistiche	
 ﾠ nuove,	
 ﾠ schematizzando	
 ﾠ ed	
 ﾠ utilizzando	
 ﾠ il	
 ﾠ dominio	
 ﾠ delle	
 ﾠ conoscenze	
 ﾠ carpite	
 ﾠ
dall’analisi	
 ﾠdei	
 ﾠdati.	
 ﾠ
Altra	
 ﾠdifferenza	
 ﾠtra	
 ﾠdata	
 ﾠmining	
 ﾠe	
 ﾠstatistica	
 ﾠsta	
 ﾠnel	
 ﾠmodo	
 ﾠdi	
 ﾠapprocciare	
 ﾠle	
 ﾠnon	
 ﾠlinearità	
 ﾠe	
 ﾠi	
 ﾠ
disturbi	
 ﾠnei	
 ﾠdati.	
 ﾠI	
 ﾠdataset	
 ﾠin	
 ﾠgenerale	
 ﾠsono	
 ﾠsoggetti	
 ﾠa	
 ﾠdifferenti	
 ﾠsorgenti	
 ﾠdi	
 ﾠrumore,	
 ﾠche	
 ﾠposso	
 ﾠessere	
 ﾠ
legate	
 ﾠ a	
 ﾠ diversi	
 ﾠ fattori	
 ﾠ talvolta	
 ﾠ prevedibili,	
 ﾠ talvolta	
 ﾠ causate	
 ﾠ da	
 ﾠ una	
 ﾠ sostanziale	
 ﾠ mancanza	
 ﾠ di	
 ﾠ dati	
 ﾠ
compilati	
 ﾠe	
 ﾠgovernate	
 ﾠquindi	
 ﾠda	
 ﾠun	
 ﾠcomportamento	
 ﾠnon	
 ﾠlineare.	
 ﾠLa	
 ﾠstatistica	
 ﾠmoderna	
 ﾠe	
 ﾠil	
 ﾠdata	
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mining	
 ﾠ sono	
 ﾠ a	
 ﾠ sufficienza	
 ﾠ potenti	
 ﾠ da	
 ﾠ essere	
 ﾠ utilizzabili	
 ﾠ per	
 ﾠ gestire	
 ﾠ la	
 ﾠ maggior	
 ﾠ parte	
 ﾠ dei	
 ﾠ casi,	
 ﾠ a	
 ﾠ
prescindere	
 ﾠdalla	
 ﾠsorgente	
 ﾠdi	
 ﾠrumore.	
 ﾠTuttavia	
 ﾠvi	
 ﾠè	
 ﾠun	
 ﾠdifferente	
 ﾠapproccio	
 ﾠnell’analisi	
 ﾠdei	
 ﾠdati	
 ﾠtra	
 ﾠ
questi	
 ﾠdue	
 ﾠtipologie	
 ﾠdi	
 ﾠstudio:	
 ﾠin	
 ﾠstatistica	
 ﾠsi	
 ﾠcrea	
 ﾠuna	
 ﾠmodellizzazione	
 ﾠ“a	
 ﾠpriori”	
 ﾠdelle	
 ﾠnon	
 ﾠlinearità	
 ﾠo	
 ﾠ
delle	
 ﾠrelazioni	
 ﾠtra	
 ﾠle	
 ﾠcaratteristiche,	
 ﾠnel	
 ﾠdata	
 ﾠmining	
 ﾠsi	
 ﾠcercano	
 ﾠinvece	
 ﾠle	
 ﾠtecniche	
 ﾠper	
 ﾠautomatizzare	
 ﾠ
delle	
 ﾠinduzioni	
 ﾠcostruttive,	
 ﾠcome	
 ﾠla	
 ﾠscoperta	
 ﾠdell’interazione	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠparametri	
 ﾠe	
 ﾠla	
 ﾠgestione	
 ﾠdelle	
 ﾠ
non	
 ﾠlinearità	
 ﾠdi	
 ﾠmodello,	
 ﾠanalizzando	
 ﾠi	
 ﾠdati	
 ﾠe	
 ﾠlo	
 ﾠspazio	
 ﾠdegli	
 ﾠattributi.	
 ﾠPer	
 ﾠgli	
 ﾠalgoritmi	
 ﾠdi	
 ﾠdata	
 ﾠmining,	
 ﾠ
i	
 ﾠdati	
 ﾠsono	
 ﾠsolo	
 ﾠla	
 ﾠforma	
 ﾠprincipale	
 ﾠdi	
 ﾠinformazione,	
 ﾠa	
 ﾠcui	
 ﾠqualsiasi	
 ﾠconoscenza	
 ﾠaggiuntiva	
 ﾠdedotta	
 ﾠda	
 ﾠ
questa,	
 ﾠpuò	
 ﾠessere	
 ﾠutilizzata	
 ﾠin	
 ﾠmodo	
 ﾠcomplementare.	
 ﾠ
4.3.2	
 ﾠData	
 ﾠmining	
 ﾠin	
 ﾠMedicina:	
 ﾠl’esperienza	
 ﾠin	
 ﾠgenomica	
 ﾠ
Negli	
 ﾠultimi	
 ﾠanni,	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠha	
 ﾠavuto	
 ﾠgrande	
 ﾠimpulso	
 ﾠdalla	
 ﾠricerca	
 ﾠin	
 ﾠbiologia	
 ﾠ
molecolare.	
 ﾠI	
 ﾠmetodi	
 ﾠdata	
 ﾠmining,	
 ﾠcome	
 ﾠil	
 ﾠclustering	
 ﾠgerarchico	
 ﾠo	
 ﾠle	
 ﾠsupport	
 ﾠvector	
 ﾠmachine,	
 ﾠsono	
 ﾠ
usati	
 ﾠ di	
 ﾠ routine	
 ﾠ nell’analisi	
 ﾠ di	
 ﾠ dati	
 ﾠ altamente	
 ﾠ complessi	
 ﾠ ottenuti	
 ﾠ dai	
 ﾠ DNA-ﾭ‐microarrays	
 ﾠ o	
 ﾠ dalla	
 ﾠ
stereospettrometria	
 ﾠdi	
 ﾠmassa.	
 ﾠ
E’	
 ﾠ stato	
 ﾠ evidenziato	
 ﾠ che	
 ﾠ il	
 ﾠ potenziale	
 ﾠ del	
 ﾠ data	
 ﾠ mining	
 ﾠ predittivo	
 ﾠ per	
 ﾠ inferire	
 ﾠ modelli	
 ﾠ
clinicamente	
 ﾠ
[25]	
 ﾠr i l e v a n t i 	
 ﾠd a 	
 ﾠm i s u r e 	
 ﾠm o l e c o l a r i 	
 ﾠe 	
 ﾠp e r 	
 ﾠs u p p o r t a r e 	
 ﾠs c e l t e 	
 ﾠo p e r a t i v e 	
 ﾠi n 	
 ﾠm e d i c i n a 	
 ﾠ
genomica.	
 ﾠAd	
 ﾠoggi	
 ﾠtre	
 ﾠdifferenti	
 ﾠtipologie	
 ﾠdi	
 ﾠmisure	
 ﾠmolecolari	
 ﾠsono	
 ﾠutilizzate	
 ﾠper	
 ﾠl’analisi	
 ﾠclinica:	
 ﾠa)	
 ﾠi	
 ﾠ
dati	
 ﾠsul	
 ﾠgenotipo,	
 ﾠla	
 ﾠvariazione	
 ﾠdi	
 ﾠsequenza	
 ﾠdi	
 ﾠDNA,	
 ﾠche	
 ﾠsi	
 ﾠha	
 ﾠquando	
 ﾠun	
 ﾠsingolo	
 ﾠnucleotide	
 ﾠnella	
 ﾠ
sequenza	
 ﾠgenomica	
 ﾠè	
 ﾠalterato,	
 ﾠb)	
 ﾠi	
 ﾠdati	
 ﾠsull’espressione	
 ﾠgenica,	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠmisurati	
 ﾠcon	
 ﾠi	
 ﾠ
DNA	
 ﾠmicroarrays,	
 ﾠper	
 ﾠottenere	
 ﾠun’istantanea	
 ﾠdell’attività	
 ﾠdei	
 ﾠgeni	
 ﾠin	
 ﾠun	
 ﾠtessuto	
 ﾠad	
 ﾠun	
 ﾠdeterminato	
 ﾠ
istante	
 ﾠtemporale,	
 ﾠc)	
 ﾠl’espressione	
 ﾠproteomica,	
 ﾠche	
 ﾠinclude	
 ﾠun	
 ﾠset	
 ﾠcompleto	
 ﾠdi	
 ﾠprofili	
 ﾠdi	
 ﾠproteine	
 ﾠ
ottenute	
 ﾠcon	
 ﾠlo	
 ﾠspettrometro	
 ﾠdi	
 ﾠmassa.	
 ﾠGli	
 ﾠutilizzi	
 ﾠdei	
 ﾠmetodi	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠnella	
 ﾠricerca	
 ﾠ
riguardano	
 ﾠprincipalmente	
 ﾠl’analisi	
 ﾠdell’espressione	
 ﾠgenica	
 ﾠcontenuta	
 ﾠnei	
 ﾠmicroarrays,	
 ﾠche	
 ﾠconsiste	
 ﾠ
nella	
 ﾠvalutazione	
 ﾠdi	
 ﾠmigliaia	
 ﾠdi	
 ﾠgeni	
 ﾠper	
 ﾠogni	
 ﾠpaziente,	
 ﾠcon	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠdiagnosticare	
 ﾠla	
 ﾠtipologia	
 ﾠdi	
 ﾠ
patologia	
 ﾠad	
 ﾠessi	
 ﾠlegata,	
 ﾠottenere	
 ﾠuna	
 ﾠprognosi,	
 ﾠe	
 ﾠindividuare	
 ﾠle	
 ﾠopportune	
 ﾠscelte	
 ﾠterapeutiche.	
 ﾠSi	
 ﾠ
dimostra	
 ﾠ l’efficacia	
 ﾠ dell’utilizzo	
 ﾠ dei	
 ﾠ Dna	
 ﾠ microarrays	
 ﾠ nel	
 ﾠ determinare	
 ﾠ l’outcome	
 ﾠ predittivo	
 ﾠ nella	
 ﾠ
ricerca	
 ﾠcontro	
 ﾠil	
 ﾠcancro	
 ﾠ
[26]	
 ﾠ.	
 ﾠ
Per	
 ﾠmigliorare	
 ﾠl’accuratezza	
 ﾠdel	
 ﾠclassificatore	
 ﾠe	
 ﾠla	
 ﾠrilevanza	
 ﾠclinica	
 ﾠdei	
 ﾠmodelli	
 ﾠprognostici,	
 ﾠè	
 ﾠ
stata	
 ﾠproposta	
 ﾠ
[27]	
 ﾠl’integrazione	
 ﾠdi	
 ﾠdati	
 ﾠclinici	
 ﾠe	
 ﾠdell’espressione	
 ﾠgenica:	
 ﾠun	
 ﾠapproccio	
 ﾠcon	
 ﾠalgoritmi	
 ﾠ
decision-ﾭ‐tree	
 ﾠè	
 ﾠstato	
 ﾠcondotto	
 ﾠraggruppando	
 ﾠi	
 ﾠgeni	
 ﾠmutageni,	
 ﾠunendolo	
 ﾠai	
 ﾠdati	
 ﾠclinici,	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠ
prevedere	
 ﾠla	
 ﾠsopravvivenza	
 ﾠdel	
 ﾠpaziente.	
 ﾠQuesto	
 ﾠutilizzo	
 ﾠper	
 ﾠricavare	
 ﾠla	
 ﾠlista	
 ﾠdei	
 ﾠgeni	
 ﾠutili	
 ﾠper	
 ﾠla	
 ﾠ
predizione	
 ﾠdell’outcome	
 ﾠnon	
 ﾠè	
 ﾠesente	
 ﾠda	
 ﾠdifetti.	
 ﾠInfatti	
 ﾠnei	
 ﾠdiversi	
 ﾠstudi	
 ﾠin	
 ﾠletteratura	
 ﾠsu	
 ﾠpredittori	
 ﾠdi	
 ﾠ
geni	
 ﾠcon	
 ﾠgrandi	
 ﾠperformance	
 ﾠin	
 ﾠfatto	
 ﾠdi	
 ﾠqualità	
 ﾠdi	
 ﾠclassificazione,	
 ﾠsi	
 ﾠè	
 ﾠosservato	
 ﾠcome	
 ﾠla	
 ﾠlista	
 ﾠdei	
 ﾠgeni	
 ﾠ
predittivi	
 ﾠ vari	
 ﾠ radicalmente	
 ﾠ tra	
 ﾠ i	
 ﾠ diversi	
 ﾠ esperimenti	
 ﾠ
[28].	
 ﾠ Al	
 ﾠ fine	
 ﾠ di	
 ﾠ aumentare	
 ﾠ la	
 ﾠ robustezza	
 ﾠ e	
 ﾠ
l’impatto	
 ﾠpratico	
 ﾠdi	
 ﾠquesti	
 ﾠstudi,	
 ﾠsi	
 ﾠcerca	
 ﾠsempre	
 ﾠpiù	
 ﾠ	
 ﾠdi	
 ﾠintegrare	
 ﾠconoscenze	
 ﾠfunzionali	
 ﾠdei	
 ﾠgeni	
 ﾠe	
 ﾠdei	
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processi	
 ﾠbiomedici,	
 ﾠcon	
 ﾠdati	
 ﾠdi	
 ﾠespressione	
 ﾠgenica	
 ﾠe	
 ﾠdati	
 ﾠclinici,	
 ﾠuniti	
 ﾠal	
 ﾠconfronto	
 ﾠdi	
 ﾠdati	
 ﾠprovenienti	
 ﾠ
da	
 ﾠaltri	
 ﾠstudi.	
 ﾠUna	
 ﾠconsiderazione	
 ﾠinfine	
 ﾠmeritano	
 ﾠanche	
 ﾠle	
 ﾠricerche	
 ﾠsui	
 ﾠprofili	
 ﾠproteomici,	
 ﾠderivati	
 ﾠ
dalle	
 ﾠtecniche	
 ﾠdi	
 ﾠspettrometria	
 ﾠdi	
 ﾠmassa,	
 ﾠper	
 ﾠinferire	
 ﾠmodelli	
 ﾠpredittivi.	
 ﾠIn	
 ﾠquest’ambito	
 ﾠdi	
 ﾠricerca	
 ﾠ
sono	
 ﾠstati	
 ﾠutilizzati	
 ﾠper	
 ﾠpredire	
 ﾠl’outcome	
 ﾠdi	
 ﾠpazienti	
 ﾠaffetti	
 ﾠda	
 ﾠcancro	
 ﾠovarico	
 ﾠe	
 ﾠprostatico.	
 ﾠ
Se	
 ﾠsi	
 ﾠconsiderano	
 ﾠi	
 ﾠlimiti	
 ﾠdei	
 ﾠmetodi	
 ﾠprecedenti,	
 ﾠnel	
 ﾠfuturo	
 ﾠgli	
 ﾠinformatici	
 ﾠe	
 ﾠi	
 ﾠbioingegneri	
 ﾠ
avranno	
 ﾠil	
 ﾠcompito	
 ﾠdi	
 ﾠcreare	
 ﾠstrumenti	
 ﾠe	
 ﾠdi	
 ﾠinventare	
 ﾠeuristiche	
 ﾠefficienti	
 ﾠper	
 ﾠoltrepassare	
 ﾠl’ostacolo	
 ﾠ
della	
 ﾠproibitiva	
 ﾠcomplessità	
 ﾠnella	
 ﾠricerca	
 ﾠdelle	
 ﾠinterazioni	
 ﾠtra	
 ﾠgeni:	
 ﾠuna	
 ﾠsfida	
 ﾠnel	
 ﾠdesign	
 ﾠdi	
 ﾠsoftware,	
 ﾠ
che	
 ﾠpossa	
 ﾠportare	
 ﾠad	
 ﾠun’interfaccia	
 ﾠdi	
 ﾠanalisi	
 ﾠinterattiva	
 ﾠed	
 ﾠesplorativa,	
 ﾠche	
 ﾠporti	
 ﾠ gli	
 ﾠ utenti	
 ﾠ non	
 ﾠ
esperti	
 ﾠdi	
 ﾠinformatica	
 ﾠa	
 ﾠscoprire	
 ﾠe	
 ﾠformulare	
 ﾠnuove	
 ﾠipotesi	
 ﾠdai	
 ﾠdati	
 ﾠgrezzi.	
 ﾠ	
 ﾠ
	
 ﾠ
4.4	
 ﾠData	
 ﾠMining	
 ﾠin	
 ﾠmedicina	
 ﾠclinica	
 ﾠ
A	
 ﾠdifferenza	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠin	
 ﾠeconomia	
 ﾠfinanziaria	
 ﾠo	
 ﾠnel	
 ﾠmarketing,	
 ﾠl’applicazione	
 ﾠdel	
 ﾠdata	
 ﾠ
mining	
 ﾠin	
 ﾠcampo	
 ﾠmedico	
 ﾠha	
 ﾠalcune	
 ﾠcaratteristiche	
 ﾠparticolari,	
 ﾠin	
 ﾠquanto	
 ﾠsi	
 ﾠopera	
 ﾠin	
 ﾠun	
 ﾠcontesto	
 ﾠin	
 ﾠcui	
 ﾠ
sicurezza	
 ﾠe	
 ﾠaccuratezza	
 ﾠnelle	
 ﾠdecisioni	
 ﾠsono	
 ﾠestremamente	
 ﾠcritiche.	
 ﾠPer	
 ﾠquesto	
 ﾠmotivo	
 ﾠil	
 ﾠvalore	
 ﾠdi	
 ﾠ
ciascun	
 ﾠdato	
 ﾠpuò	
 ﾠessere	
 ﾠpiù	
 ﾠimportante	
 ﾠche	
 ﾠin	
 ﾠaltri	
 ﾠcontesti,	
 ﾠanche	
 ﾠse	
 ﾠi	
 ﾠdati	
 ﾠclinici	
 ﾠsono	
 ﾠsoggetti	
 ﾠa	
 ﾠ
diverse	
 ﾠ fonti	
 ﾠ di	
 ﾠ rumore	
 ﾠ ed	
 ﾠ incertezza,	
 ﾠ legate	
 ﾠ ad	
 ﾠ errori	
 ﾠ di	
 ﾠ misura,	
 ﾠ dati	
 ﾠ mancanti,	
 ﾠ dovuti	
 ﾠ ad	
 ﾠ
imprecisioni	
 ﾠnella	
 ﾠcodifica	
 ﾠsui	
 ﾠregistri	
 ﾠdigitali	
 ﾠdelle	
 ﾠinformazioni	
 ﾠdei	
 ﾠreport	
 ﾠtestuali.	
 ﾠIl	
 ﾠdata	
 ﾠmining	
 ﾠpuò	
 ﾠ
superare	
 ﾠquesti	
 ﾠproblemi	
 ﾠcon	
 ﾠun’attenta	
 ﾠapplicazione	
 ﾠdi	
 ﾠmetodi	
 ﾠdi	
 ﾠselezione	
 ﾠdi	
 ﾠvariabili	
 ﾠe	
 ﾠmodelli	
 ﾠ
adeguati,	
 ﾠmediante	
 ﾠun’interpretazione	
 ﾠdelle	
 ﾠconoscenze	
 ﾠpregresse	
 ﾠnell’analisi	
 ﾠdi	
 ﾠdati.	
 ﾠ
	
 ﾠ	
 ﾠ I	
 ﾠmodelli	
 ﾠpredittivi	
 ﾠin	
 ﾠmedicina	
 ﾠclinica	
 ﾠsono	
 ﾠ“modelli	
 ﾠdi	
 ﾠaiuto	
 ﾠdecisionale	
 ﾠche	
 ﾠcombinano	
 ﾠdue	
 ﾠ
o	
 ﾠpiù	
 ﾠattributi	
 ﾠdei	
 ﾠdati	
 ﾠdel	
 ﾠpaziente	
 ﾠper	
 ﾠarrivare	
 ﾠa	
 ﾠpredizioni	
 ﾠdi	
 ﾠtipo	
 ﾠclinico.”
[38]	
 ﾠ
Il	
 ﾠ data	
 ﾠ mining	
 ﾠ può	
 ﾠ contribuire	
 ﾠ allo	
 ﾠ sviluppo	
 ﾠ di	
 ﾠ modelli	
 ﾠ predittivi	
 ﾠ utili	
 ﾠ grazie	
 ﾠ ad	
 ﾠ alcuni	
 ﾠ
importanti	
 ﾠ aspetti	
 ﾠ correlati:	
 ﾠ a)un	
 ﾠ approccio	
 ﾠ all’analisi	
 ﾠ di	
 ﾠ dati	
 ﾠ comprensivo	
 ﾠ e	
 ﾠ propositivo	
 ﾠ che	
 ﾠ
coinvolge	
 ﾠ l’applicazione	
 ﾠ di	
 ﾠ metodi	
 ﾠ da	
 ﾠ diverse	
 ﾠ aree	
 ﾠ scientifiche;	
 ﾠ b)la	
 ﾠ capacità	
 ﾠ esplicativa	
 ﾠ di	
 ﾠ tali	
 ﾠ
modelli;	
 ﾠc)	
 ﾠla	
 ﾠcapacità	
 ﾠdi	
 ﾠusare	
 ﾠun	
 ﾠbackground	
 ﾠdi	
 ﾠconoscenze	
 ﾠpregresse	
 ﾠnel	
 ﾠprocesso	
 ﾠdi	
 ﾠanalisi	
 ﾠdei	
 ﾠ
dati.	
 ﾠ
Il	
 ﾠdata	
 ﾠmining	
 ﾠsi	
 ﾠbasa	
 ﾠsu	
 ﾠprocessi	
 ﾠdi	
 ﾠmodellizzazione,	
 ﾠche	
 ﾠbeneficiano	
 ﾠdi	
 ﾠun	
 ﾠcostante	
 ﾠ	
 ﾠsviluppo	
 ﾠ
e	
 ﾠmiglioramento	
 ﾠdi	
 ﾠstandard	
 ﾠe	
 ﾠdi	
 ﾠmetodiche,	
 ﾠvista	
 ﾠla	
 ﾠloro	
 ﾠimportanza	
 ﾠin	
 ﾠdiversi	
 ﾠambiti	
 ﾠin	
 ﾠcontinua	
 ﾠ
evoluzione.	
 ﾠIl	
 ﾠvantaggio	
 ﾠma	
 ﾠanche	
 ﾠla	
 ﾠdifficoltà	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠsta	
 ﾠnell’essere	
 ﾠuno	
 ﾠstrumento,	
 ﾠche	
 ﾠ
integra	
 ﾠdiverse	
 ﾠmetodologie,	
 ﾠassunte	
 ﾠda	
 ﾠdiverse	
 ﾠdiscipline	
 ﾠscientifiche.	
 ﾠ	
 ﾠ
Vista	
 ﾠ la	
 ﾠ buona	
 ﾠ esperienza	
 ﾠ nell’	
 ﾠ ambito	
 ﾠ di	
 ﾠ medicina	
 ﾠ genomica	
 ﾠ anche	
 ﾠ per	
 ﾠ l’incombente	
 ﾠ
necessità	
 ﾠ di	
 ﾠ integrare	
 ﾠ dati	
 ﾠ clinici	
 ﾠ e	
 ﾠ dati	
 ﾠ molecolari,	
 ﾠ il	
 ﾠ data	
 ﾠ mining,	
 ﾠ come	
 ﾠ altre	
 ﾠ conoscenze	
 ﾠ
computazionali	
 ﾠavanzate,	
 ﾠè	
 ﾠdiventato	
 ﾠestremamente	
 ﾠrichiesto,	
 ﾠper	
 ﾠraggiungere	
 ﾠlo	
 ﾠstato	
 ﾠdell’arte	
 ﾠsia	
 ﾠ
in	
 ﾠricerca,	
 ﾠche	
 ﾠnelle	
 ﾠapplicazioni	
 ﾠdella	
 ﾠvita	
 ﾠreale	
 ﾠin	
 ﾠambito	
 ﾠmedico.	
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4.4.1	
 ﾠL’utilizzo	
 ﾠdell’informazione	
 ﾠpregressa	
 ﾠo	
 ﾠa	
 ﾠpriori	
 ﾠ
L’uso	
 ﾠ del	
 ﾠ data	
 ﾠ mining	
 ﾠ può	
 ﾠ avere	
 ﾠ un	
 ﾠ duplice	
 ﾠ scopo:	
 ﾠ può	
 ﾠ essere	
 ﾠ usato	
 ﾠ per	
 ﾠ derivare	
 ﾠ una	
 ﾠ
particolare	
 ﾠ classificazione	
 ﾠ o	
 ﾠ per	
 ﾠ capire	
 ﾠ quale	
 ﾠ informazione	
 ﾠ sia	
 ﾠ contenuta	
 ﾠ nei	
 ﾠ dati.	
 ﾠ Nell’ottica	
 ﾠ di	
 ﾠ
scoprire	
 ﾠ nuove	
 ﾠ informazioni	
 ﾠ è	
 ﾠ importante	
 ﾠ riuscire	
 ﾠ a	
 ﾠ sfruttare	
 ﾠ anche	
 ﾠ le	
 ﾠ conoscenze	
 ﾠ pregresse	
 ﾠ (a	
 ﾠ
priori)	
 ﾠsui	
 ﾠdati	
 ﾠin	
 ﾠanalisi	
 ﾠper	
 ﾠla	
 ﾠcostruzione	
 ﾠdel	
 ﾠmodello.	
 ﾠPer	
 ﾠconoscenze	
 ﾠa	
 ﾠpriori	
 ﾠsi	
 ﾠintendono	
 ﾠquella	
 ﾠ
quantità	
 ﾠdi	
 ﾠinformazione	
 ﾠutile	
 ﾠa	
 ﾠcapire	
 ﾠla	
 ﾠsituazione	
 ﾠo	
 ﾠil	
 ﾠproblema	
 ﾠin	
 ﾠesame,	
 ﾠe	
 ﾠin	
 ﾠun	
 ﾠmodello	
 ﾠquelle	
 ﾠ
conoscenze	
 ﾠ composte	
 ﾠ da	
 ﾠ dati	
 ﾠ o	
 ﾠ da	
 ﾠ assunti	
 ﾠ teorici	
 ﾠ che	
 ﾠ non	
 ﾠ servono	
 ﾠ direttamente	
 ﾠ per	
 ﾠ la	
 ﾠ sua	
 ﾠ
implementazione	
 ﾠma	
 ﾠper	
 ﾠdescrivere	
 ﾠl’insieme	
 ﾠdi	
 ﾠutilizzo,	
 ﾠi	
 ﾠlimiti	
 ﾠdi	
 ﾠderivazione	
 ﾠe	
 ﾠcontribuire	
 ﾠal	
 ﾠcalcolo	
 ﾠ
del	
 ﾠ modello.	
 ﾠ Nella	
 ﾠ costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ predittore	
 ﾠ è	
 ﾠ importante,	
 ﾠ specialmente	
 ﾠ in	
 ﾠ ambito	
 ﾠ medico,	
 ﾠ
utilizzare	
 ﾠ le	
 ﾠ conoscenze	
 ﾠ pregresse	
 ﾠ per	
 ﾠ inserire	
 ﾠ informazioni	
 ﾠ note,	
 ﾠ che	
 ﾠ non	
 ﾠ dovrebbero	
 ﾠ essere	
 ﾠ
riscoperte	
 ﾠ dai	
 ﾠ dati.	
 ﾠ Le	
 ﾠ conoscenze	
 ﾠ a	
 ﾠ priori	
 ﾠ possono	
 ﾠ essere	
 ﾠ espresse	
 ﾠ mediante	
 ﾠ diversi	
 ﾠ strumenti	
 ﾠ
matematici	
 ﾠcome	
 ﾠi	
 ﾠmodelli	
 ﾠbayesiani,	
 ﾠla	
 ﾠlogica	
 ﾠfuzzy	
 ﾠe	
 ﾠi	
 ﾠconcetti	
 ﾠgerarchici.	
 ﾠNel	
 ﾠmetodo	
 ﾠbayesiano,	
 ﾠla	
 ﾠ
probablità	
 ﾠ a	
 ﾠ priori	
 ﾠ inserita	
 ﾠ nel	
 ﾠ calcolo	
 ﾠ della	
 ﾠ probabilità	
 ﾠ condizionata	
 ﾠ permette	
 ﾠ alle	
 ﾠ conoscenze	
 ﾠ
pregresse	
 ﾠdi	
 ﾠessere	
 ﾠconsiderate	
 ﾠnel	
 ﾠmodello.	
 ﾠLe	
 ﾠprobabilità	
 ﾠa	
 ﾠpriori	
 ﾠpermettono	
 ﾠad	
 ﾠun	
 ﾠmodello	
 ﾠdi	
 ﾠ
essere	
 ﾠ derivabile,	
 ﾠ anche	
 ﾠ quando	
 ﾠ l’informazione	
 ﾠ dei	
 ﾠ dati	
 ﾠ è	
 ﾠ povera,	
 ﾠ e	
 ﾠ può	
 ﾠ aiutare	
 ﾠ nel	
 ﾠ correggere	
 ﾠ
modelli	
 ﾠcostruiti,	
 ﾠseguendo	
 ﾠi	
 ﾠdati	
 ﾠtroppo	
 ﾠ“alla	
 ﾠlettera”,	
 ﾠcon	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠfallire	
 ﾠnella	
 ﾠclassificazione	
 ﾠdi	
 ﾠ
casi	
 ﾠnuovi,	
 ﾠnon	
 ﾠesaminati	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠtraining.	
 ﾠ
4.4.2	
 ﾠTecniche	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠclinico	
 ﾠ
Il	
 ﾠdata	
 ﾠmining	
 ﾠapplica	
 ﾠmolto	
 ﾠspesso	
 ﾠdiverse	
 ﾠtecniche,	
 ﾠprese	
 ﾠda	
 ﾠvari	
 ﾠambiti	
 ﾠscientifici	
 ﾠcon	
 ﾠlo	
 ﾠ
scopo	
 ﾠdi	
 ﾠscoprire	
 ﾠelementi	
 ﾠe	
 ﾠaspetti	
 ﾠinteressanti	
 ﾠdai	
 ﾠdati	
 ﾠanalizzati:	
 ﾠvista	
 ﾠla	
 ﾠmoltitudine	
 ﾠdi	
 ﾠmetodiche	
 ﾠ
attualmente	
 ﾠutilizzabili	
 ﾠproveniente	
 ﾠda	
 ﾠdiversi	
 ﾠcampi	
 ﾠdi	
 ﾠstudio	
 ﾠnon	
 ﾠstupisce	
 ﾠche	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠsia	
 ﾠ
visto	
 ﾠcome	
 ﾠmateria	
 ﾠardua	
 ﾠe	
 ﾠostica	
 ﾠda	
 ﾠtrattare	
 ﾠed	
 ﾠapplicare.	
 ﾠAllo	
 ﾠscopo	
 ﾠdi	
 ﾠsemplificare	
 ﾠl’approccio	
 ﾠdel	
 ﾠ
personale	
 ﾠesperto	
 ﾠnel	
 ﾠmondo	
 ﾠdel	
 ﾠdata	
 ﾠmining,	
 ﾠsono	
 ﾠstate	
 ﾠcreate	
 ﾠdiverse	
 ﾠsuite,	
 ﾠcome	
 ﾠSPSS	
 ﾠe	
 ﾠSAS,	
 ﾠin	
 ﾠ
ambito	
 ﾠstatistico	
 ﾠinformatico	
 ﾠed	
 ﾠingegneristico	
 ﾠcon	
 ﾠl’obiettivo	
 ﾠdi	
 ﾠuna	
 ﾠstandardizzazione	
 ﾠglobale	
 ﾠnelle	
 ﾠ
procedure.	
 ﾠIl	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠsi	
 ﾠbasa	
 ﾠsull’analisi	
 ﾠdi	
 ﾠdataset	
 ﾠcomposti	
 ﾠda	
 ﾠistanze	
 ﾠe	
 ﾠin	
 ﾠmedicina	
 ﾠ
da	
 ﾠpazienti	
 ﾠsingoli	
 ﾠda	
 ﾠesaminare	
 ﾠo	
 ﾠdai	
 ﾠcasi	
 ﾠclinici,	
 ﾠove	
 ﾠciascuna	
 ﾠistanza	
 ﾠè	
 ﾠcaratterizzata	
 ﾠda	
 ﾠun	
 ﾠnumero	
 ﾠ
di	
 ﾠattributi,	
 ﾠalcuni	
 ﾠchiamati	
 ﾠvariabili	
 ﾠdi	
 ﾠoutcome,	
 ﾠriferibili	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠall’esito	
 ﾠdi	
 ﾠuna	
 ﾠterapia	
 ﾠo	
 ﾠdi	
 ﾠ
una	
 ﾠ serie	
 ﾠ di	
 ﾠ eventi	
 ﾠ e	
 ﾠ casistiche	
 ﾠ .Queste	
 ﾠ variabili	
 ﾠ possono	
 ﾠ essere	
 ﾠ dipendenti	
 ﾠ da	
 ﾠ altri	
 ﾠ parametri,	
 ﾠ
riferibili	
 ﾠad	
 ﾠuna	
 ﾠclasse	
 ﾠed	
 ﾠin	
 ﾠgenere,	
 ﾠrappresentano	
 ﾠl’attributo	
 ﾠpiù	
 ﾠimportante	
 ﾠda	
 ﾠanalizzare	
 ﾠe	
 ﾠnei	
 ﾠ
modelli	
 ﾠpredittivi	
 ﾠl’attributo	
 ﾠda	
 ﾠpredire.	
 ﾠ
Al	
 ﾠcontrario	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠstandard,	
 ﾠi	
 ﾠdataset	
 ﾠper	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠmedico	
 ﾠsono	
 ﾠpiù	
 ﾠpiccoli:	
 ﾠ
tipicamente	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ istanze	
 ﾠ ed	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ attributi	
 ﾠ variano	
 ﾠ da	
 ﾠ diverse	
 ﾠ decine	
 ﾠ a	
 ﾠ diverse	
 ﾠ
migliaia.	
 ﾠ L’obiettivo	
 ﾠ del	
 ﾠ data	
 ﾠ mining	
 ﾠ predittivo	
 ﾠ nella	
 ﾠ medicina	
 ﾠ clinica	
 ﾠ è	
 ﾠ costruire	
 ﾠ un	
 ﾠ modello	
 ﾠ
predittivo,	
 ﾠche	
 ﾠaiuti	
 ﾠi	
 ﾠmedici	
 ﾠa	
 ﾠmigliorare	
 ﾠle	
 ﾠprognosi,	
 ﾠle	
 ﾠdiagnosi	
 ﾠe	
 ﾠla	
 ﾠpianificazione	
 ﾠdelle	
 ﾠprocedure	
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di	
 ﾠtrattamento.	
 ﾠIn	
 ﾠtermini	
 ﾠdi	
 ﾠanalisi	
 ﾠdi	
 ﾠdati,	
 ﾠci	
 ﾠsono	
 ﾠdiverse	
 ﾠproblematiche	
 ﾠa	
 ﾠcui	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠè	
 ﾠ
chiamato	
 ﾠ a	
 ﾠ rispondere,	
 ﾠ valutando	
 ﾠ se	
 ﾠ la	
 ﾠ quantità	
 ﾠ di	
 ﾠ dati	
 ﾠ e	
 ﾠ parametri	
 ﾠ predittivi	
 ﾠ sia	
 ﾠ sufficiente	
 ﾠ a	
 ﾠ
costruire	
 ﾠ un	
 ﾠ modello:	
 ﾠ questo	
 ﾠ è	
 ﾠ comprensibile	
 ﾠ grazie	
 ﾠ ad	
 ﾠ osservazioni	
 ﾠ empiriche	
 ﾠ sulla	
 ﾠ validità	
 ﾠ del	
 ﾠ
modello,	
 ﾠcon	
 ﾠl’aiuto	
 ﾠdi	
 ﾠesperti	
 ﾠo	
 ﾠvalutando	
 ﾠla	
 ﾠcapacità	
 ﾠdegli	
 ﾠalgoritmi	
 ﾠdi	
 ﾠcostruire	
 ﾠi	
 ﾠmodelli,	
 ﾠa	
 ﾠseconda	
 ﾠ
della	
 ﾠ quantità	
 ﾠ di	
 ﾠ dati.	
 ﾠ E’	
 ﾠ necessario	
 ﾠ trovare	
 ﾠ l’attributo	
 ﾠ maggiormente	
 ﾠ predittivo	
 ﾠ da	
 ﾠ inserire	
 ﾠ nel	
 ﾠ
modello,	
 ﾠper	
 ﾠcomprendere	
 ﾠla	
 ﾠrelazione	
 ﾠtra	
 ﾠl’attributo	
 ﾠe	
 ﾠl’outcome	
 ﾠda	
 ﾠpredire.	
 ﾠTrovare	
 ﾠcombinazioni	
 ﾠ
di	
 ﾠ interesse	
 ﾠ tra	
 ﾠ gli	
 ﾠ attributi	
 ﾠ o	
 ﾠ i	
 ﾠ fattori	
 ﾠ intermedi	
 ﾠ degli	
 ﾠ attributi	
 ﾠ originali,	
 ﾠ può	
 ﾠ potenziare	
 ﾠ le	
 ﾠ
performance	
 ﾠdel	
 ﾠmodello	
 ﾠpredittivo	
 ﾠe	
 ﾠindicare	
 ﾠfenomeni	
 ﾠparticolari.	
 ﾠ
Per	
 ﾠil	
 ﾠdata	
 ﾠmining	
 ﾠi	
 ﾠdati	
 ﾠclinici	
 ﾠpiù	
 ﾠfrequentemente	
 ﾠarrivano	
 ﾠda	
 ﾠdatabase	
 ﾠdedicati	
 ﾠche	
 ﾠsono	
 ﾠ
stati	
 ﾠcreati	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠstudiare	
 ﾠuna	
 ﾠparticolare	
 ﾠsituazione	
 ﾠclinica.	
 ﾠGli	
 ﾠalgoritmi	
 ﾠpiù	
 ﾠusati	
 ﾠrichiedono	
 ﾠ
di	
 ﾠmettere	
 ﾠi	
 ﾠdati	
 ﾠin	
 ﾠforma	
 ﾠtabulare,	
 ﾠincludendo	
 ﾠfattori	
 ﾠpredittivi	
 ﾠe	
 ﾠoutcome.	
 ﾠI	
 ﾠdataset	
 ﾠdei	
 ﾠmodelli	
 ﾠ
sono	
 ﾠcompilati	
 ﾠattraverso	
 ﾠquery	
 ﾠsu	
 ﾠtabelle	
 ﾠda	
 ﾠdatabase	
 ﾠpiù	
 ﾠampi	
 ﾠper	
 ﾠestrapolare	
 ﾠle	
 ﾠinformazioni	
 ﾠpiù	
 ﾠ
significative.	
 ﾠ
I	
 ﾠmodelli	
 ﾠpredittivi	
 ﾠnon	
 ﾠdevono	
 ﾠessere	
 ﾠtestati	
 ﾠsullo	
 ﾠstesso	
 ﾠset	
 ﾠdi	
 ﾠdati	
 ﾠusato	
 ﾠper	
 ﾠla	
 ﾠcostruzione.	
 ﾠ
Per	
 ﾠquesto	
 ﾠmotivo,	
 ﾠsono	
 ﾠutilizzate	
 ﾠtecniche	
 ﾠcome	
 ﾠla	
 ﾠcross	
 ﾠvalidation,	
 ﾠanche	
 ﾠse	
 ﾠtalvolta	
 ﾠrisulta	
 ﾠpiù	
 ﾠ
conveniente	
 ﾠ dividere	
 ﾠ i	
 ﾠ dati	
 ﾠ in	
 ﾠ due	
 ﾠ insiemi:	
 ﾠ a)	
 ﾠ il	
 ﾠ primo,	
 ﾠ indicato	
 ﾠ come	
 ﾠ training	
 ﾠ set,	
 ﾠ è	
 ﾠ usato	
 ﾠ per	
 ﾠ
comparare	
 ﾠdiversi	
 ﾠalgoritmi	
 ﾠdi	
 ﾠdata	
 ﾠmining,	
 ﾠtrovando	
 ﾠil	
 ﾠmiglior	
 ﾠinsieme	
 ﾠper	
 ﾠordinare	
 ﾠe	
 ﾠselezionare	
 ﾠi	
 ﾠ
parametri,	
 ﾠ usando	
 ﾠ metriche	
 ﾠ statistiche	
 ﾠ per	
 ﾠ la	
 ﾠ valutazione	
 ﾠ delle	
 ﾠ loro	
 ﾠ performance,	
 ﾠ ed	
 ﾠ infine	
 ﾠ
selezionando	
 ﾠ i	
 ﾠ modelli	
 ﾠ che	
 ﾠ funzionano	
 ﾠ meglio,	
 ﾠ b)	
 ﾠ il	
 ﾠ secondo,	
 ﾠ detto	
 ﾠ validation	
 ﾠ set,	
 ﾠ per	
 ﾠ testare	
 ﾠ il	
 ﾠ
modello	
 ﾠfinale	
 ﾠcompleto	
 ﾠdal	
 ﾠtraining	
 ﾠset	
 ﾠsviluppato,	
 ﾠusando	
 ﾠqueste	
 ﾠmetodiche.	
 ﾠ
Separare	
 ﾠtraining	
 ﾠe	
 ﾠvalidation	
 ﾠset	
 ﾠè	
 ﾠnecessario	
 ﾠper	
 ﾠvalutare	
 ﾠoggettivamente	
 ﾠle	
 ﾠperformance	
 ﾠ
predittive.	
 ﾠI	
 ﾠmodelli	
 ﾠdata	
 ﾠmining	
 ﾠpossono	
 ﾠessere	
 ﾠcomplessi	
 ﾠe	
 ﾠin	
 ﾠcasi	
 ﾠestremi	
 ﾠpossono	
 ﾠ“ricordare”	
 ﾠ
ciascuna	
 ﾠ istanza	
 ﾠ dei	
 ﾠ dati	
 ﾠ da	
 ﾠ cui	
 ﾠ hanno	
 ﾠ appreso.	
 ﾠ Questo	
 ﾠ tipo	
 ﾠ di	
 ﾠ modelli,	
 ﾠ infatti,	
 ﾠ si	
 ﾠ comporta	
 ﾠ
perfettamente	
 ﾠ su	
 ﾠ dati,	
 ﾠ che	
 ﾠ sono	
 ﾠ stati	
 ﾠ usati	
 ﾠ per	
 ﾠ la	
 ﾠ fase	
 ﾠ di	
 ﾠ apprendimento.	
 ﾠ E’	
 ﾠ indispensabile	
 ﾠ la	
 ﾠ
valutazione	
 ﾠdel	
 ﾠpredittore	
 ﾠper	
 ﾠogni	
 ﾠnuovo	
 ﾠcaso,	
 ﾠche	
 ﾠnon	
 ﾠrappresenti	
 ﾠle	
 ﾠistanze	
 ﾠdei	
 ﾠdati	
 ﾠdel	
 ﾠdataset	
 ﾠdi	
 ﾠ
apprendimento.	
 ﾠ
4.4.3	
 ﾠValutazione	
 ﾠdei	
 ﾠmodelli	
 ﾠpredittivi:	
 ﾠmetriche	
 ﾠe	
 ﾠmetodi	
 ﾠdi	
 ﾠparagone	
 ﾠ
Dopo	
 ﾠaver	
 ﾠcategorizzato	
 ﾠe	
 ﾠselezionato	
 ﾠgli	
 ﾠattributi	
 ﾠe	
 ﾠdopo	
 ﾠaver	
 ﾠindotto	
 ﾠuna	
 ﾠpredizione	
 ﾠdi	
 ﾠ
outcome,	
 ﾠ diverse	
 ﾠ misure	
 ﾠ statistiche	
 ﾠ possono	
 ﾠ essere	
 ﾠ usate	
 ﾠ per	
 ﾠ stimare	
 ﾠ la	
 ﾠ qualità	
 ﾠ del	
 ﾠ modello	
 ﾠ
derivato:	
 ﾠ
-ﾭ‐Accuratezza	
 ﾠdi	
 ﾠclassificazione:	
 ﾠmisura	
 ﾠla	
 ﾠproporzione	
 ﾠtra	
 ﾠtest	
 ﾠclassificati	
 ﾠcorrettamente	
 ﾠe	
 ﾠ
test	
 ﾠcon	
 ﾠstima	
 ﾠsbagliata,	
 ﾠstimando	
 ﾠquindi	
 ﾠuna	
 ﾠprobabilità	
 ﾠdi	
 ﾠclassificazione	
 ﾠcorretta.	
 ﾠ
-ﾭ‐Sensibilità	
 ﾠe	
 ﾠSpecificità:	
 ﾠmisura	
 ﾠl’abilità	
 ﾠdel	
 ﾠmodello	
 ﾠnel	
 ﾠriconoscere	
 ﾠi	
 ﾠpazienti	
 ﾠdi	
 ﾠun	
 ﾠcerto	
 ﾠ
gruppo.	
 ﾠ Se	
 ﾠ decidiamo	
 ﾠ per	
 ﾠ esempio	
 ﾠ di	
 ﾠ osservare	
 ﾠ la	
 ﾠ predizione	
 ﾠ di	
 ﾠ un	
 ﾠ outcome	
 ﾠ ,	
 ﾠ come	
 ﾠ la	
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sopravvivenza	
 ﾠo	
 ﾠmeno	
 ﾠdi	
 ﾠun	
 ﾠpaziente,	
 ﾠla	
 ﾠsensibilità	
 ﾠè	
 ﾠla	
 ﾠprobabilità	
 ﾠche	
 ﾠun	
 ﾠpaziente,	
 ﾠche	
 ﾠsia	
 ﾠ
sopravvissuto,	
 ﾠsia	
 ﾠpredetto	
 ﾠcome	
 ﾠsopravvissuto;	
 ﾠla	
 ﾠspecificità	
 ﾠè	
 ﾠla	
 ﾠprobabilità	
 ﾠche	
 ﾠun	
 ﾠpaziente	
 ﾠ
non	
 ﾠsopravvissuto,	
 ﾠsia	
 ﾠclassificato	
 ﾠcome	
 ﾠnon	
 ﾠsopravvissuto	
 ﾠ
-ﾭ‐Area	
 ﾠsotto	
 ﾠla	
 ﾠcurva	
 ﾠROC	
 ﾠ(aROC):	
 ﾠè	
 ﾠbasato	
 ﾠsul	
 ﾠtest	
 ﾠnon	
 ﾠparametrico	
 ﾠdel	
 ﾠsegno	
 ﾠstatistico	
 ﾠe	
 ﾠ
stima	
 ﾠ la	
 ﾠ probabilità,	
 ﾠ continuando	
 ﾠ con	
 ﾠ l’esempio	
 ﾠ fatto	
 ﾠs o p r a , 	
 ﾠche	
 ﾠ la	
 ﾠ predizione	
 ﾠ di	
 ﾠ
sopravvivenza	
 ﾠper	
 ﾠun	
 ﾠindividuo	
 ﾠestratto	
 ﾠa	
 ﾠcaso	
 ﾠdal	
 ﾠgruppo	
 ﾠdei	
 ﾠsopravissuti	
 ﾠsia	
 ﾠsuperiore	
 ﾠa	
 ﾠ
quello	
 ﾠestratto	
 ﾠa	
 ﾠcaso	
 ﾠdal	
 ﾠgruppo	
 ﾠdei	
 ﾠnon	
 ﾠsopravissuti.	
 ﾠ
-ﾭ‐Probabilità	
 ﾠ media	
 ﾠ di	
 ﾠ assegnamento	
 ﾠ alla	
 ﾠ classe	
 ﾠ corretta:	
 ﾠ è	
 ﾠ collegato	
 ﾠ all’accuratezza	
 ﾠ di	
 ﾠ
classificazione,	
 ﾠ ma	
 ﾠ dà	
 ﾠ informazioni	
 ﾠ addizionali	
 ﾠs u l l a 	
 ﾠc o e r e n z a 	
 ﾠc o n 	
 ﾠi 	
 ﾠd a t i 	
 ﾠd e l l e 	
 ﾠs c e l t e 	
 ﾠd e l 	
 ﾠ
classificatore.	
 ﾠ
Le	
 ﾠmetriche	
 ﾠe	
 ﾠstatistiche	
 ﾠsopra	
 ﾠdescritte	
 ﾠsono	
 ﾠeffettuate	
 ﾠin	
 ﾠgenere	
 ﾠattraverso	
 ﾠla	
 ﾠten-ﾭ‐fold	
 ﾠ
cross-ﾭ‐validation,	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠdivide	
 ﾠl’insieme	
 ﾠdei	
 ﾠdati	
 ﾠdelle	
 ﾠistanze	
 ﾠda	
 ﾠosservare	
 ﾠin	
 ﾠdieci	
 ﾠinsiemi,	
 ﾠche	
 ﾠ
hanno	
 ﾠ approssimativamente	
 ﾠ la	
 ﾠ stessa	
 ﾠ grandezza	
 ﾠ e	
 ﾠ uguale	
 ﾠ distribuzione	
 ﾠ di	
 ﾠ outcome.	
 ﾠ In	
 ﾠ ciascun	
 ﾠ
esperimento,	
 ﾠ un	
 ﾠ singolo	
 ﾠ insieme	
 ﾠ è	
 ﾠ usato	
 ﾠ per	
 ﾠ testare	
 ﾠ il	
 ﾠ classificatore	
 ﾠ che	
 ﾠ sarà	
 ﾠ sviluppato	
 ﾠ dai	
 ﾠ
rimanenti	
 ﾠnove	
 ﾠinsiemi.	
 ﾠLe	
 ﾠstatistiche	
 ﾠper	
 ﾠciascun	
 ﾠmetodo	
 ﾠsono	
 ﾠpoi	
 ﾠestrapolate	
 ﾠda	
 ﾠuna	
 ﾠmedia	
 ﾠtra	
 ﾠi	
 ﾠ
dieci	
 ﾠ esperimenti.	
 ﾠ Questi	
 ﾠ metodi	
 ﾠ stimano	
 ﾠ la	
 ﾠ qualità	
 ﾠ di	
 ﾠ un	
 ﾠ singolo	
 ﾠ classificatore:	
 ﾠ tuttavia	
 ﾠ per	
 ﾠ
comparare	
 ﾠi	
 ﾠclassificatori	
 ﾠviene	
 ﾠusato	
 ﾠil	
 ﾠtest	
 ﾠdi	
 ﾠMcNemar,	
 ﾠtest	
 ﾠmigliore	
 ﾠe	
 ﾠpiù	
 ﾠcorretto	
 ﾠper	
 ﾠquesto	
 ﾠ
scopo.	
 ﾠEsso	
 ﾠcompara	
 ﾠdue	
 ﾠclassificatori	
 ﾠcontando	
 ﾠi	
 ﾠcasi,	
 ﾠche	
 ﾠsono	
 ﾠclassificati	
 ﾠcorrettamente	
 ﾠdal	
 ﾠprimo	
 ﾠ
classificatore,	
 ﾠma	
 ﾠnon	
 ﾠdal	
 ﾠsecondo	
 ﾠ(n10)	
 ﾠe	
 ﾠviceversa	
 ﾠ	
 ﾠ(n01).	
 ﾠL’insieme	
 ﾠdi	
 ﾠtest	
 ﾠe	
 ﾠdi	
 ﾠtraining	
 ﾠè	
 ﾠusato	
 ﾠper	
 ﾠ
entrambi	
 ﾠi	
 ﾠmetodi	
 ﾠdi	
 ﾠinduzione,	
 ﾠe	
 ﾠi	
 ﾠrisultati	
 ﾠpossono	
 ﾠessere	
 ﾠsommati	
 ﾠper	
 ﾠtutti	
 ﾠi	
 ﾠdieci	
 ﾠesperimenti	
 ﾠdi	
 ﾠ
cross	
 ﾠvalidazione.	
 ﾠL’indice	
 ﾠviene	
 ﾠcalcolato	
 ﾠcome:	
 ﾠ
 
che	
 ﾠè	
 ﾠdistribuito	
 ﾠapprossimativamente	
 ﾠcon	
 ﾠuna	
 ﾠdistribuzione	
 ﾠ χ	
 ﾠ
2	
 ﾠcon	
 ﾠun	
 ﾠgrado	
 ﾠdi	
 ﾠlibertà.	
 ﾠ
4.4.4	
 ﾠ	
 ﾠImplementazione	
 ﾠdel	
 ﾠData	
 ﾠMining	
 ﾠe	
 ﾠpossibili	
 ﾠevoluzioni	
 ﾠ
Il	
 ﾠdata	
 ﾠmining	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠdovrebbe	
 ﾠessere	
 ﾠanche	
 ﾠconsiderato	
 ﾠper	
 ﾠle	
 ﾠrelazioni	
 ﾠscoperte	
 ﾠ
con	
 ﾠla	
 ﾠsua	
 ﾠapplicazione.	
 ﾠLa	
 ﾠscoperta	
 ﾠdi	
 ﾠuna	
 ﾠrelazione	
 ﾠinteressante	
 ﾠtra	
 ﾠdue	
 ﾠattributi	
 ﾠpuò	
 ﾠcambiare	
 ﾠ
l’attuale	
 ﾠ pratica	
 ﾠ medica?	
 ﾠ Il	
 ﾠ modello	
 ﾠ predittivo	
 ﾠ costruito	
 ﾠ può	
 ﾠ essere	
 ﾠ utilizzato	
 ﾠ per	
 ﾠ un	
 ﾠ supporto	
 ﾠ
decisionale	
 ﾠin	
 ﾠmaniera	
 ﾠpiù	
 ﾠpragmatica?	
 ﾠUna	
 ﾠvolta	
 ﾠche	
 ﾠil	
 ﾠmodello	
 ﾠè	
 ﾠderivato,	
 ﾠla	
 ﾠqualità	
 ﾠdella	
 ﾠassistenza	
 ﾠ
sanitaria	
 ﾠmigliora	
 ﾠo	
 ﾠi	
 ﾠcosti	
 ﾠderivati	
 ﾠdiminuiscono?	
 ﾠSono	
 ﾠqueste	
 ﾠle	
 ﾠvarie	
 ﾠdomande	
 ﾠdi	
 ﾠbase	
 ﾠa	
 ﾠlivello	
 ﾠ
clinico	
 ﾠapplicativo.	
 ﾠTuttavia	
 ﾠle	
 ﾠanalisi	
 ﾠdell’utilità	
 ﾠdel	
 ﾠmodello	
 ﾠcostruito	
 ﾠdal	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo	
 ﾠsono	
 ﾠ
piuttosto	
 ﾠrare,	
 ﾠtanto	
 ﾠpiù	
 ﾠper	
 ﾠun	
 ﾠmodello	
 ﾠin	
 ﾠambiente	
 ﾠclinico.	
 ﾠGli	
 ﾠstrumenti	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠsono	
 ﾠ
spesso	
 ﾠabbastanza	
 ﾠcomplessi,	
 ﾠin	
 ﾠquanto	
 ﾠle	
 ﾠsuite	
 ﾠdi	
 ﾠsoftware	
 ﾠsono	
 ﾠestremamente	
 ﾠcostose	
 ﾠe	
 ﾠcostruite	
 ﾠ
per	
 ﾠspecialisti,	
 ﾠe	
 ﾠottimizzate	
 ﾠpiù	
 ﾠper	
 ﾠlo	
 ﾠsviluppo	
 ﾠdel	
 ﾠmodello,	
 ﾠche	
 ﾠper	
 ﾠusare	
 ﾠspecifiche	
 ﾠinterfaccie	
 ﾠper	
 ﾠ
l’utilizzo	
 ﾠdel	
 ﾠmodello	
 ﾠnel	
 ﾠcontesto	
 ﾠspecifico.	
 ﾠNon	
 ﾠsempre	
 ﾠdispongono	
 ﾠdi	
 ﾠambienti	
 ﾠappropriati	
 ﾠper	
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l’utilizzo	
 ﾠcome	
 ﾠsupporto	
 ﾠdecisionale,	
 ﾠche	
 ﾠè	
 ﾠuno	
 ﾠdegli	
 ﾠaspetti	
 ﾠpiù	
 ﾠimportanti	
 ﾠdi	
 ﾠutilizzo	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠ
in	
 ﾠambito	
 ﾠclinico.	
 ﾠ
In	
 ﾠ tempi	
 ﾠ recenti	
 ﾠ sono	
 ﾠ comparsi	
 ﾠ diversi	
 ﾠ strumenti	
 ﾠ utili	
 ﾠ ad	
 ﾠ affrontare	
 ﾠ questo	
 ﾠ problema	
 ﾠ e	
 ﾠ
agevolare	
 ﾠ l’unione	
 ﾠ tra	
 ﾠ data	
 ﾠ mining	
 ﾠ e	
 ﾠ supporto	
 ﾠ decisionale:	
 ﾠ si	
 ﾠ pensi	
 ﾠ allo	
 ﾠ standard	
 ﾠ introdotto	
 ﾠ dal	
 ﾠ
linguaggio	
 ﾠ PMML,	
 ﾠ linguaggio	
 ﾠ di	
 ﾠ programmazione	
 ﾠ per	
 ﾠ la	
 ﾠ creazione	
 ﾠ di	
 ﾠ modelli	
 ﾠ predittivi.	
 ﾠ Con	
 ﾠ
l’evoluzione	
 ﾠdi	
 ﾠquesto	
 ﾠstandard	
 ﾠo	
 ﾠdi	
 ﾠaltri	
 ﾠsimili,	
 ﾠi	
 ﾠprincipali	
 ﾠstrumenti	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠpotrebbero	
 ﾠ
essere	
 ﾠ affiancati	
 ﾠ a	
 ﾠ shell	
 ﾠ di	
 ﾠ supporto	
 ﾠ decisionale,	
 ﾠ utili	
 ﾠ ad	
 ﾠ implementare	
 ﾠ uno	
 ﾠ specifico	
 ﾠ modello	
 ﾠ
predittivo	
 ﾠ e	
 ﾠ ad	
 ﾠ offrire	
 ﾠ un’interfaccia	
 ﾠ appropriata	
 ﾠ anche	
 ﾠ per	
 ﾠ un	
 ﾠ personale	
 ﾠ esperto	
 ﾠ operante	
 ﾠ
nell’ambito	
 ﾠclinico.	
 ﾠ
L’idea	
 ﾠbase	
 ﾠdi	
 ﾠquesti	
 ﾠo	
 ﾠdi	
 ﾠsimili	
 ﾠapprocci	
 ﾠè	
 ﾠdi	
 ﾠcollegare	
 ﾠdata	
 ﾠmining	
 ﾠe	
 ﾠsupporto	
 ﾠdecisionale	
 ﾠda	
 ﾠ
una	
 ﾠparte	
 ﾠe	
 ﾠdall’altra	
 ﾠdi	
 ﾠrendere	
 ﾠindipendente	
 ﾠla	
 ﾠgestione	
 ﾠper	
 ﾠutenti	
 ﾠcome	
 ﾠi	
 ﾠmedici	
 ﾠe	
 ﾠil	
 ﾠpersonale	
 ﾠ
sanitario,	
 ﾠutilizzando	
 ﾠshell	
 ﾠdecisionali,	
 ﾠfacili	
 ﾠda	
 ﾠusare.	
 ﾠLa	
 ﾠcapacità	
 ﾠdi	
 ﾠestrapolare	
 ﾠin	
 ﾠmaniera	
 ﾠchiara	
 ﾠil	
 ﾠ
modello	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠpredittivo,	
 ﾠpuò	
 ﾠportare	
 ﾠsignificativi	
 ﾠvantaggi	
 ﾠnella	
 ﾠcomunicazione	
 ﾠdei	
 ﾠrisultati,	
 ﾠ
nella	
 ﾠvalutazione	
 ﾠe	
 ﾠnei	
 ﾠtest	
 ﾠdei	
 ﾠprogetti	
 ﾠdata	
 ﾠmining.	
 ﾠ
I	
 ﾠ modelli	
 ﾠ di	
 ﾠ data	
 ﾠ mining	
 ﾠ predittivo	
 ﾠ possono	
 ﾠ essere	
 ﾠ anche	
 ﾠ usati	
 ﾠ come	
 ﾠ strumenti	
 ﾠ per	
 ﾠ
giustificare	
 ﾠe	
 ﾠcomparare	
 ﾠrisultati	
 ﾠmedici	
 ﾠbasati	
 ﾠsulle	
 ﾠevidenze	
 ﾠsperimentali	
 ﾠcon	
 ﾠl’outcome	
 ﾠottenuto	
 ﾠ
dalla	
 ﾠpratica	
 ﾠclinica.	
 ﾠLa	
 ﾠdisponibilità	
 ﾠdei	
 ﾠdati	
 ﾠregistrati	
 ﾠnelle	
 ﾠistituzioni	
 ﾠcliniche	
 ﾠsu	
 ﾠprocessi	
 ﾠspecifici	
 ﾠdi	
 ﾠ
gestione	
 ﾠ di	
 ﾠ problemi	
 ﾠ di	
 ﾠ salute,	
 ﾠ permette	
 ﾠ di	
 ﾠ integrare	
 ﾠ strategie	
 ﾠ comprovate	
 ﾠ e	
 ﾠ di	
 ﾠ fare	
 ﾠd e l l e 	
 ﾠ
osservazioni	
 ﾠprognostiche,	
 ﾠmediante	
 ﾠle	
 ﾠinformazioni	
 ﾠprovenienti	
 ﾠdai	
 ﾠdati	
 ﾠnella	
 ﾠroutine	
 ﾠclinica.	
 ﾠLa	
 ﾠ
fusione	
 ﾠdella	
 ﾠmedicina	
 ﾠevidence-ﾭ‐based	
 ﾠcon	
 ﾠl’esperienza	
 ﾠclinica	
 ﾠspecifica	
 ﾠpuò	
 ﾠessere	
 ﾠvista	
 ﾠcome	
 ﾠun	
 ﾠ
particolare	
 ﾠproblema	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠdove	
 ﾠil	
 ﾠbackground	
 ﾠdi	
 ﾠconoscenza	
 ﾠpuò	
 ﾠessere	
 ﾠottenuto	
 ﾠda	
 ﾠstudi	
 ﾠ
clinici:	
 ﾠin	
 ﾠquesto	
 ﾠcaso	
 ﾠle	
 ﾠconoscenze	
 ﾠpregresse	
 ﾠportano	
 ﾠinformazioni	
 ﾠda	
 ﾠintegrare	
 ﾠnel	
 ﾠprocesso	
 ﾠdi	
 ﾠ
apprendimento	
 ﾠdegli	
 ﾠalgoritmi.	
 ﾠ
L’obiettivo	
 ﾠ dell’analisi	
 ﾠ dei	
 ﾠ dati	
 ﾠ è	
 ﾠ quindi	
 ﾠ collegato	
 ﾠ ad	
 ﾠ una	
 ﾠ migliore	
 ﾠ comprensione	
 ﾠd e l l e 	
 ﾠ
informazioni	
 ﾠ che	
 ﾠ sono	
 ﾠ contenute	
 ﾠ nei	
 ﾠ dataset	
 ﾠ d’analisi,	
 ﾠ evidenziando	
 ﾠ casi	
 ﾠ che	
 ﾠ non	
 ﾠ confermino	
 ﾠ
conoscenze	
 ﾠstabilite	
 ﾠo	
 ﾠproblemi	
 ﾠnelle	
 ﾠprocedure	
 ﾠdi	
 ﾠregistrazione	
 ﾠdei	
 ﾠdati.	
 ﾠL’obiettivo	
 ﾠper	
 ﾠun	
 ﾠcentro	
 ﾠ
clinico	
 ﾠ è	
 ﾠ analizzare	
 ﾠ ogni	
 ﾠ casi	
 ﾠ specifico	
 ﾠ nell’ottica	
 ﾠ di	
 ﾠ tessere	
 ﾠ in	
 ﾠ maniera	
 ﾠ migliore	
 ﾠ linee	
 ﾠ guida	
 ﾠ
prognostiche.	
 ﾠIl	
 ﾠdata	
 ﾠmining	
 ﾠappare	
 ﾠquindi	
 ﾠcome	
 ﾠparte	
 ﾠdell’infrastruttura	
 ﾠinformatica	
 ﾠdelle	
 ﾠistituzioni	
 ﾠ
mediche.	
 ﾠ
4.4.5	
 ﾠData	
 ﾠmining	
 ﾠpredittivo	
 ﾠper	
 ﾠl’analisi	
 ﾠdi	
 ﾠpazienti	
 ﾠcon	
 ﾠtraumi	
 ﾠgravi	
 ﾠ
Il	
 ﾠdata	
 ﾠmining	
 ﾠclinico	
 ﾠpuò	
 ﾠsposare	
 ﾠperfettamente	
 ﾠi	
 ﾠcosiddetti	
 ﾠproblemi	
 ﾠ‘bed-ﾭ‐side’,	
 ﾠossia	
 ﾠil	
 ﾠ
genere	
 ﾠdi	
 ﾠproblematiche	
 ﾠdi	
 ﾠdiagnostica	
 ﾠsu	
 ﾠun	
 ﾠpaziente	
 ﾠospedalizzato	
 ﾠosservandone	
 ﾠi	
 ﾠsintomi,	
 ﾠcon	
 ﾠ
modelli	
 ﾠche	
 ﾠprevedano	
 ﾠla	
 ﾠpredizione	
 ﾠdell’outcome	
 ﾠdel	
 ﾠpaziente.	
 ﾠUn	
 ﾠsupporto	
 ﾠ	
 ﾠdecisionale,	
 ﾠche	
 ﾠusi	
 ﾠun	
 ﾠ
particolare	
 ﾠmodello	
 ﾠpredittivo,	
 ﾠpotrebbe	
 ﾠtener	
 ﾠconto	
 ﾠdi	
 ﾠdiversi	
 ﾠaspetti	
 ﾠnel	
 ﾠpredire	
 ﾠo	
 ﾠmeno	
 ﾠun	
 ﾠcerto	
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outcome	
 ﾠe	
 ﾠformire	
 ﾠdei	
 ﾠcosti	
 ﾠper	
 ﾠdeterminate	
 ﾠscelte.	
 ﾠ	
 ﾠ
I	
 ﾠrecenti	
 ﾠprogressi	
 ﾠdel	
 ﾠmachine	
 ﾠlearning	
 ﾠe	
 ﾠdell’analisi	
 ﾠintelligente	
 ﾠdei	
 ﾠdati,	
 ﾠcombinati	
 ﾠcon	
 ﾠ
l’evoluzione	
 ﾠdel	
 ﾠdata	
 ﾠmining	
 ﾠclinico,	
 ﾠhanno	
 ﾠportato	
 ﾠad	
 ﾠuna	
 ﾠcrescente	
 ﾠutilità	
 ﾠdi	
 ﾠqueste	
 ﾠmetodiche,	
 ﾠ
utilizzando	
 ﾠdati	
 ﾠretrospettivi	
 ﾠnella	
 ﾠfase	
 ﾠprognostica:	
 ﾠtutto	
 ﾠciò	
 ﾠè	
 ﾠdiventato	
 ﾠpossibile	
 ﾠgrazie	
 ﾠanche	
 ﾠai	
 ﾠ
miglioramenti	
 ﾠdelle	
 ﾠtecniche	
 ﾠdi	
 ﾠarchiviazione	
 ﾠdati	
 ﾠe	
 ﾠdel	
 ﾠsistema	
 ﾠinformatico	
 ﾠdegli	
 ﾠospedali,	
 ﾠche	
 ﾠhanno	
 ﾠ
permesso	
 ﾠdi	
 ﾠottenere	
 ﾠvolumi	
 ﾠdi	
 ﾠdati	
 ﾠpiù	
 ﾠconsistenti	
 ﾠe	
 ﾠpiù	
 ﾠaccurati.	
 ﾠQuesti	
 ﾠmiglioramenti	
 ﾠriguardano	
 ﾠ
anche	
 ﾠi	
 ﾠreparti	
 ﾠdi	
 ﾠemergenza	
 ﾠe	
 ﾠle	
 ﾠstrutture	
 ﾠad	
 ﾠessi	
 ﾠcollegati.	
 ﾠ	
 ﾠ
Recentemente	
 ﾠ si	
 ﾠ sono	
 ﾠ potuti	
 ﾠ studiare	
 ﾠ modelli	
 ﾠ predittivi	
 ﾠ anche	
 ﾠ per	
 ﾠ traumatizzati	
 ﾠ gravi	
 ﾠ in	
 ﾠ
occasione	
 ﾠ del	
 ﾠ primo	
 ﾠ approccio	
 ﾠ chirurgico,	
 ﾠ allorché	
 ﾠ si	
 ﾠ devono	
 ﾠ affrontare	
 ﾠ complessi	
 ﾠ problemi	
 ﾠ
gestionali	
 ﾠ e	
 ﾠ decisionali,	
 ﾠ per	
 ﾠ pazienti	
 ﾠ con	
 ﾠ gravissime	
 ﾠ situazioni	
 ﾠ cliniche.	
 ﾠ Nelle	
 ﾠ prime	
 ﾠ fasi	
 ﾠ di	
 ﾠ
trattamento	
 ﾠospedaliero	
 ﾠè	
 ﾠnecessario	
 ﾠil	
 ﾠnon	
 ﾠsempre	
 ﾠagevole	
 ﾠrecupero	
 ﾠdella	
 ﾠinstabilità	
 ﾠemodinamica	
 ﾠ
così	
 ﾠda	
 ﾠstabilizzare	
 ﾠil	
 ﾠpaziente	
 ﾠtener	
 ﾠsotto	
 ﾠcontrollo	
 ﾠgli	
 ﾠesiti	
 ﾠimmediati	
 ﾠdell’infortunio,	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠ
evitare	
 ﾠprocedure	
 ﾠchirurgiche	
 ﾠestese	
 ﾠe	
 ﾠimportanti	
 ﾠsu	
 ﾠpazienti	
 ﾠancora	
 ﾠscompensati.	
 ﾠQuesta	
 ﾠprocedura	
 ﾠ
richiede	
 ﾠinvestimenti	
 ﾠimportanti	
 ﾠdi	
 ﾠpersonale,	
 ﾠdi	
 ﾠstrutture	
 ﾠe	
 ﾠdi	
 ﾠrisorse	
 ﾠorientati	
 ﾠverso	
 ﾠun	
 ﾠnumero	
 ﾠdi	
 ﾠ
casi	
 ﾠrelativamente	
 ﾠesiguo	
 ﾠtra	
 ﾠgli	
 ﾠinfortunati	
 ﾠgravemente,	
 ﾠche	
 ﾠtuttavia	
 ﾠhanno	
 ﾠuna	
 ﾠbassa	
 ﾠprobabilità	
 ﾠdi	
 ﾠ
sopravvivenza,	
 ﾠperché	
 ﾠdopo	
 ﾠl’intervento,	
 ﾠil	
 ﾠdecesso	
 ﾠè	
 ﾠlegato	
 ﾠa	
 ﾠdeficit	
 ﾠrespiratori,	
 ﾠalle	
 ﾠcoagulopatie	
 ﾠo	
 ﾠ
ai	
 ﾠdistress	
 ﾠdegli	
 ﾠorgani	
 ﾠinterni.	
 ﾠNella	
 ﾠscelta	
 ﾠdella	
 ﾠdistribuzione	
 ﾠdelle	
 ﾠrisorse	
 ﾠper	
 ﾠottimizzarne	
 ﾠl’uso,	
 ﾠsi	
 ﾠ
ritiene	
 ﾠnecessaria	
 ﾠla	
 ﾠpresenza	
 ﾠdi	
 ﾠun	
 ﾠmodello	
 ﾠprognostico,	
 ﾠche	
 ﾠprenda	
 ﾠin	
 ﾠconsiderazione	
 ﾠsoprattutto	
 ﾠil	
 ﾠ
periodo	
 ﾠche	
 ﾠintercorre	
 ﾠtra	
 ﾠil	
 ﾠtrauma	
 ﾠe	
 ﾠla	
 ﾠprima	
 ﾠchirurgia.	
 ﾠ
Per	
 ﾠmodelli	
 ﾠprognostici	
 ﾠsi	
 ﾠè	
 ﾠdimostrato	
 ﾠche	
 ﾠun	
 ﾠset	
 ﾠsperimentale	
 ﾠdi	
 ﾠpochi	
 ﾠdati	
 ﾠè	
 ﾠsufficiente	
 ﾠper	
 ﾠ
costruire	
 ﾠun	
 ﾠmodello	
 ﾠpredittivo,	
 ﾠma	
 ﾠla	
 ﾠstessa	
 ﾠscarsa	
 ﾠquantità	
 ﾠdi	
 ﾠdati	
 ﾠpresente	
 ﾠsu	
 ﾠparticolari	
 ﾠtipologie	
 ﾠ
di	
 ﾠtraumatizzati,	
 ﾠrende	
 ﾠdifficile	
 ﾠattualmente	
 ﾠvalidare	
 ﾠmodelli	
 ﾠdata	
 ﾠmining
.[29]	
 ﾠ
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Capitolo 5  
 
Alberi di Decisione 
 
 
Introduzione	
 ﾠ
Nella	
 ﾠ costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ classificatore,	
 ﾠ l’obiettivo	
 ﾠ principale	
 ﾠ non	
 ﾠ è	
 ﾠ limitato	
 ﾠ alla	
 ﾠ sola	
 ﾠ
costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ predittore,	
 ﾠ ma	
 ﾠ anche	
 ﾠ alla	
 ﾠ modellizzazione	
 ﾠi n t e l l e g i b i l e 	
 ﾠe 	
 ﾠc o m p r e n s i b i l e 	
 ﾠd a 	
 ﾠu n 	
 ﾠ
osservatore	
 ﾠumano.	
 ﾠGli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠo	
 ﾠdecision	
 ﾠtree	
 ﾠriescono	
 ﾠa	
 ﾠsoddisfare	
 ﾠquesti	
 ﾠrequisiti	
 ﾠcon	
 ﾠ
una	
 ﾠlimitata	
 ﾠrichiesta	
 ﾠcomputazionale	
 ﾠrispetto	
 ﾠad	
 ﾠal t r i 	
 ﾠc l as s i f i c at or i 	
 ﾠmol to	
 ﾠ usati	
 ﾠ nel	
 ﾠ data	
 ﾠ mining,	
 ﾠ
come	
 ﾠle	
 ﾠreti	
 ﾠneurali	
 ﾠo	
 ﾠle	
 ﾠsupport	
 ﾠvector	
 ﾠmachine.	
 ﾠ
Tra	
 ﾠ i	
 ﾠ software	
 ﾠ più	
 ﾠ usati	
 ﾠ per	
 ﾠ l’implementazione	
 ﾠ dei	
 ﾠ decision	
 ﾠ tree,	
 ﾠp a r t i c o l a r e 	
 ﾠi m p o r t a n z a 	
 ﾠ
riveste	
 ﾠ il	
 ﾠ progetto	
 ﾠ di	
 ﾠ Ross	
 ﾠ Quinlan,	
 ﾠ C4.5	
 ﾠ e	
 ﾠ la	
 ﾠ sua	
 ﾠ evoluzione	
 ﾠ C5.0:	
 ﾠ i	
 ﾠ campi	
 ﾠ di	
 ﾠ utilizzo	
 ﾠ di	
 ﾠ questo	
 ﾠ
software	
 ﾠ sono	
 ﾠ molteplici	
 ﾠ e	
 ﾠ vanno	
 ﾠ dalla	
 ﾠ bioinformatica	
 ﾠ all’informatica	
 ﾠ forense	
 ﾠ passando	
 ﾠ per	
 ﾠ la	
 ﾠ
statistica	
 ﾠe	
 ﾠla	
 ﾠbiologia.	
 ﾠ
I	
 ﾠrisultati	
 ﾠrilevanti	
 ﾠ	
 ﾠottenuti	
 ﾠin	
 ﾠquesti	
 ﾠdiversi	
 ﾠambiti	
 ﾠdal	
 ﾠclassificatore,	
 ﾠfanno	
 ﾠriflettere	
 ﾠsulla	
 ﾠ
duttilità	
 ﾠ del	
 ﾠ programma	
 ﾠ e	
 ﾠ ci	
 ﾠ consentono	
 ﾠ di	
 ﾠ pensare	
 ﾠ ad	
 ﾠ un	
 ﾠ utilizzo	
 ﾠ anche	
 ﾠ in	
 ﾠ ambito	
 ﾠ medico	
 ﾠ
clinico,dove	
 ﾠi	
 ﾠdecision	
 ﾠtree	
 ﾠsi	
 ﾠadatterebbero	
 ﾠall’esigenze	
 ﾠdi	
 ﾠconfrontabilità	
 ﾠe	
 ﾠfacilità	
 ﾠd’osservazione	
 ﾠ
da	
 ﾠparte	
 ﾠdel	
 ﾠpersonale	
 ﾠmedico.	
 ﾠ
	
 ﾠ
5.1	
 ﾠDefinizione	
 ﾠ	
 ﾠ
Nel	
 ﾠmachine	
 ﾠlearning	
 ﾠun	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠè	
 ﾠun	
 ﾠmodello	
 ﾠpredittivo,	
 ﾠdove	
 ﾠogni	
 ﾠnodo	
 ﾠinterno	
 ﾠ
rappresenta	
 ﾠuna	
 ﾠvariabile,	
 ﾠun	
 ﾠarco	
 ﾠverso	
 ﾠun	
 ﾠnodo	
 ﾠfiglio	
 ﾠrappresenta	
 ﾠun	
 ﾠpossibile	
 ﾠvalore	
 ﾠper	
 ﾠquella	
 ﾠ
proprietà	
 ﾠ,ed	
 ﾠè	
 ﾠdetto	
 ﾠramo	
 ﾠo	
 ﾠramificazione,	
 ﾠe	
 ﾠuna	
 ﾠfoglia	
 ﾠindica	
 ﾠil	
 ﾠvalore	
 ﾠpredetto	
 ﾠper	
 ﾠla	
 ﾠvariabile	
 ﾠ
obiettivo	
 ﾠa	
 ﾠpartire	
 ﾠdai	
 ﾠvalori	
 ﾠdelle	
 ﾠaltre	
 ﾠproprietà.	
 ﾠUn	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠviene	
 ﾠcostruito	
 ﾠutilizzando	
 ﾠ
tecniche	
 ﾠdi	
 ﾠapprendimento	
 ﾠa	
 ﾠpartire	
 ﾠdall'insieme	
 ﾠdei	
 ﾠdati	
 ﾠiniziali	
 ﾠ(dataset),	
 ﾠil	
 ﾠquale	
 ﾠcome	
 ﾠgià	
 ﾠspiegato	
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viene	
 ﾠdiviso	
 ﾠin	
 ﾠdue	
 ﾠsottoinsiemi:	
 ﾠil	
 ﾠtraining	
 ﾠset	
 ﾠsulla	
 ﾠbase	
 ﾠdel	
 ﾠquali	
 ﾠsi	
 ﾠcrea	
 ﾠla	
 ﾠstruttura	
 ﾠdell'albero	
 ﾠed	
 ﾠil	
 ﾠ
validation	
 ﾠset,	
 ﾠche	
 ﾠviene	
 ﾠutilizzato	
 ﾠper	
 ﾠtestare	
 ﾠl'accuratezza	
 ﾠdel	
 ﾠmodello	
 ﾠpredittivo	
 ﾠcosì	
 ﾠcreato.	
 ﾠ
Nel	
 ﾠdata	
 ﾠmining	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠviene	
 ﾠutilizzato	
 ﾠper	
 ﾠclassificare	
 ﾠle	
 ﾠistanze	
 ﾠdei	
 ﾠ	
 ﾠdati:	
 ﾠin	
 ﾠ
questo	
 ﾠcaso	
 ﾠdescrive	
 ﾠuna	
 ﾠstruttura	
 ﾠad	
 ﾠalbero	
 ﾠdove	
 ﾠi	
 ﾠnodi	
 ﾠfoglia	
 ﾠrappresentano	
 ﾠle	
 ﾠclassificazioni	
 ﾠe	
 ﾠle	
 ﾠ
ramificazioni	
 ﾠl'insieme	
 ﾠdelle	
 ﾠproprietà	
 ﾠche	
 ﾠportano	
 ﾠa	
 ﾠquelle	
 ﾠclassificazioni.	
 ﾠDi	
 ﾠconseguenza	
 ﾠogni	
 ﾠnodo	
 ﾠ
interno	
 ﾠrisulta	
 ﾠessere	
 ﾠuna	
 ﾠmacro-ﾭ‐classe	
 ﾠcostituita	
 ﾠdall'unione	
 ﾠdelle	
 ﾠclassi	
 ﾠassociate	
 ﾠai	
 ﾠsuoi	
 ﾠnodi	
 ﾠfigli.	
 ﾠ
Ogni	
 ﾠramo	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠrappresenta	
 ﾠun	
 ﾠtest	
 ﾠsu	
 ﾠuna	
 ﾠsingola	
 ﾠvariabile	
 ﾠche	
 ﾠsegmenta	
 ﾠ
lo	
 ﾠspazio	
 ﾠin	
 ﾠuna	
 ﾠo	
 ﾠpiù	
 ﾠparti.Ogni	
 ﾠramificazione	
 ﾠdeve	
 ﾠessere	
 ﾠnecessariamente	
 ﾠbinaria.	
 ﾠ
Il	
 ﾠpredicato,	
 ﾠche	
 ﾠsi	
 ﾠassocia	
 ﾠad	
 ﾠogni	
 ﾠnodo	
 ﾠinterno	
 ﾠe	
 ﾠsulla	
 ﾠbase	
 ﾠdel	
 ﾠquale	
 ﾠavviene	
 ﾠla	
 ﾠripartizione	
 ﾠ
dei	
 ﾠdati,	
 ﾠè	
 ﾠchiamato	
 ﾠcondizione	
 ﾠdi	
 ﾠsplit.	
 ﾠ
Esiste	
 ﾠpoi	
 ﾠun	
 ﾠcriterio	
 ﾠdi	
 ﾠarresto	
 ﾠ(halting),	
 ﾠo	
 ﾠanche	
 ﾠcriterio	
 ﾠdi	
 ﾠpotatura	
 ﾠ(pruning),	
 ﾠche	
 ﾠha	
 ﾠil	
 ﾠfine	
 ﾠ
di	
 ﾠdeterminarne	
 ﾠla	
 ﾠprofondità	
 ﾠmassima.	
 ﾠQuesto	
 ﾠperché	
 ﾠil	
 ﾠcrescere	
 ﾠdella	
 ﾠprofondità	
 ﾠdi	
 ﾠun	
 ﾠalbero,	
 ﾠ
ovvero	
 ﾠ della	
 ﾠ sua	
 ﾠ dimensione,	
 ﾠn o n 	
 ﾠi n f l u i s c e 	
 ﾠd i r e t tamente	
 ﾠ sulla	
 ﾠ bontà	
 ﾠ del	
 ﾠ modello,	
 ﾠ ma	
 ﾠ anzi,	
 ﾠ una	
 ﾠ
crescita	
 ﾠeccessiva	
 ﾠdella	
 ﾠdimensione	
 ﾠdell'albero	
 ﾠpotrebbe	
 ﾠportare	
 ﾠsolo	
 ﾠad	
 ﾠun	
 ﾠaumento	
 ﾠdel	
 ﾠtempo	
 ﾠdi	
 ﾠ
calcolo	
 ﾠsproporzionato,	
 ﾠrispetto	
 ﾠai	
 ﾠbenefici	
 ﾠriguardanti	
 ﾠl'accuratezza	
 ﾠdelle	
 ﾠprevisioni/classificazioni.	
 ﾠ
Gli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠin	
 ﾠgenere	
 ﾠsono	
 ﾠdi	
 ﾠdue	
 ﾠtipologie	
 ﾠprincipali.	
 ﾠ
Alberi	
 ﾠ di	
 ﾠ classificazione:	
 ﾠ assegnano	
 ﾠ un’etichetta	
 ﾠ ai	
 ﾠ record	
 ﾠ e	
 ﾠ quindi	
 ﾠ alle	
 ﾠ classi	
 ﾠ
appropriate;possono	
 ﾠanche	
 ﾠindicare	
 ﾠil	
 ﾠlivello	
 ﾠdi	
 ﾠconfidenza	
 ﾠsulla	
 ﾠclassificazione	
 ﾠeffettuata.In	
 ﾠ
questo	
 ﾠcaso	
 ﾠl’albero	
 ﾠdi	
 ﾠclassificazione	
 ﾠfornisce	
 ﾠla	
 ﾠprobabilità	
 ﾠdella	
 ﾠclasse.	
 ﾠ
Alberi	
 ﾠdi	
 ﾠregressione:	
 ﾠstimano	
 ﾠil	
 ﾠvalore	
 ﾠdi	
 ﾠuna	
 ﾠvariabile	
 ﾠtarget	
 ﾠche	
 ﾠassume	
 ﾠvalori	
 ﾠnumerici.	
 ﾠUn	
 ﾠ
albero	
 ﾠdi	
 ﾠregressione	
 ﾠpotrebbe	
 ﾠcalcolare	
 ﾠper	
 ﾠesempio	
 ﾠil	
 ﾠcontributo	
 ﾠdi	
 ﾠun	
 ﾠsostenitore	
 ﾠo	
 ﾠil	
 ﾠ
numero	
 ﾠdi	
 ﾠsinistri,	
 ﾠquindi,	
 ﾠi	
 ﾠrimborsi	
 ﾠdi	
 ﾠun	
 ﾠassicurato.	
 ﾠ
	
 ﾠ Esprimere	
 ﾠ i	
 ﾠ concetti	
 ﾠ degli	
 ﾠ alberi	
 ﾠ decisionali,	
 ﾠc o n 	
 ﾠt a b e l l e 	
 ﾠe 	
 ﾠn u m e r i 	
 ﾠè 	
 ﾠd i f f i c i l e 	
 ﾠe ,	
 ﾠa n c h e 	
 ﾠs e 	
 ﾠ
formalmente	
 ﾠuna	
 ﾠtabella	
 ﾠè	
 ﾠcorretta,	
 ﾠpuò	
 ﾠlasciare	
 ﾠperplesso	
 ﾠe	
 ﾠconfuso	
 ﾠchi	
 ﾠla	
 ﾠlegge,	
 ﾠperché	
 ﾠnon	
 ﾠappare	
 ﾠ
immediata	
 ﾠla	
 ﾠgiustificazione	
 ﾠdi	
 ﾠun	
 ﾠesito.	
 ﾠUna	
 ﾠrappresentazione	
 ﾠgrafica	
 ﾠè	
 ﾠdi	
 ﾠaiuto,	
 ﾠpermettendo	
 ﾠdi	
 ﾠ
raffigurare	
 ﾠ con	
 ﾠ maggiore	
 ﾠ leggibilità	
 ﾠ le	
 ﾠ stesse	
 ﾠ informazioni,	
 ﾠ ed	
 ﾠ evidenziando	
 ﾠ il	
 ﾠr a m o 	
 ﾠc h e 	
 ﾠè	
 ﾠ stato	
 ﾠ
percorso,	
 ﾠper	
 ﾠarrivare	
 ﾠa	
 ﾠdeterminare	
 ﾠla	
 ﾠscelta	
 ﾠo	
 ﾠla	
 ﾠvalutazione.	
 ﾠLa	
 ﾠtecnica	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠ
quindi	
 ﾠè	
 ﾠutile	
 ﾠper	
 ﾠidentificare	
 ﾠuna	
 ﾠstrategia	
 ﾠdecisionale	
 ﾠo	
 ﾠper	
 ﾠperseguire	
 ﾠun	
 ﾠobiettivo	
 ﾠpredittivo,	
 ﾠ
creando	
 ﾠun	
 ﾠmodello	
 ﾠil	
 ﾠcui	
 ﾠgrafo	
 ﾠorienta	
 ﾠimmediatamente	
 ﾠla	
 ﾠlettura	
 ﾠdel	
 ﾠrisultato.	
 ﾠ
	
 ﾠ
5.2	
 ﾠCostruzione	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠ
La	
 ﾠ costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ albero	
 ﾠ di	
 ﾠ decisione	
 ﾠ segue	
 ﾠ un	
 ﾠ processo	
 ﾠ detto	
 ﾠ di	
 ﾠ partizionamento	
 ﾠ
ricorsivo.	
 ﾠSi	
 ﾠtratta	
 ﾠdi	
 ﾠun	
 ﾠprocesso	
 ﾠiterativo	
 ﾠdi	
 ﾠdivisione	
 ﾠdei	
 ﾠdati	
 ﾠin	
 ﾠpartizioni	
 ﾠdestinate	
 ﾠad	
 ﾠessere	
 ﾠa	
 ﾠloro	
 ﾠ
volta	
 ﾠsuddivise	
 ﾠin	
 ﾠaltre	
 ﾠsottopartizioni.	
 ﾠAll’inizio	
 ﾠtutti	
 ﾠi	
 ﾠrecord	
 ﾠdel	
 ﾠset	
 ﾠdi	
 ﾠaddestramento	
 ﾠsi	
 ﾠtrovano	
 ﾠin	
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un	
 ﾠunico	
 ﾠgruppo	
 ﾠe	
 ﾠl’algoritmo	
 ﾠtenta	
 ﾠdi	
 ﾠdividere	
 ﾠi	
 ﾠdati,	
 ﾠutilizzando	
 ﾠogni	
 ﾠpossibile	
 ﾠsuddivisione	
 ﾠbinaria	
 ﾠ
per	
 ﾠ ogni	
 ﾠ campo,	
 ﾠ scegliendo	
 ﾠ la	
 ﾠ segmentazione	
 ﾠ che	
 ﾠ massimizza	
 ﾠ un	
 ﾠ criterio	
 ﾠ euristico	
 ﾠ di	
 ﾠ
partizionamento.	
 ﾠ Questo	
 ﾠ processo	
 ﾠ di	
 ﾠ creazione	
 ﾠ di	
 ﾠ partizioni	
 ﾠ viene	
 ﾠ poi	
 ﾠ applicato	
 ﾠ ad	
 ﾠ ogni	
 ﾠ nuova	
 ﾠ
casella,	
 ﾠfin	
 ﾠche	
 ﾠnon	
 ﾠsi	
 ﾠtrovano	
 ﾠpiù	
 ﾠsegmentazioni	
 ﾠutili.	
 ﾠ
5.2.1	
 ﾠL’algoritmo	
 ﾠDivide	
 ﾠand	
 ﾠConquer	
 ﾠ
Lo	
 ﾠ scheletro	
 ﾠ della	
 ﾠ procedura	
 ﾠ di	
 ﾠ costruzione	
 ﾠ di	
 ﾠ un	
 ﾠ decision	
 ﾠ tree	
 ﾠ è	
 ﾠ basato	
 ﾠ sul	
 ﾠ così	
 ﾠ detto	
 ﾠ
algoritmo	
 ﾠ“Divide	
 ﾠand	
 ﾠConquer”,	
 ﾠche	
 ﾠfornì	
 ﾠle	
 ﾠidee	
 ﾠprincipali	
 ﾠper	
 ﾠle	
 ﾠprime	
 ﾠsperimentazione	
 ﾠin	
 ﾠambito	
 ﾠ
alberi	
 ﾠ di	
 ﾠ decisione.	
 ﾠ Considerando	
 ﾠ l’insieme	
 ﾠ S	
 ﾠ di	
 ﾠ casi	
 ﾠ di	
 ﾠ addestramento	
 ﾠ e	
 ﾠ le	
 ﾠ possibili	
 ﾠ classi	
 ﾠ di	
 ﾠ
appartenenza	
 ﾠdegli	
 ﾠattributi	
 ﾠdescritte	
 ﾠda	
 ﾠ{C1,C2,…CK},	
 ﾠabbiamo	
 ﾠdue	
 ﾠpossibilità:	
 ﾠ
•  S	
 ﾠcontiene	
 ﾠuno	
 ﾠo	
 ﾠpiù	
 ﾠcasi,tutti	
 ﾠappartenenti	
 ﾠad	
 ﾠuna	
 ﾠclasse	
 ﾠsingola	
 ﾠCj:	
 ﾠil	
 ﾠdecision	
 ﾠtree	
 ﾠ
per	
 ﾠT	
 ﾠè	
 ﾠuna	
 ﾠfoglia	
 ﾠidentificante	
 ﾠla	
 ﾠclasse	
 ﾠCj.	
 ﾠ
•  S	
 ﾠcontiene	
 ﾠcasi	
 ﾠche	
 ﾠappartengono	
 ﾠad	
 ﾠuna	
 ﾠvarietà	
 ﾠdi	
 ﾠclassi:in	
 ﾠquesta	
 ﾠsituazione	
 ﾠl’idea	
 ﾠè	
 ﾠ
di	
 ﾠaffinare	
 ﾠS	
 ﾠin	
 ﾠsubset	
 ﾠdi	
 ﾠcasi	
 ﾠche	
 ﾠsono	
 ﾠil	
 ﾠpiù	
 ﾠpossibile	
 ﾠappartenenti	
 ﾠad	
 ﾠuna	
 ﾠsingola	
 ﾠ
classe	
 ﾠ che	
 ﾠ contenga	
 ﾠ diversi	
 ﾠ casi.	
 ﾠ Si	
 ﾠ sceglie	
 ﾠ un	
 ﾠ insieme	
 ﾠ di	
 ﾠ test	
 ﾠ B,con	
 ﾠ outcome	
 ﾠ
b1,b2,b3,..bt	
 ﾠche	
 ﾠproduce	
 ﾠun	
 ﾠpartizione	
 ﾠnon	
 ﾠbanale	
 ﾠdi	
 ﾠS,	
 ﾠe	
 ﾠsi	
 ﾠdenoti	
 ﾠcon	
 ﾠSi	
 ﾠi	
 ﾠcasi	
 ﾠche	
 ﾠ
hanno	
 ﾠoutcome	
 ﾠbi	
 ﾠdi	
 ﾠB.	
 ﾠL’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠè	
 ﾠpartizionato	
 ﾠin	
 ﾠsottoinsiemi	
 ﾠT1,T2,…Tn	
 ﾠ
dove	
 ﾠTi	
 ﾠcontiene	
 ﾠtutti	
 ﾠi	
 ﾠcasi	
 ﾠin	
 ﾠT	
 ﾠche	
 ﾠhanno	
 ﾠoutcome	
 ﾠbi,	
 ﾠottenuto	
 ﾠdal	
 ﾠtest.	
 ﾠL’albero	
 ﾠdi	
 ﾠ
decisione	
 ﾠper	
 ﾠT	
 ﾠè	
 ﾠcomposto	
 ﾠda	
 ﾠun	
 ﾠnodo	
 ﾠdecisionale,	
 ﾠche	
 ﾠidentifica	
 ﾠil	
 ﾠtest	
 ﾠe	
 ﾠun	
 ﾠramo	
 ﾠ
per	
 ﾠ ogni	
 ﾠ possibile	
 ﾠ risultato.	
 ﾠ Lo	
 ﾠ stesso	
 ﾠ meccanismo	
 ﾠ di	
 ﾠ costruzione	
 ﾠ dell’albero	
 ﾠ è	
 ﾠ
applicato	
 ﾠricorsivamente	
 ﾠper	
 ﾠogni	
 ﾠsubset	
 ﾠdi	
 ﾠcasi	
 ﾠdi	
 ﾠaddestramento,	
 ﾠcosì	
 ﾠche	
 ﾠil	
 ﾠramo	
 ﾠi-ﾭ‐
esimo	
 ﾠporti	
 ﾠad	
 ﾠun	
 ﾠdecision	
 ﾠtree	
 ﾠcostruito	
 ﾠdal	
 ﾠsubset	
 ﾠTi	
 ﾠdi	
 ﾠcasi	
 ﾠdi	
 ﾠaddestramento.	
 ﾠ
Nell’algoritmo	
 ﾠdivide	
 ﾠand	
 ﾠconquer	
 ﾠla	
 ﾠscelta	
 ﾠdell’insieme	
 ﾠdei	
 ﾠtest	
 ﾠB	
 ﾠche	
 ﾠpartiziona	
 ﾠin	
 ﾠmaniera	
 ﾠ
non	
 ﾠbanale	
 ﾠS	
 ﾠporta	
 ﾠad	
 ﾠun	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione,	
 ﾠma	
 ﾠdiversi	
 ﾠinsiemi	
 ﾠdi	
 ﾠtest	
 ﾠBs	
 ﾠportano	
 ﾠad	
 ﾠalberi	
 ﾠdi	
 ﾠ
decisione	
 ﾠdiversi.	
 ﾠL’algoritmo	
 ﾠseleziona	
 ﾠi	
 ﾠtest	
 ﾠcandidati	
 ﾠa	
 ﾠformare	
 ﾠl’albero	
 ﾠtra	
 ﾠi	
 ﾠtest	
 ﾠche	
 ﾠmassimizzano	
 ﾠ
un	
 ﾠcriterio	
 ﾠeuristico	
 ﾠdi	
 ﾠpartizione.	
 ﾠ	
 ﾠ
Per	
 ﾠgli	
 ﾠalgoritmi	
 ﾠdi	
 ﾠcostruzione	
 ﾠdegli	
 ﾠalberi	
 ﾠsono	
 ﾠutilizzati	
 ﾠi	
 ﾠcriteri	
 ﾠdi	
 ﾠguadagno	
 ﾠd’informazione	
 ﾠ
e	
 ﾠdi	
 ﾠrapporto	
 ﾠdi	
 ﾠguadagno.	
 ﾠSia	
 ﾠRF(Cj,S)	
 ﾠche	
 ﾠindica	
 ﾠle	
 ﾠfrequenze	
 ﾠdei	
 ﾠcasi	
 ﾠche	
 ﾠappartengono	
 ﾠalla	
 ﾠclasse	
 ﾠ
Cj	
 ﾠin	
 ﾠS.	
 ﾠIl	
 ﾠcontenuto	
 ﾠdi	
 ﾠInformazione	
 ﾠdel	
 ﾠmessaggio	
 ﾠche	
 ﾠidentifica	
 ﾠla	
 ﾠclasse	
 ﾠdi	
 ﾠun	
 ﾠcaso	
 ﾠin	
 ﾠS	
 ﾠsarà	
 ﾠpoi	
 ﾠ
€ 
I(S)=
€ 
RF(C j
j=1
x
∑ ,S)log(RF(C j,S))	
 ﾠ
Dopo	
 ﾠche	
 ﾠS	
 ﾠè	
 ﾠstato	
 ﾠpartizionato	
 ﾠin	
 ﾠsottoinsiemi	
 ﾠS1,S2,..St	
 ﾠdall’insieme	
 ﾠtest	
 ﾠB,	
 ﾠl’informazione	
 ﾠavrà	
 ﾠpoi	
 ﾠin	
 ﾠ
	
 ﾠ
€ 
G(S,B) = I(S) −
Si
S i=1
t
∑ I(Si)	
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il	
 ﾠcriterio	
 ﾠdi	
 ﾠguadagno	
 ﾠsceglie	
 ﾠl’insieme	
 ﾠdi	
 ﾠtest	
 ﾠB	
 ﾠche	
 ﾠmassimizza	
 ﾠG(S,B)	
 ﾠ
Un	
 ﾠproblema	
 ﾠdi	
 ﾠquesto	
 ﾠcriterio	
 ﾠè	
 ﾠche	
 ﾠfavorisce	
 ﾠtest	
 ﾠcon	
 ﾠoutcome	
 ﾠnumerosi,	
 ﾠper	
 ﾠesempio	
 ﾠ
G(S,B)	
 ﾠè	
 ﾠmassimizzato	
 ﾠda	
 ﾠun	
 ﾠtest	
 ﾠin	
 ﾠcui	
 ﾠogni	
 ﾠSi	
 ﾠcontiene	
 ﾠun	
 ﾠcaso	
 ﾠsingolo.Il	
 ﾠcriterio	
 ﾠdi	
 ﾠrapporto	
 ﾠdi	
 ﾠ
guadagno	
 ﾠbypassa	
 ﾠquesto	
 ﾠproblema	
 ﾠtenendo	
 ﾠconto	
 ﾠdella	
 ﾠpotenziale	
 ﾠinformazione	
 ﾠdella	
 ﾠpartizione	
 ﾠ
stessa:	
 ﾠ
	
 ﾠ
€ 
P(S,B) = −
Si
S i=1
t
∑ log(
Si
S
)	
 ﾠ
Il	
 ﾠcriterio	
 ﾠgain	
 ﾠratio	
 ﾠ	
 ﾠmassimizza	
 ﾠil	
 ﾠrapporto	
 ﾠtra	
 ﾠil	
 ﾠguadagno	
 ﾠG(S,B)	
 ﾠe	
 ﾠl’informazione	
 ﾠdella	
 ﾠpartizione	
 ﾠ
P(S,B)	
 ﾠ	
 ﾠ
5.2.2	
 ﾠLa	
 ﾠgestione	
 ﾠdei	
 ﾠtest	
 ﾠcon	
 ﾠesito	
 ﾠsconosciuti	
 ﾠ
L’algoritmo	
 ﾠprecedentemente	
 ﾠdescritto	
 ﾠcontiene	
 ﾠun’assunzione	
 ﾠnascosta	
 ﾠdata	
 ﾠper	
 ﾠimplicita:	
 ﾠ
che	
 ﾠi	
 ﾠrisultati	
 ﾠdi	
 ﾠun	
 ﾠtest	
 ﾠper	
 ﾠogni	
 ﾠcaso	
 ﾠsiano	
 ﾠdeterminati.	
 ﾠTalvolta	
 ﾠci	
 ﾠsi	
 ﾠtrova	
 ﾠ	
 ﾠa	
 ﾠdover	
 ﾠgestire	
 ﾠistanze	
 ﾠi	
 ﾠ
cui	
 ﾠattributi	
 ﾠsono	
 ﾠsconosciuti	
 ﾠo	
 ﾠaddirittura	
 ﾠi	
 ﾠrisultati	
 ﾠdei	
 ﾠtest	
 ﾠsperimentali	
 ﾠsono	
 ﾠindeterminabili.	
 ﾠGli	
 ﾠ
algoritmi	
 ﾠlegati	
 ﾠagli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠpiù	
 ﾠcomuni	
 ﾠassumono	
 ﾠche	
 ﾠi	
 ﾠtest	
 ﾠcon	
 ﾠoutcome	
 ﾠsconosciuto,	
 ﾠ
siano	
 ﾠdistribuiti	
 ﾠprobabilisticamente	
 ﾠin	
 ﾠaccordo	
 ﾠcon	
 ﾠle	
 ﾠrelative	
 ﾠfrequenze	
 ﾠdi	
 ﾠoutcome	
 ﾠconosciuto.	
 ﾠI	
 ﾠ
test	
 ﾠcon	
 ﾠesito	
 ﾠignoto	
 ﾠsono	
 ﾠconsapevolmente	
 ﾠ“sparpagliati”	
 ﾠin	
 ﾠinsiemi	
 ﾠdi	
 ﾠtest	
 ﾠcon	
 ﾠoutcome	
 ﾠconosciuto	
 ﾠ
proporzionalmente	
 ﾠalle	
 ﾠfrequenze	
 ﾠrelative	
 ﾠdi	
 ﾠquesti,	
 ﾠcon	
 ﾠil	
 ﾠrisultato	
 ﾠche	
 ﾠun	
 ﾠcaso	
 ﾠignoto	
 ﾠpuò	
 ﾠseguire	
 ﾠ
diverse	
 ﾠstrade	
 ﾠnell’albero.	
 ﾠTutto	
 ﾠquesto	
 ﾠsi	
 ﾠapplica	
 ﾠallo	
 ﾠstesso	
 ﾠmodo	
 ﾠquando	
 ﾠi	
 ﾠcasi	
 ﾠdi	
 ﾠtraining	
 ﾠsono	
 ﾠ
divisi	
 ﾠdurante	
 ﾠla	
 ﾠcostruzione	
 ﾠdell’albero	
 ﾠe	
 ﾠquando	
 ﾠl’albero	
 ﾠè	
 ﾠusato	
 ﾠper	
 ﾠclassificare	
 ﾠcasi	
 ﾠdiversi.	
 ﾠ
5.2.3	
 ﾠLa	
 ﾠ“potatura”	
 ﾠdell’albero:il	
 ﾠpruning	
 ﾠ
Gli	
 ﾠalgoritmi	
 ﾠusati	
 ﾠnegli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠeffettuano	
 ﾠla	
 ﾠsegmentazione	
 ﾠmigliore	
 ﾠall’altezza	
 ﾠ
della	
 ﾠ radice,	
 ﾠ dove	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ record	
 ﾠ è	
 ﾠ maggiore.	
 ﾠ Ogni	
 ﾠ segmentazione	
 ﾠ successiva	
 ﾠ ha	
 ﾠ una	
 ﾠ
popolazione	
 ﾠpiù	
 ﾠpiccola	
 ﾠo	
 ﾠmeno	
 ﾠrappresentativa	
 ﾠda	
 ﾠelaborare.	
 ﾠ Verso	
 ﾠla	
 ﾠfine,	
 ﾠ le	
 ﾠ idiosincrasie	
 ﾠ dei	
 ﾠ
record	
 ﾠdi	
 ﾠtraining	
 ﾠdi	
 ﾠun	
 ﾠnodo	
 ﾠspecifico	
 ﾠevidenziano	
 ﾠpattern	
 ﾠspecifici	
 ﾠsolo	
 ﾠper	
 ﾠquei	
 ﾠrecord.	
 ﾠQuesti	
 ﾠ
pattern	
 ﾠsono	
 ﾠirrilevanti	
 ﾠe	
 ﾠpericolosi	
 ﾠper	
 ﾠle	
 ﾠprevisioni.	
 ﾠ
Esistono	
 ﾠsituazioni	
 ﾠin	
 ﾠcui	
 ﾠla	
 ﾠsegmentazione	
 ﾠserve	
 ﾠsolo	
 ﾠa	
 ﾠseparare	
 ﾠdue	
 ﾠrecord	
 ﾠe	
 ﾠnon	
 ﾠaiuta	
 ﾠuna	
 ﾠ
classificazione:	
 ﾠ l’albero	
 ﾠ trova	
 ﾠ quella	
 ﾠ che	
 ﾠ può	
 ﾠe s s e r e 	
 ﾠuna	
 ﾠ distinzione	
 ﾠ effettiva	
 ﾠ nel	
 ﾠ set	
 ﾠ di	
 ﾠ
addestramento	
 ﾠ ma	
 ﾠ che	
 ﾠ non	
 ﾠ può	
 ﾠ essere	
 ﾠ altrettanto	
 ﾠ caratteristica	
 ﾠ in	
 ﾠ senso	
 ﾠ generale.	
 ﾠ Si	
 ﾠ presenta	
 ﾠ
quindi	
 ﾠun	
 ﾠproblema	
 ﾠdi	
 ﾠoverfitting,	
 ﾠcioè	
 ﾠsovradattamento	
 ﾠdel	
 ﾠmodello	
 ﾠal	
 ﾠset	
 ﾠdi	
 ﾠaddestramento	
 ﾠed	
 ﾠè	
 ﾠ
difficile	
 ﾠstabilire	
 ﾠesattamente	
 ﾠl’aumento	
 ﾠdell’errore	
 ﾠattribuibile	
 ﾠa	
 ﾠquesta	
 ﾠproblematica.	
 ﾠ
Per	
 ﾠ evitarlo	
 ﾠ esistono	
 ﾠ due	
 ﾠ diversi	
 ﾠ approcci:	
 ﾠ uno	
 ﾠ detto	
 ﾠ tecnica	
 ﾠ di	
 ﾠ stopping	
 ﾠ e	
 ﾠ l’altra	
 ﾠ detta	
 ﾠ
tecnica	
 ﾠdi	
 ﾠsfoltimento	
 ﾠo	
 ﾠpruning	
 ﾠ.	
 ﾠ
	
 ﾠ La	
 ﾠ tecnica	
 ﾠ stopping	
 ﾠ ha	
 ﾠ lo	
 ﾠ scopo	
 ﾠ di	
 ﾠ bloccare	
 ﾠ la	
 ﾠ crescita	
 ﾠ dell’albero	
 ﾠ prima	
 ﾠ che	
 ﾠ raggiunga	
 ﾠ
profondità	
 ﾠeccessiva.	
 ﾠIl	
 ﾠfunzionamento	
 ﾠsi	
 ﾠbasa	
 ﾠsull’applicazione	
 ﾠdi	
 ﾠvari	
 ﾠtest	
 ﾠad	
 ﾠogni	
 ﾠnodo	
 ﾠper	
 ﾠstabilire	
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se	
 ﾠsia	
 ﾠutile	
 ﾠo	
 ﾠmeno	
 ﾠeffettuare	
 ﾠun’altra	
 ﾠsegmentazione.	
 ﾠIl	
 ﾠtest	
 ﾠpuò	
 ﾠessere	
 ﾠsemplice	
 ﾠquanto	
 ﾠrichiedere	
 ﾠ
la	
 ﾠpresenza	
 ﾠdi	
 ﾠun	
 ﾠminimo	
 ﾠdi	
 ﾠrecord	
 ﾠad	
 ﾠogni	
 ﾠnodo,	
 ﾠoppure	
 ﾠpiù	
 ﾠcomplesso,comportando	
 ﾠl’esecuzione	
 ﾠ
di	
 ﾠun	
 ﾠtest	
 ﾠstatistico	
 ﾠsulla	
 ﾠsignificatività	
 ﾠdella	
 ﾠsegmentazione	
 ﾠproposta.	
 ﾠL’esperienza	
 ﾠ	
 ﾠinsegna	
 ﾠtuttavia	
 ﾠ
che	
 ﾠstabilendo	
 ﾠdimensioni	
 ﾠminime	
 ﾠper	
 ﾠil	
 ﾠnodo,	
 ﾠl’albero	
 ﾠcresce	
 ﾠin	
 ﾠmodo	
 ﾠcorretto.	
 ﾠQuesto	
 ﾠperché	
 ﾠ
quando	
 ﾠi	
 ﾠnodi	
 ﾠcontengono	
 ﾠmolti	
 ﾠrecord	
 ﾠcostituiscono	
 ﾠcampioni	
 ﾠpiù	
 ﾠrappresentativi.	
 ﾠ	
 ﾠ
L’operazione	
 ﾠ di	
 ﾠ pruning	
 ﾠ consiste	
 ﾠ nell’eliminazione	
 ﾠ di	
 ﾠ foglie	
 ﾠ e	
 ﾠ rami	
 ﾠ per	
 ﾠ migliorare	
 ﾠ le	
 ﾠ
prestazione	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione, diminuendo	
 ﾠl’errore	
 ﾠcomplessivo.	
 ﾠIn	
 ﾠeffetti	
 ﾠl’albero	
 ﾠsfoltito	
 ﾠè	
 ﾠun	
 ﾠ
sottogruppo	
 ﾠdell’albero	
 ﾠdecisionale	
 ﾠcompleto.	
 ﾠ	
 ﾠ
Nella	
 ﾠsua	
 ﾠprocedura	
 ﾠdi	
 ﾠsfoltimento	
 ﾠè	
 ﾠpossibile	
 ﾠusare	
 ﾠun	
 ﾠalgoritmo	
 ﾠbasato	
 ﾠsul	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠ
aggiustato,	
 ﾠindicato	
 ﾠdalla	
 ﾠformula	
 ﾠsottostante:	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ At	
 ﾠ=	
 ﾠEt	
 ﾠ+	
 ﾠαλt	
 ﾠ 	
 ﾠ
dove	
 ﾠl’indice	
 ﾠt	
 ﾠindica	
 ﾠil	
 ﾠparticolare	
 ﾠsottoalbero,	
 ﾠEt	
 ﾠl’errore	
 ﾠassociato	
 ﾠad	
 ﾠun	
 ﾠsottoalbero	
 ﾠt,	
 ﾠλt	
 ﾠè	
 ﾠil	
 ﾠ
numero	
 ﾠdi	
 ﾠfoglie	
 ﾠnel	
 ﾠsottoalbero	
 ﾠt.	
 ﾠIl	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠaggiustato	
 ﾠtiene	
 ﾠconto	
 ﾠanche	
 ﾠdel	
 ﾠpeso	
 ﾠdel	
 ﾠ
numero	
 ﾠdi	
 ﾠfoglie	
 ﾠ(peso	
 ﾠindicato	
 ﾠcon	
 ﾠα);	
 ﾠesso	
 ﾠpermette	
 ﾠinoltre	
 ﾠdi	
 ﾠeffettuare	
 ﾠconfronti	
 ﾠtra	
 ﾠi	
 ﾠsottoalberi	
 ﾠ
e	
 ﾠl’albero	
 ﾠcompleto.	
 ﾠSe	
 ﾠt	
 ﾠ=	
 ﾠ0	
 ﾠsi	
 ﾠha	
 ﾠl’albero	
 ﾠcompleto	
 ﾠe	
 ﾠλ0	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠfoglie	
 ﾠdell’albero,	
 ﾠA0	
 ﾠè	
 ﾠl’errore	
 ﾠ
aggiustato	
 ﾠdell’albero	
 ﾠcompleto.	
 ﾠEsso	
 ﾠcoincide	
 ﾠcon	
 ﾠE0	
 ﾠsolo	
 ﾠse	
 ﾠα	
 ﾠ=	
 ﾠ0	
 ﾠed	
 ﾠin	
 ﾠgenerale	
 ﾠse	
 ﾠα	
 ﾠ=	
 ﾠ0	
 ﾠl’errore	
 ﾠ
aggiustato	
 ﾠdi	
 ﾠun	
 ﾠqualunque	
 ﾠsottoalbero	
 ﾠcoincide	
 ﾠcon	
 ﾠEt.	
 ﾠL’algoritmo	
 ﾠdi	
 ﾠpruning	
 ﾠprevede	
 ﾠle	
 ﾠseguenti	
 ﾠ
fasi:	
 ﾠ
1.	
 ﾠfissato	
 ﾠα	
 ﾠsi	
 ﾠcalcola	
 ﾠAt	
 ﾠper	
 ﾠogni	
 ﾠsottoalbero	
 ﾠcontenente	
 ﾠla	
 ﾠradice;	
 ﾠ
2.	
 ﾠsi	
 ﾠaumenta	
 ﾠα	
 ﾠda	
 ﾠ0	
 ﾠa	
 ﾠ1	
 ﾠfino	
 ﾠad	
 ﾠottenere	
 ﾠun	
 ﾠsottoalbero	
 ﾠt1	
 ﾠper	
 ﾠcui	
 ﾠrisulta	
 ﾠAt1	
 ﾠ	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ≤	
 ﾠA0	
 ﾠe	
 ﾠsi	
 ﾠeliminano	
 ﾠtutti	
 ﾠi	
 ﾠrami	
 ﾠche	
 ﾠnon	
 ﾠsono	
 ﾠparte	
 ﾠdi	
 ﾠt1;	
 ﾠ	
 ﾠ
3.	
 ﾠsi	
 ﾠprocede	
 ﾠallo	
 ﾠstesso	
 ﾠmodo	
 ﾠ	
 ﾠfino	
 ﾠad	
 ﾠarrivare	
 ﾠalla	
 ﾠradice	
 ﾠottenendo	
 ﾠin	
 ﾠtal	
 ﾠ	
 ﾠ	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠmodo	
 ﾠun	
 ﾠset	
 ﾠdi	
 ﾠsottoalberi	
 ﾠ{t1,t2,......};	
 ﾠ	
 ﾠ
4	
 ﾠ.	
 ﾠsi	
 ﾠcalcola	
 ﾠl’errore	
 ﾠdi	
 ﾠogni	
 ﾠsottoalbero	
 ﾠutilizzando	
 ﾠun	
 ﾠaltro	
 ﾠinsieme	
 ﾠdi	
 ﾠdati	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ(test-ﾭ‐set)	
 ﾠe	
 ﾠsi	
 ﾠsceglie	
 ﾠil	
 ﾠsottoalbero	
 ﾠcon	
 ﾠl’errore	
 ﾠminore.	
 ﾠ
Questa	
 ﾠsoluzione	
 ﾠalgoritmica	
 ﾠè	
 ﾠabbastanza	
 ﾠefficace,	
 ﾠin	
 ﾠquanto	
 ﾠprocede	
 ﾠallo	
 ﾠsfoltimento	
 ﾠsulla	
 ﾠ
base	
 ﾠdelle	
 ﾠprestazioni	
 ﾠdell’albero	
 ﾠmisurandole	
 ﾠsu	
 ﾠun	
 ﾠset	
 ﾠindipendente	
 ﾠdi	
 ﾠdati	
 ﾠpreclassificati.	
 ﾠCon	
 ﾠun	
 ﾠ
singolo	
 ﾠset	
 ﾠdi	
 ﾠtest,	
 ﾠl’algoritmo	
 ﾠpuò	
 ﾠportare	
 ﾠl’albero	
 ﾠfino	
 ﾠa	
 ﾠquel	
 ﾠsottoalbero	
 ﾠche	
 ﾠminimizza	
 ﾠl’errore	
 ﾠsul	
 ﾠ
set	
 ﾠdi	
 ﾠtest.	
 ﾠCon	
 ﾠset	
 ﾠdi	
 ﾠtest	
 ﾠmultipli,	
 ﾠinvece	
 ﾠpossiamo	
 ﾠanche	
 ﾠaffrontare	
 ﾠdirettamente	
 ﾠla	
 ﾠquestione	
 ﾠdella	
 ﾠ
generalità	
 ﾠdel	
 ﾠmodello	
 ﾠselezionando	
 ﾠl’albero	
 ﾠche	
 ﾠfornisce	
 ﾠle	
 ﾠprestazioni	
 ﾠmigliori	
 ﾠsu	
 ﾠmolti	
 ﾠinsiemi	
 ﾠdi	
 ﾠ
test.	
 ﾠ
	
 ﾠ
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5.3	
 ﾠIl	
 ﾠsoftware	
 ﾠDecision	
 ﾠTree	
 ﾠ:	
 ﾠC5.0	
 ﾠ
C5.0	
 ﾠè	
 ﾠl’evoluzione	
 ﾠdi	
 ﾠC4.5,	
 ﾠun	
 ﾠsoftware	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠlargamente	
 ﾠutilizzato	
 ﾠper	
 ﾠla	
 ﾠcreazione	
 ﾠ
e	
 ﾠlo	
 ﾠsviluppo	
 ﾠdi	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione,	
 ﾠche	
 ﾠa	
 ﾠsua	
 ﾠvolta	
 ﾠè	
 ﾠstato	
 ﾠl’aggiornamento	
 ﾠdi	
 ﾠID3,	
 ﾠun	
 ﾠaltro	
 ﾠsoftware	
 ﾠ
molto	
 ﾠpopolare	
 ﾠin	
 ﾠquest’ambito.	
 ﾠTutti	
 ﾠquesti	
 ﾠprogrammi	
 ﾠsono	
 ﾠstati	
 ﾠprogettati	
 ﾠda	
 ﾠRoss	
 ﾠQuinlan,	
 ﾠuno	
 ﾠ
scienziato	
 ﾠamericano	
 ﾠspecialista	
 ﾠin	
 ﾠdata	
 ﾠmining	
 ﾠe	
 ﾠmachine	
 ﾠlearning.	
 ﾠ
Il	
 ﾠcodice	
 ﾠdel	
 ﾠprogramma	
 ﾠè	
 ﾠdisponibile	
 ﾠsul	
 ﾠsito	
 ﾠdella	
 ﾠsocietà	
 ﾠdel	
 ﾠsuo	
 ﾠinventore,	
 ﾠla	
 ﾠ“Rulequest”,	
 ﾠ
e	
 ﾠpuò	
 ﾠessere	
 ﾠutilizzato	
 ﾠsia	
 ﾠsu	
 ﾠmacchine	
 ﾠUNIX	
 ﾠche	
 ﾠsu	
 ﾠdispositivi	
 ﾠWindows.	
 ﾠ
5.3.1L’algoritmo:	
 ﾠda	
 ﾠID	
 ﾠ3	
 ﾠa	
 ﾠC4.5	
 ﾠa	
 ﾠC5.0	
 ﾠ	
 ﾠ
La	
 ﾠprima	
 ﾠincarnazione	
 ﾠufficiale	
 ﾠdell’algoritmo	
 ﾠC5.0	
 ﾠsi	
 ﾠha	
 ﾠcon	
 ﾠil	
 ﾠprimo	
 ﾠprogramma	
 ﾠcreato	
 ﾠda	
 ﾠ
Quinlan	
 ﾠper	
 ﾠimplementare	
 ﾠi	
 ﾠdecision	
 ﾠtree:	
 ﾠl’Iterative	
 ﾠDicotomizer	
 ﾠ(ID3).	
 ﾠ
I	
 ﾠpassaggi	
 ﾠchiave	
 ﾠdell’algoritmo	
 ﾠsono:	
 ﾠ
1.  Prendere	
 ﾠt u t t i 	
 ﾠg l i 	
 ﾠa t t r i b u t i 	
 ﾠn o n 	
 ﾠa n c o r a 	
 ﾠu t i l i z z a t i 	
 ﾠr e l a t i v a m e n t e 	
 ﾠa i 	
 ﾠc a mpioni	
 ﾠ del	
 ﾠ test	
 ﾠ da	
 ﾠ
esaminare	
 ﾠe	
 ﾠcalcolare	
 ﾠla	
 ﾠloro	
 ﾠentropia	
 ﾠ
2.  Scegliere	
 ﾠ l’attributo	
 ﾠ A	
 ﾠ la	
 ﾠ cui	
 ﾠ entropia	
 ﾠ è	
 ﾠ minima,	
 ﾠo 	
 ﾠe q u i v a l entemente	
 ﾠ il	
 ﾠ cui	
 ﾠ guadagno	
 ﾠ di	
 ﾠ
informazione	
 ﾠè	
 ﾠmassimo	
 ﾠ
3.  Creare	
 ﾠun	
 ﾠnodo	
 ﾠradice	
 ﾠche	
 ﾠcontiene	
 ﾠquell’attributo	
 ﾠA	
 ﾠ	
 ﾠ
4.  Costruire	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione,con	
 ﾠrami	
 ﾠda	
 ﾠquesto	
 ﾠnodo	
 ﾠradice	
 ﾠper	
 ﾠogni	
 ﾠpossibile	
 ﾠ valore	
 ﾠ
dell’attributo	
 ﾠ
5.  Assegnare	
 ﾠogni	
 ﾠpossibile	
 ﾠcaso	
 ﾠcon	
 ﾠvalore	
 ﾠcorrispondente	
 ﾠagli	
 ﾠattributi	
 ﾠdei	
 ﾠrami	
 ﾠ
6.  Partizionare	
 ﾠil	
 ﾠdataset	
 ﾠseguendo	
 ﾠil	
 ﾠvalore	
 ﾠdi	
 ﾠogni	
 ﾠramo,	
 ﾠin	
 ﾠmodo	
 ﾠche	
 ﾠsiano	
 ﾠpresenti,	
 ﾠsolo	
 ﾠcasi	
 ﾠ
con	
 ﾠil	
 ﾠvalore	
 ﾠcorrispondente	
 ﾠdell’attributo	
 ﾠdel	
 ﾠramo	
 ﾠe	
 ﾠtorna	
 ﾠal	
 ﾠpasso	
 ﾠ1.	
 ﾠ	
 ﾠ
L’algoritmo	
 ﾠdella	
 ﾠparte	
 ﾠdi	
 ﾠcostruzione	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠin	
 ﾠpseudocodice	
 ﾠassumerà	
 ﾠpoi	
 ﾠ
questa	
 ﾠformulazione:	
 ﾠ
ID3 (Esempi, Attributi_Target, Attributi) 
•  Crea un nodo radice per l’albero  
•  IF <tutti gli Esempi sono della stessa classe + >,  
THEN return Radice Albero nodo singolo con etichetta = + 
•  IF <tutti gli Esempi sono della stessa classe - >  
THEN return Radice Albero nodo singolo	
 ﾠcon etichetta = -	
 ﾠ
•  IF <il numero di attributi predittivi è vuoto> 
 THEN  return R a d i c e  a l b e r o  n o d o  s i n g o l o ,  con  etichetta  =    valore  più  comune  di 
attributi target  
•  ELSE:  
o  A = L’ Attributo ottimo con la migliore entropia o guadagno di informazione in 
Esempi appartenente ad Attributi. 
o  Attributo Decision Tree come Radice = A.  
o  for <ogni possibile valore vi, di A>  56 
 
o  Aggiungi  nuovi  rami  sottostante  la  Radice,  corrispondente  ai  test  in 
cui A = vi. 
o  Esempi (vi)=il subset di esempi che hanno il valore vi  di A 
o  return l ’ a l b e r o  c o n  i l  n o d o  r a d i c e  A  e  g l i  a r c h i  e t i c h e t t a t i  c o n  
v1,v2,..vi vanno agli archi con sottoalberi rispettivamente ID3(Esempi(v1 
),  Attributi_  Target,  Attributi  – { A } ) ,  I D 3 ( E s e m p i (v2  ),  Attributi_ 
Target, Attributi – {A}).. ID3(Esempi(vi ), Attributi_ Target, Attributi 
– {A}) 
•  END 
•  Return Root 
	
 ﾠ
L’attributo	
 ﾠottimo	
 ﾠA	
 ﾠè	
 ﾠconsiderato,	
 ﾠcome	
 ﾠvisto	
 ﾠquello	
 ﾠche	
 ﾠmassimizza	
 ﾠl’entropia	
 ﾠo	
 ﾠil	
 ﾠguadagno	
 ﾠdi	
 ﾠ
informazione	
 ﾠnel	
 ﾠset	
 ﾠS,	
 ﾠinsieme	
 ﾠdei	
 ﾠcasi.	
 ﾠ
	
 ﾠIl	
 ﾠconcetto	
 ﾠdi	
 ﾠEntropia	
 ﾠè	
 ﾠformalizzato	
 ﾠdalla	
 ﾠseguente	
 ﾠformula:	
 ﾠ
	
 ﾠ
dove:	
 ﾠ
•  E(S)	
 ﾠè	
 ﾠl’entropia	
 ﾠdell’informazione	
 ﾠdell’insieme	
 ﾠS	
 ﾠdei	
 ﾠtest;	
 ﾠ
•  ni	
 ﾠ è	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ valori	
 ﾠ diversi	
 ﾠ degli	
 ﾠ attributi	
 ﾠ in	
 ﾠ S	
 ﾠ( e n t r o p i a 	
 ﾠv i e n e 	
 ﾠc a l c o l a t a 	
 ﾠp e r 	
 ﾠu n 	
 ﾠ
determinato	
 ﾠattributo	
 ﾠalla	
 ﾠvolta)	
 ﾠ
•  fS(j)	
 ﾠè	
 ﾠla	
 ﾠfrequenza	
 ﾠdel	
 ﾠvalore	
 ﾠj	
 ﾠnel	
 ﾠset	
 ﾠS	
 ﾠ
Relativamente	
 ﾠall’algoritmo	
 ﾠin	
 ﾠpseudocodice	
 ﾠsopra	
 ﾠdescritto	
 ﾠessa	
 ﾠviene	
 ﾠquindi	
 ﾠcalcolata	
 ﾠcome:	
 ﾠ
	
 ﾠ 	
 ﾠ E(S)=-ﾭ‐p_log2(p_)-ﾭ‐p+log2(p+)	
 ﾠ
Dove	
 ﾠp_(p+)	
 ﾠè	
 ﾠla	
 ﾠproporzione	
 ﾠdi	
 ﾠesempi	
 ﾠnegativi	
 ﾠ(positivi)	
 ﾠnell’insieme	
 ﾠS.	
 ﾠ
Un’entropia	
 ﾠdi	
 ﾠ0	
 ﾠidentifica	
 ﾠun	
 ﾠset	
 ﾠperfettamente	
 ﾠclassificato	
 ﾠe	
 ﾠcome	
 ﾠmostrato	
 ﾠnell’algoritmo	
 ﾠ
l’entropia	
 ﾠè	
 ﾠutilizzata	
 ﾠper	
 ﾠdeterminare	
 ﾠquale	
 ﾠnodo	
 ﾠverrà	
 ﾠsplittato	
 ﾠal	
 ﾠpasso	
 ﾠsuccessivo:	
 ﾠpiù	
 ﾠalta	
 ﾠè	
 ﾠ
l’entropia,	
 ﾠpiù	
 ﾠalto	
 ﾠè	
 ﾠil	
 ﾠpotenziale	
 ﾠdi	
 ﾠmigliorare	
 ﾠil	
 ﾠclassificatore. 	
 ﾠ
	
 ﾠ Un	
 ﾠmodo	
 ﾠper	
 ﾠquantificare	
 ﾠi	
 ﾠmiglioramenti	
 ﾠd’entropia	
 ﾠdel	
 ﾠset	
 ﾠa	
 ﾠseguito	
 ﾠdei	
 ﾠvari	
 ﾠsplit	
 ﾠdell’albero,	
 ﾠ
è	
 ﾠ il	
 ﾠ calcolo	
 ﾠ del	
 ﾠ guadagno	
 ﾠ d’informazione	
 ﾠ o	
 ﾠ Information	
 ﾠ gain,	
 ﾠ precedentemente	
 ﾠ introdotto	
 ﾠ per	
 ﾠ
l’algoritmo	
 ﾠ“Divide	
 ﾠand	
 ﾠConquer”,	
 ﾠformalizzato	
 ﾠdalla	
 ﾠseguente	
 ﾠformula:	
 ﾠ
	
 ﾠ
	
 ﾠ
Dove	
 ﾠ:	
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•  G(S,A)	
 ﾠè	
 ﾠil	
 ﾠguadagno	
 ﾠdel	
 ﾠset	
 ﾠS	
 ﾠdopo	
 ﾠlo	
 ﾠsplit	
 ﾠper	
 ﾠun	
 ﾠattributo	
 ﾠA	
 ﾠ	
 ﾠ
•  E(S)	
 ﾠè	
 ﾠl’entropia	
 ﾠdell’informazione	
 ﾠdel	
 ﾠset	
 ﾠS	
 ﾠ;	
 ﾠ
•  m	
 ﾠè	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠvalori	
 ﾠdiversi	
 ﾠdell’	
 ﾠattributo	
 ﾠA	
 ﾠin	
 ﾠS	
 ﾠ
•  fS(Ai)	
 ﾠè	
 ﾠla	
 ﾠfrequenza	
 ﾠdei	
 ﾠcasi	
 ﾠche	
 ﾠhanno	
 ﾠAi	
 ﾠcome	
 ﾠvalore	
 ﾠper	
 ﾠA	
 ﾠnell’insieme	
 ﾠS	
 ﾠ
•  Ai	
 ﾠè	
 ﾠil	
 ﾠvalore	
 ﾠi-ﾭ‐esimo	
 ﾠdi	
 ﾠA	
 ﾠ
•  	
 ﾠè	
 ﾠil	
 ﾠsottoinsieme	
 ﾠdi	
 ﾠS	
 ﾠcontente	
 ﾠtutti	
 ﾠgli	
 ﾠoggetti	
 ﾠdove	
 ﾠil	
 ﾠvalore	
 ﾠdi	
 ﾠA	
 ﾠè	
 ﾠAi	
 ﾠ
	
 ﾠ
	
 ﾠ ID-ﾭ‐3	
 ﾠè	
 ﾠalgoritmo	
 ﾠestremamente	
 ﾠperformante	
 ﾠnella	
 ﾠvelocità	
 ﾠdi	
 ﾠcreazione	
 ﾠdegli	
 ﾠalberi	
 ﾠe	
 ﾠcontiene	
 ﾠ
già	
 ﾠun	
 ﾠalgoritmo	
 ﾠdi	
 ﾠ“pruning”,	
 ﾠper	
 ﾠevitare	
 ﾠpossibili	
 ﾠoverfitting.	
 ﾠTuttavia	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠoverfitting	
 ﾠsi	
 ﾠ
presenta	
 ﾠcomunque	
 ﾠcon	
 ﾠpiccoli	
 ﾠdataset	
 ﾠe	
 ﾠsolo	
 ﾠun	
 ﾠattributo	
 ﾠalla	
 ﾠvolta	
 ﾠpuò	
 ﾠessere	
 ﾠtestato	
 ﾠper	
 ﾠmodelli	
 ﾠ
decisionali:	
 ﾠ negli	
 ﾠa n n i 	
 ﾠ8 0 , q u a n d o 	
 ﾠv e n ne	
 ﾠ progettato	
 ﾠ ID3	
 ﾠ ,questi	
 ﾠ svantaggi	
 ﾠ implicavano,	
 ﾠu n i t i 	
 ﾠa l l e 	
 ﾠ
difficoltà	
 ﾠdi	
 ﾠclassificazione	
 ﾠcontinua	
 ﾠe	
 ﾠ a	
 ﾠcausa	
 ﾠ degli	
 ﾠalti	
 ﾠcosti	
 ﾠcomputazionali,	
 ﾠche	
 ﾠgli	
 ﾠesami	
 ﾠdata	
 ﾠ
mining	
 ﾠdi	
 ﾠquesto	
 ﾠalgoritmo	
 ﾠfossero	
 ﾠestremamente	
 ﾠdispendiosi	
 ﾠin	
 ﾠtermini	
 ﾠdi	
 ﾠtempo.	
 ﾠ
	
 ﾠ Alla	
 ﾠluce	
 ﾠdi	
 ﾠquesti	
 ﾠlimiti	
 ﾠdiversi	
 ﾠanni	
 ﾠpiù	
 ﾠtardi	
 ﾠQuinlan	
 ﾠstudiò	
 ﾠun	
 ﾠevoluzione	
 ﾠdel	
 ﾠsuo	
 ﾠalgoritmo:	
 ﾠ
nella	
 ﾠnuova	
 ﾠincarnazione	
 ﾠl’algoritmo	
 ﾠchiamato	
 ﾠC4.5,	
 ﾠparte	
 ﾠdagli	
 ﾠstessi	
 ﾠassunti	
 ﾠdel	
 ﾠsuo	
 ﾠpredecessore,	
 ﾠ
ossia	
 ﾠun	
 ﾠdata	
 ﾠset	
 ﾠdi	
 ﾠaddestramento	
 ﾠS	
 ﾠ=	
 ﾠs1,s2	
 ﾠ	
 ﾠdi	
 ﾠdati	
 ﾠgià	
 ﾠclassificati,ogni	
 ﾠsuo	
 ﾠcampione	
 ﾠsi	
 ﾠ=	
 ﾠx1,x2,...,	
 ﾠun	
 ﾠ
vettore	
 ﾠ dove	
 ﾠ x1,x2,...rappresentano	
 ﾠ gli	
 ﾠ attributi	
 ﾠ dei	
 ﾠ parametri	
 ﾠ dei	
 ﾠ campioni	
 ﾠ ed	
 ﾠi 	
 ﾠd a t i 	
 ﾠd i 	
 ﾠ
addestramento	
 ﾠsono	
 ﾠun	
 ﾠvettore	
 ﾠC	
 ﾠ=	
 ﾠC1,C2,...	
 ﾠdove	
 ﾠC1,C2,...Cn	
 ﾠsono	
 ﾠla	
 ﾠclasse	
 ﾠa	
 ﾠcui	
 ﾠciascun	
 ﾠcampione	
 ﾠ
appartiene.	
 ﾠ L’algoritmo	
 ﾠ poi	
 ﾠ ad	
 ﾠ ogni	
 ﾠ nodo	
 ﾠ dell’albero	
 ﾠ sceglie	
 ﾠ un	
 ﾠ attributo	
 ﾠ dei	
 ﾠ dati,	
 ﾠc h e 	
 ﾠp i ù 	
 ﾠ
marcatamente	
 ﾠdivide	
 ﾠil	
 ﾠsuo	
 ﾠset	
 ﾠdi	
 ﾠcampioni	
 ﾠin	
 ﾠsottoinsiemi,	
 ﾠappartenenti	
 ﾠall’una	
 ﾠo	
 ﾠall’altra	
 ﾠclasse,	
 ﾠ
equivalentemente	
 ﾠal	
 ﾠsuo	
 ﾠpredecessore.	
 ﾠPer	
 ﾠquesta	
 ﾠscelta	
 ﾠdi	
 ﾠattributo	
 ﾠviene	
 ﾠprese	
 ﾠl’attributo	
 ﾠcon	
 ﾠil	
 ﾠ
guadagno	
 ﾠdi	
 ﾠinformazione	
 ﾠpiù	
 ﾠalto,	
 ﾠprocedendo	
 ﾠricorsivamente	
 ﾠfino	
 ﾠa	
 ﾠsottoinsiemi	
 ﾠpiù	
 ﾠpiccoli.	
 ﾠ
C4.5	
 ﾠpoi	
 ﾠsi	
 ﾠinterrompe	
 ﾠ	
 ﾠse:	
 ﾠ
•  L’albero	
 ﾠT	
 ﾠcontiene	
 ﾠuno	
 ﾠo	
 ﾠpiù	
 ﾠesempi,	
 ﾠtutti	
 ﾠappartenenti	
 ﾠalla	
 ﾠmedesima	
 ﾠclasse→	
 ﾠsingola	
 ﾠ
foglia	
 ﾠcon	
 ﾠetichetta	
 ﾠla	
 ﾠclasse	
 ﾠ
•  L’albero	
 ﾠT	
 ﾠnon	
 ﾠcontiene	
 ﾠnessun	
 ﾠesempio	
 ﾠ(insieme	
 ﾠvuoto)	
 ﾠ→	
 ﾠsingola	
 ﾠfoglia	
 ﾠcon	
 ﾠetichetta	
 ﾠ
la	
 ﾠclasse	
 ﾠpiù	
 ﾠfrequente	
 ﾠnell’insieme	
 ﾠpadre	
 ﾠ
•  Nessun	
 ﾠtest	
 ﾠriesce	
 ﾠa	
 ﾠgenerare	
 ﾠalmeno	
 ﾠdue	
 ﾠinsiemi	
 ﾠcon	
 ﾠun	
 ﾠnumero	
 ﾠminimo	
 ﾠdi	
 ﾠesempi	
 ﾠ→	
 ﾠ
singola	
 ﾠ foglia	
 ﾠ con	
 ﾠ etichetta	
 ﾠ la	
 ﾠ classe	
 ﾠ più	
 ﾠ frequente	
 ﾠ (alcuni	
 ﾠ esempi	
 ﾠ saranno	
 ﾠ mal	
 ﾠ
classificati)	
 ﾠ
	
 ﾠ C4.5	
 ﾠha	
 ﾠfatto	
 ﾠdiversi	
 ﾠmiglioramenti	
 ﾠrispetto	
 ﾠad	
 ﾠID3	
 ﾠpermettendo	
 ﾠdi	
 ﾠgestire	
 ﾠsia	
 ﾠattributi	
 ﾠcontinui	
 ﾠ
che	
 ﾠdiscreti,	
 ﾠgestendo	
 ﾠanche	
 ﾠdataset	
 ﾠcon	
 ﾠattributi	
 ﾠmancanti,	
 ﾠpermettendo	
 ﾠdi	
 ﾠdare	
 ﾠun	
 ﾠcosto/peso	
 ﾠad	
 ﾠ58 
 
alcuni	
 ﾠattributi	
 ﾠrispetto	
 ﾠad	
 ﾠaltri	
 ﾠe	
 ﾠperfezionando	
 ﾠl’algoritmo	
 ﾠdi	
 ﾠpruning,	
 ﾠcon	
 ﾠuna	
 ﾠpotatura	
 ﾠdopo	
 ﾠla	
 ﾠ
creazione	
 ﾠalbero.	
 ﾠ
	
 ﾠ A	
 ﾠ seguito	
 ﾠ della	
 ﾠ nascita	
 ﾠ della	
 ﾠ sua	
 ﾠ società	
 ﾠ Rulequest,	
 ﾠ Quinlan	
 ﾠ decise	
 ﾠ di	
 ﾠ sviluppare	
 ﾠ
un’aggiornamento	
 ﾠcon	
 ﾠimportanti	
 ﾠmigliorie	
 ﾠdi	
 ﾠC4.5,	
 ﾠcon	
 ﾠl’obiettivo	
 ﾠdi	
 ﾠcommercializzare	
 ﾠun	
 ﾠsoftware	
 ﾠ
basato	
 ﾠ sull’algoritmo.	
 ﾠ Questo	
 ﾠ aggiornamento	
 ﾠ prende	
 ﾠ il	
 ﾠ nome	
 ﾠ di	
 ﾠC 5 . 0 	
 ﾠe	
 ﾠ mostra	
 ﾠ significativi	
 ﾠ
miglioramenti	
 ﾠ in	
 ﾠ termini	
 ﾠ di	
 ﾠ accuratezza	
 ﾠ e	
 ﾠ velocità	
 ﾠ rispetto	
 ﾠ al	
 ﾠ suo	
 ﾠ predecessore,	
 ﾠ puntando	
 ﾠ alla	
 ﾠ
costruzione	
 ﾠdi	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠpiù	
 ﾠpiccoli	
 ﾠe	
 ﾠad	
 ﾠuna	
 ﾠgestione	
 ﾠdella	
 ﾠmemoria	
 ﾠpiù	
 ﾠefficiente	
 ﾠdi	
 ﾠC4.5.	
 ﾠ
Altra	
 ﾠimportante	
 ﾠnovità	
 ﾠè	
 ﾠl’aggiunta	
 ﾠdi	
 ﾠ3	
 ﾠnuove	
 ﾠopzioni:	
 ﾠl’inserimento	
 ﾠdel	
 ﾠfile	
 ﾠcost,	
 ﾠche	
 ﾠpermette	
 ﾠdi	
 ﾠ
far	
 ﾠpesare	
 ﾠdiversamente	
 ﾠclassificazioni	
 ﾠerrate	
 ﾠa	
 ﾠseconda	
 ﾠdella	
 ﾠclasse,	
 ﾠil	
 ﾠsetacciamento	
 ﾠ(winnowing)	
 ﾠ-ﾭ‐
un	
 ﾠfiltraggio	
 ﾠautomatico	
 ﾠdei	
 ﾠdati	
 ﾠconsiderati	
 ﾠinutili-ﾭ‐	
 ﾠe	
 ﾠil	
 ﾠboosting,	
 ﾠ cioè	
 ﾠla	
 ﾠcreazione	
 ﾠcongiunta	
 ﾠdi	
 ﾠ
diversi	
 ﾠalberi	
 ﾠdi	
 ﾠdecisone	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠmigliorare	
 ﾠl’accuratezza.	
 ﾠ
5.3.2	
 ﾠL’utilizzo	
 ﾠdi	
 ﾠC5.0	
 ﾠ
	
 ﾠ Come	
 ﾠ detto	
 ﾠ precedentemente	
 ﾠ lo	
 ﾠ scopo	
 ﾠ di	
 ﾠ C5.0	
 ﾠ è	
 ﾠ trovare	
 ﾠ il	
 ﾠ modo	
 ﾠ di	
 ﾠ predire	
 ﾠ le	
 ﾠ classi	
 ﾠ di	
 ﾠ
appartenenza	
 ﾠ di	
 ﾠ determinati	
 ﾠ casi	
 ﾠ in	
 ﾠ esame	
 ﾠ dal	
 ﾠ valore	
 ﾠ degli	
 ﾠ attributi	
 ﾠ dei	
 ﾠ casi	
 ﾠ di	
 ﾠ un	
 ﾠ training	
 ﾠ set:	
 ﾠ
l’algoritmo	
 ﾠfa	
 ﾠquesto	
 ﾠcreando	
 ﾠun	
 ﾠclassificatore	
 ﾠche	
 ﾠfornisca	
 ﾠdelle	
 ﾠprevisioni.	
 ﾠIn	
 ﾠparticolare	
 ﾠil	
 ﾠsoftware	
 ﾠ
di	
 ﾠQuinlan	
 ﾠpuò	
 ﾠcostruire	
 ﾠclassificatori	
 ﾠespressi	
 ﾠcome	
 ﾠdecison	
 ﾠtree	
 ﾠo	
 ﾠcome	
 ﾠregole	
 ﾠdecisionali.	
 ﾠPer	
 ﾠ
ottenere	
 ﾠuna	
 ﾠclassificazione	
 ﾠè	
 ﾠnecessario	
 ﾠfornire	
 ﾠalla	
 ﾠfunzione	
 ﾠdi	
 ﾠelaborazione	
 ﾠdell’albero	
 ﾠun	
 ﾠdataset	
 ﾠ	
 ﾠ
ordinato	
 ﾠed	
 ﾠelaborato	
 ﾠsecondo	
 ﾠun	
 ﾠparticolare	
 ﾠordine	
 ﾠed	
 ﾠun	
 ﾠparticolare	
 ﾠformato,	
 ﾠarrivando	
 ﾠpoi	
 ﾠad	
 ﾠ
avere	
 ﾠun	
 ﾠfile	
 ﾠdi	
 ﾠoutput	
 ﾠrappresentante	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠed	
 ﾠuna	
 ﾠschermata	
 ﾠcon	
 ﾠle	
 ﾠinformazioni	
 ﾠ
sulla	
 ﾠ classificazione,	
 ﾠ ove	
 ﾠ viene	
 ﾠ rappresentato	
 ﾠ graficamente	
 ﾠ l’albero	
 ﾠ decisionale	
 ﾠ e	
 ﾠ il	
 ﾠ dataset	
 ﾠ di	
 ﾠ
partenza	
 ﾠclassificato.	
 ﾠ
5.3.3	
 ﾠI	
 ﾠfile	
 ﾠutilizzati	
 ﾠda	
 ﾠC5.0	
 ﾠ
	
 ﾠ Ogni	
 ﾠtask	
 ﾠdi	
 ﾠC5.0	
 ﾠè	
 ﾠidentificato	
 ﾠda	
 ﾠun	
 ﾠbreve	
 ﾠnome	
 ﾠidentificativo	
 ﾠchiamato	
 ﾠfilestem;	
 ﾠtutti	
 ﾠi	
 ﾠ
dataset	
 ﾠ e	
 ﾠ alberi	
 ﾠl e t t i 	
 ﾠe 	
 ﾠs c r i t t i 	
 ﾠd a l 	
 ﾠs i s t e m a 	
 ﾠs o n o 	
 ﾠn e l l a 	
 ﾠf o r m a 	
 ﾠf i l e s t e m . e x t e n s i o n , 	
 ﾠ dove	
 ﾠ extension	
 ﾠ
caratterizza	
 ﾠil	
 ﾠtipo	
 ﾠdi	
 ﾠinformazione	
 ﾠinserita.	
 ﾠ
	
 ﾠ Il	
 ﾠfile	
 ﾠfondamentale	
 ﾠper	
 ﾠogni	
 ﾠtask	
 ﾠdi	
 ﾠclassificazione	
 ﾠè	
 ﾠil	
 ﾠfile	
 ﾠcon	
 ﾠestensione	
 ﾠname	
 ﾠche	
 ﾠdescrive	
 ﾠ
gli	
 ﾠattributi	
 ﾠe	
 ﾠle	
 ﾠclassi	
 ﾠdi	
 ﾠquesti.	
 ﾠTra	
 ﾠquesti	
 ﾠce	
 ﾠne	
 ﾠè	
 ﾠuno	
 ﾠpiù	
 ﾠevidenziato	
 ﾠdetto	
 ﾠattributo	
 ﾠtarget,	
 ﾠche	
 ﾠ
indica	
 ﾠall’algorirtmo	
 ﾠla	
 ﾠclasse	
 ﾠda	
 ﾠpredire.	
 ﾠI	
 ﾠnomi	
 ﾠdi	
 ﾠogni	
 ﾠattributo	
 ﾠesplicitamente	
 ﾠdefinito	
 ﾠin	
 ﾠquesto	
 ﾠ
file	
 ﾠ possono	
 ﾠ essere	
 ﾠ arbitrari,	
 ﾠ mentre	
 ﾠ la	
 ﾠ descrizione	
 ﾠ dei	
 ﾠ valori	
 ﾠ che	
 ﾠ essi	
 ﾠ possono	
 ﾠ avere,	
 ﾠd e v e 	
 ﾠ
appartenere	
 ﾠnecessariamente	
 ﾠa	
 ﾠsei	
 ﾠtipi	
 ﾠdi	
 ﾠclasse	
 ﾠche	
 ﾠsaranno	
 ﾠpoi	
 ﾠi	
 ﾠformati	
 ﾠche	
 ﾠC5.0	
 ﾠè	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠ
gestire.	
 ﾠLe	
 ﾠtipologie	
 ﾠdi	
 ﾠformato	
 ﾠche	
 ﾠil	
 ﾠprogramma	
 ﾠpuò	
 ﾠprendere	
 ﾠin	
 ﾠinput	
 ﾠsono	
 ﾠi	
 ﾠnumeri	
 ﾠcontinui,	
 ﾠi	
 ﾠ
numeri	
 ﾠdiscreti,	
 ﾠil	
 ﾠformato	
 ﾠdata,	
 ﾠil	
 ﾠformato	
 ﾠtemporale	
 ﾠsia	
 ﾠnella	
 ﾠforma	
 ﾠora,	
 ﾠminuti,	
 ﾠsecondi	
 ﾠche	
 ﾠnelle	
 ﾠ
forma	
 ﾠdata,	
 ﾠora,	
 ﾠminuti,	
 ﾠsecondi,	
 ﾠl’ordine	
 ﾠignore	
 ﾠ(che	
 ﾠignora	
 ﾠl’attributo	
 ﾠnel	
 ﾠdataset),	
 ﾠed	
 ﾠil	
 ﾠformato	
 ﾠ
label,	
 ﾠossia	
 ﾠstringhe	
 ﾠche	
 ﾠdescrivono	
 ﾠle	
 ﾠclassi	
 ﾠpossibili	
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 ﾠ Il	
 ﾠsecondo	
 ﾠfile	
 ﾠessenziale	
 ﾠè	
 ﾠil	
 ﾠdata	
 ﾠfile	
 ﾠche	
 ﾠcontiene	
 ﾠil	
 ﾠtraining	
 ﾠset	
 ﾠda	
 ﾠcui	
 ﾠsaranno	
 ﾠcostruiti	
 ﾠil	
 ﾠ
decision	
 ﾠtree	
 ﾠo	
 ﾠle	
 ﾠregole	
 ﾠdecisionali.	
 ﾠQui	
 ﾠl’entry	
 ﾠdi	
 ﾠciascun	
 ﾠcaso	
 ﾠè	
 ﾠcomposta	
 ﾠda	
 ﾠuna	
 ﾠo	
 ﾠpiù	
 ﾠrighe,	
 ﾠche	
 ﾠ
danno	
 ﾠil	
 ﾠvalore	
 ﾠper	
 ﾠtutti	
 ﾠgli	
 ﾠattributi	
 ﾠesplicitamente	
 ﾠdefiniti.	
 ﾠAltri	
 ﾠfile	
 ﾠutilizzati	
 ﾠsono	
 ﾠi	
 ﾠfilestem.test	
 ﾠche	
 ﾠ
permette	
 ﾠdi	
 ﾠcreare	
 ﾠun	
 ﾠvalidation	
 ﾠset	
 ﾠcon	
 ﾠnuovi	
 ﾠcasi	
 ﾠtest	
 ﾠed	
 ﾠha	
 ﾠlo	
 ﾠstesso	
 ﾠformato	
 ﾠdel	
 ﾠdata,	
 ﾠed	
 ﾠil	
 ﾠfile	
 ﾠdi	
 ﾠ
costo,	
 ﾠ implementato	
 ﾠ nell’ultima	
 ﾠ versione,	
 ﾠ chiamato	
 ﾠc o s t s 	
 ﾠc h e 	
 ﾠè 	
 ﾠo p z i o n a l e 	
 ﾠe 	
 ﾠi n d i c a 	
 ﾠi l 	
 ﾠc o s t o 	
 ﾠd i 	
 ﾠ
eventuali	
 ﾠerrori	
 ﾠdi	
 ﾠclassificazione.	
 ﾠ
5.3.4	
 ﾠL’output	
 ﾠdi	
 ﾠC5.0	
 ﾠ
	
 ﾠ Una	
 ﾠvolta	
 ﾠdisposti	
 ﾠi	
 ﾠfile	
 ﾠnames	
 ﾠe	
 ﾠdata,	
 ﾠè	
 ﾠpossibile	
 ﾠavviare	
 ﾠil	
 ﾠprogramma	
 ﾠottenendo	
 ﾠquindi	
 ﾠla	
 ﾠ
costruzione	
 ﾠdi	
 ﾠun	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione.	
 ﾠL’output	
 ﾠdel	
 ﾠsoftware	
 ﾠpresenterà	
 ﾠuna	
 ﾠschermata,	
 ﾠin	
 ﾠcui	
 ﾠverrà	
 ﾠ
presentata	
 ﾠu n a 	
 ﾠr a p p r e s e n t a z i o n e 	
 ﾠd e l l ’ a l b e r o 	
 ﾠm e d i a n t e 	
 ﾠu n a 	
 ﾠs e r i e 	
 ﾠd i 	
 ﾠc o n d i z i o n i 	
 ﾠi f 	
 ﾠc o n c a t e n a t e . 	
 ﾠ
Assieme	
 ﾠall’output	
 ﾠgrafico	
 ﾠil	
 ﾠsoftware	
 ﾠfornisce	
 ﾠanche	
 ﾠun	
 ﾠfile	
 ﾠcon	
 ﾠestensione	
 ﾠ.tree	
 ﾠche	
 ﾠpuò	
 ﾠessere	
 ﾠ
utilizzato	
 ﾠ per	
 ﾠ testare	
 ﾠ il	
 ﾠ classificatore	
 ﾠ su	
 ﾠ di	
 ﾠ un	
 ﾠ programma	
 ﾠ interactive	
 ﾠ interpreter,	
 ﾠc h e 	
 ﾠu t i l i z z a 	
 ﾠi l 	
 ﾠ
decision	
 ﾠtree	
 ﾠall’interno	
 ﾠdel	
 ﾠfile,	
 ﾠper	
 ﾠtestarlo	
 ﾠsu	
 ﾠun	
 ﾠvalidation	
 ﾠset,	
 ﾠcreato	
 ﾠcome	
 ﾠi	
 ﾠfile	
 ﾠ.data	
 ﾠutilizzati	
 ﾠ
nella	
 ﾠcostruzione	
 ﾠdel	
 ﾠclassificatore.	
 ﾠ
	
 ﾠ La	
 ﾠschermata	
 ﾠdella	
 ﾠshell	
 ﾠdi	
 ﾠoutput	
 ﾠpermette	
 ﾠdi	
 ﾠverificare	
 ﾠquanti	
 ﾠsono	
 ﾠstati	
 ﾠgli	
 ﾠerrori	
 ﾠglobali	
 ﾠe	
 ﾠdi	
 ﾠ
vedere	
 ﾠquanti	
 ﾠsoggetti	
 ﾠsono	
 ﾠstati	
 ﾠclassificati	
 ﾠin	
 ﾠuna	
 ﾠdeterminata	
 ﾠclasse,	
 ﾠconfrontandoli	
 ﾠcon	
 ﾠla	
 ﾠclasse	
 ﾠ
di	
 ﾠeffettiva	
 ﾠappartenenza.	
 ﾠ
	
 ﾠ Gli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisionae	
 ﾠpossono	
 ﾠessere	
 ﾠabbastanza	
 ﾠdifficili	
 ﾠda	
 ﾠcapire:	
 ﾠè	
 ﾠquindi	
 ﾠanche	
 ﾠ	
 ﾠpossibile	
 ﾠ
poi	
 ﾠottenere	
 ﾠun	
 ﾠinsieme	
 ﾠdi	
 ﾠregole	
 ﾠdecisionali,	
 ﾠinvece	
 ﾠdi	
 ﾠun	
 ﾠalbero	
 ﾠcome	
 ﾠoutput	
 ﾠdell’algoritmo	
 ﾠ
5.3.5	
 ﾠLe	
 ﾠopzioni	
 ﾠ
	
 ﾠ Per	
 ﾠottenere	
 ﾠalberi	
 ﾠpiù	
 ﾠaccurati	
 ﾠo	
 ﾠmeglio	
 ﾠinterpretabili	
 ﾠtalvolta	
 ﾠè	
 ﾠnecessario	
 ﾠunire	
 ﾠla	
 ﾠfunzione	
 ﾠ
di	
 ﾠcalcolo	
 ﾠdel	
 ﾠclassificatore	
 ﾠcon	
 ﾠalcune	
 ﾠopzioni	
 ﾠ	
 ﾠnell’algoritmo,	
 ﾠche	
 ﾠpermettono	
 ﾠdi	
 ﾠimplementare	
 ﾠ
alcune	
 ﾠspecifiche	
 ﾠparticolari.	
 ﾠ
	
 ﾠ Le	
 ﾠ opzioni	
 ﾠ principali,	
 ﾠu t i l i z z a b i l i 	
 ﾠn e l l a 	
 ﾠc o s t r u z i o n e 	
 ﾠd e l l ’ a l b e r o , 	
 ﾠs o n o 	
 ﾠi l 	
 ﾠwinnowing	
 ﾠ
(setacciamento),	
 ﾠil	
 ﾠboosting,	
 ﾠil	
 ﾠsoftening	
 ﾠthreshold,	
 ﾠl’advanced	
 ﾠpruning.	
 ﾠ
	
 ﾠ Il	
 ﾠsetacciamento	
 ﾠviene	
 ﾠutilizzato	
 ﾠnelle	
 ﾠapplicazioni	
 ﾠin	
 ﾠcui	
 ﾠC5.0	
 ﾠusa	
 ﾠun	
 ﾠnumero	
 ﾠimportante	
 ﾠdi	
 ﾠ
attributi,	
 ﾠrendendo	
 ﾠla	
 ﾠclassificazione	
 ﾠmeno	
 ﾠaccurata:	
 ﾠl’abilità	
 ﾠdi	
 ﾠprendere	
 ﾠe	
 ﾠscegliere	
 ﾠtra	
 ﾠi	
 ﾠparametri,	
 ﾠ
quelli	
 ﾠche	
 ﾠpredicono	
 ﾠmeglio,	
 ﾠè	
 ﾠun	
 ﾠaspetto	
 ﾠchiave	
 ﾠdella	
 ﾠmodellizzazione	
 ﾠdegli	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione.	
 ﾠ
L’opzione	
 ﾠwinnow	
 ﾠeffettua	
 ﾠuna	
 ﾠricerca	
 ﾠanalizzando	
 ﾠil	
 ﾠtraining	
 ﾠset	
 ﾠprima	
 ﾠdi	
 ﾠcostruire	
 ﾠil	
 ﾠdecision	
 ﾠtree,	
 ﾠ
ed	
 ﾠestrapola	
 ﾠgli	
 ﾠattributi	
 ﾠpiù	
 ﾠimportanti	
 ﾠper	
 ﾠla	
 ﾠclassificazione	
 ﾠ	
 ﾠelencandoli	
 ﾠin	
 ﾠordine	
 ﾠdi	
 ﾠimportanza:	
 ﾠ
C5.0	
 ﾠ stima	
 ﾠ il	
 ﾠ fattore	
 ﾠ per	
 ﾠ cui	
 ﾠ il	
 ﾠ tasso	
 ﾠ di	
 ﾠ errore	
 ﾠ o	
 ﾠ il	
 ﾠ costo	
 ﾠ della	
 ﾠ classificazione	
 ﾠ errata	
 ﾠ sarebbe	
 ﾠ
incrementato,	
 ﾠse	
 ﾠquel	
 ﾠdeterminato	
 ﾠattributo	
 ﾠnon	
 ﾠfosse	
 ﾠconsiderato	
 ﾠnella	
 ﾠcostruzione	
 ﾠdell’albero.	
 ﾠ
	
 ﾠ Il	
 ﾠboosting	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠinnovazioni	
 ﾠpiù	
 ﾠrecenti	
 ﾠdi	
 ﾠC5.0	
 ﾠed	
 ﾠè	
 ﾠbasato	
 ﾠsugli	
 ﾠstudi	
 ﾠdi	
 ﾠRob	
 ﾠSchapire	
 ﾠe	
 ﾠ
Yoav	
 ﾠFreund	
 ﾠ[34]:	
 ﾠsi	
 ﾠbasa	
 ﾠsull’idea	
 ﾠdi	
 ﾠcreare	
 ﾠdiversi	
 ﾠclassificatori	
 ﾠinvece	
 ﾠche	
 ﾠuno	
 ﾠsolo,	
 ﾠin	
 ﾠcui	
 ﾠad	
 ﾠogni	
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nuovo	
 ﾠcaso	
 ﾠesaminato,	
 ﾠognuno	
 ﾠdi	
 ﾠquesti	
 ﾠclassificatori	
 ﾠesprimerà	
 ﾠun	
 ﾠvoto,	
 ﾠed	
 ﾠil	
 ﾠconteggio	
 ﾠdei	
 ﾠvoti	
 ﾠdi	
 ﾠ
tutti	
 ﾠ i	
 ﾠ classificatori	
 ﾠ determinerà	
 ﾠ la	
 ﾠ classe	
 ﾠ finale.	
 ﾠ L’algoritmo	
 ﾠ verrà	
 ﾠ descritto	
 ﾠ più	
 ﾠ in	
 ﾠ dettaglio	
 ﾠ nel	
 ﾠ
prossimo	
 ﾠcapitolo.	
 ﾠ
	
 ﾠ La	
 ﾠ softening	
 ﾠ threshold,	
 ﾠ permette	
 ﾠ 	
 ﾠ di	
 ﾠ gestire	
 ﾠ meglio	
 ﾠ i	
 ﾠ valori	
 ﾠ nell’intorno	
 ﾠ di	
 ﾠ una	
 ﾠ soglia	
 ﾠ di	
 ﾠ
classificazione,	
 ﾠo	
 ﾠdi	
 ﾠseparazione	
 ﾠdei	
 ﾠrami	
 ﾠdell’albero,	
 ﾠ creando	
 ﾠsoglie	
 ﾠmeno	
 ﾠnette	
 ﾠdi	
 ﾠseparazione,	
 ﾠ
gestendo	
 ﾠl’intorno	
 ﾠdi	
 ﾠvalori	
 ﾠvicini	
 ﾠalla	
 ﾠsoglia	
 ﾠin	
 ﾠmaniera	
 ﾠaccorta	
 ﾠe	
 ﾠscegliendo	
 ﾠi	
 ﾠlower	
 ﾠed	
 ﾠupper	
 ﾠbound	
 ﾠ
della	
 ﾠstessa	
 ﾠalla	
 ﾠluce	
 ﾠdi	
 ﾠun	
 ﾠanalisi	
 ﾠdi	
 ﾠaccuratezza	
 ﾠdel	
 ﾠclassificatore.	
 ﾠ
	
 ﾠ L’	
 ﾠadvanced	
 ﾠpruning	
 ﾠè	
 ﾠun	
 ﾠopzione	
 ﾠestremamente	
 ﾠsofisticata,	
 ﾠche	
 ﾠviene	
 ﾠutilizzata	
 ﾠraramente	
 ﾠnei	
 ﾠ
test	
 ﾠdi	
 ﾠclassificazione,	
 ﾠma	
 ﾠche	
 ﾠpuò	
 ﾠtuttavia	
 ﾠincrementare	
 ﾠle	
 ﾠprestazioni	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠse	
 ﾠ
usata	
 ﾠin	
 ﾠmaniera	
 ﾠaccorta.	
 ﾠC5.0	
 ﾠcostruisce	
 ﾠl’albero	
 ﾠin	
 ﾠdue	
 ﾠfasi:	
 ﾠprima	
 ﾠcercando	
 ﾠdi	
 ﾠadattarsi	
 ﾠal	
 ﾠmeglio	
 ﾠai	
 ﾠ
dati	
 ﾠe	
 ﾠpoi	
 ﾠrimuovendo	
 ﾠ(pruning)	
 ﾠle	
 ﾠparti	
 ﾠche	
 ﾠhanno	
 ﾠun	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠestremamente	
 ﾠalto.	
 ﾠQuesta	
 ﾠ
potatura	
 ﾠè	
 ﾠapplicata	
 ﾠprima	
 ﾠad	
 ﾠogni	
 ﾠsottoalbero	
 ﾠpoi	
 ﾠ	
 ﾠglobalmente.	
 ﾠLe	
 ﾠopzioni	
 ﾠdi	
 ﾠpotatura	
 ﾠavanzata	
 ﾠ
permettono	
 ﾠ di	
 ﾠ evitare	
 ﾠ questo	
 ﾠ secondo	
 ﾠ tipo	
 ﾠ di	
 ﾠ pruning,	
 ﾠo t t e n e n d o 	
 ﾠcosì	
 ﾠ alberi	
 ﾠ più	
 ﾠ grandi,	
 ﾠe 	
 ﾠd i 	
 ﾠ
controllare	
 ﾠil	
 ﾠmodo	
 ﾠin	
 ﾠcui	
 ﾠviene	
 ﾠstimato	
 ﾠil	
 ﾠtasso	
 ﾠd’errore	
 ﾠe	
 ﾠquindi	
 ﾠil	
 ﾠgrado	
 ﾠdi	
 ﾠpruning	
 ﾠ
5.3.6	
 ﾠUtilizzi	
 ﾠe	
 ﾠlimitazioni	
 ﾠdi	
 ﾠC5.0	
 ﾠ
	
 ﾠ C5.0	
 ﾠè	
 ﾠstato	
 ﾠusato	
 ﾠin	
 ﾠdiversi	
 ﾠambiti	
 ﾠscientifici	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠfare	
 ﾠricerche	
 ﾠdi	
 ﾠprevisioni	
 ﾠaccurate	
 ﾠe	
 ﾠdi	
 ﾠ
regole	
 ﾠdi	
 ﾠdecisione	
 ﾠfacilmente	
 ﾠintellegibili	
 ﾠda	
 ﾠpersonale	
 ﾠesperto.	
 ﾠ
[30][33]	
 ﾠ
	
 ﾠ I	
 ﾠpiù	
 ﾠrecenti	
 ﾠutilizzi	
 ﾠsi	
 ﾠsono	
 ﾠconcentrati	
 ﾠin	
 ﾠambito	
 ﾠbioinformatico	
 ﾠed	
 ﾠingegneristico	
 ﾠed	
 ﾠhanno	
 ﾠ
portato	
 ﾠa	
 ﾠdiverse	
 ﾠpubblicazioni.	
 ﾠAnche	
 ﾠil	
 ﾠmondo	
 ﾠdella	
 ﾠstatistica	
 ﾠpura	
 ﾠe	
 ﾠdell’informatica	
 ﾠforense	
 ﾠha	
 ﾠ
sempre	
 ﾠconsiderato	
 ﾠquesto	
 ﾠgenere	
 ﾠdi	
 ﾠclassificatori	
 ﾠin	
 ﾠmaniera	
 ﾠmolto	
 ﾠpositiva.	
 ﾠ
	
 ﾠ Tuttavia,	
 ﾠi	
 ﾠdecision	
 ﾠtree	
 ﾠutilizzati	
 ﾠdall’algoritmo	
 ﾠdi	
 ﾠQuinlan	
 ﾠsi	
 ﾠsposano	
 ﾠsolo	
 ﾠad	
 ﾠalcune	
 ﾠtipologie	
 ﾠ
di	
 ﾠ classificazione.	
 ﾠ C5.0	
 ﾠ infatti	
 ﾠ può	
 ﾠ gestire	
 ﾠ solo	
 ﾠ classi	
 ﾠ discrete	
 ﾠ e	
 ﾠ non	
 ﾠ ordinate,	
 ﾠ ma	
 ﾠ non	
 ﾠl e 	
 ﾠc l a s s i 	
 ﾠ
continue	
 ﾠe	
 ﾠnon	
 ﾠil	
 ﾠcaso	
 ﾠdelle	
 ﾠclassificazioni	
 ﾠdelle	
 ﾠquantità	
 ﾠnumeriche.	
 ﾠL’algoritmo	
 ﾠnella	
 ﾠsua	
 ﾠultima	
 ﾠ
versione	
 ﾠè	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠgestire	
 ﾠdiverse	
 ﾠtipologie	
 ﾠdi	
 ﾠattributi,	
 ﾠtra	
 ﾠcui	
 ﾠanche	
 ﾠgli	
 ﾠordinali,	
 ﾠanche	
 ﾠse	
 ﾠnon	
 ﾠ
può	
 ﾠgestire	
 ﾠattributi	
 ﾠinvece	
 ﾠstrutturati,	
 ﾠche	
 ﾠhanno	
 ﾠuna	
 ﾠgerarchia	
 ﾠdi	
 ﾠpossibili	
 ﾠvalori,	
 ﾠcome	
 ﾠla	
 ﾠgerarchia	
 ﾠ
dei	
 ﾠcolori,	
 ﾠche	
 ﾠsi	
 ﾠdipana	
 ﾠdai	
 ﾠcolori	
 ﾠprimari	
 ﾠfino	
 ﾠad	
 ﾠogni	
 ﾠpossibile	
 ﾠsfumatura	
 ﾠdi	
 ﾠciascun	
 ﾠcolore.	
 ﾠQueste	
 ﾠ
limitazioni	
 ﾠ comunque	
 ﾠ serviranno	
 ﾠa d 	
 ﾠi n d i c a r e 	
 ﾠl a 	
 ﾠs t r a d a 	
 ﾠp e r 	
 ﾠp o s s i b i l i 	
 ﾠn u o v e 	
 ﾠi m p l e m e n t a z i o n i 	
 ﾠ
aggiuntive	
 ﾠper	
 ﾠun	
 ﾠalgoritmo,	
 ﾠche	
 ﾠsi	
 ﾠè	
 ﾠrinnovato,	
 ﾠmigliorando	
 ﾠdi	
 ﾠvolta	
 ﾠin	
 ﾠvolta	
 ﾠin	
 ﾠogni	
 ﾠsua	
 ﾠsuccessiva	
 ﾠ
incarnazione	
 ﾠe	
 ﾠche	
 ﾠè	
 ﾠdiventato	
 ﾠuno	
 ﾠstandard	
 ﾠtra	
 ﾠle	
 ﾠpiù	
 ﾠmoderne	
 ﾠtecnologie	
 ﾠin	
 ﾠambito	
 ﾠdata	
 ﾠmining	
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Capitolo 6 
	
 ﾠ
Analisi Sperimentale 
 
 
Introduzione	
 ﾠ
In	
 ﾠquesto	
 ﾠcapitolo	
 ﾠverrà	
 ﾠdescritto	
 ﾠil	
 ﾠsetup	
 ﾠsperimentale	
 ﾠe	
 ﾠla	
 ﾠserie	
 ﾠdi	
 ﾠtest	
 ﾠeffettuati	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠ
creare	
 ﾠun	
 ﾠindice	
 ﾠdi	
 ﾠprobabilità	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive,	
 ﾠcon	
 ﾠtecniche	
 ﾠdi	
 ﾠdata	
 ﾠmining,	
 ﾠin	
 ﾠparticolare	
 ﾠ
usando	
 ﾠgli	
 ﾠalberi	
 ﾠdecisionali	
 ﾠcon	
 ﾠl’algoritmo	
 ﾠC5.0.	
 ﾠSi	
 ﾠè	
 ﾠpoi	
 ﾠeffettuato	
 ﾠun	
 ﾠconfronto	
 ﾠcon	
 ﾠil	
 ﾠrelativo	
 ﾠ
standard	
 ﾠclinico	
 ﾠattualmente	
 ﾠutilizzato,	
 ﾠossia	
 ﾠl’indice	
 ﾠTASH.	
 ﾠ
	
 ﾠ
6.1	
 ﾠL’Ospedale	
 ﾠdell’Angelo	
 ﾠdi	
 ﾠMestre	
 ﾠ
I	
 ﾠdati	
 ﾠdel	
 ﾠRitg	
 ﾠche	
 ﾠverranno	
 ﾠutilizzati	
 ﾠper	
 ﾠle	
 ﾠsuccessive	
 ﾠanalisi	
 ﾠsono	
 ﾠstati	
 ﾠconcessi	
 ﾠdal	
 ﾠreparto	
 ﾠ
di	
 ﾠrianimazione	
 ﾠdell’Ospedale	
 ﾠdell’Angelo	
 ﾠdi	
 ﾠMestre,	
 ﾠche	
 ﾠè	
 ﾠil	
 ﾠnuovo	
 ﾠospedale	
 ﾠdi	
 ﾠMestre	
 ﾠe	
 ﾠsostituisce	
 ﾠ
l'Umberto	
 ﾠI	
 ﾠsituato	
 ﾠin	
 ﾠcentro.	
 ﾠL’espansione	
 ﾠe	
 ﾠla	
 ﾠmodernizzazione	
 ﾠdi	
 ﾠalcune	
 ﾠzone	
 ﾠdella	
 ﾠcittà	
 ﾠVeneta	
 ﾠ
hanno	
 ﾠportato	
 ﾠvia	
 ﾠvia	
 ﾠlo	
 ﾠspostamento	
 ﾠe	
 ﾠl’ampliamento	
 ﾠdei	
 ﾠservizi	
 ﾠanche	
 ﾠin	
 ﾠzone	
 ﾠpiù	
 ﾠperiferiche	
 ﾠ
rispetto	
 ﾠil	
 ﾠvecchio	
 ﾠcentro	
 ﾠcittadino.	
 ﾠ	
 ﾠDi	
 ﾠfondazione	
 ﾠestremamente	
 ﾠrecente,	
 ﾠè	
 ﾠstato	
 ﾠaperto	
 ﾠal	
 ﾠpubblico	
 ﾠ
nel	
 ﾠ2008	
 ﾠe	
 ﾠfornisce	
 ﾠ680	
 ﾠposti	
 ﾠletto.	
 ﾠ
6.1.2	
 ﾠIl	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ	
 ﾠ
I	
 ﾠ traumatizzati	
 ﾠ gravi	
 ﾠ sono	
 ﾠ pazienti	
 ﾠ gestiti	
 ﾠ solitamente	
 ﾠ dalle	
 ﾠ strutture	
 ﾠ di	
 ﾠ urgenza	
 ﾠ
dell’ospedale:	
 ﾠ sono	
 ﾠ infatti	
 ﾠ soccorsi	
 ﾠ dal	
 ﾠ pronto	
 ﾠ intervento	
 ﾠ e	
 ﾠ la	
 ﾠ prima	
 ﾠ ospedalizzazione	
 ﾠ avviene	
 ﾠ
attraverso	
 ﾠ il	
 ﾠ pronto	
 ﾠ soccorso,	
 ﾠ per	
 ﾠ poi,	
 ﾠ a	
 ﾠ seconda	
 ﾠ delle	
 ﾠ loro	
 ﾠ condizioni,	
 ﾠ essere	
 ﾠ trasferiti	
 ﾠ in	
 ﾠ
rianimazione	
 ﾠed	
 ﾠanestesia,	
 ﾠil	
 ﾠreparto	
 ﾠche	
 ﾠgestisce	
 ﾠla	
 ﾠstabilizzazione	
 ﾠdei	
 ﾠpazienti	
 ﾠin	
 ﾠsituazioni	
 ﾠcritiche,	
 ﾠ
prima	
 ﾠ che	
 ﾠ siano	
 ﾠ eventualmente	
 ﾠ spostati	
 ﾠ in	
 ﾠ reparti	
 ﾠ specifici.	
 ﾠ L’archiviazione	
 ﾠ dei	
 ﾠ dati	
 ﾠ nel	
 ﾠ registro	
 ﾠ
traumi	
 ﾠ viene	
 ﾠ effettuata	
 ﾠ solitamente	
 ﾠ dal	
 ﾠ personale	
 ﾠ medico	
 ﾠ anestesista	
 ﾠ della	
 ﾠ rianimazione,	
 ﾠ o	
 ﾠ dai	
 ﾠ
medici	
 ﾠdel	
 ﾠpronto	
 ﾠsoccorso	
 ﾠe	
 ﾠdel	
 ﾠpronto	
 ﾠintervento.	
 ﾠ	
 ﾠ	
 ﾠ
In	
 ﾠparticolare	
 ﾠconsideriamo	
 ﾠil	
 ﾠServizio	
 ﾠdi	
 ﾠPronto	
 ﾠSoccorso	
 ﾠdell’Ospedale	
 ﾠdell’Angelo,	
 ﾠda	
 ﾠcui	
 ﾠ
proviene	
 ﾠil	
 ﾠnostro	
 ﾠdataset,	
 ﾠche	
 ﾠè	
 ﾠuna	
 ﾠdelle	
 ﾠventi	
 ﾠstrutture	
 ﾠpiù	
 ﾠutilizzate	
 ﾠd’Italia.	
 ﾠLa	
 ﾠpiena	
 ﾠentrata	
 ﾠa	
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regime	
 ﾠdell’ospedale	
 ﾠdell’Angelo	
 ﾠha	
 ﾠaumentato	
 ﾠinfatti	
 ﾠ	
 ﾠla	
 ﾠsua	
 ﾠcapacità	
 ﾠattrattiva:	
 ﾠl’ospedale	
 ﾠè	
 ﾠpunto	
 ﾠ
di	
 ﾠ riferimento	
 ﾠ provinciale	
 ﾠ non	
 ﾠ solo	
 ﾠ per	
 ﾠ i	
 ﾠ casi	
 ﾠ di	
 ﾠ trauma	
 ﾠg r a v e ,	
 ﾠm a 	
 ﾠa n c h e 	
 ﾠp e r 	
 ﾠi n f a r t o,	
 ﾠ patologie	
 ﾠ
neurochirurgiche	
 ﾠ e	
 ﾠ cardiochirurgiche.	
 ﾠ Rispetto	
 ﾠ alle	
 ﾠ altre	
 ﾠ strutture	
 ﾠ lagunari	
 ﾠ è	
 ﾠp o s s i b i l e 	
 ﾠc h e 	
 ﾠl a 	
 ﾠ
maggiore	
 ﾠmodernità	
 ﾠe	
 ﾠl’offerta	
 ﾠdi	
 ﾠattrezzature	
 ﾠtecnologiche	
 ﾠpossano	
 ﾠaver	
 ﾠspostato	
 ﾠil	
 ﾠbacino	
 ﾠd’utenza	
 ﾠ
verso	
 ﾠquesto	
 ﾠospedale:	
 ﾠil	
 ﾠPronto	
 ﾠSoccorso	
 ﾠdell’Angelo	
 ﾠè	
 ﾠad	
 ﾠoggi	
 ﾠil	
 ﾠpunto	
 ﾠdi	
 ﾠprincipale	
 ﾠdi	
 ﾠarrivo	
 ﾠe	
 ﾠ
smistamento	
 ﾠper	
 ﾠpazienti	
 ﾠdi	
 ﾠtutta	
 ﾠla	
 ﾠprovincia	
 ﾠdi	
 ﾠVenezia,	
 ﾠin	
 ﾠparticolare	
 ﾠper	
 ﾠi	
 ﾠtraumatizzati	
 ﾠgrazie	
 ﾠa	
 ﾠ
una	
 ﾠgestione	
 ﾠdei	
 ﾠsoccorsi	
 ﾠpiù	
 ﾠottimizzata	
 ﾠrispetto	
 ﾠgli	
 ﾠaltri	
 ﾠospedali	
 ﾠveneziani,	
 ﾠdata	
 ﾠla	
 ﾠsua	
 ﾠposizione	
 ﾠ
strategica	
 ﾠa	
 ﾠlivello	
 ﾠprovinciale	
 ﾠe	
 ﾠper	
 ﾠle	
 ﾠstrutture	
 ﾠpiù	
 ﾠmoderne	
 ﾠe	
 ﾠtecnologicamente	
 ﾠavanzate	
 ﾠnella	
 ﾠ
rianimazione	
 ﾠ.	
 ﾠ	
 ﾠ
Uno	
 ﾠdei	
 ﾠproblemi	
 ﾠmaggiori	
 ﾠdi	
 ﾠun	
 ﾠpronto	
 ﾠsoccorso	
 ﾠsono	
 ﾠi	
 ﾠtempi	
 ﾠd’attesa:	
 ﾠnella	
 ﾠvita	
 ﾠquotidiana	
 ﾠ
di	
 ﾠtutti	
 ﾠi	
 ﾠpresidi	
 ﾠospedalieri	
 ﾠdi	
 ﾠemergenza	
 ﾠe	
 ﾠurgenza,	
 ﾠil	
 ﾠ50%	
 ﾠdegli	
 ﾠaccessi	
 ﾠriguarda	
 ﾠi	
 ﾠcodici	
 ﾠbianchi,	
 ﾠ
ovvero	
 ﾠpatologie	
 ﾠnon	
 ﾠgravi,	
 ﾠsoggette	
 ﾠal	
 ﾠpagamento	
 ﾠdel	
 ﾠticket	
 ﾠe	
 ﾠche	
 ﾠsono	
 ﾠall’ultimo	
 ﾠposto	
 ﾠnella	
 ﾠscala	
 ﾠ
di	
 ﾠ priorità	
 ﾠ nell’intervento	
 ﾠ dei	
 ﾠ sanitari.	
 ﾠTuttavia	
 ﾠ per	
 ﾠ un	
 ﾠ Servizio	
 ﾠ di	
 ﾠ Pronto	
 ﾠ Soccorso	
 ﾠ è	
 ﾠ importante	
 ﾠ
essere	
 ﾠ chiamati	
 ﾠ a	
 ﾠ dare	
 ﾠ risposte	
 ﾠ rapide	
 ﾠ a	
 ﾠ chi	
 ﾠ è	
 ﾠ in	
 ﾠ pericolo	
 ﾠ di	
 ﾠ vita	
 ﾠc o m e 	
 ﾠi 	
 ﾠt r a u m a t i z z a t i 	
 ﾠg r a v i :	
 ﾠ
attualmente	
 ﾠin	
 ﾠquesta	
 ﾠrealtà	
 ﾠil	
 ﾠtempo	
 ﾠdi	
 ﾠattesa	
 ﾠper	
 ﾠi	
 ﾠcodici	
 ﾠrossi,	
 ﾠcioè	
 ﾠi	
 ﾠcasi	
 ﾠgravissimi,	
 ﾠè	
 ﾠstato	
 ﾠportato	
 ﾠ
a	
 ﾠ9	
 ﾠminuti,	
 ﾠper	
 ﾠi	
 ﾠgialli	
 ﾠa	
 ﾠ12	
 ﾠminuti,	
 ﾠessendo	
 ﾠquindi	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠintervenire	
 ﾠefficacemente	
 ﾠnel	
 ﾠprimo	
 ﾠ
quarto	
 ﾠd’ora,	
 ﾠuna	
 ﾠporzione	
 ﾠtemporale	
 ﾠcruciale,	
 ﾠin	
 ﾠcui	
 ﾠdavvero	
 ﾠsi	
 ﾠdecide	
 ﾠla	
 ﾠsorte	
 ﾠdi	
 ﾠun	
 ﾠmalato	
 ﾠo	
 ﾠdi	
 ﾠun	
 ﾠ
ferito.	
 ﾠ
	
 ﾠ 	
 ﾠ
6.2	
 ﾠLa	
 ﾠgestione	
 ﾠdell’RITG	
 ﾠa	
 ﾠMestre	
 ﾠ
Attualmente	
 ﾠla	
 ﾠgestione	
 ﾠdei	
 ﾠdati	
 ﾠdel	
 ﾠRegistro	
 ﾠIntraospedaliero	
 ﾠmultiregionale	
 ﾠTraumi	
 ﾠGravi	
 ﾠ
per	
 ﾠl’ospedale	
 ﾠdi	
 ﾠMestre	
 ﾠè	
 ﾠgestita	
 ﾠda	
 ﾠuna	
 ﾠsocietà	
 ﾠdi	
 ﾠconsulenza	
 ﾠinformatica	
 ﾠspecializzata	
 ﾠin	
 ﾠapplicativi	
 ﾠ
di	
 ﾠgestione	
 ﾠdatabase	
 ﾠin	
 ﾠambito	
 ﾠinformativo,	
 ﾠche	
 ﾠattraverso	
 ﾠil	
 ﾠportale	
 ﾠRitg.net	
 ﾠpermette	
 ﾠal	
 ﾠpersonale	
 ﾠ
sanitario	
 ﾠpreposto	
 ﾠdi	
 ﾠinserire	
 ﾠi	
 ﾠdati	
 ﾠattraverso	
 ﾠun	
 ﾠapplicazione	
 ﾠweb	
 ﾠbased	
 ﾠlato	
 ﾠserver.	
 ﾠ	
 ﾠ
La	
 ﾠRianimazione	
 ﾠGenerale	
 ﾠdell’ospedale	
 ﾠpartecipa	
 ﾠattivamente	
 ﾠalla	
 ﾠcostituzione	
 ﾠdel	
 ﾠdatabase	
 ﾠ
che	
 ﾠ permette	
 ﾠ di	
 ﾠ effettuare	
 ﾠ un	
 ﾠ percorso	
 ﾠ di	
 ﾠ miglioramento	
 ﾠ continuo	
 ﾠ della	
 ﾠ qualità	
 ﾠ attraverso	
 ﾠ il	
 ﾠ
confronto	
 ﾠe	
 ﾠlo	
 ﾠscambio	
 ﾠdi	
 ﾠesperienze	
 ﾠcon	
 ﾠi	
 ﾠpiù	
 ﾠimportanti	
 ﾠTrauma	
 ﾠCenter	
 ﾠitaliani.	
 ﾠ	
 ﾠ
L’applicazione	
 ﾠ è	
 ﾠ realizzata	
 ﾠc o n 	
 ﾠt e c n o l o g i a 	
 ﾠ“ A c t i v e -ﾭ‐Server-ﾭ‐Pages”	
 ﾠ (ASP.net),	
 ﾠ e	
 ﾠf u n z i o n a 	
 ﾠ
direttamente	
 ﾠda	
 ﾠbrowser	
 ﾠinternet	
 ﾠsenza	
 ﾠalcuna	
 ﾠinstallazione	
 ﾠsoftware	
 ﾠdal	
 ﾠlato	
 ﾠdell’utilizzatore	
 ﾠ(lato	
 ﾠ
client).	
 ﾠQuesta	
 ﾠsoluzione	
 ﾠaggira	
 ﾠogni	
 ﾠproblema	
 ﾠdi	
 ﾠcompatibilità	
 ﾠe	
 ﾠdialogo	
 ﾠtra	
 ﾠospedali.	
 ﾠIn	
 ﾠpiù	
 ﾠevita	
 ﾠ
tutti	
 ﾠi	
 ﾠproblemi	
 ﾠderivanti	
 ﾠdai	
 ﾠsoftware	
 ﾠinstallati	
 ﾠsu	
 ﾠmacchina	
 ﾠsingola	
 ﾠe	
 ﾠgarantisce	
 ﾠal	
 ﾠpersonale	
 ﾠla	
 ﾠ
comodità	
 ﾠe	
 ﾠflessibilità	
 ﾠdi	
 ﾠimmissione	
 ﾠdati	
 ﾠgiacché	
 ﾠconsente	
 ﾠdi	
 ﾠutilizzare	
 ﾠqualsiasi	
 ﾠcomputer	
 ﾠconnesso	
 ﾠ
a	
 ﾠInternet.	
 ﾠAllo	
 ﾠstesso	
 ﾠtempo,	
 ﾠgarantisce	
 ﾠanche	
 ﾠla	
 ﾠmassima	
 ﾠindipendenza	
 ﾠtra	
 ﾠi	
 ﾠ“data-ﾭ‐set”	
 ﾠdei	
 ﾠsingoli	
 ﾠ
ospedali,	
 ﾠgrazie	
 ﾠad	
 ﾠun	
 ﾠsistema	
 ﾠdi	
 ﾠpassword	
 ﾠspecifiche.	
 ﾠIl	
 ﾠsoftware	
 ﾠoffre	
 ﾠinfine	
 ﾠuna	
 ﾠserie	
 ﾠdi	
 ﾠpiccole	
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differenze	
 ﾠa	
 ﾠseconda	
 ﾠdell’ospedale	
 ﾠconnesso,	
 ﾠcosì	
 ﾠda	
 ﾠfornire	
 ﾠla	
 ﾠmassima	
 ﾠadattabilità	
 ﾠalle	
 ﾠspecifiche	
 ﾠ
esigenze	
 ﾠdi	
 ﾠciascun	
 ﾠcentro.	
 ﾠIl	
 ﾠfatto	
 ﾠche	
 ﾠi	
 ﾠdati	
 ﾠsensibili	
 ﾠnon	
 ﾠsiano	
 ﾠrintracciabili	
 ﾠsu	
 ﾠInternet	
 ﾠrispetta	
 ﾠle	
 ﾠ
norme	
 ﾠsulla	
 ﾠprivacy.	
 ﾠIl	
 ﾠsistema	
 ﾠinformatico	
 ﾠcomprende	
 ﾠun	
 ﾠsito	
 ﾠweb	
 ﾠdove	
 ﾠpossono	
 ﾠessere	
 ﾠpubblicati	
 ﾠ
aspetti	
 ﾠdel	
 ﾠprogetto,	
 ﾠcon	
 ﾠmultipli	
 ﾠe	
 ﾠprogressivi	
 ﾠlivelli	
 ﾠdi	
 ﾠrestrizione,	
 ﾠcome,	
 ﾠad	
 ﾠesempio,	
 ﾠindicatori	
 ﾠ
generati	
 ﾠautomaticamente	
 ﾠdal	
 ﾠprogramma	
 ﾠin	
 ﾠtempo	
 ﾠreale	
 ﾠrelativi	
 ﾠa	
 ﾠnumero	
 ﾠdi	
 ﾠpazienti	
 ﾠammessi,	
 ﾠ
gravità,	
 ﾠ mortalità,	
 ﾠ ecc.	
 ﾠ Il	
 ﾠ programma	
 ﾠ è	
 ﾠ in	
 ﾠ grado	
 ﾠ di	
 ﾠ inviare	
 ﾠ un	
 ﾠ file	
 ﾠ contenente	
 ﾠ una	
 ﾠ selezione	
 ﾠ dei	
 ﾠ
record,	
 ﾠgenerata	
 ﾠin	
 ﾠtempo	
 ﾠreale	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠprofilo	
 ﾠutente	
 ﾠconnesso	
 ﾠ(ad	
 ﾠesempio	
 ﾠtutti	
 ﾠi	
 ﾠcasi	
 ﾠdi	
 ﾠun	
 ﾠ
determinato	
 ﾠospedale),	
 ﾠa	
 ﾠqualsiasi	
 ﾠindirizzo	
 ﾠdi	
 ﾠposta	
 ﾠelettronica.	
 ﾠ	
 ﾠ
I	
 ﾠdati	
 ﾠpresenti	
 ﾠnelle	
 ﾠschede	
 ﾠdel	
 ﾠsoftware	
 ﾠsono	
 ﾠdivisi	
 ﾠin	
 ﾠ5	
 ﾠprincipali	
 ﾠcategorie:	
 ﾠ	
 ﾠ
1.  Dati	
 ﾠdemografici.	
 ﾠ	
 ﾠ
2.  Dati	
 ﾠpreospedalieri	
 ﾠessenziali:	
 ﾠlivello	
 ﾠdi	
 ﾠassistenza,	
 ﾠparametri	
 ﾠvitali	
 ﾠsulla	
 ﾠscena,	
 ﾠora	
 ﾠe	
 ﾠtipo	
 ﾠ
di	
 ﾠmanovre	
 ﾠdiagnostiche	
 ﾠe	
 ﾠterapeutiche.	
 ﾠ	
 ﾠ
3.  Dati	
 ﾠintraospedalieri	
 ﾠnelle	
 ﾠprime	
 ﾠ24	
 ﾠore:	
 ﾠparametri	
 ﾠvitali	
 ﾠall’arrivo,	
 ﾠora	
 ﾠe	
 ﾠtipo	
 ﾠdi	
 ﾠmanovre	
 ﾠ
diagnostiche	
 ﾠe	
 ﾠterapeutiche,	
 ﾠintervalli,	
 ﾠreparto	
 ﾠdi	
 ﾠricovero	
 ﾠdefinitivo.	
 ﾠ	
 ﾠ
4.  Gravità:	
 ﾠAbbreviated	
 ﾠInjury	
 ﾠScale	
 ﾠ(AIS),	
 ﾠISS,	
 ﾠRTS,	
 ﾠTRISS.	
 ﾠ	
 ﾠ
5.  Esito:	
 ﾠdurata	
 ﾠdel	
 ﾠricovero	
 ﾠin	
 ﾠospedale	
 ﾠe	
 ﾠin	
 ﾠterapia	
 ﾠintensiva,	
 ﾠcomplicazioni,	
 ﾠinterventi	
 ﾠ
chirurgici	
 ﾠsuccessivi,	
 ﾠluogo	
 ﾠe	
 ﾠora	
 ﾠdell’eventuale	
 ﾠdecesso,	
 ﾠdisabilità	
 ﾠa	
 ﾠ6	
 ﾠmesi	
 ﾠ(Glasgow	
 ﾠ
Outcome	
 ﾠScore,	
 ﾠquestionario	
 ﾠEQ	
 ﾠ5D).	
 ﾠ
Nel	
 ﾠ2009	
 ﾠè	
 ﾠ	
 ﾠiniziato	
 ﾠuno	
 ﾠstudio	
 ﾠeuropeo	
 ﾠbasato	
 ﾠsu	
 ﾠqueste	
 ﾠvariabili,	
 ﾠche	
 ﾠha	
 ﾠtra	
 ﾠgli	
 ﾠobiettivi,	
 ﾠ
analogamente	
 ﾠ al	
 ﾠ famoso	
 ﾠ Major	
 ﾠ Trauma	
 ﾠ Outcome	
 ﾠ Study	
 ﾠa m e r i c a n o , 	
 ﾠl o 	
 ﾠs v i l u p p o 	
 ﾠd i 	
 ﾠu n 	
 ﾠm o d e l l o 	
 ﾠ
predittivo	
 ﾠdi	
 ﾠoutcome	
 ﾠtarato	
 ﾠsulla	
 ﾠrealtà	
 ﾠeuropea	
 ﾠcon	
 ﾠlo	
 ﾠscopo	
 ﾠquindi	
 ﾠdi	
 ﾠarrivare	
 ﾠa	
 ﾠpredittori	
 ﾠpiù	
 ﾠ
accurati	
 ﾠdi	
 ﾠquelli	
 ﾠesistenti.	
 ﾠ
	
 ﾠ
6.3	
 ﾠAnalisi	
 ﾠDataset	
 ﾠ
Sono	
 ﾠstati	
 ﾠpresi	
 ﾠin	
 ﾠesame	
 ﾠi	
 ﾠdati	
 ﾠrelativi	
 ﾠal	
 ﾠdatabase	
 ﾠRITG	
 ﾠdell’Ospedale	
 ﾠdi	
 ﾠMestre	
 ﾠrelativi	
 ﾠa	
 ﾠ
320	
 ﾠpazienti	
 ﾠregistrati	
 ﾠdall’entrata	
 ﾠin	
 ﾠfunzione	
 ﾠnel	
 ﾠ2008	
 ﾠdel	
 ﾠdatabase	
 ﾠnel	
 ﾠreparto	
 ﾠdi	
 ﾠPronto	
 ﾠSoccorso	
 ﾠe	
 ﾠ
Rianimazione.	
 ﾠ All’interno	
 ﾠ del	
 ﾠ database	
 ﾠ sono	
 ﾠ stati	
 ﾠ memorizzati	
 ﾠ diversi	
 ﾠp arametri	
 ﾠ sia	
 ﾠ di	
 ﾠ carattere	
 ﾠ
clinico,	
 ﾠcome	
 ﾠpressione	
 ﾠarteriosa	
 ﾠo	
 ﾠindici	
 ﾠdi	
 ﾠgravità,	
 ﾠche	
 ﾠdi	
 ﾠcarattere	
 ﾠlogistico,	
 ﾠseguendo	
 ﾠl’ordine	
 ﾠ
cronologico	
 ﾠdi	
 ﾠassistenza	
 ﾠdel	
 ﾠpaziente	
 ﾠinfortunato	
 ﾠcon	
 ﾠcampi	
 ﾠdedicati	
 ﾠper	
 ﾠogni	
 ﾠfase	
 ﾠdel	
 ﾠsoccorso.	
 ﾠ
Tuttavia	
 ﾠdiversi	
 ﾠ campi	
 ﾠ spesso	
 ﾠ non	
 ﾠsono	
 ﾠ stati	
 ﾠ compilate	
 ﾠ e	
 ﾠ i	
 ﾠ dati	
 ﾠ relativi	
 ﾠ ad	
 ﾠ alcuni	
 ﾠpaz i ent i 	
 ﾠer ano	
 ﾠ
estremamente	
 ﾠscarsi.	
 ﾠSono	
 ﾠstati	
 ﾠquindi	
 ﾠscartati	
 ﾠdall’analisi	
 ﾠ15	
 ﾠsoggetti,	
 ﾠche	
 ﾠavevano	
 ﾠmeno	
 ﾠdel	
 ﾠ20	
 ﾠ%	
 ﾠ
dei	
 ﾠparametri	
 ﾠcompilati,	
 ﾠin	
 ﾠmodo	
 ﾠda	
 ﾠrimuovere	
 ﾠuna	
 ﾠsicura	
 ﾠfonte	
 ﾠdi	
 ﾠerrore.	
 ﾠ	
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6.3.1	
 ﾠObiettivi	
 ﾠdell’analisi	
 ﾠ
I	
 ﾠprimi	
 ﾠsviluppi	
 ﾠdell’analisi	
 ﾠsono	
 ﾠstati	
 ﾠimprontati	
 ﾠnella	
 ﾠcostruzione	
 ﾠdi	
 ﾠun	
 ﾠdataset,	
 ﾠche	
 ﾠpotesse	
 ﾠ
essere	
 ﾠfunzionale	
 ﾠalla	
 ﾠcreazione	
 ﾠdi	
 ﾠun	
 ﾠtraining	
 ﾠset	
 ﾠper	
 ﾠderivare	
 ﾠun	
 ﾠclassificatore	
 ﾠdecision	
 ﾠtree.	
 ﾠSono	
 ﾠ
stati	
 ﾠeliminati	
 ﾠquindi	
 ﾠtutti	
 ﾠi	
 ﾠparametri	
 ﾠnon	
 ﾠriconducibili	
 ﾠa	
 ﾠcategorie,	
 ﾠa	
 ﾠnumeri	
 ﾠreali	
 ﾠo	
 ﾠa	
 ﾠnumeri	
 ﾠdiscreti,	
 ﾠ
come	
 ﾠper	
 ﾠesempio	
 ﾠla	
 ﾠdettagliata	
 ﾠdescrizione	
 ﾠdel	
 ﾠtipo	
 ﾠdi	
 ﾠterapia	
 ﾠo	
 ﾠdell’iter	
 ﾠclinico.	
 ﾠSi	
 ﾠsono	
 ﾠanche	
 ﾠ
individuati	
 ﾠi	
 ﾠparametri	
 ﾠche	
 ﾠconsentissero	
 ﾠdi	
 ﾠcalcolare	
 ﾠl’indice	
 ﾠTASH,	
 ﾠcon	
 ﾠl’obiettivo	
 ﾠdi	
 ﾠconfrontarlo	
 ﾠ
con	
 ﾠun	
 ﾠindice	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠcreato	
 ﾠcon	
 ﾠtecniche	
 ﾠdi	
 ﾠdata	
 ﾠmining,	
 ﾠin	
 ﾠparticolare	
 ﾠcon	
 ﾠgli	
 ﾠalberi	
 ﾠ
decisionali:	
 ﾠi l 	
 ﾠc o n f r o n t o 	
 ﾠha	
 ﾠ consentito	
 ﾠ di	
 ﾠ verificare	
 ﾠ l’affidabilità	
 ﾠ e	
 ﾠ l’accuratezza	
 ﾠ delle	
 ﾠ tecnica	
 ﾠ dei	
 ﾠ
decision	
 ﾠtree	
 ﾠrispetto	
 ﾠallo	
 ﾠstandard	
 ﾠclinico	
 ﾠattualmente	
 ﾠpiù	
 ﾠusato.	
 ﾠDei	
 ﾠparametri	
 ﾠanalizzati	
 ﾠper	
 ﾠil	
 ﾠdata	
 ﾠ
mining,	
 ﾠdapprima	
 ﾠsi	
 ﾠsono	
 ﾠutilizzati	
 ﾠi	
 ﾠprincipali	
 ﾠattributi	
 ﾠclinici,	
 ﾠe	
 ﾠsuccessivamente	
 ﾠè	
 ﾠstata	
 ﾠfatta	
 ﾠuna	
 ﾠ
selezione	
 ﾠpiù	
 ﾠsofisticata,	
 ﾠcome	
 ﾠverrà	
 ﾠspiegato	
 ﾠin	
 ﾠseguito.	
 ﾠ
	
 ﾠ6.3.2	
 ﾠLe	
 ﾠtipologie	
 ﾠdi	
 ﾠdato	
 ﾠnel	
 ﾠdataset	
 ﾠ
Nella	
 ﾠpagina	
 ﾠseguente	
 ﾠè	
 ﾠpresentata	
 ﾠla	
 ﾠtabella	
 ﾠ(tabella	
 ﾠ6.1)	
 ﾠ	
 ﾠcon	
 ﾠi	
 ﾠprincipali	
 ﾠdati	
 ﾠe	
 ﾠla	
 ﾠtipologia.	
 ﾠ
	
 ﾠPer	
 ﾠattributi	
 ﾠnumerali	
 ﾠrazionali	
 ﾠsi	
 ﾠintendono	
 ﾠgli	
 ﾠattributi	
 ﾠlegati	
 ﾠa	
 ﾠdati	
 ﾠcon	
 ﾠmisure	
 ﾠprecise,	
 ﾠi	
 ﾠcui	
 ﾠ
intervalli	
 ﾠtra	
 ﾠvalori,	
 ﾠhanno	
 ﾠsignificato	
 ﾠcon	
 ﾠun	
 ﾠvalore	
 ﾠminimo	
 ﾠpossibile.	
 ﾠ
Per	
 ﾠattributi	
 ﾠnominali	
 ﾠsi	
 ﾠintendono	
 ﾠgli	
 ﾠattributi	
 ﾠche	
 ﾠnon	
 ﾠhanno	
 ﾠun	
 ﾠordine,	
 ﾠma	
 ﾠche	
 ﾠcontengono	
 ﾠ
un	
 ﾠnome	
 ﾠo	
 ﾠun	
 ﾠetichetta	
 ﾠdi	
 ﾠcategoria:	
 ﾠsi	
 ﾠdividono	
 ﾠpoi	
 ﾠin	
 ﾠdicotomici,	
 ﾠche	
 ﾠpossono	
 ﾠassumere	
 ﾠsolo	
 ﾠdue	
 ﾠ
valori,	
 ﾠe	
 ﾠmulticotomici	
 ﾠche	
 ﾠhanno	
 ﾠpiù	
 ﾠdi	
 ﾠdue	
 ﾠvalori	
 ﾠpossibili.	
 ﾠ
Per	
 ﾠ attributi	
 ﾠ ordinali	
 ﾠ si	
 ﾠ intendono	
 ﾠ i	
 ﾠ dati	
 ﾠ che	
 ﾠ hanno	
 ﾠ un	
 ﾠ ordine,	
 ﾠ ma	
 ﾠ non	
 ﾠ è	
 ﾠ significativo	
 ﾠ
l’intervallo	
 ﾠtra	
 ﾠdue	
 ﾠpossibili	
 ﾠvalori	
 ﾠ
Alcuni	
 ﾠ di	
 ﾠ questi	
 ﾠ attributi	
 ﾠ sono	
 ﾠ stati	
 ﾠ registrati	
 ﾠ in	
 ﾠ diverse	
 ﾠ fasi	
 ﾠ del	
 ﾠ soccorso	
 ﾠ al	
 ﾠ paziente,	
 ﾠ e	
 ﾠ
compaiono	
 ﾠ più	
 ﾠ volte,	
 ﾠ chiaramente	
 ﾠ con	
 ﾠ valori	
 ﾠ diversi.	
 ﾠ I	
 ﾠ dati	
 ﾠ con	
 ﾠ registrazione	
 ﾠ multiple	
 ﾠ sono:	
 ﾠ la	
 ﾠ
pressione	
 ﾠsistolica,	
 ﾠil	
 ﾠGlasgow	
 ﾠComa	
 ﾠScore,	
 ﾠla	
 ﾠcategoria	
 ﾠdella	
 ﾠpressione	
 ﾠsistolica	
 ﾠal	
 ﾠpolso	
 ﾠsecondo	
 ﾠil	
 ﾠ
Revised	
 ﾠTrauma	
 ﾠScore	
 ﾠ(categoria	
 ﾠpolso),	
 ﾠla	
 ﾠfrequenza	
 ﾠrespiratoria,	
 ﾠla	
 ﾠSp02	
 ﾠregistrate	
 ﾠal	
 ﾠmomento	
 ﾠdel	
 ﾠ
soccorso	
 ﾠe	
 ﾠall’ingresso	
 ﾠin	
 ﾠospedale.	
 ﾠ
Le	
 ﾠ fasi	
 ﾠ di	
 ﾠ soccorso	
 ﾠ in	
 ﾠ cui	
 ﾠ sono	
 ﾠ stati	
 ﾠ registrati	
 ﾠ i	
 ﾠ dati	
 ﾠ sono:	
 ﾠ il	
 ﾠ primo	
 ﾠ intervento	
 ﾠ sul	
 ﾠ
paziente,l’ingresso	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso,	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠrianimazione,	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠinterventi	
 ﾠdi	
 ﾠemergenza	
 ﾠe	
 ﾠle	
 ﾠ
eventuali	
 ﾠfasi	
 ﾠdi	
 ﾠreparto,	
 ﾠseguendo	
 ﾠquindi	
 ﾠl’iter	
 ﾠdella	
 ﾠcatena	
 ﾠdi	
 ﾠsoccorso.	
 ﾠ
Tra	
 ﾠi	
 ﾠsoggetti	
 ﾠregistrati	
 ﾠè	
 ﾠpossibile	
 ﾠindividuare	
 ﾠi	
 ﾠtrasfusi	
 ﾠmassivi	
 ﾠdai	
 ﾠdati	
 ﾠrelativi	
 ﾠalle	
 ﾠemazie	
 ﾠe	
 ﾠ
alle	
 ﾠunità	
 ﾠdi	
 ﾠplasma	
 ﾠtrasfuse:	
 ﾠla	
 ﾠloro	
 ﾠsomma	
 ﾠviene	
 ﾠconsiderata	
 ﾠcome	
 ﾠla	
 ﾠquantità	
 ﾠdi	
 ﾠsangue	
 ﾠintero	
 ﾠ
trasfuso.	
 ﾠNell’attuale	
 ﾠdata	
 ﾠset	
 ﾠi	
 ﾠpazienti	
 ﾠcon	
 ﾠsangue	
 ﾠintero	
 ﾠtrasfuso	
 ﾠ>=	
 ﾠ10	
 ﾠsono	
 ﾠstati	
 ﾠclassificati	
 ﾠcome	
 ﾠ
trasfusi	
 ﾠmassivi	
 ﾠe	
 ﾠrappresentano	
 ﾠil	
 ﾠ7	
 ﾠ%	
 ﾠdel	
 ﾠnumero	
 ﾠtotale.	
 ﾠTuttavia	
 ﾠsono	
 ﾠstati	
 ﾠesclusi	
 ﾠdiversi	
 ﾠpazienti,	
 ﾠi	
 ﾠ
cui	
 ﾠdati	
 ﾠnel	
 ﾠregistro	
 ﾠnon	
 ﾠerano	
 ﾠben	
 ﾠcompilati	
 ﾠe	
 ﾠrisultavano	
 ﾠnon	
 ﾠutilizzabili	
 ﾠai	
 ﾠfini	
 ﾠdi	
 ﾠun	
 ﾠanalisi	
 ﾠcorretta,	
 ﾠ
riducendo	
 ﾠl’insieme	
 ﾠdei	
 ﾠdati	
 ﾠa	
 ﾠ289	
 ﾠelementi.	
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Attributi	
 ﾠdi	
 ﾠtipo	
 ﾠrazionale	
 ﾠ 	
 ﾠ	
 ﾠ
Attributi	
 ﾠdi	
 ﾠtipo	
 ﾠ
nominale	
 ﾠ 	
 ﾠ	
 ﾠ Attributi	
 ﾠdi	
 ﾠtipo	
 ﾠordinale	
 ﾠ
età	
 ﾠ 	
 ﾠ	
 ﾠ Sedazione	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠTesta	
 ﾠ
SBP	
 ﾠarrivo	
 ﾠambulanza	
 ﾠ 	
 ﾠ	
 ﾠ Intubazione	
 ﾠTracheale	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠCollo	
 ﾠ
FrequenzaRespiratoriaAtti	
 ﾠarrivo	
 ﾠ
ambulanza	
 ﾠ
	
 ﾠ	
 ﾠ Ventilazione	
 ﾠArtificiale	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠFaccia	
 ﾠ
SpO2Specifica	
 ﾠarrivo	
 ﾠambulanza	
 ﾠ 	
 ﾠ	
 ﾠ Incannulamento	
 ﾠVena	
 ﾠPeriferica	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠRachide	
 ﾠCervicale	
 ﾠ
SBP	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Incannulamento	
 ﾠVena	
 ﾠCentrale	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠRachide	
 ﾠDorsale	
 ﾠ
INR	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Incannulamento	
 ﾠArteria	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠRachideLombare	
 ﾠ
PO2	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Infusione	
 ﾠSangue	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠ_Addome	
 ﾠ
Ph	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Raggi	
 ﾠX	
 ﾠTorace	
 ﾠ 	
 ﾠ	
 ﾠ Gravità	
 ﾠAIS	
 ﾠTorace	
 ﾠ
Numero	
 ﾠTotale	
 ﾠUnità	
 ﾠPlasma	
 ﾠtrasfuse	
 ﾠ 	
 ﾠ	
 ﾠ Raggi	
 ﾠX	
 ﾠBacino	
 ﾠ 	
 ﾠ	
 ﾠ Categoria	
 ﾠpressione	
 ﾠPolso	
 ﾠin	
 ﾠpronto	
 ﾠ
soccorso	
 ﾠ
Emazie	
 ﾠtrasfuse	
 ﾠ 	
 ﾠ	
 ﾠ Raggi	
 ﾠX	
 ﾠRachide	
 ﾠCervicale	
 ﾠ 	
 ﾠ	
 ﾠ GlasgowComaScore	
 ﾠall’arrivo	
 ﾠ
dell’ambulanza	
 ﾠ
TempoChiamataArrivo	
 ﾠ 	
 ﾠ	
 ﾠ Eco	
 ﾠAddome	
 ﾠ 	
 ﾠ	
 ﾠ Glasgow	
 ﾠComa	
 ﾠScore	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ
FrequenzaRespiratoriaAtti	
 ﾠin	
 ﾠpronto	
 ﾠ
soccorso	
 ﾠ
	
 ﾠ	
 ﾠ Rianimazione	
 ﾠCardiopolmonare	
 ﾠ 	
 ﾠ	
 ﾠ RevisedTraumaScore	
 ﾠ
PCO2	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Tipo_trauma	
 ﾠ 	
 ﾠ	
 ﾠ InjuritySeverityScore	
 ﾠ(ISS)	
 ﾠ
HCO3	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Air	
 ﾠWay	
 ﾠ 	
 ﾠ	
 ﾠ TRaumaISS	
 ﾠ
Tempo	
 ﾠarrivo	
 ﾠambulanza	
 ﾠ 	
 ﾠ	
 ﾠ Decompressione	
 ﾠToracica	
 ﾠ 	
 ﾠ	
 ﾠ NewISS	
 ﾠ
Lattati	
 ﾠmisurati	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ	
 ﾠ Drenaggio	
 ﾠToracico	
 ﾠ 	
 ﾠ TRaumaNewISS	
 ﾠ
Indice	
 ﾠEmoglobina	
 ﾠmisurato	
 ﾠin	
 ﾠpronto	
 ﾠ
soccorso	
 ﾠ
	
 ﾠ Intubazione	
 ﾠpreospedaliera	
 ﾠ
	
 ﾠ
Categoria	
 ﾠpressione	
 ﾠPolso	
 ﾠarrivo	
 ﾠin	
 ﾠ
ambulanza	
 ﾠ
Tempo	
 ﾠnormalizzazione	
 ﾠbase	
 ﾠexcess	
 ﾠ 	
 ﾠ Sesso	
 ﾠ 	
 ﾠ GravitàAIS	
 ﾠarti	
 ﾠinferiori/bacino	
 ﾠ
baseexcess	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ Gr	
 ﾠAiS	
 ﾠarti	
 ﾠsuperiori	
 ﾠ
Sp02	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ Gravità	
 ﾠAIS	
 ﾠtermica	
 ﾠ
Cannule	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ
Fluidi	
 ﾠendovena	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ
	
 ﾠ 	
 ﾠ
TABELLA	
 ﾠ6.1	
 ﾠ–	
 ﾠLa	
 ﾠtabella	
 ﾠillustra	
 ﾠi	
 ﾠparametri	
 ﾠe	
 ﾠla	
 ﾠtipologia	
 ﾠdegli	
 ﾠattributi	
 ﾠmemorizzati	
 ﾠnel	
 ﾠregistro	
 ﾠ
Accanto	
 ﾠal	
 ﾠtraining	
 ﾠset,	
 ﾠper	
 ﾠpoter	
 ﾠtestare	
 ﾠil	
 ﾠpredittore	
 ﾠcreato	
 ﾠè	
 ﾠstato	
 ﾠutilizzato	
 ﾠun	
 ﾠvalidation	
 ﾠ
set	
 ﾠ con	
 ﾠ 21	
 ﾠ pazienti,	
 ﾠ provenienti	
 ﾠ dall’RITG	
 ﾠ dell’Ospedale	
 ﾠ di	
 ﾠ Mestre	
 ﾠ con	
 ﾠ infortuni	
 ﾠ gravi	
 ﾠ registrati	
 ﾠ
nell’ultimo	
 ﾠsemestre	
 ﾠ2010,	
 ﾠcon	
 ﾠanaloghe	
 ﾠcaratteristiche	
 ﾠe	
 ﾠattributi	
 ﾠmemorizzati	
 ﾠdel	
 ﾠtraining	
 ﾠset.	
 ﾠ
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6.4	
 ﾠCalcolo	
 ﾠTASH	
 ﾠper	
 ﾠla	
 ﾠstima	
 ﾠdella	
 ﾠprobabilità	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠ
Il	
 ﾠTASH,	
 ﾠossia	
 ﾠTrauma	
 ﾠAssociated	
 ﾠSevere	
 ﾠHemorrhage,	
 ﾠè	
 ﾠun	
 ﾠindice	
 ﾠche	
 ﾠmisura	
 ﾠla	
 ﾠprobabilità	
 ﾠ
che	
 ﾠsia	
 ﾠnecessaria	
 ﾠuna	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠin	
 ﾠun	
 ﾠpaziente	
 ﾠtraumatizzato:	
 ﾠpuò	
 ﾠessere	
 ﾠcalcolata	
 ﾠdalla	
 ﾠ
somma	
 ﾠpesata	
 ﾠdei	
 ﾠparametri	
 ﾠfisiologici	
 ﾠdi	
 ﾠpressione	
 ﾠsanguigna,	
 ﾠsesso,	
 ﾠemoglobina,	
 ﾠpresenza	
 ﾠdi	
 ﾠFAST	
 ﾠ
(focused	
 ﾠassessment	
 ﾠsonography	
 ﾠin	
 ﾠtrauma),	
 ﾠbattito	
 ﾠcardiaco,	
 ﾠalcalosi	
 ﾠo	
 ﾠbase	
 ﾠexcess	
 ﾠe	
 ﾠfratture	
 ﾠalla	
 ﾠ
pelvi	
 ﾠo	
 ﾠalle	
 ﾠgambe	
 ﾠinferiori.	
 ﾠGrazie	
 ﾠalla	
 ﾠsua	
 ﾠsemplicità	
 ﾠe	
 ﾠalla	
 ﾠsua	
 ﾠbuona	
 ﾠaccuratezza	
 ﾠrispetto	
 ﾠgli	
 ﾠaltri	
 ﾠ
indici	
 ﾠ è	
 ﾠ considerato	
 ﾠ uno	
 ﾠ degli	
 ﾠ standard	
 ﾠ clinici	
 ﾠ nella	
 ﾠ previsione	
 ﾠ di	
 ﾠ trasfusioni	
 ﾠ massive.	
 ﾠ E’	
 ﾠ stato	
 ﾠ
calcolato	
 ﾠanche	
 ﾠl’indice	
 ﾠdi	
 ﾠprobabilità	
 ﾠtrasfusionale	
 ﾠsecondo	
 ﾠla	
 ﾠformula	
 ﾠ
	
 ﾠ p = 1/[1 + exp(4.9 - 0.3 * TASH)] 
sul	
 ﾠset	
 ﾠdati,	
 ﾠin	
 ﾠmodo	
 ﾠda	
 ﾠavere	
 ﾠun	
 ﾠtest	
 ﾠclinico	
 ﾠretrospettivo	
 ﾠsu	
 ﾠuna	
 ﾠprocedura,	
 ﾠla	
 ﾠcui	
 ﾠrobustezza	
 ﾠe	
 ﾠ
accuratezza	
 ﾠ fosse	
 ﾠ ben	
 ﾠ testata	
 ﾠ e	
 ﾠ dimostrata	
 ﾠ in	
 ﾠ letteratura
[13],	
 ﾠ utile	
 ﾠ a	
 ﾠ creare	
 ﾠ un	
 ﾠ confronto	
 ﾠ tra	
 ﾠ lo	
 ﾠ
standard	
 ﾠclinico	
 ﾠed	
 ﾠil	
 ﾠpredittore	
 ﾠimplementato	
 ﾠcon	
 ﾠle	
 ﾠtecniche	
 ﾠdata	
 ﾠmining.Si	
 ﾠsono	
 ﾠclassificati	
 ﾠcome	
 ﾠ
casi	
 ﾠnecessitanti	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠi	
 ﾠpazienti	
 ﾠcon	
 ﾠun	
 ﾠindice	
 ﾠdi	
 ﾠprobabilità	
 ﾠdi	
 ﾠMT	
 ﾠsuperiore	
 ﾠal	
 ﾠ40	
 ﾠ%,	
 ﾠ
valore	
 ﾠdi	
 ﾠsoglia	
 ﾠcon	
 ﾠcui	
 ﾠsi	
 ﾠottiene	
 ﾠla	
 ﾠmassima	
 ﾠaccuratezza	
 ﾠdel	
 ﾠpredittore
[13]:	
 ﾠil	
 ﾠTASH	
 ﾠsul	
 ﾠnostro	
 ﾠdataset	
 ﾠ
è	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠclassificare	
 ﾠ	
 ﾠcorrettamente	
 ﾠil	
 ﾠ70	
 ﾠ	
 ﾠ%	
 ﾠdi	
 ﾠpazienti	
 ﾠeffettivamente	
 ﾠtrasfusi	
 ﾠed	
 ﾠil	
 ﾠ98	
 ﾠ%	
 ﾠdei	
 ﾠnon	
 ﾠ
trasfusi.	
 ﾠSi	
 ﾠè	
 ﾠpoi	
 ﾠutilizzato	
 ﾠl’indice	
 ﾠTASH	
 ﾠper	
 ﾠvalutare	
 ﾠi	
 ﾠcasi	
 ﾠdel	
 ﾠvalidation	
 ﾠset,	
 ﾠutili	
 ﾠper	
 ﾠil	
 ﾠconfronto	
 ﾠcon	
 ﾠ
il	
 ﾠpredittore	
 ﾠcreato	
 ﾠcon	
 ﾠtecniche	
 ﾠdata	
 ﾠmining.La	
 ﾠtabella	
 ﾠcon	
 ﾠl’esito	
 ﾠdi	
 ﾠclassificazione	
 ﾠTASH	
 ﾠè	
 ﾠriportata	
 ﾠ
nella	
 ﾠpagina	
 ﾠseguente	
 ﾠ(tabella	
 ﾠ6.2)	
 ﾠdove	
 ﾠnelle	
 ﾠcaselle,	
 ﾠi	
 ﾠveri	
 ﾠpositivi	
 ﾠe	
 ﾠi	
 ﾠcasi	
 ﾠdi	
 ﾠmassive	
 ﾠtransfusion	
 ﾠ
sono	
 ﾠindicati	
 ﾠin	
 ﾠgiallo,	
 ﾠin	
 ﾠrosso	
 ﾠi	
 ﾠfalsi	
 ﾠpositivi,	
 ﾠe	
 ﾠin	
 ﾠarancione	
 ﾠi	
 ﾠveri	
 ﾠnegativi.	
 ﾠ
Dal	
 ﾠvalidation	
 ﾠset	
 ﾠnon	
 ﾠè	
 ﾠstato	
 ﾠpossibile	
 ﾠcomprendere	
 ﾠse	
 ﾠalcuni	
 ﾠpazienti	
 ﾠ(3	
 ﾠcasi)	
 ﾠavessero	
 ﾠ
subito	
 ﾠtrasfusioni	
 ﾠmassive,	
 ﾠa	
 ﾠcausa	
 ﾠdella	
 ﾠmancanza	
 ﾠo	
 ﾠdella	
 ﾠcattiva	
 ﾠcompilazione	
 ﾠdei	
 ﾠdati.	
 ﾠ	
 ﾠ
	
 ﾠ
6.5	
 ﾠCostruzione	
 ﾠdi	
 ﾠun	
 ﾠpredittore	
 ﾠdi	
 ﾠTrasfusioni	
 ﾠMassive	
 ﾠcon	
 ﾠgli	
 ﾠAlberi	
 ﾠdi	
 ﾠ
Decisione	
 ﾠ
Il	
 ﾠ data	
 ﾠ mining,	
 ﾠ diventa	
 ﾠ utile	
 ﾠ specie	
 ﾠ quando	
 ﾠ vi	
 ﾠ sono	
 ﾠ una	
 ﾠ grossa	
 ﾠ quantità	
 ﾠ di	
 ﾠ attributi	
 ﾠ a	
 ﾠ
disposizione	
 ﾠed	
 ﾠun	
 ﾠrilevante	
 ﾠnumero	
 ﾠdi	
 ﾠpazienti	
 ﾠcome	
 ﾠquelli	
 ﾠconsiderati	
 ﾠnell’analisi	
 ﾠe	
 ﾠnel	
 ﾠdataset	
 ﾠ
ricavato	
 ﾠdal	
 ﾠregistro	
 ﾠtraumi.	
 ﾠ
A	
 ﾠ tal	
 ﾠ proposito	
 ﾠ si	
 ﾠ sono	
 ﾠ considerati	
 ﾠ gli	
 ﾠ algoritmi	
 ﾠ per	
 ﾠ la	
 ﾠ costruzione	
 ﾠ di	
 ﾠ alberi	
 ﾠ decisionali,	
 ﾠ
metodologia	
 ﾠche	
 ﾠfornisce	
 ﾠrisultati	
 ﾠfacilmente	
 ﾠinterpretabili	
 ﾠe,	
 ﾠalla	
 ﾠluce	
 ﾠdell’ambiente	
 ﾠdi	
 ﾠstudio,	
 ﾠquindi	
 ﾠ
più	
 ﾠfacilmente	
 ﾠ comunicabili	
 ﾠ al	
 ﾠ personale	
 ﾠ medico,	
 ﾠ per	
 ﾠ un	
 ﾠ eventuale	
 ﾠ utilizzo	
 ﾠ pratico;	
 ﾠ l’esigenza	
 ﾠ di	
 ﾠ
semplicità	
 ﾠè	
 ﾠuna	
 ﾠnecessità	
 ﾠin	
 ﾠambienti	
 ﾠdi	
 ﾠemergenza	
 ﾠdove	
 ﾠgli	
 ﾠaltri	
 ﾠindice	
 ﾠdi	
 ﾠprevisione	
 ﾠdi	
 ﾠtrasfusione	
 ﾠ
massiva	
 ﾠutilizzati	
 ﾠpuntano	
 ﾠsu	
 ﾠrapidità,	
 ﾠimmediatezza	
 ﾠe	
 ﾠsemplicità	
 ﾠin	
 ﾠprimis.	
 ﾠ
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 ﾠ
indice	
 ﾠ
Hb	
 ﾠ
indice	
 ﾠ
be	
 ﾠ
indice	
 ﾠ
SBP	
 ﾠ
indice	
 ﾠ
sex	
 ﾠ
indice	
 ﾠ
FIA	
 ﾠ
indice	
 ﾠ
artiinfbacino	
 ﾠ
Unità	
 ﾠ
Plasma	
 ﾠ
Emazie	
 ﾠ Sangue	
 ﾠ
intero	
 ﾠ
MT	
 ﾠ TASH	
 ﾠ probabilità	
 ﾠ
TASH	
 ﾠ
0	
 ﾠ 1	
 ﾠ 1	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ	
 ﾠ 0	
 ﾠ F	
 ﾠ 3	
 ﾠ 1.798620996	
 ﾠ
8	
 ﾠ 4	
 ﾠ 4	
 ﾠ 1	
 ﾠ 3	
 ﾠ 6	
 ﾠ 16	
 ﾠ 4	
 ﾠ 20	
 ﾠ T	
 ﾠ 23	
 ﾠ 88.0797078	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ	
 ﾠ 0	
 ﾠ F	
 ﾠ 1	
 ﾠ 0.995180187	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ	
 ﾠ 0	
 ﾠ	
 ﾠ 0	
 ﾠ F	
 ﾠ 1	
 ﾠ 0.995180187	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ F	
 ﾠ 1	
 ﾠ 0.995180187	
 ﾠ
4	
 ﾠ 4	
 ﾠ 4	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 7	
 ﾠ 7	
 ﾠ 14	
 ﾠ T	
 ﾠ 13	
 ﾠ 26.89414214	
 ﾠ
0	
 ﾠ 1	
 ﾠ 4	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ F	
 ﾠ 6	
 ﾠ 4.310725494	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 3	
 ﾠ 4	
 ﾠ 3	
 ﾠ 7	
 ﾠ F	
 ﾠ 4	
 ﾠ 2.412702142	
 ﾠ
0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ	
 ﾠ 0	
 ﾠ F	
 ﾠ 2	
 ﾠ 1.338691783	
 ﾠ
6	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 3	
 ﾠ 1	
 ﾠ 3	
 ﾠ 4	
 ﾠ F	
 ﾠ 10	
 ﾠ 13.01084744	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 0	
 ﾠ 	
 ﾠ0	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ F	
 ﾠ 1	
 ﾠ 0.995180187	
 ﾠ
8	
 ﾠ 4	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 3	
 ﾠ 4	
 ﾠ 6	
 ﾠ 10	
 ﾠ T	
 ﾠ 16	
 ﾠ 47.50208125	
 ﾠ
0	
 ﾠ 0	
 ﾠ 4	
 ﾠ 1	
 ﾠ 0	
 ﾠ 3	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ F	
 ﾠ 8	
 ﾠ 7.585818002	
 ﾠ
0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ	
 ﾠ 	
 ﾠ0	
 ﾠ 0	
 ﾠ F	
 ﾠ 0	
 ﾠ 0.739154134	
 ﾠ
0	
 ﾠ 3	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ 3	
 ﾠ 	
 ﾠ0	
 ﾠ ?	
 ﾠ	
 ﾠ 0	
 ﾠ F	
 ﾠ 6	
 ﾠ 4.310725494	
 ﾠ
2	
 ﾠ 1	
 ﾠ 1	
 ﾠ 1	
 ﾠ 0	
 ﾠ 3	
 ﾠ 5	
 ﾠ 9	
 ﾠ 14	
 ﾠ T	
 ﾠ 8	
 ﾠ 7.585818002	
 ﾠ
8	
 ﾠ 4	
 ﾠ 0	
 ﾠ 1	
 ﾠ 0	
 ﾠ 3	
 ﾠ 0	
 ﾠ 0	
 ﾠ 0	
 ﾠ F	
 ﾠ 16	
 ﾠ 47.50208125	
 ﾠ
	
 ﾠ
TABELLA	
 ﾠ6.2	
 ﾠ–	
 ﾠCalcolo	
 ﾠdel	
 ﾠTASH	
 ﾠper	
 ﾠi	
 ﾠpazienti	
 ﾠdel	
 ﾠvalidation	
 ﾠset	
 ﾠe	
 ﾠrelativi	
 ﾠindici	
 ﾠper	
 ﾠil	
 ﾠcalcolo	
 ﾠ
	
 ﾠ
Uno	
 ﾠ degli	
 ﾠ standard	
 ﾠ attualmente	
 ﾠ più	
 ﾠ considerati	
 ﾠ tra	
 ﾠ gli	
 ﾠ algoritmi	
 ﾠ data	
 ﾠ mining	
 ﾠ per	
 ﾠ la	
 ﾠ
costruzione	
 ﾠdi	
 ﾠdecision	
 ﾠtree,	
 ﾠè	
 ﾠil	
 ﾠsoftware	
 ﾠC5.0	
 ﾠdi	
 ﾠRoss	
 ﾠQuinlan,	
 ﾠche	
 ﾠè	
 ﾠstato	
 ﾠdimostrato	
 ﾠavere	
 ﾠesiti	
 ﾠ
estremamente	
 ﾠaccurati	
 ﾠin	
 ﾠesperimenti	
 ﾠdi	
 ﾠclassificazione,	
 ﾠgestendo	
 ﾠanche	
 ﾠun	
 ﾠnumero	
 ﾠestremamente	
 ﾠ
consistente	
 ﾠdi	
 ﾠparametri,	
 ﾠanche	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠe	
 ﾠbioinformatico
[31].	
 ﾠ
6.5.1	
 ﾠL’utilizzo	
 ﾠdi	
 ﾠC5.0	
 ﾠ:	
 ﾠi	
 ﾠtest	
 ﾠsul	
 ﾠdataset	
 ﾠproveniente	
 ﾠdal	
 ﾠRITG	
 ﾠ
Per	
 ﾠl’addestramento	
 ﾠed	
 ﾠimplementazione	
 ﾠdei	
 ﾠdecision	
 ﾠtree,	
 ﾠsi	
 ﾠsono	
 ﾠconsiderati	
 ﾠi	
 ﾠdati	
 ﾠdel	
 ﾠ
dataset	
 ﾠ proveniente	
 ﾠ dal	
 ﾠ registro	
 ﾠ RITG.	
 ﾠ Si	
 ﾠ è	
 ﾠ testato	
 ﾠ poi	
 ﾠ l’albero	
 ﾠ di	
 ﾠ decisione,	
 ﾠ così	
 ﾠ creato,	
 ﾠ su	
 ﾠ un	
 ﾠ
validation	
 ﾠset,	
 ﾠottenuto	
 ﾠdai	
 ﾠdati	
 ﾠdel	
 ﾠregistro	
 ﾠtraumi	
 ﾠarchiviati	
 ﾠpiù	
 ﾠdi	
 ﾠrecente,	
 ﾠper	
 ﾠvedere	
 ﾠl’effettiva	
 ﾠ
capacità	
 ﾠdel	
 ﾠpredittore	
 ﾠdi	
 ﾠindividuare	
 ﾠle	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠanche	
 ﾠin	
 ﾠnuovi	
 ﾠcasi,	
 ﾠsu	
 ﾠcui	
 ﾠnon	
 ﾠè	
 ﾠstato	
 ﾠ
addestrato	
 ﾠl’algoritmo.	
 ﾠ
Per	
 ﾠogni	
 ﾠtest	
 ﾠè	
 ﾠstato	
 ﾠnecessario	
 ﾠpreparare	
 ﾠil	
 ﾠdataset	
 ﾠe	
 ﾠmemorizzare	
 ﾠi	
 ﾠparametri	
 ﾠe	
 ﾠi	
 ﾠdati	
 ﾠ
secondo	
 ﾠle	
 ﾠconvenzioni	
 ﾠrichieste	
 ﾠdal	
 ﾠprogramma	
 ﾠC5.0.	
 ﾠUna	
 ﾠvolta	
 ﾠcostruito	
 ﾠil	
 ﾠpredittore,	
 ﾠviene	
 ﾠfornita	
 ﾠ
dal	
 ﾠsoftware	
 ﾠuna	
 ﾠschermata	
 ﾠche	
 ﾠindica	
 ﾠl’accuratezza	
 ﾠe	
 ﾠgli	
 ﾠerrori	
 ﾠdi	
 ﾠclassificazione	
 ﾠdell’algoritmo	
 ﾠe	
 ﾠ
mostra	
 ﾠuna	
 ﾠrappresentazione	
 ﾠgrafica	
 ﾠdell’albero	
 ﾠdi	
 ﾠdecisione.	
 ﾠ
In	
 ﾠfase	
 ﾠdi	
 ﾠvalidazione	
 ﾠsi	
 ﾠè	
 ﾠutilizzato	
 ﾠinvece	
 ﾠun	
 ﾠprogramma	
 ﾠinteractive	
 ﾠinterpreter	
 ﾠassociato	
 ﾠa	
 ﾠ
C5.0,	
 ﾠche	
 ﾠutilizza	
 ﾠun	
 ﾠfile	
 ﾠcon	
 ﾠil	
 ﾠtest	
 ﾠda	
 ﾠvalidare	
 ﾠed	
 ﾠun	
 ﾠfile	
 ﾠcon	
 ﾠi	
 ﾠparametri,	
 ﾠcome	
 ﾠquelli	
 ﾠusati	
 ﾠper	
 ﾠcreare	
 ﾠ
il	
 ﾠ classificatore,	
 ﾠ ma	
 ﾠ a	
 ﾠ differenza	
 ﾠ dell’algoritmo	
 ﾠ per	
 ﾠ l’apprendimento	
 ﾠ utilizza	
 ﾠ l’albero	
 ﾠ di	
 ﾠ decisione	
 ﾠ
appena	
 ﾠcostruito	
 ﾠper	
 ﾠeffettuare	
 ﾠla	
 ﾠpredizione	
 ﾠsui	
 ﾠnuovi	
 ﾠdati.	
 ﾠ
	
 ﾠ Gli	
 ﾠesiti	
 ﾠdel	
 ﾠvalidation	
 ﾠset	
 ﾠsaranno	
 ﾠutilizzati	
 ﾠper	
 ﾠil	
 ﾠconfronto	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠtest	
 ﾠdi	
 ﾠclassificazione,	
 ﾠ
per	
 ﾠverificare	
 ﾠla	
 ﾠscelta	
 ﾠmigliore	
 ﾠdei	
 ﾠparametri	
 ﾠdal	
 ﾠdataset,	
 ﾠda	
 ﾠutilizzare	
 ﾠper	
 ﾠimplementare	
 ﾠl’albero.	
 ﾠ68 
 
6.5.2	
 ﾠAnalisi	
 ﾠdei	
 ﾠtask	
 ﾠeffettuati	
 ﾠ	
 ﾠ
Le	
 ﾠ prove	
 ﾠ sperimentali	
 ﾠ successive	
 ﾠ sono	
 ﾠ state	
 ﾠ effettuate	
 ﾠ considerando	
 ﾠ un	
 ﾠ numero	
 ﾠ di	
 ﾠ
parametri	
 ﾠcrescente	
 ﾠcon	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠmigliorare	
 ﾠl’accuratezza	
 ﾠdel	
 ﾠclassificatore,	
 ﾠprima	
 ﾠselezionando	
 ﾠi	
 ﾠ
principali	
 ﾠparametri	
 ﾠin	
 ﾠbase	
 ﾠalle	
 ﾠconoscenze	
 ﾠmediche	
 ﾠa	
 ﾠpriori,	
 ﾠpoi	
 ﾠcercando	
 ﾠdi	
 ﾠutilizzare	
 ﾠstrategie	
 ﾠper	
 ﾠ
massimizzare	
 ﾠla	
 ﾠquantità	
 ﾠdi	
 ﾠinformazione	
 ﾠutili	
 ﾠper	
 ﾠcreare	
 ﾠil	
 ﾠclassificatore,	
 ﾠaccettando	
 ﾠtutti	
 ﾠgli	
 ﾠattributi	
 ﾠ
disponibili	
 ﾠnel	
 ﾠdataset	
 ﾠche	
 ﾠnon	
 ﾠfossero	
 ﾠtra	
 ﾠloro	
 ﾠcorrelati	
 ﾠe	
 ﾠquindi	
 ﾠridondanti.	
 ﾠ
Nella	
 ﾠprima	
 ﾠprova	
 ﾠ(test	
 ﾠ1)	
 ﾠsi	
 ﾠsono	
 ﾠconsiderati	
 ﾠi	
 ﾠsoli	
 ﾠattributi	
 ﾠutilizzati	
 ﾠper	
 ﾠil	
 ﾠcalcolo	
 ﾠdel	
 ﾠTASH	
 ﾠ
allo	
 ﾠscopo	
 ﾠdi	
 ﾠcreare	
 ﾠuna	
 ﾠprova	
 ﾠsu	
 ﾠattributi	
 ﾠche	
 ﾠdall’esperienza	
 ﾠclinica	
 ﾠsi	
 ﾠconsiderano	
 ﾠessere	
 ﾠmolto	
 ﾠ
rilevamenti	
 ﾠ nella	
 ﾠ predizione	
 ﾠ delle	
 ﾠ trasfusioni	
 ﾠ massive,	
 ﾠ e	
 ﾠ vedere	
 ﾠ se	
 ﾠ una	
 ﾠ metodologia	
 ﾠ machine	
 ﾠ
learning,	
 ﾠ potesse	
 ﾠ portare	
 ﾠ alle	
 ﾠ stesse	
 ﾠ osservazioni	
 ﾠ e	
 ﾠ pesare	
 ﾠ allo	
 ﾠ stesso	
 ﾠ modo	
 ﾠ i	
 ﾠ parametri	
 ﾠ di	
 ﾠ una	
 ﾠ
metodologia	
 ﾠbasata	
 ﾠsolo	
 ﾠsu	
 ﾠconsiderazioni	
 ﾠmedico-ﾭ‐cliniche.	
 ﾠ
Il	
 ﾠ classificatore	
 ﾠ ottenuto	
 ﾠha	
 ﾠcostruito	
 ﾠun	
 ﾠalbero,	
 ﾠut i l i z z a ndo	
 ﾠs ol o	
 ﾠt r e 	
 ﾠpa r a me t r i 	
 ﾠt r a 	
 ﾠquelli	
 ﾠ
disponibili,	
 ﾠritenendo	
 ﾠil	
 ﾠpiù	
 ﾠimportante,	
 ﾠla	
 ﾠradice	
 ﾠdell’albero,	
 ﾠla	
 ﾠpressione	
 ﾠsistolica	
 ﾠseguita	
 ﾠdal	
 ﾠsesso	
 ﾠe	
 ﾠ
dalla	
 ﾠpresenza	
 ﾠdi	
 ﾠfluidi	
 ﾠintraddominali,	
 ﾠpesando	
 ﾠquindi	
 ﾠin	
 ﾠmaniera	
 ﾠradicalmente	
 ﾠdifferente	
 ﾠi	
 ﾠdati	
 ﾠ
rispetto	
 ﾠall’indice	
 ﾠTASH.	
 ﾠIl	
 ﾠpredittore	
 ﾠsul	
 ﾠtraining	
 ﾠset	
 ﾠha	
 ﾠil	
 ﾠ2.5	
 ﾠ%	
 ﾠdi	
 ﾠerrore,	
 ﾠmargine	
 ﾠdi	
 ﾠerrore	
 ﾠcausato	
 ﾠ
però	
 ﾠdalla	
 ﾠmancata	
 ﾠpredizione	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva	
 ﾠtra	
 ﾠgli	
 ﾠeffettivamente	
 ﾠtrasfusi	
 ﾠmassivi,	
 ﾠdove	
 ﾠ
l’errore	
 ﾠè	
 ﾠdel	
 ﾠ30	
 ﾠ%,	
 ﾠparagonabile	
 ﾠa	
 ﾠquello	
 ﾠottenuto	
 ﾠdall’indice	
 ﾠclinico.	
 ﾠNel	
 ﾠvalidation	
 ﾠset	
 ﾠl’indice	
 ﾠdi	
 ﾠ
predittività	
 ﾠsi	
 ﾠavvicina	
 ﾠal	
 ﾠ25%,	
 ﾠvalore	
 ﾠinferiore	
 ﾠa	
 ﾠquello	
 ﾠottenuto	
 ﾠcon	
 ﾠil	
 ﾠTASH	
 ﾠ(vedi	
 ﾠtabella	
 ﾠ6.8	
 ﾠin	
 ﾠ
Risultati	
 ﾠFinali).	
 ﾠ
Successivamente	
 ﾠ per	
 ﾠ creare	
 ﾠ il	
 ﾠ training	
 ﾠ set	
 ﾠ è	
 ﾠ stato	
 ﾠ considerato	
 ﾠu n 	
 ﾠn u m e r o 	
 ﾠm a g g i o r e 	
 ﾠd i 	
 ﾠ
parametri	
 ﾠ del	
 ﾠ dataset,	
 ﾠ sulla	
 ﾠ base	
 ﾠ di	
 ﾠ considerazioni	
 ﾠ cliniche	
 ﾠ (test	
 ﾠ 2),quindi	
 ﾠ prendendo	
 ﾠ in	
 ﾠ esame	
 ﾠ
attributi	
 ﾠ legati	
 ﾠ a	
 ﾠ parametri	
 ﾠ ematici	
 ﾠ (come	
 ﾠ PH,HCO3,INR,Base	
 ﾠ excess)	
 ﾠ ,	
 ﾠ vitali	
 ﾠ (come	
 ﾠ la	
 ﾠ frequenza	
 ﾠ
respiratoria,la	
 ﾠpressione	
 ﾠsistolica,	
 ﾠl’Sp02)	
 ﾠe	
 ﾠindici	
 ﾠdi	
 ﾠgravità	
 ﾠ(	
 ﾠcome	
 ﾠgli	
 ﾠAbbreviated	
 ﾠInjury	
 ﾠScore	
 ﾠlocali,	
 ﾠ
e	
 ﾠi	
 ﾠseverity	
 ﾠscore),	
 ﾠche	
 ﾠsono	
 ﾠanche	
 ﾠi	
 ﾠprincipali	
 ﾠattributi	
 ﾠutilizzati	
 ﾠin	
 ﾠletteratura	
 ﾠnelle	
 ﾠpredizioni	
 ﾠdi	
 ﾠ
outcome	
 ﾠo	
 ﾠdi	
 ﾠsevere	
 ﾠcoagulopatie	
 ﾠ
[9] [11] [14] [13]	
 ﾠ
In	
 ﾠquesto	
 ﾠtest	
 ﾠin	
 ﾠparticolare	
 ﾠsi	
 ﾠsono	
 ﾠselezionati	
 ﾠi	
 ﾠdati	
 ﾠrelativi	
 ﾠagli	
 ﾠattributi	
 ﾠdi	
 ﾠtipo	
 ﾠnumerico	
 ﾠ
perché	
 ﾠ più	
 ﾠ semplici	
 ﾠ da	
 ﾠ implementare	
 ﾠ nell’algoritmo	
 ﾠ e	
 ﾠ perché	
 ﾠ possono	
 ﾠ indurre	
 ﾠ un	
 ﾠ risultato	
 ﾠ più	
 ﾠ
performante	
 ﾠrispetto	
 ﾠaltri	
 ﾠattributi:	
 ﾠi	
 ﾠdati	
 ﾠnumerici	
 ﾠad	
 ﾠun’analisi	
 ﾠdei	
 ﾠparametri	
 ﾠrelativi	
 ﾠai	
 ﾠtrasfusi	
 ﾠ
massivi,	
 ﾠsembrano	
 ﾠcaratterizzare	
 ﾠmeglio	
 ﾠi	
 ﾠsoggetti	
 ﾠrispetto	
 ﾠtipi	
 ﾠdi	
 ﾠdati,	
 ﾠalla	
 ﾠluce	
 ﾠdella	
 ﾠpossibilità	
 ﾠdi	
 ﾠ
essere	
 ﾠusati	
 ﾠcome	
 ﾠvalori	
 ﾠsu	
 ﾠcui	
 ﾠramificare	
 ﾠl’albero.	
 ﾠTra	
 ﾠgli	
 ﾠattributi	
 ﾠcompilati	
 ﾠpiù	
 ﾠvolte	
 ﾠin	
 ﾠdiverse	
 ﾠfasi	
 ﾠsi	
 ﾠ
sono	
 ﾠ selezionati	
 ﾠ quelli	
 ﾠ maggiormente	
 ﾠ compilati	
 ﾠ a	
 ﾠ seconda	
 ﾠ della	
 ﾠ fase,	
 ﾠ e	
 ﾠ considerando	
 ﾠ anche	
 ﾠ i	
 ﾠ
parametri	
 ﾠrelativi	
 ﾠagli	
 ﾠindici	
 ﾠdi	
 ﾠgravità	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠottenuti	
 ﾠsolo	
 ﾠdopo	
 ﾠun	
 ﾠtempo	
 ﾠconsistente	
 ﾠ
di	
 ﾠintervento	
 ﾠsul	
 ﾠpaziente,	
 ﾠtrascurando	
 ﾠper	
 ﾠora	
 ﾠla	
 ﾠnecessità	
 ﾠdi	
 ﾠun	
 ﾠmodello	
 ﾠche	
 ﾠpossa	
 ﾠessere	
 ﾠcostruito	
 ﾠ
con	
 ﾠi	
 ﾠsoli	
 ﾠparametri	
 ﾠrelativi	
 ﾠalle	
 ﾠprimissime	
 ﾠfasi	
 ﾠdi	
 ﾠsoccorso,	
 ﾠe	
 ﾠche	
 ﾠquindi	
 ﾠsia	
 ﾠutilizzabile	
 ﾠper	
 ﾠuna	
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immediata	
 ﾠpredizione	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva.	
 ﾠLo	
 ﾠscopo	
 ﾠdi	
 ﾠquesta	
 ﾠscelta	
 ﾠdi	
 ﾠparametri	
 ﾠè	
 ﾠdovuto	
 ﾠin	
 ﾠ
questa	
 ﾠfase	
 ﾠall’elaborazione	
 ﾠun	
 ﾠpredittore	
 ﾠprima	
 ﾠdi	
 ﾠtutto	
 ﾠaccurato	
 ﾠ.	
 ﾠ
In	
 ﾠfase	
 ﾠdi	
 ﾠapprendimento	
 ﾠdel	
 ﾠclassificatore	
 ﾠsi	
 ﾠè	
 ﾠusata	
 ﾠla	
 ﾠtecnica	
 ﾠdei	
 ﾠ“boosted	
 ﾠtree”	
 ﾠdescritta	
 ﾠ
nella	
 ﾠsezione	
 ﾠseguente,	
 ﾠin	
 ﾠcui	
 ﾠvengono	
 ﾠutilizzati	
 ﾠpiù	
 ﾠalberi	
 ﾠdecisionali	
 ﾠ“in	
 ﾠparallelo”	
 ﾠ.	
 ﾠQuesta	
 ﾠtecnica	
 ﾠ	
 ﾠ
ha	
 ﾠpermesso	
 ﾠdi	
 ﾠaumentare	
 ﾠsensibilmente	
 ﾠla	
 ﾠpredittività,	
 ﾠtuttavia	
 ﾠrendendo	
 ﾠil	
 ﾠmodello	
 ﾠmeno	
 ﾠsemplice	
 ﾠ
da	
 ﾠcomprendere	
 ﾠda	
 ﾠun	
 ﾠpersonale	
 ﾠesperto	
 ﾠin	
 ﾠquanto	
 ﾠil	
 ﾠpredittore	
 ﾠcon	
 ﾠquesta	
 ﾠopzione	
 ﾠdiventa	
 ﾠun	
 ﾠ
insieme	
 ﾠ di	
 ﾠ alberi	
 ﾠ piuttosto	
 ﾠ che	
 ﾠ un	
 ﾠ albero	
 ﾠ singolo,	
 ﾠ più	
 ﾠ facilmente	
 ﾠ implementabile	
 ﾠ come	
 ﾠ modello	
 ﾠ
decisionale.	
 ﾠQuest’approccio	
 ﾠrisulta	
 ﾠnecessario	
 ﾠper	
 ﾠmigliorare	
 ﾠl’accuratezza	
 ﾠdi	
 ﾠpredizione	
 ﾠrispetto	
 ﾠal	
 ﾠ
classificatore	
 ﾠcostruito	
 ﾠcon	
 ﾠun	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠsingolo:	
 ﾠl’errore	
 ﾠtotale	
 ﾠsul	
 ﾠtraining	
 ﾠset	
 ﾠpassa	
 ﾠinfatti	
 ﾠ
dal	
 ﾠ12	
 ﾠ%	
 ﾠal	
 ﾠ2.5%	
 ﾠnel	
 ﾠtest	
 ﾠcon	
 ﾠil	
 ﾠ“boost”	
 ﾠ,	
 ﾠin	
 ﾠcui	
 ﾠnon	
 ﾠvi	
 ﾠsono	
 ﾠfalsi	
 ﾠnegativi	
 ﾠed	
 ﾠi	
 ﾠveri	
 ﾠpositivi	
 ﾠsi	
 ﾠattestano	
 ﾠ
sul	
 ﾠ80	
 ﾠ%.	
 ﾠNella	
 ﾠtabella	
 ﾠallegata	
 ﾠalla	
 ﾠsezione	
 ﾠ(tabella	
 ﾠ6.3),	
 ﾠsono	
 ﾠdescritti	
 ﾠi	
 ﾠparametri	
 ﾠutilizzati	
 ﾠdal	
 ﾠ
training	
 ﾠset	
 ﾠe	
 ﾠquelli	
 ﾠpoi	
 ﾠeffettivamente	
 ﾠutilizzati	
 ﾠnell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠper	
 ﾠclassificare	
 ﾠle	
 ﾠmassive	
 ﾠ
transfusion:	
 ﾠle	
 ﾠpercentuali	
 ﾠindicano	
 ﾠcon	
 ﾠche	
 ﾠfrequenza	
 ﾠquesti	
 ﾠsiano	
 ﾠstati	
 ﾠconsiderati	
 ﾠnel	
 ﾠclassificare	
 ﾠi	
 ﾠ
casi.	
 ﾠI	
 ﾠrisultati	
 ﾠsul	
 ﾠvalidation	
 ﾠset	
 ﾠsono	
 ﾠmigliori	
 ﾠrispetto	
 ﾠal	
 ﾠprecedente	
 ﾠtest	
 ﾠ1,	
 ﾠcome	
 ﾠsi	
 ﾠpuò	
 ﾠvedere	
 ﾠdalla	
 ﾠ
tabella	
 ﾠnel	
 ﾠparagrafo	
 ﾠ	
 ﾠRisultati	
 ﾠfinali,	
 ﾠmostrando	
 ﾠuna	
 ﾠpredittività	
 ﾠdel	
 ﾠ25	
 ﾠ%	
 ﾠe	
 ﾠun	
 ﾠazzeramento	
 ﾠdei	
 ﾠfalsi	
 ﾠ
negativi,	
 ﾠmigliorando	
 ﾠi	
 ﾠrisultati	
 ﾠdel	
 ﾠTASH	
 ﾠdove	
 ﾠl’errore	
 ﾠdi	
 ﾠquesto	
 ﾠgenere	
 ﾠera	
 ﾠdel	
 ﾠ5%.	
 ﾠ
Si	
 ﾠè	
 ﾠpoi	
 ﾠproceduto	
 ﾠad	
 ﾠingrandire	
 ﾠil	
 ﾠset	
 ﾠdi	
 ﾠdati,	
 ﾠandando	
 ﾠad	
 ﾠinserire	
 ﾠnon	
 ﾠsolo	
 ﾠparametri	
 ﾠdi	
 ﾠtipo	
 ﾠ
numerico	
 ﾠ razionale	
 ﾠ o	
 ﾠ ordinale	
 ﾠ utilizzati	
 ﾠ nel	
 ﾠ precedente	
 ﾠ test	
 ﾠ 2,	
 ﾠ ma	
 ﾠ anche	
 ﾠ di	
 ﾠ tipo	
 ﾠ dicotomico	
 ﾠ e	
 ﾠ
multicotomico,	
 ﾠ scegliendo	
 ﾠ dati	
 ﾠ che	
 ﾠ avessero	
 ﾠ una	
 ﾠ possibile	
 ﾠ correlazione	
 ﾠ medica	
 ﾠ o	
 ﾠ che	
 ﾠ potessero	
 ﾠ
descrivere	
 ﾠin	
 ﾠqualche	
 ﾠmodo	
 ﾠlo	
 ﾠscenario	
 ﾠclinico	
 ﾠper	
 ﾠun	
 ﾠpaziente	
 ﾠtrasfuso	
 ﾠmassivamente,	
 ﾠin	
 ﾠbase	
 ﾠad	
 ﾠ
informazioni	
 ﾠ a	
 ﾠ priori	
 ﾠ (test	
 ﾠ 3)	
 ﾠ. S i 	
 ﾠs o n o 	
 ﾠq u i n d i 	
 ﾠc o n s i d e r a t i 	
 ﾠa n c h e 	
 ﾠc a m p i 	
 ﾠi n 	
 ﾠc u i 	
 ﾠv e n i v a n o 	
 ﾠr e g i s t r a t e 	
 ﾠ
presenza	
 ﾠ o	
 ﾠ meno	
 ﾠ di	
 ﾠ particolari	
 ﾠ procedure	
 ﾠ come	
 ﾠ la	
 ﾠ decompressione	
 ﾠ toracica,o	
 ﾠ la	
 ﾠ presenza	
 ﾠ di	
 ﾠ
incannulamenti	
 ﾠe	
 ﾠintubazioni	
 ﾠ(ad	
 ﾠesempio	
 ﾠper	
 ﾠfornire	
 ﾠossigeno	
 ﾠpuro),o	
 ﾠla	
 ﾠtipologia	
 ﾠdi	
 ﾠtrauma	
 ﾠe	
 ﾠil	
 ﾠtipo	
 ﾠ
di	
 ﾠ esami	
 ﾠ radiografici	
 ﾠ fatti	
 ﾠ nelle	
 ﾠ prime	
 ﾠ ore,	
 ﾠ ritenendo	
 ﾠ che	
 ﾠ questi	
 ﾠ parametri	
 ﾠ potessero	
 ﾠ contenere	
 ﾠ
ulteriori	
 ﾠinformazioni	
 ﾠcaratterizzanti	
 ﾠil	
 ﾠtrasfuso	
 ﾠmassivo.	
 ﾠ	
 ﾠ
L’albero	
 ﾠ di	
 ﾠ decisione	
 ﾠ così	
 ﾠ creato	
 ﾠ ha	
 ﾠ una	
 ﾠ predittività	
 ﾠ del	
 ﾠ 60	
 ﾠ %,	
 ﾠ ma	
 ﾠ sul	
 ﾠ validation	
 ﾠ set	
 ﾠ si	
 ﾠ
comporta	
 ﾠ in	
 ﾠ maniera	
 ﾠ analoga	
 ﾠ al	
 ﾠ quello	
 ﾠ creato	
 ﾠ nel	
 ﾠ test	
 ﾠ 2	
 ﾠc o m e 	
 ﾠè 	
 ﾠp o s s i b i l e 	
 ﾠv e d e r e 	
 ﾠd a l l e 	
 ﾠt a b e l l e 	
 ﾠ
presentate	
 ﾠper	
 ﾠla	
 ﾠconclusione	
 ﾠdelle	
 ﾠanalisi	
 ﾠ(tabella	
 ﾠ6.8).	
 ﾠ
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 ﾠ
TABELLA	
 ﾠ6.3	
 ﾠAttributi	
 ﾠconsiderati	
 ﾠnel	
 ﾠtest	
 ﾠ2	
 ﾠper	
 ﾠla	
 ﾠcreazione	
 ﾠdel	
 ﾠtraining	
 ﾠset	
 ﾠed	
 ﾠattributi	
 ﾠutilizzati	
 ﾠda	
 ﾠC5.0	
 ﾠper	
 ﾠcostruire	
 ﾠl’albero	
 ﾠcon	
 ﾠ
percentuali	
 ﾠdi	
 ﾠutilizzo	
 ﾠnella	
 ﾠclassificazione	
 ﾠ	
 ﾠ
	
 ﾠ
6.5.3	
 ﾠL’algoritmo	
 ﾠdi	
 ﾠboosting	
 ﾠ
C5.0	
 ﾠannovera	
 ﾠtra	
 ﾠle	
 ﾠsue	
 ﾠopzioni	
 ﾠuna	
 ﾠfunzione	
 ﾠdi	
 ﾠboost:	
 ﾠl’utilizzo	
 ﾠdi	
 ﾠquesta	
 ﾠcaratteristica	
 ﾠpuò	
 ﾠ
incrementare	
 ﾠ notevolmente	
 ﾠ le	
 ﾠ prestazioni	
 ﾠ in	
 ﾠ fatto	
 ﾠ di	
 ﾠ accuratezza	
 ﾠ del	
 ﾠ predittore	
 ﾠ MT	
 ﾠ ed	
 ﾠ è	
 ﾠ stata	
 ﾠ
utilizzata	
 ﾠ in	
 ﾠ tutte	
 ﾠ le	
 ﾠ prove	
 ﾠ sperimentali	
 ﾠ effettuate,	
 ﾠ vista	
 ﾠ la	
 ﾠ grande	
 ﾠ efficienza	
 ﾠ e	
 ﾠ rapidità	
 ﾠ di	
 ﾠ
elaborazione,	
 ﾠ ad	
 ﾠ eccezione	
 ﾠ del	
 ﾠ test	
 ﾠ 1	
 ﾠd o v e 	
 ﾠl a 	
 ﾠs c a r s a 	
 ﾠa c c u r a t e z z a 	
 ﾠd e l 	
 ﾠc l a s s i f i c a t o r e 	
 ﾠi n i z i a l e 	
 ﾠn e 	
 ﾠ
impediva	
 ﾠl’implementazione.	
 ﾠ	
 ﾠ
Il	
 ﾠboosting	
 ﾠimplementato	
 ﾠin	
 ﾠC5.0	
 ﾠè	
 ﾠsimile	
 ﾠad	
 ﾠADABOOST	
 ﾠun	
 ﾠalgoritmo	
 ﾠelaborato	
 ﾠda	
 ﾠFreund	
 ﾠe	
 ﾠ
Shapiro[34]	
 ﾠper	
 ﾠstudi	
 ﾠdi	
 ﾠmachine	
 ﾠlearning	
 ﾠed	
 ﾠintelligenza	
 ﾠartificiale:	
 ﾠcon	
 ﾠboost	
 ﾠsi	
 ﾠindica	
 ﾠuno	
 ﾠstrumento	
 ﾠ
algoritmico	
 ﾠ generico	
 ﾠ e	
 ﾠ testato	
 ﾠ per	
 ﾠ la	
 ﾠ produzione	
 ﾠ di	
 ﾠ accurate	
 ﾠ e	
 ﾠ robuste	
 ﾠ regole	
 ﾠ di	
 ﾠ predizione	
 ﾠ
combinando	
 ﾠtra	
 ﾠdi	
 ﾠloro,	
 ﾠclassificatori	
 ﾠa	
 ﾠregole	
 ﾠdecisionali	
 ﾠpiù	
 ﾠgrezzi	
 ﾠe	
 ﾠsemplici.	
 ﾠ
Il	
 ﾠpseudocodice	
 ﾠdi	
 ﾠADABOOST,	
 ﾠil	
 ﾠpiù	
 ﾠconsiderato	
 ﾠmetodo	
 ﾠdi	
 ﾠboosting	
 ﾠè	
 ﾠriportato	
 ﾠin	
 ﾠfigura	
 ﾠ
sottostante	
 ﾠ(figura	
 ﾠ1)[34].	
 ﾠ	
 ﾠ
	
 ﾠADABOOST	
 ﾠsi	
 ﾠè	
 ﾠvisto	
 ﾠessere	
 ﾠcapace	
 ﾠdi	
 ﾠmigliorare	
 ﾠle	
 ﾠprestazioni	
 ﾠdi	
 ﾠnumerosi	
 ﾠalgoritmi	
 ﾠdi	
 ﾠ
apprendimento,	
 ﾠnel	
 ﾠcaso	
 ﾠdi	
 ﾠclassificatori	
 ﾠsemplici	
 ﾠle	
 ﾠmigliorie	
 ﾠsono	
 ﾠnotevoli,	
 ﾠe	
 ﾠsi	
 ﾠpuò	
 ﾠpensare	
 ﾠdi	
 ﾠ
considerare	
 ﾠquest’algoritmo	
 ﾠcome	
 ﾠparte	
 ﾠintegrante	
 ﾠ	
 ﾠ	
 ﾠdell’addestramento	
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del	
 ﾠ classificatore	
 ﾠ stesso:	
 ﾠ non	
 ﾠ stupisce	
 ﾠ
quindi	
 ﾠche	
 ﾠil	
 ﾠboost	
 ﾠsia	
 ﾠdiventata	
 ﾠuna	
 ﾠdelle	
 ﾠ
aggiunte	
 ﾠdi	
 ﾠC5.0	
 ﾠpiù	
 ﾠelogiate.	
 ﾠL’idea	
 ﾠbase	
 ﾠ
dietro	
 ﾠ il	
 ﾠ boosting	
 ﾠ è	
 ﾠ di	
 ﾠ creare	
 ﾠ diversi	
 ﾠ
classificatori	
 ﾠinvece	
 ﾠche	
 ﾠuno	
 ﾠsolo:	
 ﾠciascuno	
 ﾠ
di	
 ﾠessi	
 ﾠfornirà	
 ﾠuna	
 ﾠpredizione	
 ﾠsulla	
 ﾠclasse	
 ﾠ
di	
 ﾠ appartenenza,	
 ﾠ e	
 ﾠ le	
 ﾠ diverse	
 ﾠ predizioni	
 ﾠ
saranno	
 ﾠcontate	
 ﾠper	
 ﾠdeterminare	
 ﾠla	
 ﾠclasse	
 ﾠ
finale.	
 ﾠ Il	
 ﾠ primo	
 ﾠ passo,	
 ﾠ in	
 ﾠ C5.0,	
 ﾠ è	
 ﾠ stato	
 ﾠ	
 ﾠ
quindi	
 ﾠ costruire	
 ﾠ un	
 ﾠ albero	
 ﾠ decisione.	
 ﾠ
utilizzando	
 ﾠ il	
 ﾠ completo	
 ﾠ dataset;	
 ﾠ questo	
 ﾠ
classificatore	
 ﾠ molto	
 ﾠ probabilmente	
 ﾠ
commetterà	
 ﾠdegli	
 ﾠerrori	
 ﾠsu	
 ﾠalcuni	
 ﾠcasi	
 ﾠnei	
 ﾠ
dati.	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ 	
 ﾠ FIGURA	
 ﾠ6.1	
 ﾠ–	
 ﾠIl	
 ﾠpseudocodice	
 ﾠdi	
 ﾠADABOOSt	
 ﾠ
Quando	
 ﾠ sarà	
 ﾠ costruito	
 ﾠ il	
 ﾠ secondo	
 ﾠ classificatore	
 ﾠ sarà	
 ﾠ riposta	
 ﾠ su	
 ﾠ questi	
 ﾠ casi	
 ﾠ più	
 ﾠ attenzione	
 ﾠ nel	
 ﾠ
tentativo	
 ﾠdi	
 ﾠcorreggere	
 ﾠgli	
 ﾠerrori.	
 ﾠIn	
 ﾠgenere	
 ﾠil	
 ﾠsecondo	
 ﾠclassificatore	
 ﾠè	
 ﾠdiverso	
 ﾠdal	
 ﾠprimo,	
 ﾠsbaglierà	
 ﾠ
tuttavia	
 ﾠin	
 ﾠalcuni	
 ﾠcasi	
 ﾠe	
 ﾠquesti	
 ﾠdiventeranno	
 ﾠl’obiettivo	
 ﾠda	
 ﾠmigliorare	
 ﾠper	
 ﾠil	
 ﾠclassificatore	
 ﾠcostruito	
 ﾠ
successivamente.	
 ﾠ
Il	
 ﾠnumero	
 ﾠdi	
 ﾠclassificatori	
 ﾠche	
 ﾠsi	
 ﾠpossono	
 ﾠcostruire	
 ﾠnelle	
 ﾠfasi	
 ﾠdi	
 ﾠboost	
 ﾠè	
 ﾠdetto	
 ﾠboost-ﾭ‐trial	
 ﾠè	
 ﾠpuò	
 ﾠ
essere	
 ﾠgestito	
 ﾠdall’utente	
 ﾠche	
 ﾠne	
 ﾠdeciderà	
 ﾠla	
 ﾠquantità	
 ﾠ.	
 ﾠ	
 ﾠ
Si	
 ﾠè	
 ﾠcercato	
 ﾠin	
 ﾠquesta	
 ﾠanalisi	
 ﾠdi	
 ﾠvedere	
 ﾠquale	
 ﾠfosse	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠprove,	
 ﾠche	
 ﾠottimizzasse	
 ﾠ
l’accuratezza	
 ﾠnella	
 ﾠcostruzione	
 ﾠdel	
 ﾠclassificatore	
 ﾠfinale	
 ﾠa	
 ﾠfronte	
 ﾠdella	
 ﾠcomplessità	
 ﾠcomputazionale	
 ﾠe	
 ﾠ
del	
 ﾠtempo	
 ﾠdi	
 ﾠelaborazione:	
 ﾠil	
 ﾠvalore	
 ﾠottimale	
 ﾠdi	
 ﾠtrial	
 ﾠè	
 ﾠrisultato	
 ﾠessere	
 ﾠintorno	
 ﾠal	
 ﾠ10,	
 ﾠcome	
 ﾠavvalorato	
 ﾠ
anche	
 ﾠda	
 ﾠuno	
 ﾠstudio	
 ﾠin	
 ﾠletteratura	
 ﾠ [33]	
 ﾠche	
 ﾠdimostra	
 ﾠche	
 ﾠoltre	
 ﾠun	
 ﾠcerto	
 ﾠnumero	
 ﾠdi	
 ﾠboost	
 ﾠtrial	
 ﾠle	
 ﾠ
prestazioni	
 ﾠin	
 ﾠaccuratezza	
 ﾠdell’algoritmo	
 ﾠnon	
 ﾠmigliorano.	
 ﾠ
6.5.4	
 ﾠLa	
 ﾠcostruzione	
 ﾠdel	
 ﾠModello	
 ﾠcon	
 ﾠgli	
 ﾠattributi	
 ﾠpiù	
 ﾠpredittivi	
 ﾠ
	
 ﾠ Uno	
 ﾠ dei	
 ﾠ punti	
 ﾠ di	
 ﾠ forza	
 ﾠ del	
 ﾠ TASH,	
 ﾠ come	
 ﾠ detto,	
 ﾠ è	
 ﾠ il	
 ﾠ suo	
 ﾠ essere	
 ﾠ un	
 ﾠ indice	
 ﾠ calcolabile	
 ﾠ su	
 ﾠ
parametri	
 ﾠrilevabili	
 ﾠnella	
 ﾠprima	
 ﾠora	
 ﾠdopo	
 ﾠl’ingresso	
 ﾠin	
 ﾠospedale,	
 ﾠriuscendo	
 ﾠad	
 ﾠanticipare	
 ﾠdiagnosi	
 ﾠdi	
 ﾠ
emorragie	
 ﾠgravi	
 ﾠottenibili	
 ﾠsolo	
 ﾠcon	
 ﾠTAC	
 ﾠo	
 ﾠesami	
 ﾠdi	
 ﾠlaboratorio	
 ﾠaccurati.Tuttavia	
 ﾠquesto	
 ﾠmodello	
 ﾠsi	
 ﾠ
basa	
 ﾠanche	
 ﾠsu	
 ﾠattributi	
 ﾠclinici,	
 ﾠcome	
 ﾠla	
 ﾠgravità	
 ﾠdell’infortunio	
 ﾠaddominale	
 ﾠe	
 ﾠdell’infortunio	
 ﾠpelvi-ﾭ‐arti	
 ﾠ
inferiori,	
 ﾠche	
 ﾠnecessitano	
 ﾠdi	
 ﾠuna	
 ﾠstima	
 ﾠdi	
 ﾠdanni	
 ﾠfisici	
 ﾠper	
 ﾠi	
 ﾠquali	
 ﾠdifficilmente,	
 ﾠsi	
 ﾠriesce	
 ﾠad	
 ﾠarrivare	
 ﾠad	
 ﾠ
una	
 ﾠmisura	
 ﾠnon	
 ﾠarbitraria	
 ﾠe	
 ﾠprecisa	
 ﾠnelle	
 ﾠprime	
 ﾠore	
 ﾠdell’	
 ﾠemergenza.	
 ﾠCon	
 ﾠlo	
 ﾠscopo	
 ﾠdi	
 ﾠcostruire	
 ﾠun	
 ﾠ
predittore	
 ﾠcon	
 ﾠalberi	
 ﾠdi	
 ﾠdecisione	
 ﾠche	
 ﾠpotesse	
 ﾠutilizzare	
 ﾠdei	
 ﾠparametri	
 ﾠottenibili	
 ﾠsolo	
 ﾠnei	
 ﾠprimi	
 ﾠminuti	
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o	
 ﾠnella	
 ﾠprima	
 ﾠora	
 ﾠdi	
 ﾠsoccorso	
 ﾠe	
 ﾠche	
 ﾠpotesse	
 ﾠquindi	
 ﾠ“anticipare”	
 ﾠl’esito	
 ﾠdi	
 ﾠun	
 ﾠeventuale	
 ﾠpredizione	
 ﾠ
TASH,	
 ﾠsi	
 ﾠè	
 ﾠimplementato	
 ﾠil	
 ﾠclassificatore	
 ﾠutilizzando	
 ﾠun	
 ﾠtraining	
 ﾠset	
 ﾠcomposto	
 ﾠda	
 ﾠsoggetti	
 ﾠin	
 ﾠcui	
 ﾠ
venivano	
 ﾠc o n s i d e r a t i 	
 ﾠs o l o 	
 ﾠi 	
 ﾠp a r a m e t r i 	
 ﾠr e l a t i v i 	
 ﾠa l l e 	
 ﾠp r i m e 	
 ﾠf a s i 	
 ﾠd i 	
 ﾠs o c c o r s o 	
 ﾠ(test	
 ﾠ 4).Gli	
 ﾠ attributi	
 ﾠ
considerati	
 ﾠsono	
 ﾠmostrati	
 ﾠnella	
 ﾠtabella	
 ﾠsottostante	
 ﾠ(tabella	
 ﾠ6.4).	
 ﾠL’esito	
 ﾠdella	
 ﾠfase	
 ﾠdi	
 ﾠaddestramento	
 ﾠe	
 ﾠ
costruzione	
 ﾠdell’albero	
 ﾠtuttavia	
 ﾠporta	
 ﾠad	
 ﾠun	
 ﾠpredittore	
 ﾠinaccurato	
 ﾠnel	
 ﾠclassificare	
 ﾠsoprattutto	
 ﾠi	
 ﾠcasi	
 ﾠdi	
 ﾠ
trasfusione	
 ﾠmassiva,	
 ﾠcon	
 ﾠun	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠdel	
 ﾠ5.6%	
 ﾠe	
 ﾠcon	
 ﾠil	
 ﾠ65%	
 ﾠdi	
 ﾠtrasfusi	
 ﾠmassivi	
 ﾠclassificati	
 ﾠ
erroneamente.	
 ﾠL’algoritmo	
 ﾠnon	
 ﾠè	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠiniziare	
 ﾠla	
 ﾠfase	
 ﾠdi	
 ﾠboosting	
 ﾠa	
 ﾠcausa	
 ﾠdegli	
 ﾠerrori	
 ﾠnegli	
 ﾠ
alberi	
 ﾠcreati,	
 ﾠin	
 ﾠquanto	
 ﾠla	
 ﾠclassificazione	
 ﾠdi	
 ﾠciascun	
 ﾠalbero	
 ﾠdi	
 ﾠboost,	
 ﾠavendo	
 ﾠun	
 ﾠalto	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠè	
 ﾠ
considerata	
 ﾠinaffidabile	
 ﾠper	
 ﾠesprimere	
 ﾠuna	
 ﾠpredizione,	
 ﾠe	
 ﾠla	
 ﾠsomma	
 ﾠdi	
 ﾠpredizioni	
 ﾠinaccurate	
 ﾠrischia	
 ﾠdi	
 ﾠ
peggiorare	
 ﾠ ulteriormente	
 ﾠ l’accuratezza	
 ﾠ finale.	
 ﾠ L’impossibilità	
 ﾠ di	
 ﾠ utilizzare	
 ﾠ la	
 ﾠ funzione	
 ﾠ boost	
 ﾠ è	
 ﾠ
probabilmente	
 ﾠdeterminante	
 ﾠnella	
 ﾠnon	
 ﾠaccuratezza	
 ﾠdel	
 ﾠpredittore	
 ﾠfinale	
 ﾠottenuto:	
 ﾠl’albero	
 ﾠcostruito	
 ﾠ
è	
 ﾠbasato	
 ﾠsui	
 ﾠsoli	
 ﾠparametri	
 ﾠdi	
 ﾠPressione	
 ﾠsistolica	
 ﾠal	
 ﾠmomento	
 ﾠdel	
 ﾠsoccorso,sesso	
 ﾠe	
 ﾠbase	
 ﾠexcess.	
 ﾠNel	
 ﾠ
validation	
 ﾠ set,	
 ﾠ come	
 ﾠè 	
 ﾠp o s s i b i l e 	
 ﾠv e d e r e 	
 ﾠd a l l a 	
 ﾠt a b e l l a 	
 ﾠ6 . 8 	
 ﾠn e l l a 	
 ﾠp a r t e 	
 ﾠr e l a t i v a 	
 ﾠa i 	
 ﾠr i s u l t a t i 	
 ﾠf i n a l i , 	
 ﾠi l 	
 ﾠ
predittore	
 ﾠ non	
 ﾠ è	
 ﾠ in	
 ﾠ grado	
 ﾠ di	
 ﾠ individuare	
 ﾠ alcuna	
 ﾠ delle	
 ﾠ trasfusioni	
 ﾠ massive	
 ﾠ risultando	
 ﾠ peggiore	
 ﾠ in	
 ﾠ
quest’ottica	
 ﾠrispetto	
 ﾠal	
 ﾠTASH.	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠTABELLA	
 ﾠ6.4	
 ﾠ–	
 ﾠParametri	
 ﾠconsiderati	
 ﾠnel	
 ﾠtest	
 ﾠ4	
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6.5.5	
 ﾠLa	
 ﾠcostruzione	
 ﾠdel	
 ﾠModello	
 ﾠcon	
 ﾠtutti	
 ﾠgli	
 ﾠattributi	
 ﾠpresenti	
 ﾠnel	
 ﾠregistro	
 ﾠ
L’utilizzo	
 ﾠdi	
 ﾠun	
 ﾠnumero	
 ﾠmaggior	
 ﾠdi	
 ﾠparametri	
 ﾠha	
 ﾠpermesso	
 ﾠdi	
 ﾠarrivare	
 ﾠa	
 ﾠdei	
 ﾠmargine	
 ﾠd’errore	
 ﾠ
totale	
 ﾠdi	
 ﾠclassificazione	
 ﾠnel	
 ﾠtraining	
 ﾠset	
 ﾠparagonabili	
 ﾠall’indice	
 ﾠTASH,	
 ﾠsebbene	
 ﾠi	
 ﾠfalsi	
 ﾠpositivi	
 ﾠsiano	
 ﾠ
ancora	
 ﾠ in	
 ﾠ numero	
 ﾠ consistente.	
 ﾠ Si	
 ﾠ è	
 ﾠ provato	
 ﾠ quindi	
 ﾠd i 	
 ﾠu t i l i z z a r e 	
 ﾠt u t t i 	
 ﾠg l i 	
 ﾠa t t r i b u t i 	
 ﾠd i s p o n i b i l i 	
 ﾠn e l 	
 ﾠ
database	
 ﾠRITG	
 ﾠindipendentemente	
 ﾠdalla	
 ﾠloro	
 ﾠimportanza	
 ﾠclinica	
 ﾠcorrelata	
 ﾠal	
 ﾠrischio	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠ
massive,	
 ﾠcon	
 ﾠl’obiettivo	
 ﾠdi	
 ﾠaumentare	
 ﾠl’informazione	
 ﾠda	
 ﾠfornire	
 ﾠal	
 ﾠclassificatore,	
 ﾠper	
 ﾠaumentarne	
 ﾠ
l’accuratezza,	
 ﾠma	
 ﾠcon	
 ﾠil	
 ﾠrischio	
 ﾠdi	
 ﾠincrementare	
 ﾠl’entropia	
 ﾠdi	
 ﾠinformazione:	
 ﾠinfatti	
 ﾠl’algoritmo	
 ﾠfallisce	
 ﾠ
nel	
 ﾠtentativo	
 ﾠdi	
 ﾠcreare	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠa	
 ﾠcausa	
 ﾠdei	
 ﾠtroppi	
 ﾠerrori	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠaddestramento.	
 ﾠ
Si	
 ﾠè	
 ﾠdeciso	
 ﾠpertanto	
 ﾠdi	
 ﾠapplicare	
 ﾠdelle	
 ﾠmetodiche	
 ﾠper	
 ﾠ“filtrare”	
 ﾠi	
 ﾠdati	
 ﾠridondanti	
 ﾠe	
 ﾠlimitarsi	
 ﾠa	
 ﾠ
dati	
 ﾠ indipendenti	
 ﾠ e	
 ﾠ scorrelati.	
 ﾠ Queste	
 ﾠ metodiche	
 ﾠ saranno	
 ﾠ descritte	
 ﾠ in	
 ﾠ dettaglio	
 ﾠ nel	
 ﾠ capitolo	
 ﾠ
successivo.	
 ﾠ Con	
 ﾠ i	
 ﾠ dati	
 ﾠ ottenuti	
 ﾠ dalla	
 ﾠ procedura	
 ﾠ di	
 ﾠ pre-ﾭ‐elaborazione	
 ﾠ dati	
 ﾠ possiamo	
 ﾠ utilizzare	
 ﾠ un	
 ﾠ
numero	
 ﾠcospicuo	
 ﾠdi	
 ﾠparametri,	
 ﾠrappresentanti	
 ﾠtutti	
 ﾠi	
 ﾠdati	
 ﾠdel	
 ﾠdataset	
 ﾠdel	
 ﾠRITG	
 ﾠritenuti	
 ﾠindipendenti	
 ﾠe	
 ﾠ
scorrelati,	
 ﾠ per	
 ﾠ costruire	
 ﾠ l’albero	
 ﾠ di	
 ﾠ decisione.	
 ﾠ Questo	
 ﾠ consente	
 ﾠ di	
 ﾠ sfruttare	
 ﾠ tutta	
 ﾠ l’informazione	
 ﾠ
disponibile	
 ﾠnel	
 ﾠregistro	
 ﾠminimizzando	
 ﾠle	
 ﾠfonti	
 ﾠdi	
 ﾠridondanza,	
 ﾠper	
 ﾠottenere	
 ﾠuna	
 ﾠmaggiore	
 ﾠpredittività	
 ﾠ
del	
 ﾠclassificatore.	
 ﾠ
	
 ﾠ
6.6	
 ﾠPre-ﾭ‐selezione	
 ﾠDati	
 ﾠ
Come	
 ﾠvisto	
 ﾠprecedentemente	
 ﾠil	
 ﾠdatabase	
 ﾠRITG	
 ﾠcontiene	
 ﾠdati	
 ﾠdi	
 ﾠvaria	
 ﾠtipologia,	
 ﾠpresi	
 ﾠin	
 ﾠdiversi	
 ﾠ
momenti	
 ﾠdurante	
 ﾠla	
 ﾠprestazione	
 ﾠd’emergenza:	
 ﾠci	
 ﾠsono	
 ﾠquindi	
 ﾠattributi	
 ﾠuguali	
 ﾠpresi	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠprimo	
 ﾠ
soccorso	
 ﾠed	
 ﾠin	
 ﾠtempi	
 ﾠsuccessivi.	
 ﾠTuttavia	
 ﾠi	
 ﾠdati	
 ﾠnon	
 ﾠsono	
 ﾠsempre	
 ﾠcompilati,	
 ﾠe	
 ﾠspesso	
 ﾠhanno	
 ﾠlo	
 ﾠstesso	
 ﾠ
valore.	
 ﾠ Si	
 ﾠè 	
 ﾠq u i n d i 	
 ﾠc e r c a t o 	
 ﾠd i 	
 ﾠl i m i t a r e 	
 ﾠl a 	
 ﾠr i d o n d a n z a 	
 ﾠd e i 	
 ﾠd a t i ,	
 ﾠt e n e n d o 	
 ﾠc o n t o 	
 ﾠp e r 	
 ﾠl ’ a n a l i s i ,	
 ﾠd e g l i 	
 ﾠ
attributi	
 ﾠche	
 ﾠavevano	
 ﾠpiù	
 ﾠcampi	
 ﾠcompilati	
 ﾠin	
 ﾠtempi	
 ﾠdiversi.	
 ﾠLe	
 ﾠcoppie	
 ﾠomologhe	
 ﾠeliminate	
 ﾠsono	
 ﾠstate	
 ﾠ
la	
 ﾠGlasgow	
 ﾠcoma	
 ﾠscore,	
 ﾠla	
 ﾠfrequenza	
 ﾠrespiratoria	
 ﾠregistrata	
 ﾠin	
 ﾠpronto	
 ﾠsoccorso	
 ﾠe	
 ﾠla	
 ﾠpressione	
 ﾠsistolica	
 ﾠ
registrata	
 ﾠal	
 ﾠmomento	
 ﾠdell’intervento.	
 ﾠ
6.6.1	
 ﾠL’analisi	
 ﾠdi	
 ﾠCorrelazione	
 ﾠ
Si	
 ﾠè	
 ﾠpoi	
 ﾠproceduto	
 ﾠall’analisi	
 ﾠdi	
 ﾠcorrelazione	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠattributi	
 ﾠpresenti:	
 ﾠquesta	
 ﾠanalisi	
 ﾠha	
 ﾠ
portato	
 ﾠa l l a 	
 ﾠc r e a z i o n e 	
 ﾠd i 	
 ﾠu n 	
 ﾠg r a f o 	
 ﾠc o n n e s s o 	
 ﾠc o n 	
 ﾠt u t t i 	
 ﾠg l i 	
 ﾠa t t r i b u t i 	
 ﾠp i ù 	
 ﾠs t r e t t a m e n t e 	
 ﾠc o r r e l a t i . 	
 ﾠ
L’obiettivo	
 ﾠ di	
 ﾠ questa	
 ﾠ selezione	
 ﾠd i 	
 ﾠp a r a m e t r i 	
 ﾠè	
 ﾠ la	
 ﾠ creazione	
 ﾠ di	
 ﾠ un	
 ﾠ dataset	
 ﾠ il	
 ﾠ più	
 ﾠ possibile	
 ﾠ non	
 ﾠ
ridondante,	
 ﾠ con	
 ﾠ un	
 ﾠ numero	
 ﾠ comunque	
 ﾠ importante	
 ﾠ d’attributi	
 ﾠ ai	
 ﾠ fini	
 ﾠ della	
 ﾠc o s t r u z i o n e 	
 ﾠd e l 	
 ﾠ
classificatore.	
 ﾠL’eliminazione	
 ﾠdi	
 ﾠquesti	
 ﾠparametri	
 ﾠè	
 ﾠun	
 ﾠcontributo	
 ﾠalla	
 ﾠdiminuzione	
 ﾠdel	
 ﾠrumore	
 ﾠdovuto	
 ﾠ
alla	
 ﾠridondanza	
 ﾠdei	
 ﾠparametri	
 ﾠstessi,	
 ﾠe	
 ﾠquindi	
 ﾠè	
 ﾠuna	
 ﾠpossibile	
 ﾠlimitazione	
 ﾠdell’entropia	
 ﾠpiù	
 ﾠche	
 ﾠuna	
 ﾠ
perdita	
 ﾠdi	
 ﾠinformazione.	
 ﾠPer	
 ﾠindividuare	
 ﾠi	
 ﾠparametri	
 ﾠnon	
 ﾠindipendenti	
 ﾠsi	
 ﾠè	
 ﾠcercato	
 ﾠdi	
 ﾠdeterminate	
 ﾠ
quali	
 ﾠcampi	
 ﾠfossero	
 ﾠcorrelati	
 ﾠin	
 ﾠbase	
 ﾠal	
 ﾠcalcolo	
 ﾠdell’indice	
 ﾠdi	
 ﾠcorrelazione,	
 ﾠun	
 ﾠindice	
 ﾠstatistico	
 ﾠper	
 ﾠ
determinare	
 ﾠquanto	
 ﾠfortemente	
 ﾠpossano	
 ﾠessere	
 ﾠrelazionate	
 ﾠdue	
 ﾠvariabili	
 ﾠcausali.	
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Per	
 ﾠil	
 ﾠcalcolo	
 ﾠdelle	
 ﾠcorrelazione	
 ﾠsi	
 ﾠè	
 ﾠproceduto	
 ﾠad	
 ﾠanalizzare	
 ﾠi	
 ﾠdati	
 ﾠin	
 ﾠR,	
 ﾠun	
 ﾠambiente	
 ﾠdi	
 ﾠ
sviluppo	
 ﾠper	
 ﾠl’analisi	
 ﾠstatistica,	
 ﾠsoftware	
 ﾠche	
 ﾠpermette	
 ﾠdi	
 ﾠgestire	
 ﾠdataset	
 ﾠcon	
 ﾠcampi	
 ﾠnon	
 ﾠcompilati	
 ﾠo	
 ﾠ
segnati	
 ﾠda	
 ﾠrumore	
 ﾠstatistico.Per	
 ﾠi	
 ﾠdati	
 ﾠdi	
 ﾠciascun	
 ﾠattributo	
 ﾠsi	
 ﾠè	
 ﾠstudiata	
 ﾠla	
 ﾠcorrelazione	
 ﾠcon	
 ﾠi	
 ﾠdati	
 ﾠdi	
 ﾠ
ciascun	
 ﾠ altro	
 ﾠ attributo	
 ﾠ del	
 ﾠ dataset	
 ﾠ calcolandone	
 ﾠ l’indice.	
 ﾠ Avendo	
 ﾠ dati	
 ﾠ di	
 ﾠ tipo	
 ﾠ numerico	
 ﾠ
razionale,numerico	
 ﾠordinale,	
 ﾠe	
 ﾠdicotomici	
 ﾠè	
 ﾠstato	
 ﾠnecessario	
 ﾠcalcolare	
 ﾠindici	
 ﾠdiversi	
 ﾠa	
 ﾠseconda	
 ﾠdel	
 ﾠ
tipo	
 ﾠdi	
 ﾠdato	
 ﾠcorrelato.	
 ﾠ
Vengono	
 ﾠpresentati	
 ﾠi	
 ﾠvari	
 ﾠindici	
 ﾠdi	
 ﾠcorrelazione	
 ﾠcalcolati:	
 ﾠ
	
 ﾠ
Tra	
 ﾠdue	
 ﾠattributi	
 ﾠquantitativi	
 ﾠo	
 ﾠrazionali:Pearson	
 ﾠr	
 ﾠ
Il	
 ﾠ coefficiente	
 ﾠd i 	
 ﾠPearson	
 ﾠè 	
 ﾠi l 	
 ﾠp i ù 	
 ﾠc o m u n e m e n t e 	
 ﾠs t u d i a t o 	
 ﾠe 	
 ﾠa n a l i z z a t o 	
 ﾠi n d i c e 	
 ﾠd i 	
 ﾠ
correlazione	
 ﾠper	
 ﾠdati	
 ﾠstatistici,	
 ﾠtuttavia	
 ﾠnon	
 ﾠsi	
 ﾠadatta	
 ﾠai	
 ﾠsoli	
 ﾠdati	
 ﾠdi	
 ﾠtipo	
 ﾠquantitativo	
 ﾠnella	
 ﾠsua	
 ﾠ
formulazione	
 ﾠoriginale.	
 ﾠ
Date	
 ﾠdue	
 ﾠvariabili	
 ﾠaleatorie	
 ﾠX	
 ﾠe	
 ﾠY,	
 ﾠindice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠdi	
 ﾠPearson	
 ﾠè	
 ﾠdefinito	
 ﾠcome	
 ﾠla	
 ﾠloro	
 ﾠ
covarianza	
 ﾠdivisa	
 ﾠper	
 ﾠil	
 ﾠprodotto	
 ﾠdelle	
 ﾠdeviazioni	
 ﾠstandard	
 ﾠdelle	
 ﾠdue	
 ﾠvariabili: 
.	
 ﾠ
dove 
,	
 ﾠè	
 ﾠla	
 ﾠcovarianza	
 ﾠtra	
 ﾠX	
 ﾠe	
 ﾠY 
,	
 ﾠsono	
 ﾠle	
 ﾠdue	
 ﾠdeviazioni	
 ﾠstandard	
 ﾠ
Il	
 ﾠcoefficiente	
 ﾠassume	
 ﾠsempre	
 ﾠvalori	
 ﾠcompresi	
 ﾠtra	
 ﾠ-ﾭ‐1	
 ﾠe	
 ﾠ1:	
 ﾠ
	
 ﾠ
Tra	
 ﾠdue	
 ﾠattributi	
 ﾠordinali:Spearman	
 ﾠρ	
 ﾠ
	
 ﾠ Non	
 ﾠè	
 ﾠinfrequente	
 ﾠnei	
 ﾠnostri	
 ﾠdati	
 ﾠtrovarsi	
 ﾠdi	
 ﾠfronte	
 ﾠa	
 ﾠtipologie	
 ﾠdi	
 ﾠdati	
 ﾠdiverse	
 ﾠda	
 ﾠ
quelle	
 ﾠrazionale	
 ﾠo	
 ﾠquantitativa,	
 ﾠcome	
 ﾠi	
 ﾠdati	
 ﾠdi	
 ﾠtipo	
 ﾠordinale:	
 ﾠsi	
 ﾠpensi	
 ﾠalle	
 ﾠscale	
 ﾠGCS	
 ﾠo	
 ﾠagli	
 ﾠindici	
 ﾠ
di	
 ﾠgravità.Per	
 ﾠquesti	
 ﾠdati	
 ﾠsi	
 ﾠcalcola	
 ﾠl’indice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠdi	
 ﾠSpearman	
 ﾠsecondo	
 ﾠla	
 ﾠformula:	
 ﾠ
	
 ﾠ  
	
 ﾠ 	
 ﾠ
	
 ﾠ Dove	
 ﾠgli	
 ﾠn	
 ﾠpunteggi	
 ﾠdelle	
 ﾠvariabili	
 ﾠordinali	
 ﾠX	
 ﾠe	
 ﾠY,	
 ﾠsono	
 ﾠconvertiti	
 ﾠin	
 ﾠranghi	
 ﾠr	
 ﾠed	
 ﾠs	
 ﾠ
rispettivamente,ed	
 ﾠri	
 ﾠ	
 ﾠed	
 ﾠsi	
 ﾠ	
 ﾠsono	
 ﾠi	
 ﾠranghi	
 ﾠall’i-ﾭ‐esima	
 ﾠosservazione.	
 ﾠ
Il	
 ﾠcoefficiente	
 ﾠρ	
 ﾠè	
 ﾠsemplicemente	
 ﾠun	
 ﾠcaso	
 ﾠparticolare	
 ﾠdel	
 ﾠcoefficiente	
 ﾠdi	
 ﾠcorrelazione	
 ﾠ
di	
 ﾠPearson	
 ﾠdove	
 ﾠi	
 ﾠvalori	
 ﾠvengono	
 ﾠconvertiti	
 ﾠin	
 ﾠranghi	
 ﾠprima	
 ﾠdi	
 ﾠcalcolare	
 ﾠil	
 ﾠcoefficiente,anche	
 ﾠ
se	
 ﾠsolitamente	
 ﾠsi	
 ﾠsegue	
 ﾠun	
 ﾠcalcolo	
 ﾠpiù	
 ﾠsemplice,	
 ﾠin	
 ﾠquanto	
 ﾠsi	
 ﾠcalcola	
 ﾠla	
 ﾠdifferenza	
 ﾠD	
 ﾠtra	
 ﾠi	
 ﾠ
ranghi	
 ﾠdelle	
 ﾠdue	
 ﾠmisure	
 ﾠdi	
 ﾠun'osservazione,	
 ﾠottenendo	
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 ﾠ	
 ﾠ	
 ﾠdove 
Di	
 ﾠ=	
 ﾠri	
 ﾠ-ﾭ‐	
 ﾠsi	
 ﾠè	
 ﾠla	
 ﾠdifferenza	
 ﾠdei	
 ﾠranghi,	
 ﾠessendo	
 ﾠri	
 ﾠe	
 ﾠsi	
 ﾠrispettivamente	
 ﾠil	
 ﾠrango	
 ﾠdella	
 ﾠprima	
 ﾠ
variabile	
 ﾠe	
 ﾠdella	
 ﾠseconda	
 ﾠvariabile	
 ﾠdella	
 ﾠi-ﾭ‐esima	
 ﾠosservazione 
N	
 ﾠil	
 ﾠnumero	
 ﾠcomplessivo	
 ﾠdi	
 ﾠosservazioni	
 ﾠ
Tra	
 ﾠattributi	
 ﾠquantitativo	
 ﾠrazionale	
 ﾠo	
 ﾠnumerico	
 ﾠe	
 ﾠboolean:Point	
 ﾠbiserial	
 ﾠ
	
 ﾠ rpb	
 ﾠè	
 ﾠil	
 ﾠcoefficiente	
 ﾠdi	
 ﾠcorrelazione	
 ﾠtra	
 ﾠun	
 ﾠattributo	
 ﾠnominale	
 ﾠbooleano	
 ﾠed	
 ﾠ
uno	
 ﾠnumerico	
 ﾠed	
 ﾠè	
 ﾠun	
 ﾠcaso	
 ﾠparticolare	
 ﾠdell’indice	
 ﾠdi	
 ﾠPearson,	
 ﾠin	
 ﾠformule.Detta	
 ﾠX	
 ﾠla	
 ﾠvariabile	
 ﾠ
con	
 ﾠattributi	
 ﾠbooleani	
 ﾠe	
 ﾠY	
 ﾠquella	
 ﾠcon	
 ﾠattributi	
 ﾠnumerici	
 ﾠ
	
 ﾠrpb	
 ﾠ=	
 ﾠ
€ 
M1 − M0
sy
pq,	
 ﾠ	
 ﾠ
dove	
 ﾠM0	
 ﾠe	
 ﾠM1	
 ﾠsono	
 ﾠi	
 ﾠpunteggi	
 ﾠmedi	
 ﾠdei	
 ﾠvalori	
 ﾠdi	
 ﾠY	
 ﾠassociati	
 ﾠai	
 ﾠvalori	
 ﾠdi	
 ﾠX	
 ﾠcon	
 ﾠun	
 ﾠpunteggio	
 ﾠdi	
 ﾠ
0	
 ﾠo	
 ﾠ1	
 ﾠrispettivamente,	
 ﾠq	
 ﾠ=	
 ﾠ1	
 ﾠ-ﾭ‐	
 ﾠp	
 ﾠ	
 ﾠe	
 ﾠp	
 ﾠsono	
 ﾠle	
 ﾠproporzioni	
 ﾠdi	
 ﾠdati	
 ﾠcon	
 ﾠpunteggio	
 ﾠin	
 ﾠX	
 ﾠdi	
 ﾠ0	
 ﾠo	
 ﾠ1,	
 ﾠ
rispettivamente,	
 ﾠe	
 ﾠsy	
 ﾠè	
 ﾠla	
 ﾠdeviazione	
 ﾠstandard	
 ﾠper	
 ﾠla	
 ﾠpopolazione	
 ﾠdi	
 ﾠdati	
 ﾠy.	
 ﾠ
Tra	
 ﾠdue	
 ﾠattributi	
 ﾠdi	
 ﾠtipo	
 ﾠbooleano:Phi	
 ﾠ
	
 ﾠ 	
 ﾠ Se	
 ﾠ entrambe	
 ﾠ la	
 ﾠ variabili	
 ﾠ sono	
 ﾠ di	
 ﾠ tipo	
 ﾠ boolean	
 ﾠa l l o r a 	
 ﾠl ’ i n d i c e 	
 ﾠd i 	
 ﾠc o r r e l a z i o n e 	
 ﾠp u ò 	
 ﾠ
essere	
 ﾠ calcolato	
 ﾠ in	
 ﾠ maniera	
 ﾠ semplificata	
 ﾠ dall’indice	
 ﾠ di	
 ﾠ Pearson,	
 ﾠu t i l i z z a n d o 	
 ﾠl a 	
 ﾠt a b e l l a 	
 ﾠd i 	
 ﾠ
contingenza,una	
 ﾠtabella	
 ﾠbidimensionale	
 ﾠcon	
 ﾠle	
 ﾠfrequenze	
 ﾠper	
 ﾠogni	
 ﾠcategoria	
 ﾠ
Y\X	
 ﾠ 0	
 ﾠ 1	
 ﾠ Totali	
 ﾠ
1	
 ﾠ A	
 ﾠ B	
 ﾠ A	
 ﾠ+	
 ﾠB	
 ﾠ
0	
 ﾠ C	
 ﾠ D	
 ﾠ C	
 ﾠ+	
 ﾠD	
 ﾠ
Totale	
 ﾠ A	
 ﾠ+	
 ﾠB	
 ﾠ C	
 ﾠ+	
 ﾠD	
 ﾠ N	
 ﾠ
	
 ﾠ
La	
 ﾠformula	
 ﾠè	
 ﾠ:	
 ﾠ
phi	
 ﾠ=	
 ﾠ(BC	
 ﾠ-ﾭ‐	
 ﾠAD)/sqrt((A+B)(C+D)(A+C)(B+D)).	
 ﾠ
che	
 ﾠ non	
 ﾠ è	
 ﾠ altro	
 ﾠ che	
 ﾠ la	
 ﾠ formula	
 ﾠ di	
 ﾠ Pearson	
 ﾠ modificata	
 ﾠ e	
 ﾠ semplificata	
 ﾠ per	
 ﾠ un	
 ﾠ caso	
 ﾠ
completamente	
 ﾠbooleano:a	
 ﾠlivello	
 ﾠcomputazionale	
 ﾠquindi	
 ﾠla	
 ﾠformulazione	
 ﾠnon	
 ﾠcambia	
 ﾠe	
 ﾠpuò	
 ﾠ
essere	
 ﾠutilizzata	
 ﾠla	
 ﾠformula	
 ﾠdi	
 ﾠPearson	
 ﾠimplementata	
 ﾠprecedentemente.	
 ﾠ
Tra	
 ﾠattributi	
 ﾠdi	
 ﾠtipo	
 ﾠbooleano	
 ﾠe	
 ﾠordinale:D	
 ﾠSomers	
 ﾠ
	
 ﾠ 	
 ﾠ Assieme	
 ﾠal	
 ﾠcoefficiente	
 ﾠrank-ﾭ‐biserial	
 ﾠè	
 ﾠl’indice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠusato	
 ﾠtra	
 ﾠdati	
 ﾠbooleani	
 ﾠ
e	
 ﾠdi	
 ﾠtipo	
 ﾠordinale:	
 ﾠsia	
 ﾠD	
 ﾠl’indice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠrelativamente	
 ﾠa	
 ﾠdue	
 ﾠvariabili	
 ﾠC	
 ﾠed	
 ﾠR,	
 ﾠC|R	
 ﾠindica	
 ﾠ
che	
 ﾠ la	
 ﾠ variabile	
 ﾠ C	
 ﾠè 	
 ﾠc o n s i d e r a t a 	
 ﾠl a 	
 ﾠv a r iabile	
 ﾠ indipendente,	
 ﾠ mentre	
 ﾠ la	
 ﾠ R	
 ﾠ si	
 ﾠc o n s i d e r a t a 	
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dipendente,	
 ﾠ con	
 ﾠ n	
 ﾠ numero	
 ﾠ osservazioni,	
 ﾠ e	
 ﾠ P-ﾭ‐Q	
 ﾠ che	
 ﾠ misura	
 ﾠ l’eccesso	
 ﾠ di	
 ﾠ coppie	
 ﾠ discordanti	
 ﾠ
rispetto	
 ﾠle	
 ﾠcoppie	
 ﾠconcordi,	
 ﾠ
	
 ﾠ
€ 
D(C |R) =
P −Q
wr
 
considerando	
 ﾠ	
 ﾠ	
 ﾠ
 
€ 
wr = n
2 = ni
2
i
∑ 	
 ﾠ
Tra	
 ﾠattributi	
 ﾠdi	
 ﾠtipo	
 ﾠordinale	
 ﾠe	
 ﾠnumerico:	
 ﾠ
	
 ﾠ 	
 ﾠ Si	
 ﾠ utilizza	
 ﾠ in	
 ﾠ questo	
 ﾠ caso	
 ﾠ in	
 ﾠ coefficiente	
 ﾠ di	
 ﾠ correlazione	
 ﾠ studiato	
 ﾠ per	
 ﾠ questa	
 ﾠ
particolare	
 ﾠ situazione,	
 ﾠm o l t o 	
 ﾠf r e q u e n t e 	
 ﾠn e l l o 	
 ﾠs t u d i o 	
 ﾠd i 	
 ﾠq u e s t i 	
 ﾠd a t i 	
 ﾠm a 	
 ﾠm e n o 	
 ﾠc o n s i d e rata	
 ﾠ in	
 ﾠ
ambito	
 ﾠstatistico.	
 ﾠ
Le	
 ﾠequazioni	
 ﾠche	
 ﾠdescrivono	
 ﾠl’indice	
 ﾠconsiderando	
 ﾠche	
 ﾠper	
 ﾠuna	
 ﾠvariabile	
 ﾠX	
 ﾠesistono	
 ﾠN	
 ﾠranghi	
 ﾠche	
 ﾠ
ed	
 ﾠ	
 ﾠR	
 ﾠè	
 ﾠla	
 ﾠsomma	
 ﾠdi	
 ﾠquesti	
 ﾠi	
 ﾠranghi,	
 ﾠsono	
 ﾠle	
 ﾠseguenti	
 ﾠ
	
 ﾠ
€ 
Ri
i
N
∑ = N(N +1)	
 ﾠ
Indicando	
 ﾠX	
 ﾠla	
 ﾠvariabile	
 ﾠordinale	
 ﾠed	
 ﾠY	
 ﾠla	
 ﾠvariabile	
 ﾠquantitativa:	
 ﾠ
	
 ﾠ
€ 
Xi
i
k
∑ Yi = RiYi
i
k
∑ 	
 ﾠ
Il	
 ﾠcui	
 ﾠindice	
 ﾠdi	
 ﾠcorrelazione	
 ﾠsarà	
 ﾠ	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠrri=
€ 
RiYi /N −[(N +1) Yi
i
k
∑
i
k
∑
(N
2 −1)/12(sy)
	
 ﾠ
	
 ﾠ
6.6.2	
 ﾠCostruzione	
 ﾠe	
 ﾠordinamento	
 ﾠdel	
 ﾠGrafo	
 ﾠdisconnesso	
 ﾠ
A	
 ﾠseguito	
 ﾠdel	
 ﾠcalcolo	
 ﾠdegli	
 ﾠindici	
 ﾠdi	
 ﾠcorrelazione,	
 ﾠsi	
 ﾠè	
 ﾠcercato	
 ﾠdi	
 ﾠtrovare	
 ﾠuna	
 ﾠsoglia	
 ﾠoltre	
 ﾠcui	
 ﾠ
due	
 ﾠvalori	
 ﾠpotessero	
 ﾠritenersi	
 ﾠassociati.Si	
 ﾠsono	
 ﾠutilizzati	
 ﾠi	
 ﾠgrafici	
 ﾠrelativi	
 ﾠad	
 ﾠogni	
 ﾠcorrelazione,	
 ﾠin	
 ﾠcui	
 ﾠ
sull’asse	
 ﾠdelle	
 ﾠx	
 ﾠera	
 ﾠindicato	
 ﾠun	
 ﾠindice	
 ﾠ	
 ﾠnumerico	
 ﾠtra	
 ﾠ0	
 ﾠe	
 ﾠ1	
 ﾠe	
 ﾠsull’asse	
 ﾠdelle	
 ﾠy	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠcoppie	
 ﾠ
ritenute	
 ﾠcorrelate	
 ﾠutilizzando	
 ﾠcome	
 ﾠsoglia	
 ﾠquell’indice.	
 ﾠSi	
 ﾠè	
 ﾠcercato	
 ﾠquindi	
 ﾠil	
 ﾠvalore	
 ﾠper	
 ﾠcui	
 ﾠla	
 ﾠcurva	
 ﾠ
della	
 ﾠ funzione	
 ﾠ del	
 ﾠ numero	
 ﾠ di	
 ﾠ correlati	
 ﾠ tendesse	
 ﾠ ad	
 ﾠ aver	
 ﾠ un	
 ﾠ cambio	
 ﾠ di	
 ﾠ derivata	
 ﾠ consistente	
 ﾠ per	
 ﾠ
ciascuna	
 ﾠ correlazione	
 ﾠ tra	
 ﾠ tipologie	
 ﾠ dati	
 ﾠ diverse.	
 ﾠ Dopo	
 ﾠ avere	
 ﾠ identificato	
 ﾠ le	
 ﾠ coppie	
 ﾠ con	
 ﾠ indice	
 ﾠ di	
 ﾠ
correlazione	
 ﾠsuperiore	
 ﾠa	
 ﾠquesta	
 ﾠsoglia	
 ﾠcome	
 ﾠcoppie	
 ﾠdi	
 ﾠvalori	
 ﾠcorrelati,	
 ﾠsi	
 ﾠè	
 ﾠproceduto	
 ﾠa	
 ﾠcreare	
 ﾠun	
 ﾠ
Grafo	
 ﾠdelle	
 ﾠCorrelazioni	
 ﾠcon	
 ﾠqueste	
 ﾠcoppie.	
 ﾠI	
 ﾠnodi	
 ﾠdel	
 ﾠgrafo	
 ﾠrappresentano	
 ﾠparametri	
 ﾠe	
 ﾠgli	
 ﾠarchi	
 ﾠ
rappresentano	
 ﾠ le	
 ﾠ correlazioni,	
 ﾠè 	
 ﾠpossibile	
 ﾠ che	
 ﾠ il	
 ﾠ grafo	
 ﾠ sia	
 ﾠ costituito	
 ﾠ da	
 ﾠ più	
 ﾠ sottografi	
 ﾠ sconnessi.	
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L’obiettivo	
 ﾠè	
 ﾠtenere	
 ﾠil	
 ﾠparametro	
 ﾠo	
 ﾠi	
 ﾠparametri	
 ﾠcontenenti	
 ﾠpiù	
 ﾠinformazione,	
 ﾠossia	
 ﾠquelli	
 ﾠcon	
 ﾠgrado	
 ﾠ
massimo	
 ﾠall’interno	
 ﾠdei	
 ﾠvari	
 ﾠGrafi	
 ﾠdi	
 ﾠcorrelazione	
 ﾠche	
 ﾠsi	
 ﾠsaranno	
 ﾠcreati,	
 ﾠprocedendo	
 ﾠad	
 ﾠeliminare	
 ﾠad	
 ﾠ
ogni	
 ﾠpasso	
 ﾠi	
 ﾠnodi	
 ﾠcollegati	
 ﾠa	
 ﾠquelli	
 ﾠdi	
 ﾠgrado	
 ﾠmassimo,	
 ﾠin	
 ﾠuna	
 ﾠsorta	
 ﾠdi	
 ﾠalgoritmo	
 ﾠdi	
 ﾠordinamento	
 ﾠ
topologico.	
 ﾠ Nel	
 ﾠ caso	
 ﾠ di	
 ﾠ grado	
 ﾠ uguale	
 ﾠ si	
 ﾠ eliminerà	
 ﾠ il	
 ﾠ nodo	
 ﾠ il	
 ﾠ cui	
 ﾠ attributo	
 ﾠ è	
 ﾠ meno	
 ﾠ compilato	
 ﾠ nel	
 ﾠ
dataset.	
 ﾠL’obiettivo	
 ﾠdella	
 ﾠprocedura	
 ﾠdi	
 ﾠordinamento	
 ﾠe	
 ﾠeliminazione	
 ﾠè	
 ﾠottenere	
 ﾠun	
 ﾠgrafo	
 ﾠfinale	
 ﾠche	
 ﾠ
dovrà	
 ﾠessere	
 ﾠa)	
 ﾠprivo	
 ﾠdi	
 ﾠarchi;	
 ﾠb)tale	
 ﾠche	
 ﾠciascun	
 ﾠnodo	
 ﾠeliminato	
 ﾠsia	
 ﾠ	
 ﾠconnesso	
 ﾠad	
 ﾠalmeno	
 ﾠuno	
 ﾠdei	
 ﾠ
suoi	
 ﾠnodi;	
 ﾠc)	
 ﾠtra	
 ﾠtutti	
 ﾠi	
 ﾠgrafi	
 ﾠottenibili	
 ﾠda	
 ﾠquello	
 ﾠdi	
 ﾠpartenza	
 ﾠe	
 ﾠche	
 ﾠrispettano	
 ﾠ	
 ﾠa)	
 ﾠe	
 ﾠb)	
 ﾠdeve	
 ﾠavere	
 ﾠil	
 ﾠ
minimo	
 ﾠ numero	
 ﾠ di	
 ﾠ nodi.	
 ﾠ In	
 ﾠ seguito	
 ﾠ a	
 ﾠ 	
 ﾠq u e s t a 	
 ﾠa n a l i s i 	
 ﾠi 	
 ﾠp a r a m e t r i 	
 ﾠf i l t r a t i 	
 ﾠi n 	
 ﾠq u a n t o 	
 ﾠc o n s iderati	
 ﾠ
ridondanti	
 ﾠda	
 ﾠquesta	
 ﾠprocedura	
 ﾠsono	
 ﾠi	
 ﾠseguenti:	
 ﾠ	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠTABELLA	
 ﾠ6.5	
 ﾠ-ﾭ‐	
 ﾠParametri	
 ﾠeliminati	
 ﾠdall’analisi	
 ﾠ
Tra	
 ﾠi	
 ﾠparametri	
 ﾠcorrelati	
 ﾠsono	
 ﾠstati	
 ﾠconsiderati	
 ﾠquelli	
 ﾠpiù	
 ﾠimportanti	
 ﾠe	
 ﾠcon	
 ﾠpiù	
 ﾠcontenuto	
 ﾠ
informativo:	
 ﾠ
	
 ﾠ
	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠTABELLA	
 ﾠ6.6	
 ﾠ–	
 ﾠParametri	
 ﾠa	
 ﾠpiù	
 ﾠalto	
 ﾠcontenuto	
 ﾠinformativo	
 ﾠtra	
 ﾠi	
 ﾠ	
 ﾠcorrelati	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ
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Riassumendo	
 ﾠin	
 ﾠquesto	
 ﾠtest	
 ﾠsono	
 ﾠstati	
 ﾠscelti	
 ﾠi	
 ﾠseguenti	
 ﾠparametri	
 ﾠper	
 ﾠcreare	
 ﾠil	
 ﾠtraining	
 ﾠset:	
 ﾠ
	
 ﾠ
	
 ﾠ
	
 ﾠ 	
 ﾠ 	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ TABELLA	
 ﾠ6.7-ﾭ‐Parametri	
 ﾠconsiderati	
 ﾠnel	
 ﾠtest	
 ﾠ5	
 ﾠ
	
 ﾠ
6.7	
 ﾠRisultati	
 ﾠfinali	
 ﾠ
	
 ﾠ
Completata	
 ﾠ la	
 ﾠ scelta	
 ﾠ dei	
 ﾠ parametri,	
 ﾠ si	
 ﾠ è	
 ﾠ proceduto	
 ﾠa l l ’ a d d e s t r a m e n t o 	
 ﾠe 	
 ﾠc o s t r u z i o n e 	
 ﾠ
dell’albero.	
 ﾠI	
 ﾠrisultati	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠtraining	
 ﾠsono	
 ﾠottimi:	
 ﾠil	
 ﾠdecision	
 ﾠtree	
 ﾠha	
 ﾠlo	
 ﾠ0.7	
 ﾠ%	
 ﾠdi	
 ﾠtasso	
 ﾠdi	
 ﾠerrore	
 ﾠsul	
 ﾠ
totale	
 ﾠdel	
 ﾠset	
 ﾠdi	
 ﾠaddestramento,	
 ﾠe	
 ﾠil	
 ﾠ90	
 ﾠ%	
 ﾠdi	
 ﾠindice	
 ﾠdi	
 ﾠpredittività	
 ﾠsulle	
 ﾠtrasfusioni	
 ﾠmassive.	
 ﾠAnche	
 ﾠil	
 ﾠ
comportamento	
 ﾠcon	
 ﾠil	
 ﾠvalidation	
 ﾠset	
 ﾠdà	
 ﾠrisultati	
 ﾠinteressanti	
 ﾠe	
 ﾠmigliori	
 ﾠdelle	
 ﾠprestazioni	
 ﾠdell’indice	
 ﾠ
TASH:	
 ﾠè	
 ﾠaccurato	
 ﾠal	
 ﾠ92	
 ﾠ%	
 ﾠanche	
 ﾠse	
 ﾠpresenta	
 ﾠ50	
 ﾠ%	
 ﾠdi	
 ﾠfalsi	
 ﾠpositivi	
 ﾠcome	
 ﾠil	
 ﾠTASH.	
 ﾠ	
 ﾠ
Nelle	
 ﾠpagine	
 ﾠseguenti	
 ﾠviene	
 ﾠpresentata	
 ﾠla	
 ﾠtabella	
 ﾠ(tabella	
 ﾠ6.8)	
 ﾠcon	
 ﾠil	
 ﾠconfronto	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠ
esperimenti	
 ﾠ fatti	
 ﾠ costruendo	
 ﾠ decision	
 ﾠ tree	
 ﾠ con	
 ﾠ diverso	
 ﾠt i p o 	
 ﾠe 	
 ﾠn u m e r o 	
 ﾠd i 	
 ﾠa t t r i b u t i .	
 ﾠ Da	
 ﾠ sinistra	
 ﾠ
vengono	
 ﾠ indicati:	
 ﾠ i	
 ﾠ soggetti	
 ﾠ esaminati,	
 ﾠ la	
 ﾠ presenza	
 ﾠ di	
 ﾠ trasfusione	
 ﾠ massiva(t	
 ﾠ o	
 ﾠ f	
 ﾠa 	
 ﾠs e c o n d a 	
 ﾠc h e 	
 ﾠi l 	
 ﾠ
paziente	
 ﾠrispettivamente	
 ﾠsia	
 ﾠstato	
 ﾠtrasfuso	
 ﾠo	
 ﾠmeno)	
 ﾠe	
 ﾠgli	
 ﾠesiti	
 ﾠdei	
 ﾠtest	
 ﾠeffettuati	
 ﾠcon	
 ﾠi	
 ﾠpredittori,	
 ﾠin	
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blu	
 ﾠle	
 ﾠcaselle	
 ﾠcon	
 ﾠ	
 ﾠi	
 ﾠveri	
 ﾠnegativi,	
 ﾠin	
 ﾠgiallo	
 ﾠi	
 ﾠveri	
 ﾠpositivi,	
 ﾠin	
 ﾠrosso	
 ﾠi	
 ﾠfalsi	
 ﾠnegativi	
 ﾠed	
 ﾠin	
 ﾠviola	
 ﾠi	
 ﾠfalsi	
 ﾠ
positivi.	
 ﾠ
I	
 ﾠprimi	
 ﾠ3	
 ﾠtest	
 ﾠmigliorano	
 ﾠprogressivamente	
 ﾠil	
 ﾠloro	
 ﾠcomportamento	
 ﾠnel	
 ﾠvalidation	
 ﾠset,	
 ﾠfino	
 ﾠal	
 ﾠ
terzo	
 ﾠ task	
 ﾠ ed	
 ﾠ arriva	
 ﾠ a	
 ﾠ risultati	
 ﾠ migliori	
 ﾠ del	
 ﾠ TASH	
 ﾠ sul	
 ﾠ validation	
 ﾠ set,	
 ﾠ non	
 ﾠ avendo	
 ﾠ però	
 ﾠ altrettanta	
 ﾠ
accuratezza	
 ﾠ in	
 ﾠ fase	
 ﾠ di	
 ﾠ addestramento,	
 ﾠ dove	
 ﾠ risulta	
 ﾠ meno	
 ﾠ performante	
 ﾠ nel	
 ﾠ classificare	
 ﾠ i	
 ﾠ soggetti	
 ﾠ
effettivamente	
 ﾠtrasfusi.	
 ﾠ
Il	
 ﾠtest	
 ﾠ4	
 ﾠbasato	
 ﾠinvece	
 ﾠsui	
 ﾠdati	
 ﾠsolo	
 ﾠsulle	
 ﾠprime	
 ﾠfasi	
 ﾠdi	
 ﾠsoccorso	
 ﾠnon	
 ﾠè	
 ﾠaccurato	
 ﾠquanto	
 ﾠle	
 ﾠaltre	
 ﾠ
prove	
 ﾠdi	
 ﾠclassificazione,	
 ﾠné	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠaddestramento	
 ﾠné	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠvalidazione:	
 ﾠquesto	
 ﾠa	
 ﾠtestimoniare	
 ﾠ
una	
 ﾠdifficoltà	
 ﾠnotevole	
 ﾠdell’algoritmo	
 ﾠC5.0	
 ﾠ	
 ﾠnel	
 ﾠcostruire	
 ﾠun	
 ﾠalbero	
 ﾠ	
 ﾠcon	
 ﾠpochi	
 ﾠcampi	
 ﾠrispetto	
 ﾠai	
 ﾠtest	
 ﾠ3	
 ﾠ
e	
 ﾠ5,in	
 ﾠcui	
 ﾠquesti	
 ﾠattributi	
 ﾠsiano	
 ﾠcompilati	
 ﾠscarsamente:	
 ﾠi	
 ﾠparametri	
 ﾠlegati	
 ﾠalle	
 ﾠprime	
 ﾠfasi	
 ﾠdi	
 ﾠsoccorso	
 ﾠ
sono	
 ﾠspesso	
 ﾠincompleti	
 ﾠo	
 ﾠmal	
 ﾠcompilati,	
 ﾠal	
 ﾠcontrario	
 ﾠdei	
 ﾠparametri	
 ﾠdi	
 ﾠgravità	
 ﾠo	
 ﾠdi	
 ﾠindice	
 ﾠclinico	
 ﾠche	
 ﾠ
sono	
 ﾠmeglio	
 ﾠregistrati,e	
 ﾠsono	
 ﾠrelativi	
 ﾠa	
 ﾠfasi	
 ﾠpiù	
 ﾠavanzate	
 ﾠdi	
 ﾠassistenza	
 ﾠal	
 ﾠpaziente.Nella	
 ﾠcostruzione	
 ﾠdi	
 ﾠ
un	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠquindi	
 ﾠè	
 ﾠpreferibile	
 ﾠpuntare	
 ﾠad	
 ﾠusare	
 ﾠpiù	
 ﾠattributi	
 ﾠe	
 ﾠscegliendo	
 ﾠper	
 ﾠil	
 ﾠtraining	
 ﾠ
set	
 ﾠun	
 ﾠinsieme	
 ﾠY	
 ﾠcon	
 ﾠi	
 ﾠparametri	
 ﾠmeglio	
 ﾠcompilati.	
 ﾠTuttavia	
 ﾠquesto	
 ﾠtask	
 ﾠrappresenta	
 ﾠun	
 ﾠtentativo	
 ﾠdi	
 ﾠ
utilizzare	
 ﾠ dati	
 ﾠ che	
 ﾠ permetterebbero	
 ﾠ se	
 ﾠ utilizzati	
 ﾠ nella	
 ﾠ pratica	
 ﾠ clinica	
 ﾠ di	
 ﾠ anticipare	
 ﾠ notevolmente	
 ﾠ
rispetto	
 ﾠal	
 ﾠTASH	
 ﾠla	
 ﾠpredizione	
 ﾠdi	
 ﾠuna	
 ﾠpossibile	
 ﾠterapia	
 ﾠcon	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠin	
 ﾠquanto	
 ﾠl’indice	
 ﾠ
utilizzato	
 ﾠ nella	
 ﾠ pratica	
 ﾠ clinica	
 ﾠ sfrutta	
 ﾠ anche	
 ﾠ parametri	
 ﾠ legati	
 ﾠ agli	
 ﾠ inidici	
 ﾠ di	
 ﾠ gravità	
 ﾠ che	
 ﾠ non	
 ﾠ sono	
 ﾠ
considerati	
 ﾠin	
 ﾠquesto	
 ﾠmodello,	
 ﾠe	
 ﾠche	
 ﾠsono	
 ﾠrelativi	
 ﾠad	
 ﾠuna	
 ﾠfase	
 ﾠdi	
 ﾠsoccorso	
 ﾠpiù	
 ﾠavanzata.	
 ﾠ	
 ﾠ
	
 ﾠL’ultimo	
 ﾠtest	
 ﾠ(test	
 ﾠ5)	
 ﾠsvolto	
 ﾠpermette	
 ﾠdi	
 ﾠcostruire	
 ﾠun	
 ﾠpredittore	
 ﾠcon	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠ
accurato	
 ﾠ e	
 ﾠ con	
 ﾠ comportamento	
 ﾠ analogo	
 ﾠ all’indice	
 ﾠ clinico	
 ﾠ TASH.	
 ﾠ Facendo	
 ﾠ un	
 ﾠ confronto	
 ﾠ tra	
 ﾠ la	
 ﾠ
predizione	
 ﾠ di	
 ﾠ quest’ultimo	
 ﾠ e	
 ﾠ i	
 ﾠ classificatori	
 ﾠ elaborati	
 ﾠ con	
 ﾠ C5.0,	
 ﾠ per	
 ﾠ tutti	
 ﾠ i	
 ﾠ casi	
 ﾠ del	
 ﾠ validation	
 ﾠ set	
 ﾠ
compresi	
 ﾠquelli	
 ﾠdi	
 ﾠcui	
 ﾠnon	
 ﾠvi	
 ﾠsono	
 ﾠinformazioni	
 ﾠsulle	
 ﾠtrasfusioni,	
 ﾠè	
 ﾠpossibile	
 ﾠvedere	
 ﾠcome	
 ﾠgli	
 ﾠesiti	
 ﾠ
predittivi	
 ﾠ il	
 ﾠ più	
 ﾠ delle	
 ﾠ volte	
 ﾠ si	
 ﾠ equivalgano.	
 ﾠ Tuttavia	
 ﾠ è	
 ﾠ necessario	
 ﾠ incrementare	
 ﾠ il	
 ﾠ numero	
 ﾠ di	
 ﾠ veri	
 ﾠ
positivi	
 ﾠper	
 ﾠtutti	
 ﾠgli	
 ﾠindici,	
 ﾠper	
 ﾠavere	
 ﾠuna	
 ﾠmetodologia	
 ﾠche	
 ﾠpossa	
 ﾠessere	
 ﾠpiù	
 ﾠaffidabile	
 ﾠda	
 ﾠun	
 ﾠpunto	
 ﾠdi	
 ﾠ
vista	
 ﾠclinico.	
 ﾠQuesti	
 ﾠtest	
 ﾠhanno	
 ﾠpermesso	
 ﾠcomunque	
 ﾠdi	
 ﾠoffrire	
 ﾠun’indicazione	
 ﾠsu	
 ﾠquali	
 ﾠpossano	
 ﾠessere	
 ﾠ
i	
 ﾠparametri	
 ﾠpiù	
 ﾠimportanti	
 ﾠda	
 ﾠutilizzare	
 ﾠper	
 ﾠla	
 ﾠcostruzione	
 ﾠdi	
 ﾠun	
 ﾠmodello	
 ﾠpredittivo	
 ﾠdi	
 ﾠtrasfusione.	
 ﾠ
In	
 ﾠparticolare	
 ﾠnell’ultimo	
 ﾠtest	
 ﾠ(test	
 ﾠ5)	
 ﾠeffettuato	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠè	
 ﾠcostruito	
 ﾠutilizzando	
 ﾠi	
 ﾠ
parametri	
 ﾠd i 	
 ﾠt a b e l l a 	
 ﾠ6 . 9 , 	
 ﾠi l l u s t r a t i 	
 ﾠc o n 	
 ﾠl e 	
 ﾠr e l a t i v e 	
 ﾠp e r c e n t u a l i 	
 ﾠdi	
 ﾠ utilizzo	
 ﾠ nella	
 ﾠ costruzione	
 ﾠ e	
 ﾠ
classificazione	
 ﾠda	
 ﾠparte	
 ﾠdell’algoritmo:	
 ﾠ per	
 ﾠquesto	
 ﾠtask	
 ﾠdi	
 ﾠC5.0	
 ﾠ aventi	
 ﾠ un	
 ﾠ numero	
 ﾠ consistente	
 ﾠ di	
 ﾠ
attributi	
 ﾠ può	
 ﾠ essere	
 ﾠ utile	
 ﾠ saper	
 ﾠ come	
 ﾠ individualmente	
 ﾠ questi	
 ﾠ attributi	
 ﾠ contribuiscono	
 ﾠ al	
 ﾠ
classificatore.	
 ﾠPer	
 ﾠogni	
 ﾠattributo	
 ﾠè	
 ﾠindicata	
 ﾠla	
 ﾠpercentuale	
 ﾠdi	
 ﾠquanto	
 ﾠil	
 ﾠvalore	
 ﾠdi	
 ﾠtale	
 ﾠattributo	
 ﾠè	
 ﾠusato	
 ﾠ
nel	
 ﾠpredire	
 ﾠuna	
 ﾠclasse,	
 ﾠquindi	
 ﾠnel	
 ﾠnostro	
 ﾠalbero	
 ﾠsappiamo	
 ﾠche	
 ﾠl’età	
 ﾠè	
 ﾠutilizzata	
 ﾠquando	
 ﾠsi	
 ﾠclassificano	
 ﾠ
il	
 ﾠ100	
 ﾠ%	
 ﾠdei	
 ﾠcasi	
 ﾠdi	
 ﾠtraining	
 ﾠ
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Soggetto  Trasfusione 
massiva 
probabilità	
 ﾠ
TASH	
 ﾠ
Test	
 ﾠ
1	
 ﾠ
Test	
 ﾠ
2	
 ﾠ
Test	
 ﾠ
3	
 ﾠ
Test 
4 
Test 
5 
Paziente1	
 ﾠ f  13.01084744  f  f  f  f	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ2	
 ﾠ t  7.585818002  f  f  t	
 ﾠ f	
 ﾠ	
 ﾠ t 
Paziente	
 ﾠ3	
 ﾠ t  47.50208125  f  f  f	
 ﾠ 	
 ﾠf	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ4	
 ﾠ t  26.89414214  f  f  f	
 ﾠ 	
 ﾠ	
 ﾠf	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ5	
 ﾠ f  2.412702142  f  f  f  	
 ﾠ	
 ﾠf	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ6	
 ﾠ f  0.739154134  f  f  f  	
 ﾠf	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ7	
 ﾠ f  4.310725494  f  f  f  f	
 ﾠ f 
Paziente	
 ﾠ8	
 ﾠ f  0.995180187  f  f  f  f	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ9	
 ﾠ t  88.0797078  t  t  t	
 ﾠ 	
 ﾠf	
 ﾠ	
 ﾠ t 
Paziente	
 ﾠ10	
 ﾠ f  47.50208125  f  f  f  	
 ﾠ	
 ﾠf	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ11	
 ﾠ f  0.995180187  f  f  f  f	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ12	
 ﾠ f  0.995180187  f  f  f  	
 ﾠf	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ13	
 ﾠ f  1.338691783  f  f  f  f	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ14	
 ﾠ f  4.310725494  f  f  f  	
 ﾠf	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ15	
 ﾠ f  0.995180187  f  f  f  	
 ﾠf	
 ﾠ	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ16	
 ﾠ f  7.585818002  f  f  f  	
 ﾠf	
 ﾠ	
 ﾠ f 
Paziente	
 ﾠ17	
 ﾠ f  1.798620996  f  f  ?  f	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ	
 ﾠ f 
	
 ﾠ TABELLA	
 ﾠ6.8-ﾭ‐	
 ﾠConfronto	
 ﾠtra	
 ﾠi	
 ﾠvari	
 ﾠtest	
 ﾠeffettuati	
 ﾠe	
 ﾠl’esito	
 ﾠdel	
 ﾠTASH	
 ﾠnel	
 ﾠvalidation	
 ﾠset	
 ﾠ
	
 ﾠ
100%	
 ﾠ	
 ﾠetà	
 ﾠ
98	
 ﾠ%	
 ﾠsesso	
 ﾠ
98%	
 ﾠ	
 ﾠtipo	
 ﾠtrauma	
 ﾠ
96%	
 ﾠ	
 ﾠgr_testa	
 ﾠ
96%	
 ﾠ	
 ﾠgr_rachidecervi	
 ﾠ
96%	
 ﾠ	
 ﾠgr	
 ﾠaddominale	
 ﾠ
96%	
 ﾠ	
 ﾠgr_artisup	
 ﾠ
96%	
 ﾠ	
 ﾠgravità	
 ﾠarti	
 ﾠinferiori	
 ﾠe	
 ﾠpelvi	
 ﾠ
95%	
 ﾠ	
 ﾠISS	
 ﾠ
95%	
 ﾠ	
 ﾠNISS	
 ﾠ
86%	
 ﾠ	
 ﾠgravità	
 ﾠrachidedorsale	
 ﾠ
83%	
 ﾠ	
 ﾠgravità	
 ﾠtorace	
 ﾠ
82%	
 ﾠ	
 ﾠTRNISS	
 ﾠ
73%	
 ﾠ	
 ﾠfluidi	
 ﾠendovena	
 ﾠ
68%	
 ﾠ	
 ﾠIncannulamento	
 ﾠvena	
 ﾠ
65%	
 ﾠ	
 ﾠtempo	
 ﾠchiamata	
 ﾠ
65%	
 ﾠ	
 ﾠSpo2	
 ﾠ
63%	
 ﾠ	
 ﾠRTS	
 ﾠ
62%	
 ﾠ	
 ﾠInfusione	
 ﾠsangue	
 ﾠ
55%	
 ﾠ	
 ﾠintubazione	
 ﾠpreospedaliera	
 ﾠ
47%	
 ﾠ	
 ﾠPO2	
 ﾠ
43%	
 ﾠ	
 ﾠindice	
 ﾠemoglobina	
 ﾠ
41%	
 ﾠ	
 ﾠPS	
 ﾠCalibroMax	
 ﾠ
38%	
 ﾠ	
 ﾠPS	
 ﾠcannule	
 ﾠ
33%	
 ﾠ	
 ﾠPS	
 ﾠpolso	
 ﾠ
25%	
 ﾠ	
 ﾠgravità	
 ﾠrachidelombare	
 ﾠ
25%	
 ﾠ	
 ﾠRx	
 ﾠbacino	
 ﾠ
23%	
 ﾠ	
 ﾠairway	
 ﾠ
16%	
 ﾠ	
 ﾠlattati	
 ﾠ
Tabella	
 ﾠ6.9	
 ﾠ–	
 ﾠParametri	
 ﾠutilizzati	
 ﾠnel	
 ﾠtest	
 ﾠ5	
 ﾠe	
 ﾠralative	
 ﾠpercentuali	
 ﾠdi	
 ﾠutilizzo	
 ﾠnel	
 ﾠclassificatore	
 ﾠ
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Tra	
 ﾠgli	
 ﾠattributi	
 ﾠpiù	
 ﾠutilizzati	
 ﾠnell’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠ(che	
 ﾠanche	
 ﾠin	
 ﾠquesto	
 ﾠcaso	
 ﾠè	
 ﾠin	
 ﾠrealtà	
 ﾠun	
 ﾠ
boosted	
 ﾠtree)	
 ﾠcostruito	
 ﾠdall’algoritmo	
 ﾠ	
 ﾠvi	
 ﾠsono	
 ﾠalcuni	
 ﾠdei	
 ﾠ	
 ﾠparametri	
 ﾠutilizzati	
 ﾠdal	
 ﾠTASH,	
 ﾠossia	
 ﾠindice	
 ﾠ
gravità	
 ﾠaddominale	
 ﾠe	
 ﾠdegli	
 ﾠarti	
 ﾠinferiori	
 ﾠe	
 ﾠpelvi,	
 ﾠed	
 ﾠalcuni	
 ﾠdegli	
 ﾠattributi	
 ﾠclinici,	
 ﾠcome	
 ﾠISS	
 ﾠe	
 ﾠNISS,	
 ﾠche	
 ﾠ
sono	
 ﾠ considerati	
 ﾠ i	
 ﾠ più	
 ﾠ importanti	
 ﾠ nella	
 ﾠ stima	
 ﾠ di	
 ﾠ outcome	
 ﾠo 	
 ﾠd i 	
 ﾠc o a g u l o p a t i e . 	
 ﾠT u t t a v i a 	
 ﾠp a r a m e t r i 	
 ﾠ
verificati	
 ﾠe s s e r e 	
 ﾠf o r t e m e n t e 	
 ﾠpredittivi	
 ﾠc o m e 	
 ﾠi l 	
 ﾠp h 	
 ﾠe 	
 ﾠi l 	
 ﾠb a s e 	
 ﾠe x c e s s 	
 ﾠn o n 	
 ﾠs o n o 	
 ﾠs t a t i 	
 ﾠc o n s i d e r a t i 	
 ﾠ
nell’analisi	
 ﾠperché	
 ﾠeliminati	
 ﾠdalla	
 ﾠpreselezione	
 ﾠin	
 ﾠquanto	
 ﾠcontenenti	
 ﾠridondanza	
 ﾠdi	
 ﾠinformazione.	
 ﾠ
Queste	
 ﾠdefezioni	
 ﾠnon	
 ﾠsi	
 ﾠriflettono	
 ﾠsull’accuratezza	
 ﾠdel	
 ﾠpredittore	
 ﾠfinale	
 ﾠche	
 ﾠè	
 ﾠanzi	
 ﾠmaggiore	
 ﾠper	
 ﾠil	
 ﾠtest	
 ﾠ
in	
 ﾠcui	
 ﾠqueste	
 ﾠcaratteristiche	
 ﾠnon	
 ﾠsono	
 ﾠstate	
 ﾠconsiderate	
 ﾠtra	
 ﾠgli	
 ﾠattributi	
 ﾠsu	
 ﾠcui	
 ﾠcostruire	
 ﾠil	
 ﾠdataset.	
 ﾠ
Anche	
 ﾠil	
 ﾠtasso	
 ﾠdi	
 ﾠemoglobina,	
 ﾠche	
 ﾠè	
 ﾠuno	
 ﾠdei	
 ﾠvalori	
 ﾠche	
 ﾠinfluenzano	
 ﾠmaggiormente	
 ﾠil	
 ﾠcalcolo	
 ﾠdell’indice	
 ﾠ
TASH	
 ﾠ pesando	
 ﾠ fortemente	
 ﾠ per	
 ﾠ valori	
 ﾠ critici	
 ﾠ sulla	
 ﾠ probabilità	
 ﾠ di	
 ﾠ trasfusione	
 ﾠ massiva,	
 ﾠ viene	
 ﾠ poco	
 ﾠ
considerato	
 ﾠdall’	
 ﾠalbero	
 ﾠed	
 ﾠin	
 ﾠramificazioni	
 ﾠprofonde	
 ﾠin	
 ﾠquesto	
 ﾠultimo	
 ﾠtest.	
 ﾠ	
 ﾠ
	
 ﾠ
6.8	
 ﾠConclusioni	
 ﾠe	
 ﾠsviluppi	
 ﾠ
	
 ﾠ
L’utilizzo	
 ﾠdi	
 ﾠuna	
 ﾠtecnica	
 ﾠdi	
 ﾠdata	
 ﾠmining	
 ﾠsemplice,	
 ﾠma	
 ﾠcomunque	
 ﾠsofisticata,	
 ﾠcome	
 ﾠl’albero	
 ﾠdi	
 ﾠ
decisione,	
 ﾠci	
 ﾠha	
 ﾠpermesso	
 ﾠdi	
 ﾠcreare	
 ﾠun	
 ﾠindice	
 ﾠpredittivo	
 ﾠdi	
 ﾠtrasfusioni	
 ﾠmassive	
 ﾠparagonabile	
 ﾠcome	
 ﾠ
prestazione	
 ﾠall’indice	
 ﾠclinico	
 ﾠpiù	
 ﾠaccurato	
 ﾠe	
 ﾠconsiderato	
 ﾠdal	
 ﾠpersonale	
 ﾠmedico	
 ﾠesperto:	
 ﾠè	
 ﾠtuttavia	
 ﾠuna	
 ﾠ
metodologia	
 ﾠnon	
 ﾠesente	
 ﾠda	
 ﾠerrori	
 ﾠche,	
 ﾠin	
 ﾠuna	
 ﾠipotetica	
 ﾠapplicazione	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠ“bed-ﾭ‐side”,	
 ﾠ
risulterebbero	
 ﾠestremamente	
 ﾠrilevanti.	
 ﾠVa	
 ﾠin	
 ﾠogni	
 ﾠcaso	
 ﾠevidenziato	
 ﾠcome	
 ﾠil	
 ﾠset	
 ﾠdi	
 ﾠdati	
 ﾠsia	
 ﾠristretto	
 ﾠad	
 ﾠ
un	
 ﾠnumero	
 ﾠdi	
 ﾠcasi	
 ﾠpiuttosto	
 ﾠesiguo	
 ﾠrispetto	
 ﾠal	
 ﾠnumero	
 ﾠche	
 ﾠC5.0	
 ﾠè	
 ﾠin	
 ﾠgrado	
 ﾠdi	
 ﾠelaborare	
 ﾠ:	
 ﾠil	
 ﾠsoftware	
 ﾠ
permette	
 ﾠinfatti	
 ﾠrisultati	
 ﾠmigliori	
 ﾠsu	
 ﾠdataset	
 ﾠcon	
 ﾠnumeri	
 ﾠpiù	
 ﾠimportanti	
 ﾠdi	
 ﾠistanze,	
 ﾠper	
 ﾠscongiurare	
 ﾠi	
 ﾠ
problemi	
 ﾠdi	
 ﾠoverfitting,	
 ﾠtuttavia	
 ﾠuna	
 ﾠgrossa	
 ﾠmole	
 ﾠdi	
 ﾠdati	
 ﾠpotrebbe	
 ﾠinfluire	
 ﾠsui	
 ﾠcosti	
 ﾠcomputazionali	
 ﾠ
che	
 ﾠin	
 ﾠquesta	
 ﾠanalisi	
 ﾠnon	
 ﾠsono	
 ﾠmai	
 ﾠstati	
 ﾠconsiderati	
 ﾠin	
 ﾠquanto	
 ﾠil	
 ﾠtempo	
 ﾠdi	
 ﾠelaborazione	
 ﾠdei	
 ﾠpredittori	
 ﾠ
è	
 ﾠstato	
 ﾠsempre	
 ﾠinferiore	
 ﾠai	
 ﾠdue	
 ﾠsecondi	
 ﾠ.	
 ﾠIl	
 ﾠriscontro	
 ﾠdi	
 ﾠun	
 ﾠnon	
 ﾠtrascurabile	
 ﾠnumero	
 ﾠdi	
 ﾠparametri	
 ﾠmal	
 ﾠ
compilato	
 ﾠo	
 ﾠnon	
 ﾠcompilato	
 ﾠdel	
 ﾠtutto,	
 ﾠrappresenta	
 ﾠuna	
 ﾠpossibile	
 ﾠfonte	
 ﾠdi	
 ﾠrumore	
 ﾠnel	
 ﾠtraining	
 ﾠset	
 ﾠatto	
 ﾠ
a	
 ﾠcostruire	
 ﾠil	
 ﾠpredittore,	
 ﾠe	
 ﾠquesto	
 ﾠrumore	
 ﾠsi	
 ﾠriflette	
 ﾠpesantemente	
 ﾠsul	
 ﾠclassificatore	
 ﾠcreato.	
 ﾠLa	
 ﾠscarsa	
 ﾠ
completezza	
 ﾠdi	
 ﾠdati	
 ﾠdel	
 ﾠregistro	
 ﾠè	
 ﾠdovuta	
 ﾠprincipalmente	
 ﾠalla	
 ﾠgrandezza	
 ﾠstessa	
 ﾠdel	
 ﾠdatabase	
 ﾠche	
 ﾠ
rende	
 ﾠdifficile	
 ﾠper	
 ﾠil	
 ﾠpersonale	
 ﾠaddetto	
 ﾠl’accurata	
 ﾠcompilazione	
 ﾠdi	
 ﾠtutti	
 ﾠi	
 ﾠcampi;	
 ﾠconsiderando	
 ﾠche	
 ﾠil	
 ﾠ
predittore	
 ﾠmigliore	
 ﾠutilizza	
 ﾠsolo	
 ﾠalcuni	
 ﾠdi	
 ﾠquesti	
 ﾠparametri	
 ﾠe	
 ﾠche	
 ﾠl’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠcostruito	
 ﾠsfrutta	
 ﾠ
una	
 ﾠquantità	
 ﾠdi	
 ﾠattributi	
 ﾠancora	
 ﾠminore,	
 ﾠla	
 ﾠselezione	
 ﾠdi	
 ﾠquesti	
 ﾠpuò	
 ﾠfornire	
 ﾠcomunque	
 ﾠal	
 ﾠpersonale	
 ﾠ
sanitario	
 ﾠ le	
 ﾠ informazioni	
 ﾠ necessarie	
 ﾠ per	
 ﾠ stabilire	
 ﾠ quali	
 ﾠ siano	
 ﾠ i	
 ﾠ campi	
 ﾠ chiave	
 ﾠ più	
 ﾠ importanti	
 ﾠ nella	
 ﾠ
compilazione	
 ﾠdel	
 ﾠregistro.	
 ﾠ
	
 ﾠ Tecniche	
 ﾠ data	
 ﾠ mining	
 ﾠ snelle	
 ﾠ e	
 ﾠ computazionalmente	
 ﾠ poco	
 ﾠ onerose,	
 ﾠ come	
 ﾠ gli	
 ﾠ alberi	
 ﾠ di	
 ﾠ
decisione,	
 ﾠ possono	
 ﾠ essere	
 ﾠ implementate	
 ﾠ anche	
 ﾠ direttamente	
 ﾠ nelle	
 ﾠ applicazioni	
 ﾠ che	
 ﾠgestiscono	
 ﾠ il	
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database,	
 ﾠper	
 ﾠottenere	
 ﾠpiù	
 ﾠrapidamente	
 ﾠuna	
 ﾠpredizione	
 ﾠimmediatamente	
 ﾠsuccessiva	
 ﾠo	
 ﾠal	
 ﾠmomento	
 ﾠ
della	
 ﾠregistrazione	
 ﾠdei	
 ﾠdati.	
 ﾠL’attuale	
 ﾠdatabase	
 ﾠcon	
 ﾠil	
 ﾠregistro	
 ﾠtraumi	
 ﾠè	
 ﾠcomunque	
 ﾠcompilato	
 ﾠa	
 ﾠseguito	
 ﾠ
del	
 ﾠtrattamento	
 ﾠdel	
 ﾠpaziente,	
 ﾠquindi	
 ﾠi	
 ﾠrisultati	
 ﾠottenibili	
 ﾠcon	
 ﾠi	
 ﾠdati	
 ﾠRITG	
 ﾠpotranno	
 ﾠessere	
 ﾠunicamente	
 ﾠ
di	
 ﾠ tipo	
 ﾠ retrospettivo;	
 ﾠ è	
 ﾠ invece	
 ﾠ più	
 ﾠ interessante	
 ﾠ studiare	
 ﾠ l’implementazione	
 ﾠ di	
 ﾠ modelli	
 ﾠ predittivi	
 ﾠ
all’interno	
 ﾠdi	
 ﾠstrutture	
 ﾠdati	
 ﾠcostruite	
 ﾠsu	
 ﾠparametri	
 ﾠrilevati	
 ﾠin	
 ﾠtempo	
 ﾠreale	
 ﾠdurante	
 ﾠle	
 ﾠprime	
 ﾠfasi	
 ﾠdi	
 ﾠ
soccorso,	
 ﾠal	
 ﾠfine	
 ﾠdi	
 ﾠrealizzare	
 ﾠun	
 ﾠpredittore	
 ﾠcon	
 ﾠeffettiva	
 ﾠutilità	
 ﾠclinica.	
 ﾠAttualmente	
 ﾠi	
 ﾠparametri	
 ﾠnelle	
 ﾠ
prime	
 ﾠfasi	
 ﾠdi	
 ﾠsoccorso,	
 ﾠse	
 ﾠrilevati,	
 ﾠsono	
 ﾠregistrati	
 ﾠa	
 ﾠmano;	
 ﾠcon	
 ﾠl’evoluzione	
 ﾠdella	
 ﾠtelemedicina	
 ﾠe	
 ﾠdei	
 ﾠ
dispositivi	
 ﾠ di	
 ﾠ registrazione	
 ﾠ e	
 ﾠ rilevazione	
 ﾠ dei	
 ﾠ parametri	
 ﾠ vitali,	
 ﾠ è	
 ﾠ possibile	
 ﾠ che	
 ﾠ i	
 ﾠ dati	
 ﾠ vengano	
 ﾠ
direttamente	
 ﾠimmessi	
 ﾠin	
 ﾠun	
 ﾠregistro	
 ﾠo	
 ﾠin	
 ﾠun	
 ﾠdatabase	
 ﾠal	
 ﾠmomento	
 ﾠdella	
 ﾠmisurazione.	
 ﾠ	
 ﾠ
Il	
 ﾠgrosso	
 ﾠvantaggio	
 ﾠdel	
 ﾠTASH	
 ﾠrispetto	
 ﾠai	
 ﾠpredittori	
 ﾠcalcolati	
 ﾠdai	
 ﾠdecison	
 ﾠtree	
 ﾠsta	
 ﾠsoprattutto	
 ﾠ
nella	
 ﾠsemplicità	
 ﾠdi	
 ﾠcalcolo	
 ﾠe	
 ﾠdi	
 ﾠderivazione	
 ﾠanche	
 ﾠ“bed-ﾭ‐side”,	
 ﾠsfruttando	
 ﾠparametri	
 ﾠottenibili	
 ﾠnei	
 ﾠprimi	
 ﾠ
minuti	
 ﾠdopo	
 ﾠl’arrivo	
 ﾠin	
 ﾠospedale.	
 ﾠL’albero	
 ﾠdi	
 ﾠdecisione	
 ﾠsi	
 ﾠbasa	
 ﾠanche	
 ﾠsu	
 ﾠparametri	
 ﾠche	
 ﾠpossono	
 ﾠessere	
 ﾠ
misurati	
 ﾠin	
 ﾠanticipo	
 ﾠrispetto	
 ﾠalcuni	
 ﾠcampi	
 ﾠdel	
 ﾠTASH;	
 ﾠtuttavia	
 ﾠquesti,	
 ﾠin	
 ﾠnumero	
 ﾠlimitato	
 ﾠe	
 ﾠspesso	
 ﾠmal	
 ﾠ
compilati,	
 ﾠnon	
 ﾠpermettono	
 ﾠda	
 ﾠsoli	
 ﾠla	
 ﾠcostruzione	
 ﾠdi	
 ﾠun	
 ﾠalbero	
 ﾠaccurato.	
 ﾠ	
 ﾠ
	
 ﾠUn	
 ﾠalbero	
 ﾠdi	
 ﾠdecisione	
 ﾠè	
 ﾠuna	
 ﾠsoluzione	
 ﾠestremamente	
 ﾠsemplice	
 ﾠe	
 ﾠfacilmente	
 ﾠriproducibile	
 ﾠ
ed	
 ﾠinterpretabile	
 ﾠdal	
 ﾠpersonale	
 ﾠmedico	
 ﾠesperto;tuttavia	
 ﾠper	
 ﾠpoter	
 ﾠavere	
 ﾠrisultati	
 ﾠaccurati	
 ﾠutilizzando	
 ﾠ
questi	
 ﾠdati,	
 ﾠè	
 ﾠsempre	
 ﾠnecessario	
 ﾠl’ausilio	
 ﾠdi	
 ﾠimplementazioni	
 ﾠpiù	
 ﾠcomplesse	
 ﾠcome	
 ﾠil	
 ﾠboosting,	
 ﾠche	
 ﾠ
rendono	
 ﾠ il	
 ﾠ modello	
 ﾠ predittivo	
 ﾠ più	
 ﾠ sofisticato	
 ﾠ e	
 ﾠ quindi	
 ﾠ più	
 ﾠ difficilmente	
 ﾠ utilizzabile	
 ﾠ da	
 ﾠ parte	
 ﾠ del	
 ﾠ
personale.	
 ﾠ Vista	
 ﾠl a 	
 ﾠd i f ficoltà	
 ﾠ di	
 ﾠ creare	
 ﾠ alberi	
 ﾠ decisionali	
 ﾠ semplici,	
 ﾠc h e 	
 ﾠoffrano	
 ﾠ anche	
 ﾠ predizioni	
 ﾠ
sufficientemente	
 ﾠ accurate,	
 ﾠ si	
 ﾠ pensa	
 ﾠ non	
 ﾠ sia	
 ﾠ possibile	
 ﾠ superare,	
 ﾠ in	
 ﾠ fatto	
 ﾠ d’immediatezza,	
 ﾠ l’indice	
 ﾠ
basato	
 ﾠ su	
 ﾠ sole	
 ﾠ considerazioni	
 ﾠ cliniche,	
 ﾠa l 	
 ﾠm o m e n t o 	
 ﾠd e l l ’ u t i l i z z o 	
 ﾠi n 	
 ﾠp r a t i c a 	
 ﾠm e d i c a .	
 ﾠ Sviluppando	
 ﾠ
ulteriormente	
 ﾠil	
 ﾠmodello	
 ﾠpredittivo	
 ﾠcon	
 ﾠtecniche	
 ﾠdata	
 ﾠmining	
 ﾠsarà	
 ﾠpiù	
 ﾠfacile	
 ﾠpuntare	
 ﾠad	
 ﾠaver	
 ﾠrisultati	
 ﾠ
più	
 ﾠaccurati,che	
 ﾠnon	
 ﾠad	
 ﾠottenere	
 ﾠun	
 ﾠindice	
 ﾠpiù	
 ﾠpratico,semplice	
 ﾠe	
 ﾠfacile	
 ﾠda	
 ﾠimplementare	
 ﾠdel	
 ﾠTASH,	
 ﾠ
che	
 ﾠsi	
 ﾠbasa	
 ﾠsu	
 ﾠuna	
 ﾠsemplice	
 ﾠformula	
 ﾠpesata	
 ﾠe	
 ﾠche	
 ﾠall’atto	
 ﾠpratico	
 ﾠè	
 ﾠaffidabile	
 ﾠal	
 ﾠ70	
 ﾠ%.	
 ﾠPertanto,	
 ﾠi	
 ﾠ
modelli	
 ﾠpredittivi	
 ﾠdata	
 ﾠmining	
 ﾠsono	
 ﾠvisti	
 ﾠcome	
 ﾠsoluzione	
 ﾠdi	
 ﾠsupporto	
 ﾠpiuttosto	
 ﾠche	
 ﾠcome	
 ﾠstrumento	
 ﾠ
per	
 ﾠla	
 ﾠdiagnosi	
 ﾠdiretta,	
 ﾠsoprattutto	
 ﾠin	
 ﾠcondizioni	
 ﾠdi	
 ﾠemergenza	
 ﾠin	
 ﾠcui	
 ﾠsi	
 ﾠpreferisce	
 ﾠgrande	
 ﾠcelerità	
 ﾠe	
 ﾠ
praticità	
 ﾠpiuttosto	
 ﾠche	
 ﾠstrumenti	
 ﾠaccurati	
 ﾠche	
 ﾠrichiedano	
 ﾠperò	
 ﾠtecnologie	
 ﾠelaborate	
 ﾠe	
 ﾠancora	
 ﾠpoco	
 ﾠ
testate	
 ﾠin	
 ﾠambito	
 ﾠclinico	
 ﾠ.	
 ﾠSul	
 ﾠpiano	
 ﾠdell’accuratezza	
 ﾠperò	
 ﾠl’indice	
 ﾠdata	
 ﾠmining	
 ﾠutilizzato	
 ﾠin	
 ﾠquesta	
 ﾠ
analisi	
 ﾠ deve	
 ﾠ migliorare	
 ﾠ per	
 ﾠ essere	
 ﾠ avvalorato	
 ﾠ per	
 ﾠ qualsiasi	
 ﾠ ambito	
 ﾠ clinico	
 ﾠ di	
 ﾠ predizione	
 ﾠ delle	
 ﾠ
MT,cercando	
 ﾠin	
 ﾠparticolare	
 ﾠdi	
 ﾠaumentare	
 ﾠil	
 ﾠnumero	
 ﾠdi	
 ﾠveri	
 ﾠpositivi	
 ﾠpartendo	
 ﾠcomunque	
 ﾠdalle	
 ﾠbuone	
 ﾠ
premesse	
 ﾠdate	
 ﾠdai	
 ﾠrisultati	
 ﾠin	
 ﾠfase	
 ﾠdi	
 ﾠapprendimento.	
 ﾠ	
 ﾠ
In	
 ﾠ questa	
 ﾠ tesi	
 ﾠ si	
 ﾠ è	
 ﾠ cercato	
 ﾠ di	
 ﾠ implementare	
 ﾠ un	
 ﾠ predittore	
 ﾠ per	
 ﾠ individuare	
 ﾠ i	
 ﾠ pazienti	
 ﾠ
necessitanti	
 ﾠdi	
 ﾠtrasfusione	
 ﾠmassiva,	
 ﾠnon	
 ﾠil	
 ﾠnumero	
 ﾠunità	
 ﾠdi	
 ﾠsangue	
 ﾠtrasfuso.	
 ﾠUn’analisi	
 ﾠsuccessiva	
 ﾠ
potrebbe	
 ﾠessere	
 ﾠfatta	
 ﾠnell’ottica	
 ﾠdi	
 ﾠpredire	
 ﾠla	
 ﾠquantità	
 ﾠdi	
 ﾠsangue	
 ﾠtrasfuso	
 ﾠallo	
 ﾠscopo	
 ﾠdi	
 ﾠindividuare	
 ﾠle	
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moli	
 ﾠdi	
 ﾠemazie	
 ﾠo	
 ﾠdi	
 ﾠplasma	
 ﾠche	
 ﾠverranno	
 ﾠconsumate,	
 ﾠe	
 ﾠquindi	
 ﾠmisurare	
 ﾠpreventivamente	
 ﾠil	
 ﾠdispendio	
 ﾠ
di	
 ﾠrisorse	
 ﾠcritiche	
 ﾠsoprattutto	
 ﾠin	
 ﾠambito	
 ﾠmilitare:	
 ﾠa	
 ﾠtal	
 ﾠproposito	
 ﾠè	
 ﾠnecessario	
 ﾠeffettuare	
 ﾠun’analisi	
 ﾠsu	
 ﾠ
registri	
 ﾠcon	
 ﾠdati	
 ﾠpiù	
 ﾠnumerosi	
 ﾠe	
 ﾠmeglio	
 ﾠcompilati,	
 ﾠsoprattutto	
 ﾠnei	
 ﾠcampi	
 ﾠlegati	
 ﾠalle	
 ﾠtrasfusioni,	
 ﾠe	
 ﾠ
considerare	
 ﾠtecniche	
 ﾠdata	
 ﾠmining	
 ﾠpiù	
 ﾠevolute	
 ﾠnelle	
 ﾠclassificazioni	
 ﾠdi	
 ﾠinteri.	
 ﾠ
A	
 ﾠmeno	
 ﾠdi	
 ﾠuna	
 ﾠregistrazione	
 ﾠinformatizzata	
 ﾠdei	
 ﾠdati	
 ﾠal	
 ﾠmomento	
 ﾠdel	
 ﾠprimo	
 ﾠsoccorso	
 ﾠe	
 ﾠdel	
 ﾠ
primo	
 ﾠintervento,	
 ﾠda	
 ﾠcui	
 ﾠun	
 ﾠsistema	
 ﾠautomatizzato	
 ﾠpossa	
 ﾠapplicare	
 ﾠun	
 ﾠmodello	
 ﾠdata	
 ﾠmining	
 ﾠaffidabile	
 ﾠ
e	
 ﾠ determinare	
 ﾠ una	
 ﾠ predizione,	
 ﾠè 	
 ﾠd i f f i c i l e 	
 ﾠu n 	
 ﾠu t i l i z z o 	
 ﾠa 	
 ﾠs c o p o 	
 ﾠp r e d i t t i v o , 	
 ﾠc h e 	
 ﾠ possa	
 ﾠ anticipare	
 ﾠe 	
 ﾠ
risultare	
 ﾠ più	
 ﾠ pratico	
 ﾠ rispetto	
 ﾠ ad	
 ﾠ un	
 ﾠ indice	
 ﾠ basato	
 ﾠ sull’esperienza	
 ﾠ clinica,	
 ﾠ anche	
 ﾠ se	
 ﾠ non	
 ﾠ si	
 ﾠ può	
 ﾠ
escludere	
 ﾠil	
 ﾠpossibile	
 ﾠmiglioramento	
 ﾠdelle	
 ﾠstrutture	
 ﾠinformative	
 ﾠospedaliere	
 ﾠe	
 ﾠdel	
 ﾠpronto	
 ﾠsoccorso.	
 ﾠ
Nel	
 ﾠfuturo	
 ﾠsarebbe	
 ﾠauspicabile	
 ﾠlavorare	
 ﾠnon	
 ﾠpiù	
 ﾠsu	
 ﾠdati	
 ﾠretrospettivi,	
 ﾠma	
 ﾠsu	
 ﾠquelli	
 ﾠprovenienti	
 ﾠin	
 ﾠreal	
 ﾠ
time	
 ﾠe	
 ﾠottenuti	
 ﾠall’interno	
 ﾠdelle	
 ﾠstrutture	
 ﾠdi	
 ﾠprimo	
 ﾠsoccorso,	
 ﾠfin	
 ﾠdalle	
 ﾠprime	
 ﾠfasi	
 ﾠdell’evento	
 ﾠper	
 ﾠ
un’analisi	
 ﾠfinalizzata	
 ﾠall’ottimizzazione	
 ﾠdelle	
 ﾠrisorse	
 ﾠcliniche	
 ﾠe	
 ﾠlogistiche,	
 ﾠtenendo	
 ﾠd’occhio	
 ﾠi	
 ﾠcosti.	
 ﾠ
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