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State-Space Models and Latent Processes
in the Statistical Analysis of Neural Data
Michael Vidne
This thesis develops and applies statistical methods for the analysis of neural data.
In the second chapter we incorporate a latent process to the Generalized Linear
Model framework. We develop and apply our framework to estimate the linear fil-
ters of an entire population of retinal ganglion cells while taking into account the
effects of common-noise the cells might share. We are able to capture the encoding
and decoding of visual stimulus to neural code. Our formalism gives us insight into
the underlying architecture of the neural system. And we are able to estimate the
common-noise that the cells receive. In the third chapter we discuss methods for
optimally inferring the synaptic inputs to an electrotonically compact neuron, given
intracellular voltage-clamp or current-clamp recordings from the postsynaptic cell.
These methods are based on sequential Monte Carlo techniques (“particle filtering”).
We demonstrate, on model data, that these methods can recover the time course of
excitatory and inhibitory synaptic inputs accurately on a single trial. In the fourth
chapter we develop a more general approach to the state-space filtering problem. Our
method solves the same recursive set of Markovian filter equations as the particle fil-
ter, but we replace all importance sampling steps with a more general Markov chain
Monte Carlo (MCMC) step. Our algorithm is especially well suited for problems
where the model parameters might be misspecified.
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1Mathematics Is Biology’s Next Microscope, Only Better;
Biology Is Mathematics’ Next Physics, Only Better [Cohen, 2004]
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Chapter 1
Introduction
“But this latent process of which I speak is quite another thing than
men, preoccupied as their minds now are, will easily conceive. For what
I understand by it is not certain measures or signs or successive steps of
process in bodies, which can be seen; but a process perfectly continuous,
which for the most part escapes the sense.” (Novum Organum 1620,
Francis Bacon )
In neuroscientific exploration we are constantly searching for ways to observe the
unobservable. Experimental advancements allow us to see parts of neural systems we
could have not seen before. From Golgi staining revelation of the structure of cells
in the nineteenth century to modern day Brainbow technicolor imaging showing us
the wiring of the brain [Lichtman et al., 2008], experiments continually push back the
frontier of science.
But, likewise the application of mathematics allows us to ‘see’ parts of the neural
system that have never been visible before. For example, the seminal work of Hodgkin
and Huxley [1952] allowed us to glimpse the gates inside the pore of ion channels,
which were discovered decades later [Hille, 1992]. Or, the mathematical mapping of
visual stimulus to neural responses allows us to perceive the visual receptive fields of
V1 neurons [Hubel and Wiesel, 1959].
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On the other hand, just the same way that physics and astronomy have for cen-
turies been the playground for mathematicians, stimulating new techniques and con-
cepts to observe and explain the physical world, so does biology, and neuroscience in
particular, demand such attention. The very nature of neuroscience with its immense
quantities, fundamental heterogeneity, multiple interacting time scales, emergent phe-
nomena, and maybe, above all, its probabilistic nature, seem to challenge and defy
our mathematical formalisms and call for innovative advancements better suited for
the task. The task itself has evolved and changed, and with it, its demands of mathe-
matics. While Leibniz and Newton developed calculus to describe the observed data,
today we need to develop new techniques to synthesize throngs of data.
The language of statistics is a natural fit for such a task. Statistical representation
is a natural choice to describe noise and the probabilistic nature of the world within
the neural agent acts, as well as a fundamental characteristic of neural systems. Of
course, descriptive statistical methods have been applied to neuroscientific data since
such data became available. The reporting of a histogram, or even the mean value
of an experimental result is descriptive statistics. But, in the last few decades, far
more advanced statistical techniques have been applied successfully. Among the most
influential examples are: the characterization of the neural encoding and decoding
[Truccolo et al., 2005b; Pillow et al., 2008c]; optimal coding, adaptation, and the
limits of the neural code [Barlow et al., 1957; Barlow, 1972; Bialek, 1987]; the use
Bayesian methods for decision making and perception [Hinton and Sejnowski, 1983;
Knill, 1996; Kording and Wolpert, 2004]; motor control and machine human interface
[Brockwell et al., 2004b; Yu et al., 2009b], and there are many more. Moreover, it is
reasonable to assert with some confidence that the advent of multi-electrode arrays,
sophisticated imaging techniques, and neural prosthetics will dramatically increase
the need for sophisticated statistical methods.
In this thesis, I try to make my humble contribution to these two communities
of neuroscience and mathematics. I develop and apply advanced statistical tools
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that allow us to make certain inferences in a reliable way, and therefore, to ‘see’
quantities to which we have no access. Though here I present three independent and
relatively self-contained projects, there is a uniting theme to my doctoral research.
All the methods we develop throughout this thesis rely on latent process; processes
that we have no access to and are hidden from the observer. Latent processes are
extremely general and most phenomena can be described by them, from the location
of a satellite orbiting the earth, to the spoken word. Commonly, the latent process
lives in a state space that can be of high dimension and obeys Markovian dynamics.
The latent process emits observations that are generally taken to be independent
given the state of the latent process. In chapter 2, we use latent processes to describe
shared common inputs to cells, which allows us to infer the structure of a large
network of retinal ganglion cells (RGCs) while incorporating the unobserved common
noise that the cells share. In chapter 3, we use latent processes to describe the unseen
conductance of a neuron, and we develop a technique to infer the conductance from a
single voltage trace without the need for averaging. Lastly, in chapter 4 we develop a
new method to estimate the posterior distribution of a latent process from nonlinear
non-gaussian observations. The method originated from our research in chapter 3,
but we believe it could have a wide audience beyond the neuroscience community.
I try to use latent process to both advance the neuroscience community and also
to address challenges encountered when applying our methods to neuroscience. We
develop a new technique to estimate latent processor.
1.1 Modeling the impact of common noise inputs
on the network activity of retinal ganglion cells
In chapter 2, we develop and apply a method to estimate the linear filters of an
entire population of retinal ganglion cells while taking into account the effects of
common-noise the cells might share. We have three objectives in mind for the method.
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First, we would like the end result to capture the encoding and decoding of visual
stimulus to neural code. Second, the method would give us insight into the underlying
architecture of the neural system by estimating the linear filters that process the visual
stimulus, the history effects, and the connectivity of the network. Lastly, we would
like the method to be able to estimate the common-noise that the cells receive.
Synchronized spontaneous firing among retinal ganglion cells (RGCs) on timescales
faster than visual responses has been reported in many studies. Two candidate mech-
anisms of synchronized firing include direct coupling and shared noisy inputs. In
neighboring parasol cells of primate retina, which exhibit extensively studied rapid
synchronized firing, recent experimental work indicates that direct electrical or synap-
tic coupling is weak, but shared synaptic input in the absence of modulated stimuli
is strong. However, previous modeling efforts have not accounted for this aspect of
firing in the parasol cell population. Here, we develop a new model that incorporates
the effects of common noise, and apply it to analyze the light responses and synchro-
nized firing of a large, densely-sampled network of over 250 simultaneously recorded
parasol cells. We use a generalized linear model in which the spike rate in each cell is
determined by the linear combination of the spatio-temporally filtered visual input,
the temporally filtered prior spikes of that cell, and unobserved sources representing
common noise. The model accurately captures the statistical structure of the spike
trains and the encoding of the visual stimulus, without the direct coupling assumption
of previous modeling work . Finally, we examine the problem of decoding the visual
stimulus from the spike train given the estimated parameters. The common-noise
model produces Bayesian decoding performance as accurate as that of a model with
direct coupling, but with significantly more robustness to spike timing perturbations.
This work as it appears in chapter 2 is under review in the Journal of Computa-
tional Neuroscience. Parts of this work have appeared in [Paninski et al., 2010] and
it was presented in part at the Computational and Systems Neuroscience meetings in
2009 and 2010 and at the fifth Statistical Analysis of Neural Data meeting.
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1.2 Inferring synaptic inputs given a noisy voltage
trace via sequential Monte Carlo methods
In chapter 3 we discuss methods for optimally inferring the synaptic inputs to an
electrotonicalally compact neuron, given intracellular voltage-clamp or current-clamp
recordings from the postsynaptic cell. These methods are based on sequential Monte
Carlo techniques (“particle filtering”). We demonstrate, on model data, that these
methods can recover the time course of excitatory and inhibitory synaptic inputs
accurately in a single trial. Depending on the observation noise level, no averaging
over multiple trials may be required. However, excitatory inputs are consistently in-
ferred more accurately than inhibitory inputs at physiological resting potentials, due
to the stronger driving force associated with excitatory conductances. Once these
synaptic input time courses are recovered, it becomes possible to fit (via tractable
convex optimization techniques) models describing the relationship between the sen-
sory stimulus and the observed synaptic input. We develop both parametric and
nonparametric expectation-maximization (EM) algorithms that consist of alternating
iterations between these synaptic recovery and model estimation steps. We employ
a fast, robust convex optimization-based method to effectively initialize the filter;
these fast methods may be of independent interest. The proposed methods could be
applied to better understand the balance between excitation and inhibition in sensory
processing in vivo.
This work is under review for the Journal of Computational Neuroscience. Prelim-
inary work was presented at the Computational and Systems Neuroscience meetings
in 2011.
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1.3 Improving the Particle Filter with Sequential
Markov Chain Monte Carlo
Lastly, in chapter 4 we present a new technique for particle filtering which emerged out
of our research for the last chapter but is very general, makes very few assumptions
and we believe will be of interest to a wide audience.
Sequential Monte Carlo (“particle filtering”) methods have emerged as a key tech-
nique in time series analysis. In principle, the approach can be applied in arbitrary
nonlinear, non-Gaussian state space models, unlike simpler methods of time series
analysis such as the Kalman filter.
However, particle filters suffer from a major shortcoming: they are based on impor-
tance sampling, which is known to fail in several important cases. For example, par-
ticle filters are very non-robust with respect to outliers, incorrect parameter settings,
and modeling assumptions. Also, they are inadequate to the task of high-dimensional
or very high-SNR observations.
Here, we develop a more general approach to the state-space filtering problem.
Our method solves the same recursive set of Markovian filter equations as the parti-
cle filter, but we replace all importance sampling steps with a more general Markov
chain Monte Carlo (MCMC) step. We use many non-interacting Markov chains to
sample from the joint posterior density directly, therefore achieving better placement
of the particles. We devise an MCMC schema that iterates between ‘vertical’ and
‘horizontal’ moves. We maintain reversibility of the MCMC chain by using a popula-
tion of auxiliary particles. For certain models, this MCMC step can be implemented
very efficiently, and in these cases the resulting sequential MCMC filter essentially
solves the robustness problems of the particle filter, while still retaining the online,
recursive, computationally-efficient nature of the filter.
Preliminary results from this work were presented at the Computational and Sys-
tems Neuroscience meetings in 2011.
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Chapter 2
Modeling the impact of common
noise inputs on the network
activity of retinal ganglion cells.
2.1 Introduction
Advances in large-scale multineuronal recordings have made it possible to study the
simultaneous activity of complete ensembles of neurons. Experimentalists now rou-
tinely record from hundreds of neurons simultaneously in many preparations: retina
[Warland et al., 1997; Frechette et al., 2005] motor cortex [Nicolelis et al., 2003; Wu
et al., 2008], visual cortex [Ohki et al., 2006; Kelly et al., 2007], somatosensory cortex
[Kerr et al., 2005; Dombeck et al., 2007], parietal cortex ([Yu et al., 2006]), hippocam-
pus [Zhang et al., 1998; Harris et al., 2003; Okatan et al., 2005], spinal cord [Stein et
al., 2004; Wilson et al., 2007], cortical slice [Cossart et al., 2003; MacLean et al., 2005],
and culture [Van Pelt et al., 2005; Rigat et al., 2006]. These techniques in principle
provide the opportunity to discern the architecture of neuronal networks. However,
current technologies can sample only small fractions of the underlying circuitry, there-
fore unmeasured neurons probably have a large collective impact on network dynamics
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and coding properties. For example, it is well-understood that common input plays
an essential role in the interpretation of pairwise cross-correlograms [Brody, 1999;
Nykamp, 2005]. To infer the correct connectivity and computations in the circuit
requires modeling tools that account for unrecorded neurons.
Here, we investigate the network of parasol retinal ganglion cells (RGCs) of the
macaque retina. Several factors make this an ideal system for probing common in-
put. Dense multi-electrode arrays provide access to the simultaneous spiking activity
of many RGCs, but do not provide systematic access to the nonspiking inner reti-
nal layers. RGCs exhibit significant synchrony in their activity, on timescales faster
than that of visual responses [Mastronarde, 1983; DeVries, 1999; Shlens et al., 2009;
Greschner et al., 2011], yet the significance for information encoding is still debated
[Meister et al., 1995; Nirenberg et al., 2002; Schneidman et al., 2003; Latham and
Nirenberg, 2005]. In addition, the underlying mechanisms of these correlations in the
primate retina remain under-studied: do correlations reflect direct coupling [Dacey
and Brace, 1992] or shared input [Khuc-Trong and Rieke, 2008]? Consequently, the
computational role of the correlations remains uncertain: how does synchronous ac-
tivity affect the information encoded by RGCs about the visual world?
Recent work using paired intracellular recordings revealed that neighboring para-
sol RGCs receive strongly correlated synaptic input; ON parasol cells exhibited weak
reciprocal coupling while OFF parasol cells exhibited none [Khuc-Trong and Rieke,
2008]. In contrast with these empirical findings, previous work modeling the joint
firing properties and stimulus encoding of parasol cells assumed that their correla-
tions emerged from nearly instantaneous direct coupling and did not account for the
possibility of common input [Pillow et al., 2008b]. Here, we model the joint firing
of the parasol cell population in a way that incorporates common noise. We apply
this model to analyze the light responses and synchronized firing of a large, densely-
sampled network of over 250 simultaneously recorded RGCs. Our main conclusion
is that the common noise model captures the statistical structure of the spike trains
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and the encoding of visual stimuli accurately, without assuming direct coupling.
2.2 Methods
Here we describe very briefly the experimental setup, then we will describe in details
the mathematical model we use, the fitting procedure, and the decoding procedure.
2.2.1 Recording and preproccesing
Recordings. The preparation and recording methods were described previously [Litke
et al., 2004; Frechette et al., 2005; Shlens et al., 2006]. Briefly, eyes were obtained
from deeply and terminally anesthetized Macaca mulatta used by other experimenters
in accordance with institutional guidelines for the care and use of animals. 3− 5 mm
diameter pieces of peripheral retina, isolated from the retinal pigment epithelium,
were placed flat against a planar array of 512 extracellular microelectrodes, covering
an area of 1800 × 900µm. The present results were obtained from 30 − 60 min
segments of recording. The voltage on each electrode was digitized at 20 kHz and
stored for off-line analysis. Details of recording methods and spike sorting have been
given previously ([Litke et al., 2004]; see also Segev et al. [2004]). Clusters with a
large number of refractory period violations (> 10% estimated contamination) or
spike rates below 1 Hz were excluded from additional analysis. Inspection of the
pairwise cross-correlation functions, of the remaining cells, revealed an occasional
unexplained artifact, in the form of a sharp and pronounced ‘spike’ at lag zero, in a
few cell pairs. These artifactual coincident spikes were rare enough to not have any
significant effect on our results; cell pairs displaying this artifact are excluded from
the analysis illustrated in Figs. 2.4 - 2.6 and C.1.
Stimulation and receptive field analysis. An optically reduced stimulus from a
gamma-corrected cathode ray tube computer display refreshing at 120 Hz was focused
on the photoreceptor outer segments. The low photopic intensity was controlled by
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neutral density filters in the light path. The mean photon absorption rate for the long
(middle, short) wavelength-sensitive cones was approximately equal to the rate that
would have been caused by a spatially uniform monochromatic light of wavelength
561 (530, 430) nm and intensity 9200 (8700, 7100) photons/µm2/s incident on the
photoreceptors. For the collection of parasol cells shown in Figure C.1D, the mean
firing rate during exposure to a steady, spatially uniform display at this light level
was 11± 3 Hz for ON cells and 17± 3.5 Hz for OFF cells. Spatiotemporal receptive
fields were measured using a dynamic checkerboard (white noise) stimulus in which
the intensity of each display phosphor was selected randomly and independently over
space and time from a binary distribution. Root mean square stimulus contrast was
96%. The pixel size (60µm) was selected to be of the same spatial scale as the parasol
cell receptive fields. In order to outline the spatial footprint of each cell, we fit an
elliptic two-dimensional Gaussian function to the spatial spike triggered average of
each of the neurons. The resulting receptive field outlines of each of the two cell types
(104 ON and 173 OFF RGCs) formed a nearly complete mosaic covering a region
of visual space (Fig. C.1D), indicating that most parasol cells in this region were
recorded. These fits were only used to outline the spatial footprint of the receptive
fields, and were not used as the spatiotemporal stimulus filters ki, as discussed in
more detail below.
2.2.2 Model
We begin by describing our model in its full generality (Figure 2.1A). Later, we will
examine two models which are different simplifications of the general model (Figures
2.1B-C). We used the generalized linear model augmented with a state-space model
(GLMSS). This model was introduced in Kulkarni and Paninski [2007] and is similar
to methods discussed in Smith and Brown [2003]; Yu et al. [2006]; see Paninski et al.
[2009] for review. The conditional intensity function (instantaneous firing rate), λit,
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Figure 2.1: Model schemas. A) Fully general model. Each cell is modeled inde-
pendently using a Generalized Linear model augmented with a state-space model
(GLMSS). The inputs to the cell are: stimulus convolved with a linear spatio-temporal
filter (ki · xt in eq. 2.1), past spiking activity convolved with a history filter (hi · yit),
past spiking activity of all other cells convolved with corresponding cross-coupling
filters (
∑ncells
j 6=i Li,j · yjt ), and a mixing matrix, M, that connects nq common noise
inputs qrt to the ncells observed RGCs. B) Pairwise model. We simplify the model
by considering pairs of neurons separately. Therefore, we have two cells and just one
shared common noise. C) Common-noise model where we set all the cross-coupling
filters to zero and have ncells independent common-noise sources coupled to the RGC
network via the mixing matrix M.
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of neuron i at time t was modeled as:
λit = exp(µ
i + ki · xt + hi · yit +
ncells∑
j 6=i
Li,j · yjt +
nq∑
r=1
Mi,r · qrt ). (2.1)
The equation is organized in input / filter pairs: visual-stimulus / receptive-filed, self-
spike-train / post-spike-filter, spike-trains / coupling-filters, and the novel addition
of our model, noises-sources / noise-injection to the cell. We will now describe each
component of Eq. 2.1 we will describe the inputs first and then the corresponding
filters. µi is a scalar offset, corresponding approximately to the cell’s baseline log-
firing rate; xt is the spatiotemporal stimulus history vector at time t; y
i
t is a vector
of the cell’s own spike-train history in a short window of time preceding time t; yjt
is the spike-train of the jth cell leading to time t; qrt is the r
th noise component at
time t. ki is the stimulus spatio-temporal filter of neuron i; hi is the post-spike filter
accounting for the ith cell’s own post-spike effects; and Li,j are direct coupling filters
from neuron j to neuron i which capture dependencies of the cell on the recent spiking
of all other cells; and lastly, Mi,r is the mixing matrix which takes the j
th noise source
and ‘injects’ it to cell i.
The spike count in each bin was modeled with a Poisson distribution given the
conditional rate λit; note that since λ
i
t itself depends on the past spike times, this model
does not correspond to an inhomogeneous Poisson process (in which the spiking in
each bin would be independent). The stimulus spatio-temporal filter was modeled as
a five by five pixels spatial field, by 30 frames (250ms) temporal extent. Each pixel
in ki is allowed to evolve independently in time. The history filter was composed of
ten cosine “bump” basis functions, with 0.8 ms resolution, and a duration of 188ms,
while the direct coupling filters were composed of 4 cosine-bump basis functions; for
more details see Pillow et al. [2008b].
The statistical model developed by Pillow et al. [2008b] captured the joint firing
properties of a complete subnetwork of 27 RGCs, but did not explicitly include com-
mon noise in the model. Instead, correlations were captured through direct reciprocal
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connections between RGCs. Because the cross-correlations observed in this network
have a fast time scale and are peaked at zero lag, the direct connections in the model
introduced by Pillow et al. [2008b] were estimated to act almost instantaneously (with
effectively zero delay), making the physiological interpretation somewhat uncertain.
We therefore imposed a strict 3ms delay on the initial rise of the coupling filters here
to account for time delays in neural coupling. (However, the exact delay imposed
on the cross-coupling filters did not change our results qualitatively, as long as some
delay was imposed, down to 0.8 ms, our temporal resolution, as we discuss at more
length below.) The delay in the cross-coupling filters effectively forces the common
noise term to account for the instantaneous correlations which are observed in this
network; see Fig. 2.5 and section 2.3.1 below for further discussion. Similar mod-
els have been considered by many previous authors [Chornoboy et al., 1988; Utikal,
1997; Keat et al., 2001; Paninski et al., 2004; Pillow et al., 2005; Truccolo et al., 2005a;
Okatan et al., 2005].
The last term in eq. 2.1 is more novel in this context. The term qrt is the instan-
taneous value of the r-th common noise term at time t, and we use qr = {qrt }Tt=1 to
denote the time-series of common noise inputs, r. Each qr is independently drawn
from an autoregressive (AR) Gaussian process, qr ∼ N (0,Cτ ), with mean zero and a
covariance matrix Cτ . Since the inner layers of the retina are composed of non-spiking
neurons, and since each RGC receives inputs from many inner layer cells, restrict-
ing qr to be a Gaussian process seems to be a reasonable assumption. Furthermore,
Khuc-Trong and Rieke [2008] reported that the RGCs share a common noise with a
characteristic time scale of about 4 ms, even in the absence of modulations in the
visual stimulus. In addition, the characteristic width of the fast central peak in the
cross-correlograms in this network is of the order of 4 ms (see, e.g., [Shlens et al.,
2006; Pillow et al., 2008b], and also Fig. 2.5 below). Therefore, we imposed a 4 ms
time scale on our common noise by choosing appropriate parameters for Cτ which are
equivalent to the parameters of an AR process, qt =
∑n
τ=1 φτqt−τ . The parameters,
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φτ , which generate an AR processes with with a given autocorrelation can be found
using the Yule-Walker method, which solves a linear set of equations obtaining the
parameters given the autocorrelation [Hayes, 1996].
The common noise inputs in our model are independent of the stimulus, to reflect
the observation in Khuc-Trong and Rieke [2008] that the common noise was strong
and correlated even in the absence of a modulated stimulus. While the AR model
for the common noise was chosen for computational convenience (see App. B), this
model proved sufficient for modeling the data, as we discuss at more length below.
Models of this kind, in which the linear predictor contains a random component, are
common in the statistical literature and are referred to as ‘random effects models’
[Agresti, 2002], and ‘generalized linear mixed models’ [McCulloch et al., 2008].
The mixing matrix, M, connects the nq common noise terms to the ncells ob-
served neurons; this matrix induces correlations in the noise inputs impacting the
RGCs. More precisely, the interneuronal correlations in the noise arise entirely from
the mixing matrix; this reflects our assumption that the spatio-temporal correlations
in the common noise terms are separable. Since the common noise sources are inde-
pendent, with identical distributions, and all the spatial correlations in the common
noise are due to the mixing matrix, M, we may compute the spatial covariance ma-
trix of the vector of common noise inputs as Cs = M
TM. (We have chosen the noise
sources to have unit variance; this entails no loss of generality, since we can change
the strength of any of the noise inputs to any cell by changing the mixing matrix M.)
The number of noise sources in the model can vary to reflect modeling assumptions.
In section 2.2.2 we use one noise source for every pair of neurons, while in section
2.2.2 we use the same number of noise sources as number of cells in order to not make
any modeling assumption on the origin of the noise.
Pairwise model (Figure 2.1B). For simplicity, and for better correspondence with
both the experimental evidence of Khuc-Trong and Rieke [2008] and the modeling
work of Pillow et al. [2008b], we began by restricting our model to pairs of RGCs.
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We fitted our model to pairs of the same subset of 27 RGCs that Pillow et al. [2008b]
analyzed. The receptive fields of both ON and OFF cell types in this subset formed a
complete mosaic covering a small region of visual space, indicating that every parasol
cell in this region was recorded; see Fig. 1b of Pillow et al. [2008b]. We modeled each
pair of neurons with the model described above, but we allowed one common noise
to be shared by the cells. In other words, the two cells in the pair received the same
time-series, q, scaled by M = [m1,m2]
T (Figure 2.1B). Therefore, the conditional
intensity is:
λit = exp(µ
i + ki · xt + hi · yit + Li,j · yjt +mi · qt), (2.2)
where we kept all the notation as above, but we have dispensed with the sum over the
other cells and the sum over the common noise inputs. This model is conceptually
similar to the model analyzed by de la Rocha et al. [2007], with a GLM including the
spike history yit and y
j
t in place of their integrate and fire spiking mechanism.
Common-noise model with no direct coupling (Figure 2.1C). Encouraged by the
results of the pairwise model, we proceeded to fit the GLMSS model to the entire
observed RGC network. The pairwise model results (discussed below) indicated that
the cross-coupling inputs are very weak compared to all other inputs. Also, the
experimental results of Khuc-Trong and Rieke [2008], found only weak direct coupling
between ON cells and no direct coupling between the OFF cells. Thus, in order
to obtain a more parsimonious model we abolished all cross-coupling filters (Figure
2.1C). Hence, the conditional intensity function, λit is:
λit = exp(k
i · xt + hi · yit +
nq∑
r=1
Mi,r · qrt ). (2.3)
As in the pairwise model, each cell has a spatio-temporal filter, ki, and a history filter,
hi. In contrast with the pairwise model, we now have no direct coupling, Li,j. As
before, each time-series, qr ∼ N (0,Cτ ), where Cτ restricts q to be an autoregressive
process with a characteristic time scale of about 4 ms, as reported for the common
noise input in Khuc-Trong and Rieke [2008]. In addition, the conditional Poisson
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model employed in the pairwise case restricts the variance of the spike count in small
time bins to be at least as large as the mean, which is at odds with the observed data.
In order to avoid this constraint, the firing activity of all the cells was modeled as a
Bernoulli process with the conditional intensity function λ (see also App. A). The
formulation of the model as conditionally independent cells given the common noise
q, with no cross-coupling filters, interacting only through the covariance structure of
the common inputs, lends itself naturally to computational parallelization, since the
expensive step, the maximum likelihood estimation of the model parameters, can be
performed independently on each cell.
2.2.3 Model parameter estimation
Both the pairwise and the common-noise models were fitted in a three stage procedure.
First a rough estimate of the mixing matrix M was obtained directly from the data
using the PSTH method (explained briefly below, and in appendix C). Then, in
the second step, each cell’s GLMSS model was fitted independently given the rough
estimate of the mixing matrix, M. Lastly, given the model parameters and data we
determined the covariance structure of the common noise effects with greater precision
using the method of moments (explained below and in appendix A).
As was noted above, since the common noise terms are independent from the
stimulus and from one another, Cs = M
TM. But, since Cs = (UM)
T (UM), for any
unitary matrix U, we can not estimate M directly; we can only obtain an estimate
of Cs. But, for the same reason, any M such that Cs = M
TM, will suffice in order
to estimate model parameters and in order to simulate and generate spike trains.
Therefore, we can proceed and only concern ourselves with the estimation of the
spatial covariance Cs and use any convenient decomposition of it for our calculations.
We emphasize the non-uniqueness of M because it is tempting to interpret M as the
connectivity matrix and it should be avoided.
In the PSTH-based method (similar to the cross-covariogram method introduced
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by Brody [1999]), we obtained the covariance structure of the common noise by an-
alyzing another dataset in which we observed these neurons’ responses to a fixed
repeating white noise stimulus. By averaging the neural responses to the repeated
stimulus we obtained the peri-stimulus time histogram (PSTH). We subtracted the
PSTH of each neuron from the neuron’s response to each trial to obtain the neurons’
trial-by-trial deviations from the mean response to the stimulus. We then formed a
covariance matrix of the deviations between the neurons for each trial, and estimated
the spatial covariance Cs from this matrix. For more details see App. C. It is impor-
tant to note that even though the PSTH method gives a good estimate of the spatial
covariance Cs, we only need a rough estimate of the magnitude of the common noise
going into each cell in order to proceed to the next step in our estimation procedure.
In the second stage of the estimation procedure, each cell’s parameters were fit.
First, each cell’s receptive field was initialized from a spike triggered average and
then the spatio-temporal filter, ki, was fit by maximizing the likelihood of observing
the spike trains given the stimulus. Note that we fit the spatio-temporal filter inde-
pendently of the common noise. We then proceeded to fit each cell’s history filter,
the coupling filters, and the common noise given the rough estimate of the spatial
covariance Cs obtained in the previous step and the spatial covariance matrix.
In order to find the model parameters Θ = [h,L] we maximized the likelihood of











This marginal loglikelihood can be shown to be a concave function of Θ in this model
[Paninski, 2005]. However, the integral over all common noise time series q is of very
high dimension and is difficult to compute directly. Therefore, we proceeded by using
the Laplace approximation [Kass and Raftery, 1995; Koyama and Paninski, 2010;
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Paninski et al., 2009]:
log
∫
p(y|q,Θ; M)p(q,Θ; M)dq ≈












[log p(q) + log p(y|q,Θ; M)] . (2.6)
While this approximation might look complicated at first sight, in fact it is quite
straightforward: we have approximated the integrand p(y|q,Θ; M)p(q,Θ; M) with
a Gaussian function, whose integral we can compute exactly, resulting in the three
terms on the right-hand-side of eq. (2.5). The key is that this replaces the intractable
integral with a much more tractable optimization problem: we need only compute qˆ,
which corresponds to the maximum a posteriori (MAP) estimate of the common noise
input to the cell on a trial by trial basis. The Laplace approximation is accurate when
the likelihood function is close to Gaussian or highly concentrated around the MAP
estimate; in particular, Pillow et al. [2008a]; Ahmadian et al. [2011b] found that this
approximation was valid in this setting. Put simply, we approximate this integral by
a multidimensional Gaussian centered at the optimizing common noise, qˆ. Therefore,
as a byproduct of the marginalization, we obtain an estimate of the common input
that maximizes the likelihood of the data.
It should also be noted that the mixing matrix, M, is treated as a fixed parameter
and is not being optimized for in this stage. The model parameters and the common
noise were jointly optimized by using Newton-Raphson method on the log-likelihood,
Eq (2.5). Taking advantage of the fact that the second derivative matrix of the
log-posterior in the AR model has a banded diagonal structure, we were able to fit
the model in time linearly proportional to the length of the experiment [Koyama
and Paninski, 2010; Paninski et al., 2009]. For more details see App. B. In our
experience, the last term in Eq 2.5 does not significantly influence the optimization,
and was therefore neglected, for computational convenience.
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Over-fitting is a potential concern for all parametric fitting problems. Here one
might worry, for example, that our common noise is simply inferred to be instanta-
neously high whenever we observe a spike. However, this does not happen, since we
imposed that the common noise is an AR process with a nonvanishing time scale,
and this time correlation, in essence, penalizes instantaneous changes in the common
noise. Furthermore, in all the results presented below, we generated the predicted
spike trains using a new realization of the AR process, not with the MAP estimate
of the common noise obtained here, on a cross-validation set. Therefore, any possible
over-fitting should only decrease our prediction accuracy.
In the third stage of the fitting procedure, we estimated the spatial covariance
matrix, Cs, of the common noise influencing the cells more accurately. We use the
method of moments to obtain Cs given the parameters obtained in step two. In
the method of moments, we approximated each neuron as a point process with a
conditional intensity function, λt = exp(ΘXt + qt), where we have concatenated all
the covariates, the stimulus and the past spiking activity of the cell and all other cells,
into X. This allowed us to write analytic expressions for the different expected values
of the model as a function of Cs given Xt. Then, we equated the analytic expressions
for the expected values with the observed empirical expected values and solved for
Cs. See details in App. A.
Even in the absance of a good estimate of M, generally, M can be obtained by
iterating the last two stages of the optimization, fitting [h,L], then M, and so on.
2.2.4 Decoding
Once we found the model parameters, we solved the inverse problem and estimated
the stimulus given the spike train and the model parameters. We will consider the
decoding of the filtered stimulus input into the cells, ui = ki · x. For simplicity, we
performed the decoding only on pairs of neurons, using the pairwise model (Figure
2.1B) fit of Sec. 2.2.2 on real spike trains that were left out during the fitting pro-
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cedure. We adopted a Bayesian approach to decoding, where the stimulus estimate,
uˆ(y), is based on the posterior stimulus distribution conditioned on the observed
spike trains yi. More specifically, we used the maximum a posteriori (MAP) stimulus
as the Bayesian estimate. The MAP estimate is approximately equal to the posterior
mean, E [u|y,Θ,M] in this setting [Pillow et al., 2008a; Ahmadian et al., 2011b].
According to Bayes’ rule, the posterior p(u|y,Θ,M) is proportional to the product
of the prior stimulus distribution p(u), which describes the statistics of the stimu-
lus ensemble used in the experiment, and the likelihood p(y|u,Θ,M) given by the






[log p(u|Θ) + log p(y|u,Θ,M)].
(2.7)
The prior p(u|Θ) depends on the model parameters through the dependence of ui
on the stimulus filters ki. The marginal likelihood p(y|u,Θ,M) was obtained by
integrating out the common noise terms as in Eq. (2.4), and as in Eq. (2.5), we used
the Laplace approximation:
log p(y|u,Θ,M) = max
q
[log p(q) + log p(y|u,q,Θ,M)] (2.8)
where, again, we retained just the first two terms of the Laplace approximation (drop-
ping the log-determinant term, as in Eq. 2.5). With this approximation the posterior
estimate is given by
uˆ(y) = argmax
u,q
[log p(u|Θ) + log p(q) + log p(y|u,q,Θ,M)]. (2.9)
By exploiting the bandedness properties of the priors and the model likelihood, we
performed the optimization in Eq. (2.9) in computational time scaling only linearly
with the duration of the decoded spike trains; for more details see App. B.
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2.3 Results
We began by examining the structure of the estimated GLM parameters. Qualita-
tively, the resulting filters were similar for the pairwise model, the common-noise
model, and the model developed by Pillow et al. [2008b]. The stimulus filters closely
resembled a time-varying difference-of-Gaussians. The post-spike filters produced a
brief refractory period and gradual recovery with a slight overshoot (data not shown;
see Figure 1 in Pillow et al. [2008b]).
We will now first present our results based on the pairwise model. Then we will
present the results of the analysis based on the common-noise model with no direct
coupling; in particular, we will address this model’s ability to capture the statistical
structure that is present in the full population data, and to predict the responses
to novel stimuli. Finally, we will turn back to the pairwise model and analyze its
decoding performance.
2.3.1 Pairwise model
The pairwise model (Figure 2.1B) allowed for the trial-by-trial estimation of the dif-
ferent inputs to the cell, including the common noise, qt. To examine the relative
magnitude of the inputs provided by stimulus and coupling-related model compo-
nents, we show in Figure 2.2 the net linear input to an example pair of ON cells on
a single trial. The top panel (panel A) shows the spike-trains of two ON cells over 1
second. Below it are the different linear inputs. The post-spike filter input, hi · yit,
(panel B) imposes a relative refractory period after each spike by its fast negative
input to the cell. The stimulus filter input, ki · xt, (panel C) is the stimulus drive
to the cell. In panel D we show the cross-coupling input to the cells, Li,j · yjt . The
MAP estimate of the common noise, mi · qt, (panel E black line) is positive when syn-
chronous spikes occur during negative stimulus periods or when the stimulus input
is not strong enough to explain the observed spike times. In this case, mi = mj = 1,
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Figure 2.2: Relative contribution of self post-spike, stimulus inputs, cross-coupling
inputs, and common noise inputs to a pair of ON cells. In panels A through D blue
indicates cell 1 and green cell 2. Panel A : The observed spike train of these cells
during this second of observation. Panel B: Estimated refractory input from the
cell, hi · yit. In panels B through D the traces are obtained by convolving the fitted
filters with the observed spike-trains. Panel C: The stimulus input, ki · xt. Panel
D: Estimated cross-coupling input to the cells, Li,j · yjt . Panel E: MAP estimate of
the common noise, qˆt (black), with one standard deviation band (gray). Red trace
indicates a sample from the posterior distribution of the common noise given the
observed data. Note that the cross-coupling input to the cells are much smaller than
all other three inputs to the cell.
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for simplicity, so mi · qt = qt. The red line in panel E is an example of one possible
realization of the common noise which is consistent with the observed spiking data;
more precisely, it is a sample from the Gaussian distribution with mean given by the
MAP estimate, qt, (black line) and covariance given by the estimated posterior co-
variance of qt (gray band) [Paninski et al., 2009]. Note that the cross-coupling input,
Li,j · yjt , is much smaller than the stimulus, self-history, and the common noise.
The relative magnitude of the different linear inputs is quantified in Figure 2.3A,
where we show the root mean square (RMS) inputs to the ensemble of cells from
qt and Li,j · yjt as a function of the cells’ distance from each other. One can see
that the common noise is significantly larger than the cross-coupling input in the
majority of the cell pairs. It is important to note that we are plotting the input
to the cells and not the magnitude of the filters; since the OFF population has a
higher mean firing rate, the net cross-coupling input is sometimes larger than for the
ON population. However, the magnitude of the cross-coupling filters is in agreement
with Khuc-Trong and Rieke [2008]; we found that the cross-coupling filters between
neighboring ON cells are stronger, on average, than the cross-coupling filters between
neighboring OFF cells by about 25% (data not shown). It is also clear that the
estimated coupling strength falls off with distance, as also observed in Shlens et al.
[2006]. The gap under 100 µm in Fig. 2.3A reflects the minimum spacing between
RGCs of the same type within a single mosaic.
Cells that are synchronized in this network have cross-correlations that peak at
zero lag (as can be seen in Figure 2.5 below and in Shlens et al. [2006] and Pillow et
al. [2008b]). This is true even if we bin our spike trains with sub-millisecond preci-
sion. This is difficult to explain by direct coupling between the cells, since it would
take some finite time for the influence of one cell to propagate to the other. Pillow
et al. [2008b] used virtually instantaneous cross-coupling filters with sub-millisecond
resolution to capture these synchronous effects. To avoid this non-physiological in-
stantaneous coupling, as discussed in the methods we imposed a strict delay on our
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stimulus and self inputs
OFF cells
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Figure 2.3: Population summary of the inferred strength of the inputs to the model.
A) Summary plot of the relative contribution of the common noise (circles) and cross-
coupling inputs (crosses) to the cells as a function of the cells’ distance from each other
in the pairwise model for the complete network of 27 cells. Note that the common
noise is stronger then the cross-coupling input in the large majority of the cell pairs.
Since the OFF cells have a higher spike rate on average, the OFF-OFF cross-coupling
inputs have a larger contribution on average than the ON-ON cross-coupling inputs.
However, the filter magnitudes agree with the results of Khuc-Trong and Rieke [2008];
the cross-coupling filters between ON cells are stronger, on average, than the cross-
coupling filters between OFF cells (not shown). The gap under 100 µm is due to
the fact that RGCs of the same type have minimal overlap [Gauthier et al., 2009].
B) Histograms showing the relative magnitude of the common noise and stimulus
plus post-spike filter induced inputs to each cell under the common-noise model. The






inputs tend to be a bit more than half as strong as the stimulus and post-spike inputs
combined.
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cross-coupling filters Li,j, to force the model to distinguish between the common noise
and the direct cross-coupling. Therefore, by construction, the cross-coupling filters
cannot account for very short-lag synchrony (under 4ms) in this model, and the mix-
ing matrix M handles these effects, while the cross-coupling filters and the receptive
field overlap in the pairwise model account for synchrony on longer time scales. In-
deed, the model assigns a small value to the cross-coupling and, as we will show below,
we can in fact discard the cross-coupling filters while retaining an accurate model of
this network’s spiking responses.
In the pairwise model, since every two cells share one common noise term, we
may directly maximize the marginal log-likelihood of observing the spike trains given
M (which is just a scalar in this case), by evaluating the log-likelihood on a grid of
different values of M . For each pair of cells, we checked that the value of M obtained
by this maximum-marginal-likelihood procedure qualitatively matched the value ob-
tained by the method of moments procedure (data not shown). We also repeated our
analysis for varying lengths of the imposed delay on the direct interneuronal cross-
coupling filters. We found that the length of this delay did not appreciably change
the value of the obtained value of M , across the range of delays examined (0.8 − 4
ms).
2.3.2 Common-noise model with no direct coupling
We examined the effects of setting the cross-coupling filters to zero in the common-
noise model in response to two considerations. The first consideration is the fact that
the cross-coupling inputs to the cells were much smaller than all other inputs once we
introduced the common noise effects and imposed a delay on the coupling terms. The
second consideration is that Khuc-Trong and Rieke [2008] reported that the ON RGCs
are weakly coupled, and OFF cells are not directly coupled. This reduced the number
of parameters in the model drastically since we no longer have to fit ncells×(ncells−1)
cross-coupling filters, as in the fully general model. When we estimated the model
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parameters with the direct coupling effects removed, we found that the inputs to the
cell are qualitatively the same as in the pairwise model. For this new common-noise
model, across the population, the standard deviation of the total network-induced
input is approximately 1/2 the standard deviation of total input in the cells (Figure.
2.3B), in agreement with the results of Pillow et al. [2008b]. We also found that the
inferred common noise strength shared by any pair of cells depended strongly on the
degree of overlap between the receptive fields of the cells (Fig. 2.4), consistent with
the distance-dependent coupling observed in Fig. 2.3A.
In order to test the quality of the estimated model parameters, and to test whether
the common noise model can account for the observed synchrony, we presented the
model with a new stimulus and examined the resulting spike trains. As discussed
in the methods, it is important to note that the common noise samples we used to
generate spike trains are not the MAP estimate of the common noise we obtain in
the fitting, but rather, new random realizations. This was done for two reasons.
First, we used a cross-validation stimulus that was never presented to the model
while fitting the parameters, and for which we have no estimate of the common noise.
Second, we avoid over-fitting by not using the estimated common noise. Since we
have a probabilistic model, and we are injecting noise into the cells, the generated
spike trains should not be exact reproductions of the collected data; rather, the
statistical structure between the cells should be preserved. Below, we show the two
point (Fig. 2.5) and three point correlation (Fig. 2.6) functions of a set of randomly
selected cells under the common-noise model. Both in the cross-correlation function
and in the three-point correlation functions, one can see that the correlations of the
data are very well approximated by the model. The results for the pairwise model
are qualitatively the same and were previously presented in Vidne et al. [2009].
To further examine the accuracy of the estimated common noise terms qˆ, we tested
the model with the following simulation. Using the estimated model parameters and
the true stimulus, we generated a new population spike-train from the model, using
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Figure 2.4: Comparing the inferred common noise strength (right) and the receptive
field overlap (left) across all ON-ON and OFF-OFF pairs. Note that these two vari-
ables are strongly dependent; Spearman rank correlation coefficent = 0.75 (computed
on all pairs with a positive overlap, excluding the diagonal elements of the displayed
matrices). Thus the strength of the common noise between any two cells can be pre-
dicted accurately given the degree to which the cells have overlapping receptive fields.
The receptive field overlap was computed as the correlation coefficient of the spatial
receptive fields of the two cells; the common noise strength was computed as the
correlation value derived from the estimated common noise spatial covariance matrix
Cs (i.e., Cs(i, j)/
√
Cs(i, i)Cs(j, j)). Both of these quantities take values between −1
and 1; all matrices are plotted on the same color scale.
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Figure 2.5: Comparing real versus predicted cross-correlations. Example of 48 ran-
domly selected cross-correlation functions of retinal responses and simulated responses
of the common-noise model without direct cross-coupling (Figure 2.1C). Each group
of three panels shows the cross-correlation between a randomly selected reference
ON/OFF (red/blue) cell and its three nearest neighbor cells (see schematic receptive
field inset and enlarged example). In black is the data, in blue/red is the generated
data using the common input model, and in green is the data generated with the
common input turned off. The baseline firing rates are subtracted; also, recall that
cells whose firing rate was too low or which displayed spike-sorting artifacts were
excluded from this analysis. Each cross-correlation is plotted for delays between -96
to 96 ms. The Y-axis in each plot is rescaled to maximize visibility. The cross cor-
relation between cells of the same type is always positive while opposite type cells
are negatively cross correlated. Therefore, a blue positive cross correlation indicates
an OFF-OFF pair, a red positive cross correlation indicates an ON-ON pair, and a
blue/red negative cross-correlation indicates a OFF-ON/ON-OFF pair. Note that
the cross-correlation at zero lag is captured by the common noise.
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Figure 2.6: Comparing real and predicted triplet correlations. 89 example third-
order (triplet) correlation functions between a reference cell (a in the schematic re-
ceptive field) and its two nearest-neighbors (cells 3 and 5 in the schematic receptive
field). Triplet correlations were computed in 4-ms bins according to C(τ1, τ2) =
[〈y1(t)y2(t + τ1)y3(t + τ2)〉 − 〈y1(t)〉〈y2(t)〈y3(t)〉]/(〈y2(t)〉〈y3(t)〉dt). Color indicates
the instantaneous spike rate (in 4ms bins) as a function of the relative spike time in
the two nearest neighbor cells for time delays between -50 to 50 ms. The left figure in
each pair is the model (Figure 2.1C) and the right is data. The color map for each of
the two plots in each pair is the same. For different pairs, the color map is renormal-
ized so that the maximum value of the pair is red. Note the model reproduces both
the long time scale correlations and the peaks at the center corresponding to short
time scale correlations.
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Figure 2.7: Comparing simulated and inferred common-noise effects given the full
population spike train. A) The conditional expected inferred common-noise input qˆ,
averaged over all cells in the population, ± 1 s.d., versus the simulated common-noise
input q. Note that the estimated input can be approximated as a rectified and shrunk
linear function of the true input. B) Population summary of the correlation coefficient
between the estimated common-noise input and the simulated common-noise input
for the entire population.
a novel sample from the common-noise input q. Then we estimated q given this
simulated population spike-train and the stimulus, and examined the extent to which
the estimated qˆ reproduces the true simulated q. We found that the estimated qˆ
tracks the true q well when a sufficient number of spikes are observed, but shrinks to
zero when no spikes are observed. This effect can be quantified directly by plotting
the true vs. the inferred qt values; we find that E(qˆt|qt) is a shrunk and half-rectified
version of the true qt (Fig. 2.7A), and when quantified across the entire observed
population, we find that the correlation coefficient between the true and inferred
simulated common-noise inputs in this model is about 0.5 (Fig. 2.7B).
We also tested the model by examining the peristimulus time histogram (PSTH).
We presented to the model 60 repetitions of a novel 10 second stimulus, and compared
the PSTHs of the generated spikes to the PSTHs of the recorded activity of the cells
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(Figure 2.8). The model does very well in capturing the PSTHs of the ON population
and captures the PSTH of the OFF population even more accurately. In each case
(PSTHs, cross-correlations, and triplet-correlations), the results qualitatively match
those presented in Pillow et al. [2008b]. Finally, we examined the dependence of
the inferred common noise on the stimulus; recall that we assumed when defining
our model that the common noise is independent of the stimulus. We computed the
conditional expectation E[q|x, y] as a function of x for each cell, where we use y to
denote the cell’s observed spike train, q for the common noise influencing the cell,
and x denotes the sum of all the other inputs to the cell (i.e., the stimulus input
ki ·xt plus the refractory input hi ·yit). This function E[q|x, y] was well-approximated
by a linear function with a shallow slope over the effective range of the observed x
(data not shown). Since we can reabsorb any linear dependence in E[q|x, y] into the
generalized linear model (via a suitable rescaling of x), we conclude that the simple
stimulus-independent noise model is sufficient here.
The common noise model suggests that noise in the spike trains has two sources:
the “back-end” noise due to the stochastic nature of the RGC spiking mechanism,
and the “front-end” noise due to the common noise term, which represents the lump
sum of filtered noise sources presynaptic to the RGC layer. In order to estimate the












Here q, x, and y are as in the preceding paragraph. The first term on the right-hand
side here represents the “front-end” noise: it quantifies the variance in the spike train
that is only due to variance in q for different values of x. The second term on the right
represents the “back-end” noise: it quantifies the average conditional variance in the
spike train, given x and q (i.e., the variance due only to the spiking mechanism). We
found that the front-end noise is approximately 60% as large as the back-end noise
in the ON population, on average, and approximately 40% as large as the back-end
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Figure 2.8: Comparing real versus predicted PSTHs. Example raster of responses and
PSTHs of recorded data and model-generated spike trains to 60 repeats of a novel
1 sec stimulus. A) OFF RGC (black) and model cell (blue). B) ON RGC (black)
and model ON cell (red). (C-D) Correlation coefficient between the model PSTHs
and the recorded PSTHs for all OFF (C) and ON cells (D). The model achieves high
accuracy in predicting the PSTHs.
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noise in the OFF population.
2.3.3 Decoding
The encoding of stimuli to spike-trains is captured well by the GLMSS model, as
quantified in Figures 2.5-2.8. We will now consider the inverse problem, the decoding
of the stimuli given the spike-trains and the model parameters. This decoding analysis
is performed using real spike trains that were left out during the fitting procedure of
the pairwise model (Figure 2.1B).
Figure 2.9 shows an example of decoding the filtered stimulus, ui, for a pair of
cells. Figure 2.10A shows a comparison of the mean-square decoding errors for MAP
estimates based on the pairwise common-noise model, and those based on a GLM
with no common noise but with post-spike filters directly coupling the two cells, as
in Pillow et al. [2008b]. There is no significant difference between the performance of
the two models based on the decoding error.
However, the decoder based on the common noise model turned out to be signifi-
cantly more robust than that based on the direct, instantaneous coupling model. We
studied robustness by quantifying how jitter in the spike trains changes the decoded
stimulus, u(yjitter), in the two models, where yjitter is the jittered spike train [Ahma-
dian et al., 2009]. Specifically, we analyzed a measure of robustness which quantifies
the sensitivity to precise spike timing. To calculate a spike’s sensitivity we compute
the estimate u(y) for the original spike train and for a spike train in which the tim-
ing of that spike is jittered by a Gaussian random variable, with standard deviation
∆t. We defined the sensitivity to be the root mean square distance between the
two stimulus estimates divided by |∆t|, S =
√
ujitter−u
|∆t| , where ujitter is the decoded
stimulus of the jittered spike train, and S is computed in the limit of small jitter,
∆t → 0. The average value of these spike sensitivities quantifies how sensitively the
decoder depends on small variations in the spike trains. Conversely, the smaller these
quantities are on average, the more robust is the decoder.
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Figure 2.9: Stimulus decoding given a pair of spike trains. In panels B through D
blue indicates cell 1 and green cell 2. A) MAP estimate of the common noise going
into two cells (black) with one standard deviation of the estimate (gray). B) and
C) panels: The true stimulus filtered by the estimated spatio-temporal filter trace,
ki · xt, (black) and the MAP estimate of the filtered stimulus (green/blue) with one
standard deviation (gray). Decoding performed following the method described in
Sec 2.2.4. D) The spike trains of the two cells used to perform the decoding.
Our intuition was that the direct coupling model has very precise spike-induced
interactions, via the coupling filters Li,j, but these interactions should be fragile, in
the sense that if a spike is perturbed, it will make less sense to the decoder, because it
is not at the right time relative to spikes of other cells. In the common-noise model,
on the other hand, the temporal constraints on the spike times should be less precise,
since the common noise term acts as an unobserved noise source which serves to jitter
the spikes relative to each other, and therefore adding small amounts of additional
spike-time jitter should have less of an impact on the decoding performance. We
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Figure 2.10: Decoding jitter analysis. A) Without any spike jitter, the two models
decode the stimulus with identical accuracy. Each point represents the decoding
performance of the two models for a pair of cells. In red: ON-ON pairs. In blue:
OFF-OFF. B) Jitter analysis of the common noise model versus the direct coupling
model from Pillow et al. [2008b]. The X axis denotes the maximum of the cross-
correlation function between the neuron pair. Baseline is subtracted so that units are








compared to the change in sensitivity of the direct coupling model: negative values
mean that the common noise model is less sensitive to jitter than a model with direct
cross-coupling. Note that the common-noise model leads to more robust decoding
in every cell pair examined, and pairs that are strongly synchronized are much less
sensitive to spike-train jitter in the common noise model than in the model with
coupling filters.
CHAPTER 2. MODELING THE IMPACT OF COMMON NOISE INPUTS ON
THE NETWORK ACTIVITY OF RETINAL GANGLION CELLS. 37
found that this was indeed the case: the spike sensitivities for ON-ON (OFF-OFF)
pairs turned out to decrease by about 10% (5%) when using the decoder based on the
common noise model instead of the instantaneous coupling model with no common
noise. Furthermore, the percentage decrease in mean spike sensitivity was directly
proportional to the strength of the common noise input between the two cells (Fig
2.10B).
2.4 Discussion
The central result of this study is that multi-neuron firing patterns in large networks
of primate parasol retinal ganglion cells can be explained accurately by a common-
noise model with no direct coupling interactions (Figs. 2.1C; 2.5-2.8), consistent with
the recent intracellular experimental results of Khuc-Trong and Rieke [2008]. The
common noise terms in the model can be estimated on a trial-by-trial basis (Figs. 2.2
and 2.7), and the scale of the common noise shared by any pair of cells depends
strongly on the degree of overlap in the cells’ receptive fields (Fig. 2.4). By comparing
the magnitudes of noise- versus stimulus-driven effects in the model (Fig. 2.3), we can
quantify the relative contributions of this common noise source, versus spike-train
output variability, to the reliability of RGC responses. Finally, optimal Bayesian
decoding methods based on the common-noise model perform just as well as (and in
fact, are more robust than) models that account for the correlations in the network
by direct coupling (Fig. 2.10).
Modeling correlated firing in large networks
In recent years, many researchers have grappled with the problem of inferring the
connectivity of a network from spike-train activity [Chornoboy et al., 1988; Utikal,
1997; Martignon et al., 2000; Iyengar, 2001; Paninski et al., 2004; Truccolo et al.,
2005a; Okatan et al., 2005; Nykamp, 2005; Kulkarni and Paninski, 2007; Stevenson et
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al., 2008; Nykamp, 2008, 2009; Stevenson et al., 2009]. Modeling of correlated firing
in the retina has been a special focus [Nirenberg et al., 2002; Schnitzer and Meister,
2003; Schneidman et al., 2006; Shlens et al., 2006; Pillow et al., 2008b; Shlens et al.,
2009; Cocco et al., 2009a]. The task of disambiguating directed connectivity from
common input effects involves many challenges, among them the fact that the num-
ber of model parameters increases with the size of the networks, and therefore more
data are required in order to estimate the model parameters. The computational
complexity of the task also increases rapidly. In the Bayesian framework, integrating
over higher and higher dimensional distributions of unobserved inputs becomes diffi-
cult. Here, we were aided by prior knowledge from previous physiological studies —
in particular, that the common noise in this network is spatially localized [Shlens et
al., 2006; Pillow et al., 2008b] and fast (with a timescale that was explicitly measured
by Khuc-Trong and Rieke [2008]) — to render the problem more manageable. The
model is parallelizable, which made the computation much more tractable. Also, we
took advantage of the fact that the common noise may be well approximated as an
AR process with a banded structure to perform the necessary computations in time
that scales linearly with T , the length of the experiment. Finally, we exploited the
separation of time scales between the common-noise effects and those due to direct
connectivity by imposing a strict time delay on the cross-coupling filters; this allowed
us to distinguish between the effects of these terms in estimating the model structure
(Figs. 2.2-2.3).
Our work relied heavily on the inference of the model’s latent variables, the com-
mon noise inputs, and their correlation structure. If we fit our model parameters while
ignoring the effect of the common noise, then the inferred coupling filters incorrectly
attempt to capture the effects of the unmodeled common noise. A growing body of
related work on the inference of latent variables given spike train data has emerged
in the last few years, building on work both in neuroscience [Smith and Brown, 2003]
and statistics [Fahrmeir and Kaufmann, 1991; Fahrmeir and Tutz, 1994]. For exam-
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ple, Yu et al. [2006, 2009a] explored a dynamical latent variable model to explain the
activity of a large number of observed neurons on a single trial basis during motor
behavior. Lawhern et al. [2010] proposed to include a multi-dimensional latent state
in a GLM framework to account for external and internal unobserved states, also in
a motor decoding context. We also inferred the effects of the common noise on a
single trial basis, but our method does not attempt to explain many observed spike
trains on the basis of a small number of latent variables (i.e., our focus here is not
on dimensionality reduction); instead, the model proposed here maintains the same
number of common noise terms as the number of observed neurons, since these terms
are meant to account for noise in the presynaptic network, and every RGC could
receive a different and independent combination of these inputs.
Two important extensions of these methods should be pursued in the future.
First, in our method the time scale of the common noise is static and preset. It will
be important to relax this requirement, to allow dynamic time-scales and to attempt
to infer the correct time scales directly from the spiking data, perhaps via an extension
of the moment-matching or maximum likelihood methods presented here. Another
important extension would be to include common noise whose scale depends on the
stimulus; integrating over such stimulus-dependent common noise inputs would entail
significant statistical and computational challenges that we hope to pursue in future
work [Pillow and Latham, 2007; Mishchenko et al., 2010].
Possible biological interpretations of the common noise
One possible source of common noise is synaptic variability in the bipolar and pho-
toreceptor layers; this noise would be transmitted and shared among nearby RGCs
with overlapping dendritic footprints. Our results are consistent with this hypothesis
(Fig. 2.4), and experiments are currently in progress to test this idea more directly
(Rieke and Chichilnisky, personal communication). It is tempting to interpret the
mixing matrix M in our model as an effective connectivity matrix between the ob-
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served RGC layer and the unobserved presynaptic noise sources in the bipolar and
photoreceptor layers. However, it is important to to remember that M is highly
underdetermined here: as emphasized in the Methods section, any unitary rotation
of the mixing matrix will lead to the same inferred covariance matrix Cλ. Thus an
important goal of future work will be to incorporate further biological constraints
(e.g., on the sparseness of the cross coupling filters, locality of the RGC connectivity,
and average number of photoreceptors per RGC), in order to determine the mixing
matrix M uniquely. One possible source of such constraints was recently described
by Field et al. [2010], who introduced methods for resolving the effective connectivity
between the photoreceptor and RGC layers. Furthermore, parasol ganglion cells are
only one of many retinal ganglion cell type; many researchers have found the other
cell types to be synchronized as well [Arnett, 1978; Meister et al., 1995; Brivanlou et
al., 1998; Usrey and Reid, 1999; Greschner et al., 2011]. An important direction for
future work is to model these circuits together, to better understand the joint sources
of their synchrony.
Functional roles of synchrony and common noise
Earlier work [Pillow et al., 2008b] showed that proper consideration of synchrony in
the RGC population significantly improves decoding accuracy. Here, we showed that
explaining the synchrony as an outcome of common noise driving the RGCs, as op-
posed to a model where the synchrony is the outcome of direct post-spike coupling,
leads to less sensitivity to temporal variability in the RGC output spikes. One major
question remains open: are there any possible functional advantages of this (rather
large) common noise source in the retina? Cafaro and Rieke [2010] recently reported
that common noise increases the accuracy with which some retinal ganglion cell types
encode light stimuli. An interesting analogy to image processing might provide an-
other clue: “dithering” refers to the process of adding noise to an image before it is
quantized in order to randomize quantization error, helping to prevent visual arti-
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facts which are coherent over many pixels (and therefore more perceptually obvious).
It might be interesting to consider the common noise in the retina as an analog of
the dithering process, in which nearby photoreceptors are dithered by the common
noise before the analog-to-digital conversion implemented at the ganglion cell layer
[Masoudi et al., 2010]. Of course, we emphasize that this dithering analogy represents
just one possible hypothesis, and further work is necessary to better understand the
computational role of common noise in this network.
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Chapter 3
Inferring synaptic inputs given a
noisy voltage trace via sequential
Monte Carlo methods.
3.1 Introduction
The technique of in vivo intracellular recording holds the potential to shed a great deal
of light on the biophysics of neural computation, and in particular on the dynamic
balance between excitation and inhibition underlying sensory information processing
[Borg-Graham et al., 1996; Pen˜a, J.-L. and Konishi, M., 2000; Anderson et al., 2000;
Wehr and Zador, 2003; Priebe and Ferster, 2005; Murphy and Rieke, 2006; Wang et
al., 2007; Xie et al., 2007; Cafaro and Rieke, 2010].
However, extracting the time course of excitatory and inhibitory input conduc-
tances given a single observed voltage trace remains a difficult problem, due in large
part to the fact that the problem is underdetermined: we would like to extract two
variables (the excitatory and inhibitory conductances) at each time step given a single
voltage observation per time step [Huys et al., 2006]. Most previous work investigat-
ing the balance of excitation and inhibition during intact sensory processing has relied
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on averaging many trials’ worth of voltage data. For example, Pospischil et al. [2007]
fit average conductance quantities given a long observed voltage trace, while a num-
ber of other papers (e.g., Borg-Graham et al. [1996]; Wehr and Zador [2003]; Priebe
and Ferster [2005]; Murphy and Rieke [2006]) rely on voltage-clamping the cell at a
number of different holding potentials and then averaging over a few trials in order to
infer the average timecourse of synaptic inputs given a single repeated stimulus. Two
important exceptions are Wang et al. [2007], where the excitatory retinogeniculate
input conductances are large and distinct enough to be inferred via direct thresh-
olding techniques, and Cafaro and Rieke [2010], where the stimulus changed slowly
enough that an alternating voltage-clamp and current sub-sampling strategy allowed
for effectively simultaneous measurements of excitatory and inhibitory conductances.
However, it would clearly be desirable to develop methods to infer the input synap-
tic conductances on a trial-by-trial basis in the presence of rapidly-varying stimuli,
without having to hold the cell at a variety of voltage-clamp potentials (or alter-
natively injecting a variety of offset currents in the current-clamp setting). Such a
technique would allow us to study the variability of synaptic inputs on a fine time
scale, without averaging this variability away, and would require fewer experimental
trials; this is highly desirable, given the difficulty of intracellular experiments in in-
tact preparations. Finally, these single-trial methods would open up the possibility
of more detailed investigations of the spatiotemporal or spectrotemporal “receptive
fields” of the excitatory and inhibitory input [Wang et al., 2007].
In this paper we develop methods based on a sequential Monte Carlo (“particle
filtering”) approach [Pitt and Shephard, 1999; Doucet et al., 2001b] for inferring the
synaptic inputs to an electrotonically compact neuron, given intracellular voltage-
clamp or current-clamp recordings from the postsynaptic cell. These methods do
not require averaging over many voltage traces in cases of sufficiently high SNR, are
not limited to large, easily-distinguishable synaptic currents, and provide errorbars
that explicitly acknowledge the uncertainty inherent in our estimates of these un-
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derdetermined quantities. Finally, these methods, which are based on well-defined
probabilistic models of the synaptic input and voltage observation process, allow us
to automatically infer and adapt to the noisiness of the voltage observations and the
time-varying, stimulus-dependent presynaptic input rate. This is a major difference
between the current work and deconvolution-based methods such as those proposed in
a different context by Yaksi and Friedrich [2006]. This well-defined stochastic model
allows us to make direct connections with neural encoding models of generalized lin-
ear type [Pillow et al., 2005; Paninski et al., 2007], and could therefore lead to a more
quantitative understanding of biophysical information processing.
3.2 Methods
In this section we describe our stochastic synaptic input model explicitly, review the
necessary particle filtering methods, and derive an expectation-maximization (EM)
algorithm for estimating the model parameters, along with a nonparametric version
of the algorithm. Finally, we discuss an alternative optimization-based method for
estimating the synaptic time courses.
3.2.1 The stochastic synaptic input model
For our model, we imagine that we are observing a membrane which is receiving
synaptic input. Assume for now that the membrane has been made passive (Ohmic)
by pharmacological methods — i.e., we will neglect the influence of active (voltage-
sensitive) channels — though this assumption may potentially be relaxed [Huys et
al., 2006; Huys and Paninski, 2008]. One reasonable model is
V (t+ dt) = V (t) + dt [gl(Vl − V (t)) + gI(t)(VI − V (t)) + gE(t)(VE − V (t))] + t(3.1)
gI(t+ dt) = gI(t)− dtgI(t)
τI
+NI(t) (3.2)
gE(t+ dt) = gE(t)− dtgE(t)
τE
+NE(t), (3.3)
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where NI(t) and NE(t) denote the instantaneous inhibitory and excitatory inputs to
the membrane at time t, respectively [Koch, 1999; Huys et al., 2006], and t is white
Gaussian noise of mean zero and variance σ2v . (For notational simplicity, we have
suppressed the membrane capacitance as a free constant in eq. (3.1) and throughout
the remainder of the paper.) The timestep dt is a simulation timestep, which is under
the control of the data analyst, and may in general be distinct from the sampling
interval of the voltage recording. We assume that the time constants τI and τE
and reversal potentials Vl, VI and VE are known a priori, for simplicity (again, these
assumptions may be relaxed [Huys et al., 2006]). Finally, note that we have assumed
that the recordings here are in current-clamp mode (i.e., the voltage is not held to
any fixed potential). We will discuss the important voltage-clamp scenario in section
3.2.3 below.
To perform optimal filtering in this case — i.e., to recover the time-courses of
the excitatory and inhibitory conductances given the observed voltages — we need
to specify a probability model for the synaptic inputs NI(t) and NE(t). The Poisson
process is frequently used as a model for presynaptic inputs [Richardson and Ger-
stner, 2005]. However, there may be many excitatory and inhibitory inputs to the
membrane, with synaptic depression and facilitation thereore, NI(t) and NE(t) may
not be well-represented in terms of a fixed discrete distribution on the integers, such
as the Poisson. We have investigated two models that are more flexible. The first
assumes that the inputs are drawn from an exponential distribution,
p[NI(t)] ∝ exp(NI(t)λ−1I )
and
p[NE(t)] ∝ exp(NE(t)λ−1E );
here λE (λI) denotes the mean of the excitatory (resp. inhibitory) input at time t.
Thus, to be clear, from eqs. (3.2-3.3) we see that at each time step, the excitatory
and inhibitory conductances are increased by independent random values which are
exponentially distributed with mean λE and λI , respectively.
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Here σE and σI denotes the spread of the excitatory and inhibitory inputs at time
t around the peak λE and λI respectively. The indicator function 1[·] is one when
the argument is true, and zero otherwise. The truncation at zero is due to the fact
that conductances are nonnegative quantities. Also, note that the first model may
be considered a special case of the second, in the limit that the curvature parameter
(the “precision” σ−2) approaches zero. As we will discuss further below, the filtering
methods discussed here are relatively insensitive to the detailed shape of the input
distributions; see also Huys et al. [2006]; Huys and Paninski [2008].
It is clear from equations 3.1-3.3 that the dynamical variables
(
V (t), gE(t), gI(t)
)
evolve together in a Markovian fashion. For convenience, we will abbreviate this
Markovian vector as qt, i.e., qt =
(
V (t), gE(t), gI(t)
)
. Now we need to specify how the
observed data are related to qt. In the case that we are making direct intracellular
recordings of the voltage by patch-clamp techniques, the observation noise is typically
small, and the sampling frequency can be made high enough that we may assume the
voltage is observed with very small noise at each time step t. However, it is frequently
easier or more advantageous to use indirect voltage observation techniques (e.g., op-
tical recordings via voltage-sensitve dye or second-harmonic generation [Dombeck et
al., 2004; Nuriya et al., 2006; Araya et al., 2006]). In these cases, the noise is typ-
ically larger and the sampling frequency may be lower, particularly in the case of
multiplexed observations at many different spatial locations. Thus we must model
the observed voltage V obst as a noise-corrupted version of the true underlying voltage
Vt. It will be convenient (though not necessary) to assume that the observation noise
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is Gaussian:
V obst ∼ N (Vt, σ2o), (3.4)
where the mean is given by the true value of the voltage and the standard deviation,
σo, is known.
3.2.2 Inferring synaptic input via particle filtering
Given the assumptions described above, the observed voltage data V obs(t) may be
regarded as a sequence of observations from a hidden Markov process, p(V obst |qt) [Ra-
biner, 1989]. Standard methods now enable us to infer the conditional distributions,
p(qt|{V obs}), of the voltage, V (t), and the conductances, gE(t), gI(t), given the ob-
served data. In particular, this filtering problem can be solved via the technique of
“particle filtering” [Pitt and Shephard, 1999; Doucet et al., 2001b; Brockwell et al.,
2004a; Kelly and Lee, 2004; Godsill et al., 2004; Huys and Paninski, 2008; Ergun et
al., 2007; Vogelstein et al., 2009], which is a Monte Carlo technique for recursively
evaluating the “forward probabilities”
p(qt|V obs0:t ) = p(qt|{V obss }s≤t).
Using Bayes’ rule these probabilities can be written in a recursive manner:
p(qt|V obs0:t ) =
∫
p(qt−dt, qt|V obs0:t )dqt−dt ∝
∫
p(V obst |qt)p(qt−dt|V obs0:t−dt)p(qt|qt−dt)dqt−dt.
(3.5)
Here the transition density p(qt|qt−dt) is provided by eqs. (3.1-3.3), and the observation
density p(V obst |qt) by eq. (3.4).
In most cases (including the synaptic model of interest here), one cannot compute
these integrals analytically. Various numerical schemes have been proposed to com-
pute these integrals approximately. The method introduced by Pitt and Shephard
[1999] is most suitable for our model; specifically, we implemented what this paper
refers to as the “perfectly adapted auxiliary particle filter” (APF), which turns out
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to be surprisingly easy to compute in this case. The idea is to represent the forward
probabilities p(qt|V obs0:t ) as a collection of unweighted samples (“particles”) {qit}, i.e.,






here N denotes the number of particles, and qit denotes the position of the i-th par-
ticle. At each time step, the positions of the particles in the {V, gE, gI} space are
updated in such a way as to approximately implement the integral in eq. (3.5). In
particular, if we intepret the first equality in eq. (3.5) as a marginalization of the con-
ditional joint density p(qt−dt, qt|V obs0:t ) over the variable qt−dt, then it is clear that all
we need to do is to sample from p(qt−dt, qt|V obs0:t ) (under the constraint that the other




i=1 δ(qt−dt− qit−dt)), and then retain only the sampled qt variables. The perfectly
adapted APF accomplishes this by first sampling from p(qt−dt|V obst ) and then from
p(qt|qt−dt, V obst ). The algorithm simply alternates between these two steps:
1. Given the collection of particles {qit−dt}1≤i≤N at time t − dt, draw N auxiliary
samples {rjt−dt}1≤j≤N from







2. For 1 ≤ i ≤ N , draw the i-th new particle location from the conditional density
p(qt|V obst , qt−dt = rit−dt).
The resulting set of particles provide an unbiased approximation of the forward prob-
ability at the t-th time step, p(qt|V obs0:t ); then we can simply recurse forward until
t = T , where T denotes the end of the experiment.
This APF implementation of the particle filter idea has several advantages in
this context. First, since we want our algorithm to be robust to outliers and model
misspecifications, it is important to sample the “correct” part of the state space,
i.e., regions of the state space where the forward probability is non-negligible. In
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order to do that, it is beneficial to take the latest observation V obst into consideration
when proposing a new location for the particles at time step t. Second, while in
general it may be difficult to sample from the necessary distributions p(qt−dt|V obst )
and p(qt|V obst , qt−dt), the necessary distributions turn out to be highly tractable in
the context of this synaptic model, as we show now. Letting gt denote the vector of
excitatory and inhibitory conductances at time t (i.e., gt = (gI(t), gE(t)), we have for
the first APF step that∫
p(qt|qt−dt)p(V obst |qt)dqt =
∫
p(Vt, gt|Vt−dt, gt−dt)p(V obst |Vt)dVtdgt
∝
∫





dVtp(Vt|gt−dt, Vt−dt)p(V obst |Vt)
=
∫
dVtφ(Vt;E[Vt|gt−dt, Vt−dt], σ2v)φ(V obst ;Vt, σ2o)
= φ(V obst ;E[Vt|gt−dt, Vt−dt], σ2v + σ2o),
(3.6)
where φ(x;µ, σ2) denotes the normal density with mean µ and variance σ2 as a func-
tion of x, and E[Vt|gt−dt, Vt−dt] is given by taking the expectation of equation 3.1:
E[Vt|gt−dt, Vt−dt] = Vt−dt+dt [gl(Vl − Vt−dt) + gI(t− dt)(VI − Vt−dt) + gE(t− dt)(VE − Vt−dt)] .
Thus we find that the computation of the distribution in the first step of the APF is
quite straightforward. Similarly, in the second step,
p(qt|qt−dt, V obst ) ∝ p(qt|qt−dt)p(V obst |qt)
= p(gt|gt−dt)p(Vt|gt−dt, Vt−dt)p(V obst |Vt)
= p[gI(t)|gI(t− dt)]p[gE(t)|gE(t− dt)]p(Vt|gt−dt, Vt−dt)p(V obst |Vt).
(3.7)
The key result here is that gI(t), gE(t), and Vt are conditionally independent given
the past state qt and the observation V
obs
t ; in addition, the conditional distributions
of gI(t) and gE(t) are simply equal to their prior distributions, and are therefore easy
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to sample from. To sample from the conditional distribution of Vt, we just write
p(Vt|gt−dt, Vt−dt, V obst ) ∝ p(Vt|gt−dt, Vt−dt)p(V obst |Vt)
= φ(Vt;E[Vt|gt−dt, Vt−dt], σ2v)φ(V obst ;Vt, σ2o)
∝ φ (Vt; (E[Vt|gt−dt, Vt−dt]/σ2v + V obst /σ2o)W,W) ,
(3.8)
where we have used the standard formula for the product of two Gaussian functions
and abbreviated the conditional variance as W = (1/σ2v + 1/σ
2
o)
−1. Thus the sec-
ond step of the APF here proceeds simply by drawing independent samples from
p[gI(t)|gI(t− dt)], p[gE(t)|gE(t− dt)], and the above Gaussian conditional density for
Vt. The resulting algorithm is fast and robust, and does not require any importance
sampling, which is a basic (but unfortunately not very robust) step in more basic
implementations of the particle filter [Doucet et al., 2001b].
3.2.2.1 Backwards recursion
The APF method described above efficiently computes the collection of forward prob-
abilities p(qt|V obs0:t ) for all desired values of time t. However, what we are interested in
is the fully-conditioned probabilities, p(qt|V obs0:T ); i.e., we want to know the distribution
of qt, given all past and future observations V
obs
0:T , not only past observations up to
the current time, V obs0:t ). To compute this fully-conditioned distribution, we apply a
standard “backwards” recursion:
p(qt, qt+dt|V obs0:T ) = p(qt+dt|V obs0:T )
p(qt+dt|qt)p(qt, V obs0:t )∫
p(qt+dt|qt)p(qt, V obs0:t )dqt
.
We represent the marginal p(qt|V obs0:T ) as





t δ(qt − q(j)t ),
where the particle locations q
(j)
t are inherited from the forward step, but the particle
weights u
(j)
t are no longer simply equal to 1/N , but instead have been redefined to




CHAPTER 3. INFERRING SYNAPTIC INPUTS GIVEN A NOISY VOLTAGE
TRACE VIA SEQUENTIAL MONTE CARLO METHODS. 51
and recurse backwards using the standard particle approximation to the pairwise
probabilities















t+dt|q(i)t ) is again obtained from equation (3.7). Marginalizing over qt+dt and
















It is worth noting that this backwards recursion requires only the transition densities
p(q
(j)
t+dt|q(l)t ). The proposal density p(qt|V obst , qt−dt) and observation density p(V obst |qt)
are only used in the forward recursion, and are no longer directly needed in the
backwards step. In practice we found that the backwards sweep usually had just a
small effect; thus one can perform just the faster forward sweep to obtain similar
results at a lower computational cost.
3.2.2.2 Gaussian particle filter implementation: Rao-Blackwellization
One of the limiting factors of particle filters is the dimension of the state space [Bickel
et al., 2008]. The larger the dimension of the state space, the more particles are needed
in order to achieve equal quality of representation of the underlying density. Thus it is
typically beneficial to reduce the state dimensionality if possible. In particular, if some
components of the posterior density of the state can be computed analytically, then it
is a good idea to represent these components exactly, instead of approximating them
via Monte Carlo methods. This basic idea can be stated more precisely as the Rao-
Blackwell theorem from the theory of statistical inference [Casella and Berger, 2001],
and therefore applications of this idea are often referred to as “Rao-Blackwellized”
methods [Doucet et al., 2000].
In our case, equation 3.1 shows that the voltage {Vt} is a linear Gaussian function
given the synaptic conductances {gt}. In addition we have assumed that the observa-
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tions are linear and Gaussian given Vt. Thus, given the conductances {gt}, our model
may be viewed as a Kalman filter; i.e., the voltage variables {Vt} may be integrated
out analytically, reducing the effective state dimension from three to two. The basic
idea is that we represent the forward probabilities as a sum of Gaussian functions
now, instead of the sum of particles that we used before:





δ(gt − git)φ(Vt;µit,W it ),
for suitably chosen means µit and variances W
i
t see, e.g., Kotecha and Djuric [2003]
for further discussion of this Gaussian particle representation.
Now to derive recursive updates for the conductance locations {git}, means {µit},
and variances {W it }, we simply repeat our derivation of the APF as before, now inte-
grating out the voltages Vt. The first step is to write down the conditional distribution
over the indices i:





















































= φ(V obst ; aiµ
i










where we have used the fact that, given git−dt, Vt is a linear-Gaussian function of Vt−dt,
with linear coefficients ai = 1 − dt(gl + giI + giE) and bi = dt(glVl + giIVI + giEVE).
Once we have computed these conditional probabilites p(i|V obst ), we draw N auxiliary
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index samples rjt−dt from this distribution, as before, to complete the first step of the
Rao-Blackwellized APF.
Similarly, in the second step we marginalize out the voltages in p(qt|i, V obst ), to
sample the new conductance locations {git}, and update the means {µit} and variances
{W it }. We have
p(qt|i, V obst ) ∝
∫
p(Vt−dt|i)p(Vt|Vt−dt, git−dt)p(gt|git−dt)p(V obst |Vt)dVt−dt
= p(gt|git−dt)p(V obst |Vt)
∫
p(Vt−dt|i)p(Vt|Vt−dt, git−dt)dVt−dt
= p(gt|git−dt)φ(V obst ;Vt, σ2o)φ(Vt; aiµit−dt + bi, a2iW it−dt + σ2v)

































Thus we see that the step of sampling from the conductance has not changed — as
before, we simply sample independently from p[gI(t)|gI(t−dt)] and p[gE(t)|gE(t−dt)]
— and instead of sampling from the voltage Vt we simply update the means and
variance µit and W
i
t .
Thus, finally, we have arrived at an algorithm which is robust, effective, sim-
ple to implement, and fairly fast. It is summarized in Algorithm 3.1. To im-
plement step 3 in Algorithm 3.1, we used standard stratified sampling methods to
minimize the variance of these samples; see, e.g. Douc et al. [2005] for a full de-
scription. Note that once the forward probabilities have been computed via this
algorithm, it is straightforward to adapt the backwards sweep described in the last
section, and finally to compute the inferred posterior means E(qt|V obs0:T ) and variances
V ar(qt|V obs0:T ) of the state variables. Code implementing this algorithm is available at
http://www.stat.columbia.edu/∼liam/research/code/synapse.zip.
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Algorithm 3.1 Inferring synaptic input via Gaussian particle filtering
1. Begin at time t − dt with N particles git−dt with corresponding
voltage means µit−dt and variances, W
i
t−dt.
2. Evaluate the index probabilities p(i|V obst ) using Eq.3.10.
3. Sample N auxiliary indices rjt−dt from a discrete distribution
proportional to the index probabilities p(i|V obst ).
4. Propagate the N conductance locations git−dt forward by sampling
from git ∼ p(gt|git−dt) for 1 ≤ i ≤ N.




6. Move to the next time step.
3.2.3 Particle filtering for voltage-clamp data
Above we have discussed the problem of inferring synaptic input given voltage traces
observed in current-clamp mode. It is straightforward to modify these methods to
analyze current traces observed in voltage-clamp mode. One standard model of the
observed current in this case is




+ gl(Vl − Vt) + gI(t)(VI − Vt) + gE(t)(VE − Vt)
)
+ ηt, (3.14)
where Vt is the holding potential at time t
1, gI(t) and gE(t) evolve according to the
usual equations (3.2) and (3.3), ηt is Gaussian noise, and τi is a current filtering
time constant2. This model is mathematically equivalent to the current-clamp model
1We assume Vt is constant, or at least changes slowly enough that we may ignore capacitative
effects, though these may potentially be included in the model as well.
2This time constant τi will typically be quite small. Mathematically speaking, it prevents any
discontinuous jumps in the observed current, while physically, it may represent the lumped dynamics
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discussed above if we replace V with I and gl with 1/τi, and therefore, the particle
filtering methods we have developed above apply without modification to the voltage
clamp model as well. See Fig. 3.4 for an example of the particle filter applied to
simulated voltage-clamp data.
3.2.4 Estimating the model parameters via expectation-maximization
(EM)
The expectation-maximization (EM) algorithm is a standard method for optimizing
the parameters of models involving unobserved data [Dempster et al., 1977], such as
our conductances gE(t) and gI(t), here. This algorithm is guaranteed to increase the
likelihood of the model fits on each iteration, and therefore will find a local optimum
of the likelihood3.
It is fairly straightforward to develop an EM algorithm to infer the parameters
of our model. In fact, it is worth generalizing the model here, in order to include
the effects of any observed stimuli or other covariates on the synaptic input rates.
(Subsequently, in section 3.2.4.1, we will discuss a nonparametric model which allows
us to estimate arbitrary time-varying input rates λI and λE directly, in cases where
no stimulus input information is available.) Let Xt denote the vector of all such
covariates observed at time t. Several tractable models are of generalized linear form
[McCullagh and Nelder, 1989]. Recall that
NE(t) = gE(t)− aEgE(t− dt)
of the electrode and any non-space-clamped (electrotonically-distant) segments of the neuron.
3In the case of Monte Carlo methods for computing the expectations needed in the EM algorithm,
as in the particle filter employed here, the likelihood is no longer guaranteed to increase, due to
random Monte Carlo error. However, given a sufficient number of samples (particles), the algorithm
will still converge properly to a steady state, where the parameters “wobble” randomly around the
location of the local likelihood maximum.
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and
NI(t) = gI(t)− aIgI(t− dt)
denote the excitatory and inhibitory synaptic input at time t. Now, generalizing our
previous exponential model (which does not include any stimulus dependence), we
may model NI(t) as exponentially distributed with a mean that depends on Xt,
NI(t) ∼ exp[f(XtkI)],
for some decreasing function f(·), (i.e., the larger XtkI is, the larger NI(t) will be,
on average, since E(NI(t)|Xt) = f(XtkI)−1), and similarly for NE. The vectors
kE and kI here can be interpreted as “receptive fields” for the excitatory and in-
hibitory inputs, by analogy with receptive-field-type generalized linear models for
spiking statistics [Simoncelli et al., 2004; Paninski et al., 2007]. Similarly, we may








This is known as a “truncated regression” model in the statistics and econometrics
literature [Olsen, 1978; Orme and Ruud, 2002].
To derive EM algorithms for these models, we need to write down the expected
log-likelihood [Dempster et al., 1977]
Ep({NI(t),NE(t)}|θˆi−1,V obs0:T )
(
log p({NI(t), NE(t), Vt}|θ)
)
(3.15)
and then maximize this function with respect to the model parameters θ = (kI ,kE, σ).
Here θˆi−1 is the estimate of the model parameters θ obtained in the previous EM
iteration.
We begin with the case of exponentially-distributed inputs, NI(t) andNE(t). From
our generalized linear model, we have
log p(NI(t)|X) = log f(XtkI)−NI(t)f(XtkI)
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and similarly for NE(t). Thus, together with the Gaussian evolution noise model
(equation 3.1) we have





























where the constant term does not depend on θ, and the nonnegativity constraints
NI(t), NE(t) ≥ 0 are implicit. Now, interchanging the order of the expectation in
(3.15) with the sums above, we see that the M-step reduces to three separate opti-
mizations:





log f(XtkI)− E(NI(t)|θˆ(i−1), V obs0:T )f(XtkI)
)





log f(XtkE)− E(NE(t)|θˆ(i−1), V obs0:T )f(XtkE)
)


















V (t+ dt)− Vt − dt [gl(Vl − Vt) + gI(t)(VI − Vt) + gE(t)(VE − Vt)]
)2
.
Each of these optimization problems may be solved independently. The third may be
solved analytically once we have computed the sufficient statistics E(gE(t)|θi−1, V obs0:T ),
E(gI(t)|θi−1, V obs0:T ), E(gE(t)2|θi−1, V obs0:T ), E(gI(t)2|θi−1, V obs0:T ), E(gE(t)gI(t)|θi−1, V obs0:T ).
Each of these may be estimated from the output of the particle filter. For example,
we may estimate






CHAPTER 3. INFERRING SYNAPTIC INPUTS GIVEN A NOISY VOLTAGE
TRACE VIA SEQUENTIAL MONTE CARLO METHODS. 58








and so on. Thus, the E-step consists of 1) a single forward-backward run of the
particle filter-smoother to estimate the conditional mean and second moment of the
synaptic input at each time t, given the full observed data V obs0:T , and the current
parameter settings θi−1, and 2) a subsequent computation of the sufficient statistics
via the sample average formulas above4.
Further, note that E(gE(t)|θi−1, V obs0:T ) and E(NE(t)|θi−1, V obs0:T ) are linearly re-
lated: we obtain gE(t) by convolving NE(t) with an exponential of time constant
τE (from equation (3.2)). By the linearity of expectation, we may similarly obtain
E(gE(t)|θi−1, V obs0:T ) via a linear convolution of E(NE(t)|θi−1, V obs0:T ). Thus, if we have
obtained the sufficient statistics for the third problem, we also have the sufficient
statistics for the first two problems, namely E(NE(t)|θi−1, V obs0:T ) andE(NI(t)|θi−1, V obs0:T ).
While the third optimization above is analytically tractable, the first two typically
are not (except in a special case discussed below). We must therefore perform these
optimizations numerically. It is clear, since NI(t) ≥ 0, that the M-step for kI reduces
to a concave optimization problem in kI whenever f(·) is a convex function, and
log f(·) is concave (and similarly for kE); thus no non-global local optima exist.
(For example, we may take f(·) = exp(·).) Furthermore, it is quite straightforward
to calculate the gradient and Hessian (second-derivative matrix) of these objective
functions, and therefore, optimization via Newton-Raphson or conjugate gradient
4In the case of noisy or incomplete observations of the voltage V (t), we need to compute three
additional sufficient statistics, E(V (t)|θi−1, V obs0:T ), E(V (t)2|θi−1, V obs0:T ), and E(Vt−dtV (t)|θi−1, V obs0:T ).
These may be similarly estimated from the output of the particle filter, specifically equation (3.9).
Finally, as noted in Huys et al. [2006]; Huys and Paninski [2008], it is possible to estimate the
additional model parameters, (gl, Vl, VE , VI), via straightforward quadratic programming methods,
once the sufficient statistics are in hand. However, if gI and gE have free offset terms it is not
possible to uniquely specify the leak parameters, (gl, Vl), unless observations are made at a wide
range of voltages. If only a single voltage is observed, then there are more free parameters than data
points and the model is not uniquely identifiable.
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ascent methods [Press et al., 1992] is quite tractable.
In the simple case of no stimulus dependence terms in the model, it is worth noting














∣∣∣∣ V obs0:T , θˆ(i−1)] ,
with the analogous update for λI . As usual in the EM algorithm, the M step is
simply a weighted version of the usual maximum likelihood estimator (MLE) for
the exponential family model (the MLE for the mean parameter of an exponential
distribution is the sample mean).
The case of truncated Gaussian inputs, NI(t) and NE(t), follows nearly identically.
We begin, as before, by writing down the joint loglikelihood:




















































(Vt − E[Vt|gt−dt, Vt−dt])2
)
+ const.
We find that the E step is unchanged (except for the fact that we use a truncated
Gaussian instead of an exponential for the transition density in the forward-backward
particle filter-smoother recursion). The update for the observation noise parameter σ
is also unchanged, since the observation log-density is the same in the exponential or
truncated Gaussian case. The only real difference is in the updates for the “receptive
field” vectors, kE and kI , and for the input variability parameters, σE and σI . Once
again, it turns out that we may define these updates in terms of two independent
concave optimization problems, (one optimization for (kI , σI), and a separate opti-
mization for (kE, σE)), though a slight reparameterization is required [Olsen, 1978;
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Orme and Ruud, 2002]. We need to solve an optimization of the form
(knewI , σ
new




















We may rewrite the truncated Gaussian model as an exponential family in canonical
form [Casella and Berger, 2001]:



































dz, NI > 0
= ρ1N
2
I + ρ2NI +G[ρ1, ρ2], NI > 0
where we have reparametrized







The log-cumulant function G[ρ1, ρ2] encapsulates all terms which do not depend on
NI . Now the key fact we need from the theory of exponential families [Casella and
Berger, 2001] is that the log-likelihood log p[NI |λI , σI ] is concave as a function of
the canonical parameters (ρ1, ρ2). In addition, the gradient and Hessian of the log-
likelihood with respect to (ρ1, ρ2) may be computed using simple moment formulas.
Since ρ2 is a linear function of kI if we define λI = XtkI , and sums of concave functions
are concave, this implies that our optimization problem (kI , σI) may be recast as a
concave optimization over a convex set, and again no non-global local maxima exist.
(See e.g. Olsen [1978]; Orme and Ruud [2002] for alternate proofs of this fact.) The
optimization for (kE, σE), of course, may be handled similarly.
3.2.4.1 A nonparametric M-step.
How do we proceed in the important case that we have no prior information about
the time course of the mean excitatory and inhibitory inputs λI(t) and λE(t)? If we
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are willing to make a mild assumption about the smoothness of λI(t) and λE(t) as a
function of t, then it turns out to be fairly straightforward to apply the EM approach,
as follows. The standard trick is to slightly reinterpret Xt, the vector of “covariates”:
choose X as a matrix where each column is a temporally localized basis function.
Now, as before, we can use the model E[Nt] = f(Xtθ); here θ is a vector of basis
coefficients, and by choosing different values of this parameter vector we can flexibly
model a variety of input time-courses. For example, we chose X to consist of spline
basis functions here, though any other smooth bump functions with compact support,
and for which the linear equation Xθ = 1 can be solved, would be appropriate. The
width of the basis function should be of a similar scale as the expected fluctuations
in the mean presynaptic input: overly narrow basis functions might lead to over-
fitting, while including too few basis functions will lead to oversmoothing. Since the
matrix XTX is banded, optimizing the objective function in the M-step requires just
O(d) time, where d is the number of basis functions [Green and Silverman, 1994;
Paninski et al., 2009]. As before, we can now start the E-step with a flat prior,
µ = f(Xtθ
0), where Xtθ
0 is chosen to be a constant as a function of time t, then use
the particle filter to obtain the estimate E[{NI(t), NE(t)}|θˆ0, V obs0:T ], then update the
model parameters θ using the M-step discussed above, and iterate. (It is also possible
to include regularizing penalties in the M-step [Green and Silverman, 1994; Paninski
et al., 2009], but we have not found this to be necessary in our experiments to date.)
See Figs. 3.6-3.8 for some illustrations of this idea.
3.2.5 Fast initialization via a constrained-optimization filter
The particle filtering methods discussed above are fairly computationally efficient,
in the sense that the required computation time scales linearly with T , the number
of time points over which we want to infer the presynaptic conductances gE(t) and
gI(t). Nonetheless, it is still useful to employ a fast initialization scheme, to minimize
the number of EM iterations required to obtain reasonable parameter estimates. A
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related strategy was recently discussed in Vogelstein et al. [2010]: the idea to use a fast
optimization-based filter to initialize the more flexible but relatively computationally
expensive particle filter estimation method. We can employ a similar approach here.
In Huys et al. [2006] we pointed out that in the case of complete (i.e., noiseless and





({NI(t), NE(t)}|V obs0:T )
corresponds to the solution of a concave quadratic program, since gI(t) and gE(t) are
linear functions of NI(t) and NE(t) (for example, gI(t) is given by the convolution
gI(t) = NI(t) ∗ exp(−t/τI)). Therefore, in the case of exponential inputs NE(t) and
NI(t), the objective function may be written as log p({NI(t), NE(t)}|V obs0:T ) =
log p(V obs0:T |{NI(t), NE(t)}) + log p({NI(t), NE(t)}) + const.






(−λINI(t)) + const., NE(t), NI(t) ≥ 0,










gl(Vl − Vt) + gI(t)(VI − Vt) + gE(t)(VE − Vt)
))]2
+const.,
a quadratic function of {NE(t), NI(t)}. A similar result is obtained in the case of
truncated Gaussian inputs NE(t) and NI(t).
We can solve this constrained MAP problem very efficiently using methods re-
viewed in Paninski et al. [2010]. The key insight is that an interior-point optimization
approach [Boyd and Vandenberghe, 2004] here has the property that each Newton
step requires just O(T ) time (instead of the O(T 3) time that a typical matrix solve
requires), due to the block-tridiagonal nature of the Hessian (second-derivative) ma-
trix in this problem. See Paninski et al. [2010] for full details. The resulting solution
again scales linearly with T , but is faster than the particle filter method (by a factor
proportional to the number of particles N). If gE(t) and gI(t) are sampled at 1 KHz,
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for example, then this optimization-based filtering can be performed in real time on
a standard laptop (i.e., processing one second of gE(t) and gI(t) requires just one sec-
ond of computation). Thus, we can use this procedure to quickly obtain an effective
initialization (see Fig. 3.5 below).
This optimization approach may be extended to the case of noisy or incomplete
voltage observations. The basic idea is to optimize over p
({V (t), NI(t), NE(t)}|V obs0:T ),
i.e., we will now optimize over the unobserved voltage path V as well, instead of just
over (NE, NI), as before. This joint log-posterior remains quadratic in (V,NI , NE) if
the observations correspond to voltage Vt corrupted by Gaussian noise, but the log-
posterior will not be jointly concave in general. Instead, this function is separately
concave: concave in V with (NE, NI) held fixed, and concave in (NE, NI) with V
held fixed. Thus, a natural approach is to alternate between these two optimizations
until convergence. The optimization over the conductances (NE, NI) with the volt-
age V held fixed has been dealt with above. The optimization over V with (NE, NI)
fixed may be solved by a single run of an unconstrained forward-backward Kalman
filter-smoother, as discussed in Ahmadian et al. [2011a]. In addition, this alternat-
ing solution can itself be effectively initialized with the solution to a closely-related
concave problem: if we replace the true conductance-based likelihood term with the










gl(Vl − Vt) + gI(t)(VI − V¯ ) + gE(t)(VE − V¯ )
))]2
+const.,
where V¯ represents an “average” baseline voltage. (We could use V¯ = Vl, for exam-
ple, or set V¯ to be the mean observed voltage Y ). Then the resulting optimization is
quadratic and jointly concave in (V,NI , NE), and can be solved in O(T ) time via a
straightforward adaptation of the interior-point method discussed above to appropri-
ately constrain NI , NE, gI , and gE to be nonnegative. We find empirically that the
solution to the full alternating problem is quite similar to this fast concave initializa-
tion. See Ahmadian et al. [2011a] for full details.
CHAPTER 3. INFERRING SYNAPTIC INPUTS GIVEN A NOISY VOLTAGE
TRACE VIA SEQUENTIAL MONTE CARLO METHODS. 64
One natural question: why not always use the faster method? As we will see
in the Results section below, despite the enhanced speed of the optimization-based
approach, the particle filter method does have several advantages in terms of accu-
racy and flexibility. As emphasized above, the particle filter is designed to compute
the desired conditional expectations, E(NE(t)|V obs0:T ) and E(NI(t)|V obs0:T ), directly. The
MAP solution can in some cases, (particularly in the setting of low current noise σ),
closely approximate this conditional expectation, as discussed in Paninski [2006a];
Badel et al. [2005]; Koyama and Paninski [2010]; Paninski et al. [2010]; Cocco et
al. [2009b]. But in high-noise settings, the conditional expectation and MAP solu-
tions may diverge significantly (see Paninski [2006b]; Badel et al. [2005] for further
discussion in a related integrate-and-fire model). For example, if the noise is large
enough, then the log p({NI(t), NE(t)}) term can dominate the loglikelihood term
log p(V obs0:T |{NI(t), NE(t)}); since the log p({NI(t), NE(t)}) term encourages the values
of NI(t) and NE(t) to be small, this can lead to an overly sparse solution for the in-
ferred conductances, particularly for the inhibitory conductances, due to their weaker
driving force (and correspondingly weaker loglikelihood term) at the rest potential (see
Results section below for further discussion of this phenomenon). Just as importantly,
the particle filter allows us to compute errorbars around our estimate E(NE(t)|V obs0:T ),
by computing V ar(NE(t)|V obs0:T ). But the quadratic programming method provides no
such confidence intervals around the MAP solution (since the posterior is often highly
non-Gaussian, due to the nonnegativity constraints on (NE(t), NI(t))). The particle
filter methodology is also more flexible than the optimization approach, since the
former does not rely on the concavity of the log-posterior p
({NI(t), NE(t)}|V obs0:T ). As
discussed in Huys and Paninski [2008], this makes the incorporation of non-Gaussian
observations and nonlinear dynamics fairly straightforward.
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Figure 3.1: Estimating synaptic inputs given a single voltage trace. Top: True
voltage in black, observed voltage data in blue, and estimated voltage in red. Since
the observation noise is small they lay on top of each other. Second and third
from top: True (black) and inferred (red) excitatory and inhibitory conductances
gE(t) and gI(t), with one standard deviation. In this case, a burst of excitatory input
was quickly followed by a burst of inhibition. Bottom two panels: True (black)
and inferred (red) excitatory and inhibitory inputs NE(t) and NI(t). (Errorbars on
estimated NE(t) and NI(t) are omitted for visibility.) In this simulation the time
course of the mean inputs λE(t) and λI(t) are assumed known, but the precise timing
of NE(t) and NI(t) (which are both modeled as exponential random variables given
λE(t) and λI(t) in this and the following figures) is inferred via the particle filter
technique. 100 particles were used here, with data observed and equations (3.1-(3.3))
simulated with the same timestep dt = 2 ms; synaptic time constants τE = 3 ms,
τI = 10 ms; synaptic reversal potentials VE = 10 mV and VI = −75 mV; membrane
time constant 1/gl = 12.5 ms, and leak potential Vl = −60 mV. The same parameters
were used in all of the following figures unless otherwise noted. The results did not
depend strongly on the parameters (data not shown).
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3.3 Results
In this section, we discuss a few illustrative applications of the methods described
above. Figures 3.1 and 3.2 show simple example of the particle filter applied to
simulated current-clamp data, with effectively noiseless and fairly noisy voltage ob-
servation data, respectively. To generate the observed voltage data Vt (top panel),
we simulated equations (3.1-3.3) forward for the one second shown here. For this
simulation (and the following examples) we used the model
E(NE(t)) = exp(kExE(t))
E(NI(t)) = exp(kIxI(t)),
where xE(t) and xI(t) were known, sinusoidally-modulated (5 Hz) input signals (xI(t)
was slightly delayed relative to xE(t), to model a burst of inhibition following the
excitatory inputs), and the weights kE and kI are assumed known. Similar results
were observed with the truncated-Gaussian input model (data not shown). Of course,
we assume that gE(t), gI(t), NE(t), and NI(t) are not observed.
Applying the particle filter to this model leads to accurate recovery of the synaptic
time courses gE(t) and gI(t). It is worth noting that the precision of our estimate
for gE(t) is more accurate than that of gI(t). This is because the driving force for
excitation is larger than for inhibition at this voltage. Thus changing gE(t) slightly
will have a large effect on what the observed voltage should have been, whereas
changing gI(t) will have a smaller effect, and therefore, our estimate for gI(t) is less
constrained by the observed data. (See Huys et al. [2006] for additional discussion of
these effects.)
Figure 3.3 compares the behavior of the particle filter when we misspecify the
mean of the synaptic inputs, λE/I . In the left column, the mean synaptic inputs are
assumed to be one fifth the true values, and in the right column, they are five times
larger than the actual values. Since our particle filter ‘adjusts’ the weights of the
particles at t − dt when the observation at time step t occurs, it is able to combine
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Figure 3.2: Estimating synaptic inputs given a voltage trace observed under noise.
Conventions are as in Fig. 3.1, except in top panel: blue dots indicate observed
noisy voltage data, while black trace indicates true (unobserved) voltage. The true
voltage (black) was corrupted with white noise with zero mean and 0.44mV standard
deviation. The estimates are seen to be fairly robust to noise in the observations.
the prior and the observed data properly, and effectively distributes particles in the
“correct” part of the (gE(t), gI(t)) space. This, in turn, leads to far more accurate
inference of the true input time courses, gE(t) and gI(t).
In Fig. 3.4 we apply the particle filter to a voltage-clamp experiment, as described
in section 3.2.3. We examined the behavior of the filter under two different holding
potentials (−60 and −10 mV). For ease of comparison, we used the same conductance
traces gE(t) and gI(t) in each experiment, generating two different observed current
traces I(t) via equation (3.14) for the two holding potentials. The true weights kE
and kI are again assumed known. As expected given the results in Fig. 3.1, the
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Figure 3.3: Comparing the robustness of the model under model misspecification.
We repeated the experiment described in Fig. 3.1, except the particle filter was run
assuming the mean synaptic inputs, λI(t) and λE(t), were five times as small as
they in fact were in the left column and five times as large in the right column.
Conventions in each column are as in Fig. 3.1. The misspecified expected synaptic
inputs are in green. Note the particle filter effectively incorporates both the data
(voltage observations) and the model prior and finds the optimal conductances and
inputs according to the assumed noise parameters in the model.
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particle filter recovers the true synaptic time courses gE(t) and gI(t) fairly accurately,
with the accuracy for gI improving for the more depolarized holding potential, when
the inhibitory driving force is larger. Similar effects are visible in Fig. 3.5, which
illustrates an application of the optimization-based methods discussed in section 3.2.5
to voltage-clamp data.
Finally, Figs. 3.6 and 3.7 address cases where we have no prior knowledge about
the presynaptic stimulus timecourse. The voltage Vt (top panel) was generated using
equations (3.1-3.3) forward for the 1 second shown here. However, for this simulation
we used the model
E(NE(t)) = exp(λE(t))
E(NI(t)) = exp(λI(t)),
where λE(t) and λI(t) were the absolute value of two unobserved Ornstein-Uhlenbeck
processes (these were chosen simply to generate continuous random paths λt; the
results did not depend strongly on this choice). To infer the synaptic timecourses
here, we applied the nonparametric EM method described in section 3.2.4.1, so that
the estimated parameter θˆ corresponds to the vector of weights associated with the
spline basis functions that comprise the covariate matrix X. For both the parametric
and nonparametric versions of the EM algorithm, we observed that on the order of
10 iterations was sufficient for convergence; for all of the examples illustrated in this
paper, on the order of a second of observed data was sufficient for accurate estimates.
Fig. 3.6 illustrates an application to a voltage trace with small observation noise,
while the voltage observations in Fig. 3.7 are much noisier; in both cases, the method
does a fairly good job inferring the synaptic time courses, although as before the
inference is more accurate in the low-noise setting5.
5It is important to make a note about the errorbars computed here. These are estimates of
the posterior standard deviation V ar(gt|V obs0:T , θˆ)1/2, where we have conditioned on our estimate of
the parameter θ. Clearly, this will be an underestimate of our true posterior uncertainty, which
should also incorporate our uncertainty about θˆ. It is possible to employ Markov chain Monte Carlo
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holding potential: -60mV holding potential: -10mV
Figure 3.4: Estimating synaptic inputs given a noisy current trace under voltage-
clamp. Two different experiments (at different holding potentials) are shown in the
left and right columns. Top: True current in black, observed current data in blue,
and estimated current in red. Second and third panels: True (black) and inferred
(red) excitatory and inhibitory conductances gE(t) and gI(t); in this case, a burst of
excitatory input was quickly followed by a burst of inhibition. Bottom two panels:
True (black) and inferred (red) excitatory and inhibitory inputs NE(t) and NI(t). As
in Fig. 3.1, the time course of the mean inputs λI(t) and λE(t) are assumed known,
but the precise timing of NE(t) and NI(t) (which are both modeled as exponential
random variables given λI(t) and λE(t)) is inferred via the particle filter technique (100
particles used here). Note that, as in Fig. 3.1, the inference of the excitatory input
is more accurate than that of the inhibitory input in the left panels (and vice versa
in the right panels), due to the larger driving force of the excitatory conductances at
the −60 mV holding potential.
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Figure 3.5: Using a fast optimization-based method to estimate conductances. A
voltage-clamp experiment was simulated here. Top: observed current I(t); holding
potential −60 mV. Lower panels: true (black) and estimated (red) conductances
gE(t) and gI(t). Presynaptic inputs NI(t) and NE(t) were generated via an inho-
mogeneous Poisson process whose rate varied sinusoidally at 2 Hz; the phase of the
inhibitory sine wave was displaced by 20 ms relative to the excitatory sine carrier.
This information was not made available to the filter; i.e., a constant input rate was
assumed when inferring these inputs from the observed I(t). Note that, as above, the
excitatory inputs are estimated well, while the estimates of the inhibitory inputs are
less accurate, due to the larger driving force of the excitatory conductances.
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Figure 3.6: Estimating synaptic inputs for an arbitrary unknown mean presynaptic
input, via a nonparametric EM approach. Conventions are as in Fig. 3.1, with the
exception of the bottom two panels, which show the true (black) and estimated (red)
mean presynaptic inputs λE(t) and λI(t); these were generated as the absolute value
of random realizations of Ornstein-Uhlenbeck processes and were not known by the
algorithm. NE(t) and NI(t) are both modeled as exponential random variables given
λE(t) and λI(t). We start the estimation with a flat prior; the covariate matrix X was
composed of 50 spline basis functions (an example basis function is shown in blue)
and iterate the nonparametric EM algorithm (section 3.2.4.1)until it converges (less
then 10 iterations here).
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Figure 3.7: Estimating synaptic inputs for an arbitrary unknown mean presynaptic
input given a noisy voltage trace. Conventions are as in Fig. 3.6. The two bottom
most panels are the true (black) presynaptic stimulus and its estimation. The data is
generated in the same manner as in figure 3.6 but the true voltage trace is corrupted
with white noise of zero mean and 0.44mV standard deviation.
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Encouraged by these simulated examples, we applied our technique to a real data
set provided generously by Prof. N. Sawtell. Fig. 3.8(top) shows a voltage trace
obtained during an in vivo whole-cell recording from a granule cell in an electric fish
[Sawtell, 2010]. In these recordings, phasic inhibitory conductances are likely small
(personal communication, N. Sawtell; though tonic inhibition is harder to rule out,
this can be absorbed into the leak conductance term), facilitating the evaluation of the
algorithm’s performance. We applied our nonparametric algorithm with parameters
chosen as follows: VE = 0 mV, Vl = −76 mV, 1/gl = 6 ms, and τE = 5 ms; the
inference seemed relatively insensitive to the details of these parameters. As in the
simulated examples, we initialize the algorithm with a flat mean excitatory input
(using 76 spline functions in this case) and let the EM algorithm converge (about 10
iterations were again sufficient). Figure 3.8 shows the end result of the estimation
procedure; while ground truth presynaptic recordings are not yet available in this
preparation, the results of the analysis seem qualitatively reasonable. We hope to
pursue further applications to real data in the future.
3.4 Conclusion
We have introduced an robust and computationally efficient method for inferring ex-
citatory and inhibitory synaptic inputs given a single observed noisy voltage trace.
As in Vogelstein et al. [2010], we have found that a fast, robust optimization-based
filter provided a good initialization for a more computationally-intensive, expectation-
maximization-based particle filter method. As expected, the inference achieved by
these methods was not perfect. In particular, it is consistently more difficult to recover
the details of inhibitory presynaptic input at physiological resting potentials, due to
the larger driving force associated with excitatory conductances. Nonetheless, we
methods to incorporate this additional uncertainty about θˆ Gelman et al. [2003], but we have not
yet pursued this direction.
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Figure 3.8: Estimating the excitatory conductance of an electric fish granule cell. The
top panel is the recorded voltage (blue) and the estimated voltage (red) (they largely
coincide since we assume low observation noise here); the 2nd panel is the estimated
excitatory conductance gE(t); and the 3
rd panel is the estimated synaptic input NE(t)
to the cell. While comparisons to ground truth are not yet possible in this case, the
inferred gE(t) and NE(t) seem entirely consistent with the observed voltage data.
believe that the systems and computational neuroscience community will find these
methods a useful complement to the methods already available, which require exper-
imenters to hold the neuron at a variety of holding potentials and often complicate
the simultaneous analysis of correlated excitatory and inhibitory input into neurons.
Several possible extensions of these methods are readily apparent. First, as dis-
cussed in Huys et al. [2006]; Huys and Paninski [2008]; Paninski et al. [2009], it
is conceptually straightforward to handle multi-compartmental neural models, or to
incorporate temporally-colored noise sources. These extensions may be especially
useful in the context of poorly space-clamped recordings (i.e., voltage-clamp record-
ings in electrotonically non-compact cells). Further possible extensions include the
incorporation of active membrane conductances and NMDA-gated (voltage-sensitive)
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synaptic channels [Huys et al., 2006; Huys and Paninski, 2008], although each of
these extensions may come at a significant cost in computational expense and in the
amount of data required to obtain accurate estimates of the model parameters. We
could also potentially use a model in which the presynaptic inputs NI(t) and NE(t)
are correlated, extending the expectation-maximization method to infer the correla-
tion parameters. Finally, it may be necessary to incorporate a more accurate model
of the filtering effects of the electrode when analyzing voltage data recorded via patch
clamp or sharp electrode [Brette et al., 2007]. We plan to explore the importance of
these issues for the analysis of real data in future work.
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Chapter 4
Improving the Particle Filter with
Sequential Markov Chain Monte
Carlo
MCMC is like punishment for being bad at calculus. @mikedewar
4.1 Introduction
The estimation of unobserved processes from noisy observations is a common theme
in many real-world analysis problems [Doucet et al., 2001b]. In its most general form,
we have access to a time series yt, t = 1, ...n, which is conditionally independent given
an unobserved state qt, which is assumed to be Markovian. We denote {y0, ..., yt} with
Yt, and {q0, ..., qt} with Qt. Examples can be found in the fields of economics [Jacquier
et al., 2002], computer vision [Gilks and Berzuini, 2001], navigation [Gustafsson et
al., 2002], neuroscience [Brockwell et al., 2004a], atmospheric sciences [Evensen, 1994]
and many more. Accordingly, the problem has received significant attention in recent
decades following the seminal work of Kalman [Kalman and others, 1960].
CHAPTER 4. IMPROVING THE PARTICLE FILTER WITH SEQUENTIAL
MARKOV CHAIN MONTE CARLO 78
q q q
Figure 4.1: Schematic view of a hidden process. The hidden process, qt, evolves in
a Markovian fashion and emits observations, yt, that are i.i.d, conditioned on the
hidden state.
The goal is to estimate the conditional probability p(qt|y0, ..., yt) = p(qt|Yt) of the
state variable qt, given all observed data in the time interval (0, t]. We assume that
the measurement or observation probability, p(yt|qt), and the transition probability,
p(qt|qt−1), are known, a priori and that the initial state of the system is drawn from
some probability, p(q0) (see Fig. 4.1).
In most situations, because observations arrive sequentially in time, a recursive
algorithm which updates the estimation with the arrival of new observations is de-
sirable. Therefore, based on the fact that p(Qt, Yt) = p(Qt−1, Yt−1)p(qt|qt−1)p(yt|qt),
and Bayes’ theorem, we can write the posterior distribution as:
p(Qt|Yt) = p(Qt−1|Yt−1) p(qt|qt−1)p(yt|qt)∫
p(qt−1|Yt−1)p(qt|qt−1)p(yt|qt)dQt−1:t . (4.1)
By integrating out Qt−1 we obtain the marginal distribution p(qt|Yt). Since we are
interested in a recursive algorithm, it is convenient to think of the problem as a
consecutive iteration of two elementary sub-problems. In the first sub-problem we
propagate the current state density into the future by applying the transition proba-
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In this way, we can obtain an online estimate of the probability distribution of the
current state.
In the case Kalman and others [1960] studied, where both the transition and the
observation probabilities are Gaussian, an analytic recursive solution exists. This
solution has been extended and modified to encompass a wider range of problems
[Fahrmeir, 1992; Julier and Uhlmann, 2004]. These are best suited for problems
that are almost linear on the time scale of the updates [Julier and Uhlmann, 2004].
This, in turn, led to the development in the last twenty years of simulation-based
approaches and sequential Monte Carlo methods, the most widespread of which is
the particle filter, which, in theory, can handle nonlinear dynamics and non-Gaussian
observations.
Despite the success of particle filters in their many deployments, they still suffer
limitations that have not been overcome. Specifically, problems with particle filters
stem from a fundamental flaw: the inability to place the particles in areas of interest
in the state space where the density is non-negligible. This results in three principle
limitations. First, high dimensional state spaces require an exponentially increasing
number of particles to represent the probability distribution faithfully [Snyder et
al., 2008]. This occurs because of the ‘curse of dimensionality’ [Snyder et al., 2008].
Usually, the volume of interest is small relative to the total volume, and most particles
get placed outside of it. Second, sharp observation probability leads to failure. In
cases where the observation noise is small, the area of non-negligible density is again
a very small fraction of the total area and the particles are placed outside of it.
Third, misspecification of the transition or observation probabilities results in outliers.
The particles are placed far from the observation, in areas with negligible density
[Polson et al., 2008]. This leads to unevenly distributed weights and again requires
an exponential number of particles [Maiz et al., 2009].
CHAPTER 4. IMPROVING THE PARTICLE FILTER WITH SEQUENTIAL
MARKOV CHAIN MONTE CARLO 80
Here we present a novel simulation-based approach which does without the sampling-
importance-resampling step common to most particle filtering approaches, and there-
fore does exceedingly well in problems where other methods tend to fail. We achieve
this by using Markov Chain Monte Carlo (MCMC) sampling of a rolling estimate
of the joint posterior density. Our method iterates a two step procedure on every
time step. In the first, we sample the state space in the current time step. In the
second, we adjust our sampling of the state space in the previous time step, therefore
achieving a fully adapted particle filtering. We present a computationally efficient
method to implement the MCMC step that takes advantage of the sequential nature
of the problem and scales linearly with the number of particles.
After a short introduction to particle filters, and an analysis of their tendency
to fail (Section 4.2), we present our new approach in section 4.3. In section 4.4, we
present numerical examples of our approach and compare it to standard approaches.
In section 4.5, we state our conclusions and future extensions.
4.2 Particle Filters
All particle filters consider a general state space model with hidden variables, qt,
and observed variables, yt, where qt is a Markov process with some known initial
distribution, p(q0), and a known transition probability, p(qt|qt−1). The observations,
yt, are conditionally independent, given the latent process. The emission probability,
p(yt|qt), is also known. As stated above, the main goal is to estimate the filtering
density, p(qt|Yt), which can be obtained from the joint density, p(qt, Yt), using Bayes’




In most cases, and especially in the ones we consider here, one cannot solve this
problem analytically; the integral is not tractable. Therefore, particle filters take
advantage of Monte Carlo estimations of densities. The densities are represented
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as collections of samples, ‘particles’, drawn from the distribution so that p(x) =
limN→∞
∑N
i=1 δ(x − xi). In most cases, drawing samples from the distribution xi ∼
p(x) is very difficult, but importance sampling can, in principle, be used to overcome
this obstacle. Instead of drawing samples from p(x), we draw samples from an ar-
bitrary density, pi(x), the proposal density. The only requirement for the proposal
density is that pi(x) > 0 everywhere that p(x) > 0. In order to correct for the fact
that we are using the wrong density, and to ensure an unbiased estimate of p(x),
we assign an importance weight, wi =
p(xi)
pi(xi)
, to our samples. Therefore, the density
is represented by a collection of particle locations and their corresponding weights.
A continuous variable is approximated by a discrete variable with random support
[Doucet et al., 2001a].
4.2.1 Sequential Importance Resampling
As we just mentioned, we can use the Monte Carlo method to represent the posterior







where pi is the proposal distribution. The breakthrough of Gordon et al. [1993] was
to represent the proposal distribution in a recursive manner. This means that the
proposal distribution at time t admits the proposal density of time t−1, pi(Qt−1|Yt−1),
as marginal density at time t− 1:
pi(Qt|Yt) = pi(qt|Qt−1, Yt)pi(Qt−1|Yt−1).
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where we denote wit−1 =
p(Qit−1|Yt−1)
pi(Qit−1|Yt−1)




. This shows the necessary ingredients for the estimation of
the current posterior probability given the posterior probability from the last time
step and a new observation as is done in the Sequential Importance Resampling (SIR)
[Gordon et al., 1993]. One needs to propagate the particles forward using the proposal
density, pi(qit|Qit−1, Yt), and evaluate the prior term, p(qit|qit−1), and the likelihood term,
p(yt|qit). At every time step the importance weight is updated, and we obtain a new
representation of the current posterior probability. A very simple recursive algorithm
propagates and updates the particles. One step of the SIR is:
Algorithm 4.1 Sequential Importance Resampling
1. Begin with N equally weighted particles qit−1 ∼ p(qt−1|Yt−1).
2. Propagate the particles forward using: qit ∼ pi(qt|qit−1, Yt).





4. Resample qit according to the weights wi’s.
Propagating the particles using the proposal density p(qt|qt−1, y) is optimal in
terms of minimizing the variance of the importance weights [Doucet and Johansen,
2009], unfortunately, in most cases there are no efficient means of generating indepen-
dent samples from p(qt|qt−1, y). It is very common to chose p(qit) = p(qt|qt−1), which
results in cancelations and normalized weights, wi =
p(yt|qit)∑N
i=1 p(yt|qit)
. When using the the
transition density as the proposal density it is common to refer to the filter as the
Bootstrap Filter.
The SIR enables the estimation of the posterior distribution of the hidden process
given the observations, even in non-linear non-Gaussian problems, and opens many
new possibilities for research and application, but it also suffers from a few fundamen-
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Figure 4.2: Schematic view of the SIR filter. At time t − 1, N equally weighted
particles (circles) represent the true density, p(qt−1|yt−2) . For each particle, we
compute the importance weight given the observation yt−1. The pairs {qit−1, wit−1}
now approximate the true density p(qt−1|yt−1) (solid black line). Subsequently, we
resample the particles according to their weights. The particles are then propagated
forward according to the model dynamics, where they now approximate p(qt|yt−1).
(Reproduced from Doucet et al. [2001a].)
tal shortcomings, which have been pointed out since its introduction. First, the SIR is
guaranteed to suffer from particle degeneration if one omits the resampling step [Pitt
and Shephard, 1999]. As time iterations progress, all the importance weight will con-
centrate on one sample, and therefore the variance of the estimates increases with the
time iterations [Snyder et al., 2008]. Normally, this can be overcome by resampling
qit according to the weights wi. However, in the scenarios of extreme outlier observa-
tions, discussed below, even resampling does not help; the particles can degenerate
in one time step. A second problem with the SIR, which was alluded to earlier and
that manifests itself in almost all versions of particle filters, is the fact that we do
not have access to the optimal proposal density. In the vast majority of scenarios,
the optimal proposal density is hard to sample from, and the various approximations
lead to suboptimal placement of the particles. The particles are placed in areas of
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the state space that have negligible density, and therefore do not contribute to the
representation of the true density in the areas of interest.
As we mentioned, the proposal density, pi(qt|qt−1, y), is the optimal proposal den-
sity. It can be rewritten as:




Therefore, the incremental weights associated with the optimal proposal density can





As was noted in the past, Equation 4.8 allows us to view the filtering problem in a
different light [Pitt and Shephard, 1999]. The posterior probability, p(qt|qt−1, yt), is






We are attempting to approximate the posterior distribution as a finite mixture model
[McLachlan and Peel, 2000] of discrete ‘slices’ given by p(qt|qit−1, yt) with coefficients
given by p(yt|qit−1). Fig 4.3 is a schematic view of this idea. The joint posterior
density is represented in the qt−1 × qt space as the gray contour lines. The particle
filter is attempting to approximate the marginal on qt (blue line at the top) as the
finite mixture of discrete distributions (orange line) and the mixing coefficients are
given by p(yt|qt−1). Note, at time t − 1 we only have access to the discrete slices of
the densities (indicated by the orange rectangles).
From this perspective, the SIR fails in two separate steps. First, its approxi-
mation of p(qt|qt−1, yt) by pi(·) is poor in most cases. Second, it makes no attempt
to approximate the mixing coefficients p(yt|qt−1). We will return to this formula-
tion in subsequent sections. Next, we will present two methods from the literature
to overcome this problem: the Auxiliary Particle Filter (APF) [Pitt and Shephard,
1999] and the particle filter with MCMC(PFwMCMC) [Weare, 2009]. Both are great
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Figure 4.3: Particle filter in a new light. We represent the true joint posterior dis-
tribution in the qt−1 × qt space in gray contour lines. We are trying to approximate
the qt marginal (blue line at the top) as the mixture of discrete distributions on qt
(orange) with coefficients given by p(yt|qt−1).
improvements over the SIR, and will be our starting point, but both are far from
perfect.
4.2.2 Auxiliary Particle Filter
In order to address the shortcomings of the SIR mentioned above, Pitt and Shephard
[1999] proposed the Auxiliary Particle Filter (APF). The APF is a look ahead filter
where at every time step, a crude estimate is made of which particles will be in re-
gions of high density at the next time step [Doucet and Johansen, 2009]. Namely, the
authors propose a two-step procedure. At every time step, t, some future statistic, µit,
of the particles is generated. This is usually a draw from the transition probability.
Then, the predictive likelihood of the future statistic is evaluated, given the obser-
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vation on the next time step and the current particles (i.e., λ˜i ∝ p(yt|µit)p(µit|qt−1))
[Andrieu et al., 2003]. Subsequently, the particles, qit−1, are resampled according to
this ‘first stage’ importance weights, λ˜i. Then the resampled particles are propagated
to the next time step, t, using the transition probability. Only at this point are the
importance weights of the particles evaluated and the particles resampled accordingly,
in the same manner as in the SIR. One step of the APF is presented in Algorithm
4.2.
Algorithm 4.2 Auxiliary Particle Filter
1. Begin with N equally weighted particles,
qit−1 ∼ p(qt−1|Yt−1).
2. Generate N forward statistics of the N particles,
µit = S(pi(qt|yt, qit−1)). This can be the mode, mean, a draw, or any
other likely value associated with pi(qt|yt, qt−1).
3. Evaluate the first stage weights of the particles :
λ˜i ∝ p(yt|µit)p(µit|qt−1).
4. Resample qit−1 according to the weights λ
i’s.
5. Propagate the particles forward using: qit ∼ pi(qt|qit−1, Yt).





7. Resample qit according to the weights wi’s, and proceed to the next
time step.
The first stage importance weights (step 3 in Algorithm 4.2) are a crude estimation
of the predictive likelihood, p(yt|qt−1), and the first resampling (step 4) accounts for
this density. Note, that the ‘second’ stage importance weights, wi, do not depend on
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the ‘first’ stage importance weights, λi. This is because the particles are resampled
between the first and second stages (i.e., λi ≈ 1/N after the resample).
The APF is a considerable improvement over the SIR. While it usually outperforms
the SIR algorithm [Shen et al., 2005], the APF still has a few problems. First, the
future statistic, µi is a random variable and therefore, adds noise to the estimation
process. Second, the first stage resampling can lead to particle impoverishment.
Imagine a situation where the first stage weight, λi, is one for a certain i = j, and
zero for all other i’s. This would lead to all particles being at the same location
after the first resampling step, and a very limited set of particles at the next time
step. In step 5 of Algorithm 4.2 we use the optimal proposal density, pi(qt|yt, qt−1), to
propagate the particles forward. Of course this is usually impossible. We commonly
resort to using a suboptimal proposal density and therefore need to use the second
stage importance weights to correct for that. Lastly, the first stage importance might
return all zeros. This might seem like a pathological case, but is in fact encountered
in the cases considered here (see sections 4.4.1 and 4.4.2). Since in many scenarios
the model parameters might be wrong, most observations are extreme outliers (from
the point of view of the model) and therefore return zero first stage importance. In
these cases the APF fails.
4.2.3 Particle Filter with MCMC
In Weare [2009] the author introduced the ‘particle filter with MCMC’ (PFwMCMC),
in which he tries to solve the third problem we mentioned for the APF. Since we still
have no way to sample from the optimal proposal density, pi(qt|yt, qt−1), he replaced
the sampling of the proposal density (Step 5 in Algorithm 4.2.2) with a MCMC
sampling of the same density. This of course means that we do not need the second
stage importance weights and the second resampling of the particles. Other than the
replacement of the resampling according to the importance weights with a MCMC
sampling of the proposal directly, the algorithm follows that of APF. One iteration
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of the PFwMCMC method is given in Algorithm 4.3.
Algorithm 4.3 Particle Filter with MCMC
1. Begin with N equally weighted particles,
qit−1 ∼ p(qt−1|Yt−1).
2. Propagate the samples forward generating N particles,
q˜it ∼ pi(qt|qt−1).





4. Resample {qit−1, qit} according to the weights λi’s.
5. Start N Markov chains χi with qit as the initial state and a
stationary distribution χi ∼ p(χi|qit−1)p(yt|χi).
6. Set qit = χ
i , and proceed to the next time step.
We can see that if we take µi to be a draw from p(qt|qit−1) in the APF, the
two approaches are equivalent with the exception that in the PFwMCMC method
the qts are sampled using a MCMC schema. This is a significant improvement over
the APF in terms of robustness to outliers, but it comes at a cost. The MCMC
step can slow down the algorithm considerably. It is worth noting again that the




Both the APF and PFwMCMC algorithms just reviewed have a fundamental
limitation. Even if there is perfect sampling of the qit ∼ pi(qt|qt−1, yt), directly or
through the MCMC step, both the APF and the PFwMCMC methods assign weights
to the particles at time step t − 1. These particles come from a very limited pool,
and the weights are often poor approximations of the true weights, p(qt−1|yt). This
induces an extra degree of variability in the estimation, as well as a source of particle
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impoverishment. We will demonstrate this with several examples in Section 4.4.
Several improvements can be made to the PFwMCMC algorithm to make it more
robust. As we mentioned earlier the estimation of p(yt|qt−1) is the key, and is also
where both methods fail. The first and simplest approach, therefore, is to evalu-
ate p(yt|qt−1) exactly or by numerical integration. In the vast majority of cases we
cannot do this exactly and numerical integration is too computationally expensive.
Therefore, the next logical step is to draw more MC samples by repeating steps 2
and 3 in Algorithm 4.3, thereby producing more reliable estimates of p(yt|qit−1). This
algorithm, presented in detail in Algorithm 4.4, performed the best of the algorithms
in the literature so far; therefore, we will compare our novel algorithm from section
4.3 to this algorithm. This comparison can be found in Section 4.4.
Algorithm 4.4 Particle Filter with MCMC+
1. Begin with N equally weighted particles qit−1 ∼ p(qt−1|yt−1).
2. Propagate the samples forward generating K samples for each of
the N particles q˜i,jt ∼ p(qt|qit−1).






4. if λi = 0 for all i means the observation is an extreme outlier.
Go back to step 2 to get more samples.
5. Resample {qit−1, qit} according to the weights λi’s.
6. Start N Markov chains χi with qit as the initial state and a
stationary distribution χi ∼ p(χi|qit−1)p(yt|χi).
7. Set qit = χ
i, and proceed to the next time step.
In practice, using more MC steps to estimate p(yt|qt−1) is still computationally
expensive. Furthermore, in the case of an outlier observation, very few particles have
CHAPTER 4. IMPROVING THE PARTICLE FILTER WITH SEQUENTIAL
MARKOV CHAIN MONTE CARLO 90
non negligible mixing weights associated with them. Therefore, a simple modification
of 4.2.3 is to prune particles with low or negligible p(yt|qit−1). Of course, we do not
have easy access to p(yt|qit−1), therefore we propose to use a rough estimate of this
quantity, and prune out particles with very low estimates, concentrating our efforts
on particles with higher importance. A crude estimate of p(yt|qit−1) can be obtained
by using the Laplace approximation [Bishop, 2006]:
p(yt|qit−1) ∝
∫
p(yt|qt)p(qt|qt−1)dqt ≈ maxqt∈Sp(qt|qit−1)p(yt|qit), (4.10)
where S is the support of p(yt|qt), which gives a leading-order approximation of
p(yt|qit). Other cruder estimate of p(yt|qit−1), can be used such as the distance be-
tween the different qit−1s and the observation in units of quantiles. Once we obtain
the rough estimate of p(yt|qit−1), we can concentrate our efforts on an accurate esti-
mate of p(yt|qit−1) using existing methods such as numerical quadrature. Again, this
adds computation time to the original algorithm in 4.2.3.
Both the auxiliary particle filter and the PFwMCMC methods with its different
variants, make a crude attempt to estimate the predictive likelihood, p(yt|qit−1), by
looking one time step ahead. However, both methods do this by relying on importance
sampling [Shen et al., 2005]. This introduces two major problems: first, it is a noisy
estimate and second it leads to particle impoverishment.
The first problem is due to the fact that the importance weights assigned are
in fact a noisy estimate of p(yt|qt−1). This is because the importance is determined
by the future statistic (µi or a draw of qt in step 2 of Algorithm 4.3 ) which is a
noisy random variable. For example, consider a scenario where the observation is
an outlier, but equally close to two particles in qt−1. In this case, p(yt|qt−1) should
be similar for the two particles. But in practice, since we first need to sample qt in
order to compute the importance, the two particles will have very different weights
depending on the draw of qit ∼ p(qt|qt−1). A related problem arises in cases of very
sharp likelihood. If the observation noise is very low or if the observation noise has
limited support, many of our samples will return zero importance weight (since they
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will fall far from the likelihood peak or outside its support), and in many cases, all
will return zero importance weight when the true solution is not zero. We show such
examples in a one-dimensional and two-dimensional systems, where the observation
noise is uniform and the observation is an outlier (See sec. 4.4.1 and 4.4.2).
The second problem, particle impoverishment, stems from the fact that in the
case of an outlier observation most of the mixing weight will be associated with few
particles that are closest to the observation. These will be resampled and the other
particles will be discarded. In the next time step, most particles will have the same
origin. Even though the estimate will be unbiased, this can lead to incorrectly small
estimated variance, var[qt|Yt]. At the same time, it leads to higher variance in our
estimated mean, E[qt|Yt].
4.2.4 Possible solutions











as a marginalization of the conditional joint density, p(qt, qt−1|Yt), over the variable
qt−1. Then, clearly, the fundamental object is p(qt−1, qt|Yt). We therefore, must sam-
ple from p(qt−1, qt|Yt) in order to represent it faithfully, doing so under the constraint






δ(qt−1 − qit−1). (4.11)
It is important to reiterate that p(qt, qt−1|Yt) is being represented as a collection of
discrete slices along the qt dimension.
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As shown, the perfectly adapted APF (Sec.4.2.2) attempts to accomplish this by
first generating some statistic µit−1 of p(qt−1|Yt) (often a draw), and then sampling
from p(qt|µit−1, Yt). The PFwMCMC uses the same method, but in the second step
uses an MCMC schema to draw the samples. The reason both methods do poorly in
the case of an outlier observation is that they do a poor job sampling from the joint
posterior distribution.
Below, we describe briefly several methods for sampling directly from the condi-
tional joint density p(qt, qt−1|Yt).
4.2.4.1 Gibbs sampling
The most straightforward method to sample from the conditional joint density p(qt, qt−1|Yt),
is Gibbs sampling [Casella and George, 1992]. Given a random pair, {q(r)t , q(r)t−1},
the Gibbs sampler iterates between sampling q
(r+1)
t ∼ p(qt|q(r)t−1, y) and sampling
q
(r+1)
t−1 ∼ p(qt−1|q(r+1)t , y), where (r) denotes the iteration number. The sampling
of the conditional distribution is usually done using the Metropolis-Hastings algo-
rithm (MH). Under some conditions, the distribution of {q(r)t , q(r)t−1} converges to the
underling joint distribution as r → ∞ [Casella and George, 1992]. Therefore, given
the particle locations from the previous time step and a random draw of the particle
locations in the current time step, we can start the Gibbs sampling procedure to
obtain samples from p(qt−1, qt|y).
The problem with this approach is that often samples fall in areas with very low
or zero probability (especially in high-dimensional problems), and therefore will be
rejected with very high probability in the MH sampling [MacKay, 2003]. As a conse-
quence the chain will not mix and the sampling will be too computationally expensive.
This problem also manifests itself in situations when the probability density has ‘is-
lands’, areas of high density disconnected from each other by areas of low probability.
In such situations the chain has to take many steps of very low probability in order to
move from one island to another and therefore the chain does not mix [Sminchisescu
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Figure 4.4: Schematic view of the Gibbs sampler. The conditional joint density,
p(qt, qt−1|Yt), is non-negligible in a very small portion of the over all space. Most
proposed jumps in the vertical direction will be rejected with probability near one.
Therefore the chain will not mix.
et al., 2007]. This is very similar to our problem. Since we approximate the joint
density as a mixture of discrete ‘slices’, where the particles from time step t− 1 sam-
pled it, the regions between the slices have zero density. This can be seen in Figure
4.4. Any proposal outside the slices (orange colored) will be rejected with probability
close to one. Therefore, Gibbs sampling will lead to unacceptably high rejection rates
because most of the samples will be in areas with negligible probability of acceptance.
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4.2.4.2 Simulated tempering
One can also use one of the many accelerated Monte Carlo techniques, for example,
simulated tempering [Marinari and Parisi, 1992], to generate better estimates of the
conditional joint density, p(qt, qt−1|Yt). In simulated tempering, a new “temperature”
random variable is added that extends the sample space. We can express the log
probability as log(p) = −E/T + const, where T denotes the temperature. We can
see that, at high temperatures the system is able to make transitions that would be
improbable at lower temperatures. Effectively, the energy function is smoother at
high temperatures [MacKay, 2003]. One performs standard Monte-Carlo, but also
allows the system to hop between discrete temperatures. In other words, instead of
having one sampler, we have many running in parallel. Each time, the chain can
jump between states of the sampler or between the different samplers, which are at
different temperatures. At high temperatures, the chain mixes faster. The end result
is a chain of pairs, {qi, T i}, where qi represents the state in the state space, and T i
indicates the temperature or sampler used. Since we are usually interested only in
the lowest temperature, at the end of the run we can discard all samples where T i is
at higher temperatures [Gilks et al., 1996]. Simulated tempering allows the system
to escape local minima [Nadler and Hansmann, 2007]. Therefore, the chain is able to
mix and jump between islands of high density. Similar approaches have been pursued
in the literature. For example, Duetscher et al. [2000] used annealed particle filtering
to track body motion. Though simulated tempering is a powerful general framework,
it is computationally expensive; one needs to maintain a record of the particles at all
temperatures [Gall et al., 2007]. Furthermore, there is no a priori way to determine
the number of temperatures, or what temperatures to use.
4.2.4.3 Sequential-Darting
In [Sminchisescu and Welling, 2011], the authors use a priori knowledge of the modes
of a target distribution to allow mode-hopping moves that satisfy detailed balance and
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allow the chain to mix faster by avoiding low probability regions (See also [Andricioaei
et al., 2001]). This idea can also be used in the sequential setting of particle filters.
Starting with the particles at qt−1, we propagate them to their new location at qt,
using exact sampling if it is available to us, or MH if not. These initial wi = {qit−1, qit}
are set at locations with appreciable density, and act as “wormholes”. Subsequently,
particles that are within a ball of radius r from wi will be able to ‘hop’ to any other
wj, and land on a random location within the r radius ball around it. This allows
the particles to move between the qt−1 discrete slices with appreciable probability
while keeping the chain ergodic and reversible. The particle will actually assume its
new location or stay in its current location with MH acceptance probability. One can
devise different policies for the target wj selection; it can be a uniform distribution
over w’s, or it could take in to account the number of particles on the w’s slices.
Sequential-darting can be viewed as Monte Carlo sampler (MH) that, with a cer-
tain probability, attempts a long-range jump between the discrete qt slices. Therefore,
we have a finite mixture of samplers on the continuous qt dimension. Since each sam-
pler is ergodic, a mixture of the samplers is automatically ergodic (on the union of
the discrete slices) as well. It is important to note that all the proposed moves are
reversible. I.e., if the system makes a transition from state i to state j, it can also
make the opposite transition form state j to state i. Reversibility guaranties the
chain will reach the equilibrium density by satisfying detailed balance with the MH
dynamics.
One can incorporate any knowledge about the state-space into the metric, D,
which, in turn, is used to evaluate the distance of the particles from the wormholes.
For example, one might be able to linearize the problem around the wormholes, obtain
the second moment of p(qt, qt−1|yt), and use it to scale the metric. Also, the radius
of the ball, r, should reflect our knowledge of the system. A large r will result in
high-mobility between the qt−1 slices, while small r will allow the chain to mix better
in the qt direction. Also, the placement of the particles around the ws need not
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Algorithm 4.5 Darting Particle Filter
1. Begin with N particles qit−1.
2. Sample qit ∼ p(qt|qit−1, yt) using MH.
3. set wi = {qit−1, qit}. These will be the wormholes.
4. For itr = 1:nDiag
(a) Chose a particle randomly, i ∼ U(1, N).
(b) If D(qi, wj) < r for any j
i. Select a level wk and a random location around wk. Call
it qnew







(c) Else sample qit ∼ p(qt|qit−1, y) using MH.
5. End
6. Proceed to the next time step.
be isotropic. Instead, we can let it also reflect our knowledge of the system. The
wormholes themselves can also be allowed to move and sample the space as long
as their moves are slower than the particle moves, and allow the particles to reach
equilibrium for any given configuration of the wormholes. This leads to faster mixing
of the chain.
The main limitation of the sequential darting algorithm, is that in high dimensions
the ball around the wormholes needs to become smaller in order to avoid unacceptably
high rejection rates. Alternatively, it indicates that we need to use more knowledge
about the space and propose non-uniform landing locations within the ball [Smin-
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chisescu and Welling, 2011].
We found the next two new approaches (Sections 4.2.4.4 and 4.3) more effective
in practice.
4.2.4.4 Diagonal jump
It is advantageous to use any knowledge about the state-space available to us. In
many situations p(qt, qt−1|Yt) will have high density in a low dimensional manifold
within the qt × qt−1 space, and low density in the rest (see Fig 4.5). I.e., we will
propose jumps on the diagonal line of high density instead of vertical and horizontal
jump one uses in Gibbs sampling. In order to avoid the low density regions, a novel
approach we present here, is to sample along this manifold, instead of in the qt and
qt−1 directions. One way to achieve this is the following: if the current joint sample
is qr = {qrt−1, qrt }, where r denotes the iteration of the MCMC, then we propose a
new sample qr+1 = {qr+1t−1 , qr+1t }, such that the transition and observation densities are
similar at the old and new points. Specifically, given qrt−1, q
r
t , and yt, we first propose
qr+1t−1 , and then we would like to propose a q
r+1
t that would satisfy two constraints:
p(qrt |qrt−1) ≈ p(qr+1t |qr+1t−1 ) (4.12)
p(yt|qrt ) ≈ p(yt|qr+1t ). (4.13)
Satisfying both of these constraints simultaneously as a function of qr+1t will ensure
that the acceptance probability of the jump is reasonably higher than zero. It is
important to note that we do not accept or reject the qr+1t−1 proposal; the acceptance
and rejection is on the pair, {qt−1, qt}r+1. Of course, satisfying these constraints
simultaneously will, in general, be impossible or at least intractable.
However, in some cases this can be achieved approximately. Consider, for example,
a nonlinear transition with an arbitrary noise probability and a linear emission, again
CHAPTER 4. IMPROVING THE PARTICLE FILTER WITH SEQUENTIAL
MARKOV CHAIN MONTE CARLO 98
Algorithm 4.6 Diagonal jump algorithm
1. Begin with N particles qit−1.
2. Sample qit ∼ p(qt|qit−1, yt) using MH.
3. Compute f(qit−1) for all i.
4. For itr = 1:nDiag
(a) Calculate rt = q
r
t − f(qrt−1).
(b) Chose a qt−1 slice randomly, i ∼ U(1, N).
(c) Set qr+1 = {qit−1, f(qit−1) + r+1} such that r ≈ r+1 and ηr ≈ ηr+1.
(E.g., Equation 4.16)
(d) accept or reject the new location, qr+1 using MH.
5. End
6. Proceed to the next time step.























where the deterministic dynamics f(·) are arbitrary nonlinear functions. B is the
linear operator,  and η are drawn from arbitrary zero mean distributions, and µrt =
Bf(qrt−1). Under this model, the above constraints (Eq. 4.12 and 4.13) may be
restated in rather simple form: r ≈ r+1 and µrt + Brt ≈ µr+1t + Br+1t . Note
that, if  and η are Gaussian, then we can compute this analytically. However,
the diagonal jump approach remains valid in the case that  and η have smooth
elliptical densities. The ≈ signs generally depend on the structure and scale of the
dynamic noise p(qt|f(qt−1)) and of the observation density p(yt|Bqt), but we wish to
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Figure 4.5: Schematic view of the diagonal jump. The conditional joint density
p(qt, qt−1|Yt) is non-negligible in a very small portion of the over all space. The particle










t . Given q
r
t−1,
qrt , and yt, we propose q
r+1
t−1 , and find 
r+1
t that minimizes p(q
r
t |qrt−1) ≈ p(qr+1t |qr+1t−1 )
and p(yt|qrt ) ≈ p(yt|qr+1t ).
minimize two distances: the distance between the ‘transition noises’, D(it, i+1t ), and
the distance between the ‘observation noises’, D(ηrt , ηr+1t ), where D is the relevant
distance metric. Therefore, we have transformed the problem into a minimization
problem, and we can incorporate all the knowledge we might possess about the space.
As a concrete example, consider  ∼ N (0, Q) and η ∼ N (0, R), where N (µ,Σ)
is the normal distribution with mean µ and covariance Σ. Now, R and Q provide
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metrics for t and ηt, respectively. Therefore, we may choose 
r+1 as:




















(− r)TQ(− r) + (µrt − µr+1t +B(t − rt ))TR(µrt − µr+1t +B(t − rt ))
)
= (Q+BTRB)−1(Qr +BTR(µrt − µr+1t +Br)
= r + (Q+BTRB)−1BTR(µrt − µr+1t ).
(4.16)
Note that since p(qrt |qrt−1) ≈ p(qr+1t |qr+1t−1 ) and p(yt|qrt ) ≈ p(yt|qr+1t ) the probability
to jump to a new proposal location is similar to the probability to jump to the
old location and therefore this jump is reversible. Thus, the chain will reach the
equilibrium density. More general examples are possible. For example, any η and 
that can be approximated by a Gaussian density can be treated in a similar way.
4.3 Sequential Markov Chain Monte Carlo
Here, we describe our main contribution, the Sequential Markov Chain Monte Carlo
(SMCMC) algorithm. Our goal, as before, is to sample p(qt−1, qt|Yt) so that we can
marginalize qt−1 to obtain the posterior density p(qt|Yt). Briefly, we start a Markov
chain on an extended state space. The Markov chain has a target distribution that is
constructed so that the joint probability, p(qt−1, qt|Yt), will be accepted as its marginal.
The state of the chain is the location of one real particle and N “ghost” particles.
The ghost particles allow us to ‘jump’ between the qt−1 slices (as the wormholes did
in Sec. 4.2.4.3) and maintain reversibility of the Markov chain. This is very similar to
the sequential-darting method, but here we allow the ghosts to move by defining the
target distribution on the entire state-space, which includes the ghost particles. At
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the end of the chain simulation, the ghost particles are marginalized out. On every
time step t, our algorithm iterates between two modes. In the first, we perform a
‘horizontal’ move in the t direction. In the second, we perform ‘vertical’ moves, in the
t− 1 direction, by proposing swaps between the real particle and the ghost particles.
We will start by describing our algorithm for one Markov chain. We will later modify
this so that we have several parallel chains running simultaneously.
As we saw in previous sections, what we require is mobility of the particles across
their original qt−1 slices, in order to allow them to represent p(yt|qt−1) as faithfully
as possible. The difficulty is that we need to keep the chain reversible, and therefore
we need to ‘remember’ all the original qt−1’s so that we can propose a jump to past
locations after we have left them. In the sequential-darting algorithm, (Sec.4.2.4.3),
we achieve this by placing the wormholes, w’s, in those original locations and not
moving them. This has an undesired side effect. The chain has a lingering ‘memory’
of its initial condition, and therefore is very slow to mix. For this reason, we use the
extended state space formulation. Both the particle and the ghost population can
move, therefore, the chain mixes faster, while maintaing reversibility as we will show
below.
We denote the location of the particle at the last time step as qit−1, and use q
i to
denote the pair {qit−1, qit}, which is the position of the particle in the qt−1 × qt space.
We use the superscript i just to remind the reader that this is a realization, a sample,
of the distribution on q. At every time step the initial location of the particle is
randomly chosen from the set of locations at the last time step. Similarly we denote
the locations of the ghost particles as gi = {git−1, git} and their initial location, git−1 is
inherited from the location of the N real particles on the previous time step, qit−1. The
chain is denoted with {χ(r)} = {q(r)1 , g(r)1 , ...g(r)N }, where r is the MCMC iteration and
a state of a chain is the location of the ‘real’ and N ‘ghost’ particles. We set the target
distribution of this Markov chain to p(χ) = F (qi)
∏
mG(g
m), so that simulating the
chain for a suitably long time will produce a state from our equilibrium distribution.
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We would like to construct the target distribution, p(χ), so that marginalizing out
the ghost particles produces our desired density p(qt−1, qt|yt). Therefore, we set
F (qi) = p(qi|yt) ∝ p(qt|qit−1)p(yt|qit). (4.17)





as desired. An appropriate G(·) needs to be chosen. If we set G(·) = F (·), the real
particle and the ghost particles are equivalent; there is nothing to distinguish between
them and swapping a real particle with a ghost particle will not change the state
probability. Therefore, the real particle does not have any ‘incentive’ to swap with
the ghosts and the chain will not mix. On the other hand, if we set G(·) = (F (·))0 = 1
then G(·) is an improper prior and the ghosts will drift away and will not be useful
[Lehmann and Casella, 1998]. If F (·) is log-concave, then so is Fα for α > 0 and the
density remains unimodal and therefore relatively easy to sample from, as discussed
further below. Therefore, we propose G(·) = (F (·))α where alpha is between 0 and 1.
In our simulations (Section 4.4) we use α = 1
2
.
After placing the real particle and the ghost particles at their initial locations, we
propagate the ghosts and the real particle using a few Metropolis - Hastings (MH)
sequence of moves to sample the density. At this point we have qi and gj’s placed in
the qt−1 × qt space. This is depicted in Fig.4.6A where we represent the real particle
(red circle) and the ghost particles (white circles) sample the qit−1 slices by MH (green
arrows). Now, the SMCMC algorithm starts iterating between two modes. In the
first mode, we perform a ‘horizontal’ move using MH (or exact sampling, if possible)
on p(qt|qit−1, yt). In the second mode, the particle is swapped with a random ghost
particle according to a MH acceptance probability. This is depicted in Fig.4.6C where
we represent a suggested swap between the real (red) and a random ghost (white)
particle with a black arrow. We require N ghost particles, so that the particle can
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visit all the qit−1 of the previous time step. The algorithm now iterates between these
two steps (Fig.4.6 B and D). As long as both steps are reversible, the algorithm is
reversible. We will now show that both steps are in fact reversible.
The ‘horizontal’ move in the t direction is conceptually simple. We use standard
MH to move both the real particle and the ghosts so as to sample from F and G,
respectively. We can use any proposal density, pi(·), to propose a new location for














t |qi,(r)t−1 , yt)
]
. (4.19)
where we use q
i,(r)
t to denote the location of particle i on the t dimension on the r
th
iteration of the algorithm. Therefore, by standard MH theory, this step is reversible.
If p(qt|qit−1) and p(yt|qt) are log-concave as a function of qt, then so is p(qt|qt−1, yt),
no local optima exist and MH can reach the equilibrium density easily.
We will now focus on the ‘vertical’ move. As we mentioned, the state at iteration
r of the chain is denoted as χ(r) = {q(r)1 , g(r)1 , ...g(r)N }, where the first dimension is
the ‘real’ particle and the last N are the auxiliary or ghost particles. The transition









We require the transitions to be reversible. Therefore, we must make sure that both
p(χ(r) → χ(r+1)) and p(χ(r+1) → χ(r)) are larger than zero. A state transition is a
swap of the particle with one of the N possible ghosts. Therefore, the probability of
transition is the probability to chose a particular ghost particle, m, of the N ghost
particles,
p(χ(r) → χ(r+1)) = Pchose(gm) = Pchose(gmt−1)Pchose(gmt |gmt−1). (4.21)
This will be discussed further below. Since we start with N ghost particles and since
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Initialization Propose vertical swap
Horizontal move Propose vertical swap
Figure 4.6: SMCMC algorithm schema of one chain. A) Initialization. Initially, N
ghost particles and one real particle are placed at the locations of the real particles
at t − 1 and propagate forward using qit ∼ p(qt|qit−1, y) via MH or exact sampling,
if available. (green arrows indicate MH) B) ‘Vertical swap’. We propose a swap of
the particle q1 with a random ghost particle, g4. We accept the swap according to
MH acceptance probability (Eq. 4.20) (indicated by the black arrow). C) ‘Horizontal
move’. The particle and the ghost that were swapped go through a few MH steps
(green arrows). D) ‘Vertical move’. We propose a new vertical swap between the
particle and a random ghost. The algorithm now iterates between steps C and D.
After a burn-in period, we recored the location of the particle and continue until we
have the location of N particles.
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they only move ‘vertically’ via a swap with the real particle, we are guarantied to
have at least one ghost particle for every qit−1 we started with. Therefore, the chain
is reversible. The process described above samples the desired probability density.
Therefore, if we record the location of the real particle every Nmcmc iterations of
the chain N times, we obtain N approximately i.i.d. samples from the density and
we have achieved our goal to sample p(qt−1, qt|yt). The size of Nmcmc is problem
dependent; it needs to be larger than the mixing time constant of the chain. In the
examples in section 4.4 we take it to be 30.
The algorithm we have presented uses one Markov chain that samples the entire
extended state space. The state of the chain is the location of the real particle and N
ghosts. The algorithm performs well, but we can improve our computational efficiency
by starting K chains in parallel, taking advantage of parallel architectures. For each
chain, χ
(r)
i = {q(r)1 , ..., q(r)K , g(r)1 , ...g(r)Ng}, the first K dimensions are the ‘real’ particles
and the last Ng are the auxiliary or ghost particles. I.e., the state of the chain is the
location of K real particles and Ng ghost particles. Notice that we need Ng = N ·K
to maintain reversibility as we have for the simpler scenario of one chain with one real
particle. We will later on relax this constraint. The K chains evolve simultaneously
and independently of each other. At the end of the simulation, we aggregate the K




Of course now the transition probability is:
p(χ(r) → χ(r+1)) = Pchose(qi)Pchose(gm). (4.22)








We now describe the way we chose particles and ghosts and show that both prob-
abilities are greater than zero. We chose the particle randomly from a uniform dis-
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And we chose the ghost particle in the following manner:
1. Select a level qt−1 by sampling from R(r).
2. Randomly (uniformly) sample from the ghosts with the same qt−1,
where R(r) is a proposal distribution on qt−1. It is advantageous to initialize R to
a rough estimate of p(qt−1|y). For example, one can use the expression in equation
4.10. In the results below we used R0 = 1
N
. The proposal density R is updated by:





where  is a small number and we use N(qt−1 ↓ gmt−1) to denote “the number of particles
on the gmt−1 slice”. As r →∞ and K →∞, R(r) will converge to the true p(qt−1|qt, y).
This is favorable since we want to propose jumps to levels where p(y|qt−1) is large.











R(r)(gmt−1) are obviously > 0, and by ensuring that the number of ghosts on each
original qt−1 slice is larger or equal to one we ensure that the second term in Eq. 4.26
is also > 0 always. This is true for both directions.
As we mentioned, to ensure that every qt−1 level has at least one ghost particle,
one can start with Ng = N ·K ghost particles and set K on each qt−1 level. Obviously,
this scales badly with the number of particles. We improve on this by keeping the
following rules:
1. Start with no ghost particles, or equivalently, all the ghost particles at a ‘dor-
mant’ state.
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2. If the chosen qit−1 has not been chosen before, then initialize a ghost for this
level at qi. Do a few MH steps with target distribution G.
3. If a swap is accepted, and there are no ghosts left at this level, then replace the
previous ghost with a new one. This is done to ensure that every qt−1 slice has
at least one ghost on it so that the particles can jump to it.
By following these rules, we minimize the number of ‘active’ ghost particles thereby
minimizing the computational requirements of the algorithm.
Since the probability of proposing any qit−1 is bounded away from zero and will
converge to a constant as N →∞, and since MH is ergodic on each slice, the SMCMC
is ergodic on the union of the slices. Also, the proposal density is made reversible by
the use of the ghost particles, which at the end are marginalized and do not contribute
to the estimate.
A further improvement can be made to the ‘horizontal move’ step. We only
horizontally move particles and ghosts that have been swapped in the previous step.
This way we reduce the computational cost considerably.
In our experience Ng is always linear with the number of particles. Therefore,
the algorithm scales linearly with the number of particles. Furthermore, because the
chains are independent, the implementation in a parallel configuration allows each
chain to have a relatively small number of particles and the simulation time scales as
√
N .
Below, in Algorithm 4.7, we describe the algorithm of one step of one chain in the
new SMCMC method.
4.4 Results
Next, we present four examples demonstrating the strength of the SMCMC method
in problems where previous methods fail. In the first three examples, we examine a
single application of the algorithms at one time step. In practice, this would be carried
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Algorithm 4.7 Sequential Markov Chain Monte Carlo
1. Begin with N, qit−1 ∼ p(qt−1|yt−1).
2. Initialize the proposal density R
(0)
i ∝ c + P˜ (qt−1|yt), where c is
a small positive constant to make sure it is ergodic and P˜ is a
rough estimate of P (qt−1|yt). This can be:
(a) P˜ (qit−1|yt) = maxqt∈S p(qt|qit−1)p(yt|qt),
where S is the support of p(yt|qt).




where qit ∼ p(qt|qt−1).
3. Resample K qit−1’s according to R
(0).
4. Sample the corresponding qit ∼ p(qt|qit−1, y) using MH.
5. For r = 1:nDiag
(a) Vertical Moves:
i. Chose a particle randomly, qi ∼ U(1, K).
ii. Select a level qt−1 by sampling from R(r).
iii. If no ghosts at this level qt−1, initialize a ghost for
this level.
iv. Else randomly (uniformly) sample from the ghosts, gi, at
that location.
v. Use MH to move the ghost horizontally.


































7. Proceed to the next time step.
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out at each time-step in a chain running for a long time. We will focus our attention
on the shortcomings of particle filters mentioned earlier: outlier observations (due to
chance or model misspecification) and high dimensional state space. The first three
examples were constructed in such a way that an analytic solution does exist, and
therefore we have a ‘ground truth’ against which we can compare our results. In
all three cases, we will present the analytic solution together with simulation of the
PFwMCMC+ (Section 4.4) and the SMCMC method. We start with a simple, one
dimensional example, in which the observation is an outlier, causing earlier methods
to fail in most realizations and getting poor estimates in the rest. We continue
with a two dimensional example in which the observations depend on only one of
the dimensions of the state-space. This results in a highly variable estimation for
the previous methods, but the SMCMC delivers very good estimates when examined
against the analytic results. We then present our results in a high-dimensional linear
Gaussian state-space. With few particles relative to the dimension of the state-space,
the SMCMC estimates p(yt|qit−1) more accurately than previous methods. Lastly, we
will demonstrate the SMCMC on data generated from the Lorenz attractor [Lorenz,
1963] with Gaussian observations. For this example we do not have a ground truth
density to compare our results to because there is no closed form solution to it.
Instead, we will compare the mean estimated trajectory to the true trajectory. We
will show that the true three dimensional trajectory can be recovered fairly accurately,
and that the SMCMC method is more robust to model misspecifications than previous
algorithms.
4.4.1 One-dimensional example
Starting with the simplest example possible, we consider a model where the state
space q and the observations y are both in 1-dimension, and the observation is the
state plus uniform noise. Therefore, the observation noise has limited support. This
means that any particle that is outside this support will result in zero likelihood,
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p(y|qit) = 0. As the observation becomes more of an outlier (i.e., is farther away
from where the model ‘expects’ it), this can be detrimental, since exponentially less
particles fall in this ‘observable’ region [Pitt and Shephard, 1999]. Also, since this
example is in one dimension, we can solve for all our desired quantities analytically.
Specifically, our model is:
qt+1 = qt + ε, where ε ∼ N (0, 1)
yt+1 = qt + η, where η ∼ U(−a2 , a2).
(4.27)
As mentioned earlier we only concern ourselves with one time step of the model.
Therefore we take qit−1 ∼ N (−3, 1) as though it were the result of the previous time
step. We set the observation, y = 3, ‘by hand’ to better illustrate the problem caused
by an outlier.
For this simple model, given the locations of the particles resulting from the previ-
ous time step, we can compute the true distribution, Ptrue ∝
∑N
i p(yt|qit−1)p(qt|qit−1, y),
analytically and compare it with the approximations given by PFwMCMC, Pweare =∑N













· φ(qt; qit−1, σ2) if y − a2 0 qt 0 y + a2
0 otherwise,
(4.28)
where φ(x;µ, σ2) denotes the normal density with mean µ and variance σ2 as a func-
tion of x. See App. D for details.
To examine the numerical algorithms, we initialize 100 particles, qit−1 ∼ N (−3, 1),
and let them evolve with trivial dynamics p(qt|qit−1) = N (qit−1, 1) an outlier observa-
tion at 3 and uniform noise y ∼ U(qt − 1/2, qt + 1/2). Since the SMCMC is slower
(due to the vertical MCMC moves) and in order to give a fair comparison we allow
the PFwMCMC to draw new realizations of qit as many times as the SMCMC sam-
ples vertically. And, since the horizontal move in our algorithm and the PFwMCMC
are standard MH sampling, we ignore this stage (we could also sample exactly from
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Figure 4.7: The mixing weights in 1-D, p(yt|qit−1), associated with the densities of 100
particles in 50 realizations. In black are the analytic weights, in red are the weights
given by the average of the PFwMCMC method, and in blue are the weights given
by new SMCMC. Note that the SMCMC estimates have a smaller variance around
the true weights.
p(qt|qt−1, yt) in this simple case) and report the resulting mixing weights p(yt|qit−1)
in Fig.4.7. In black are the analytic weights given qit−1 (Eq. D.2), in red are the
estimated weights using the PFwMCMC method (done 50 times in order to esti-
mate the error-bars) and finally in blue are the estimated weights using the SMCMC
method. In order to illustrate the effect that the wrong weights have on the density
p(qt|qit−1, y) we show the density in figure 4.8 for one realization of qt−1 and qt. Note,
that the observation in this contrived example is three standard deviations away from
the mean of qt and that the error in estimation is relatively small. This might be the
reason this problem has been often over looked in the literature. In most realizations
none of the qit fall in the observable region, and in those cases the PFwMCMC has
no estimate of the weights and the density; the method completely fails.
In figure 4.9, we show the root mean squared error of the estimates of the weights
for both the SMCMC (blue) and PFwMCMC (red) methods as a function of the
number of vertical moves in the SMCMC or the number of redraws in the case of
PFwMCMC. Note, that while the SMCMC converges to the analytic mixing weights,
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Figure 4.8: The resulting density in one dimension. One realization of the draw of
qt−1 and qt. Black asterisks are the particles on time step t − 1 and in blue is their
evolution to time step t. The red asterisk is the observation, y. The black solid line is
the true density, p(qt|qit−1, y). In red is the PFwMCMC approximation and the blue
dashed line (on top of the black solid line) is the SMCMC approximation. In the
inset is the log of the probability density zoomed-in at the area of positive density.
Note that in the example non of the qit fall in the support of p(qt|y). Also note in the
inset that PFwMCMC misestimates p(qt|y).






















Figure 4.9: RMSE of the estimated weights. The RMS of the distance between
the estimated mixing weights, p(y|qit−1), obtained with the SMCMC (blue) and the
PFwMCMC (red) to the true weights as a function of the number of vertical moves for
the SMCMC, or the number of redraws of qit for PFwMCMC. In both cases we used
100 particles. Note that redrawing more qit samples does not help the PFwMCMC.
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the PFwMCMC does not benefit from redraws of qit. Under the PFwMCMC method,
most particles fall outside of the ‘observable’ region and therefore return zero weights
and are highly variable (see Fig. 4.7). Even as we increase the number of redraws of
qt, it does not seem to improve the PFwMCMC method’s performance; the weights
are still biased by the zero weights which result when no particle falls in the observable
region and the variance is still very high (see Fig. 4.9).
In the following examples a bigger difference will be visible.
4.4.2 Two-dimensional example
Turning our attention to a slightly more complex example, we now consider a model
where the latent process lives in a 2-dimensional space and the observation is a 1-
dimensional linear projection of it. Specifically,
qt+1 = qt + ε, where ε ∼ N (µ,Σ)
yt+1 = Bqt + η, where η ∼ U(−a2 , a2)
(4.29)
with B = [1, 0], µ = [0, 0], a = 2, and Σ is the identity matrix.
As with the previous example, we want to compare the true distribution, Ptrue =∑N
i p(yt|qit−1)p(qt|qit−1, y), to both that of the PFwMCMC approximation, PPFwMCMC =∑N





p(qt|qjt−1, y). Here again,







 1a 12√pi · φ(qt; qit−1, σ21,1) · φ(qt; qit−1, σ22,2) if y − a2 0 qt 0 y + a20 otherwise.
(4.30)
See App E for details.
As in the previous example, we use 100 particles to compare the different methods.
qt−1 are drawn out of N ([−3, 0]T , I), as though they are the result of the last time
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Figure 4.10: The mixing weights, p(yt|qit−1) associated with the densities of 100 par-
ticles in 50 realizations in 2D state space. In black are the analytic weights, in red
are the weights given by the average of the PFwMCMC method, and in blue are the
weights given by new SMCMC.
step. We set the observation y = 2. The observation is set to be two standard
deviations away from the mean of qt, and therefore only a few particles will actually
fall within the ‘observable’ region, the area of space where the likelihood of observing
the data is nonzero. Therefore, under the PFwMCMC method, only these particles
will have nonzero weights, and the weights and the location of the particles will be
highly variable leading to a poor approximation of Ptrue =
∑N
i p(yt|qit−1)p(qt|qit−1, y).
In figure 4.10 we plot the mixing weights, p(y|qit−1) (as a function of the observed
dimension, for clarity). In black are the weights we obtain analytically, in red are
the PFwMCMC estimates and in blue are the SMCMC estimates. We repeated the
simulation 50 times to obtain the means and standard deviations. Again, one can see
that the PFwMCMC estimate has a very large variance compared to the SMCMC
estimate.
In figure 4.11, we show three example realizations of the simulation (rows). The
left column is the result of PFwMCMC, the middle column is the analytic result of
p(qt|qit−1, y), and the right column is the results of the SMCMC method. Each plot
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has the colormap of estimated (true in middle column) density, as well as the two
marginals and the qit−1 as a red asterisks. The left column (PFwMCMC) also has
qit as a blue asterisks. Note that very few of the blue asterisks fall in the non-zero
area of the density, therefore the mixing weights are highly inaccurate and variable.
As in example 4.4.1, the PFwMCMC redraws the qt particles as many times as the
SMCMC’s vertical moves (i.e., the PFwMCMC uses 29,500 qt realizations here, while
SMCMC only uses 100). Even though we have 100 particles and 295 redraws, because
the ‘observable’ region is so small, in the end it has very few particles in it. Therefore,
it has high variance in the estimation of the weights (Fig 4.10), and high variance in
the estimation of p(qt|qt−1, y), as can be best seen through the marginal distributions
in Fig 4.12. Increasing the number of redraws does not seem to help the PFwMCMC
method.
4.4.3 High-dimensional case
Next we turn to the high-dimension linear-Gaussian case. As the dimension of the
state space increases one needs to use exponentially more particles to capture the
posterior faithfully [Snyder et al., 2008]. Normally, one would use the Kalman filter
to estimate the posterior distribution of the latent process in such a scenario, but we
are interested in showing the limitations of the particle filter approaches. Therefore,
we will continue to examine the problem in the particle filter framework. Again, in
order to facilitate the presentation without loss of generality, we will consider the
simplest model:
qt+1 = Aqt + ε, where ε ∼ N (0,Σd)
yt+1 = Bqt + η, where η ∼ N (0,Σo)
(4.31)
with A, B, Σo, and Σd all equal to the identity matrix. q and y live in a 10 dimensional
space.
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Figure 4.11: Three realizations of the 2D state space. In the left column is the
PFwMCMC method, on the right is the SMCMC, and in the middle is the analytic
solution for comparison. Each row is a different realization of qit−1. Each square
plot has 100 qt−1 particles (red asterisk) and the resulting probability density in 2-D
(colormap). In the left column corresponding to PFwMCMC we also plot all the qit
in blue asterisk resulting from 295 redraws (29,500 particles). In the top row, none
of the qt particles fell into the observable region. Note the large variability of the y
marginal in the PFwMCMC. This is because the qit are noisy.
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Figure 4.12: The marginals of 50 realizations 2D state space. In black is the analytic
solution, in blue is the SMCMC approximation, and in red is the approximation by
PFwMCMC. Note the high variability in the y marginal density.




















and p(qt|y, qit−1) = N (µx,Σx) where Σx = (Σ−1d +Σ−1o )−1 and µx = ΣxΣ−1d qio+ΣxΣ−1o y.
To examine the numerical algorithms, we again initialize 100 particles, qit−1 ∼
N (−3, 1), and set the observation at 0. Note this is only one and a half standard
deviations away from the mean of the particles at qt. Also, we are using 100 particles
to represent a 10 dimensional space.
Even though in this example the observation is not an outlier, because the di-
mension of the state space is large in comparison to the number of particles, the
estimated weights given by the PFwMCMC method are highly variable. As the num-
ber of dimensions increases, more and more particles are necessary to represent the
PDF faithfully. The PFwMCMC method returns unbiased estimates of the weights
but the estimates are extremely variable (Fig 4.13). In contrast, SMCMC estimates
have much smaller variance around its estimate. Also, the RMSE of the PFwMCMC
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Figure 4.13: The mixing weights, p(yt|qit−1) associated with the densities 50 realiza-
tions of 100 particles in 10 dimensional state-space. In black are the analytic weights,
in red are the weights given by the average of the PFwMCMC method, and in blue
are the weights given by new SMCMC.






















Figure 4.14: RMSE of the mixing weights, p(y|qt−1). The RMSE of the estimated
weights obtained with the SMCMC (blue) and in PFwMCMC (red) as a function
of the number of vertical moves for the SMCMC or the number of redraws of qit for
PFwMCMC. In both cases we use 100 particles.
method seems to fall very slowly as we increase the number of redraws but SMCMC
starts with a better estimate and approaches the analytic solution much faster (see
Fig. 4.14).
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4.4.4 Lorenz attractor
As a demonstration of the wide applicability of our algorithm, and its robustness to
outliers and model misspecification, we performed a numerical experiment to test the
SMCMC on a time series. We used a simple model, the Lorenz attractor [Lorenz,
1963] as a latent process, to investigate the behaviors of the method. Several recent
papers use the Lorenz system of equations as a test ground. See for example: [Miller
et al., 1994, 1999; Pham, 2001; Chorin and Krause, 2004; Nakano et al., 2007; Pocock
et al., 2011]. We recast the Lorenz attractor to a discrete formulation and added
a small amount of i.i.d Gaussian noise to the dynamics. Specifically, the equations
describing the latent process are:
xt = xt−1 + dt(−s(xt−1 − yt−1)) + xt (4.33)
yt = yt−1 + dt(rxt−1 − y − xt−1zt−1) + yt (4.34)
zt = zt−1 + dt(xt−1yt−1 − bzt−1) + zt . (4.35)
With the conventional parameter setting, the three parameters are set as follows:
s = 10, r = 28, b = 8
3
. We use integration time step, dt = 0.01, and we take 
x/y/z
t ∼
N (0, 0.1). Given the three dimensional latent process, we generated observations.
We generate an observation every 30 time steps according to:
ψt = xt + yt + zt + ηt, (4.36)
where η ∼ N (0, 10−6).
Using these parameters the system is highly nonlinear and chaotic, therefore it
offers a great challenge. Nearby trajectories will diverge and the resulting observation
is an outlier from the point of view of the estimator. Of course, here we have no access
to the true posterior density of the states, therefore we report the mean estimated
trajectory and the true trajectory. In order to test the models behavior under model
misspecification, when filtering the generated date, we use an incorrect model. We
supply the filter with the same model but we vary the r parameter between 14 to 42
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(remember its true value with which we generated the data is 28). It is interesting
to note that the Lorenz attractor goes through different regimes over this parameter
range. For r < 24.74 the system has two stable fixed points, while for r > 24.74
the fixed points are unstable [Robinson, 2004]. We estimated the posterior density
using 100 particles, and 10 iterations of horizontal move & vertical swap. For the
horizontal move we use exact sampling. We also perform the same estimation on the
same data using the particle filter with MCMC (PFwMCMC) for comparison. We
use 20,000 particles with the PFwMCMC so that the run time of the two algorithms
is comparable.
In figure 4.15 we show the results of our simulation. subplots A) to C) are examples
of the true trajectory (black) and the estimated trajectory using the SMCMC method
(blue) for three different r parameter values. In each plot the top panel shows the
true observations that were supplied to the estimation algorithm (black) together with
where the observation would have been given the mean estimated trajectory. Since
the observation noise is very small the two coincide. In subplot A) we use r = 14
which is half the true value of 28. In subplot B) we use the correct r value. And in
subplot C) we use r = 42. Of course, using the incorrect parameter values results in
a bad estimation compared to using the true value. But, in subplot D) we show the
norm of the difference between the estimated trajectory and the true trajectory for
the SMCMC and for PFwMCMC for different parameter r values. Note that while
for the correct parameter value both algorithm do very well, the SMCMC has a more
graceful degradation when we use the incorrect parameter value.
This is an important feature, as many times the practitioner does not know the
system’s parameters fully and would like to estimate them using an Expectation-
Maximization type algorithm.
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Figure 4.15: Performance under the Lorenz attractor. In subplots A) to C) the top
panel shows the observation supplied to the estimation algorithm, ψt = xt + yt + zt +
ηt (black) and the observation that would have resulted from the mean estimated
trajectory, E[x|ψ] + E[y|ψ] + E[z|ψ] (red). The two coincide since η is very small.
The bottom three panels are the true trajectory (black) and the SMCMC estimated
trajectory (blue) in the x, y, and z dimensions. A) we use r = 0.5rtrue. B) we use
the correct r value. C) we use r = 1.5rtrue. D) We show the norm of the difference
between the estimated trajectory and the true trajectory for the SMCMC (blue)
and for PFwMCMC (red) averaged over 60,000 realizations. Note, that while for
the correct parameter value both algorithm do very well, the SMCMC has a more
graceful degradation when we use the incorrect parameter value.
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4.5 Discussion
We have introduced a computationally efficient method for inferring the posterior
density of a state space model given sequential observations. As opposed to most other
particle filters, our algorithm is not based on importance sampling. Instead, we have
devised an efficient way to sample directly from the density p(qt−1, qt|Yt). We believe
many will find the algorithm useful, especially given the widespread application of
particle filters. Our algorithm has a higher computational cost per iteration, but
produces superior results in situations where other methods fail. It is robust to
model misspecification, sharp likelihoods, and high dimensional state space.
In recent years, some studies follow similar lines to the one we suggest here. For
example, in [Brockwell et al., 2010], the authors investigate how interacting non-
Markovian sequences allow them to iteratively improve their estimates by having a
variable number of samples. Their algorithm is especially well suited for a scenario in
which the observations come at non-fixed interval, since such delays can be exploited
to obtain more samples at those time steps. However, unlike our model, they do not
consider the predictive likelihood, p(qt−1, qt|Yt), as the fundamental object of interest.
In Polson et al. [2008], the authors also avoid reweighting the particles by approxi-
mating the target posterior through a mixture of fixed lag smoothing distributions,
which they sample using MCMC. In contrast to the work presented here, the authors
do not consider the complexities of the MCMC step, and do not propose an efficient
way to implement it. In Carvalho et al. [2010], the authors propose a particle filter
on an extended state space which also includes the parameters of the model and the
sufficient statistics, but they also do not consider the complexities involved in using
MCMC on that space.
Several possible extensions of our method are readily apparent. First, one can
imagine using the SMCMC algorithm only in cases where other methods fail. For
example, one can use the auxiliary particle filter, except on time steps where particle
impoverishment becomes too severe. When particle impoverishment is higher the
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acceptable, one would engage the SMCMC algorithm to replenish the particles. Ways
to combine our algorithm and simpler methods effectively need to be investigated.
Second, we only redistributed the particles on the given qit−1’s. One can imagine an
algorithm that would allow qit−1 to explore the qt−1 space by using kernel density
estimators [Bishop, 2006]. For example, we used a mixture of discrete slices in the qt





p(y|qit−1)p(qt|qit−1, y)δ(qt−1 − qit−1)dqt−1. (4.37)





p(y|qit−1)p(qt|qit−1, y)φ(qt−1; qit−1, σ2)dqt−1. (4.38)
Finally, the algorithm presented here is especially well suited to be part of an
expectation - maximization (EM) like algorithm. The EM algorithm is a standard
method for optimizing the parameters of models involving latent processes [Dempster
et al., 1977]. The algorithm is iterative, and is guaranteed to increase the likelihood
of the observed data given the model parameters in every iteration and to find local a
optimum of the model parameters. Generally, in each iteration of the algorithm, one
performs two steps in succession: first the expected latent process given the model
parameters is found. This is the E-step, and could be implemented as a particle filter.
Then the model parameters are optimized given the latent process (M-step). One of
the major difficulties of using a particle filter as the E-step is that by construction we
have many outliers in the beginning of the iterations. Since the model parameters are
unknown, most observations will be ‘unexpected’, and therefore many particle filters
fail. As we have shown, the SMCMC is especially well suited for such situations.
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Chapter 5
Conclusions
Two goals defined this thesis: the first was to develop and apply statistical techniques
to help us describe, analyze and ultimately understand the brain. The second was to
develop new statistical techniques inspired by the problems we encounter in neuro-
science, but which are also of general use. In chapter 2, we analyzed high dimensional
data from the primate retina and were able, for the first time, to describe the en-
coding of light stimulus to neural code, and vise versa, for such a large network. We
demonstrated that the observed synchronized firing of neurons can be the result of
shared common noise between the cells, as opposed to direct coupling between them.
We inferred this shared common noise using the maximum a posterior estimate of
a latent process. In chapter 3, we developed a method to infer the excitatory and
inhibitory conductances of a cell from a single voltage trace using particle filters. In
both chapters, the inference of the latent process was part of an expectation maxi-
mization algorithm that allows us to learn the systems parameters. In chapter 4, we
developed a novel statistical technique to infer the posterior density of a latent pro-
cess given sequential observations that is especially suitable for high signal to noise
regimes and situations where we need to learn the systems parameters.
We did not set out in this dissertation research to rely so heavily on latent process,
but their generality and the advanced techniques developed in the last few decades
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made them the natural choice for these various problems. I believe that others will
increasingly find latent processes useful, and hopefully will find the techniques we
have developed here helpful as well.
The central insight of chapter 2 is that high dimensional firing patterns in large
networks of primate parasol retinal ganglion cells can be explained accurately by a
common-noise model with no direct coupling interactions. The common noise terms
in the model can be estimated on a trial-by-trial basis without the need to average over
trials. This is of paramount importance if we wish to study the variability of responses.
Finally, we have also shown that optimal Bayesian decoding methods based on the
common-noise model perform as well as previous models, and are less sensitive to
temporal variability in the RGC output spikes. We proposed the hypothesis that the
common noise in the retina is an analog of the dithering process. This might only be
the prelude to the larger question: are there any possible functional advantages of this
common noise source in the retina? Further work is necessary to better understand
the computational role of common noise in this network. However, I believe that we
are now in a better position to answer this question. We have supplied the tools to
study the common noise, which until now was averaged away.
The GLM framework has been very successful in the neuroscience community and
has been applied to many systems in the last few years. But, I believe that the
extension I have presented, where a latent process is inferred together with the model
parameters, will prove valuable to many scientists. I have concentrated on inferring
the common input shared by the cells, but the latent process is very general and
can be attributed to many other hidden covariates. For example, it is well known
that a biological preparation changes during the span of an experiment, due to a
host of reasons. Using the GLM with the latent process can account for such external
changes over the course of the experiment. Similarly, it is believed that the attentional
state of the animal changes during an experiment, and can greatly affect the animals
performance. By using the latent process, we can account for that as well.
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In chapter 3, we used a Rao-Blackwellized particle filter to infer the excitatory
and inhibitory synaptic inputs given a single observed noisy voltage trace. We be-
lieve that the experimental and computational neuroscience community will find this
method useful. It will be helpful for the community to extend our method to multi-
compartmental neural models. Further possible extensions include the incorporation
of active membrane conductances and voltage-sensitive synaptic channels. We plan
to explore the importance of these issues for the analysis of real data in future work. I
believe that the technique we have developed will be able to shed light on fundamen-
tal questions in neuroscience: the balance between excitation and inhibitions, and the
nature of inputs coming from different sources into one neuron.
Chapter 4 introduced an efficient method for inferring the posterior density of a
state space model given sequential observations. As opposed to most other particle
filters, our algorithm is not based on importance sampling. Instead, we have devised
an efficient way to sample directly from the density p(qt−1, qt|Yt). We believe the
algorithm will have broad application, especially given the widespread application of
particle filters. Our algorithm is robust to three fundamental flaws of most particle
filters: model misspecification, sharp likelihoods, and high dimensional state space.
Our work in this chapter can be incorporated into faster, less robust methods to
achieve the best of both worlds. Ways to combine our algorithm and simpler meth-
ods effectively need to be investigated. Also, using kernel methods in our MCMC
step might lead to improvements and should be investigated. Lastly, we plan to
demonstrate the applicability of our method as part of an Expectation-Maximization
algorithm.
It is interesting to marry the GLM framework we used in chapter 2, which has an
explicit latent process, with the particle filter methods we have introduced in chapters
3 and 4. That is, instead of using the MAP approximation to the common input,
we could use an approximation given by a particle filter. This would allow us to use
much more complex common inputs, as well as non-linear common inputs that depend
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on the stimulus. Another possible extension of our work is to use the particle filter
approach to learning the model parameters by extending the state space to include
the model parameters. This might enable us to use non-linear models as opposed to
the linear GLM.
A word of caution. In the words of spiderman, with great power comes great
responsibility. The power of the techniques we have used and developed is also their
biggest threat. One will always get an estimate, but the relevance of the estimate to
reality depends on the relevance of the employed model to reality. Like with any new
tool, it is important to validate and calibrate it against a known quantity. The inferred
common noise in chapter 2 should not be assumed to be the input to the ganglion cells
from the bipolar cells. We have not demonstrated (or argued) that. If anything, the
input would be the aggregated noise going into the cell from many bipolar cells. But
the model is, of course, just a model. It does not take into account many features of
the biological system it models such as non-linear filters and adaptation. Therefore,
what we call common noise might also reflect the shortcomings of the GLM framework.
Similarly, in chapter 3, we have used a very simplified model of a passive neuron, and
we have not shown that the inferred conductances match experimentally observed
conductances. This will be addressed in future work. Extending the techniques to
more complicated neuron models is also necessary.
I believe that the work in this dissertation speaks to a dialectic around the role of
noise in modern scientific observations. This opposition is illustrated nicely through
the juxtaposition of two classical studies from the turn of the previous century. In
1909, Robert Millikan and Harvey Fletcher set out to try and measure the charge of
the electron. They suspended tiny charged droplets of oil between two electrodes in a
known electric field. With several known values, the density of the oil, and the mass
of the droplets, they were able to determine the charge on the droplets, and thus,
the electric charge of the electron. The accuracy they attained with their simple and
elegant experiment is still astonishing today. The success of their method is found
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in many repetitions and the power of averaging to eliminate noise. Albert Einstein’s
work on Brownian motion in 1905 offers an alternative approach to the issue of noise.
By applying statistical techniques, Einstein was able to determine the size of atoms,
thus the molecular weight of a gas. He was able to “see” molecules in experimental
data that was known at the time for more than 80 years. These two studies offer a
contrasting approach to noise. In the first, noise is a nuisance, in the second, noise
is the essence of the approach. In the first, noise is eliminated, in the second, it is
mined. Both works are of great importance, and indeed, both the noise-as-nuisance
approach and the noise-as-essence approach offer ripe potential for future scientific
understanding. But it seems that the fruitfulness of the study of neural systems, for
the time being, swings toward the noise-as-essence approach. I hope that in this work
I have been able to contribute to this by acknowledging noise explicitly, by trying to
understand the origin and function of noise, and by developing tools capable of mining
the noise.
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Appendix A
Method of Moments
The identification of the correlation structure of a latent variable from the spike-trains
of many neurons, and the closely related converse problem of generating spike-trains
with a desired correlation structure [Niebur, 2007; Krumin and Shoham, 2009; Macke
et al., 2009; Gutnisky and Josic, 2010], has received much attention lately. [Krumin
and Shoham, 2009] generate spike-trains with the desired statistical structure by non-
linearly transforming the underlying nonnegative rate process to a Gaussian processes
using a few commonly used link functions. [Macke et al., 2009; Gutnisky and Josic,
2010] both use thresholding of a Gaussian process with the desired statistical struc-
ture, though these works differ in the way the authors sample the resulting processes.
Finally, [Dorn and Ringach, 2003] proposed a method to find the correlation structure
of an underlying Gaussian process in a model where spikes are generated by simple
threshold crossing. Here we take a similar route to find the correlation structure
between our latent variables, the common noise inputs. However, the correlations in
the spike trains in our model stem from both the receptive field overlap as well as the
correlations among the latent variable (the common noise inputs) which we have to
estimate from the observed spiking data. Moreover, the GLM framework used here
affords some additional flexibility, since the spike train including history effects is not
restricted to be a Poisson process given the latent variable.
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Our model for the full cell population can be written as:
λ = exp(k · x + h · y +Q), (A.1)
where Q ∼ N (0,Cτ ⊗Cs) since we assume the spatio-temporal covariance structure
of the common noise is separable (as discussed in 2.2.2). Here, we separate the
covariance of the common noise inputs into two terms: the temporal correlation of
each of the common noise sources which imposes the autoregressive structure, Cτ ,
and the spatial correlations between the different common inputs to each cell, Cs.
Correlations between cells have two sources in this model. First, the spatio-temporal
filters overlap. Second, the correlation matrix Cs accounts for the common noise
correlation. The spatio-temporal filters’ overlap is insufficient to account for the
observed correlation structure, as discussed in [Pillow et al., 2008b]; the RF overlap
does not account for the large sharp peak at zero lag in the cross-correlation function
computed from the spike trains of neighboring cells. Therefore, we need to capture
this fast remaining correlation through Cs.
We approximated our model as: yi ∼ Poisson(exp(aizi+qi)dt) where zi = ki·xi+
hi ·yi. Since the exponential nonlinearity is a convex, log-concave, increasing function
of z, so is Eq [exp(a
izi + qi)] [Paninski, 2005]. This guarantees that if the distribution
of the covariate is elliptically symmetric, then we may consistently estimate the model
parameters via the standard GLM maximum likelihood estimator, even if the incorrect
nonlinearity is used to compute the likelihood [Paninski, 2004], i.e, even when the
correct values of the correlation matrix, Cs, are unknown. Consistency of the model
parameter estimation holds up to a scalar constant. Therefore, we leave a scalar
degree of freedom, ai in front of zi. We will now write the moments of the distribution
analytically and afterwards we will equate them to the observed moments of the spike
trains:
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where M i(ai) = E[exp(aizi)] is the moment generating function [Bickel and Doksum,
2001] of aizi and ri = E[exp(qi)] = exp(µi + 1
2
(Cs)ii) may be computed analytically












and we can solve for aiopt.
Now, we can proceed and solve for Cs. We first rewrite Cs using the “law of total
variance” saying that the total variance of a random variable is the sum of expected




]− E [yi]E [yj]
= Ez,q[Cov(y|z,q)] + Covz,q(E[y|z,q]).
(A.5)
The first term in the right hand side can be written as:
Ez,q[Cov(y|z,q)] = Ez,q[diag[exp(aizi + qi)]] = diag[E[yi]], (A.6)
since the variance of a Poisson process equals its mean. The second term in the right
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Putting them back together, we have
Cs =diag[E[y
i]]
+ rirj(M i,j(ai, aj) exp
(















where we set M i,j(ai, aj) = E[exp(aizi+ajzj)], and we denote the observed covariance
of the time-series as Cˆs.
As a consequence of the law of total variance (recall Eq. A.5 above), the Poisson
mixture model (a Poisson model where the underlying intensity is itself stochastic)
constrains the variance of the spike rate to be larger than the mean rate, while in
fact our data is under-dispersed (i.e., the variance is smaller than the mean). This
often results in negative eigenvalues in the estimate of Cs. We therefore need to find
the closest approximant to the covariance matrix by finding the positive semidefinite
matrix that minimizing the 2-norm distance to Cs which is a common approach in the
literature, though other matrix norms are also possible. Therefore, in order that the
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smallest eigenvalue is just above zero, we must add a constant equal to the minimum
eigenvalue to the diagonal, Cpsds = Cs+min(eig(Cs))·1. For more details see [Higham,
1988]; a similar problem was discussed in [Macke et al., 2009]. Finally, note that our
estimate of the mixing matrix, M , only depends on the estimate of the mean firing
rates and correlations in the network. Estimating these quantities accurately does
not require exceptionally long data samples; we found that the parameter estimates
were stable, approaching their final value even with as little as half the data.
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Appendix B
O(T ) optimization for parameter
estimation and stimulus decoding
for models with common noise
effects
The common-noise model was formulated as conditionally independent cells, with
no cross-coupling filters, interacting through the covariance structure of the common
noise inputs. Therefore, the model lends itself naturally to parallelization of the
computationally expensive stage, the maximum likelihood estimation of the model
parameters. For each cell, we need to estimate the model parameters and the common
noise the cell receives. The common noise to the cell on a given trial is a time series of
the same length of the experiment itself (T discrete bins), and finding the maximum
a posteriori (MAP) estimate of the common noise is a computationally intensive task
because of its high dimensionality, but it can be performed independently on each
cell. We used the Newton-Raphson method for optimization over the joint vector, ν =
[Θ, q], of the model cell’s parameters and the common-noise estimate. Each iteration
in the Newton-Raphson method requires us to find the new stepping direction, δ, by
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solving the linear set of equations, Hδ = ∇, where ∇ denotes the gradient and H
the Hessian matrix (the matrix of second derivatives) of the objective function F .
We need to solve this matrix equation for δ at every step of the optimization. In
general, this requires O(T 3) operations which renders naive approaches inapplicable
for long experiments such as the one discussed here. Here we used a O(T ) method
for computing the MAP estimate developed in Koyama and Paninski [2010].
Because of the autoregressive structure of the common noise, q, the log posterior
density of qt can be written as:
F = log p({qt}|{yt})






log p(yt|qt) + const,
(B.1)
where we denote the spike train as {yt}, and for simplicity we have suppressed the de-
pendence on all other model parameters and taken q to be a first order autoregressive
process. Since all terms are concave in q, the entire expression is concave in q.








note that the dimension of J = ∂
2F
∂2q
is T ×T (in our case we have a 9.6 min recording




just N ×N , where N is the number of parameters in the model (N = 12). Using the






 J−1 + J−1HqΘS−1HΘqJ −J−1HqΘS−1
−S−1HΘqJ−1 S−1
 (B.3)
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are small (number of model parameters, N), and because of the autoregressive
structure of the common noise, J = ∂
2F
∂2q
, is a tridiagonal matrix:
J =

D1 B1,2 0 . . . 0 0
BT1,2 D2 B2,3 . . . 0 0
0 BT2,3 D3
. . . 0 0
...
...
. . . . . .
... 0
0 0 0 BTT−2,T−1 DT−1 BT−1,T







log p(yt|qt) + ∂
2
∂q2t









In the case that we use higher order autoregressive processes, Dt and Bt are replaced
by d× d blocks where d is the order of the AR process. The tridiagonal structure of
J allows us to obtain each Newton step direction, δ, in O(d3T ) time using standard
methods [Rybicki and Hummer, 1991; Paninski et al., 2009].
We can also exploit similar bandedness properties for stimulus decoding. Namely,
we can carry out the Newton-Raphson method for optimization over the joint vector




[log p(u) + log p(q|Θ) + log p(y|u,q,Θ)]. (B.7)
the Hessian of the log-posterior, J, (i.e., the matrix of second partial derivatives of
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Thus, the Hessian of the log-posterior is the sum of the Hessian of the log-prior for the
filtered stimulus, A = ∂
2
∂2ν
log p(u), the Hessian, B = ∂
2
∂2ν
log p(q|Θ), of the log-prior




Since we took the stimulus and common noise priors to be Gaussian with zero mean,
A and B are constant matrices, independent of the decoded spike train.






2, q2, · · · ),
where subscripts denote the time step, i.e., such that components corresponding to
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where L ≡ log p(y|u,q,Θ) is the GLM log-likelihood. The contribution of the log-
prior for q is given by
B =

b1,1 b1,2 · · ·










where, as above, the matrix [Bt1,t2 ] is the Hessian corresponding to the autoregressive
process describing q (the zero entries in bt1,t2 involve partial differentiation with
respect to the components of u which vanish because the log-prior for q is independent
of u). Since B is banded, B is also banded. Finally, the contribution of the log-prior
term for u is given by
A =

a1,1 a1,2 · · ·
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where the matrixA (formed by excluding all the zero rows and columns, corresponding
to partial differentiation with respect to the common noise, from A) is the inverse





where Cx is the covariance of the spatio-temporally fluctuating visual stimulus, x, and
kj
T
is cell j’s receptive field transposed. Since a white-noise stimulus was used in the
experiment, we use Cx = c
2I, where I is the identity matrix and c is the stimulus
contrast. Hence we have Ciju = c
2kikj
T




≡ Cov[uit1 , ujt2 ] = c2
∑
t,n
ki(t1 − t, n)kj(t2 − t, n). (B.12)
Notice that since the experimentally fit ki have a finite temporal duration Tk, the
covariance matrix, Cu is banded: it vanishes when |t1 − t2| ≥ 2Tk − 1. However, the
inverse of Cu, and therefore A are not banded in general. This complicates the direct
use of the banded matrix methods to solve the set of linear equations, Jδ = ∇, in
each Newton-Raphson step. Still, as we will now show, we can exploit the bandedness
of Cu (as well as B and D) to obtain the desired O(T ) scaling.
In order to solve each Newton-Raphson step we need to recast our problem into
an auxiliary space in which all our matrices are tridiagonal. Below we show how such
a rotation can be accomplished. First, we calculate the (lower triangular) Cholesky
decomposition, L, of Cu, satisfying LL
T
= Cu. Since Cu is banded, L is itself banded,
and its calculation can be performed in O(T ) operations (and is performed only once,
because Cu is fixed and does not depend on the vector (u,q)). Next, we form the
1Since x is binary, strictly speaking, ui is not a Gaussian vector solely described by its covariance.
However, because the filters ki have a relatively large spatiotemporal dimension, the components
of ui are weighted sums of many independent identically distributed binary random variables, and
their prior marginal distributions can be well approximated by Gaussian distributions (see Pillow et
al. [2008a]; Ahmadian et al. [2011b] for further discussion of this point). For this reason, we replaced
the true (non-Gaussian) joint prior distribution of yi with a Gaussian distribution with zero mean
and covariance Eq. (B.12).
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3T × 3T matrix L
L =

l1,1 0 · · ·














Clearly L is banded because L is banded. Also notice that when L acts on a state
vector it does not affect its q part: it corresponds to the T ×T identity matrix in the
q-subspace. Let us define
G ≡ LTJL. (B.14)
Using the definitions of L and A, and L
T
AL = I (which follows from A = C−1u and
the definition of L), we then obtain






iu 0 · · ·










Iu is diagonal and B is banded, and since D is block-diagonal and L is banded, so is
the third term in Eq. (B.15). Thus G is banded.
Now it is easy to see from Eq. (B.14) that the solution, δ, of the Newton-Raphson
equation, Jδ = ∇, can be written as δ = Lδ˜ where δ˜ is the solution of the auxiliary
equation Gδ˜ = L
T∇. Since G is banded, this equation can be solved in O(T ) time,
and since L is banded, the required matrix multiplications by L and L
T
can also be
performed in linear computational time. Thus the Newton-Raphson algorithm for
solving Eq. (2.9) can be performed in computational time scaling only linearly with
T .
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Appendix C
PSTH-based method
A different method to obtain the covariance structure of the common noise involves
analyzing the covariations of the residual activity in the cells once the PSTHs are
subtracted [Brody, 1999]. Let yir(t) be the spike train of neuron i at repeat r. Where
the the ensemble of cells is presented with a stimulus of duration T , R times. si =
Er[y
i
r(t)] is the PSTH of neuron i. Let
δyir(t) = y
i
r(t)− Er[yir(t)]; ie, (C.1)
δyir(t) is each neuron’s deviation from the PSTH on each trial. This deviation is
unrelated to the stimulus (since we removed the ‘signal’, the PSTH). We next form







]) · (yjr (t+ τ)− Er [yjr (t+ τ)])]
= Er
[




we can cast this matrix into a 2-dimensional matrix, Ck(τ), by denoting k = i ·N + j.
The matrix, Ck(τ), contains the trial-averaged cross-correlation functions between all
cells. It has both the spatial and the temporal information about the covariations.
Using the singular value decomposition one can always decompose a matrix into
Ck(τ) = UΣV . Therefore, we can rewrite our matrix of cross-covariations as:




σiUi · V Ti . (C.3)
where Ui is the i
th singular vector in the matrix U and Vi is the i
th singular vector
in the matrix V and σi are the singular values. Each matrix, σiUi · V Ti , in the sum,
is a spatio-temporal separable matrix. Examining the singular values, σi, in Figure
C.1 C, we see a clear separation between the largest singular value and the next one.
The first two singular values capture most of the structure of Ck(τ). This means that
we can approximate the matrix Ck(τ) ≈ C˜k =
∑2
i=1 σiUi · V Ti [Haykin, 2002]. In
Figure C.1A, we show the spatial part of the matrix of cross-covariations composed
of the first two singular vectors reshaped into matrix form, and in Figure C.1B we
show the first two temporal counterparts. Note the distinct separation of the different
subpopulations (ON-ON, OFF-OFF, ON-OFF, and OFF-ON) composing the matrix
of the entire population in C.1A.
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Figure C.1: PSTH-based method A) Approximate spatial covariance matrix of the
inferred common noise composed of the first two spatial singular vectors. C˜i,j =∑2
k=1 σkUk (the vectors are reshaped into matrix form). Note the four distinct re-
gions corresponding to the ON-ON, OFF-OFF, ON-OFF, and OFF-ON. B) First two
temporal singular vectors, corresponding to the temporal correlations of the ‘same-
type’ (ON-ON and OFF-OFF pairs), and ‘different type’(ON-OFF pairs). Note the
asymmetry of the ON-OFF temporal correlations. C) Relative power of all the sin-
gular values. Note that the first two singular values are well separated from the rest,
indicating the correlation structure is well approximated by the first two singular
vectors. D) Receptive field centers and the numbering schema. Top in red: ON cells.
Bottom in blue: OFF cells. The numbering schema starts at the top left corner and
goes column-wise to the right. The ON cells are 1 through 104 and the OFF cells are
105 to 277. As a result, cells that are physically close are usually closely numbered.
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Appendix D
Calculating the true distribution in
the one dimensional case with
uniform observation noise.
Starting with the distribution we have:


















0 qt 0 y+ a2 and zero everywhere else. φ(x;µ, σ2) denotes the normal density
with mean µ and variance σ2 as a function of x. We denote the CDF from −∞ to x
of a normal density with mean, µ and variance σ2 with Φ(x;µ, σ2). Now, looking at
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· φ(qt; qit−1, σ2).
(D.3)
in y − a
2
0 qt 0 y + a2 and zero everywhere else.
We can see from the second equality that the true density is a mixture of different
truncated Gaussians (which can be approximated well by exponential distributions
when far from the mean).
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Appendix E
Calculating the true distribution in
the two dimensional case with
uniform observation noise.
In order to find the ptrue we start with the distribution:






















, qit−1, σ2)− Φ(y − a2 , qit−1, σ2)
· φ(qt; qit−1, σ22,2).
(E.1)
where Φ(x, µ, σ) is the cumulative distribution function of the normal distribution
with mean µ and standard deviation σ, evaluated at the values in x. Now, looking
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, qit−1, σ2)− Φ(y − a2 , qit−1, σ2)








· φ(qt; qit−1, σ21,1) · φ(qt; qit−1, σ22,2),
(E.3)
in y − a
2
0 q1,t 0 y + a2 and zero everywhere else. We used q1,t to denote the 1st
dimension of the sate space.
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