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ABSTRACT
In the oil and gas industry, there is a need to accurately obtain downhole pressure to
determine the distribution of flow rates at perforations in the wellbore. Furthermore, these
flow rates can be used to quantify near-wellbore reservoir heterogeneity such as a major
fracture conduit. Fiber-optic sensing has gained more popularity due to many advantages
over traditional electrical sensors, such as long-term durability and distributed sensing in
harsh conditions. One of the most valuable parameters that fiber-optic sensing could provide
is a near-continuous recording of fluid pressure along the wellbore via distributed pressure
sensing (DPS). In addition, fiber optics are used in distributed acoustic sensing (DAS),
distributed temperature sensing (DTS), and distributed strain sensing (DSS). For instance,
DAS data can be used to detect seismic and microseismic events; DTS can be used to monitor
steam injection applications; DSS can be used to detect pipe leakages. However, we focus
on DPS in this thesis and propose a modeling method to quantify major permeability spikes
from such measurements.
In theory, measured pressure data along the wellbore from fiber-optic sensing can be used
to calculate specific productivity index variations, which, in turn, quantifies permeability
spikes along the wellbore, such as high-permeability fractures and leaking faults. Because of
the lack of field data, a proxy numerical model was developed to generate flowing pressure
data in a horizontal wellbore. The flow in a reservoir is governed by the conservation of
mass and momentum and Darcy’s law, whereas the flow in a wellbore is governed by the
conservation of mass and energy. We then used a semi-analytical model to determine the
permeability variations along the wellbore that yield the closest wellbore pressure profile to
the simulated measured pressure.
From a numerical model, a build-up test was conducted to determine the apparent per-
meability and the average reservoir pressure. The apparent permeability provided an initial
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estimate of the permeability for a semi-analytical model. Then, the ‘interior-point barrier
method’ algorithm was used to minimize the squared difference between the fluid pressures
from the two models and obtain permeability along the wellbore. Several numerical exam-
ples, such as a single-phase flow and a water-oil flow in a single-porosity reservoir, were
examined.
Knowing the productivity of the reservoir along the wellbore allows operators to make
quality decisions, leading to optimal reservoir development. In addition, one can gener-
ate a flow rate curve along the wellbore as a proxy to a production logging measurement.
Fiber-optic pressure sensing provides a continuous stream of valuable information, leading
to reservoir description on a real-time basis.
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In reservoir management, it is imperative to accurately obtain downhole pressure, tem-
perature, and flow rates for the following reasons: (1) to monitor the status of wells for
optimizing well and reservoir performance, and (2) to determine reservoir permeability vari-
ation behind the casing. An example of reservoir heterogeneity determination could be
identifying the presence of high-permeability fractures and faults behind the casing. In the
past, the flow rate measurement along the wellbore has required the use of production log-
ging tools, which is an expensive process. However, the downhole pressure measurements
can also be used to calculate flow rates in a continuous fashion. To achieve this objective,
one can make use of fiber optics-based Distributed Pressure Sensors (DPS).
Electronic pressure sensors are traditionally used to measure downhole pressure, but they
are installed to measure pressure at a single point. Thus, to measure pressure at multiple
points along the wellbore, multiple cables and more electronic parts must be installed. As a
result, these sensors impede flow along wellbore significantly. In addition, they are susceptible
to damage from the harsh wellbore conditions. Fiber optic pressure sensors could alleviate
these problem. Aside from surviving the wellbore harsh conditions, the fiber-optic sensors
provide a continuous stream of measured data which allows continuous reservoir evaluation.
In the past, Farshbaf Zinati et al. (2012) provided a mathematical background for analyz-
ing the pressure measurements from fiber-optic sensors to determine the specific productivity
index along the well. In this thesis, we will use a similar model with a different optimization
technique to analyze such pressure measurements and determine the fluid influx and effec-
tive reservoir permeability along the well. We will also explore more numerical case studies,
including water-oil flow and flow in a dual-porosity reservoir, to determine the validity of
the inverse modeling technique presented in this thesis.
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This thesis is structured in the following way. Chapter 2 provides the background of fiber
optics. Then, it discusses how an optical fiber can measure and transmit pressure data with
an emphasis on Fiber Bragg Grating (FBG). Nevertheless, it provides a brief description of
other types of fiber-optic pressure sensors too.
Chapter 3 lays the mathematical framework, such as the governing equations of the 3D
numerical model used to generate wellbore pressure in various cases as a proxy to field
data, 1D semi-analytical model used to inversely determine reservoir heterogeneity, and the
optimization technique used.
Chapter 4 explores different numerical case studies using the model developed in Chapter
3, such as water-oil flow in a single-porosity medium and a single-phase flow in a dual-porosity
medium. In each case study, each reservoir slab is assigned a random permeability, with a
mix of high and low values to illustrate the permeability contrast and determine whether
the inverse model can replicate the heterogeneity trend or not.
Lastly, Chapter 5 discusses and summarizes the key concepts in this thesis. It also




It is imperative to accurately obtain downhole pressure, temperature, and flow rates in
reservoir management to optimize well and reservoir performance and to determine reservoir
permeability variation behind the casing. In the past, we used production logging tools
to obtain the flow rate measurement along the wellbore – an expensive process. However,
the downhole pressure measurements can calculate flow rates continuously. One can ob-
tain downhole pressure measurements using fiber optics-based Distributed Pressure Sensors
(DPS).
This chapter provides an overview of DPS and other fiber optic-based sensing, including
Distributed Temperature Sensing (DTS) and Distributed Acoustic Sensing (DAS). It also
provides an overview of the fundamentals of fiber optics, such as the basic principles and
the transmission of pressure and temperature measurements with optical fiber. The optical
fiber of interest to us in this thesis is the Fiber Bragg Grating (FBG). In addition to the
FBG sensors, other fiber-optic pressure sensors are reviewed.
2.1 Challenges and the Need for Fiber-Optic Downhole Distributed Pressure
Sensing
A downhole condition is a dynamic system where pressure and temperature are both a
function of fluid influx at the perforations and flow along the wellbore. Traditional electrical
gauges cannot provide high-resolution downhole pressure and temperature measurements and
pose challenges. Some examples of these challenges are listed below (Song 2009, Staveley
2017):
1. Electronic sensors have troubles measuring pressure in wells which produce from mul-
tiple zones.
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2. Electronic sensors cannot obtain effective and real-time distributed measurements.
3. Electronic sensors cannot operate in harsh conditions, such as high pressure / high
temperature (HPHT).
4. Electronic sensors do not operate for a reasonable lifetime.
5. Electronic sensors cannot avoid electromagnetic interferences (EMI).
In recent years, fiber-optic sensors have become popular in this industry. They can
provide high-resolution measurements. Furthermore, multiple sensors can be installed in a
single fiber, allowing the measurements of downhole parameters at various locations along
the wellbore. In fact, recent technology allows for distributed sensing of temperature and
acoustics (DTS and DAS) along the wellbore for reservoir surveillance, well integrity, inflow
profiling, and measurement of downhole seismic waves (Koelman et al. 2011). Even though
limited data for distributed pressure sensing (DPS) is available at the time of publication, the
author believes that DPS will become more popular in the industry in upcoming years. At
the time of publication, Smart Fibres, a pioneer optical fiber sensing company, is developing
distributed pressure and temperature sensing (DPTS) using Fiber Bragg Gratings in oil and
gas wells. (See Staveley (2017), Staveley et al. (2017) for more details)
Once the fiber-optic cable is installed, no other well intervention operation is needed to
gather downhole measurements, eliminating concerns regarding production deferments and
HSSE (health, safety, security, and environment). Only the backscattered and reflected light
injected by the Interrogation Unit (IU) through the optical fiber is needed to evaluate the
downhole measurements. Moreover, because the IU operates remotely from the surface, it
is much safer than operating where the downhole sensors are (Van der Horst et al. 2014).
The sensors also do not need any electrical power or electronic devices to operate, mak-
ing them immune to EMI. Within the well, the sensors detect the characteristics of the
backscattered light due to the local deformations of the optical fiber. The independence of
electrical power allows the optical fiber to operate for a much longer time than electrical
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gauges do. In addition, because of the independence of electronics, high temperature would
not significantly age the fiber, unlike downhole electrical sensors (Staveley et al. 2017).
Furthermore, some other advantages are that (1) fiber optic sensing allows for continuous,
instantaneous, and repeated measurements, that (2) the installed optical fiber also does not
interfere with the production as much as traditional electrical sensors due to its light weight
and small volume, and that (3) since the fiber is typically a single-mode type, the signal
attenuation is small, allowing the fiber to reach farther into the wellbore.
2.2 Fundamental Principles of Fiber Optics
Optical fibers are circular cables made with dielectric materials. As shown in Figure 2.1,
typical fibers have three components: core, cladding, and coating. Cores are usually made
with silicon dioxide (SiO2) and germanium dioxide (GeO2), whereas claddings are made with
silicon dioxide. The refractive index of the core is higher than that of the cladding, resulting
in total internal reflection within the core (provided that the incident angle is greater than
the critical angle). The coating is made of cushioning material, reducing communication
between adjacent fibers and minimizing loss. Optical fibers are commonly incorporated into
cables with a polyethylene sheath.
Figure 2.1: Cross Section of an Optical Fiber (Reproduced from Newport (2017))
The two modes of transmitted light in the cable are single-mode and multi-mode (Fig-
ure 2.2). For a single-mode transmission, the fiber carries light in a single path, resulting in
high information capacity. The data can be transmitted over a long distance because of low
attenuation. The core diameter is small (about 4 microns). For a multi-mode transmission,
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light takes more than one path simultaneously, resulting in a lower information capacity.
The core diameter is larger (about 6 microns). Each mode can affect one another, causing
intermodal dispersion and data attenuation. Thus, data cannot be transmitted for a long
distance in a multi-mode fiber. In oilfield applications, a single-mode fiber is typically used.
Figure 2.2: Schematics of a Single-mode and a Multi-mode Fiber (Reproduced from Fiber
Optic Equipment Solutions (2016))
While there are multiple parameters describing the properties of fiber, this section will
introduce two parameters: numerical aperture and “V” number. These two parameters are
most relevant to research because they characterize how the light travels in the fiber. The
definition of the numerical aperture (NA) is the sine of the maximum incident ray angle at
which the total internal reflection can still occur in the core. This angle is illustrated in
Figure 2.3. The higher index of refraction of a fiber core leads to a larger NA, but it also
causes a higher amount of scattering from a higher dopant concentration. In short, NA is a
measure of how well the fiber gathers light.
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Figure 2.3: Illustration of Numerical Aperture (Reproduced from Newport (2017))
The “V” number is also known as the fiber’s normalized frequency parameter. Many
parameters of a fiber are related to the “V” number, such as propagation constants and the
number of modes of transmission at a certain wavelength. Mathematically, “V” number is









n21 − n22 (2.1)
where NA is the numerical aperture, dcore is the diameter of a fiber core, n1 is the refractive
index of a core, n2 is the refractive index of a cladding, and λ is the wavelength of light in
vacuum.
When V < 0.2405, the mode of transmission in a fiber is single-mode.
2.3 Signal Attenuation
During the transmission, data signals can be lost due to external perturbations, such
as bending and inherent attenuation due to dispersion. Attenuation is arguably the most
important factor affecting the cost of fiber optics since it affects the spacing of signal repeater
requirements along the fiber. Dispersion and scattering also affect the loss of signal energy
because they can shift the mode of transmission from single-mode to multi-mode. At a
shorter wavelength, the inevitable Rayleigh scattering dominates the loss, whereas at a
longer wavelength, fiber irregularities, such as microbending, dominate. Figure 2.4 shows a
schematic of dispersion and corresponding attenuation.
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Figure 2.4: Illustration of Signal Dispersion and Attenuation (Reproduced from Newport
(2017))
Two mechanisms that increase the attenuation of data are macrobending and microbend-
ing. Macrobending is caused by bending and wrapping of fiber, which changes the incident
angle of light traveling in the fiber and may cause the guided light to leak out of the fiber as
shown in Figure 2.5. As the radius of bend increases, the attenuation of a signal increases
exponentially. However, the same radius of bend causes less signal loss in fibers with a higher
numerical aperture because those can gather light signal better.
Figure 2.5: Demonstration of Macrobending (Reproduced from Jay (2010))
Meanwhile, microbending is caused by the uneven surface of the waveguide due to man-
ufacturing defects. They are usually considered as small bends (< 1 mm radius) along the
fiber core, causing the guided light to scatter more as shown in Figure 2.6. In a single-mode
transmission, microbending can cause a mode shift to a multi-mode transmission.
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Figure 2.6: Demonstration of Microbending (Reproduced from Jay (2010))
2.4 Pressure, Temperature, and Strain Measurement and Transmission
The measurements by optical fibers are indirect. The fiber-optic sensors sense a local
deformation downhole and transmit that deformation through reflected or backscattered
light to be converted to a measurement of downhole parameter. Two types of measurement
systems are fully distributed sensing system and quasi-distributed sensing system.
It should be noted that for pressure sensing, the sensors should be placed inside the
casing to directly measure the fluid pressure inside the wellbore. For temperature sensing,
the sensors are typically placed outside the casing. For strain sensing, the sensors are coupled
to the formation or casing.
2.4.1 Fully Distributed Sensing System
A fully distributed sensing utilizes standard fiber-optic cable to obtain measurements
along the entire fiber. It observes the backscattered light that naturally occurs due to
imperfections along the fiber. In addition, the characteristics of the reflected light are de-
pendent on the local strain of the fiber, which can be caused by mechanical stress and
temperature. Three discrete peaks of the reflected light which contains local strain infor-
mation are Rayleigh, Brillouin, and Raman peaks as shown in Figure 2.7 (Tanimola and
Hill 2009). Besides Rayleigh peak, the backscattered light contains two parts: Stokes and
anti-Stokes components. The Stokes components refer to the reflected light photons that
lose energy from backscattering and, as a result, have a higher wavelength than the Rayleigh
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peak. The anti-Stokes components refer to the reflected light photons that gain energy from
backscattering and have a shorter wavelength than the Rayleigh peak.
Figure 2.7: Electromagnetic Spectrum of Reflected Light showing Rayleigh, Brillouin, and
Raman peaks (Reproduced from Frings and Walk (2011))
Rayleigh scattering is caused by fluctuations in density and composition within the fiber
cable material. It is not sensitive to ambient conditions, but it is typically used for inter-
ferometric applications. Similar to Rayleigh scattering, Brillouin scattering is caused by the
density variations within the fiber material, but it is sensitive to temperature and strain,
as shown in Figure 1. The wavelength of the anti-Stokes component of the Brillouin peak
shifts with a change in temperature and strain, whereas the Stokes component shifts with
the temperature only. Neither the temperature nor the strain changes the amplitude of the
Brillouin peak. The Raman scattering is caused by the molecular vibration of the fiber.
However, only the anti-Stokes component of the Raman scattering is dependent on temper-
ature. The amplitude of the anti-Stokes Raman peak changes with temperature, whereas
the amplitude of the Stokes Raman peak remains constant (Frings and Walk 2011, Tanimola
and Hill 2009).
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Three common applications of a fully distributed sensing system are Distributed Temper-
ature Sensing (DTS), Distributed Acoustic Sensing (DAS), and Distributed Strain Sensing
(DSS).
1. Distributed Temperature Sensing (DTS)
Distributed Temperature Sensing (DTS) was the first widely adopted distributed
sensing technique. It utilizes the backscattered Raman components. Because only
the anti-Stokes components are sensitive to temperature, we can calculate the local
temperature from the ratio of the amplitudes of the anti-Stokes component to the
Stokes component of the backscattered Raman components (Molenaar et al. 2012).
The location of the measurement can be determined from the amount of time the wave
took to reach the interrogator unit.
Examples of DTS application in the oil and gas industry are production monitoring,
injection profiling, and hydraulic fracture diagnostics. The main idea is that the for-
mation fluid and reservoir fluid have different temperature. Thus, by monitoring the
temperature change, we can infer the fluid movement. For instance, when injecting a
cold fluid into the formation, the DTS data should show a drop in temperature. If the
temperature does not drop at a certain expected location, then the injected fluid did
not go through that location. This allows engineers to make a real-time decision to
troubleshoot the problem.
2. Distributed Acoustic Sensing (DAS)
Distributed Acoustic Sensing (DAS) turns a standard optical fiber cable into a bun-
dle of microphones. It detects the backscattered Rayleigh peaks. When the acoustic
pressure pulse hits the fiber, the length of the fiber in that segment changes locally,
which in turn, causes microscopic variations of refractive index. As a result, the inten-
sity of the backscattered Rayleigh interference changed. DAS data can be acquired at
a high-frequency bandwidth because of a large amplitude of Rayleigh peak (Molenaar
11
et al. 2012). Similar to DTS, the location of the measurement can be calculated from
the travel time of the light pulse.
DAS are typically used with DTS to provide a better understanding of downhole
conditions. Some examples of DAS applications are inflow profiling and real-time
stimulation monitoring. The main idea is that the fluid movement causes a noise, and
DAS can be used to locate the source of that noise. By analyzing the magnitude and
location of the noise, we obtain more information about downhole conditions.
3. Distributed Strain Sensing (DSS)
Distributed Strain Sensing (DSS) detects the mechanical strain along the fiber. It
utilizes the fact that the wavelength shift of the backscattered anti-Stokes Brillouin
component is sensitive to both temperature and strain. Knowing the temperature
from analyzing the Raman components, we can deconvolve the total effect to the effect
from temperature and the effect from the strain. Similar to DTS and DAS, the location
of strain can be determined from the travel time of the light pulse.
Applications of DSS technology are mostly in monitoring the deformations of well-
bore tubular and leakages in pipelines. DSS can detect a submillimeter crack and
strain-induced loads in pipelines (Gyger et al. 2014, Ravet et al. 2009).
As of this publication, the fully-distributed pressure sensing (DPS) is uncommon, but a
quasi-distributed pressure sensing system has been developed. Therefore, we will focus on
the quasi-distributed pressure sensing system more in this thesis.
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2.4.2 Quasi-Distributed Sensing System
A common type of sensor used in the oil and gas industry is Fiber Bragg Grating (FBG)
sensor. Thus, we will focus on FBG in this section. In FBG, short and periodic parts
of optical fiber’s refractive index are altered with two interfering beams of UV, causing a
variation of refractive index along the fiber as shown in Figure 2.8.
Figure 2.8: Manufacturing of FBG Optical Fiber (Reproduced from Staveley (2017))
Because of a difference in refractive index, a FBG fiber can reflect light at a specific
wavelength, called Bragg wavelength as described in Equation 2.2.
λB = (2neff )Λ (2.2)
where λB is Bragg wavelength, neff is effective refractive index, Λ is period of Bragg grating
The reflected Bragg wavelength shifts when there is a deformation due to a change
in temperature, pressure, or strain. The reflected light interferes with the injected light
constructively only at the Bragg wavelength. This causes the FBG to reflect a specific
frequency of light and to transmit the others as shown in Figure 2.9.
By calibrating the sensors before installing and comparing the reflected light pattern
with a reference pattern, downhole information, such as pressure, temperature, vibration
(acoustic), and strain, can be obtained. The shift in Bragg wavelength from different kinds
of perturbations are discussed below.
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Figure 2.9: Reflection of Bragg Wavelength in FBG (Reproduced from National
Instruments (2016))




= (1− pe)∆ε (2.3)




[p12 − ν(p11 + p12)] ≈ 0.22 (2.4)
A typical strain-normalized Bragg wavelength shift response can be calculated by apply-
ing different strain and measuring the Bragg wavelength shift. Kersey (1996) measured this





= 0.78× 10−6µε−1 (2.5)
In other words, the typical sensitivity is 1 nm/millistrain for a 1300-nm FBG. For sensing
strain, compensation for FBG must be taken into account by installing a temperature sensor
close to it. The temperature effect will be subtracted from the total effect to obtain the
effect from the strain. In addition, the fiber can also be engineered in a way that minimizes
the temperature effect by reducing the thermo-optic and thermal expansion coefficient of the
material.
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Figure 2.10: Measurement of Bragg Wavelength Shift at Various Applied Strain for a
1300-nm FBG (Reproduced from Kersey (1996))
For sensing pressure, the relationship between a pressure change ∆P and the correspond-
ing shift in Bragg wavelength can be obtained by recognizing that the strains in the radial








(1− 2ν)(2p12 + p11)
]
∆P (2.6)
The sensitivity of Bragg wavelength shift to the change in pressure can be obtained
similarly to they way strain sensitivity is measured. A typical pressure-normalized Bragg





= 1.86× 10−7 psi−1 (2.7)
One way to enhance the pressure response is by coating fiber cables with a thick low bulk-
modulus jacket, such as Hysol. A schematic of a fiber cable is shown in Figure 2.11. The
pressure sensitivity of a FBG sensor coated with Hysol (4.8 mm in diameter) can enhance
the response by about 30.5 times over an uncoated fiber (Hill and Meltz 1997).
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Figure 2.11: Schematic of a Single Fiber Cable (Reproduced from Optcore (2017))
Temperature change can also shift the Bragg wavelength due to the following two effects:
change of the material refractive index due to temperature change and thermal expansion
of the material. The former effect dominates the latter effect, accounting for approximately

















The thermo-optic coefficient (αn) describes the change in refractive index with temper-
ature change, whereas thermal expansion coefficient (αT ) describes the change from the
expansion of grating with temperature change (Song 2009). Similar to the case of applied
strain and pressure, an example response for temperature-normalized Bragg wavelength shift
of a 1300-nm FBG from an experiment similar to those in the strain and pressure case is





= 6.67× 10−6 ◦C−1 or 3.71× 10−6 ◦F−1 (2.11)
Note that for sensing temperature, FBG must remain unstrained (no bending, tension,
compression, or torsion) to minimize the wavelength shift from strain and pressure.
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Figure 2.12: Measurement of Bragg Wavelength Shift at Various Temperature Change for a
1300-nm FBG. (Reproduced from Kersey (1996))
One example schematic of FBG for pressure and temperature sensing application is shown
in Figure 2.13. In this example, two single-mode fibers are installed. One fiber is attached
to the pressure diaphragm and the other is not. The former one senses the total Bragg
wavelength shift from both pressure and temperature, whereas the latter fiber only senses
the Bragg wavelength shift from temperature. In order to obtain wavelength shift due
to pressure, wavelength shift from temperature (response from the second fiber) must be
subtracted from the total wavelength shift from both pressure and temperature (response
from the first fiber). Then, the Bragg wavelength shift is calculated back to the pressure at
the location of the sensor.
17
Figure 2.13: Schematic of FBG Sensor for Downhole Pressure and Temperature Sensing
(Reproduced from Staveley (2017))
According to Staveley (2017), the working temperature range is 0o F to 400o F. The
accuracy of the temperature measurement is within 0.2o F. The accuracy and the resolution
(at 0.1 Hz) of the pressure measurement is 0.1% full scale (FS) and 0.005% FS, respectively.
In other words, if the working pressure range is 5,000 psi, the sensor’s accuracy is within 5
psi, and its resolution at 0.1 Hz is 0.25 psi.
Even though the equations show the wavelength shift from different perturbations sep-
arately, they can be combined to get the total Bragg wavelength shift. For instance, given
the material properties shown in Table 2.1, a contour map of normalized Bragg wavelength
shift due to strain and temperature is shown in Figure 2.14.
Table 2.1: Example Material Properties of an Optical Fiber
Poisson’s Ratio, ν 0.17
Young’s Modulus, E 7424.5 kg/mm2
Refractive Index, neff 1.44426
Thermal Expansion Coefficient, αT 5.7× 10−8 1/◦C
Thermo-Optic Coefficient, αn 9.2× 10−7 1/◦C
Pockels’ Coefficient, p11 0.116
Pockels’ Coefficient, p12 0.255
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Figure 2.14: Contour of Normalized Bragg Wavelength Shift at Various Changes in
Temperature and Strain
Using the same fiber material properties, the contour plot for temperature and pressure
is also shown in Figure 2.15. For this fiber, because the slope of the contour is shallow, the
shift is more sensitive to temperature. To enhance pressure sensitivity, the Bragg wavelength
shift due to temperature should be reduced or the pressure sensitivity should be enhanced.
Figure 2.15: Contour of Normalized Bragg Wavelength Shift at Various Changes in
Temperature and Pressure
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To measure pressure or temperature at different points, Wavelength Division Multiplexing
(WDM) technique is applied. WDM provides each sensor its unique wavelength, so we
can interpret multiple sensors with different Bragg wavelength ranges along a single fiber
(Staveley 2017). A schematic of multiplexed FBG equipment is shown in Figure 2.16. A
figure showing different Bragg wavelength in a multiplexed FBG is shown in Figure 2.17.
Figure 2.16: Diagram of a WDM Optical Fiber Equipment (Reproduced from Staveley
(2017))
Figure 2.17: Illustration of WDM (Reproduced from Steenbergen (2017))
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2.4.3 Other Types of Fiber Optics Pressure Sensors
There are other mechanisms that optical fibers can use to measure pressure. Two exam-
ples of other mechanisms are discussed in this section: intensity-based and phase-modulated.
Although each type has its own advantages, the limitations, and reasons why we prefer FBG
sensors are discussed.
1. Intensity-Based Sensor
This is a straightforward and simple system. The principle is based on the change
in amplitude in transmission or reflection. A well-developed type of intensity-based
sensor is a multimode microbending sensor. The change in pressure can cause micro-
bending, enabling light to leak from the fiber and change its amplitude. Although
pressure sensors that minimize micro-bending exist, they are large and cannot be used
in applications where small-sized sensors are needed. Other potential sources of errors
are irregularities at the connectors, macrobending, misalignment of light sources and
detectors. In addition, vibration and fiber curvature can reduce light intensity (Song
2009).
FBG sensors are smaller and less susceptible to the sources of disturbances discussed
previously. Therefore, we prefer FBG sensors over intensity-based sensors.
2. Phase-Modulated Sensor
The principle of a phase-modulated sensor is based on the change in the phase of sensing
light path due to external perturbation. When the reference light path interferes with
the sensing light path, we can demodulate the signal, provided that we know the
characteristics of the reference light. Some examples of this type of sensor are Mach-
Zehnder, Michelson, Fabry-Perot, Sagnac, and white-light interferometers (Song 2009).
Photoelasticity describes the change of optical properties under a mechanical deforma-
tion. Thus, the pressure can change the refraction index of the sensing fiber. However,
there are some obstacles.
21
(a) Silica glass has a low photoelastic coefficient, so a long length of sensing fiber is
needed.
(b) The thermal-optic effect can obscure the effect from pressure.
(c) The polarized transmitted light can fade the interference rings. (Song 2009)
An example of an intrinsic sensor head is shown in Figure 2.18. If the air-gap in the
schematic has a relationship with a physical parameter, then that parameter can be
measured. For instance, the air-gap decreases with increased pressure and decreased
temperature, so the pressure and temperature can be measured.
Figure 2.18: Schematic of Intrinsic Phase-Modulated Fiber Sensor (Reproduced from Qi
et al. (2002))
Phase-Modulated sensors can provide high accuracy measurements, but the interroga-
tion unit (IU) is sophisticated and typically expensive. FBG sensors may not provide
measurements as accurate as phase-modulated sensors, but the IU is simpler and more
affordable.
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2.5 Other FO-transmitted Information to Help Identify the Fluid Phases in
Wellbore
Fiber optics can transmit information which can help quantify liquids and gases in the
wellbore by analyzing the reflection of light from the wellbore fluid to a detector (Figure 2.19).
This can help identify small entry points of liquid in a gas well.
The measurement utilizes the fact that gas can reflect light much better than liquid as
shown in Figure 2.20. Water molecules can reflect the light weakly, whereas oil almost trans-
mits the light through. Therefore, the signal contrast between oil and water is much weaker
than that of gas-liquid. Therefore, by moving the sensors along the wellbore, the liquid
and gas profile can be generated. When the properties of liquid change, liquid molecules
can reflect the light differently too. If the profile of all three phases can be determined, the
gas-oil ratio can be calculated. This information can help identify gas condensate from gas
too (Lenn 2001).
Figure 2.19: Light Reflection from Gas and Liquid. (Reproduced from Lenn (2001))
This idea can be applied in optical fibers. However, instead of distributed sensing of
a gas-liquid profile, one fiber can provide a measurement at one location. The reason is
that if there are multiple detectors along the fiber, the one sensing gas closest to the heel
would mask the measurement from the rest of the detectors because the injected light would
be reflected back already. In addition, we would not know which detector has sensed the
presence of gas. Unlike FBG sensors, we cannot multiplex the reflection of light.
23
Figure 2.20: Difference in Reflection from Molecules of Different Phases (Reproduced from
Lenn (2001))
The other useful information that can help us determine water from hydrocarbon is fluid
conductivity measurements along the wellbore, similar to that in a traditional production
logging. With this information, after obtaining the flow influx profile from the inverse mod-





In this chapter, a forward 3D numerical model used to generate pressure data along the
wellbore as a proxy to field data will be discussed. Then, a semi-analytical model and an
inverse modeling technique and procedure will be examined. After that, to quantify the
uncertainties from the input, a propagated error associated with the parameter of interest
will be evaluated. Lastly, an extension to a multi-phase flow will be briefly discussed since
the main focus of this research is a single-phase flow.
3.1 Forward Numerical Model
The forward model is a 3-D numerical model coupling the flow from reservoir and well-
bore. It is used to generate pressure along the wellbore as a proxy to field pressure data.
The governing equations are separated into two parts: the flow in the reservoir and the
flow in the wellbore. Three scenarios of the flow in the reservoir are discussed: (1) single-
phase flow in a single-porosity reservoir, (2) single-phase flow in a dual-porosity reservoir, and
(3) water-oil flow in a single-porosity reservoir. In all three cases, the flow in the wellbore is
similar and is lumped into one section. We will discuss the flow in wellbore with and without
constrictions. Before discussing the models, we start with the assumptions in the model.
3.1.1 Assumptions of the Forward Numerical Model
The following are the key assumptions of the model. If these assumptions do not apply
to the scenario of interest, the model should be adjusted accordingly. The key assumptions
are
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1. The changes in fluid properties from the reservoir to the wellbore are negligible.
2. Fluid accumulation in the wellbore is negligible compared to the net influx into the
wellbore.
3. The pressure drop from flow convergence into the perforation is negligible to the pres-
sure drop in the reservoir.
4. For a water-oil flow, in the wellbore, the friction loss is calculated as if it is a homo-
geneous multiphase flow. The fluid density is the weighted average of the properties
of oil and water based on the flow rates of each fluid at that location. The viscosity
is calculated using an exponential behavior of mixture viscosity curve proposed by
Woelflin (1942) as shown in Figure 3.1. The viscosity ratio in the figure is the ratio of
the mixture viscosity to the oil viscosity.
Figure 3.1: Viscosity Ratio Curve of Crude Oil and Brine Emulsion. Viscosity ratio is the
ratio of the mixture viscosity to the oil viscosity. (Reproduced from Woelflin (1942))
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3.1.2 Reservoir Fluid Flow in the Forward Numerical Model
The fluid flow in reservoir is discussed in three scenarios as follows:
1. Single-Phase Flow in a Single-Porosity Reservoir
First, we will discuss the model gridding and temporal setting. The grid size increases
logarithmically in the direction perpendicular to the wellbore (X and Z direction)
from the wellbore to the reservoir boundary as described in Equation 3.1 and 3.2.
The X-direction is in the horizontal plane perpendicular to the wellbore, whereas the
Z-direction is in the vertical plane. The reason for logarithmic gridding is that the
resolution around the wellbore is necessary, whereas the resolution away from the
reservoir towards the reservoir boundary is not required. In the X and Z direction,
assuming the well stays in the middle in both directions, the equation describing the
grid size in these directions are
∆xi =
{









where i and k are counting variables starting from the wellbore node. Note that i
increases in both directions starting from i = 1 and is never negative. The number of
nodes in the Z-direction is kmax, and it is assumed that the number of nodes in the
Z-direction is less than the number of nodes in the X-direction.
The grid size along the wellbore (Y direction) is uniform. However, starting from the
heel and the toe of the well to the reservoir boundary in the Y-direction, the grid size
increases logarithmically. The equation is similar to the one describing the grid size in
the Z-direction.
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The time step also increases logarithmically, starting at 10−5 day and a set of equations
for time step is
tn+1 = ∆t1 exp((n− 1)τ);∆t1 = 10−5day (3.3)
τ =
1






∆tn = tn+1 − tn (3.5)
where N is the total number of time steps and ttotal is the specified total time. The
reason for logarithmic time step is that the resolution in the early time is required since
the flow is transient. Later, as the flow starts stabilizing, the resolution at a late time
does not have to be high.
After discussing the grid system and time steps of the model, we will discuss the fluid
flow in the reservoir. It is governed by the conservation of mass and momentum. In
conventional reservoir engineering applications where advective flow dominates molec-
ular dispersion, the conservation of momentum simplifies to Darcy’s law. Combining
the two laws of conservation, we obtain
∇ · k
µ































The negative sign in the source term suggests that the fluid is being drawn from
the reservoir (production). The well index is calculated as if the flow is radial in a
rectangular grid. Therefore, the block radius, rb, is introduced such that the cross-
sectional drainage area of the grid is preserved. Further derivations and discretization
are discussed in Appendix A.
2. Single-Phase Flow in a Dual-Porosity Reservoir
In a dual-porosity system, we used a transient model for fluid transfer between fractures
and matrix from Warren and Root (1963) as follows:
∇ · kf,eff
µ











(Pf − Pm) (3.12)
where kf,eff is the effective fracture permeability (kf,eff = kfφf + km), Pf is the
pressure within the fracture, Pm is the pressure within the matrix block, τ is the
transfer function of fluid between matrix and fracture, and σ is the shape factor. We













where Lx , Ly, and Lz are the matrix block dimensions in the X, Y , and Z directions,
respectively.
Equation 3.10 describes the flow in the fracture network. Equation 3.11 describes the
flow in the matrix block. Equation 3.12 describes the transfer function of fluid between
the matrix and the fracture. Since the permeability of the matrix is much lower,
the transfer function is controlled by the matrix permeability instead of the fracture
permeability. A more detailed derivation and discretization is shown in Appendix B.
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3. Water-Oil Flow in a Single-Porosity Reservoir
The governing equations are similar to those of a single-phase flow. The additional
complexity comes from keeping track of both phases. Therefore, we apply all equations
twice: first to the oil phase and the other to the water phase. We start with the
conservation of mass and momentum in the reservoir for oil phase (Equation 3.14) and
water phase (Equation 3.15).




















Because there are four unknowns (po, pw, Sw, and So), we need another two auxiliary
equations to solve the system of equations. These two auxiliary equations are water-oil
capillary pressure equation and that the sum of saturations are always one.
pw = po − pcwo (3.16)
Sw + So = 1 (3.17)
Adding Equation 3.14 and Equation 3.15 together and using these auxiliary equa-
tions, we obtain a total pressure equation. In an implicit-pressure explicit-saturation
(IMPES) formulation, the total pressure equation is solved first. When we obtain the
pressure distribution in the next time step, we use Equation 3.15 to solve for water sat-
uration distribution explicitly. A more detailed derivation and discretization is shown
in Appendix C.
3.1.3 Wellbore Flow in the Forward Numerical Model
The flow in the wellbore is governed by the conservation of mass and energy. From the
assumption that the change is fluid density is negligible, the conservation of mass reduces to
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the conservation of flow rates,
∂qwb
∂x
− qs,R = 0 (3.18)
where qwb is the main wellbore flow rates, and qs,R is the specific influx from the reservoir








In the wellbore, the conservation of energy is reduced to the pressure loss equation.
∂pwb
∂x
− γ = 0 (3.20)
where pwb is the pressure of the wellbore node, and γ is the pressure loss per unit wellbore





There are two ways to calculate friction factor. The first way is to calculate a friction
factor using an experimental relationship presented by Colebrook et al. (1939).
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However, the second and more accurate friction factor calculation, taking into account
the perforation influx, is introduced by Yalniz and Ozkan (2001) as follows:













































































































where fw is the wall friction factor, fp is the perforation friction factor, di is the perforation
hole diameter, dm is the main wellbore diameter, ∆xi is the length of wellbore section of
interest, qi is the influx from perforation, qt is the total flow rate from perforation influx and







, the perforation friction factor is negligible, fp = 0. The perforation






















In a water-oil flow, we use the same equations to track both the water and the oil phases.
However, we only use one equation to describe the wellbore pressure along the wellbore
because the water-oil capillary pressure in the wellbore is negligible. Thus, the pressure of
the oil phase and that of the water phase are equal. The conservation of mass in the wellbore
for the oil phase (Equation 3.29) and for the water phase (Equation 3.30) are as follows:
∂qo
∂x
− qos,R = 0 (3.29)
∂qw
∂x
− qws,R = 0 (3.30)
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Lastly, the conservation of energy within the wellbore reduces to the pressure loss equa-
tion, which is the same as Equation 3.20.
Modeling Flow Constrictions in Wellbore
Zonal isolation in a horizontal well has become more important because the formation
is often horizontally heterogeneous. Operators may place a wellbore to utilize the natural
fractures and faults in the system. The initial pressures in different naturally fractured
systems and faults may vary, so allowing them to produce together may cause a crossflow
and early water breakthrough. The latter case can jeopardize the entire production from
the well. Therefore, we need to isolate the zones to manage the reservoir effectively. In
other cases, the wellbore may go out of the targeted reservoir due to a lack of geological
subsurface knowledge. We need to isolate the undesired zone to keep producing from the
intended formation (Brown et al. 1990).
Sometimes, the downhole equipment to isolate zones constrict the flow path, causing an
additional pressure drop. Consider the following diagram (Figure 3.2), which simplifies the
wellbore restrictions as a sudden contraction of wellbore diameter at the interface between
two wellbore nodes. The expansion of wellbore diameter can be modeled the same way, and
the same results can be achieved.
Figure 3.2: Wellbore Schematic with Flow Restrictions
The pressure loss equation from node i to node i+ 1 can be written as follows:
pi+1 − pi = ∆p = γf (hfu + hfr + hLe + hLc) (3.31)
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where γf is fluid specific weight, hfu is frictional head loss in unrestricted portion, hfr
is frictional head loss in restricted portion, hLe is minor head loss due to wellbore diameter
expansion, hLc is minor head loss due to wellbore diameter contraction





where the subscripts u and r represents the unrestricted and restricted section of the
pipe, respectively.












Therefore, substituting the result from Equation 3.33, we obtain

















Substituting this result in Equation 3.32,






















































































In addition, note the relationship between Lu and Lr,




The unrestricted velocity, in this case, would be calculated from the flow rate at interface
i+ 1
2












































For an explicit formulation, the flow rate at time step n can be used.











































































To solve for flow rate implicitly, the following linear Newtonian approximation for the

















The friction factor correlation for the unrestricted portion should take perforation into
account too, so the correlation introduced by Yalniz and Ozkan (2001) should be used. How-
ever, in the restricted portion, there is no perforation, so the correlation for a smooth pipe
introduced by Colebrook et al. (1939) can be used. The correlation that takes perforation
influx into account should yield the same result when there is no perforation hole. Never-
theless, this calculation is a simplified example. The exact geometry of the wellbore should
be incorporated if known.
35
3.1.4 Validation of the Forward Numerical Model
A pressure-transient analysis was conducted to determine the permeability and compare
with the input value for all three reservoir-flow scenarios as follows:
1. Single-Phase Flow in a Single-Porosity Reservoir
Table 3.1 below shows the inputs to the 3D single-phase model. The boundary con-
dition at the well is a constant rate production at the heel (1000 ft3/day), and the
reservoir boundary is closed. In this validation, the friction along the wellbore is ne-
glected, conforming to the infinite-productivity wellbore conduit assumption.
Table 3.1: Model Inputs for 3D single-phase flow in a single-porosity system
Wellbore Parameters
Horizontal Well Length (along Y axis), Lw 500 ft
Wellbore Radius, rw 0.25 ft
Skin, s 0 (-)
Tubing Absolute Roughness, e 0.002 ft
Flow Rate at Heel, qheel (constant) 1000 ft
3/day
Model Parameters
Number of Grids (X-direction), imax 51 nodes
Number of Grids (Y-direction), jmax 11 nodes
Number of Grids (Z-direction), kmax 7 nodes
Reservoir Length (X-direction), Lx 382 ft
Reservoir Length (Y-direction), Ly 500 ft
Reservoir Length (Z-direction), Lz 30 ft
Total Producing Time, tp 10 days
Shut-In Time, tshutin 5 day
Time step, △ t (varies) day
Reservoir Parameters
Absolute Permeability, k 10 md
Porosity, φ 0.2 (-)
Total Compressibility, ct 1.00E-05 psi
−1
Initial Pressure, Pi 6000 psi
Fluid Properties
Viscosity of Fluid, µf 1 cp
Pressure Gradient of Fluid, γf 0.38 psi/ft
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Drawdown Analysis
In the drawdown analysis, a linear flow regime must be identified from a diagnostic
log-log plot first. Figure 3.3 shows the change in bottom hole pressure (in psi) at
the heel and elapsed time (in hour). In addition, a pressure derivative is also plotted
with time to help identify the flow regime better. The Bourdet pressure derivative is


















The diagnostic plot is shown in the figure below. In the beginning, an early-radial
flow with a derivative slope of 0 is observed. Later, an intermediate-linear flow with
a derivative slope of 1
2
is observed. The half-slope line is shown with the black line.
Then, a closed boundary with the increasing derivative slope is observed.
Figure 3.3: Diagnostic Log-Log Plot for the Drawdown Test at a Constant Rate
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In a horizontal well transient analysis, the equation describing the linear flow regime
is


















where pi is initial reservoir pressure (psi), pwf (t) is the wellbore pressure at time t, q
is production rate (stb/day), B is formation volume factor (rb/stb), L is horizontal
producing length (ft), h is formation thickness (ft), µ is fluid viscosity (cp), kx is the
reservoir permeability in the horizontal plane perpendicular to the wellbore (md), φ
is reservoir porosity (unitless), kz is reservoir permeability in the vertical plane, ct is
total compressibility (psi−1), t is elapsed time (hr), and s is skin damage.




t exhibits a straight-line behavior with reservoir perme-
ability in the slope and is shown in Figure 3.4. By analyzing this plot in the linear
flow regime (approximately 0.08 hr to 6 hr from Figure 3.3), the reservoir permeability
perpendicular to the wellbore in the horizontal plane can be calculated. If the flow
rate is in ft3/day, a slight modification to the equation can be made. The slope of the





















= 10.17 md (3.47)
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Figure 3.4: Constant Rate Drawdown Diagnostic Plot
Build-up Test
After shut-in, the wellbore pressure response can also be used to obtain reservoir per-
meability, kx. The equation describing shut-in pressure response can be obtained from
superimposing the pressure response from an imaginary injecting well onto a produc-
ing well with equal flow rates. Similar analysis to drawdown test can be used, but the





where tp is the producing time and ∆ts is the shut-in time. On a diagnostic log-log
plot, a straight line on the plot has a slope of 1
2
and shows the region of linear flow
regime in Figure 3.5.
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Figure 3.5: Diagnostic Log-Log Plot for Build-up Test at Constant Rate







a straight-line behavior with reservoir permeability in the slope and is shown in Fig-
ure 3.6. By analyzing this plot in the linear flow regime (approximately 0.09 hr to 0.5
hr from Figure 3.5), the reservoir permeability perpendicular to the wellbore in the











= 10.79 md (3.49)
The straight-line analysis in both the drawdown and buildup tests gives the perme-
ability close to the input value of 10 md.
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Figure 3.6: Horner Plot for Build-up Analysis
2. Single-Phase Flow in a Dual-Porosity Reservoir
For a dual-porosity system, we will use a constant rate boundary condition at the sand
face where the hydraulic fracture intercepts a wellbore to validate the model. The
producing rate is 100 ft3/day. We assume a symmetric reservoir, so only the upper
half of the reservoir is simulated. In other words, in this case, the wellbore is at the
bottom of the grid system, but it is centered in the X-direction. The model inputs are
shown in Table 3.2.
Two parameters will be considered: reservoir effective permeability (kf,eff ) and fracture
deliverability (whfkhf ). Before considering those two parameters, a diagnostic log-log
plot between ∆P
q
and time analyzing different flow regimes will be presented first in
Figure 3.7.
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Table 3.2: Model Inputs for 3D Single-Phase Flow in a Dual-Porosity System
Model Parameters
Number of Grids (X-direction), imaxx 21 nodes
Number of Grids (Y-direction), imaxy 10 nodes
Number of Grids (Z-direction), imaxz 3 nodes
Reservoir Length (X-direction), Lx 25 ft
Reservoir Length (Y-direction), Ly 25 ft
Reservoir Length (Z-direction), Lz 40 ft
Time step, △ t 0.025 day
Reservoir Parameters
Effective Fracture Permeability, kf,eff 0.02 md
Matrix Permeability, km 0.0002 md
Fracture Porosity, φf 0.00025 (-)
Matrix Porosity, φm 0.05 (-)
Shape Factor, σ 10 ft−2
Fracture Total Compressibility, ctf 1.00E-04 psi
−1
Matrix Total Compressibility, ctf 1.00E-05 psi
−1
Initial Pressure, Pi 7000 psi
Hydraulic Fracture Properties
Permeability, khf 50000 md
Porosity, φhf 0.30 (-)
Width, whf 0.25 in.
Total compressibility, ct,hf 5.00E-4 psi
−1
Fluid Properties
Viscosity of Fluid, µf 0.3 cp
Pressure Gradient of Fluid, γf 0.38 psi/ft
Location Along X-direction, ihf 11 (-)
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Figure 3.7: Diagnostic Plot to identify flow regimes in a Dual-Porosity System
Four different flow regimes are observed. At first, the fluid is static. Immediately
after producing at a constant rate, a linear flow regime from the flow from fracture
only is observed, starting at 3E-4 hour. This is shown by a 1
2
slope at an early time.
After that, the bilinear flow from both reservoir and fracture is observed as shown by
a 1
4
slope, starting at approximately 0.2 hr. Then, a linear flow from reservoir only
is observed as shown by a 1
2
slope, starting at 15 hours. Lastly, the effect of a closed





The permeability of a hydraulic fracture, given the width of the hydraulic fracture, can
be determined with a linear flow diagnostic plot using the data from the first linear
flow regime determined in Figure 3.7. A slope from the straight line in that region is
used to determine the reservoir effective permeability as shown in Figure 3.8.
Figure 3.8: Diagnostic plot During a Linear Flow Regime in Hydraulic Fracture









































In this case, substituting the value of each variable, we obtain
khf = 50, 063 md (3.53)
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Reservoir Fracture Effective Permeability
The reservoir effective permeability can be determined by analyzing the second linear
flow regime. A plot between ∆P
q
and the square root of time is considered. A slope
from the straight line during the second linear flow regime as shown in Figure 3.9 is
used to determine the reservoir effective permeability.
Figure 3.9: Linear flow diagnostic plot for flow in reservoir
Using Figure 3.7 to determine the linear flow regime interval, the slope of a straight















































yhf = imaxy ×∆y = 10× 25 = 250 ft (3.58)









= 5.25× 10−7 psi−1
(3.60)
Substituting these values, the calculated reservoir effective permeability is
kf,eff = 0.020 md (3.61)
Fracture Deliverability
Fracture deliverability can be determined during a bilinear flow regime diagnostic plot
as shown in Figure 3.10. As shown in Figure 3.7, the bilinear flow regime is short since
only a small part of the curve fits with a 1
4
slope. As a result, picking a straight line
region on a diagnostic plot and finding the slope is more subjective than that with a
linear flow diagnostic plot in the previous section.
































Figure 3.10: Linear Flow Diagnostic Plot for Bilinear Flow in Reservoir












If the actual width of the hydraulic fracture is known, we can calculate the permeability














Analyzing the diagnostic plot for bilinear flow in Figure 3.10, the fracture deliverability
is calculated, and its value is
whfkhf = 1, 009.2 md-ft (3.66)
If the actual hydraulic fracture aperture is what we designed for (0.25 inch), the per-





= 48, 441.6 md (3.67)
The calculated value is slightly different from the model input, but does agree to a
certain extent. One reason is that the bilinear flow regime is short and difficult to
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identify, even on a log-log diagnostic plot. However, the results from the diagnostic
plot during the linear flow regime, which is more obvious on the log-log diagnostic plot,
matches the input well.
3. Water-Oil Flow in a Single-Porosity Reservoir
The same grid system used in the single-phase flow was used. Even though there are
two phases moving, we are not interested in a clear resolution away from the wellbore,
so the model can afford to have a larger grid size away from the wellbore. However,
the time step is kept constant at 0.003125 days to keep track of the movement of each
fluid. If the time step gets too big, the initial fluid movement in the earlier time and
the water breakthrough around the wellbore at a later time might not be observed
clearly.
The test is similar to that of the single-phase model. A rate-transient analysis was
conducted to determine the permeability and compare with the input value. The water
saturations and pressures are initialized such that they are in equilibrium with gravity
(hydrostatic) and capillary pressure. The values are shown in Table 3.3. Table 3.4
shows the inputs to the model.








1 0.3339 5992.8 5991.0
2 0.3949 5996.6 5995.5
3 0.5000 6000.4 6000.0
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The boundary condition at the well is a constant pressure production at the heel (4000
psi). The reservoir boundary is closed (no pressure support). Relative permeability
curve and capillary pressure curve of the system are shown in Figure 3.11 and Fig-
ure 3.12, respectively. The equations describing the relative permeability curves are
krw (Sw) = krw,max
(
Sw − Swr
1− Sorw − Swr
)nw
(3.68)
krow (Sw) = krow,max
(
So − Sor
1− Sorw − Swr
)no
(3.69)
where krw and krow are relative permeability of water and oil respectively, Swr and
Sorw are irreducible water and oil saturations respectively, krw,max and krow,max are wa-
ter and oil relative permeability end points respectively, and nw and no are curve
exponents of water and oil respectively. In this case, we assumed the following:
krw,max = 0.05, krow,max = 0.70, Swr = 0.25, Sorw = 0.25, nw = 2, and no = 3
















Swx < Sw < 1− Sorw
(3.70)




1− Swx − Sorw
)
α1 (3.71)
Sox = 1− Swx (3.72)
In this case, we assumed the following: Swx = 0.60, α1 = −0.55, and ǫ = 0.0001
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Table 3.4: Model Inputs for 3D Water-Oil Flow
Wellbore Parameters
Horizontal Well Length (along Y axis), Lw 500 ft
Wellbore Radius, rw 0.5 ft
Skin, s 0 (-)
Tubing Absolute Roughness, e 0.002 ft
Heel Pressure, pheel (constant) 4000 psi
Model Parameters
Number of Grids (X-direction), imax 251 nodes
Number of Grids (Y-direction), jmax 1 nodes
Number of Grids (Z-direction), kmax 3 nodes
Grid Size (X-direction), ∆x 8 ft
Grid Size (Y-direction), ∆y 500 ft
Grid Size (Z-direction), ∆z 10 ft
Total Time, t 10 days
Start of Shut-In Time, tshutin 1 day
Time step, ∆t 3.13E-03 day
Reservoir Parameters
Absolute Permeability, k 10 md
Porosity, φ 0.2 (-)
Pore Compressibility, cφ 5.00E-06 psi
−1
Irreducible Water Saturation, Swr 0.25 (-)
Irreducible Oil Saturation, Sorw 0.25 (-)
Maximum Water Relative Permeability, krw,max 0.05 (-)
Maximum Oil Relative Permeability, krow,max 0.7 (-)
Water Relative Permeability Exponent, nw 2 (-)
Oil Relative Permeability Exponent, no 3 (-)
Fluid Properties
Viscosity of Water, µw 0.6 cp
Viscosity of Oil, µo 4 cp
Pressure Gradient of Water, γw 0.45 psi/ft
Pressure Gradient of Oil, γo 0.38 psi/ft
Water Compressibility, cw 1.00E-05 psi
−1
Oil Compressibility, co 1.00E-05 psi
−1
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Figure 3.11: Reservoir Relative Permeability Curve
Figure 3.12: Reservoir Capillary Pressure Curve
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After identifying the flow regime with a rate-normalized pressure change log-log diag-
nostic plot, the drawdown and buildup tests were conducted. In a drawdown analysis,




t (Figure 3.13). The unit
of flow rate, q, is ft3/day, and the unit of time, t, is hour.
Figure 3.13: Rate-Normalized Plot for Drawdown Analysis























= 13.07 md (3.74)
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In a build-up analysis, a linear trend is identified from a Horner Plot to determine a
linear flow regime period (Figure 3.14).
Figure 3.14: Horner Plot for Buildup Analysis





















= 11.19 md (3.76)
The calculated permeability does not match the input permeability as well as the
single-phase flow. One reason is the spatial and temporal resolution. When there are
two phases flowing, the grids should be more refined and the time steps should be
smaller. However, smaller grid sizes and time steps only improved the results slightly.
Therefore, we used the current grid system which was used in a single-phase flow.
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3.2 Semi-Analytical Model and Inverse Modeling
Farshbaf Zinati et al. (2012) proposed a steady-state model to calculate the pressure
along the wellbore for single-phase and incompressible flow. In their model, the wellbore is
gridded along its horizontal length. The flow from the reservoir in each wellbore section is
determined analytically through specific productivity index, Js, or productivity index per
unit wellbore length. In a special case where heterogeneities and wellbore are perpendicular

















where k is reservoir permeability (md), µ is fluid viscosity (cp), wR is reservoir width (di-
mension in horizontal plane perpendicular to the wellbore) (ft), hR is reservoir thickness (ft),
and d is wellbore diameter (ft).
In short, the reservoir-wellbore system is treated as a 2-D pseudo-cylindrical model. The
flow in the wellbore is solved numerically, whereas the influx from the reservoir is determined
analytically. Js represents the contribution from a slice of the drainage volume of the well.
The semi-analytical model assumes a single-phase flow and in a single-porosity reservoir,
but we can use the other two reservoir-flow scenarios to generate pressure along the wellbore
and use it as an input to the semi-analytical model. The inverse modeling procedure is the
same as that of the single-phase flow in a single-porosity reservoir. After inverse modeling,
the calculated variation of permeability can be compared with the input values in the 3D
numerical model to determine how well the semi-analytical model captures the heterogeneity
of reservoir permeability along wellbore.
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3.2.1 Assumptions in the Semi-Analytical Model
The main assumptions in the simplified model are listed below.
1. The flow is single-phase in a single-porosity reservoir.
2. The changes in fluid properties from the reservoir to the wellbore are negligible.
3. The change in reservoir pressure is negligible at the time of analysis.
4. Fluid accumulation in the wellbore is negligible compared to the net influx into the
wellbore.
5. The pressure drop from flow convergence into the perforation is negligible compared
to the pressure drop in the reservoir.
The third assumption is the new assumption in this model from the 3D numerical model.
This assumption is important to realize because the measurements from DPS optical fibers
span over a period of a couple days each time the analysis is conducted. In that time, the
reservoir pressure does not change significantly, so the assumption of a constant reservoir
pressure and steady-state flow is valid.
3.2.2 Governing Equations in the Semi-Analytical Model
Similar to the equations describing flow in wellbore in a 3D numerical model, the con-
servation of mass and energy still governs the flow in wellbore. Because the fluid is assumed
to be incompressible / slightly compressible, the conservation of mass reduces to
∂qwb
∂x
− qs,R = 0 (3.78)
qs,R = −Js(pr − pwb) (3.79)
where qwb is the flow rate in the wellbore (ft
3/day), x is a reference coordinate along the
wellbore (ft), qs,R is specific influx flow rate, which is defined as influx flow rate per unit
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wellbore length (ft3/day/ft), Js is specific productivity index (ft
3/day/psi/ft), pr is reservoir
pressure (psi), and pwb is wellbore pressure (psi)









+ Js,i(pr − pl+1wb,i) = 0 (3.80)
The conservation of energy, written in terms of pressure similar to a 3D numerical model,
can be expressed as
∂pwb
∂x





The discussion for friction factor is the same as that in the 3D numerical model. Dis-







) = 0 (3.83)
3.2.3 Inverse Modeling Objective Function
Farshbaf Zinati et al. (2012) discuss a way to use a semi-analytical model to determine the
specific productivity index using an adjoint-based minimization algorithm. Their objective
is to minimize the squared difference between the actual measured pressure and modeled
pressure while satisfying the constraints of the system. Their objective function, W, can be
written as
W = (Y −D)TP−1y (Y −D) (3.84)
where Y is modeled pressure measurements, which is a function of permeability, D is actual
pressure measurements (in this work, the proxy data from a 3D numerical model will be
used instead), and PY is the covariance matrix between Y and D. Since we do not have the







(pwb,i − p̃wb,i)2 (3.85)
where n is the number of pressure sensors in the wellbore, pwb,i is the measured pressure
at sensor i, and p̃wb,i is the modeled pressure at sensor i.
Because the total flow rate is also a measured quantity, we incorporated this information







into the objective function: a scaling factor pR
qt
basically nor-












where pR is the reservoir pressure at the time of analysis, qt is the actual total produc-
tion rate, and q̃t is the modeled total production rate in consistent units.
2. Including q̃i
qt
into the objective function: the scaling factor q̃i
qt
would emphasize the
higher influx locations. It should be noted that q̃i is a modeled quantity, whereas qt is







(pwb,i − p̃wb,i)2 (3.87)
where q̃i is the modeled influx from the reservoir to the wellbore where pressure sensor
i is located.















3.2.4 Inverse Modeling Optimization Technique: Interior-Point Barrier Method
The interior-point barrier method will be used to minimize the objective function. The
technique will be briefly discussed below. First, consider a general minimization problem
statement
min f(x)
subject to h(x) = 0 and g(x) ≤ 0
where h(x) is a set of equality constraints and g(x) is a set of inequality constraints. The
interior-point method modifies the problem statement by introducing the barrier function,
φ(x), to satisfy the inequality constraints. In other words, it is used to keep the variable to





subject to h(x) = 0
The property of a barrier function is that it approaches infinity when it gets close to
the boundary. In other words, it acts as a force field pushing us from the boundary and
preventing us from picking a point outside the boundary. A barrier function, which will be






where m is the number of inequality constraints. Note that as one of the inequality con-
straints approaches 0, the barrier function approaches infinity in the proposed log-barrier
function. An example geometric representation is in Figure 3.15.
In the figure, the polygon represents inequality constraints, and the dotted contour lines
show the equipotential lines of the function. The direction c is arbitrary. In addition, if we







Figure 3.15: Geometric representation of Interior-Point Barrier Method (Reproduced from
Vandenberghe (2013))
where t is a scalar quantity, we can define a set of x∗(t) representing central path as
follows:
{x∗(t)|0 ≤ t < ∞}





for a scalar quantity t. In Figure 3.15, the central path is the path that x∗(t) travels.
It starts from the analytic center, x∗(0), and interpolates out smoothly. When t approaches
infinity or a large number, the barrier function becomes negligible. In other words, the
modified argument weighs the original function more, and x∗(t) approaches the solution of
the original problem.
The goal of this optimization technique is to increase t as much as possible so that the
modified problem statement resembles the original one. The main ideas of this optimization
routine are listed below.
1. If the point is close to the central path, Newton’s method allows us to iteratively and
quadratically converge to the central path. Thus, we can determine x∗(t) from a point
near the central path.
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2. From x∗(t), we can pick a point and converge to x∗(t′ > t) quickly because of Newton’s
method.
3. The process is iterated until the stopping criteria are satisfied. For instance, one
criterion is that x∗(t′ > t) converges to x∗(t) within a tolerance.
Further details of the interior-point method can be found in the reference (Byrd et al.
2000; 1999, Waltz et al. 2006).
In this context, the function f(x) is the objective function described in the previous
subsection and the inequality constraint is that the permeability of each section, ki, is non-
negative. The objective function takes the equality constraints into account. The semi-
analytical model is written as a function such that it returns the wellbore pressure along the
wellbore. Then, the objective function takes the wellbore pressure values and computes the
value of the selected function. Lastly, we replace the general central path x∗(t) with k∗(t)
because the argument of interest is permeability. The flow chart in Figure 3.16 summarizes
the inverse modeling procedure using the interior-point barrier method.
Interior-point method algorithm is chosen because it can handle a wide range of problems
and does not require the gradient of the objective function, unlike a trust-region-reflective.
Sequential quadratic programming (SQP) algorithm may be more efficient with a small-scale
problem, but it can be inefficient with a large-scale problem. Although the inverse modeling
procedure only deals with a 1D semi-analytical reservoir simulation, it is better to choose
the technique that is applicable to a wider range of problems. Therefore, the interior-point
method is a preferred algorithm for this optimization problem (MathWorks 2017).
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Figure 3.16: Flow Chart for Interior-Point Barrier Method Optimization
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3.3 Extension to Three-Phase Flow
A single-phase flow in wellbore rarely happens in real scenarios. A water-oil flow is more
common, but a more realistic model should take the flow of the gas phase into account too.
Although in this thesis, only the water-oil flow will be examined, but the governing equations
for a three-phase flow will be briefly laid out as a foundation. Similar to a single-phase flow
and water-oil flow, the governing equations in the reservoir are the conservation of mass and



























































In addition, we define the net flux of free water, free oil, free gas, and total gas as follows:






























+ (q̂g +Rsoq̂o +Rswq̂w)












After deriving, manipulating, and combining the terms, the following global pressure
equation is obtained.

































ct = cφ + Swcwa + Socoa + Sgcg (3.102)
Without writing the total pressure equation in terms of fluxes of phases, a more practical
form is

















We apply the conservation of momentum, or Darcy’s law in Petroleum Engineering ap-
plication, for each phase. Realizing that the gas solubility in water and oil are small and
neglecting the terms with the order of pressure gradient greater than 1, we obtain




A similar modification can be applied to the flow in the wellbore, but we will not discuss
it in this thesis. However, the assumption of homogeneous flow within the wellbore may not
work well when gas flow is involved. A multiphase flow in wellbore is a complicated subject




In this chapter, several scenarios are simulated with a 3D numerical simulator. In each
case, a setup and model input for a numerical simulator are summarized. Then, inverse mod-
eling results are presented and discussed. In this chapter, for simplicity, different objective
functions for inverse modeling, as discussed in Chapter 3, will be referred to as follows:



































Two statistical measures will be used to quantify how well each objective function repli-
cates the simulated wellbore pressure and input permeability variation: paired sample t-test
and Pearson correlation coefficient.
1. Paired Sample T-Test
A paired sample t-test is a statistical hypothesis test that compares two means where
each observation in one sample can be paired with that in another sample. For instance,
a paired sample t-test can be used to compare before-and-after results and two methods
of obtaining the same parameter. The latter example applies in this case. We will use
a paired sample t-test to compare the wellbore pressures and permeability from two
different methods: using 3D numerical-model and using semi-analytical model.
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A paired sample t-test procedure can be performed as follows. First, the difference
between the paired values is calculated using
∆xi = xA,i − xB,i (4.1)
where x represents the parameter of interest, A denotes the first set of observation, B
denotes the second set of observation, and i denotes the pair of interest.






where E(∆x) is the mean differences of the paired value, s∆x is the standard deviation
of the differences of the paired value, and n is the number of pairs. The mean differences


















(∆xi − E(∆x))2 (4.4)
In a paired sample t-test, a p value is used to determine how significant the conclusion
is too. It is a probability of the model of interest giving accurate values, assuming that
the null hypothesis (H0) is true. In this case, the model of interest is the semi-analytical
model, and the hypothesized mean difference is 0. In other words, we hypothesize that
there is no difference between the mean of the real and inverse modeled values. If the
p-value is smaller than the significance level (α), then the null hypothesis is rejected.
In our case, we used 0.05 for a significance level. Therefore, if the p-value is smaller
than 0.05, the two samples are statistically different.
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2. Pearson Correlation Coefficient
A Pearson correlation coefficient, typically denoted with r, shows how linearly corre-
lated the two samples are. The Pearson coefficient ranges from -1 to +1. When r = −1,
the two samples are perfectly negatively correlated. When r = 1, the two samples are
perfectly positively correlated. When r = 0, the two samples are not correlated at all.
These different types of correlation are illustrated in Figure 4.1.
Figure 4.1: Pearson coefficient for different correlation types (Lund and Lund 2013)
A Pearson correlation coefficient is a quantitative measure to determine whether
the inverse modeling can capture the heterogeneity trend of permeability or not. The
closer the Pearson correlation coefficient to +1, the better the captured trend is.
Nevertheless, a p-value must be taken into account too. Similar to a paired sample
t-test, a p-value determines whether the correlation is significant or not. For a Pearson
correlation coefficient, the null hypothesis states that there is no correlation between
two samples. Therefore, to state that the correlation is significant, the p-value must be
less than the confidence level. A commonly picked confidence level is 0.05. However,
from the confidence level, we can calculate a critical Pearson correlation coefficient
(rcrit), which is the minimum value of Pearson correlation coefficient for the correlation
to be significant. Some example values of critical Pearson correlation coefficient are
shown in Table 4.1.
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For instance, if there are 20 observations, the Pearson correlation coefficient must be
greater than 0.4438 for the correlation to be significantly different at a confidence level
of 0.05. If not, we conclude that there is no correlation between the two sets of data.
4.2 Single-Phase Reservoir with Pressure Support
In this scenario, a horizontal well is placed in a single-phase reservoir extending beyond
the heel and the toe of the well. The well produces for 15 days, and it is shut in for 5 days
for a build-up test to determine the apparent reservoir permeability and average reservoir
pressure. These two parameters will be used in the inverse modeling part to determine the
permeability heterogeneity along the wellbore. We discretized the wellbore into 20 nodes,
and each node is 250 ft. The simulated wellbore pressures is a proxy to a DPS measurement
along the wellbore. The details of the model input is shown in Table 4.2.
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Table 4.2: Model Inputs for 3D Single-Phase Flow with Pressure Support
Wellbore Parameters
Horizontal Well Length (along Y axis), Lw 5000 ft
Wellbore Radius, rw 0.25 ft
Perforation Hole Diameter, Di 0.15 inch
Skin, s 0 (-)
Tubing Absolute Roughness, e 0.002 ft
Constant Pressure Well Boundary, pheel 4000 psi
Constant Rate Well Boundary, qheel 53428.32 rb/day
Number of Well Nodes (Along Y axis) 20 nodes
Well Node Location (X axis) 11 (-)
Well Node Location (Z axis) 4 (-)
Node Location of Heel (Y axis) 6 (-)
Node Location of Toe (Y axis) 25 (-)
Model Parameters
Number of Grids (X-direction), imax 21 nodes
Number of Grids (Y-direction), jmax 30 nodes
Number of Grids (Z-direction), kmax 7 nodes
Reservoir Width (X-direction), Lx 534 ft
Reservoir Length (Y-direction), Ly 5726 ft
Reservoir Length (Z-direction), Lz 30 ft
Total Producing Time, tp 20 days
Shut-In Time, tshutin 15 day
Reservoir Parameters
Porosity, φ 0.20 (-)
Total Compressibility, ct 1.00E-05 psi
−1
Initial Pressure, Pi 6000 psi
Fluid Properties
Viscosity of Fluid, µf 1 cp
Pressure Gradient of Water, µw 0.38 psi/ft
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4.2.1 Inverse Modeling Results for Constant Pressure Wellbore Boundary
Before we discuss the inverse modeling results, the same permeability inputs from a 3D
model were used in a semi-analytical model to compare the wellbore pressure (Figure 4.2) and
specific flow rates profiles (Figure 4.3). The pressure profiles from both models followed the
same trend although the values did not match perfectly. The specific inflow profiles followed
the same trend and captured the high-permeability peaks satisfactorily. The inverse modeled
profile tend to have higher values of specific inflow rates.
Figure 4.2: Comparison of Pressure Profiles from a 3D Numerical Model and a
Semi-Analytical Model
Figure 4.3: Comparison of Specific Flow Rate Profiles from a 3D Numerical Model and a
Semi-Analytical Model
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First, to determine the initial guess, a diagnostic log-log plot during shut-in (Figure 4.4)
was used to determine the region of linear flow regime. Then, a Horner plot (Figure 4.5) is
used to determine the apparent permeability, which will be used as an initial guess to the
semi-analytical model. From this plot, the apparent permeability is 82.68 md.
From the apparent permeability, we can adjust the initial guess to best replicate the well-
bore pressure from the numerical model. The results are shown in Table 4.3 and illustrated
in Figure 4.6. The semi-analytical model using objective function 1 captured the pressure
profile best as shown by highest Pearson correlation coefficient, t-stat value closest to zero,
and highest p-value in the paired sample t-test in Table 4.7. Nevertheless, every objective
function yielded a good match. The correlations are statistically significant because every
Pearson correlation coefficient is greater than the critical value (Table 4.1) with a confidence
level of 0.05.
Furthermore, from the semi-analytical model, we obtained the flow rates along the well-
bore as shown in Table 4.4 and displayed in Figure 4.7. To better show the reservoir contri-
bution from each section, the specific influx flow rate along the wellbore are calculated and
shown in Table 4.5 and Figure 4.8. The higher the reservoir permeability in that section,
the higher the specific influx flow rate is.
Because the reservoir width (534 ft) is much greater than the reservoir height (30 ft), the
equation presented by Jansen (2003) can be used. The calculated permeability along the
wellbore is shown in Table 4.6 and Figure 4.9. The semi-analytical model using objective
function 1 captured the pressure profile best as shown by highest Pearson correlation coeffi-
cient, t-stat value closest to zero, and highest p-value in the paired sample t-test in Table 4.8.
Because we are interested in the general magnitude of permeability, the logarithmic values
will be used instead. This way, the error on a larger permeability value is less significant
than the same amount of error on a smaller permeability value. Similar to a hypothesis
test for pressure, every objective function gave a satisfactory match, and the correlations are
statistically significant.
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Figure 4.4: Diagnostic Log-Log Plot during Shut-In Period
Figure 4.5: Horner Plot during the Shut-In Period
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Table 4.3: Wellbore Pressure from Single-Phase Reservoir with Pressure Support






1 2 3 4
Wellbore Pressure from
Semi-Analytical Model (psi)
Heel 4000.0 4000.0 4000.0 4000.0 4000.0
1 4000.4 4000.4 4000.4 4000.5 4000.4
2 4041.9 4041.8 4001.2 4001.3 4041.1
3 4042.6 4042.5 4002.0 4042.8 4068.5
4 4227.5 4227.5 4227.4 4227.4 4227.1
5 4228.1 4228.1 4228.0 4228.0 4227.6
6 4228.6 4228.6 4228.6 4228.6 4228.2
7 4229.1 4229.1 4229.1 4229.2 4228.7
8 4229.7 4229.6 4229.7 4229.8 4229.2
9 4230.2 4230.1 4230.2 4230.3 4229.7
10 4444.7 4443.8 4445.6 4444.8 4441.9
11 4448.3 4448.0 4445.9 4445.0 4458.9
12 4451.9 4452.7 4451.9 4445.2 4466.8
13 4471.2 4473.1 4468.1 4471.2 4466.9
14 4472.7 4473.3 4471.1 4471.4 4473.3
15 4472.9 4473.4 4473.2 4473.6 4474.1
16 4474.4 4473.5 4475.1 4474.8 4476.2
17 4474.5 4473.7 4475.3 4476.1 4480.4
18 4492.2 4490.9 4493.7 4492.3 4481.9
19 4492.5 4492.0 4494.7 4492.9 4481.9
20 4492.6 4493.6 4494.9 4493.3 4482.0
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Table 4.4: Wellbore Flow Rates Results from Single-Phase Reservoir with Pressure Support







1 2 3 4
Wellbore Flow Rates from
Semi-Analytical Model (rb/day)
1 121613 116631 121608 131143 121612
2 120602 115740 119755 125516 117839
3 113555 108647 118864 124613 110934
4 111123 106681 117974 117874 105807
5 84426 79766 87640 92881 82006
6 82806 78574 85721 91231 81195
7 81107 77782 83605 87064 78045
8 80251 76993 82360 83028 76034
9 79145 76205 80293 79289 74389
10 76827 75412 78644 75696 72736
11 37748 36737 39963 37215 33249
12 35840 34531 38114 36435 25284
13 33841 31965 35093 35602 20270
14 24919 22399 27585 24767 19581
15 23703 21719 25489 23855 14606
16 22864 21039 23913 22174 13635
17 21606 20359 22398 21099 11155
18 20813 19680 21680 20013 6010
19 3152 8067 4995 4576 1354
20 1683 6016 2253 2860 677
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Table 4.5: Wellbore Specific Flow Rates Results from Single-Phase Reservoir with Pressure







1 2 3 4
Wellbore Specific Flow Rates from
Semi-Analytical Model (rb/day/ft)
1 22.71 20.01 41.62 126.37 84.75
2 158.29 159.31 20.01 20.29 155.08
3 54.62 44.16 19.98 151.37 115.16
4 599.61 604.51 681.30 561.33 534.56
5 36.39 26.78 43.09 37.06 18.22
6 38.15 17.77 47.53 93.61 70.74
7 19.22 17.72 27.97 90.65 45.16
8 24.84 17.72 46.40 83.97 36.95
9 52.08 17.81 37.05 80.71 37.14
10 877.71 868.64 868.77 864.27 886.88
11 42.84 49.55 41.52 17.52 178.90
12 44.89 57.64 67.86 18.71 112.59
13 200.41 214.85 168.63 243.36 15.47
14 27.29 15.27 47.07 20.49 111.75
15 18.85 15.27 35.39 37.76 21.79
16 28.25 15.27 34.03 24.14 55.71
17 17.81 15.26 16.14 24.39 115.57
18 396.67 260.81 374.73 346.72 104.56
19 32.99 46.08 61.60 38.55 15.21
20 37.81 135.12 50.60 64.23 15.21
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Table 4.6: Permeability Results from Single-Phase Reservoir with Pressure Support






1 2 3 4
Permeability from
Semi-Analytical Model (md)
1 4.94 7.78 16.18 49.13 32.95
2 59.05 63.25 7.78 7.89 61.55
3 15.01 17.54 7.77 60.13 46.35
4 350.97 265.14 298.80 246.18 234.40
5 11.01 11.75 18.91 16.26 7.99
6 13.01 7.80 20.86 41.08 31.04
7 6.09 7.78 12.28 39.80 19.82
8 8.04 7.78 20.38 36.87 16.22
9 16.03 7.82 16.28 35.45 16.31
10 701.04 433.92 434.50 432.02 442.51
11 15.04 24.82 20.77 8.76 90.25
12 17.00 28.96 34.08 9.35 57.09
13 105.91 109.39 85.57 123.75 7.85
14 10.01 7.77 23.94 10.42 56.91
15 6.98 7.78 18.02 19.23 11.10
16 11.00 7.78 17.35 12.30 28.42
17 5.97 7.77 8.23 12.44 59.12
18 252.00 134.36 193.40 178.78 53.54
19 11.95 23.75 31.81 19.88 7.79
20 13.02 69.73 26.13 33.14 7.79
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Figure 4.6: Inverse Modeling Wellbore Pressure Profile from Single-Phase Reservoir with
Pressure Support Producing at a Constant Pressure
Figure 4.7: Production Along Wellbore from Single-Phase Reservoir with Pressure Support
Producing at a Constant Pressure
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Figure 4.8: Specific Inflow Profile Along Wellbore from Single-Phase Reservoir with
Pressure Support Producing at a Constant Pressure
Figure 4.9: Permeability Profile from Single-Phase Reservoir with Pressure Support
Producing at a Constant Pressure
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Table 4.7: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir








1 2 3 4
Mean 4316.5 4316.5 4312.7 4314.2 4317.4 4315.2
Variance 33215.7 33222.2 35635.5 34310.3 32455.8 33905.9
Pearson Correlation 1.0000* 0.9984 0.9989 0.9990 0.9991
t Stat 0.1377 1.4187 1.1625 -0.4894 0.5574
P(T<=t) one-tail 0.4459 0.0857 0.1294 0.3149 0.2440
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.8919 0.1714 0.2587 0.6299 0.4880
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
* The actual value is not exactly 1, but due to significant figures, the displayed value is 1.0000.
Table 4.8: Paired Sample T-test for Permeability from Single-Phase Reservoir with







1 2 3 4
Mean 1.339 1.372 1.454 1.525 1.512 1.466
Variance 0.396 0.333 0.249 0.254 0.238 0.268
Pearson Correlation 0.9252 0.8569 0.7216 0.5724 0.7690
t Stat -0.6260 -1.5847 -1.9006 -1.4620 -1.3933
P(T<=t) one-tail 0.2694 0.0648 0.0363 0.0800 0.1126
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.5388 0.1295 0.0726 0.1601 0.2253
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
It should be noted that in Figure 4.9, the logarithmic scale in the permeability plots
compresses the resolution of permeability values. However, on the linear scale, the resolution
of permeability is much higher.
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Figure 4.10: Pressure Contour Surface in a Reservoir with Pressure Support
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One assumption in the semi-analytical model is that there is no cross flow within the
reservoir from a high-permeability layer to a low-permeability one. Looking at the pressure
contour in Figure 4.10, there is minimal pressure gradient in the direction of the wellbore, so
there is no cross flow in the numerical model. As a result, the semi-analytical model could
capture the reservoir permeability variation behind the casing satisfactorily in this case.
4.2.2 Inverse Modeling Results for Constant Rate Wellbore Boundary
In this case, the semi-analytical model is adjusted such that the well produces at a
constant rate. Therefore, objective function 2 and 4 simplify to objective function 1 and 3,
respectively. The model inputs are the same as the previous case (Table 4.2). The inverse
modeled wellbore pressure and permeability profile are shown in Table 4.9 and Table 4.10,
and illustrated in Figure 4.11 and Figure 4.12. The semi-analytical model using objective 1
captured the trend better because of a t-stat value closer to zero and higher p-value as shown
by the hypothesis test for both pressure and permeability in Table 4.11 and Table 4.12.
However, looking at the profile, objective function 1 reproduced the best match towards
the toe. It captured the location of high permeability spikes at the end correctly. However,
it failed to capture the high permeability spike towards the heel. Objective function 3
reproduced the high permeability layer at the heel correctly, while it failed to capture the
high permeability layer at the toe. This result can also be inferred from the pressure profile.
Objective function 1 matched the pressure profile everywhere except at the beginning of
the well, whereas objective function 3 matched the pressure profile accurately except at the
toe. In this case, a combined result from objective function 1 and 3 allowed us to capture
the location of every high permeability spikes, as well as the overall trend of permeability
heterogeneity along the wellbore.
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Table 4.9: Wellbore Pressure Results from Single-Phase Reservoir with Pressure Support






1 2 3 4
Wellbore Pressure from
Semi-Analytical Model (psi)
Heel 5067.1 5071.9 5071.9 5067.2 5067.2
1 5067.3 5072.1 5072.1 5067.4 5067.4
2 5077.3 5072.5 5072.5 5077.4 5077.4
3 5077.7 5072.9 5072.9 5077.7 5077.7
4 5124.7 5124.7 5124.7 5124.7 5124.7
5 5125.0 5125.0 5125.0 5125.0 5125.0
6 5125.3 5125.2 5125.2 5125.3 5125.3
7 5125.5 5125.5 5125.5 5125.5 5125.5
8 5125.8 5125.8 5125.8 5125.8 5125.8
9 5126.0 5126.1 5126.1 5126.1 5126.1
10 5185.3 5186.3 5186.3 5185.4 5185.4
11 5186.4 5186.4 5186.4 5185.4 5185.4
12 5187.4 5186.5 5186.5 5185.5 5185.5
13 5192.9 5193.0 5193.0 5193.1 5193.1
14 5193.4 5193.1 5193.1 5194.0 5194.0
15 5193.4 5193.6 5193.6 5194.2 5194.2
16 5193.9 5193.6 5193.6 5194.4 5194.4
17 5194.0 5194.1 5194.1 5194.6 5194.6
18 5199.0 5198.9 5198.9 5194.7 5194.7
19 5199.1 5199.1 5199.1 5194.7 5194.7
20 5199.1 5199.2 5199.2 5194.7 5194.7
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Table 4.10: Permeability Results from Single-Phase Reservoir with Pressure Support






1 2 3 4
Permeability from
Semi-Analytical Model (md)
1 4.97 8.90 8.90 5.87 5.87
2 58.98 10.37 10.37 46.25 46.25
3 15.04 11.88 11.88 17.90 17.90
4 351.05 204.99 204.99 194.73 194.73
5 10.94 15.75 15.75 7.07 7.07
6 12.99 13.93 13.93 6.84 6.84
7 5.98 17.86 17.86 11.42 11.42
8 7.96 17.49 17.49 11.65 11.65
9 15.99 11.79 11.79 5.79 5.79
10 701.01 327.75 327.75 406.81 406.81
11 15.01 12.89 12.89 5.92 5.92
12 17.01 12.95 12.95 5.81 5.81
13 105.99 85.67 85.67 142.36 142.36
14 10.00 10.08 10.08 34.74 34.74
15 6.96 10.04 10.04 9.88 9.88
16 11.05 9.15 9.15 17.13 17.13
17 5.98 12.26 12.26 19.47 19.47
18 251.99 139.61 139.61 6.03 6.03
19 12.04 17.41 17.41 6.00 6.00
20 13.02 20.62 20.62 5.81 5.81
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Figure 4.11: Wellbore Pressure Profile from Single-Phase Reservoir with Pressure Support
Producing at a Constant Rate
Figure 4.12: Permeability Profile from Single-Phase Reservoir with Pressure Support
Producing at a Constant Rate
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Table 4.11: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir with








1 2 3 4
Mean 5150.7 5150.7 5150.7 5150.1 5150.1 5150.4
Variance 2425.9 2420.6 2420.6 2364.7 2364.7 2392.7
Pearson Correlation 0.9990 0.9990 0.9995 0.9995 0.9993
t Stat 0.0001 0.0001 1.6661 1.6661 0.8331
P(T<=t) one-tail 0.5000 0.5000 0.0556 0.0556 0.2778
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.9999 0.9999 0.1113 0.1113 0.5556
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
Table 4.12: Paired Sample T-test for Permeability from Single-Phase Reservoir with







1 2 3 4
Mean 1.338 1.334 1.334 1.211 1.211 1.273
Variance 0.397 0.229 0.229 0.319 0.319 0.274
Pearson Correlation 0.9087 0.9087 0.7033 0.7033 0.8060
t Stat 0.0617 0.0617 1.2212 1.2212 0.6414
P(T<=t) one-tail 0.4757 0.4757 0.1185 0.1185 0.2971
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.9515 0.9515 0.2369 0.2369 0.5942
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
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4.3 Single-Phase Reservoir without Pressure Support
In this scenario, a horizontal well is placed in a single-phase reservoir similar to the
previously discussed case and produces at a constant (heel) pressure. However, in this case,
the reservoir boundaries are closed. In other words, there is no pressure support. Because one
assumption in a semi-analytical model is that the flow is steady-state, we want to examine
how well the semi-analytical model captures the heterogeneity trend when the flow is not
steady-state.
We used the pressure profile after producing for slightly more than 2 days from the nu-
merical model to back-calculate the reservoir permeability heterogeneity along the wellbore.
At this time, the average reservoir pressure is 5289 psi, which is significantly less than the
initial reservoir pressure.
We inversely determined the reservoir heterogeneity using two reservoir pressures: the
initial reservoir pressure (6000 psi) and the average reservoir pressure at the time of analysis
(5289 psi). The results are compared in Table 4.13 and Table 4.14.
Looking at the pressure profiles from Figure 4.13 and Figure 4.14, it is clear that using
the average reservoir pressure at the time of analysis yielded a result that better matched
the simulated wellbore pressure along the wellbore. This conclusion is also supported by
the hypothesis test in Table 4.15 and Table 4.16. Using the average reservoir pressure at
the time of analysis, the semi-analytical model yielded a lower t-statistics value and higher
p-value. In fact, the average p-value is less than the confidence level of 0.05 when using
the initial reservoir pressure, so there was a significant difference between the simulated and
inverse modeled pressure.
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However, when we used the average reservoir pressure at the time of analysis, the average
p-value suggested that there is no significant difference between the simulated and inverse
modeled pressure. Looking at the p-value and the t-statistics value, we concluded that
objective function 2 yielded the best match.
In addition, looking at the permeability profiles, when we used the initial reservoir pres-
sure, we could not capture any significant details about the permeability heterogeneity trend
along the wellbore (Figure 4.15). The only valuable information is the permeability spike at
about 2000 feet from the heel.
However, in Figure 4.16, every objective function captures all three major permeability
spikes and the heterogeneity trend along the wellbore when we used the current average
reservoir pressure. Therefore, it is important to use the correct average reservoir pressure at
the time of analysis to capture the actual heterogeneity trend of permeability.
Looking the hypothesis test for permeability in Table 4.17 and Table 4.18, we arrived at
a similar conclusion that the semi-analytical model using the initial reservoir pressure did
not satisfactorily capture the permeability heterogeneity trend. In addition, most Pearson
correlation coefficients did not exceed the critical value, suggesting that there is no correlation
between the two sets of data.
When we used the average reservoir pressure, objective function 2 had the highest Pear-
son correlation coefficient, suggesting that it captured the permeability trend best. This
conclusion is consistent with the hypothesis test for wellbore pressure. However, looking at
the t-statistic value and the p-value, objective function 4 captured the true value of perme-
ability better. Because its t-statistic value and p-value are only slightly better than those of
objective function 2, we concluded that objective function 2 gave the best overall match.
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Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Wellbore Pressure from Semi-Analytical Model (psi)
Heel 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0
1 4000.1 4000.8 4000.4 4000.4 4000.4 4000.1 4000.5 4000.1 4000.1
2 4001.1 4000.9 4001.3 4001.3 4001.3 4000.2 4000.6 4000.2 4000.2
3 4001.2 4001.0 4002.1 4002.1 4002.1 4000.3 4001.3 4000.3 4000.3
4 4001.3 4001.1 4002.9 4002.8 4002.9 4001.7 4001.4 4001.4 4001.4
5 4003.0 4002.0 4003.6 4003.5 4003.6 4003.1 4002.9 4003.1 4002.7
6 4003.5 4003.0 4004.3 4004.2 4004.3 4003.1 4003.4 4003.2 4003.3
7 4003.6 4003.9 4005.0 4004.8 4005.0 4003.8 4003.9 4003.3 4003.9
8 4004.1 4004.9 4005.6 4005.5 4005.6 4003.9 4004.4 4004.1 4004.4
9 4006.9 4005.8 4006.4 4006.5 4006.4 4006.9 4006.9 4006.9 4006.8
10 4007.3 4006.6 4007.0 4007.0 4007.0 4007.3 4007.3 4007.3 4007.2
11 4007.6 4007.5 4007.5 4007.4 4007.5 4007.6 4007.7 4007.6 4007.6
12 4008.0 4008.2 4007.9 4007.8 4007.9 4008.0 4008.0 4007.9 4007.9
13 4008.2 4008.9 4008.3 4008.2 4008.3 4008.3 4008.3 4008.2 4008.2
14 4008.5 4009.5 4008.7 4008.6 4008.7 4008.5 4008.6 4008.5 4008.5
15 4008.7 4010.1 4009.0 4008.9 4009.0 4008.7 4008.8 4008.8 4008.7
16 4008.9 4010.5 4009.3 4009.1 4009.3 4008.9 4009.0 4009.0 4008.9
17 4009.5 4010.9 4009.6 4009.4 4009.6 4009.6 4009.5 4009.5 4009.1
18 4009.6 4011.2 4009.8 4009.5 4009.8 4009.7 4009.6 4009.6 4009.2
19 4009.7 4011.5 4009.9 4009.6 4009.9 4009.7 4009.7 4009.8 4009.3
20 4009.8 4011.5 4010.0 4009.7 4010.0 4009.7 4009.7 4009.8 4009.3
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Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Permeability from Semi-Analytical Model (md)
1 7.03 11.47 7.78 7.77 7.78 9.40 13.42 8.61 8.94
2 15.01 7.86 7.77 7.77 7.78 9.87 7.86 7.94 8.74
3 6.00 8.11 7.77 7.77 7.78 11.52 10.78 7.94 8.74
4 8.01 7.81 7.78 7.77 7.78 20.03 8.49 16.00 16.38
5 36.00 7.77 7.78 7.77 7.78 20.40 21.88 24.55 20.16
6 9.98 9.16 7.78 7.77 7.78 7.78 9.36 8.92 10.92
7 8.01 9.28 7.78 7.77 7.78 12.05 8.59 8.99 10.40
8 15.97 9.63 7.78 7.77 7.78 7.84 9.56 14.53 10.90
9 150.99 10.00 11.10 13.04 11.11 49.37 43.35 45.65 42.07
10 19.00 10.20 7.79 7.77 7.83 10.62 11.37 9.84 11.12
11 6.97 10.39 7.78 7.77 7.81 9.64 9.99 9.39 10.92
12 10.98 10.58 7.78 7.77 7.81 10.13 9.96 9.62 10.91
13 5.98 10.51 7.78 7.77 7.81 11.07 9.85 9.44 10.84
14 8.98 10.48 7.78 7.77 7.81 7.79 10.16 9.76 10.88
15 8.00 10.47 7.79 7.77 7.82 7.78 10.31 9.95 10.88
16 4.97 10.50 7.79 7.77 7.82 7.84 7.82 10.00 10.87
17 41.02 10.55 7.81 7.77 7.95 31.98 26.56 20.97 10.63
18 6.99 10.58 7.82 7.77 7.96 8.02 9.64 11.85 10.44
19 8.99 10.63 7.85 7.77 8.06 8.27 8.42 12.30 10.28
20 9.97 10.69 12.93 7.77 12.20 7.83 7.81 12.56 10.12
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Figure 4.13: Wellbore Pressure Profile from a Single-Phase Reservoir without Pressure
Support - Initial Reservoir Pressure
Figure 4.14: Wellbore Pressure Profile from a Single-Phase Reservoir without Pressure
Support - Average Pressure at the Time of Analysis
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Figure 4.15: Permeability Profile from a Single-Phase Reservoir without Pressure Support -
Initial Reservoir Pressure
Figure 4.16: Permeability Profile from a Single-Phase Reservoir without Pressure Support -
Average Pressure at the Time of Analysis
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Table 4.15: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir








1 2 3 4
Mean 4005.7 4006.2 4006.1 4006.0 4006.1 4006.1
Variance 12.6 17.3 11.1 10.6 11.1 12.5
Pearson Correlation 0.9836 0.9892 0.9903 0.9892 0.9881
t Stat -2.1954 -3.1571 -2.2321 -3.2137 -2.6996
P(T<=t) one-tail 0.0201 0.0025 0.0186 0.0022 0.0108
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.0401 0.0050 0.0372 0.0044 0.0217
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
Table 4.16: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir
without Pressure Support Producing at a Constant Pressure - Average Reservoir Pressure








1 2 3 4
Mean 4005.7 4005.7 4005.8 4005.6 4005.6 4005.7
Variance 12.6 13.5 12.6 13.6 12.9 13.2
Pearson Correlation 0.9965 0.9986 0.9973 0.9957 0.9970
t Stat 1.1145 -0.8198 1.4812 2.3781 1.0385
P(T<=t) one-tail 0.1391 0.2110 0.0771 0.0137 0.1102
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.2783 0.4220 0.1541 0.0275 0.2205
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
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Table 4.17: Paired Sample T-test for Permeability from Single-Phase Reservoir without







1 2 3 4
Mean 1.072 0.990 0.910 0.902 0.911 0.928
Variance 0.127 0.003 0.003 0.003 0.003 0.003
Pearson Correlation -0.1328 0.3892 0.7302 0.4293 0.3540
t Stat 1.0068 2.1463 2.3704 2.1431 1.9166
P(T<=t) one-tail 0.1633 0.0225 0.0143 0.0226 0.0557
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.3267 0.0450 0.0285 0.0453 0.1114
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
Table 4.18: Paired Sample T-test for Permeability from Single-Phase Reservoir without








1 2 3 4
Mean 1.072 1.058 1.052 1.077 1.070 1.064
Variance 0.127 0.050 0.038 0.036 0.024 0.037
Pearson Correlation 0.7986 0.8671 0.8531 0.7599 0.8197
t Stat 0.2930 0.4381 -0.1028 0.0436 0.1680
P(T<=t) one-tail 0.3863 0.3331 0.4596 0.4828 0.4155
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.7727 0.6663 0.9192 0.9657 0.8310
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
One assumption in the semi-analytical model is that there is no cross flow within the
reservoir from a high-permeability layer to a low-permeability one. However, looking at the
pressure contour in Figure 4.17, there is significant pressure gradient in the direction of the
wellbore, so there is cross flow in the numerical model. As a result, the semi-analytical
model would not capture the reservoir permeability variation behind the casing as well as
when there is a pressure support for the reservoir.
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Figure 4.17: Pressure Contour Surface in a Reservoir without Pressure Support
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4.4 Single-Phase Reservoir with Pressure Support and Wellbore Constrictions
In this case, the horizontal well is placed in a single-phase reservoir and produces at a
constant pressure. The model inputs are similar to the previously discussed case (Table 4.2).
However, we want to examine the effect of constrictions along the wellbore on calculating the
variation of permeability along the wellbore with a semi-analytical model. The simulated
wellbore pressures along the wellbore with constrictions is shown in Table 4.19.






Radius (ft) Length (ft)
1 750 0.1375 6
2 1750 0.1875 15
3 2500 0.1625 13
4 3750 0.15 10
5 4500 0.175 13
We calculated the permeability variation twice: (1) neglecting and (2) taking constrictions
into account. The results are compared in Table 4.20 and Table 4.21. Looking at the pressure
profiles from Figure 4.18 and Figure 4.19, we got a slightly better match when constrictions
are taken into account. From the hypothesis test in Table 4.22 and Table 4.23, the average
Pearson correlation coefficient when constrictions are accounted for was slightly higher, and
the absolute t-stat value is slight lower.
Looking at the permeability profiles from Figure 4.20 and Figure 4.21, it is not obvious
to determine whether which one yielded a better match, so we looked at the hypothesis test
instead. From Table 4.24 and Table 4.25, even though the t-stat values were worse when we
took constrictions into account, we captured the general trend better as shown by a higher
average Pearson correlation coefficient.
We thought that the inverse model would overestimate the permeability due to increased
pressure drop, but the results were not significantly different. One reason is that the increased
pressure drop from constrictions was shadowed by the errors from using a simplified semi-
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analytical model. Therefore, in this case, the effect was not obvious. Nevertheless, in other
cases, they may be differences, so we recommend taking the wellbore constrictions into
account when using the semi-analytical model to capture the permeability.
Table 4.20: Pressure Results from Single-Phase Reservoir with Pressure Support Producing






Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Wellbore Pressure from Semi-Analytical Model (psi)
Heel 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0 4000.0
1 4000.1 4001.5 4000.1 4000.1 4000.1 4000.1 4000.1 4000.1 4000.1
2 4000.3 4001.7 4000.3 4002.8 4000.3 4000.4 4000.3 4000.3 4000.3
3 4009.6 4010.1 4010.0 4010.7 4009.5 4010.1 4009.8 4009.6 4010.1
4 4009.8 4010.3 4013.1 4010.9 4009.7 4010.3 4010.0 4009.8 4010.3
5 4016.2 4013.6 4016.9 4014.4 4013.8 4014.2 4015.4 4015.8 4013.3
6 4016.4 4015.9 4017.1 4016.7 4016.6 4014.4 4015.6 4015.9 4015.5
7 4019.3 4020.6 4022.4 4019.4 4021.4 4017.9 4020.3 4020.3 4020.4
8 4021.9 4023.7 4022.6 4022.1 4023.7 4023.3 4022.6 4022.9 4023.8
9 4042.8 4043.8 4043.5 4043.1 4042.5 4040.8 4042.5 4043.5 4042.3
10 4045.7 4045.0 4044.9 4046.4 4045.6 4044.3 4045.4 4045.7 4045.0
11 4046.3 4046.3 4045.0 4046.7 4046.6 4045.4 4045.5 4046.5 4046.2
12 4047.1 4047.1 4046.2 4046.9 4047.6 4046.6 4047.0 4046.9 4047.2
13 4047.5 4047.4 4047.2 4047.1 4048.4 4047.7 4047.9 4047.1 4048.1
14 4048.1 4047.7 4048.0 4047.3 4049.1 4048.7 4048.7 4047.3 4048.9
15 4049.0 4048.8 4049.4 4047.5 4050.2 4049.9 4049.4 4047.5 4050.1
16 4049.3 4049.6 4050.3 4047.6 4050.7 4050.6 4049.7 4047.7 4050.7
17 4051.3 4051.2 4051.3 4047.7 4051.3 4051.9 4051.2 4047.7 4051.3
18 4051.5 4051.5 4052.1 4047.8 4051.9 4052.2 4051.6 4047.8 4051.9
19 4051.7 4051.6 4052.5 4047.9 4052.2 4052.3 4051.7 4047.9 4052.2
20 4051.8 4051.6 4052.6 4047.9 4052.3 4052.3 4051.7 4047.9 4052.3
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Table 4.21: Permeability Results from Single-Phase Reservoir with Pressure Support





Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Permeability from Semi-Analytical Model (md)
1 7.01 23.95 8.18 14.13 20.58 21.44 21.79 11.77 13.42
2 15.01 14.77 24.89 22.63 24.32 24.44 17.78 22.61 19.17
3 6.02 8.14 23.20 8.60 13.68 7.99 8.07 19.56 19.66
4 7.92 8.56 26.31 8.30 10.86 7.78 21.26 15.71 22.78
5 35.99 29.00 32.89 30.55 34.10 31.98 44.39 48.81 26.12
6 10.05 21.62 7.97 23.09 25.65 21.14 17.97 18.42 21.07
7 8.07 21.06 25.41 10.42 20.68 21.06 19.60 18.86 20.02
8 16.00 31.40 18.06 27.71 23.76 47.91 23.59 27.17 32.93
9 151.02 170.44 168.97 219.89 156.98 145.87 164.03 217.53 154.01
10 19.01 7.80 7.90 58.89 29.60 29.77 29.13 38.15 21.50
11 6.97 24.76 7.78 12.58 18.00 20.71 7.82 25.29 22.25
12 11.01 17.99 22.01 10.00 22.27 23.48 29.58 13.83 20.47
13 6.04 8.19 20.17 9.56 18.64 21.94 21.14 11.88 19.70
14 9.01 7.85 19.09 9.90 18.04 24.94 20.87 10.43 19.70
15 7.98 13.92 18.70 8.99 17.09 20.69 10.55 9.44 19.68
16 5.06 21.82 23.70 8.87 17.34 21.40 9.53 9.21 19.90
17 41.01 62.03 30.53 8.49 22.77 45.36 49.72 8.34 22.72
18 7.03 23.11 28.60 8.43 22.17 20.28 31.49 8.49 22.66
19 9.04 8.00 27.09 8.54 22.54 11.94 7.78 8.26 22.86
20 10.04 9.80 23.07 8.51 24.98 10.03 7.82 8.23 23.44
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Figure 4.18: Pressure Profile from a Single-Phase Reservoir with Pressure Support - no
Constrictions
Figure 4.19: Pressure Profile from a Single-Phase Reservoir with Pressure Support - with
Constrictions
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Figure 4.20: Permeability Profile from a Single-Phase Reservoir with Pressure Support - no
Constriction
Figure 4.21: Permeability Profile from a Single-Phase Reservoir with Pressure Support -
with Constrictions
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Table 4.22: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir with








1 2 3 4
Mean 4032.2 4032.3 4032.6 4031.5 4032.6 4032.3
Variance 407.91 397.96 396.03 365.42 418.64 394.51
Pearson Correlation 0.9990 0.9986 0.9973 0.9991 0.9985
t Stat -0.7711 -1.8945 1.7632 -1.8875 -0.6974
P(T<=t) one-tail 0.2248 0.0364 0.0466 0.0368 0.0862
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.4497 0.0727 0.0931 0.0737 0.1723
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
Table 4.23: Paired Sample T-test for Wellbore Pressure from Single-Phase Reservoir with








1 2 3 4
Mean 4032.2 4032.1 4032.2 4031.3 4032.4 4032.0
Variance 407.91 416.49 408.31 373.69 416.72 403.80
Pearson Correlation 0.9987 0.9997 0.9977 0.9989 0.9988
t Stat 0.5010 -0.3184 2.4397 -0.9097 0.4281
P(T<=t) one-tail 0.3109 0.3767 0.0121 0.1869 0.2217
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.6218 0.7535 0.0241 0.3738 0.4433
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
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Table 4.24: Paired Sample T-test for Permeability from Single-Phase Reservoir with







1 2 3 4
Mean 1.07 1.26 1.33 1.17 1.36 1.28
Variance 0.13 0.12 0.09 0.13 0.05 0.10
Pearson Correlation 0.7196 0.6127 0.7840 0.8534 0.7424
t Stat -3.1198 -3.8541 -1.8827 -6.3894 -3.8115
P(T<=t) one-tail 0.0028 0.0005 0.0376 0.0000 0.0102
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.0056 0.0011 0.0751 0.0000 0.0205
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
Table 4.25: Paired Sample T-test for Permeability from Single-Phase Reservoir with







1 2 3 4
Mean 1.07 1.35 1.30 1.24 1.37 1.32
Variance 0.13 0.08 0.11 0.12 0.04 0.09
Pearson Correlation 0.7934 0.8155 0.7297 0.7916 0.7825
t Stat -5.8048 -4.8923 -2.8413 -5.7693 -4.8269
P(T<=t) one-tail 0.0000 0.0001 0.0052 0.0000 0.0013
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.0000 0.0001 0.0104 0.0000 0.0026
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
100
4.5 Single-Phase Reservoir with Hydraulic Fractures, Natural Fractures, and
Unstimulated Reservoir
In this case, 7 hydraulic fractures along the horizontal well, 500 ft apart, were stimu-
lated. Because of the stimulation, the reservoir around the hydraulic fractures are fractured.
Therefore, we applied a dual-porosity model to the reservoir around the hydraulic fractures.
Beyond the stimulated area, the reservoir is not stimulated and is in contact with a constant
pressure support boundary. We used a single-porosity model for this region. Table 4.26
shows the model input of this hydraulically fractured reservoir system. Figure 4.22 and
Figure 4.23 show reservoir pressure distribution at different locations in a horizontal plane
where the well is located.
Even though the systems in the numerical model and the semi-analytical model are
significantly different in this case, we were able to replicate the wellbore pressures from
inverse modeling with some objective functions as shown in Table 4.27 and Figure 4.24.
Furthermore, we assumed that the effective permeability of the natural fractures around
the hydraulic fractures are identical, so the permeability trend from inverse modeling is
plotted with the varying permeability of the hydraulic fractures instead in Table 4.28 and
Figure 4.25.
Objective functions 1 and 3 created a near-perfect match with the simulated data. In
addition, it captured the permeability trend accurately (Figure 4.25). However, objective
functions 2 and 4 could not capture any detail because we constrained the total flow rate.
The paired sample t-tests in Table 4.29 and Table 4.30 also supported this conclusion. The
t-stat and p-value did not significantly mean anything in this case, since we are comparing
with the permeability of the hydraulic fracture, not the effective permeability in each section.
The Pearson correlation coefficients were high for objective 1 and 3 for both wellbore pressure
and permeability, showing that they capture the permeability trend accurately.
Since the reservoirs in the numerical model and the semi-analytical model are different,
the expected flow rate will be different too. However, since the permeability controls the
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influx and the pressure drop along the well, objective function 1 and 3 can capture the
permeability trend accurately since we are only concerned with the pressure drop in those
objective functions.
Even though the numerical values of production and specific flow rates are different as
shown in Figure 4.26 and Figure 4.27, we can apply a scaling factor qt
q̂t
because we know the
actual flow rate qt from production data. This way, the numerical values and the trend will
be accurate in objective function 1 and 3.
Figure 4.22: Pressure in Fracture at 1.51E-3 day
Figure 4.23: Pressure in Fracture at 3.83E-2 day
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Table 4.26: Model Inputs for 3D Single-Phase Flow in Reservoir with Natural Fractures
and Hydraulic Fractures with Pressure Support
Wellbore Parameters
Horizontal Well Length (along Y axis), Lw 3500 ft
Wellbore Radius, rw 0.25 ft
Perforation Hole Diameter, Di 0.15 in.
Skin, s 0 (-)
Tubing Absolute Roughness, e 0.002 ft
Constant Pressure Well Boundary, pheel 4000 psi
Number of Well Nodes (Along Y axis) 7 nodes
Well Node Location (X axis) 8 (-)
Well Node Location (Z axis) 4 (-)
Node Location of Heel (Y axis) 4 (-)
Node Location of Toe (Y axis) 52 (-)
Model Parameters
Number of Stimulated Reservoir Grids (X-direction) 11 nodes
Number of Unstimulated Reservoir Grids (X-direction) 4 nodes
Number of Stimulated Reservoir Grids (Y-direction) 49 nodes
Number of Unstimulated Reservoir Grids (Y-direction) 6 nodes
Number of Stimulated Reservoir Grids (Z-direction) 7 nodes
Number of Unstimulated Reservoir Grids (Z-direction) 0 nodes
Reservoir Width (X-direction), Lx 150 ft
Reservoir Length (Y-direction), Ly 4000 ft
Reservoir Length (Z-direction), Lz 35 ft
Producing time, tp 1 day
Reservoir Parameters
Natural Fracture Porosity, φf 0.00 (-)
Matrix Porosity, φf 0.10 (-)
Hydraulic Fracture Porosity, φhf 0.30 (-)
Matrix Permeability, km 0.02 md
Fracture Permeability, kf,eff 2 md
Total Compressibility, c? 1.00E-05 psi
−1
Initial Pressure, Pi 6000 psi
Number of Hydraulic Fractures, nhf 7 (-)
Number of Nodes per Hydraulic Fracture 7 nodes
Hydraulic Fracture Spacing 500 ft
Hydraulic Fracture Width, whf 0.25 in.
Shape Factor, σ 10 ft−2
Fluid Properties
Viscosity of Fluid, µf 1 cp
Pressure Gradient of Fluid, γf 0.33 psi/ft
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1 2 3 4
Wellbore Pressure from
Semi-Analytical Model (psi)
Heel 4000.0 4000.0 4000.0 4000.0 4000.0
1 4007.4 4007.4 4000.0 4007.4 4000.0
2 4010.0 4010.0 4000.1 4010.0 4000.1
3 4018.4 4018.4 4000.1 4018.4 4000.1
4 4024.5 4024.5 4000.1 4024.5 4000.1
5 4029.1 4029.1 4000.1 4029.1 4000.1
6 4030.1 4030.1 4000.1 4030.1 4000.1
7 4030.4 4030.4 4000.1 4030.4 4000.1







1 2 3 4
Permeability from
Semi-Analytical Model (md)
1 10000.00 22.17 0.81 22.17 0.81
2 1000.00 3.06 0.81 3.06 0.81
3 5000.00 14.83 0.81 14.83 0.81
4 4500.00 13.84 0.81 13.84 0.81
5 50000.00 31.18 0.81 31.18 0.81
6 4500.00 13.81 0.81 13.81 0.81
7 4000.00 11.83 0.81 11.83 0.81
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Figure 4.24: Pressure Profile from Single-Phase Reservoir with Natural Fractures and
Hydraulic Fractures
Figure 4.25: Permeability Profile from Single-Phase Reservoir with Natural Fractures and
Hydraulic Fractures
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Figure 4.26: Production Profile from Single-Phase Reservoir with Natural Fractures and
Hydraulic Fractures
Figure 4.27: Specific Inflow Profile from Single-Phase Reservoir with Natural Fractures and
Hydraulic Fractures
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Table 4.29: Paired Sample T-test for Wellbore Pressure from Single-Phase








1 2 3 4
Mean 4018.7 4018.7 4000.1 4018.7 4000.1 4009.4
Variance 137.5 137.5 0.0 137.5 0.0 68.7
Pearson Correlation 1.0000* 0.9785 1.0000* 0.9785 0.9892
t Stat -0.1708 4.5177 0.8632 4.5177 2.4320
P(T<=t) one-tail 0.4346 0.0014 0.2083 0.0014 0.1614
t Critical one-tail 1.8946 1.8946 1.8946 1.8946 1.8946
P(T<=t) two-tail 0.8692 0.0027 0.4166 0.0027 0.3228
t Critical two-tail 2.3646 2.3646 2.3646 2.3646 2.3646
* The actual value is not exactly 1, but due to significant figures, the displayed value is 1.0000.
If the value is exactly 1, then the t Stat would be 0.
Table 4.30: Paired Sample T-test for Permeability from Single-Phase Reservoir with







1 2 3 4
Mean 3.76 1.12 -0.09 1.12 -0.09 0.51
Variance 0.26 0.10 0.00 0.10 0.00 0.05
Pearson Correlation 0.9155 -0.0423 0.9155 -0.1772 0.4029
t Stat 27.2683 19.9307 27.2684 19.9307 23.5995
P(T<=t) one-tail 0.0000 0.0000 0.0000 0.0000 0.0000
t Critical one-tail 1.9432 1.9432 1.9432 1.9432 1.9432
P(T<=t) two-tail 0.0000 0.0000 0.0000 0.0000 0.0000
t Critical two-tail 2.4469 2.4469 2.4469 2.4469 2.4469
4.6 Water-Oil Reservoir with an Aquifer Support
After discussing various scenarios regarding single-phase flow, a more realistic scenario is
a water-oil flow. We have to take into account factors that did not exist or were not significant
in the single-phase flow, including gravity, relative permeability effect, and capillarity. The
model formulation is similar to that of a single-phase flow, as discussed in Chapter 3.
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In this case, the horizontal well produces at a constant heel pressure at 3,000 psi with an
aquifer support at the reservoir boundary. The relative permeability and capillary pressure
curves are the same as those shown in Figure 3.11 and Figure 3.12. The model inputs are
summarized in Table 4.31. In this case, we used the wellbore pressure profile after the well
produces for 6 hours. Since there is a constant pressure support, the difference between using
the initial reservoir pressure and average reservoir pressure at the time of analysis would not
be significant. The results from inverse modeling are shown in Table 4.32 and Table 4.33.
The simulated and inverse modeled pressure profiles are shown in Figure 4.28. In general,
each objective function captured the pressure profile well. From the paired sample t-test
in Table 4.34, the high values of Pearson correlation coefficient suggest that all objective
functions captured the trend accurately. Objective functions 2 and 3 captured the trend
best (highest Pearson correlation coefficient), whereas objective function 4 captured the
value most accurately (best t-stat value and p-value).
Every objective function was able to capture the location and magnitude of the high
permeability spikes. Due to the relative permeability effect, the captured permeability will
be lower than the true permeability in general as shown in Figure 4.29. In addition, aside from
the low permeability zones, the inverse model captured the general trend well as shown by
the high Pearson correlation coefficients in the paired sample t-test in Table 4.35. However,
the t-stat values are high and the p-values are low, meaning that they did not accurately
capture the values. One reason is that every objective function failed to capture the values
in the low-permeability zones.
Besides wellbore fluid pressure and reservoir permeability profiles, we showed the pro-
duction profile and specific inflow profile too. In Figure 4.30, the inverse model was able to
replicate the production profile along the wellbore, except when using objective function 3.
Similarly, in Figure 4.31, the inverse model captured the specific inflow profile accurately.
Therefore, even though the inverse model failed to capture the details in the low-permeability
zones, it is able to capture the heterogeneity along the wellbore in a water-oil reservoir.
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Table 4.31: Model Inputs for 3D Water-Oil Flow
Wellbore Parameters
Horizontal Well Length (along Y axis), Lw 5000 ft
Wellbore Radius, rw 0.25 ft
Perforation Hole Diameter, Di 0.15 in.
Skin, s 0 (-)
Tubing Absolute Roughness, e 0.002 ft
Constant Pressure Well Boundary, pheel 3000 psi
Number of Well Nodes (Along Y axis) 20 nodes
Well Node Location (X axis) 12 (-)
Well Node Location (Z axis) 4 (-)
Node Location of Heel (Y axis) 6 (-)
Node Location of Toe (Y axis) 25 (-)
Model Parameters
Number of Grids (X-direction), imaxx 23 nodes
Number of Grids (Y-direction), imaxy 28 nodes
Number of Grids (Z-direction), imaxz 7 nodes
Reservoir Width (X-direction), Lx 263.38 ft
Reservoir Length (Y-direction), Ly 5240 ft
Reservoir Length (Z-direction), Lz 30.5 ft
Time step, ∆t 1.13E-03 day
Reservoir Parameters
Porosity, φ 0.2 (-)
Pore Compressibility, cφ 5.00E-06 psi
−1
Irreducible Water Saturation, Swr 0.25 (-)
Irreducible Oil Saturation, Sorw 0.25 (-)
Maximum Water Relative Permeability, krw,max 0.05 (-)
Maximum Oil Relative Permeability, krow,max 0.7 (-)
Water Relative Permeability Exponent, nw 2 (-)
Oil Relative Permeability Exponent, no 3 (-)
Water Saturation at the Bottom of Reservoir, Sw,bottom 0.35 (-)
Pressure of Water Phase at the Bottom of Reservoir, Pw,bottom 6000 psi
Fluid Properties
Viscosity of Water, µw 0.6 cp
Viscosity of Oil, µo 4 cp
Pressure Gradient of Water, γw 0.45 psi/ft
Pressure Gradient of Oil, γo 0.38 psi/ft
Water Compressibility, cw 1.00E-05 psi
−1
Oil Compressibility, co 1.00E-05 psi
−1
109






1 2 3 4
Wellbore Pressure from
Semi-Analytical Model (psi)
Heel 3000.0 3000.0 3000.0 3000.0 3000.0
1 3000.8 3000.8 3000.8 3000.8 3000.8
2 3002.4 3002.4 3002.4 3002.5 3002.4
3 3011.4 3003.9 3011.7 3011.4 3003.9
4 3012.9 3005.4 3013.2 3012.9 3013.3
5 3046.4 3046.4 3044.7 3046.4 3045.1
6 3047.5 3047.5 3045.9 3047.5 3046.2
7 3048.6 3048.6 3047.0 3048.6 3051.1
8 3049.6 3049.7 3051.5 3049.7 3052.1
9 3050.7 3050.7 3052.5 3050.7 3053.2
10 3051.7 3051.7 3053.5 3051.8 3054.1
11 3097.9 3097.6 3098.2 3098.2 3097.8
12 3099.5 3098.9 3100.4 3099.3 3099.8
13 3101.0 3100.9 3102.2 3100.4 3101.6
14 3105.8 3105.2 3105.0 3106.2 3105.3
15 3106.6 3106.7 3106.1 3106.8 3106.5
16 3107.3 3107.8 3107.7 3107.4 3107.3
17 3108.1 3108.7 3108.4 3107.9 3108.2
18 3108.6 3109.4 3109.2 3108.3 3109.3
19 3112.2 3112.1 3111.1 3108.5 3111.9
20 3112.2 3112.2 3111.2 3108.6 3112.4
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1 2 3 4
Permeability from
Semi-Analytical Model (md)
1 31.03 20.11 20.48 31.53 20.78
2 5.03 57.85 20.08 58.51 20.12
3 58.96 22.09 63.05 60.79 20.10
4 14.90 20.68 25.94 22.29 64.53
5 350.89 264.09 212.26 223.36 213.07
6 11.03 21.20 20.23 24.72 27.54
7 13.12 20.82 40.38 24.75 42.57
8 5.96 20.97 40.89 25.45 32.33
9 8.05 21.31 34.98 25.29 27.68
10 16.08 20.15 21.94 25.22 26.05
11 700.99 391.46 390.31 489.52 380.33
12 14.99 20.37 40.13 23.51 34.21
13 17.05 35.83 36.76 22.73 33.91
14 106.08 85.84 60.92 135.65 77.71
15 9.99 36.48 28.79 24.43 30.44
16 7.01 29.00 45.19 28.98 20.27
17 11.04 26.19 24.14 27.99 26.38
18 5.98 25.85 28.98 34.37 37.83
19 251.99 157.02 130.47 21.80 98.99
20 11.98 20.51 20.17 21.60 71.68
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Figure 4.28: Pressure Profile from Water-Oil Reservoir with Aquifer Support
Figure 4.29: Permeability Profile from Water-Oil Reservoir with Aquifer Support
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Figure 4.30: Production Profile from Water-Oil Reservoir with Aquifer Support
Figure 4.31: Specific Inflow Profile from Water-Oil Reservoir with Aquifer Support
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1 2 3 4
Mean 3065.8 3065.1 3065.8 3065.4 3065.8 3065.5
Variance 1817.6 1905.0 1815.0 1782.6 1853.3 1839.0
Pearson Correlation 0.9989 0.9997 0.9997 0.9989 0.9993
t Stat 1.3937 -0.2501 1.4095 -0.1347 0.6046
P(T<=t) one-tail 0.0894 0.4025 0.0870 0.4471 0.2565
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.1787 0.8050 0.1740 0.8942 0.5130
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860








1 2 3 4
Mean 1.36 1.57 1.62 1.59 1.63 1.61
Variance 0.39 0.16 0.13 0.14 0.12 0.14
Pearson Correlation 0.8340 0.8714 0.7366 0.8011 0.8108
t Stat -2.6397 -3.2804 -2.3991 -3.0390 -2.8395
P(T<=t) one-tail 0.0081 0.0020 0.0134 0.0034 0.0067
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.0162 0.0039 0.0269 0.0068 0.0134
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
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4.7 Water-Oil Reservoir without Pressure Support
In this case, we studied a water-oil reservoir without an aquifer support. The reservoir
and wellbore system is similar to the previously discussed scenario (Table 4.31). The average
reservoir pressure is 5400 psi after the well produces for about 6 hours. Similar to a single-
phase scenario, the inverse modeling was conducted twice. First, we used the initial reservoir
pressure (6000 psi). Second, we used the average reservoir pressure at the time of analysis.
The results are shown in Table 4.36 and Table 4.38.
Similar to a single-phase flow, using the average reservoir pressure at the time of analysis
yields a significantly better results. We were able to replicate the pressure profile better.
When we used the initial reservoir pressure, we could not capture the details of the pressure
as shown in Figure 4.32. However, when we used the average reservoir pressure at the time
of analysis, we capture the details much better as shown in Figure 4.33. The paired sample
t-test supports this conclusion. As shown in Table 4.40 and Table 4.41, even though the
Pearson correlation coefficient are high in both cases, the t-stat values and p-values are much
better when using the average reservoir pressure.
Furthermore, when we used the initial reservoir pressure in the semi-analytical model,
we could not capture any heterogeneity trend as shown in Figure 4.34. When we used the
average reservoir pressure at the time of analysis, we were able to capture the trend and
high permeability spikes more accurately, except the second spike from the heel as shown in
Figure 4.35. The numerical values of those spikes are lowered due to relative permeability
effect. Looking at the paired sample t-test in Table 4.42 and Table 4.43, even though the
t-stat values are better when using the initial reservoir pressure, the Pearson correlation
coefficients are much higher when using the average reservoir pressure. In fact, when using
the initial reservoir pressure, the Pearson correlation coefficients did not exceed the critical
values (Table 4.1), so we conclude that there is no correlation between the two data sets.
One reason why t-stat values are better when using the initial reservoir pressure is that the
model captured the average permeability value, so the overall t-stat is better.
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To try to capture the high permeability spikes better, we increased the number of nodes
along the wellbore. In this case, the number of grids along the wellbore is twice as many,
but we maintained the reservoir permeability variation along the wellbore. We used a 3D
numerical simulator to generate pressure and applied the same inverse modeling technique.
Looking at the pressure profile in Table 4.37 and Figure 4.36, objective functions 1 and 3
captured the trend of the wellbore pressure better than objective functions 2 and 4. However,
looking at the t value and p value in Table 4.44, only objective function 1 yielded a result
that is not statistically different from that of the 3D numerical model. It is also more difficult
for the model to replicate the pressure profile with a higher number of wellbore nodes.
Looking at the permeability profile in Table 4.39 and Figure 4.37, objective functions 1
and 3 can capture the high permeability spikes better than the others. In fact, objective
functions 2 and 4 could not capture any heterogeneity trend behind the casing. Looking at
the Pearson correlation coefficient in Table 4.45, objective function 3 captured the reservoir
permeability best. It also obtained a p value higher than 0.05, meaning that the result is
statistically similar to that of the 3D numerical model.
Therefore, we conclude that it is necessary to use the accurate reservoir pressure at the
time of analysis. We also concluded that in a hypothesis test with pressure data, a Pearson
correlation coefficient is more important. For instance, in the latter case with more wellbore
nodes, although the t value and p value of objective function 1 is better that those of objective
function 3 in a hypothesis test with pressure data, it did not capture the heterogeneity trend
of permeability as well as objective function 3.
Even though the model with a fewer wellbore nodes yielded a better match statistically,
the model with more wellbore nodes could capture the permeability spikes better. However,
neither model could capture the heterogeneity trend in the low-permeability zone. One
reason is that the pressure drop along the wellbore is too small for the model to capture the
permeability trend satisfactorily, especially in the low-permeability zones where the pressure
drop is even smaller.
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Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Wellbore Pressure from Semi-Analytical Model (psi)
Heel 3000.0 3000.0 3000.0 3000.0 3000.0 3000.0 3000.0 3000.0 3000.0
1 3001.2 3001.2 3001.2 3001.2 3001.2 3001.7 3001.3 3001.3 3001.3
2 3002.0 3003.5 3003.5 3003.5 3003.5 3002.4 3002.0 3001.9 3001.9
3 3005.3 3005.7 3005.7 3005.7 3005.7 3004.3 3004.9 3004.9 3005.3
4 3006.0 3007.8 3007.8 3007.8 3007.8 3006.0 3006.5 3006.7 3006.8
5 3011.6 3009.8 3009.8 3009.8 3009.8 3010.2 3010.1 3010.6 3010.5
6 3012.1 3011.6 3011.6 3011.6 3011.6 3011.4 3011.3 3011.7 3011.6
7 3012.5 3013.4 3013.4 3013.4 3013.4 3012.5 3012.4 3012.8 3012.7
8 3013.0 3015.0 3015.0 3015.0 3015.0 3013.5 3013.5 3013.8 3013.8
9 3013.4 3016.5 3016.5 3016.5 3016.5 3014.5 3014.5 3014.8 3014.8
10 3014.5 3017.9 3017.9 3017.9 3017.9 3015.5 3015.5 3015.9 3015.7
11 3017.0 3019.2 3019.2 3019.2 3019.2 3017.0 3017.3 3017.0 3016.9
12 3017.8 3020.4 3020.4 3020.4 3020.4 3017.8 3018.1 3018.0 3018.0
13 3018.6 3021.5 3021.5 3021.5 3021.5 3018.6 3018.9 3018.7 3019.1
14 3020.9 3022.4 3022.4 3022.4 3022.4 3020.7 3020.4 3021.0 3020.6
15 3021.3 3023.2 3023.2 3023.2 3023.2 3021.2 3021.0 3021.4 3021.2
16 3021.6 3023.9 3023.9 3023.9 3023.9 3021.7 3021.5 3021.7 3021.7
17 3021.9 3024.5 3024.5 3024.5 3024.5 3022.1 3022.0 3022.1 3022.1
18 3022.2 3025.0 3025.0 3025.0 3025.0 3022.4 3022.4 3022.3 3022.5
19 3023.3 3025.3 3025.3 3025.3 3025.3 3023.0 3023.3 3022.4 3023.1
20 3023.3 3025.4 3025.4 3025.4 3025.4 3023.0 3023.3 3022.5 3023.2
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1 3000.0 3000.0 3000.0 3000.0 3000.0 22 3015.8 3015.2 3017.7 3013.9 3015.5
2 3000.2 3000.1 3000.0 3000.1 3000.0 23 3017.8 3017.1 3017.9 3017.8 3015.8
3 3000.7 3000.2 3000.1 3000.2 3000.1 24 3018.0 3017.1 3018.2 3017.8 3016.6
4 3001.1 3000.3 3000.2 3000.3 3000.2 25 3018.2 3017.7 3018.4 3017.9 3016.9
5 3001.5 3000.4 3000.3 3000.4 3000.3 26 3018.3 3018.3 3018.7 3018.4 3017.1
6 3002.0 3003.0 3000.4 3000.5 3000.4 27 3018.5 3018.7 3018.9 3018.5 3017.3
7 3002.4 3003.1 3000.5 3000.6 3000.5 28 3019.7 3019.7 3019.1 3019.6 3017.6
8 3002.8 3005.4 3000.6 3000.7 3000.6 29 3020.8 3020.1 3019.3 3020.2 3017.8
9 3003.1 3005.5 3000.7 3000.8 3000.7 30 3020.9 3020.3 3019.5 3020.5 3017.9
10 3007.1 3005.6 3000.7 3009.4 3000.7 31 3021.0 3020.6 3019.7 3020.8 3018.1
11 3010.8 3008.9 3000.8 3009.5 3000.8 32 3021.1 3020.8 3019.8 3021.1 3018.3
12 3011.1 3010.6 3000.9 3009.5 3000.9 33 3021.2 3021.1 3020.0 3021.3 3018.4
13 3011.4 3010.7 3001.0 3009.6 3001.0 34 3021.4 3021.3 3020.1 3021.6 3018.6
14 3011.6 3010.8 3001.1 3009.7 3001.1 35 3021.6 3021.6 3020.2 3021.8 3018.7
15 3011.9 3010.9 3001.1 3009.8 3001.1 36 3021.7 3021.8 3020.3 3022.0 3018.8
16 3012.2 3012.6 3001.2 3009.9 3001.2 37 3021.8 3022.1 3020.4 3022.2 3018.9
17 3012.5 3013.7 3001.3 3009.9 3001.3 38 3022.8 3022.5 3020.5 3023.1 3018.9
18 3012.7 3013.7 3001.3 3010.0 3001.3 39 3023.3 3022.7 3020.5 3023.4 3019.0
19 3013.0 3015.0 3001.4 3010.1 3001.4 40 3023.3 3022.8 3020.6 3023.5 3019.0
20 3013.2 3015.1 3017.1 3010.1 3001.5 41 3023.3 3022.8 3020.6 3023.5 3019.0
21 3013.5 3015.1 3017.4 3013.9 3015.2
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Initial Reservoir Pressure Current Average Pressure
Objective Function Objective Function
1 2 3 4 1 2 3 4
Permeability from Semi-Analytical Model (md)
1 31.01 20.79 20.79 20.79 20.79 50.88 37.88 36.68 35.83
2 4.94 20.79 20.79 20.79 20.79 27.16 24.76 27.22 27.12
3 59.02 20.79 20.79 20.79 20.79 29.82 46.39 48.48 53.57
4 15.01 20.79 20.79 20.79 20.79 25.97 24.46 29.85 24.12
5 351.01 20.79 20.79 20.79 20.79 76.48 65.97 73.14 66.88
6 11.06 20.79 20.79 20.79 20.79 20.80 20.79 20.88 20.94
7 12.95 20.79 20.79 20.79 20.79 20.79 20.79 21.21 20.93
8 5.97 20.79 20.79 20.79 20.79 20.79 20.79 20.93 20.91
9 8.05 20.79 20.79 20.79 20.79 20.79 20.80 22.72 20.91
10 16.01 20.79 20.79 20.79 20.79 20.80 20.86 28.34 21.01
11 700.98 20.79 20.79 20.79 20.79 40.55 45.24 30.37 29.97
12 15.00 20.79 20.79 20.79 20.79 21.03 22.61 27.44 27.84
13 16.98 20.79 20.79 20.79 20.79 21.04 21.75 22.23 34.98
14 105.99 20.79 20.79 20.79 20.79 73.46 51.21 83.42 51.59
15 10.06 20.79 20.79 20.79 20.79 20.87 21.57 20.87 23.59
16 6.99 20.79 20.79 20.79 20.79 20.87 21.99 23.91 22.89
17 11.04 20.79 20.79 20.79 20.79 20.90 22.42 24.10 23.50
18 6.05 20.79 20.79 20.79 20.79 20.98 20.80 23.74 23.37
19 251.99 20.79 20.79 20.79 20.79 66.40 88.43 21.73 69.25
20 12.04 20.79 20.79 20.79 20.79 21.45 21.06 21.58 21.33
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1 31.06 56.40 20.79 49.07 20.80 21 700.91 20.82 20.79 21.29 20.96
2 30.92 51.05 20.79 27.43 20.80 22 700.98 81.45 20.79 138.31 20.89
3 4.94 56.56 20.79 22.97 20.80 23 14.95 20.79 20.79 21.65 57.22
4 4.98 59.09 20.79 21.83 20.80 24 14.98 30.68 20.79 20.83 20.88
5 58.94 63.29 20.79 21.41 20.80 25 17.02 35.96 20.79 30.52 20.88
6 59.01 58.05 20.79 21.20 20.80 26 16.99 24.46 20.79 24.15 20.87
7 14.97 60.42 20.79 21.09 20.80 27 106.03 61.98 20.79 65.16 20.85
8 15.04 20.93 20.79 21.02 20.80 28 105.99 27.25 20.79 36.81 20.83
9 351.08 32.29 20.79 184.98 20.80 29 10.04 21.85 20.79 24.28 20.83
10 351.06 87.77 20.79 22.00 20.79 30 9.98 20.99 20.79 23.15 20.83
11 11.01 55.30 20.79 21.64 20.79 31 7.03 21.48 20.79 23.27 20.83
12 10.94 20.88 20.79 21.38 20.79 32 6.96 22.92 20.79 23.24 20.83
13 13.02 27.95 20.79 21.22 20.79 33 10.99 25.20 20.79 24.06 20.83
14 12.99 20.86 20.79 21.12 20.79 34 11.02 28.21 20.79 24.43 20.82
15 6.06 60.47 20.79 21.06 20.79 35 6.01 32.02 20.79 21.71 20.82
16 5.94 39.00 20.79 21.01 20.79 36 6.07 38.71 20.79 26.10 20.82
17 7.98 34.98 20.79 20.98 20.79 37 251.91 55.79 20.79 90.17 20.82
18 8.03 52.62 20.79 20.95 20.79 38 251.98 45.35 20.79 58.30 20.81
19 16.00 20.95 411.06 20.93 20.79 39 12.07 33.00 20.79 29.54 20.81
20 16.06 27.01 20.79 118.24 372.60 40 12.02 20.96 20.79 27.92 20.81
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Figure 4.32: Pressure Profile from Water-Oil Reservoir without Aquifer Support - Initial
Reservoir Pressure
Figure 4.33: Pressure Profile from Water-Oil Reservoir without Aquifer Support - Average
Reservoir Pressure
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Figure 4.34: Permeability Profile from Water-Oil Reservoir without Aquifer Support -
Using Initial Reservoir Pressure
Figure 4.35: Permeability Profile from Water-Oil Reservoir without Aquifer Support -
Average Reservoir Pressure
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Figure 4.36: Pressure Profile from Water-Oil Reservoir without Aquifer Support - Average
Reservoir Pressure and Finer Wellbore Grids
Figure 4.37: Permeability Profile from Water-Oil Reservoir without Aquifer Support -
Average Reservoir Pressure and Finer Wellbore Grids
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Table 4.40: Paired Sample T-test for Wellbore Pressure from Water-Oil Reservoir without








1 2 3 4
Mean 3014.3 3015.9 3015.9 3015.9 3015.9 3015.9
Variance 58.0 70.9 70.9 70.9 70.9 70.9
Pearson Correlation 0.9911 0.9911 0.9911 0.9911 0.9911
t Stat -5.5308 -5.5303 -5.5303 -5.5303 -5.5304
P(T<=t) one-tail 0.0000 0.0000 0.0000 0.0000 0.0000
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.0000 0.0000 0.0000 0.0000 0.0000
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
Table 4.41: Paired Sample T-test for Wellbore Pressure from Water-Oil Reservoir








1 2 3 4
Mean 3014.3 3014.3 3014.3 3014.4 3014.4 3014.3
Variance 58.0 58.1 58.4 57.4 58.0 58.0
Pearson Correlation 0.9972 0.9974 0.9967 0.9973 0.9971
t Stat -0.0011 -0.2339 -0.6835 -1.2294 -0.5370
P(T<=t) one-tail 0.4996 0.4087 0.2511 0.1166 0.3190
t Critical one-tail 1.7247 1.7247 1.7247 1.7247 1.7247
P(T<=t) two-tail 0.9991 0.8174 0.5021 0.2332 0.6380
t Critical two-tail 2.0860 2.0860 2.0860 2.0860 2.0860
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Table 4.42: Paired Sample T-test for Permeability from Water-Oil Reservoir without







1 2 3 4
Mean 1.36 1.32 1.32 1.32 1.32 1.32
Variance 0.39 0.00 0.00 0.00 0.00 0.00
Pearson Correlation 0.1032 -0.0448 0.1091 -0.0450 0.0306
t Stat 0.2830 0.2830 0.2830 0.2830 0.2830
P(T<=t) one-tail 0.3901 0.3901 0.3901 0.3901 0.3901
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.7803 0.7802 0.7802 0.7802 0.7802
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
Table 4.43: Paired Sample T-test for Permeability Using from Water-Oil Reservoir without







1 2 3 4
Mean 1.36 1.45 1.46 1.46 1.47 1.46
Variance 0.39 0.04 0.04 0.03 0.03 0.04
Pearson Correlation 0.8239 0.8889 0.5886 0.7718 0.7683
t Stat -0.8993 -0.9484 -0.8087 -0.9727 -0.9073
P(T<=t) one-tail 0.1899 0.1774 0.2144 0.1715 0.1883
t Critical one-tail 1.7291 1.7291 1.7291 1.7291 1.7291
P(T<=t) two-tail 0.3798 0.3548 0.4287 0.3429 0.3766
t Critical two-tail 2.0930 2.0930 2.0930 2.0930 2.0930
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Table 4.44: Paired Sample T-test for Pressure Using from Water-Oil Reservoir without







1 2 3 4
Mean 3013.8 3013.8 3010.7 3013.0 3009.5 3011.7
Variance 61.0 58.7 88.9 69.3 75.0 73.0
Pearson Correlation 0.9914 0.8826 0.9914 0.8853 0.9376
t Stat 0.0137 4.4298 4.1806 6.8493 3.8683
P(T<=t) one-tail 0.4946 0.0000 0.0001 0.0000 0.1237
t Critical one-tail 1.6839 1.6839 1.6839 1.6839 1.6839
P(T<=t) two-tail 0.9891 0.0001 0.0002 0.0000 0.2473
t Critical two-tail 2.0211 2.0211 2.0211 2.0211 2.0211
Table 4.45: Paired Sample T-test for Permeability Using from Water-Oil Reservoir without







1 2 3 4
Mean 1.36 1.55 1.35 1.47 1.36 1.43
Variance 0.38 0.04 0.04 0.06 0.04 0.05
Pearson Correlation 0.3133 -0.0400 0.6005 -0.0523 0.2054
t Stat -2.0884 0.0682 -1.3806 -0.0329 -0.8584
P(T<=t) one-tail 0.0217 0.4730 0.0876 0.4870 0.2673
t Critical one-tail 1.6849 1.6849 1.6849 1.6849 1.6849
P(T<=t) two-tail 0.0433 0.9460 0.1753 0.9739 0.5346
t Critical two-tail 2.0227 2.0227 2.0227 2.0227 2.0227
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4.8 Overall Performance of Semi-Analytical Model
After studying each numerical case separately, we can look at the overall performance
of each objective function. All pressure and permeability results were used to look at the
overall trend in a paired sample t-test. The results are shown in Table 4.46 and Table 4.47
respectively for pressure and permeability, respectively. There are 175 instances for wellbore
pressure, whereas there are 167 instances for permeability.
Looking at the paired sample t-test for pressure in Table 4.46, all objective functions
captured the trend well as shown by high Pearson correlation coefficient. However, objective
function 1 can capture the numerical values best as shown by the lowest t-stat value and
highest p-value.
Looking at the paired sample t-test for permeability in Table 4.47, objective function
1 captured the heterogeneity trend of reservoir permeability best because it yielded the
highest Pearson correlation coefficient. This is consistent with the paired sample t-test
for the pressure in that objective function 1 captured the pressure values best. However,
objective function 2 captured the numerical value of the real permeability best since it has
the best t value and p-value.








1 2 3 4
Mean 3720.0 3719.9 3718.0 3719.4 3718.2 3718.9
Variance 549380.2 549485.0 549628.7 549183.1 550115.1 549603.0
Pearson Correlation 1.0000 1.0000 1.0000 1.0000 1.0000
t Stat 1.1028 4.0037 2.6848 3.9981 2.9474
P(T<=t) one-tail 0.1358 0.0000 0.0040 0.0000 0.0350
t Critical one-tail 1.6537 1.6537 1.6537 1.6537 1.6537
P(T<=t) two-tail 0.2716 0.0001 0.0080 0.0001 0.0699
t Critical two-tail 1.9737 1.9737 1.9737 1.9737 1.9737
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1 2 3 4
Mean 1.27 1.39 1.30 1.37 1.31 1.34
Variance 0.33 0.14 0.21 0.15 0.21 0.18
Pearson Correlation 0.7101 0.5351 0.6477 0.4271 0.5800
t Stat -3.9169 -0.8217 -2.8593 -0.9191 -2.1292
P(T<=t) one-tail 0.0001 0.2062 0.0024 0.1797 0.0971
t Critical one-tail 1.6541 1.6541 1.6541 1.6541 1.6541
P(T<=t) two-tail 0.0001 0.4124 0.0048 0.3594 0.1942
t Critical two-tail 1.9744 1.9744 1.9744 1.9744 1.9744
4.9 Propagated Uncertainties of Parameter of Interest
Lastly, it is necessary to be aware of the uncertainty of the parameter of interest becuase
every input in the model has its own uncertainty in the reported value. In this section, we
use the method to calculate the error presented by Ku (1966). Two parameters of interest
are explored in this section: productivity index and reservoir permeability.
4.9.1 Productivity Index








where J is productivity index ( ft
3/day
psi
), q is production flow rate ( ft
3
day
), pR is reservoir pressure
(psi), and pwell is wellbore pressure (psi).
The specific productivity index, Js, is the productivity index per unit wellbore length.


































































































Typically, the uncertainty of the length of the wellbore is negligible compared to the























When the heterogeneity is perpendicular to the wellbore, and reservoir width (wR) is
much greater than reservoir height (hR), the specific productivity index can be described



















where k is reservoir horizontal permeability perpendicular to the wellbore (md), µ is fluid
viscosity (cp), wR is reservoir width (ft), hR is reservoir height (ft), d is wellbore diameter
































































































































































































































































































































































































Replacing these derivatives in Equation 4.17, we can calculate the relative uncertainty of

























































































































and since wR >> d, C2 will be much larger than 1. Thus, the last three terms in Equation
4.28 can be neglected. In addition, similar to the previous case, the uncertainty of the length































∆pR = 10 psi
∆pwell = 10 psi




The uncertainites associated with both the specific productivity index and permeability




The goal of this research is to develop a mathematical model to analyze the DPS data
and to quantify the near-wellbore heterogeneity, e.g. fractures, behind the wellbore casing.
We formulated a numerical model to generate the flowing bottom-hole pressures along a hor-
izontal wellbore. The flow in the horizontal wells is controlled by the reservoir permeability
distribution behind the casing and friction loss in the wellbore. We used a steady state and
semi-analytical model to back-calculate the reservoir permeability along the wellbore that
best replicates the pressure behavior of the numerical model. The matching technique is
an optimization method called the ‘interior-point barrier method’. The following are our
conclusions:
1. The semi-analytical model can capture the trend of permeability heterogeneity and
locate the permeability spikes from the wellbore fluid pressure generated with a 3D
numerical model in all cases. This finding is consistent with the previous research by
Farshbaf Zinati et al. (2012). The highest overall Pearson correlation, which quantifies
how well the captured heterogeneity trend matches the true permeability variation, is






However, the best t-stat value, which quantifies how close the captured permeability











2. It is important to use the average reservoir pressure at the time of analysis, especially
when the reservoir pressure is significantly depleted from the initial reservoir pressure
133
and when the flow is multi-phase.
3. Wellbore constrictions and geometry should be incorporated in the model to accu-
rately reflect the pressure drop along the wellbore although we did not see a significant
difference of the match when we did not take the constrictions into account.
4. Even though the semi-analytical model assumes a single-phase flow in a single-porosity
reservoir, it can capture the trend of permeability heterogeneity and locate the perme-
ability spikes in a dual-porosity reservoir and a water-oil flow.
This thesis has shown that we can quantify the heterogeneity trend along the wellbore
from DPS data using a semi-analytical model, but there are many opportunities to extend
the scope of this thesis and improve the inverse modeling method, as listed below:
1. Extend the flow model to include a flow of gas in both the reservoir and the wellbore.
The behavior and characteristics of gas are significantly different from those of liquid.
For example, gas is much more compressible. In addition to being soluble in liquid,
gas can adsorb to and desorb from surfaces, so we have to take these properties into
account in the model too.
2. Use real field data or experimental data to test the semi-analytical model. Real field
data will help validate whether the assumptions in the semi-analytical model are valid
or not. One way to evaluate the performance of a semi-analytical model is to run
production logging tools to obtain the real influx profile, which can then be used to
compare with the inverse modeled influx profile.
3. Incorporate other available data, such as the DTS and DAS data. As of this publica-
tion, the DTS and DAS data are used to characterize hydraulic fractures and reservoirs.
However, if we combine the reservoir characteristics obtained from analyzing the DTS
and DAS data with those from analyzing the DPS data, we will get a more accurate
reservoir and fracture description on a real-time basis.
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DISCRETIZATION OF FLOW EQUATION SINGLE-PHASE FLOW IN A
SINGLE-POROSITY RESERVOIR
The governing flow equations for a porous medium are separated into two sections: flow
in reservoir and flow in wellbore.
Flow in Wellbore
The main equation for the flow in reservoir is the conservation of mass and momentum.
In this derivation, the conservation of momentum simplifies to Darcy’s law. The conservation
of mass in porous media can be written as follows:
−∇ · (ρ~v) + ρq̂ = ∂
∂t
(φρ) (A.1)
Using Darcy’s law, the velocity terms can be written as follows:
~v = −k
µ

































ct = cf + cφ (A.6)









Using a Cartesian system and assuming that gravity acts in the negative Z-direction, we
have the following relations:

















































































































































P n+1i,j,k − P ni,j,k
∆t
(A.9)
Multiply Equation A.9 with the grid volume Vijk = (∆x∆y∆z)ijk and rearranging the











































































































































































































Using the same line of reasoning, the harmonic average along the Y-direction and Z-
































This argument can also be applied to Equation A.21 and Equation A.22.


















The above equation assumes a horizontal well extending in a y-direction. When a wellbore
intercepts a node, a new variable, P n+1welli,j,k , and a new coefficient, UMijk, are introduced. The































The coefficients Eijk and Rijk will be adjusted as follows:












































The flow in producer is governed by the conservation of mass and the conservation of
energy equations. Assuming an incompressible flow (or a slightly compressible flow), the
conservation of mass is simplified to a volumetric balance equation as follows:
∂q
∂x
− qs,R = 0 (A.30)
where q is the flow along the wellbore and qs,R is a specific flow rate from the reservoir

















































































Consider the conservation of energy equation. In this case, it reduces to the pressure loss
equation, which can be expressed as
∂p
∂x
− γ = 0 (A.38)
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The Moody friction factor can be calculated from the experimental relationship presented
by Colebrook et al. (1939) or using a generalized friction factor correlation for a flow in a
horizontal well presented by Yalniz and Ozkan (2001) as discussed in Chapter 3.


























































































































A constant heel wellbore pressure boundary will be used as an example. Thus, we can
write the equations at the boundary as follows:
144
p (xwell, y = yh, zwell) = pheel
q (xwell, y = yt, zwell) = 0
where yh is the location in the y-direction of the heel and yt is the location in the y-



























qn+1xwell,yt,zwell = 0 (A.48)
Therefore, in this node, Nijk = 0.



























































































DISCRETIZATION OF FLOW EQUATION SINGLE-PHASE FLOW IN A
DUAL-POROSITY RESERVOIR
The governing flow equations for a fractured porous medium are separated into two
sections: flow in reservoir and flow in wellbore.
Flow in Reservoir
The main equations for the flow in reservoir are the conservation of mass equation and the
connection between the fracture and matrix. Equation B.1 describes the flow in the fracture
network. Equation B.2 describes the flow in the matrix block. Equation B.3 describes the
fluid transfer function between a fracture network and a matrix block.











(pf − pm) (B.3)
The definitions of Darcy velocity in a fractured media and the shape factor are given in

















Using these definitions in Equation B.1 and Equation B.2, the following is obtained.
∇ · kf,eff
µ
(∇pf − γ∇D)− σ
km
µ












Assume that gravity acts in the Z-direction only, so ∇zD = −1. In a Cartesian coordi-






































































































































































Multiplying Equation B.9 with a representative element volume (REV),
Vi,j,k = ∆xi∆yj∆zk (B.10)




























































































































































mD − day − psi (B.12)


























































































































































































































































Note that the transfer function from matrix to fracture within the hydraulic fracture is
zero because the proppants are not acting as a source term for fluid flow. Therefore, the
medium acts like a single-porosity flow.
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Note that the coefficient Ei,j,k is altered as follows:
Ei,j,k = Eijk,original −WIni,j,k (B.29)
Flow in Producer
The flow in producer is governed by the conservation of mass and the conservation of
energy equations. Assuming incompressible flow (or slightly compressible flow), the conser-






































Rij = 1 (B.35)
Sij = −1 (B.36)
For the conservation of energy equation, we begin with the pressure loss equation.
pn+1wb,i = p
n+1
wb,i+1 − γnloss∆yj (B.37)
Note that we used an explicit formulation for pressure loss term. Even though the system
becomes less stable, we would get a more accurate result. Rearranging the equation, we get
pn+1wb,i − pn+1wb,i+1 = −γnloss∆yj (B.38)









Xij = 1 (B.40)
Yij = −1 (B.41)








wb,i+1 − γn+1loss ∆yj (B.44)
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We can treat the pressure loss term implicitly too by using Newton-Raphson (Newton’s



















Rearranging the equation, we obtain










































Xij = 1 (B.49)
Yij = −1 (B.50)













DISCRETIZATION OF FLOW EQUATION WATER-OIL FLOW IN A
SINGLE-POROSITY RESERVOIR
The governing flow equations for a water-oil flow are separated into two sections like the
case of single-phase flow: flow in reservoir and flow in wellbore.
Flow in Reservoir
Similar to a single-phase flow, the governing equations are conservation of mass and
momentum for each phase. Equation C.1 is the conservation of mass for the water phase,
whereas Equation C.2 is the conservation of mass for the oil phase.








Using Darcy’s law, the velocity terms can be written as follow.
~vw = −kλw (∇pw − γw∇D) (C.3)
~vo = −kλo (∇po − γo∇D) (C.4)
Therefore,




























ct = cφ + Swcw + (1− Sw) co (C.10)
Rearranging the Equation C.5 and C.6, assuming a slightly compressible fluid, and im-
plementing the capillary pressure definition
pw = po − pcwo (C.11)
we obtain
∇ · (kλw) (∇po − γw∇D −∇pcwo) + q̂w = φ
[








∇ · (kλo) (∇po − γo∇D) + q̂o = φ
[








Equation C.12 is the water saturation equation, and Equation C.13 is the oil saturation




















we arrive at the global pressure equation:





λt = λw + λo (C.17)
q̂t = q̂w + q̂o (C.18)
















































































− (kλwγw + kλoγo)ni+ 1
2
,j,k cosαi+ 12 ,j,k




















































− (kλwγw + kλoγo)ni,j+ 1
2
,k cosβi,j+ 12 ,k












































































































































































































− (kλwγw + kλoγo)ni,j,k+ 1
2







































































































































(kλwγw + kλoγo)i,j,k+ 1
2
























































































After solving the linear equation for pressure, the water saturation can be calculated




































































































































































+ qwi,j,k = φi,j,k
[























































































































































+ qwi,j,k = φi,j,k
[




























































































































































































































































































































We can determine the total flow rate, qt, as follows:






























































































































The coefficients Eijk and R
n
pi,j,k
are also adjusted as follow.








































(kλwγw + kλoγo)i,j,k+ 1
2













































































































− qαs,R = 0 (C.55)
∂p
∂x
− γ = 0 (C.56)
In this case, q is the flow along the wellbore and qs,r is a specific flow rate from the

























































































The Moody friction factor can be calculated from the experimental relationship presented
by Colebrook et al. (1939) or using the correlation presented by Yalniz and Ozkan (2001).












































































































































































































































































































































Since the fluid is a mixture of water and oil, which are both liquid, the average density





The flow rate used in the equation will be the total flow rate
qtijk = qwijk + qoijk (C.89)
The viscosity of the mixture is calculated based on the assumption that the fluid flow is
homogeneous and the experimental correlation presented by Woelflin (1942) applies.







The boundary conditions that will be explored in this case is a constant pressure at the
heel. Thus,
p (xwell, y = yh, zwell) = pheel
q (xwell, y = yt, zwell) = 0
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where yh is the distance in the y-direction of the heel and yt is the distance in the






























































































































































































FBG PRESSURE SENSING THEORY



















Assuming that the change in diameter from pressure is negligible compared to the length
and the refractive index of the optical fiber, such as the case of a single-mode fiber. According
to the relationship between Bulk modulus, B and Young’s Modulus, E,
B =
E
3 (1− 2ν) (D.2)






3 (1− 2ν) (D.3)




































According to a strain-optic theory, the changes in optical indicatrix tensor from applied

















For a low-birefringent optical fiber, the strain-optic tensor is isotropic, such that
p11 = p22 = p33, p12 = p13 = p23
For a load applied in one direction, the strain in other directions can be calculated via































(1− 2ν) (2p12 + p11) (D.12)








(1− 2ν) (2p12 + p11)
]
∆P (D.13)
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