Successful extraction of small vessels in DSA images requires inclusion of prior knowledge about vessel characteristics. We developed an active double contour (ADC) that uses a vessel template as a model. The template is fitted to the vessel using an adapted ziplock snake approach based on two user-specified end locations. The external energy terms of the ADC describe an ideal vessel with projections changing slowly their course, width and intensity. A backtracking ability was added that enables overturning local decisions that may cause the ziplock snake to be trapped in a local minimum. This is because the optimisation of the ADC is carried out locally. If the total energy indicates such case, vessel boundary points are removed and the ziplock process starts again without this location in its actual configuration. The method was tested on artificial data and DSA data. The former showed good agreement between artificial vessel and segmented structure at an SNR as low as 1.5:1. Results from DSA data showed robustness of the method in the presence of noise and its ability to cope with branchings and crossings. The backtracking was found to overcome local minima of the energy function at artefacts, vessel crossings and in regions of low SNR.
INTRODUCTION
Images from digital subtraction angiography (DSA) show cerebral vessels at a very high resolution (pixel sizes of less than 0.2 mm). Localisation of such vessels is necessary for the 3-d reconstruction in the course of planning neuro-surgical or neuroradiological interventions. Following small vascular structures in cerebral DSA images, however, is hampered by low SNR and the complexity of the image being caused by the projection of the vessels (see Fig. 1 ). Successful analysis requires inclusion of apriori knowledge for filling in the missing information. There are many ways to provide such knowledge. They may be categorised into three groups:
• The information may be provided interactively.
• Statistical models on the expected appearance of the structure with and without including neighbourhood information may be used to fit a structure to the data.
• Geometrical information on the region and its edges of the structure in question may guide an extraction process.
Figure 1: Small vessels in Digital Subtraction
Angiography (DSA) images have a very low signal-to-noise ratio.
Most algorithms that employ external information for constraining the analysis use a combination of these types of a-priori knowledge.
Information that is contained in the model describes different aspects of the image. Knowledge on expected anatomy is combined with that on characteristics of the mapping of the anatomy to the image and the reconstruction techniques. It is important to select a method of including a-priori knowledge that is appropriate for the kind of information that is being supplied. Interaction, for example, should only be used if small variations of interactively supplied information cause only small variations in the analysis result. Describing the expected content of an image by a pre-defined geometrical or statistical model, on the other hand, should be generalisable enough to capture the content of each member of the class of images it is to be used for. For differentiating between interactively provided and pre-specified information, the segmentation task should be investigated with respect to image properties and expected analysis results.
Segmentation of small, non-degenerated vessels from cerebral DSA images may be characterised as follows:
• Vessels to be segmented have a low SNR with a white zero-mean noise so that the algorithm needs to be robust to influences from noise (an SNR of 2:1 should be accommodated).
• Vessels branch and they may intersect each other in the projection.
• The course of the vessel changes slowly at almost all locations in the projection image.
• Vessels to be segmented possess a distinctive, small and elongated shape.
• Only part of the vascular system needs to be segmented and the user can be expected to indicate a start and an end point on the vessel part that he or she wants to be segmented.
A segmentation scheme that maximises the exploitation of these characteristics extracts the vessel between two userdefined end point locations using a model for capturing geometric and statistical features. An optimisation scheme that fits the model to the data enforces smoothness of the vessel boundary.
In order to exploit the overall smoothness of the shape and the size of the vessel while accounting for locally missing information due to noise, we selected an active contour approach for segmenting vessel parts. Active contours are known for being able to bridge missing parts of object boundaries provided that certain assumptions on the smoothness of the boundary can be made. In terms of an active contour a vessel can be seen as a single open contour representing the centre line of the vessel with information on the distance to the vessel boundaries attributed to the centre line.
Such a method optimises the course of the two vessel boundaries simultaneously based on internal smoothness constraints and external constraints from the image indicating the vessel and its boundary. The method combines the abilities of a robust double-contour search of Sonka's graph-oriented method 1 with an active contour's ability to find a structure starting with a rough guess. It eliminates the need to specify a midline of the vessel as in the graph-oriented approach.
A general requirement of active contours is the need for an optimisation strategy that optimises the current segmentation result based on internal and external constraints. Gradient descent methods are usually employed that require the contour to be positioned close to its optimal location 2, 3 . Otherwise, the optimisation may be trapped in a local minimum which can be avoided only if other, more time-consuming optimisation methods are employed 4 or pre-processing ensures a well-behaved energy function 5 . Choosing a good initial position of the active contour in a DSA image may be difficult because the image shows many different vessels in close vicinity to each other. However, as it can be assumed that the user puts the start and end point of the vessel approximately at the correct position, the ziplock technique can be used as optimisation technique. Ziplock snakes attach themselves to a contour, given at least two points that lie on the contour. Evaluating the terms of the energy function close to starting points let the contour fit itself to the true course of the boundary like a ziplock. A backtracking ability was added in order to cope with vessel intersections and artefacts from low SNR.
VESSEL SEGMENTATION
The vessel in the DSA image is represented as a centre line to which its two boundary lines are attributed. The centre line consists of a sequence of nodes C i , i=1,n with corresponding nodes L i and R i on the two boundaries to the left and to the right. The course of the vessel between nodes is interpolated using spline functions. Each location on the centre line has a local direction associated to it that is given by the partial derivatives of spline with respect to the x-and the y-axis of the image co-ordinate system. Corresponding boundary nodes L i and R i to a centre node C i are given by the intersections of the two vessel boundaries with a line through C i that is perpendicular to the current vessel direction. Backtracking and re-computation of the vessel course in cases where the search procedure found a local optimum.
Initialisation
The user is expected to indicate a start and an end position on the vessel to be segmented. He points out two pairs of boundary nodes L 1 ,R 1 and L n ,R n at the beginning and the end of the vessel part that he wants to segment. These nodes are expected to lie at locations on the vessel boundary on straight lines L 1 ,R 1 and L n ,R n , respectively, that are approximately perpendicular to the vessel orientation at these points (see Fig. 2a ). The position of the boundary nodes are then corrected in case that inaccuracies occurred during insertion by searching for a point with the highest gradient in the vicinity of the original nodes L 1 ,R 1 ,L n and R n .
Initial directions d 1 and d n of the vessel course at its beginning and end are averaged from directions perpendicular to the gradients at L 1 , R 1 and L n , R n . If the straight lines L 1 ,R 1 and R n ,L n are not approximately perpendicular to d 1 and d n , respectively, the nodes are rejected and the user is asked to specify them again.
Otherwise, d 1 and d n are attributed to centre nodes C 1 and C n halfway between L 1 ,R 1 and L n ,R n (see Fig. 2b ). Locations and directions of the two centre nodes are used to span a first curve between them. The line is segmented in a number of n segments. The number of segments n depends on the length of the initial centre line and a user-specified average line segment length ∆s. The value of ∆s between consecutive nodes is retained throughout the optimisation procedure by inserting and deleting nodes after each optimisation step. High values for ∆s emphasise the smoothness of the vessel course while low values are necessary if the direction of the vessel changes often between C 1 and C n . The part of the vessel that shall be segmented is bounded by two pairs of userdefined points L1,R1 and Ln,Rn on the vessel boundary. For each pair a centre point and a direction is computed.
Feature Computation
Features from the data are computed locally at each node of the centre line. They consist of directional information at each pixel, the localisation of a potential boundary and the local contrast.
Directional information is computed using a compass filter. Compass filters consist of a set of convolution filters that compute partial derivatives in a number of directions. The output is a local direction label that corresponds to the filter in the sequence that has the highest response. Prior to applying the compass filter, the local neighbourhood around the current centre node was rotated such that the vessel was aligned with the x-axis of the image co-ordinate system (see Fig. 3 ). After rotation the direction of the left boundary of the vessel should point to the north and that of the right boundary should point to the south.
We used Prewitt filters 6 in our implementation (see Fig. 4 ). They consist of a sequence of 3x3 convolution filters that compute an estimate of the partial derivative in 8 major directions with labels N, NE, E, SE, S, SW, W, and NW. The resulting label field is filtered to remove outliers from noise in the image. Pixel sites that are labelled with "N" are potential sites for the left boundary and those that are labelled with "S" are potential sites for the right boundary.
The exact location of the two edges among those sites is deduced from zero crossings at that line of pixels. Zero crossings are pre-computed using an LoG filter with σ=3.0 and a size of 17x17 pixels. Using this information, the following features are computed: § Local diameter of the vessel as given by the distance between two zero-crossings north and south of the centre. § Local contrast as average intensity difference between pixels within the estimated vessel boundaries and those in a local neighbourhood outside of these. § Local direction of the vessel as given by application of the compass filter. The features are used for finding a locally optimal course of the vessel. Absolute gradient length and absolute grey level within the vessel were not used because they may change considerably at locations where vessels are projected on top of each other.
Active double contour (ADC) optimisation
The location of the nodes C i along the centre lines is optimised using the ziplock approach 7 . Ziplock snakes are a specific type of active contours that fit themselves to an object boundary in a ziplock fashion. Nodes of a ziplock snake can be of two different kinds: § Active nodes are those that are already close to their optimal position. Their location is changed based on external and internal energy by the optimisation process. § Passive nodes are those for which only the internal energy terms are optimised because they are assumed to be too far away from their final position. A gradient descent method therefore would not result in finding the optimal position Force boundaries are located between active and passive nodes. Active nodes at the force boundary that are adjacent to passive nodes are called force boundary nodes (see Fig. 5 ).
Ziplock optimisation requires at least one node to be a force boundary node being placed close to its final location. In our case, the two nodes C 1 and C n are the first two force boundary nodes. The optimisation procedure is carried out for one node at a time. One of the two force boundary nodes is chosen and new locations in the vicinity of its current position are investigated with respect to a decrease of the total energy. A viscosity term is applied for initially restricting the search to the immediate neighbourhood of the original location of the active node. The optimisation of the node position terminates if no further decrease in the total energy can be achieved. The passive node that is closest to the force boundary node becomes active and the optimisation is carried out on the force boundary node at the other force boundary. Then, the active contour is re-parametrised by inserting and deleting nodes such that they are again evenly spaced along the contour.
For vessel segmentation, the active contour is defined as an active double contour (ADC), where the active centre line has the two boundaries of the vessel attributed to it by means of their distance from the centre line. The total energy of the current vessel estimate is given by the sum of external and internal energy contributions from each node C i along the centre line C. Local contrast between vessel and background is the only term of the external energy that was computed for each node C i . Edge properties are not used directly because the low SNR in the images will not allow reliable estimates for these properties. Instead, edge information from the compass filter and the LoG filter is used to select sites that are candidates of the left and right boundary L i and R i of the vessel at the node C i .
Internal energy terms at the nodes are first and second derivative of the active centre line, as in the original snake algorithm 2 , and the first derivative of the vessel diameter. The derivatives along the curve can be computed directly from the spline representation. The derivative of the vessel diameter is estimated from differences between consecutive node locations.
Optimisation takes place using gradient descent because it is assumed that the optimal node location for an active node at the force boundary is also the global minimum after all nodes went inactive. This is based on the assumption that the minimisation procedure can be parted into a global and an independent local part with the global part solely being responsible for local continuity of direction and contrast along the vessel.
Backtracking
In some cases, the above-mentioned assumption is not true. Local continuity of grey values, for instance, does not guarantee global continuity, if vessels are crossing each other. The opposite is true, if the vessel is continuous but because of a low SNR the vessel signal is not present at all locations of the vessel. In such cases, decisions for optimal placement of a vessel node may be proved wrong long after this node became inactive. In the original ziplock approach this decision cannot be overturned. In vessel segmentation such ambiguous situations have to be expected with a certain frequency: Vessels may be branching, they may be projected over each other or they may be partially missing in the image. Thus, we added a backtracking facility, that is able to change the location of an inactive node if information indicates that it may be placed at the wrong position.
The backtracking procedure consists of two parts. First, such erroneous decisions have to be detected and secondly, they have to be backtracked up to the point, where they first occurred. Errors in the estimate of the vessel course can be detected by analysing the data with respect to the local structure of a vessel: § The local contrast may not indicate a dark object on a bright background. § The vessel diameter varies too much. § The local direction of the vessel does not follow the direction of the gradient.
These effects may have different causes such as following the wrong direction, low contrast or projection of several vessels over each other. An erroneous placing of a node of the centre line is assumed only, if the violations persist for a number of consecutive nodes. Then one of the two force boundaries is assumed of having zipped into structures outside of the vessel course. This force boundary is set back to the last centre node that did not violate assumptions of the vessel model and the process of ziplock optimisation is repeated. The result of the process will be different because the force boundary on the other side has closed in much further than at the time when the wrong decision was made in the first run.
The process may be repeated several times with each time the second force boundary being closer to the violating force boundary. The backtracking procedure terminates either if the new course of the vessel no longer violates the assumptions on the appearance of vessels in DSA or if a maximum number of trials is exceeded. In the latter case there is not enough support in the data to find the correct vessel course. 
RESULTS
The method was tested on artificial data and on digital subtractions angiograms. The former was used to get a quantitative measure for the effectiveness of the method while tests on DSA were performed for qualitative comparisons between test and real data.
Results on artificial data
In artificial data, the effects of low SNR and of crossing and branching vessels in images were tested. It was found that the backtracking facility was sometimes insufficiently counteracts the local decisions at the force boundary. If the course of an artificial vessel changed abruptly (i.e., if the derivative discontinuous) the penalty from the internal energy terms was too high for the ADC to follow the vessel's course.
For testing the influence of the SNR, vessel models of size 3 and 5 pixels were created in images. Zero-mean white noise with varying standard deviation was added. The SNR was computed from the grey level difference between vessel and background d max and the standard deviation σ n of the noise: SNR=d max /2σ n . The SNR varied between 0.8 and 2.5. Segmentations were carried out five times for each noise level. The Hausdorff distance, indicating maximum deviation, and the average distance of the vessel boundaries from their true course, was used as error measure. Results are shown in Table  1 and Table 2 and in Fig. 6 . The results were satisfactory if the SNR was 1.5 or better. For a SNR of 1.0 or below, the error increased significantly. Also, the reconstructed course of the vessel deviated from the true course of it.
The behaviour of the method at crossing and branching vessels were tested on images with an SNR of 1.5 to 5.0 (see Figs. 7 and 8 ). It turned out that the success does not so much depend on the noise level but more on the impact of wrong decisions on the local optimisation for an active node at the force boundary of the ziplock snake. If the influence was too small, then the results were unsatisfactory even in low-noise images. This is more often the case for branching vessels than for crossings of vessels because branching vessels may lead to a smooth continuation of the vessel in most places even though the wrong branch is followed. However, even a low contrast vessel can be successfully tracked when crossing other high-contrast vessels because the continuation along the wrong vessel would result in a sharp turn of the vessel course. In both cases the backtracking facility may prevent an erroneous result but it is not always successful. The reason for this is given by the technique itself. Since backtracking takes back decision on one of two ends of the centre line, it will be successful only if the information from the other end -that is not backtracked -provides better support for the correct solution than the information that existed when the course of the vessel was followed the first time.
Results on angiographic images
The truth for segmentation in angiographic images is not known. Thus, results can only be assessed qualitatively. We tested the method on vessels in images with varying complexity and qualified the results as good, fair and not found. A vessel was deemed to be segmented good if the course of the vessel and its two boundaries appeared to follow the visible boundary of the vessel between the two user-specified end points. The result was called fair if it followed the vessel course except for minor variations and it was called "not found" otherwise. The SNR was estimated by averaging the signal of the vessel and that of the neighbourhood taking the difference between the two average as signal d ma x and the standard deviation of the grey values from their averages as that of the noise σ n . We found for SNR of 1.0 or below that the method only partially delivered satisfactory results while at a SNR of 1.5 or better the results were generally good or fair. However, even if the SNR was good enough for expecting a good result, the method sometimes failed if the scene was too complex. In such a case the local optimisation technique of the ziplock snakes provided simply not enough support for finding the correct solution.
Computation times were acceptable. They were for all examples in the range of 10 to 60 seconds on a 400 Mhz Pentium III.
CONCLUSIONS
Our segmentation scheme using an active double contour was found to be successful for the tracking and extraction of vessels between two user-supplied end points in low contrast images. Crossing and branching vessels did not pose a problem if the crossing or branching happened at an angle that was large enough or if the SNR was high. The method was robust for non-degenerated vessels and it did not require the specification of a midline prior to segmentation. Improvements by additional information could be achieved in locally ambiguous cases of a vessel branching or crossing. We plan to include intermediate points defining the centre line to help guiding the optimisation procedure in such cases. In many cases, the backtracking facility was successful in counteracting erroneous behaviour that was caused by local decisions at the force boundary. In its current form, however, it is still not satisfactory because it fails for some structures. It is planned to improve this component by changing the ratio between internal and external energy terms at nodes when the internal energy terms led to erroneous results.
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