We consider the question of the existence of a generalized H-theorem in the context of the variational method in the information-theoretical approach that generates the nonequilibrium statistical operator formalism. After brie y reviewing how the latter provides mechano-statistical foundations for phenomenological irreversible thermodynamics, the socalled Informational Statistical Thermodynamics, we discuss how dissipative phenomena are accounted for by the procedure. Such e ects are related to a generalized H-theorem and a w eak criterion of positive e n tropy production. These results are a consequence of the de nition of a coarse-grained statistical entropy, resulting from the projection of the full nonequilibrium distribution function on the subspace of the slow relaxing dynamical quantities, that are appropriate for the description of the irreversible evolution of the system from the state of initial preparation.
I. Introduction
Last decades have witnessed extensive and relevant developments in the eld of nonlinear nonequilibrium thermodynamics and accompanying kinetic and statistical theories. In large measure this is a result of a growing instrumental capability allowing for detailed measurements in experiments in far-from-equilibrium conditions. Of wide interest is for example the study of electronic devices working under high levels ef excitation and with ultra-short time responses 1 , and also the case of the physics of open dissipative systems where nonlinearities in conditions su ciently far away from equilibrium may lead to self-organizing synergetic phenomena 2 . These problems belong to the emerging area of dynamic systems displaying, the so called, complex behavior complex systems for short encompassing physical, chemical and biological as well as others entities. Phenomenological and statistical thermodynamics play an important role in such situations.
To encompass arbitrary far-from-equilibrium situations, phenomenological Classical Irreversible Thermodynamics 3 is being superseded by new attempts. Two are Rational Thermodynamics 4 and Extended Irreversible Thermodynamics 5 . On the side of kinetic and statistical theories several approaches are being pursued, which h a ve been classi ed by Z w anzig 6 . Among them the Nonequilibrium Statistical Operators Method NESOM may be highlighted, which is considered to have an appealing structure and seems to be a v ery e ective technique to deal with a large class of experimental situations. This formalism has been formulated by several authors, either using heuristic arguments 7-10 or projection operator techniques [11] [12] [13] . It has been shown 14 that these approaches can be brought together under a unifying variational method, which places the formalism of the NESOM within the scope of Jaynes' Predictive Statistical Physics 15 . A classical approach, as the one to be used in this paper, and the foundations of a generalized Boltzmann-like approach is described in reference 16 . The formalism is referred to as the MaxEnt-NESOM.
The MaxEnt-NESOM appears as an appropriate formalism to yield mechanico-statistical foundations to phenomenological irreversible thermodynamics. It provides for the construction of the Informational Statistical Thermodynamics also referred to as Informationtheoretic Thermodynamics, originating in the work of Hobson, Nettleton, and others 17 a brief review and details of application of the MaxEnt-NESOM in statistical thermodynamics is given in reference 18 . This fact brings to the fore a fundamental question in nonequilibrium thermodynamics, namely, which i s t h e origin of irreversibility or the origin of the so called time arrow problem 19 and the de nition of an entropy and entropy production functions, and the sign of the latter. This is a quite di cult, however engaging, problem that has associated a considerable amount o f controversy see for example, Letters Section in Physics Today 47 11, pp. 11-15 and 115-117, November 1994 .
The question has been subsumed by Leon Rosenfeld as to express in a precise formalism the complementarity between the thermodynamic or macroscopic aspect and the atomic one" 20 . Several approaches, seemingly di erent at rst sight, have been produced, beginning with the genial contributions of Ludwig Boltzmann 21 . Some Schools set irreversibility at the level of probability distributions but together with methods of, either discarding microscopic information that is unnecessary for predicting the behavior of the macroscopic state of the system on the basis of information theory, or introducing a dynamic of correlations; they are compared in reference 22 . More recently some approaches have relied on a description in terms of a dynamic origin of irreversibility as associated to ergodic properties of chaotic-like systems 23,24 . In Mackey's line of thought irreversibility appears hidden behind the concept of irreversibility in a rather abstract mathematical way, and no connection is made with the concept of entropy production. On the other hand Hasegawa and Driebe's work deals with irreversibility for a particular class of chaotic systems; how it can be extended to quite general thermodynamic situations is an open matter. As pointed out by J.L. Lebowitz 25 all these approaches contain interesting and useful ideas and can be illuminating when properly applied.
We here deal with the question strictly within the framework of Informational Statistical Thermodynamics. Therefore, it must be understood that the functions that in what follows are referred to as entropy and entropy production are those that the theory denes. J. Meixner, over twenty y ears ago in paper that did not obtain a deserved di usion 26 , gave some convincing arguments to show that it is very unlikely that a nonequilibrium state function playing the role of the entropy m a y be uniquely de ned. Summarizing his ideas one may assert that the conclusion reached by him is that such a function, either cannot be de ned, or it may be done so in an in nite numb e r o f w ays. A softened form of this idea was advanced by Grad over thirty y ear ago 27 . Exploring recent literature on this question these conjectures seem to hold true in a more restricted sense 28 . It ought to be noticed that the MaxEnt-NESOM, as indicated, provides for the construction of Informational Statistical Thermodynamics and then gives microscopic foundations to phenomenological thermodynamic theories, in particular it covers and generalizes Extended Irreversible Thermodynamics 18 . Moreover, MaxEnt-NESOM provides a nonlinear quantum transport theory of large scope 29 , that implies in a far-reaching generalization of Mori's theory 30 , together with an accompanying response function theory for far-from-equilibrium systems 14 , and a generalized Boltzmann transport theory 16 . MaxEnt-NESOM has been applied to the study of ultrafast relaxation processes in the so-called photoinjected plasma in semiconductors with particular success, in the sense of obtaining very good agreement b e t ween theory and experiment 31 . Such kind of experiments can be used to satisfactorily allow for the characterization and measurement of nonequilibrium thermodynamic variables like nonequilibrium temperature, chemical potentials, etc., which are concepts derived from the entropy function that the theory de nes in a similar way to equilibrium and local equilibrium theories 32 . Since they depend on such e n tropy-like function they are usually referred to as quasi-temperature, quasi-chemical potentials, etc. Moreover, without attempting a rigorous approach, we simply call the attention to the fact that the formalism here presented appears as providing a kind of partial uni cation of several -apparently differentiated -approaches to the subject: First, the formalism begins with a derivation within the framework of Jaynes-style informational approach, and, therefore, the informational e n tropy that the method introduces is dependent on a restricted set of variables. This is a result that this entropy is a projection on the space of such contracted set of variables of the ne-grained Gibbs entropy as later on described and depicted in Fig. 1 . The latter is obtained, as shown in next section, on the basis of a memory-dependent MaxEnt construction. Second, the connection with the approach of the Brussels-Austin School subdynamics of correlations partially appears with the introduction in this particular MaxEnt approach o f a n ad hoc hypothesis that introduces irreversibility from the outset, consisting in a mimic of Prigogine's dynamical condition for dissipativity 33 . Additional discussions on the equiv-alence of both approaches have been provided by several authors 34 . Finally, it can be shown that the method contains Boltzmann's equation and H-theorem as particular cases 16 . It is also worth noticing that the MaxEnt-NESOM provides microscopic foundations for an extension of Prigogine's generalized Nonequilibrium Thermodynamics, implying in generalizations to arbitrary nonequilibrium conditions that is, outside the local equilibriumn approximation of Prigogine's theorem of minimum entropy production in the linear regime near equilibrium, Glansdor -Prigogine's thermodynamic criterion for evolution, and instability criterion, which are -within the theory -all of them, a consequence of the convexity of the MaxEnt e n tropy 35 . Figure 1 . Graphical description of the macroscopic state of the system in terms of the MaxEnt-nonequilibrium statistical distribution. The projection of ln -depending on the instantaneous state of the system see Eq. 14 -introduces a coarse-graining procedure consisting in projecting onto the subspace of the relevant" variables associated to the informational constraints in MaxEnt.
Therefore, it appears to be pertinent to try to discuss how these questions of irreversibility and Htheorems, as well as entropy and entropy production, manifest themselves and behave in the framework of Informational Statistical Thermodynamics. This is done in the next sections that are organized in the following way: in section II we present a short description of the MaxEnt-NESOM in a classical approach, whereas in section III, after a brief description of the MaxEnt-NESOM approach to irreversible thermodynamics, we discuss the question of the de nitions of the MaxEnt entropy and entropy production, the question of irreversibility and an accompanying MaxEnt generalized H-theorem, as well as a weak principle of positive entropy production. Last section summarize the results and comment upon them.
II. Brief summary of the theoretical background
The rst, and fundamental, step in MaxEnt-NESOM is the choice of the basic set of variables that are appropriate for the characterization of the macroscopic state of the system. This involves a contracted description in terms of, say, the dynamical quantities P 1 ,; P 2 ,; :::; P n ,, where , is a point in phase space characterizing the state of the system at the microscopic classical-mechanical level. The MaxEnt-NESOM statistical distribution is a functional of these quantities, to be called fP j ,gjt; or, for short, ,jt. The macroscopic or mesoscopic state is characterized by a p o i n t in Gibbs space, composed, at time t, of the set of macrovariables Q 1 t; :::; Q n t; which are the average values of the P j , i.e. Q j t = T r fP j ,; tg: The choice of the basic variables is assisted by Bogoliubov's procedure of contraction of description based on a hierarchy of relaxation times 36 , and -to it related -the ideas set forward, among others, by Mori 30, 37 , Zubarev 10 , and Peletminskii 9 . They consist in introducing a separation of the total Hamiltonian i n to two parts, namely H = H 0 + H 0 ; 1 In this Eq. 1 H 0 is a relevant" or secular part composed of the kinetic energies of the free subsystems and some of the interactions, namely those strong enough to have associated very short relaxation times meaning those much smaller than the characteristic time scale of the experiment, and possessing certain symmetry properties. The other term, H 0 , contains the interactions related to long-time relxation mechanisms. The symmetry characteristics of the strong interactions depend on the problem under consideration: The required symmetry -to be called Zubarev Peletminskii symmetry condition -is that
where the left hand side is Poisson's bracket, and jk , are c-numbers determined by H 0 . It should be noticed that quantities P j can be dependent on the space variable or even, in the classical description, dependent on momentum and then the coe cients can also be di erential operators. Eq. 2 provides a closure condition for the choice of the basic set of variables in a step by step procedure described elsewhere: 14,16,18 .
Assuming that the basic set fP j ,g has been chosen the nonequilibrium statistical distribution NSD is constructed, within the context of Jaynes' Predictive Statistical Mechanics 15 , using the principle of maximization of`statistical-informational entropy, MaxEnt for short, with memory and ad hoc hypotheses 14,16 .
Summarizing the results that are of relevance in next sections, the variational procedure produces a statistical distribution -containing nonlocal in space and memory e ects, as well as irreversibility -that is a functional of an instantaneous in time auxiliary or coarsegrained Gibbsian-like distribution given by where W is an appropriate weight function de ned in 14,16 , and the rst time, t 0 , in the argument o f refers to the time dependence of the Lagrange multipliers and the second, t 0 , t; to the time dependence of quantities P j which e v olve according to Hamilton's equations of motion. Moreover, t 0 is the initial time, that is the one of preparation of the system and t the time when a measurement is performed. Two important consequences follow from Eq.5: one is that the initial condition has been xed, and it is expressed by w ,jt 0 = ,jt 0 ; 0 ; 6 and the other that the NSD can be written as the sum of two terms as w ,jt = ,jt; 0 + 0 w ,jt ; 7 where is given in Eq. 3 and Eq. 7 indicates that the NSD is composed of an instantaneous frozen" or coarse-grained generalized Gibbsian distribution , which also de nes the instantaneous values of the averages of the basic variables, Cf. Eq. 4, plus a deviation that accounts for the microscopic processes that produce dissipative e ects in the system, to be better evidenced later on in this paper. The particular choice of the form of the Lagrange multipliers that the method introduces and the properties of the accompanying weight function W, are responsible, rst, for leading to Eq. 6, which indicates that correlations a ecting the basic variables prior to time t 0 are ignored, and, second, for the irreversible evolution of the macroscopic state of the system for t t 0 14,16 . It may be said that in this way it has been introduced a particular Stosszahlansatz For simplicity w e h a ve omitted the possible dependence of quantities P j on the space variable. This time-dependent projection operator has the property that, used in conjunction with the coarse-graining de nition of Eq. 4, projects at any time the logarithm of the NSD over the logarithm of the auxiliary coarsegrained distribution, namely P w t l n w ,jt = ln ,jt; 0 ; 14 we shall see the relevance of this result as we proceed in next sections.
Finaly, the MaxEnt-NESOM provides the framework for the derivation of the equations of evolution for the basic variables, a nonlinear generalized transport theory. Di erentiation in time of Eq. 4 leads us to the evolution equation As we shall see only the collision integral J is associated to dissipative processes, and we notice that it can be alternatively written in the interesting form J j r;t = Z t t0
Wt; t 0 ffP j ,; r; H 0 ,g; ,jt 0 ; t 0 , tjtg ; 18 d where is given by Eq. 9, and J involves then the super-correlation function de ned in Eq. 12 of the time evolution of quantity P j with the part of the Hamiltonian associated to the slow relaxing processes and the quantitŷ associated, as shown in next section, to the MaxEnt-NESOM entropy production, and also depending on H 0 .
Evidently, the collision integral of Eq. 18 is extremely di cult to handle; however, it can be brought into a form that allows for a more accessible and pratical mathematical handling, namely 29 J j r;t = where the J n j are partial collision integrals that are instantaneous in time and organized according to increasing powers n of the strengths of the interactions contained in H 0 . The lowest order, n = 2 only, i s a n instantaneous in time approximation referred to as the quasi-linear theory of relaxation 38 . These partial collision operators, which h a ve an important role in the de nition of the MaxEnt-NESOM entropy production function, are composed of several terms consisting of 1 the mechanical e ects of collisions in order n a veraged over the auxiliary coarse-grained ensemble, 2 terms that account for the evolution of the thermodynamic state of the system, and 3, for n 2, terms arising from memory e ects 29 . They are of ever larger complexity with increasing n, but a truncationprocedure may b e i n troduced in the series of Eq. 19 up to a certain order n in the interaction. It may be noticed that the MaxEnt-NESOM provides a relevant and quite practical formalism, leading to theoretical results in very good agreement with experiment, when dealing with relaxation processes in ultrafast laser spectroscopy in highly photoexcited semiconductors 31 .
Having thus brie y reviewed the fundamentals of the method, we proceed in next section to the discussion of the associated thermodynamics.
III. MaxEnt-Entropy, e n tropy production, and generalized H-theorem Entropy has a very special status in Physics, a concept well established in equilibrium but elusive i n nonequilibriumconditions when it requires an extension i n a w ay applicable to open systems and to situations far from equilibrium. Moreover, of course, this must be done in such a w ay that one recovers the results of equilibrium thermodynamics and classical linear irreversible thermodynamics. In order to introduce a denition that may play the role of an entropy-like function for the most general situations, it must be faced, rst of all, the fundamental problem of the choice of the, in some sense, complete basic set of macrovariables. In both, phenomenological irreversible thermodynamics and MaxEnt-NESOM -as discussed in the previous section -there is not a wholly satisfactory way t o perform such c hoice, and then, we stressed that one is restricted to the use of a truncated set deemed appropriate for each case under consideration. Of course in each case it is required to perform a careful analysis of the validity of the truncation, that is, an evaluationresorting to some kind of criterion -of the information lost in the process showing that it is in fact smaller than the one mantained for a particular example see the third of references 18 .
Keeping this point in mind, the MaxEnt-NESOM allows for the de nition of what we call MaxEnt e n tropy function which can be identi ed with those of phenomenological irreversible thermodynamics 5 , namely Eqs. 23 and 25 tell us that variables Q j and F j are thermodynamically conjugated to each other these expressions are the generalization of the corresponding relations in equilibrium. This is a consequence of the conditions imposed on the weight function Wt; t 0 and the coarse-graining property of Eq.4. Eqs. 23, or 25, can be considered as nonequilibrium equations of state, and Eq. 21 is a Legendre-like transformation that de nes t as a Massieu-Planck functional derived from the MaxEnt e n tropy.
The MaxEnt e n tropy production function is then, on account of Eq. which implies that only the collision integral J contributes to the MaxEnt-entropy production.
Moreover, the MaxEnt-entropy production admits alternative forms as shown in Appendix II, the quantitŷ ,jt 1 ; t 2 , de ned by Eq. 9, has the property that its average value is the NESOM-entropy production function, namely d
Clearly, on account of Eq. 28 0 w of Eq. 8 contains the information on the macroscopic state of the system that contributes to t; hence, the auxiliary coarse-grained ensemble characterized by is relaxation free. We can also state that all relaxation processes are governed by H 0 of Eq. 1, and, further, we have that of Eq. 10. Here we h a ve used Eq. 14, relating the de nition of the MaxEnt e n tropy and the existence of a non-vanishing MaxEnt-entropy production to the coarse-graining operation performed by Pt, projecting over the sub-space of basic quantities P j which are quasi-conserved under H 0 Cf. Eq. 2 .
The MaxEnt-entropy production can be related to those of phenomenological thermodynamics, and from it to derive generalizations of Prigogine's theorem of minimum entropy production in the linear regime, and in the nonlinear one of Glansdor -Prigogine's evolution criterion, and instability criterion 35 . A connection with phenomenological irreversible thermodynamics has been established, and, furthermore, the foundations for the inclusion of uxes and higher order uxes of quasi-conserved variables, as done in extended irreversible thermodynamics, arise naturally in the MaxEnt-NESOM based Informational Statistical Thermodynamics. Furthermore, one can obtain equations of evolution of the so-called Maxwell-CattaneoVernotte type, which replace the constitutive equations of classical linear irreversible thermodynamics, thus removing conceptual and practical di culties of the latter 18 .
One point that is presently missing in the attempt to extract from this Informational Statistical Thermodynamics and thus to also provide for a reasonable criterion in phenomenological irreversible thermodynamics is the sign of the entropy production function. This is de ned as non negative in extended irreversible thermodynamics, but such property does not follows immediatly from of Eq. 27. Operator J on which depends has an extremely complicated expression, even in its alternative form given by Eq. 19. There is only one manageable case, the quasi-linear theory of relaxation, when is de nite positive, as shown in 39 .
However, we can show that in this informational nonequilibrium statistical thermodynamics there follows a generalized H-theorem, in the sense of Jancel 40 , and a weak principle of entropy production. For that purpose we take i n to account that the de nition of the MaxEnt e n tropy allows us to write where we used the separation of w given by Eq. 7.
d
The variation in Eq. 36 vanishes for w = , and, as shown, also vanishes S, so it follows that St i s a minimum for w = ; when it is zero, and positive otherwise, namely St 0 ; 37 which de nes for MaxEnt-NESOM the equivalent o f Jancel's generalized H-theorem 40 . It should be noticed that the inequality of Eq. 37 can be interpreted as the fact that, as the system evolves in time from the initial condition of preparation under the governing action of the nonlinear generalized transport equations 16, the MaxEnt e n tropy cannot decrease, or, because of Eq. 37, the MaxEnt e n tropy is always larger than Gibbs statistical entropy. These results reproduce for the MaxEnt-NESOM described in section II, those obtained by del Rio and Garcia-Colin 41 .
Using the de nition for the MaxEnt-NESOM entropy production function we can rewrite Eq. 37 as Eq. 38 does not prove that t is a monotonically increasing function of time, as required by phenomenological irreversible thermodynamic theories. We h a ve only proved the weak condition that as the system evolves t is predominantly de nite positive. We also insist on the fact that this result is a consequence of the presence of the contribution 0 w to w , which i s then -as stated previously -the part that accounts for, in the description of the macroscopic state of the system, the processes that generate dissipation. Furthermore, the MaxEnt e n tropy with the evolution property of Eq. 37 is the coarse-grained entropy of Eq. 29, the coarse-graining being performed by the action of the projection operator, which extracts the part of the logarithm of Gibbs entropy projected onto the subspace spanned by the dynamical quantities associated to the constraints Cf. Eq. 4 imposed on the system. This is graphically illustrated in Fig. 1 . Clearly then, the MaxEnt e n tropy t h us de ned depends on the choice of the basic set of macroscopic variables, whose completeness in a purely thermodynamic sense cannot be indubitably asserted. We restate that in each particular problem under consideration the information lost in the particular truncation on the set of basic variables must be carefully evaluated 18;42 . Two other properties of the MaxEnt e n tropy function is that it is a maximum compatible with the constraints of Eq. 4 when they are given at the speci c time t, or that maximizes St when subjected to normalization and such constraints, and second one recovers the proper values in equilibrium. This particular property, which tells us that St i s a c o n vex function in the space of thermodynamic states, is the one that ensures that in the framework of Informational Statistical Thermodynamics are contained Prigogine's theorem of minimum entropy production in the linear regime around equilibrium, and Glansdor -Prigogine's thermodynamic principles of evolution and nonlinear conditions 35 .
IV. Concluding remarks
As remarked in the Introduction, phenomenological nonlinear nonequilibrium thermodynamics and its statistical counterpart are in a process of intensive development. Such process has associated quite di cult conceptual problems, and a fundamental and long debated one has been the question of how to de ne an entropy for nonequilibrium states 26 . The di culty begins with the question of how to properly de ne the macrostate of the system beyond the local equilibrium regime. Partially successful attempts reside in phenomenological irreversible thermodynamics beyond the classical theory 5 , and the MaxEnt-NESOM 14;16 .
In the previous sections we h a ve discussed this question in the framework provided by these formalisms. We h a ve brie y described the MaxEnt-NESOM in section II, where we commented upon the question of the choice of the basic variables and truncation procedures, which allow for contracted descriptions of the system. Irreversible evolution from an initial state of preparation Cf. Eq. 6 is attained through an imposed property on the Lagrange multipliers than the method introduces, in such a w ay that it incorporates in an ad hoc manner Prigogine's principle of dynamic condition for dissipativity 14;16 . A nonlinear generalized transport theory of large scope follows from the NESOM Cf. Eqs. 15 29 . We recall that the MaxEnt-NESOM may b e considered as contained in Jaynes' Predictive Statistical Physics implying in a variational method related to Information Theory 15 .
The statistical foundations for phenomenological irreversible thermodynamics, based on the NESOM, has been described in section III, where the MaxEnt entropy and the MaxEnt-entropy production functions are introduced. They are expressed in terms of the chosen set of basic macrovariables deemed appropriate for the description of the nonequilibrium thermodynamic state of the system. This MaxEnt e n tropy is, in a mechano-statistical sense, a coarse-grained one. related to the logarithm of the ne-grained Gibbs' NSD. It follows from the projection of the latter onto the subspace spanned by the basic set of dynamical variables, whose average values are at each instant of time the constraints imposed by the information used to characterize the macrostate of the system See Fig. 1 . In the approach of del Rio and Garcia-Colin 41 , the equivalent of this procedure is interpreted as de ning the probability distribution on the microcanonical cell determined only by the constraints imposed on the system. In this sense there is no ambiguity in the procedure of coarsegraining, provided the NSD is determined only through such constraints.
The MaxEnt e n tropy is expressed as the average of the logarithm of the auxiliary Gibbsian distribution . This is precisely in Eq. 7 the rst contribution to the total ne-grained NSD, and the one that de nes the averages of the basic variables at each time t Cf. Eq. 4 . The other term, 0 w , controls the irreversible evolution of those variables. As shown, it is this deviation of the NSD from the coarse-grained one , that determines MaxEnt -e n tropy production. The partial contribution 0 w contains the information on the microscopic processes governed by H 0 in Eq. 1, whereas is related to macroscopic relaxation Cf. Eq. II.1 in Appendix II 7 . Also, in section III an irreversibility criterion consisting of a generalized H-theorem, namely Eq. 37, is derived. Furthermore, the MaxEnt e n tropy is always larger, or at most equal, to Gibbs entropy, a s a result of the coarse-graining imposed by the use of the contracted macroscopic description of the system. More generally, according to results to be reported in a future paper 43 , it appears to be possible to show that there exists a hierarchy o f v alues of entropy that increase in correspondence with a decrease in the number of elements of the basic set of variables, namely, the di erent degrees of constraints. In that way it seems to be possible to o er a possible characterization of Rosenfeld's complementarity principle of dynamical and statistical descriptions 20 .
Finally, w e h a ve stressed that at present there is note a conclusive demonstration that the MaxEnt entropy production is instantaneously positive de nite. The proof we presented in last section only ensures what we h a ve called a weak principle of local positive e n tropy production, which states that as the system evolves in time the local MaxEnt e n tropy production is predominantly positive de nite.
In conclusion, the MaxEnt-NESOM in the formulation presented in section II constitutes a very powerful, concise, and practical mechano-statistical formulation, which provides microscopic foundations to phenomenological nonlinear irreversible thermodynamics. The thermodynamical variables are introduced as constraints in the variational procedure MaxEnt for the derivation of the NSD, which then depends on these variables, through the Lagrange multipliers, and the corresponding dynamical quantities. The MaxEnt entropy, to be equated to the phenomenological one, depends on these variables and arises from a projected part of the logarithm of the NSD, which i s l n ,jt; 0 as shown in Fig. 1 . As noticed, this process is a coarse-graining procedure that restricts one to have a s only accessible microstates in phase space those in the subspace spanned by the basic dynamic variables generated by the symmetry condition of Eq. 2. Irreversible e ects are contained in the complementary part of the NSD, namely 0 w , as it is demonstrated by the proven generalized H-theorem. Furthermore, the MaxEnt local entropy-production function is predominantly positive de nite, but in any case these results can not be connected with the formulation of the second law, until a clear cut de nition of the entropy function in nonlinear thermodynamics for systems arbitrarily away from equilibrium is obtained. This statement has to be further clari ed since here the second law m ust necessarily be understood as some extension of Clausius formulation which i n volves changes between two equilibrium states and S is the calorimetric entropy which is uniquely de ned. We emphasize once more that in non-equilibrium states it is very likely that many different de nitions of entropy are feasible depending essentially on how to obtain -in some sense -a complete set of macrovariables that may unequivocally characterize the macrostate of the system, and thus agreeing with Meixner conjecture 26 . We stress the point, on which w e h a ve already commented upon, that in MaxEnt-NESOM an approximate complete set of thermodynamic variables can be obtained once an appropriate criterion for the truncation procedure in the choice of these basic variables can be develop in each particular problem under consideration: as noticed an example involving highly photoexcited plasma in semiconductors is given in references 18 and 31 .
We gratefully acknowledge nancial support to our Introducing in Eq. 26 the form of the equations of evolution for the basic variables as given by Eq. 16, it may be noticed that .2 provides an expression for the MaxEnt-entropy production function that takes the form of a series of terms involving correlations of higher and higher order of the quantity of Eq. 9. This implies in the interesting fact that it is composed of higher and higher orders in the relaxation processes. Moreover, these expressions contain memory e ects.
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