The starting point for this paper is the well known equivalence between convolution filtering with a rescaled Gaussian and the solution of the heat equation.
Introduction
This paper is concerned with the most basic problem in signal and image processing, namely the problem of denoising of functions and higher dimensional objects while keeping or even enhancing searched for structures. Almost all classical methods in this field are based on convolution/filtering methods. The multiscale version of a linear convolution filter transforms a given signal/image u 0 : IR n → IR with a filter ϕ by u(x, t) = (u 0 * ϕ(·, t)) (x) , where ϕ(·, t) denotes the rescaled filter ϕ(x, t) = 1 t n ϕ(x/t) .
We will use ϕ(x) for the basic filter and ϕ(x, t) for its rescaled version as long this won't lead to confusions. The parameter t acts as a scale parameter and controls the degree of smoothing. Also, some non-linear filters like median, erosion and dilation are of convolution type and fall into this category. However, during the last decade two different multiscale methodologies have lead to major and surprising improvements in this field: methods based on specially designed non-linear partial differential equations and shrinkage methods for wavelet decompositions.
The aim of this paper is to investigate equivalences between linear and nonlinear multiscale smoothing methods based on convolution, differential equations and wavelet transforms. This leads to two types of results. First of all we summarize some more or less obvious and well known results on equivalences between linear multiscale smoothing methods. The starting point for these considerations is the well-known connection between filtering a signal u 0 (x) with a scaled Gaussian ϕ(x, t) = 1 t exp(−|x| 2 /t) and the solution of the initial value problem u t = ∆u , u(x, 0) = u 0 (x) .
These results directly extend to linear wavelet filters and highlight the similarities between these different linear smoothing methods. Secondly we analyze non-linear smoothing methods. The overall picture is completely different in this case. Most non-linear smoothing methods of convolution type have an equivalent formulation with differential operators. However, the relations between non-linear wavelet methods and differential equations have hardly been investigated so far. Our main result deals with shrinkage methods applied to continuous Fourier and wavelet transforms and we derive an equivalent differential equation. This result is based on the approach of B. Lucier and A. Chambolle [3, 4] , which investigates shrinkage methods for discrete wavelet transforms. However, the continuous case requires some additional work.
The paper is organized as follows. The next chapter reviews the basic connection between linear Fourier filters (convolution operators) and differential equations. The following chapter adapts this construction to linear wavelet filters. These results are illustrated by explicit 1D and 2D constructions of differential operators related to some classical wavelets.
We then collect some technical results on subgradient descent methods which are needed in the final chapter, which derives differential equations, whose solutions are equivalent to shrinkage methods for continuous Fourier and wavelet transforms.
Convolution filtering
In this chapter we collect some basic results, which highlight the relations between linear convolution filters and equivalent (pseudo-)differential operators.
t n ϕ(x/t) denotes the convolution filter at scale t.
For a function u 0 ∈ L 2 (IR n ) we define its multiscale filtered version by
Let us now consider a given convolution filter ϕ. We want to determine a differential equation u t = P u, whose solution is equivalent to such a linear multiscale convolution filter. This is the content of the following lemma. This lemma is not in its most general formulation. It just aims at stating some conditions, which are easy to verify and which highlight the general procedure.
We denote the Fourier transform of a function f ∈ L 2 (IR n ) bŷ
• there exists a k ∈ N s.t.
then there exists a pseudo-differential operator P with Fourier symbol σ(t, ω) such that u(t, x) = (u 0 * ϕ(·, t)) (x) solves the differential equation
Proof. First we show that u solves the differential equation. The Fourier transform of u with respect to x is given bŷ
Differentiation with respect to t yields:
In the distributional sense
Regarding the L 2 -convergence of u when t approaches 0, we first note thatû(t, ·) converges point-wise: A convolution filter ϕ has a continuous Fourier transform
In addition,û(t, ·) can a.e. be bounded by a multiple of |û 0 |, i.e. by a quadratic integrable function:
This shows thatû(t, ·) ∈ L 2 (IR n ) for every t > 0. Hence, the L 2 -convergence ofû follows with the help of the Lebesgue theorem. The L 2 -convergence of u is proved by the L 2 -isometry of the Fourier transform.
Example. Consider the following one-dimensional convolution kernel and its Fourier transform:
Since ϕ ∈ L 1 (IR) ∩ L 2 (IR) and I R ϕ dx = 1, the first condition of Lemma 1 is fulfilled. The second condition can be verified by straightforward differentiation for t > 0:
For a progressive signal u 0 , i.e. u 0 ∈ L 2 (IR) and suppû 0 ⊂ IR + , the Fourier symbol can also be written as σ(t, ω) = −ω. Hence, in this case u solves the differential equation:
Example. However, not every linear convolution filters has an equivalent representation by a differential equation of type u t = P u. Even the most common case of the moving average filter, i.e. the convolution filter
The original signal is again denoted by u 0 . A direct computation of ∂ ∂t u(t, x) or a similar computation as above yields (t > 0):
Hence the linear convolution yields a function u(t, x), which is a solution of the following initial value problem:
A generalization of this approach leads to convolution filters which are equivalent to differential equations of type u t = P u + Qu 0 .
We now turn to the opposite question, namely which linear differential operators P with Fourier symbols σ allow an equivalent representation by a linear convolution filter.
The definition of σ in Lemma 1 gives an indication of the general procedure: For a given σ find a ϕ whose Fourier transform solves the ordinary differential equation
If a solution ϕ exists -which moreover obeys all assumptions in the definition of a convolution filter -then we have derived an equivalent representation.
Again, we will not aim at stating the most general requirements on a symbol σ, which ensure the existence of an appropriate solution to this ordinary differential equation. The following lemma exemplifies a class of differential operators P , which possess such an equivalent convolution filter.
Lemma 2. Let σ(t, ω) be the Fourier symbol of a differential operator P and let u denote the solution of
Assume that 1. σ(t, ω) = ω · ρ(tω), where "·" denotes the scalar product in IR n and ρ ∈ C 1 (IR n , IR n ),
2. there exists a R > 0 and an α > n/2 such that ω · ρ(ω) < −α for ω ≥ R.
Define ϕ byφ
Then u is obtained equivalently from u 0 by a linear multiscale convolution with filter ϕ, i.e.
Proof. By the definition of σ and the continuity of ρ it follows that
satisfies ψ(0) = 0 and we obtain
This implies that the functionφ defined byφ(ω) = (2π) −n/2 exp(ψ(ω)) is continuous and satisfies ∂ ∂t lnφ(tω) = σ(t, ω) .
Now we have to prove, that ϕ is a convolution filter. First of all,
We exploit the second condition on ρ in order to prove ϕ ∈ L 2 (IR n ): For ||ω|| > R we obtain 
. Hence ϕ is a convolution filter and ϕ meets all conditions of Lemma 1. This proves the equivalence of the multiscale filtering and the solution of the corresponding differential equation.
Example: Let us consider the most basic and well known example of the the heat equation ∂ ∂t u = ∆u. Let us compute the corresponding convolution filter by the approach outlined in the previous lemmata.
The standard renormalization of time, i.e. t → 1 2 t 2 leads to the Fourier symbol of the heat equation σ(t, ω) = −t ω 2 . The mapping ρ(ω) = −ω then meets the two conditions in lemma 2 which leads to a corresponding convolution filter as follows: Calculating
yields the Gaussian functionφ(ω) = (2π) −n/2 exp(− ω 2 /2) which is invariant under Fourier transform. Hence the desired convolution kernel is:
. Figure 1 illustrates smoothing with the heat equation.
Linear Wavelet Filtering
In this chapter we will analyze the connections between linear multiscale filtering by differential equations and by continuous wavelet transforms. As our main intention is to analyze equivalences between non-linear filtering concepts, we will restrict this chapter on linear filtering to the one-dimensional case. A function ψ ∈ L 2 (IR) is called a wavelet, if it satisfies the admissibility condition
The wavelet transform of a function f ∈ L 2 (IR) with respect to ψ is defined as
This transform is an isometry from
. The inversion formula for g ∈ range L ψ is thus given by the adjoint operator, which can be written as
For a fixed a > 0 the details of f on scale a are represented by the functions L ψ f (a, ·) and L ψ f (−a, ·). Therefore, one obtains a multi-scale filtered version u(t, x) of f (x) by deleting the details smaller than t, or to be more precise:
As in the previous chapter we want to analyze the question, whether there is also an equivalent differential equation ∂ ∂t u = P u, whose solution coincides with the wavelet filtering. In the following, we see by standard arguments, that this type of linear wavelet filtering is equivalent to a special choice of convolution filtering, which in turn defines an associated differential operator be the results of the previous section.
Lemma 3. The linear multiscale filtering with a real-valued wavelet ψ is equivalent to a convolution filtering with filter ϕ, wherê
Proof. First, in terms of convolutions, u(t, x) can be written as
Hence the Fourier transform of u with respect to x is given bŷ
Remark 1. The wavelet induced convolution filter has some very convenient features, e.g.φ is nonnegative, monotone decreasing for increasing |ω| and real-valued.
If, on the other hand, we have a convolution filter with these properties, then we can derive an equivalent wavelet filter by solving
The previous Lemma stated a representation of the linear wavelet filter u(t, ω) which is in analogy to convolution filtering. A differential equation, which yields the same multiscale smoothing as a given wavelet ψ, is obtained by the same arguments as in the previous section: weak differentiation with respect to t in (3.2) gives:
ϕ(tω) . In order to avoid a division by zero we define
and obtain
for |tω| < M ψ as well asφ(ω) = 0 for ω ≥ M ψ . Hence the (3.4) makes sense for |tω| < M ψ with an extension by zero to |tω| ≥ M ψ . In the weak sense one can interchange differentiation and Fourier transform. Therefore u is solving the differential equation ∂ ∂t u = P u with an operator P corresponding to the Fourier symbol σ. Further, for t → 0 the smoothed functions u(t, ·) converge towards f in L 2 (IR): and |û(t, ω)| ≤ |f (ω)| with f ∈ L 2 (IR) independent of t. Hence, the convergence ofû follows by Lebesgue's theorem on dominated convergence. The isometry of the Fourier transform yields also the L 2 -convergence of u. Thus, one can equivalently describe u as the solution of the initial value problem
Example. In this example we start with a wavelet ψ and derive an equivalent convolution filter as well as an equivalent differential equation. Consider the wavelet
, as shown in figure 2 . Using the definition of the complex power function, one obtains ψ(x) = (1 + 2ix)
The Fourier transform of this function is given bŷ
First of all we compute the equivalent convolution filter as described in Lemma 3. By a slightly more general computation we obtain: 
Finally, we investigate the assumptions on a symbol σ, such that the related differential operator P and is equivalent to smoothing with an equivalent wavelet filter.
Lemma 4. Let P be a differential operator with a real-valued Fourier symbol σ(t, ω). Assume that σ satisfies the following conditions:
1. σ(t, ω) = ωρ(tω) with an odd function ρ ∈ C(IR).
2. ωρ(ω) ≤ 0 for all ω.
3. There exists a R > 0 and an α > 1 such that ωρ(ω) < −α for all |ω| > R.
Then there exists a real-valued wavelet ψ ∈ L 2 (IR) such that u according to (3.1) is the solution of the initial value problem:
Proof. We define ϕ as
The integrand is product of two odd functions, thus ϕ is an even function. Moreover, the third condition on σ proves exp(ϕ(ω)) = O(|ω| −α ) for ω → ∞, which implies lim t→∞ exp(ϕ(tω)) = 0.
Moreover, we obtain ∂ ∂t ϕ(tω) = σ(t, ω) by the following arguments:
which makes sense if the second condition on σ is fulfilled. We will now check thatψ defines the Fourier transform of a real-valued wavelet (admissibility condition, ψ ∈ L 2 (IR)):
. Hence, it follows that
Now consider the L 2 -norm ofψ:
This norm is finite due to the asymptotic behavior of exp(ϕ).
In addition
valued, if and only ifψ(ω) =ψ(−ω) for almost all ω. In fact, we have chosenψ such that
yielding a real-valued wavelet.
Example. The last Lemma states conditions on differential operators, s.t. a corresponding wavelet filters exist. In order to demonstrate the computational procedure we start with the Laplace differential operator. The symbol for this operator is σ ∆ (t, ω) = −ω 2 . The standard renormalization of time t → 1 2 t 2 results in a symbol σ(t, ω) = −tω 2 with ρ(ω) = −ω. One can easily see that all conditions mentioned in Lemma 4 are satisfied with this choice of ρ. Calculating the Fourier transform of the wavelet can be done by using (3.5) and (3.6):
Hence, ψ is a scaled and dilated version of the first derivative of the Gaussian function:
is the wavelet which corresponds to the Laplace operator.
Non-linear Fourier and wavelet filters
In this section we analyze non-linear filtering concepts based on continuous shrinkage methods. Shrinkage methods have been used for noise reduction in signal processing applications or quite some time already. However, a thorough mathematical analysis of shrinkage methods for discrete wavelet transforms has first been presented in [7, 8] . These papers sparked a growing interest in shrinkage methods and lead to various generalizations [5, 12, 11, 14, 13, 6, 1, 16, 10, 17, 15] . In this section we want to analyze shrinkage methods for continuous Fourier and continuous wavelet transform. Both methods operate in a three step procedure: the signal f is transformed; the modulus of the transformed signal is reduced by a value t; the inverse transform yields u(t, x) with u(0, x) = f (x), where t acts as scale or time parameter. The mathematical formulation of the Fourier shrinkage reads as
and the wavelet shrinkage:
Our main result in this section will state equivalences between these nonlinear multiscale smoothing methods and differential equations. This work was inspired by [3, 4] , where a differential formulation for discrete wavelet shrinkage was derived.
At first we present the basic framework and some necessary definitions.
Theoretical framework
Most non-linear differential operators for smoothing signals or images are of type
where F is a functional with some specially designed properties. In this fashion we are going to show that continuous Fourier and wavelet shrinkage correspond to descent methods. We will need some expressions and results from convex analysis and the theory of semi-groups. A mapping Φ :
, where H is a real Hilbert space, is called convex, if
The set where Φ has finite values is called the domain of Φ denoted by dom Φ. We assume that Φ is proper, i.e. dom Φ = ∅. Further Φ is said to be lower semi-continuous, if and only if for every a ∈ IR the set {f ∈ H | Φ(f ) ≤ a} is closed in H. The subdifferential ∂Φ(f ) at a point f ∈ H is then defined as the set of elements g ∈ H satisfying the subgradient inequality
The domain of the subdifferential dom ∂Φ is the set of functions f ∈ H where the subdifferential is non-empty. In the following we assume all Hilbert spaces to be real. The basic theorem, which allows to define descent methods using set-valued subdifferentials, can be found e.g. in [2] . Theorem 1. Let Φ be a proper, convex, lower semi-continuous functional on the Hilbert space H. Then for every function f ∈ dom ∂Φ there exists a solution of the subgradient descent problem
with u(t, ·) ∈ dom ∂Φ for all t > 0.
The proof of this theorem can be found in [2] , Theorem 3.1, where such problems are considered in terms of maximal monotone (dissipative) operators and contraction semi-groups.
One famous approach to solve (4.4) numerically as well as analytically is using backward differences in time: For a fixed t > 0 and N ∈ IN we choose a time step ∆t = The following theorem states the invertibility of (I + ∆t∂Φ) and proves, that the approximation converges towards the solution of (4.4). Theorem 2. Let H, Φ meet the assumptions of Theorem 1. Assume ∆t > 0 and h ∈ H. Then there exists a unique g ∈ dom ∂Φ with h − g ∈ ∆t∂Φ(g) .
This function g minimizes
Moreover, for every t > 0 lim
Again, a proof of this results can be found in [2] , see Chapter 2 and Corollary 4.4.
In particular this theorem allows to solve the backward difference equation in time, i.e. 
A differential formulation for shrinkage methods
The previous section stated that, that descent equations of type ∂ ∂t u + ∂Φ(u) 0 ; u(0, ·) = f make sense for proper, convex, lower-semi-continuous functionals Φ. In this section we will determine a functional Φ, s.t. the solution of the related descend equation is equivalent to a continuous shrinkage by t. We will later on use this result for characterizing multiscale smoothings by shrinkage methods for the continuous wavelet and Fourier transforms. The shrinkage itself takes places on the transformed side, i.e. the wavelet or Fourier transform of f is shrinked. Hence, we have to deal with complex valued functions.
We assume that (Ω, dµ) is a σ-finite measure space. We always identify the space
We now follow the ideas of [4] and introduce a functional, which characterizes shrinkage methods. Define Φ :
We will often use the more suggestive notation
Our aim is to show that the pointwise shrinkage of v 0 ∈ L 2 (Ω, dµ) is a subgradient descent along Φ with initial value v 0 . For the existence we need:
Lemma 5. The functional Φ defined in (4.6) is proper, convex and lower semicontinuous.
Proof. Φ(0) = 0 and hence 0 ∈ dom Φ proves, that Φ is a proper functional.
is a norm on dom Φ, which is therefore a convex functional.
In order to prove the lower semi-continuity of Φ, consider an a ∈ IR and a sequence {v n } n s.t.
then we obtain by Lebesgue's Theorem on dominated convergence
The L 2 -convergence also yields
and letting k → ∞ we have Φ(v) ≤ a which was to show. It only remains to prove that the assumption v ∈ L 1 (Ω, dµ) is true. Assume not, then lim
(Ω, dµ) and the Theorem of Beppo Levi proves a contradiction. Now we assume that there exists a
which results in a contradiction.
Combining this lemma with Theorem 1 yields the existence of a solution of (4.4) where H and Φ are defined in (4.6) and f ∈ dom ∂Φ.
For the computation of a solution of (4.4) we apply the approximation in Theorem 2. This procedure involves a recursion (4.5) and requires an explicit knowledge of the subdifferential of Φ(v) = ||v|| L1(Ω,dµ) . The following theorem gives a characterization of subdifferentials for a special class of functionals, which includes the L 1 -norm.
where Ω is a σ-finite measure space. Let Φ :
Proof. By definition Φ is a convex function on the Hilbert space H. Hence, the conjugate function Φ * is given by
In our special case, the conjugate function is given by Φ * (g) = Ω ϕ * (g(x)) dµ, see [9] . The definition of the subgradient and the conjugate function yield
This proves that the integrand is always nonnegative. Hence, the integral equals zero if and only if the integrand is zero almost everywhere. This implies that ϕ(f (x)) + ϕ * (g(x)) = f (x)|g(x) I R 2 and hence g(x) ∈ ∂ϕ(f (x)) for almost every x.
The application of the previous theorem to Φ(v) = ||v|| L1(Ω) with ϕ(v(x)) = |v(x)| is given in the following corollary. 
Proof. Obviously ∂|z| = sgn z which leads to the above statement. In order to show that dom ∂Φ is dense in L 2 (Ω, dµ), we consider a function v ∈ L 2 (Ω, dµ) with integrable support. Then Φ(v) is finite and the function w = sgn v χ supp v is an element of the subdifferential ∂Φ(v). Hence v ∈ dom ∂Φ. The set of functions v with integrable support v is dense in L 2 (Ω, dµ).
Finally, we combine the previous statements and obtain our desired results for the shrinkage operator.
, the "shrinkage" of v 0 with threshold t is given by
The shrinkage of v 0 is a descent along the subgradient of Φ in (4.6), i. e. a solution of ∂v ∂t
. By the definition of the shrinkage operator we obtain
Applying 1 yields v − w ∈ ∆t∂Φ(v). Hence we introduce the notation w = T ∆t v and apply backward difference scheme in time. Theorem 2 states that
converges to a solution of (4.8).
We observe, that for n∆t = t implies T n ∆t = T t , i.e. T n ∆t is a constant sequence. Therefore it converges to T t v 0 = s t (v 0 ) = v(t, ·).
Application to Fourier-and Wavelet-shrinkage
The results of the previous section show that shrinkage (4.7) is equivalent to a subgradient descent of the functional (4.6) in L 2 (Ω, dµ) where (Ω, dµ) has to be σ-finite. In this section we consider the multiscale smoothing methods based on a shrinkage of either the continuous Fourier transform (4.1) or the continuous wavelet transform (4.2). Hence, the shrinkage itself is applied on the transformed functions in the image spaces, i.e.
dbda a 2 ). The multiscale smoothing for a given f ∈ L 2 (IR) is thus obtained by a subgradient descent of the transformed signal Ff , resp. L ψ f , and transforming it back via the adjoint transform. The Fourier shrinkage (4.1) can therefore be described as
and the wavelet shrinkage (4.2) as
We finally analyze, whether we can construct a differential formulation for Fourier or wavelet shrinkage in the spatial domain itself. The following lemma states conditions, which allow to pull a differential formulation in the image space back to an equivalent differential formulation in the spatial domain. 
Proof. First we note that Ψ is a proper, convex and lower semi-continuous functional on V since A is a linear isometry. Now calculate the subdifferential of Ψ(u) for u ∈ V : Thus ∂Ψ(u) = A −1 ∂Φ(Au) and
This result can be applied to the Fourier transform and we obtain a description of Fourier shrinkage (4.1) as a subgradient descent along
The effect of the Fourier shrinkage can be seen in figure 3 and figure 4 . Encouraged by this result, we would like to find an analog description for the wavelet shrinkage in the spatial domain. However the wavelet transform is an isometry Nevertheless, we can analyze (4.9) in terms of the wavelet transform, i.e. we replace F, resp. F
The domain of definition, dom ∂Φ W , is dense in the image space of the wavelet transform, however it intersects its range only in one point: Consider the subdifferential of a wavelet transformed function. The subdifferential ∂Φ W (L ψ f ) is only non-empty, if L ψ f has integrable support (compare Corollary 1). However the support of a wavelet transformed function has a finite measure only if f is zero a.e., see [18] . Hence, dom L * ψ ∂Φ W (L ψ ) = {0}. Now we want to find a g ∈ L 2 (IR) such that for a given h ∈ L 2 (IR) the inclusion h − g ∈ ∆tL * ψ ∂Φ W (L ψ g) is true. In fact, the only possibility is g = 0 since L * ψ ∂Φ W (L ψ g) = ∅ for all other g. Hence for any u . This shows that this construction, which is analog to the construction of a solution of (4.8), does not give anything related to the wavelet shrinkage. The effect of the continuous shrinkage is nevertheless smoothing, as it can be seen in figure 5 and 6.
We end this section with a summary of these results on differential formulations for continuous shrinkage methods in the spatial domain (Fourier shrinkage), resp. image domain (wavelet shrinkage). (1+x 2 ) 2 . The topmost picture shows the original signal for which white noise with variance 0.1 was added one picture below. Finally, the wavelet shrinkage of this signal with parameter t = 0.028 can be seen at the bottom. Remark. Finally we have to remark that our results for Fourier shrinkage are also valid for higher dimensions. We have the same equivalence as in equation (4.9) for signals f ∈ L 2 (IR n ). The Fourier shrinkage is a subgradient descent along Fu L 1 (I R n ) . In figure 7 we show the Fourier shrinkage of a noisy image. The shrinkage is carried out directly in the Fourier domain. We show the absolute value of the reconstructed image.
The higher dimensional wavelet case is (as in one dimension) more involved and depends on the type of higher dimensional wavelet transform you choose.
