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 BAB II 
LANDASAN TEORI 
2.1 Twitter 
Twitter adalah layanan jejaring sosial dan microblogging yang 
memungkinkan penggunanya untuk mengirim dan membaca pesan berbasis teks 
hingga 140 karakter, yang dikenal dengan sebutan kicauan (tweet). Twitter 
merupakan salah satu contoh microblogging yang banyak dipakai. Pada Twitter 
pengguna tidak hanya bisa membaca tweet tetapi pengguna bisa memberi tautan 
tweet melalui antarmuka situs web, pesan singkat, atau melalui aplikasi untuk 
perangkat lunak seluler. Twitter mengalami perkembangan yang sangat pesat, 
Twitter dapat mengirimkan pesan pendek dengan jumlah karakter maksimal 140 
karakter untuk setiap tweet. Namun sejak September tahun 2017, Twitter resmi 
menambah total karakter tweet maksimal menjadi 280 karakter (Twitter, 2017). 
Twitter didirikan pada bulan Maret 2006 oleh Jack Darsey, dan situs jejaring 
sosialnya diluncurkan pada bulan Juli. Sejak diluncurkan, Twitter telah menjadi 
salah satu dari sepuluh situs yang paling sering dikunjungi di Internet, dan dijuluki 
dengan "pesan singkat” dari internet di Twitter, pengguna tak terdaftar hanya bisa 
membaca kicauan, sedangkan pengguna terdaftar bisa menulis kicauan melalui 
antarmuka situs web, pesan singkat (SMS), atau melalui berbagai aplikasi untuk 
perangkat selular. Twitter mengalami pertumbuhan yang pesat dan dengan cepat 
meraih popularitas di seluruh dunia. Hingga bulan Januari 2013, terdapat lebih dari 
500 juta pengguna terdaftar di Twitter, 200 juta di antaranya adalah pengguna aktif.   
Lonjakan penggunaan Twitter umumnya berlangsung saat terjadinya 
peristiwa-peristiwa populer. Pada awal 2013, pengguna Twitter mengirimkan lebih 
dari 340 juta kicauan per hari, dan Twitter menangani lebih dari 1,6 miliar 
permintaan pencarian per hari.  Hal ini menyebabkan posisi Twitter naik ke 
peringkat kedua sebagai situs jejaring sosial yang paling sering dikunjungi di dunia, 
dari yang sebelumnya menempati peringkat dua puluh dua. 
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Twitter dimiliki dan dioperasikan oleh Twitter, Inc., yang berbasis di San 
Fransisco, dengan kantor dan peladen tambahan terdapat di New York City, Boston, 
dan San Antonio. Hingga kuartal I 2017, Twitter telah memiliki lebih dari 380 juta 
pengguna, meningkat sekitar 14% dibanding periode yang sama di tahun 
sebelumnya (Cloud, Corruption and Commission, 2015). Tingginya popularitas 
Twitter menyebabkan layanan ini telah dimanfaatkan untuk berbagai keperluan 
dalam berbagai aspek, misalnya sebagai sarana protes, kampanye politik, sarana 
pembelajaran, dan sebagai media komunikasi darurat. Twitter juga dihadapkan 
pada berbagai masalah dan kontroversi seperti masalah keamanan dan privasi 
pengguna, gugatan hukum, dan penyensoran. 
2.2 Twitter API 
Aplikasi Application Programming Interface (API) Twitter merupakan suatu 
program atau aplikasi yang di sediakan oleh Twitter untuk mempermudah 
developer lain dalam mengakses informasi yang ada di website Twitter. (Twitter, 
2017). Pendaftaran sebagai developer aplikasi Twitter untuk menggunakan API 
Twitter dapat dilakukan dengan mengunjungi situs https://dev.twitter.com. Dalam 
situs tersebut developer akan melakukan pendaftaran dengan login akun Twitter 
terlebih dahulu, dan developer akan mendapatkan consumer key, consumer access, 
access token dan access token secret yang akan digunakan sebagai syarat 
otentifikasi dari aplikasi yang akan dibangun. Tujuan dari otentifikasi adalah untuk 
hak akses developer dalam mengunduh data yang ada di Twitter. Twitter API terdiri 
dari dua komponen yang berbeda, REST dan SEARCH API. REST API 
memungkinkan developer Twitter untuk mengakses data core Twitter (tweet, 
timeline, user data). SEARCH API digunakan untuk membuat query tweet, 
termasuk menyediakan informasi tentang trending topic. 
2.3 Trending Topic 
Topik (bahasa Yunani: topoi) adalah inti utama dari seluruh isi tulisan yang 
hendak disampaikan atau lebih dikenal dengan topik pembicaraan. Topik adalah hal 
yang pertama kali ditentukan ketika penulis akan membuat tulisan. Topik yang 
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masih awal tersebut, selanjutnya dikembangkan dengan membuat cakupan yang 
lebih sempit atau lebih luas. Terdapat beberapa kriteria untuk sebuah topik yang 
dikatakan baik, di antaranya adalah topik tersebut harus mencakup keseluruhan isi 
tulisan, yakni mampu menjawab pertanyaan akan masalah apa yang hendak ditulis. 
Ciri utama dari topik adalah cakupannya atas suatu permasalahan masih bersifat 
umum dan tidak diuraikan secara lebih mendetail. 
Sebuah kata, frasa, atau topik yang lebih banyak dibicarakan daripada topik 
lainnya disebut dengan topik hangat/tren (trending topics). Suatu topik bisa menjadi 
tren karena adanya upaya terpadu oleh pengguna, ataupun karena adanya suatu 
peristiwa yang mendorong orang untuk membicarakan satu topik tertentu. Topik ini 
membantu Twitter dan penggunanya untuk memahami apa yang sedang terjadi di 
dunia. Twitter sendiri telah mengubah algoritma topik hangat terdahulu untuk 
mencegah manipulasi tren (Wang, 2010). 
2.4 Bahasa Pemrograman PHP dan MySQL 
Bahasa pemrograman PHP yang mempunyai singkatan dari Hypertext 
Preprocessor merupakan Bahasa pemrograman yang digunakan secara luas untuk 
penanganan pembuatan dan pengembangan sebuah situs web dan bisa digunakan 
bersamaan dengan HTML, PHP adalah bahasa pemrograman script yang paling 
banyak dipakai saat ini. PHP banyak dipakai untuk memrogram situs web dinamis, 
walaupun tidak tertutup kemungkinan digunakan untuk pemakaian lain. 
MySQL adalah sebuah perangkat lunak sistem manajemen basis data SQL 
(bahasa Inggris: database management system) atau DBMS yang multithread, 
multi-user, dengan sekitar 6 juta instalasi di seluruh dunia. MySQL AB membuat 
MySQL tersedia sebagai perangkat lunak gratis di bawah lisensi GNU General 
Public License (GPL), tetapi mereka juga menjual di bawah lisensi komersial untuk 
kasus-kasus di mana penggunaannya tidak cocok dengan penggunaan GPL.  
Relational Database Management System (RDBMS). MySQL adalah 
Relational Database Management System (RDBMS) yang didistribusikan secara 
gratis di bawah lisensi GPL (General Public License). Di mana setiap orang bebas 
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untuk menggunakan MySQL, namun tidak boleh dijadikan produk turunan yang 
bersifat komersial. MySQL sebenarnya merupakan turunan salah satu konsep utama 
dalam database sejak lama, yaitu SQL (Structured Query Language). SQL adalah 
sebuah konsep pengoperasian database, terutama untuk pemilihan atau seleksi dan 
pemasukan data, yang memungkinkan pengoperasian data dikerjakan dengan 
mudah secara otomatis. Keandalan suatu sistem database (DBMS) dapat diketahui 
dari cara kerja maksimalnya dalam melakukan proses perintah-perintah SQL, yang 
dibuat oleh user maupun program-program aplikasinya. Sebagai database server, 
MySQL dapat dikatakan lebih unggul dibandingkan database server lainnya dalam 
query data. Hal ini terbukti untuk query yang dilakukan oleh single user, kecepatan 
query MySQL bisa sepuluh kali lebih cepat dari PostgreSQL dan lima kali lebih 
cepat dibandingkan Interbase (Solichin, 2014). 
2.5 Data Mining 
Data mining adalah sebuah proses pencarian secara otomatis informasi yang 
berguna dalam tempat penyimpanan data berukuran besar. (Avinanta, 2010). Istilah 
lain yang sering digunakan di antaranya knowledge discovery (mining) in databases 
(KDD), knowledge extraction, data pattern analysis, data archeology, data 
dredging, information harvesting, dan business intelligence. 
Data mining juga dapat diartikan sebuah proses pencarian pola-pola yang 
menarik dan tersembunyi (hidden pattern) dari suatu kumpulan data yang 
berukuran besar yang tersimpan dalam suatu basis data, data warehouse, atau 
tempat penyimpanan data lainnya. Menurut Sumanthi dan Sivandham (2009), data 
mining juga didefinisikan sebagai bagian dari proses penggalian pengetahuan dalam 
database yang sering disebut dengan istilah Knowledge Discovery in Database 
(KDD). KDD merupakan suatu area yang mengintegrasikan berbagai metode, yang 
meliputi statistik, basis data, kecerdasan buatan (Artificial Intelligence), machine 
learning, pengenalan pola (Pattern Recognition), pemodelan yang menangani 
ketidakpastian, visualisasi data optimasi, Sistem Informasi Manajemen (SIM), dan 
sistem berbasis pengetahuan (knowledge based-system). Sebagai bagian dari proses 
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yang ada di dalam KDD, maka data mining didahului dengan proses pemilihan 
data, pembersihan data, preprocessing dan transformasi data. 
Data mining mempunyai beberapa karakteristik tertentu, adapun 
karakteristik dari data mining, yaitu: 
1. Data mining berhubungan dengan penemuan pola baru yang tersembunyi 
dan pola data tertentu yang tidak diketahui sebelumnya 
2. Data mining bisa menggunakan data yang sangat besar, hal ini biasanya 
dilakukan agar memiliki hasil yang akurat dan terpercaya 
3. Data mining hanya berguna untuk membuat keputusan yang kritis, 
terutama dalam strategi. 
2.6 Karakteristik Bot 
Berdasarkan pada beberapa penelitian yang ada, terdapat beberapa 
karakteristik bot yang perlu diperhatikan dalam pengklasifikasian, antara lain: 
1. Karakteristik bot menurut penelitian (Chu et al., 2012) diantaranya : 
a. Kecerdasan dan keaslian isi konten, sebagai contoh, secara komplit 
melakukan retweet postingan orang lain menggambarkan adanya 
indikasi ketidak aslian isi konten 
b. Terlalu banyak memperbaharui tweet secara otomatis, baik melalui 
blog ataupun RSS feed 
c. Banyak memuat spam atau URL berbahaya, seperti phising atau 
malware dalam tweet ataupun profil pengguna 
d. Sering mengunggah postingan tweet yang serupa 
e. Melakukan postingan tweet dengan link yang tidak berhubungan 
f. Perilaku agresif dalam melakukan following dan unfollowing, dimana 
bot memiliki nilai akun reputasi yang rendah karena ketidak 
populerannya 
g. Verified account, dalam Twitter terdapat akun verifikasi yang dimiliki 
oleh pengguna manusia dan diakui oleh Twitter, sehingga tidak 
mungkin akun bot dapat memiliki fitur tersebut. 
2. Kriteria bot spammer oleh (Magno and Rodrigues, no date) yakni : 
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a. Banyak melakukan postingan dengan banyak URL dalam tweet nya 
b. Postingan tweet disertai dengan banyak hashtag dalam tiap tweet nya. 
c. Memiliki ratio followers per following yang rendah, karena spammer 
mencoba melakukan following ke banyak user dengan harapan di 
follow balik. 
d. Umur akun, bot spammer biasanya berupa akun baru, karena selalu di 
block oleh user lain atau di laporkan kepada Twitter. 
e. Bot spammer memiliki jumlah tweet mention dari follower yang 
sedikit dibanding pengguna manusia. 
3. Kriteria bot spammer oleh Yang, dkk yakni: 
a. Spam yang berisi link aktif, hal ini dilakukan untuk mempromosikan 
sebuah website dengan cara menautkan link berupa URL. 
b. Tweet berindikasi promosi dan menawarkan produk tertentu. 
c. Kesamaan tweet dengan tweet sebelumnya, hal ini diperhatikan dalam 
kumpulan tweet yang telah di posting oleh pengguna, jika tiap tweet 
memiliki kesamaan konten atau kemiripan kata, dapat dikategorikan 
sebagai bot spammer. 
d. Akun baru, bot spammer biasanya sering berganti-ganti akun. 
e. Jumlah hashtag, tweet spam memiliki banyak jumlah hashtag untuk 
memudahkan pencarian dan memperbesar peluang menjadi trending 
topic. 
2.7 Naïve Bayes Clasifier 
Naïve Bayes Classifier merupakan salah satu metode klasifikasi dari data 
mining yang berakar pada teorema Bayes. Penjelasan Naïve Bayes sendiri terdiri 
atas teorema dan bayes untuk klasifikasi dan prediksi terhadap suatu objek. 
1.7.1 Teorema Naïve Bayes 
Teorema Naïve Bayes Classifier  adalah asumsi yang sangat kuat (naif) akan 
independensi dari masing-masing kondisi/kejadian. Naïve Bayes Classifier prediksi 
berbasis probabilistik sederhana yang berdasar pada penerapan aturan Bayes 
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(2.1) 
dengan asumsi indepedensi yang kuat. Dengan kata lain, Naive Bayes merupakan 
model fitur independen. Maksud independensi yang kuat pada fitur dalam Bayes 
adalah sebuah fitur data tidak berkaitan dengan ada atau tidaknya fitur lain dalam 
data yang sama (Chai, Hn and Cheiu, 2002).  
Prediksi Bayes didasarkan pada teorema Bayes dengan formula umum 
sebagai berikut: 
𝑃 𝐻|𝐸 =  
𝑃 𝐸|𝐻 𝑥 𝑃(𝐻)
𝑃(𝐸)
 
Keterangan: 
P (H|E) :  Probabilitas akhir bersyarat suatu hipotesis H terjadi jika bukti E terjadi. 
P(E|H)  : Probabilitas sebuah bukti E terjadi akan mempengaruhi hipotesis H. 
P(H)     :  Probabilitas awal hipotesis H terjadi tanpa memandang bukti apapun. 
P(E)     : Probabilitas awal bukti E terjadi tanpa memandang hipotesis atau bukti 
yang lain. 
Ide dasar dari aturan Bayes adalah bahwa hasil dari hipotesis atau peristiwa 
(H) dapat diperkirakan berdasarkan bukti (E) yang diamati. Ada beberapa hal 
penting dari aturan Bayes tersebut, yaitu: 
1. Sebuah probabilitas awal H atau P(H) adalah probabilitas dari suatu 
hipotesis sebelum bukti diamati. 
2. Sebuah probabilitas akhir H atau P(H|E) adalah probabilitas dari suatu 
hipotesis setelah bukti diamati. 
Dalam penerapannya Naïve Bayes memiliki cara kerja dengan dua tahapan, 
(Lorena, Ginting and Trinanda, 2016) yaitu : 
1. Learning (Pembelajaran) 
Naïve Bayes adalah suatu metode yang termasuk ke dalam supervised 
learning, maka akan dibutuhkan pengetahuan awal untuk dapat 
mengambil keputusan. 
2. Classify (Pengklasifikasian) 
Pengklasifikasian dilakukan dari hasil pembelajaran dari tahapan 
sebelumnya. 
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(2.2) 
(2.3) 
2.7.2 Naïve Bayes untuk Klasifikasi dan Prediksi 
Kaitan antara Naive Bayes dengan klasifikasi, korelasi hipotesis dan bukti 
klasifikasi adalah bahwa hipotesis dalam teorema Bayes merupakan label kelas 
yang menjadi target pemetaan dalam klasifikasi, sedangkan bukti merupakan fitur-
fitur yang menjadi masukannya. Jika X adalah vektor masukkan yang berisi fitur 
dan Y adalah label kelas, maka dalam Naive Bayes dituliskan dengan notasi P(Y|X). 
Notasi tersebut berarti probabilitas label kelas Y didapatkan setelah fiturfitur X 
diamati. Notasi ini disebut juga probabilitas akhir (posterior probability) untuk Y, 
sedangkan P(Y) disebut probabilitas awal (prior probability) Y (Han dkk, 2006). 
Selama proses pelatihan harus dilakukan pembelajaran probabilitas akhir P(Y|X) 
pada model untuk setiap kombinasi X dan Y berdasarkan informasi yang didapat 
dari data latih. Dengan membangun model tersebut, suatu data uji X’ dapat 
diklasifikasikan dengan mencari nilai Y’ dengan memaksimalkan nilai P(X’|Y’) 
yang didapat (Han dkk, 2006). Formula Naive Bayes untuk klasifikasi adalah: 
𝑃 𝑌|𝑋 =  
𝑃 𝑌 𝑋∏𝑖=1
𝑄  𝑃(𝑋𝑖|𝑌)
𝑃(𝑋)
 
P(Y|X) adalah probabilitas data dengan vektor X pada kelas Y. P(Y) adalah 
probabilitas awal kelas Y. Π ( | ) adalah probabilitas independen kelas Y dari semua 
fitur dalam vektor X. Nilai P(X) selalu tetap sehingga dalam perhitungan prediksi 
nantinya kita tinggal memilih yang terbesar sebagai kelas yang dipilih sebagai hasil 
prediksi. Probabilitas independen Π ( | ) merupakan pengaruhdari semua fitur data 
terhadap setiap kelas Y, yang dinotasikan sebagai berikut (Han dkk, 2006):  
𝑃 𝑋| = 𝑦 =  ∏𝑖=1
𝑄  𝑃(𝑋𝑖 |𝑌 = 𝑦) 
Setiap set fitur X = {X1, X2, X3, ..., Xq} terdiri atas q atribut. Naïve Bayes 
lebih mudah untuk menghitung fitur bertipe kategoris, namun untuk fitur tipe 
numerik (kontinu) ada perlakuan khusus, yaitu (Han dkk, 2006): 
1. Melakukan diskretisasi pada setiap fitur kontinu dan mengganti nilai 
fitur tersebut dengan nilai interval diskrit. 
2. Menggunakan distribusi Gaussian untuk merepresentasikan 
probabilitas bersyarat dari fitur kontinu pada sebuah kelas P(Xi|Y). 
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(2.4) 
(2.5) 
(2.6) 
Distribusi Gaussian dikarakteristikkan dengan dua parameter yaitu 
mean ( µ) dan varian (σ ). 
Berdasarkan penjelasan sebelumnya maka dapat didaptkan Formula- 
Formula utama dalam proses klasifikasi dengan Naive Bayes Classfier yaitu:  
1. Probabilitas atribut pada setiap kelas: 
𝑃 𝑋 = 𝑥|𝑌 = 𝑦 =  
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑒𝑚𝑢𝑛𝑐𝑢𝑙𝑎𝑛 𝑑𝑎𝑡𝑎 𝑑𝑒𝑛𝑔𝑎𝑛 𝑎𝑡𝑟𝑖𝑏𝑢𝑡 𝑥 𝑝𝑎𝑑𝑎 𝑘𝑒𝑙𝑎𝑠 𝑦
𝑗𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑑𝑒𝑛𝑔𝑎𝑛 𝑘𝑒𝑙𝑎𝑠 𝑦
 
2. Probabilitas kelas 
𝑃 𝑌 =  
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑒𝑚𝑢𝑛𝑐𝑢𝑙𝑎𝑛 𝑑𝑎𝑡𝑎 𝑑𝑒𝑛𝑔𝑎𝑛 𝑘𝑒𝑙𝑎𝑠 𝑦
𝑗𝑢𝑚𝑙𝑎ℎ 𝑘𝑒𝑠𝑒𝑙𝑢𝑟𝑢ℎ𝑎𝑛 𝑑𝑎𝑡𝑎
 
3. Probabilitas Akhir 
P Y|X = Akumulasi prob atribut pada setiap kelas * Probabilitas kelas 
2.8  Pengujian 
Beberapa hal yang dilakukan untuk menguji hasil rancang bangun dan 
perhitungan sistem dilakukan dengan dua tahapan, yakni tahapan black box testing 
dan tahapan evaluasi. 
2.8.1 Black Box Testing 
Black box testing adalah pengujian yang dilakukan hanya mengamati hasil 
eksekusi melalui data uji dan memeriksa fungsional dari perangkat lunak. Jadi 
dianalogikan seperti kita melihat suatu kotak hitam, kita hanya bisa melihat 
penampilan luarnya saja, tanpa tau ada apa dibalik bungkus hitamnya. Sama seperti 
pengujian black box, mengevaluasi hanya dari tampilan luarnya (interface), 
fungsionalitasnya tanpa mengetahui apa sesungguhnya yang terjadi dalam proses 
detailnya (hanya mengetahui input dan output). 
Black Box pengujian adalah metode pengujian perangkat lunak yang 
menguji fungsionalitas aplikasi yang bertentangan dengan struktur internal atau 
kerja (lihat pengujian white-box). Pengetahuan khusus dari kode aplikasi/struktur 
internal dan pengetahuan pemrograman pada umumnya tidak diperlukan. Uji kasus 
dibangun di sekitar spesifikasi dan persyaratan, yakni, aplikasi apa yang seharusnya 
dilakukan. Menggunakan deskripsi eksternal perangkat lunak, termasuk spesifikasi, 
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persyaratan, dan desain untuk menurunkan uji kasus. Tes ini dapat menjadi 
fungsional atau non-fungsional, meskipun biasanya fungsional. Perancang uji 
memilih input yang valid dan tidak valid dan menentukan output yang benar. Tidak 
ada pengetahuan tentang struktur internal benda uji itu. (Magno and Rodrigues, 
2013). 
Metode uji dapat diterapkan pada semua tingkat pengujian perangkat lunak: 
unit, integrasi, fungsional, sistem dan penerimaan. Ini biasanya terdiri dari 
kebanyakan jika tidak semua pengujian pada tingkat yang lebih tinggi, tetapi juga 
bisa mendominasi unit testing juga. Pengujian pada Black Box berusaha 
menemukan kesalahan seperti: 
1. Fungsi-fungsi yang tidak benar atau hilang 
2. Kesalahan interface 
3. Kesalahan dalam struktur data atau akses database eksternal 
4. Kesalahan kinerja 
5. Inisialisasi dan kesalahan terminasi 
Strategi Black Box System, meliputi: 
1. Batasan nilai untuk testing, meliputi beberapa nilai, yaitu 
a. Nilai minimum variabel input 
b. Nilai di atas nilai minimum 
c. Nilai normal 
d. Nilai di bawah nilai maksimum 
e. Nilai maksimum 
2. Equivalent Class Testing,  yaitu mengelompokkan input yang 
direpresentasikan sebagai hasil yang valid atau invalid. Kesalahan yang 
dapat terdeteksi melalui testing ini ialah: 
a. Kebenaran dokumentasi 
b. Akses basis data 
c. Hasil akhir program 
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(2.7) 
2.8.2 Evaluasi 
Evaluasi adalah kunci dalam pembuatan aplikasi atau sistem berbasis data 
mining. Performa dari suatu model klasifikasi dapat diukur dengan tingkat 
akurasinya. Akurasi dari sebuah klasifikasi memberikan hasil latih dengan bentuk 
persentase dari kelompok data latih yang diklasifikasikan benar dari klasifikasi 
yang telah dilakukan. Perhitungannya adalah (Han, Kamber and Pei, 2012):  
Akurasi =  
𝐽𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖 𝑏𝑒𝑛𝑎𝑟
𝐽𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑝𝑟𝑒𝑑𝑖𝑘𝑠𝑖
 𝑥 100% 
2.9 Pembahasan Penelitian Terkait 
Penelitian tentang klasifikasi dan klasifikasi bot ini bukanlah pertama kali 
yang dilakukan, banyak penelitian terkait dengan beragam model dan metode 
klasifikasi yang berbeda–beda, oleh karena itu penulis merangkum beberapa 
penelitian yang pernah ada untuk menjadi dasar dan acuan penelitian yang akan 
dilakukan penulis saat ini, penelitian tersebut antara lain: 
1. Detecting Automation of Twitter Accounts: Are you human, bot or 
cyborg? 
Penelitian ini (Chu et al., 2012) melakukan klasifikasi secara otomatis 
untuk pembedaan pengguna Twitter dengan klasifikasi manusia, cyborg 
dan bot, penelitian diawali dengan banyaknya kehadiran bot pada Twitter 
yang melakukan spammer, tidak hanya bot, cyborg yang merupakan bot 
yang dibantu manusia atau sebaliknya, juga berpartisipasi di dalamnya. 
Oleh karenanya untuk mengetahui manusia berinteraksi dengan siapa di 
Twitter, dilakukan penelitian klasifikasi ini. Penelitian dilakukan dengan 
pengambilan data dari Twitter API secara acak, dan analisa klasifikasi 
dilakukan dengan 4 komponen perilaku pengguna, yakni pengukuran 
entropi berdasarkan periodik dan kompleksitas perilaku, machine learning 
untuk melakukan cek spam, properti akun untuk pengecekan 
penyimpangan perilaku pada akun, serta pengambilan keputusan 
berdasarkan Linear Discriminant Analysis (LDA), yang menggabungkan 
tiga komponen sebelumnya untuk ditentukan pengambilan keputusan 
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klasifikasinya dengan pohon keputusan random forest, dengan metode ini 
dihasilkan dari 500.000 data, dideteksi 48.7 % manusia, 37.5 % cyborg, 
dan 13.8% bot. Dengan perbandingan hasil 5:4:1. 
2. DeBot Twitter Bot Detection via Warped Correlation 
Pada penelitian (Chavoshi, Hamooni and Mueen, 2016) dilakukan teknik 
pendeteksian yang menggunakan identifikasi interval dan  korelasi waktu 
yang beraktifitas abnormal dan tidak seperti dioperasikan oleh manusia, 
karenanya dibuatlah sebuah sistem pendeteksian secara online yang terus 
menerus melakukan pengidentifikasian terhadap tweet yang terus 
bermunculan, untuk diidentifikasi interval dan korelasi waktu tanpa 
memperhatikan atribut ataupun isi konten Twitter, sistem ini dinamakan 
DeBot, DeBot secara aktif merekam aktifitas Twitter secara 30 menit 
dengan menggunakan Twitter streaming API, dan mengidentifikasi user 
berdasarkan interval dan korelasi waktu yang abnormal dengan 
penggunaan Dinamic Time Warping (DTW). Dilakukan perhitungan dan 
ditentukan klasifikasinya yang hasilnya dalam tiap rekamannya, DeBot 
menghasilkan rata – rata 6.3% per satuan waktunya untuk pendeteksian 
bot. 
3. Are Social Bots in Twitter Political Actors? Empirical Evidence from a 
Ukrainian Social Botnet 
Di tahun 2016 dilakukan penelitian oleh (Hegelich and Janetzko, 2016), 
karena adanya beberapa program otomatis atau bot, yang dapat 
mengungkapkan ekspresinya layaknya manusia nyata untuk memengaruhi 
pengguna, sehingga sulit diidentifikasi, oleh karenanya dilakukan 
penelitian dengan sampel data sosial dari tweet yang terlibat dalam 
pemberitaan konflik politik Ukraina dan Rusia, yang bertujuan untuk 
mencari tahu apakah bot memiliki peran dalam agenda politik, serta 
pembelajaran perilaku baru yang bisa diidentifikasi dari botnet. Penelitian 
dilakukan dengan pengumpulan data yang mengandung hashtag #ukraine, 
tiap akun yang ditemukan akan ditelusuri teman dan pengikutnya, serta 
diidentifikasi URL dan sentimen konten tweet dengan metode cluster, 
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sehingga didapat hasil bahwa kesimpulan bahwa bot yang ditemukan 
menunjukkan perilaku partisipasi dalam agenda politik, dilakukan dengan 
perilaku mempengaruhi pengguna lain untuk melakukan tweet atau retweet 
terhadap topik yang mereka tujukan. 
4. Klasifikasi Spammer Pada Twitter Berdasarkan Perilaku Pengguna 
Menggunakan Algoritma C 5.0 
Pengklasifikasian bot spammer (Anggita Sari, 2015) ini bertujuan untuk 
mengklasifikasi karakteristik perilaku spammer di Twitter. Penelitian tidak 
difokuskan pada isi konten tweet melainkan atribut – atribut yang ada pada 
tweet, penelitian ini menggunakan 11 atribut yang menunjukkan perilaku 
pengguna Twitter, klasifikasi menggunakan algoritma C 5.0 telah berhasil 
dilakukan, dengan hasil akurasi pada model keputusan dengan jumlah 4 
aturan adalah 91%,  sedangkan pada model berbasis aturan dengan jumlah 
3 aturan adalah 91%, atribut yang muncul pada aturan pohon keputusan 
dan berbasis aturan adalah usia akun dan rataaan tweet perhari. 
5. Analisa Perbandingan Algoritma Decision Tree, Naïve Bayes dan k-NN 
dalam Penentuan Target Tindakan Terorisme di Indonesia 
Pada penelitian tentang perbandingan algoritma klasifikasi untuk pencarian 
algoritma dengan nilai akurasi tertinggi (Pratama, 2013), dilakukan dengan 
mencoba melakukan prediksi atas penyeleksian sasaran tindakan terorisme 
yang dilakukan berdasarkan beberapa variabel yang menghasilkan 14 
kategori target tindakan terorisme. Dengan menjadikan data tindakan 
terorisme di Indonesia menjadi data latih, peneliti membentuk suatu model 
klasifikasi dengan algoritma Decision Tree, Naïve Bayes dan k-NN,dari 
tiga algoritma tersebut didapatkan hasil akurasi k-NN dengan rata- rata 
sebesar 48%, akurasi Naïve Bayes sebesar 92.79% dan Decision Tree 
mencapai 75.24%, sehingga bisa disimpulkan bahwa algoritma dengan 
akurasi tertinggi dimiliki oleh Naïve Bayes. 
6. Stweeler : A Framework for Twitter Bot Analysis 
Penelitian (Gilani, Wang and Almeida, 2016) dilakukan untuk mengetahui 
dan mempelajari perilaku bot, yang terus berkembang secara masif pada 
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Twitter, oleh karenanya peneliti mengusulkan sebuah kerangka kerja yang 
disebut dengan Stweeler, kerangka kerja ini nantinya akan berperilaku 
sebagai bot, karena konsep penelitiannya adalah untuk mengetahui dan 
mengidentifikasi bot, terlebih dahulu mengerti bagaimana perilaku bot 
tersebut, bagaimana cara bot mempengaruhi konten, serta membandingkan 
bot dengan manusia. Tidak seperti penelitian lain yang menggunakan bot 
untuk dipelajari perilakunya, penelitian dengan kerangka Stweeler ini, 
membuat sebuah bot, yang akan berinteraksi seperti layaknya bot untuk 
dipelajari dan mengetahui perilaku dan pengaruhnya terhadap pengguna 
sekitarnya.
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Tabel 2. 1 Penelitian terkait 
Tahun Peneliti Judul Objek Model Hasil 
2016 
Hegelich, 
dkk. 
Are Social Bots in 
Twitter Political 
Actors? Empirical 
Evidence from a 
Ukrainian. Social 
Botnet 
Analisa pengaruh bot 
terhadap sosial 
politik, yang berfokus 
topik dengan hashtag 
#ukraina 
Analisis Sentimen terhadap 
konten tweet dengan K-Means 
Cluster Analysis 
Bot terbukti 
berpartisipasi dalam 
tweet sosial politik 
berhashtag #ukraina 
2016 
Chavoshi, 
dkk. 
DeBot: Twitter Bot 
Detection via 
Warped Correlation 
Recent Tweet pada 
Twitter Streaming 
API 
Penggunaan Dinamic Time 
Warping (DTW) secara real 
time 
Pendeteksian rata – rata 
6.3% bot dalam tiap 
waktunya 
2016 
Gilani, 
dkk. 
Stweeler: A 
Framework for 
Twitter Bot Analysis 
Aktivitas pengguna 
dan bot pada Twitter 
Kerangka kerja Stweeler yang 
menciptakan bot untuk 
mempelajari perilaku bot 
Perilaku bot terkait 
hubungan dan tingkat 
kepopuleran 
2015 
Anggita 
Sari 
Klasifikasi Spammer 
Pada Twitter 
Berdasarkan 
Perilaku Pengguna 
Data Crawling pada 
twtitter API periode 
Januari 2015-Agustus 
2015 
Klasifikasi dengan algoritma C 
5.0 terhadap 11 atribut Twitter 
yang menunjukkan perilaku 
pengguna 
Menghasilkan model 
pohon keputusan 4 
aturan dengan akurasi 
91% dan model berbasis 
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Tahun Peneliti Judul Objek Model Hasil 
Menggunakan 
Algoritma C 5.0 
keputusan dengan 3 
aturan akurasi 91% 
2013 Pratama 
Analisa 
Perbandingan 
Algoritma Decision 
Tree, Naïve Bayes 
dan k-NN dalam 
Penentuan Target 
Tindakan Terorisme 
di Indonesia 
Data tindakan 
terorisme di 
Indonesia 
Model perbandingan 
klasifikasi algoritma dengan 
menggunakan Algoritma 
Decision Tree, Naïve Bayes 
dan k-NN 
Menghasilkan akurasi 
untuk algoritma 
klasifikasi dengan nilai 
masing – masing 
akurasinya diantarana k-
NN sebesar 48%, Naïve 
Bayes sebesar 92.79% 
dan Decision Tree 
sebesar 75.24%. 
2012 
Zi Chu, 
dkk. 
Detecting 
Automation of 
Twitter Accounts: 
Are you human, bot 
or cyborg? 
Dataset yang 
dikumpulkan dari 
Twitter API dengan 
kisaran 500.000 akun 
untuk dipelajari dan 
di klasifikasi user nya 
4 komponen perilaku 
pengguna, yakni pengukuran 
entropi berdasarkan periodik 
dan kompleksitas perilaku, 
mesin learning pengecek 
spam, properti akun untuk 
pengecekan penyimpangan 
Pembelajaran dan 
pengetahuan terhadap 
kelompok perilaku 
pengguna Twitter 
diantara nya manusia, 
cyborg dan bot. 
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Tahun Peneliti Judul Objek Model Hasil 
perilaku pada akun, serta 
pengambilan keputusan 
berdasarkan Linear 
Discriminant Analysis (LDA). 
