We show that in two dimensions the scalar coefficient a(x, p) of the semilinear elliptic equation u + u(x, ∇u) = 0 is uniquely determined by the Dirichlet to Neumann map of the equation on a bounded domain with smooth boundary.
Introduction
In this paper, we study the inverse boundary value problem (IBVP) for the semilinear equation in the form + a(x, ∇u) = 0 in Ω ⊂ R n , u| ∂Ω = f ∈ C 2,α (∂Ω), (1.1) where 0 < α <1 and Ω ⊂ R n is a bounded domain with smooth boundary. We assume that the coefficient of the equation satisfies where µ is a positive constant. Note that (1.2)-(1.4) are the structure conditions that guarantee the unique solvability of the Dirichlet boundary value problem (1.1) with a solution u ∈ C 2,α (Ω). Under these conditions we can define the nonlinear Dirichlet to Neumann map Λ a ,
where ν is the unit outer normal on the boundary ∂Ω. The inverse problem is to recover a(x, p) from knowledge of Λ a . The aim of this paper is to show that the recent development of the IBVP for linear elliptic equations [IS, U2] allows one to give a complete answer to this problem in the case of two space dimensions. We have the following global uniqueness result. where
there exists solution u of (1.1) with p = ∇(x) . (1.6)
As we shall see later, (1.5) is the best one can hope for, and the set E a is in general only a subset of Ω × R 2 .
Similar problems has been studied in the past years for various semilinear and quasilinear elliptic equations and systems [I1, I2, IS, IN, Su, SuU, HSu] . We mention, in particular, the uniqueness results [IS,IN] for the IBVP of the semilinear equation u + a(x, u) = 0, and the uniqueness results [I2] for the IBVP of the semilinear equation
The global uniqueness result established in this paper completes the studies of all the important special cases to the IBVP for the general semilinear equation
for which the uniqueness fails to hold in general. We mention that, when n > 2, a local uniqueness theorem for the inverse problem for (1.1) has been established in [Q] . We refer to the survey paper [U1] for other recent development in the field of inverse boundary value problems.
The proof of Theorem A is based on a linearization argument and the uniqueness result for the linear elliptic equations of the form
where B(x) is a vector function [CY, U2] . In Section 2, we provide some necessary results about Eq. (1.1) which is needed in the argument used later. In Section 3, we gave the full proof of Theorem 1. Also, we show that in general the set E a is only a subset of Ω × R 2 .
Preliminaries
We first provide some basic facts about the boundary value problem (1.1), which is needed in the linearization procedure.
By (1.3) we can write Eq. (1.1) in the form
where B is a vector function
which is in the space C α (Ω) under assumption (1.2). Then, by applying the standard maximum principle for the linear elliptic equation to (2.1), we get a maximum principal for Eq. (1.1):
Use this maximum principle together with the a priori gradient estimate for quasilinear elliptic equations [LU, Theorem 6 .4], we have the following a priori gradient estimate for the solutions of Eq. (1.1):
where C and β, 0 < β < 1, depend only on Ω, α, µ, and f C 2 (∂Ω) . Based on the a priori gradient estimate (2.4), the existence of solution u of (1.1) can be established by applying the Leray-Schauder fixed point theorem [GT] to the family of mapping
where u solves the linear problem
where 0 σ 1 and T σ is defined on the space C 1,β (Ω) with the same β in (2.4). We omit the detail of the argument. The uniqueness of the solution u of (1.1) is proven in [GT] . Returning to Eq. (2.1), it is easy to see that the C αβ (Ω) norm of B(x, ∇u) is controlled by f C 2 (∂Ω) (in fact, it is controlled by ∇u C β which is controlled by f C 2 (∂Ω) ). Thus, using the Schauder estimate for the linear elliptic equations, we have
This estimate in turn implies that the C α (Ω) norm of B(x, ∇u) is controlled by f C 2,αβ (∂Ω) and thus by f C 2,α (∂Ω) . So, by applying the Schauder estimate one more time, we get the following estimate for Eq. (1.1):
(2.5)
In fact, estimate (2.5) can be sharpened as follows: For any ε > 0, there exists
In the sequel, we shall denote by u f the unique solution of (1.1) with the boundary value f . We consider the solution operator L : f → u f as an operator from C 2,α (∂Ω) to C 2,α (Ω). It is easy to see that L is Lipschitz continuous 6) where
. In fact, if we define
and the result (2.6) follows from the Schauder estimate for linear elliptic equations. For our inverse problem, we need to show that L is differentiable in an appropriate space. The main result in this section is the following differentiation theorem.
Theorem 2. Let f, g ∈ C 2,α (∂Ω). Denote by u * the unique solution to the linear problem
Then for δ, 0 < δ < α,
Then ω satisfies
where
Since A(x) is controlled by f C 2,α (∂Ω) and g C 2,α (∂Ω) , so by the Schauder estimate, there exists a constant C, independent of t such that, for any δ, 0 < δ < α,
Since u * C 2,δ (Ω) is controlled by f and g in their C 2,α (∂Ω) norms, we only need to show that
(2.9)
We have
and thus
We shall show that
, from which (2.9) follows. Let |t| 1. It is easy to see that the C α (Ω) norm of
Recall the interpolation inequality (see Lemma 6.35 in [GT] )
where 0 < δ < α, and C δ depends on δ. So by (2.11), we get
Since δ can be chosen arbitrarily and M is independent of t, and also since
we conclude that (2.10) holds. 2
We denote byu f,g the solution u * in (2.7) as the derivative of u at f in the direction g. Similarly, one can show that, in general, u f +tg is differentiable in t under the C 2,δ (Ω) norm, 0 < δ < α, and the derivative, denoted byu f +tg,g , satisfies
(2.12)
Proof of Theorem 1
Let f ∈ C 2,α (∂Ω). We denote by u f the unique solution of (1.1), and byũ f the unique solution of (1.1) with a replaced byã, where a andã are two semilinear coefficients in Theorem 1. Under the assumption that Λ a = Λã, we have that
Differentiating (3.1) in t at t = 0, and using Theorem 2, we get
and
Since for a fixed f ∈ C 2,α (∂Ω), (3.2) holds for all g ∈ C 2,α (∂Ω), we have that the Dirichlet to Neumann maps of (3.3) and (3.4) must be equal, i.e.,
Then the uniqueness result established in [CY, U2] can be applied here, and we get
Equality (3.6) implies that Eqs. (3.3) and (3.4) have the same coefficient, so these two equations carry the same solution. Therefore,
In particular, with f replaced by tf , and g by f , (3.8) which is the same as
When t = 0, we have, by the uniqueness of solutions, that u 0 =ũ 0 ≡ 0. Hence, if we integrate both sides of (3.8) in t variable over the interval [0, t], we have
Since (3.9) holds for every f ∈ C 2,α (∂Ω), we can conclude from (3.9) that
Now let (x, p) ∈ E a , and let u f be the solution with p = ∇u f (x), then (3.9) gives that p = ∇ũ f (x). So (x, p) ∈ Eã . Moreover, by (3.8),
and by (3.6),
By (1.3), a(x, 0) =ã(x, 0). So, by integrating (3.11) in t variable, we get
This completes the proof of Theorem 1. We finish this paper by providing an example which shows that for semilinear equations, the set E a = (x, p) ∈ Ω × R n ; there exists solution u of (1.1) and p = ∇u(x) , which is the collection of gradient vectors of all possible solutions of (1.1), does not equal to Ω × R n in general. This shows that v(0) has an upper bound.
