Do Employers Provide Insurance against Low Frequency Shocks? Industry Employment and Industry Wages
Paul J. Devereux, University of California, Los Angeles I use panel data to examine whether long-term changes in industry wages are positively related to long-term changes in industry employment. Previous research using repeated cross-sectional data found no systematic relationship between these variables. Using standard fixed effects models to deal with individual heterogeneity, I find a robust positive relationship between changes in composition-constant industry wages and industry employment. This suggests that growing industries attract less skilled individuals in a manner that biases down the estimated relationship between industry employment and wages in repeated cross-sectional data. The results imply that supply curves facing industries are elastic but upward sloping.
I. Introduction
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is demand shocks that have led to structural declines in many manufacturing industries over the last few decades. The goal of this research is to examine how wages within industries respond to low frequency shocks to the demand for labor across industries.
The empirical evidence in the literature suggests that wages are rigid with respect to changes in industry demand. 1 Helwege (1992) finds that the interindustry wage structure is stable despite extremely heterogeneous growth rates across industries. Furthermore, recent work by Weinberg (2001) suggests that there is no systematic relationship between industry wages and low frequency changes in industry demand for labor. He uses repeated cross-sections of the Current Population Survey (CPS) and finds no robust relationship between changes in industry employment and changes in industry wages over the 1971-81 and 1981-91 periods. Weinberg's result implies that the long-run supply curve of effective industryspecific skill is relatively flat for most industries. 2 On the other hand, there is a lot of evidence that industry-specific skills are an important feature of the labor market and industry growth and decline does affect the value of human capital. 3 This suggests a puzzle: if industry-specific human capital or industry matching creates barriers to interindustry mobility, why would industry wages not respond to changes in the value of workers' human capital? If individuals have portfolios of industry-specific skills, a simple Roy model (Roy 1951) implies that industries face upward-sloping labor supply curves. This occurs because growing industries must induce workers to leave other industries by offering higher wages. Thus, at least in this Roy framework, it is difficult to reconcile industry-specific skills being important with a horizontal industry labor supply curve. One requires some form of wage rigidity (both between and within employment matches) in order to reconcile these two results. The conclusion of this article is that reconciliation is unnecessary because industry wages do respond to industry-level shocks to labor demand.
Previous research using repeated cross-sections cannot satisfactorily deal with unobserved individual heterogeneity or any individual-specific industry match effect. In this article, I use panel data from the 1971-2001 interviewing years of the Panel Study of Income Dynamics (PSID) that 1 However, Shaw (1989) shows that, during the late 1970s, wages are higher for individuals in industries with greater deviations of employment growth rates from trend growth. 2 He concludes that there are either few barriers to mobility between industries or that wages are rigid and employers insure workers against low frequency shocks.
3 Carrington (1993) , Neal (1995) , Parent (2000) , and Weinberg (2001) all provide evidence that suggests that industry-specific human capital is an important feature of labor markets. allow the use of standard fixed effects methods to condition out these forms of heterogeneity.
In their study of cyclical upgrading, McLaughlin and Bils (2001) show that most industries are characterized by positive selection and that typically the worst workers in declining industries move and become the worst workers in growing industries. This would imply that the average quality of workers increases as industries decline and decreases as industries grow. This type of selection would tend to bias down any positive relationship between changes in industry wages and changes in industry employment. To the extent that ability is fixed, the addition of individual fixed effects using panel data can deal with this issue. 4 However, composition changes may also be related to industry-specific skills. In a simple Roy model, when employment expands in an industry, workers enter this industry from other industries. These entrants were optimally in a different industry previously, and so it is likely that their industry-specific skills in the industry they enter are relatively low (at least compared to incumbent workers). Thus we would expect that new entrants will be less productive than existing workers in an industry and will earn a lower wage. I deal with these industry-specific skills by using panel data and adding individual-industry fixed effects.
The potential importance of composition bias is clear when one considers the two primary sources of industry labor demand shocks-product demand shocks and technological change. If either is skill biased, industry growth or decline may be accompanied by a large change in the skill mix within the industry. While the fixed effects approaches used in this article are an advance on the literature, they will not deal with all forms of composition bias. For example, if skill-biased technological change is accompanied by intensive firm-provided training that increases industryspecific skills, this will violate the fixed ability assumption implicit in the fixed effects formulation. Unfortunately, this sort of issue is impossible to address in the absence of detailed data on training.
I find that, for the most part, composition changes bias down the correlation between industry employment changes and industry wage changes. This implies that when industries are expanding, they tend to attract individuals who are of lower quality than the average worker in that industry. The composition-constant estimates suggest that during the 1980s and 1990s industry wages are positively related to industry growth rates. During the 1970s, there is no evidence of a positive relationship between industry growth rates and industry wage changes. However, when changes in industry employment are adjusted to take account of shocks to labor supply that arise owing to changes in the demographic structure of the labor market, the estimates are quite similar across decades and suggest a robust positive relationship. The results are consistent with a model in which workers have industry-specific human capital that is reduced in value when there are persistent negative shocks to labor demand in their industry. They also imply that industry labor supply curves are elastic but upward sloping.
The structure of this article is as follows: In the next section, I describe the econometric strategy that exploits the individual-level panel data from the PSID to deal with composition bias. In Section III, I describe the data, and Section IV contains the main empirical results. In Section V, I reconcile the results to others in the literature, and Section VI examines issues of simultaneity. Section VII summarizes the results and concludes.
II. Econometric Strategy
The Basic Estimator I follow the literature in using persistent changes in industry employment to proxy for shocks to labor demand. Later, in Section VI, I argue that the available evidence suggests that shifts in labor supply are unlikely to be an important determinant of industry employment changes. Also in Section VI, I present estimates in which efforts have been made to correct industry employment changes to take account of labor supply shifts.
The goal of the empirical work is to examine how the industry wage rate varies in response to low frequency, persistent changes in industry employment. The estimation is carried out in two steps using individuallevel panel data from the PSID. In the first step, the micro data are used to construct a composition-constant measure of the average wage rate in industry j at time t. In the second step, changes in this compositionconstant industry wage rate are related to employment changes in the industry.
First Stage
In the first step, the estimation equation is as follows:
The log wage of an individual i in industry j at time t (w ijt ) is modeled as a function of personal characteristics (x it ), indicator variables for the industry-year cell ( ), and an error term. 5 The x it variables included are f jt a cubic in actual labor market experience, indicators for high school graduate and college graduate, interactions of all these variables with each other, and an indicator for whether the individual is white. The equations are estimated separately for women and for men and are estimated separately for each time period under study. The error term has a permanent individual-specific component (f i ), an individual-industry match component ( ), and an idiosyncratic component ( ). Note that because I v ij ijt use panel data, I can include individual fixed effects (f i ) in equation (1). These individual fixed effects control for permanent unobserved individual attributes that affect wages. Furthermore, I can go further and include individual-industry fixed effects ( ) in equation (1). These condition out v ij all fixed individual-specific factors and also any fixed individual-industry match component (such as industry-specific skills). The coefficients on the industry-year dummies, , are stored and used in the second-stagê f jt regressions. These coefficients can be interpreted as composition-constant average wage rates for each industry-year cell given that individual fixed effects (or individual-industry fixed effects) and time-varying individual characteristics have been conditioned out in equation (1).
Second Stage
The second-stage regressions are carried out at the industry-year level. That is, if there are T time periods, and J industries, there are T x J observations in the second-stage analysis. To account for permanent differences in wages and employment across industries, I use both longdifference and fixed effects estimators in the second-stage analysis. The fixed effects estimators include controls for both industry and year dummies.
Long-difference estimator.-When using the long distance estimator, equation (1) is first estimated. Then, the second step is carried out in long differences (10-year differences, to be precise):f
In equation (2), E jt refers to log industry employment at time t, and u jt is an error term. Thus, the differenced variable approximates the percentage change in employment. Each second step observation is weighted by the average number of individuals in the industry in the two years. The long differences are used so as to capture secular changes in employment and wages rather than high frequency changes. One disadvantage of long differences is that they use information from only 2 years and hence provide less precise coefficients than estimation methods that use information from all years in the 10-year period. Therefore, I also estimate fixed effects models that use information from all periods. Fixed-effects estimator.-The coefficients on the industry-year dummies, from equation (1), are regressed on log industry employment, â f jt set of year dummies, and a set of industry dummies.
I weight each second step observation by the number of individual observations in that industry-year. While the fixed effects estimator uses more information than the long-differences estimator, there are a couple of issues that need to be addressed in practice.
The first issue is that the fixed effects estimates capture both the effects of transitory variation in industry employment and the low frequency changes that are the interest of this article. For this reason, I also report estimates where industry employment is replaced by a measure that is stripped of transitory variation. To do so, I fit a set of 5-year splines to log industry employment for each industry over the full 1971-2001 period. The predicted value of log industry employment from this regression is then used as an industry employment measure that is purged of short-term, transitory changes. I refer to this as smoothed log industry employment. 6 A second issue with the fixed effects estimator is that there is likely to be serial correlation in the error v jt . This could arise because of industryspecific business cycles that imply that wages are more closely correlated in two adjacent periods than in two periods further apart. I deal with this issue by assuming that v jt follows an autoregressive (AR) process. I estimated some preliminary regressions using the residuals in order to evaluate whether an AR(1) process was sufficient. I found that adding a second order lag typically did not increase the explanatory power of the regression (in terms of the adjusted R-squared) and the second order lag was typically statistically insignificant. In contrast, the first order lag was typically of the order of 0.3 and statistically significant. Thus, I have estimated equation (3) by generalized least squares (GLS) under the assumption that v jt follows an AR(1) process. 7
III. The Data

Individual-Level Panel Data
The data set I use in this study is the PSID. 8 This panel data set contains observations on people of all ages and covers a long time period-my sample runs from 1971 to 2001 (the PSID files from 1994 to 2001 are early release files). I restrict the sample to individuals aged 25-55 who have 6 or more years of actual labor market experience. 9 I delete all observations in which the individual is self-employed because the focus here is on the decisions being made by employers. I also delete cases in which the individual worked less than 26 weeks in the calendar year so as to restrict the sample to individuals with strong labor market attachment. The reported two-digit industry sometimes changes in cases where the tenure data strongly suggest that no employer change occurred. In these cases (4% of the total for women, 9% of the total for men), I have fixed the industry as being the modal industry during that spell with the employer. 10 There are two different hourly wage measures available in the PSID, and I report results for both. 11 Average hourly earnings equal previous calendar-year earnings divided by annual hours and are available for all individuals who work even briefly during the previous year. The current wage is available only for individuals paid hourly or salaried. For hourly workers, the current wage is the hourly wage rate at the interview date. For workers paid weekly, monthly, or annually, the PSID reports a wage rate that is calculated by dividing weekly, monthly, or annual salary by a fixed number of hours. For example, if a worker is paid weekly, the weekly payment is divided by 40 hours irrespective of how many hours the worker works each week. The current wage has the advantage of being specific to the main job the employee works on but excludes income from 8 I use only the random subsample of the PSID in the analysis. The results from using the full PSID sample are generally similar. 9 The relatively restricted age range is used in order to make it more likely that the fixed effects assumptions are reasonable. Learning models imply that even if ability is fixed, market perceptions of individual ability may change as new information is revealed (Gibbons et al. 2002) . The assumption made in this article is that most learning is done in the first 5 years that individuals are in the labor market. Workers aged over 55 are omitted as health changes or partial retirement may imply that their skills are changing over time. 10 The results are similar if the industry information is left as it was reported by respondents. 11 I deflate all nominal amounts using the personal consumption expenditures deflator for gross domestic product (base year is 1996). 
Data on Industry Employment
For the purposes of this study, all workers are assigned to one of 26 industry groupings. In table 2, I list these 26 groupings along with the change in log employment for 1971-81, 1981-91, and 1991-2001 . As can be seen in table 2, the growth rate of industry employment differs greatly across industries. For example, between 1981 and 1991, business services grew by approximately 60%, and tobacco manufacturing declined by about 35%. The industry employment data I use comes from establishment surveys and is provided by the Bureau of Labor Statistics (BLS). 
IV. Results
The estimates from the regressions in equations (2) and (3) are in table  3 and table 4 . Table 3 contains the results for women. Each coefficient in the table refers to a different regression. There are separate regressions for the 1971-81 period, the 1981-91 period, and the 1991-2001 period. Also, I report long-difference estimates and GLS fixed effects estimates with both industry employment and smoothed industry employment. For each estimator, there are three columns; column 1 reports the estimates when only observable characteristics are included in equation (1); column 2 reports results when individual fixed effects are also included; column 3 reports results when the individual fixed effects are replaced with individual-industry fixed effects.
Note that the current wage relates to the interview date, while average hourly earnings refer to the previous calendar year. To time the variables appropriately, average hourly earnings are linked to industry employment in the previous calendar year (where the industry is that in which the individual worked in the previous year). 13 This implies that, for example, the 1991-2001 results for the current wage are for wage and employment changes between 1991 and 2001; the analogous results for average hourly earnings refer to wage and employment changes between 1990 and 2000.
GLS Estimates
The long-difference estimates are somewhat imprecise so I will discuss the GLS estimates first. First, consider the results for women in table 3. For the 1991-2001 period, the estimates that control only for observed worker heterogeneity are negative and statistically insignificant. In contrast, the estimates that control for individual fixed effects or for industryindividual effects are positive and statistically significant. These estimates suggest a magnitude of around 0.2-a 2% increase in industry wages tends to accompany a 10% increase in industry employment.
For the 1981-91 period, the results are somewhat similar. Evidence for a positive relationship is weak when only observed heterogeneity is controlled for (there is a statistically significant effect for the current wage but not for average hourly earnings). However, once one includes individual or individual-industry fixed effects, the coefficients become larger and statistically significant. Once again, the estimates suggest a magnitude somewhere around 0.2. Given the enormous variance in industry employment growth rates during this period displayed in table 2, these are changes of some economic significance. For the 1971-81 period, the estimates are all statistically insignificant and vary in sign, irrespective of the specification used.
The equivalent results for men are in table 4. For the 1991-2001 period, the estimates for specifications that include individual or individualindustry fixed effects are statistically significant, with magnitudes between 0.1 and 0.3. Unlike the female sample, there is no strong evidence of composition bias here; the estimates do not change much in magnitude with the introduction of the fixed effects. The evidence for composition effects is stronger for the 1981-91 period; for average hourly earnings, coefficients rise from a statistically significant 0.1 without fixed effects to a magnitude of about 0.2 with the fixed effects. For the current wage, the estimate without fixed effects is small and statistically insignificant; with fixed effects it rises to a statistically significant 0.2. Finally, in the 1971-81 period, the estimates with individual or individual-industry fixed effects are generally statistically insignificant and vary in sign.
The GLS estimates using smoothed employment in the final three col-umns of tables 3 and 4 are quite similar to the unsmoothed estimates. This does not imply that the responses of wages to transitory industry shocks are the same as to more persistent shocks. When one includes both smoothed employment and the deviation of employment from smoothed employment in the same specification, the smoothed employment coefficients remain close to those in tables 3 and 4, but the coefficient on the deviation of employment from smoothed employment is almost always statistically insignificant. 14 Overall, the estimates for men and women are quite similar. In both the 1981-91 and 1991-2001 periods, individual fixed effects estimates are about 0.2. For the 1971-81 period, the coefficients vary in sign and generally are statistically insignificant, irrespective of the specification used. Thus, during this decade, one cannot rule out the possibility that wages were not responsive to industry employment. The results in tables 3 and 4 suggest that conditioning out unobserved individual and individualindustry heterogeneity is important and that, for women since 1981 and men in the 1981-91 period, composition bias is an extremely relevant issue.
Long Differences
When one compares the long-difference estimates in tables 3 and 4 to the GLS estimates, the magnitudes of the coefficients are generally very similar. The long-difference estimates are imprecisely estimated as a result of using information from only 2 years of data. However, long differences do allow a simple graphical illustration of the relationship between changes in industry employment and industry wages. Figures 1 and 2 contain plots for men and women respectively using average hourly earnings as the wage measure. In the plots, industries are labeled by the number assigned to the industry in table 2. The plots also contain the regression line fitted to the points. 15 In figure 1 , we see that the addition of individual or individual-industry fixed effects leads to a positive relationship between changes in wages and employment for women in the 1980s and 1990s. For men, in figure 2, the effect of adding the fixed effects is less obvious as there is a positive relationship for all three specifications.
The plots contain interesting information about specific industries. Of course, one should note that there is much sampling error in average wage changes, so one cannot take the exact placement of any one point too seriously. Below, I discuss a few of the industries that have particularly high or low employment changes in one or more periods.
Mining (industry 1).-About half of all mining jobs are in oil and gas extraction. Their outcomes are closely tied to the price of oil, and so employment increased in the 1970s and declined during the 1980s and 1990s as oil prices declined. Employment in coal mining fell during the 1980s, largely owing to new labor-saving technology, and fell during the 1990s owing to shifts in demand away from more labor-intensive highsulfur coal to cleaner low-sulfur coal. As would be expected, the wage change for miners is reasonably high in the 1970s and low in the 1980s and 1990s (see fig. 2 ).
Metal industries (industry 2).-Metal industries, such as the steel industry, lost a lot of jobs in the 1980s owing to a mix of improved technology and increased competition from abroad. As shown in figure 2, this was accompanied by low wage changes for men.
Textiles (industry 8).- Plunkert (1990, 11) writes that "throughout the 1980's, [textiles and apparel] faced increasingly intense competition from imported goods, particularly goods from low-wage countries in the Far East." In response to growing imports, the textile industry invested heavily in labor-saving capital equipment. Taken together, both these factors led to large employment falls during the decade. A similar story prevailed in the 1990s: Hatch and Clinton (2000, 8) write, "Apparel and other textile products, influenced less by technological innovations than by imports, lost a third of its workforce during the decade. This industry was especially harmed in the latter half of the decade, when most Asian countries devalued their currencies, making their products much less costly in the United States." Between 1974 and 1994, the Multifiber Arrangement (MFA) placed some restrictions on imports of textiles and apparel. Beginning in 1995, the MFA expired, and there began a 10-year transition period, by the end of which all import quotas are scheduled to be eliminated (Mittelhauser 1997) . Also, the implementation of the North American Free Trade Agreement (NAFTA) in 1994 has led to some shifting of manufacturing to Mexico. Both these legal changes were anticipated at the time to reduce employment in the U.S. textiles and apparel industry (Murray 1995) . Figures 1 and 2 suggest that the decline in textile employment was accompanied by low composition-constant wage changes for women in the 1980s and 1990s (and low wage changes for men in the 1980s). Composition effects seem important in the 1990s, as might be expected given technological change.
Construction (industry 12).-Construction employment surged in the 1990s, accompanied by large increases in housing starts, completions, and permits. This can be attributed to an increase in demand for homes induced by increases in stock market wealth and low mortgage rates. This increase appears to have been accompanied by relatively high wage changes for men and women.
Communication (industry 14) .-During the 1990s, communication employment increased rapidly. "Cable and other pay television services continued to grow even during the economic recession and became one of the fastest growing industries. Employment gains in the telephone communications industry during the 1990s offset losses that occurred in the 1980s following the breakup of AT&T. The demand for cellular service doubled in the last 3 years of the 1990s with more than 76 million subscribers in June of 1999. In addition, the increased popularity of pagers and the Internet helped raise employment levels" (Hatch and Clinton 2000, 9) . The rapid increase in communications employment in the 1990s appears to have been accompanied by fast wage growth for both men and women.
Finance, Insurance, and Real Estate (industry 18).-Deregulation of banking in 1980 reduced barriers to entry and was followed by rapid growth in the financial sector. The number of insurance agents and real estate agents also grew over this period. This was accompanied by high wage growth for men and women during this period.
Business Services (industry 20) .-This industry grew rapidly in all three decades as companies responded to competitive pressures by outsourcing more of their labor requirements to contract and temporary help firms. This growth was accompanied by high wage growth in the 1980s and 1990s but not particularly so in the 1970s.
Differences in Estimates across Groups
Unions may affect the responsiveness of wages to industry employment changes if wages are more flexible in nonunionized environments. To examine this possibility, I estimated separate regressions by union status for the 1981-91 period (information on unionization is missing in the 1999 and 2001 early release PSID files). I found the estimates for men to be similar for unionized and nonunionized workers. For women, I find statistically higher estimates for unionized workers. One should remember, however, that a relatively small proportion of women are unionized. Both groups of women exhibit a positive relationship between wages and industry employment.
I have also split the sample by age (individuals aged 18-34 and 35-55). 16
The estimates for the younger group are larger than for the older group. For average hourly earnings, the individual fixed effects GLS estimates for young women are 0.201 (0.063) for the 1980s and 0.222 (0.125) for the 1990s (compared to 0.027 [0.065] and 0.175 [0.08] respectively for the older group). The equivalent estimates for men are 0.233 (0.051) and 0.301 (0.095) for the younger group and 0.095 (0.046) and 0.112 (0.062) for the older group. While the differences are at the margin of statistical significance, they do suggest that younger individuals are better placed to take advantage of opportunities when industries are expanding but suffer bigger wage losses when industries are declining.
V. Reconciliation of Results to the Literature
I have found a positive relationship between industry employment changes and industry wage changes during the decades of the 1980s and 1990s. The results for the 1980s contrast with those of Weinberg (2001) , who finds small and statistically insignificant relationships using the March CPS (he does not study the 1990s). There are many differences between my analysis and that of Weinberg. These include the fact that I use the PSID while he uses the CPS; we also use different age ranges, different industry groupings, and different measures of industry employment. 17 Possibly most important, we use different specifications; he uses only long differences, and because he uses repeated cross-sectional data, he cannot take account of unobserved individual or individual-industry heterogeneity.
I begin by replicating Weinberg's estimates, making use of the thorough data documentation provided in his paper. I use the same data source (March CPS), similar sample restrictions, the same two-digit industry cells, and the same control variables. Also, as with him, the measure of industry employment is total hours worked in the industry calculated as the weighted sum of hours worked in the industry. This variable is calculated directly from the March CPS. 18 The results are in table 5. Note that the dating in table 5 refers to the survey year, so that 1982-92 uses earnings in calendar years 1981-91 as reported in March 1 year later. 17 He uses 69 industries, compared to the 26 I use. Given the coarseness of the two-digit industry classification in the PSID, it is impossible to carry out analysis using his industry classification. Also, given the smaller sample sizes in the PSID, using more detailed industry groups would be problematic. 18 Unlike him, however, I do not also include a measure of the industry unemployment rate in the regression as it is difficult to interpret the effects of an industry demand measure conditional on another variable that could be interpreted as a demand variable. Also unlike him, I do not use pre-1976 CPS surveys, as weeks worked were bracketed and usual weekly hours are unavailable. Strong assumptions are hence required to impute average hourly earnings and hours worked during these years and would make the results less reliable. As can be seen in column 2 of table 5, my estimates using a similar setup are reasonably close to Weinberg's. 19 In the third column, I show the estimates when the setup is made closer to mine: I use the 26 industry groups rather than 69, restrict the sample to individuals between 25 and 55 who have 6 or more years of potential experience, and use my control variables (replacing experience with potential experience). Now, the estimates are less precise, as there are only 26 industry groups, but the estimates have not changed that much (at least compared to the standard errors). Thus, it appears that differences between my results and his are not primarily the result of different industry groupings, different sample definitions, or the use of different sets of observed covariates.
Comparison of CPS Estimates to PSID Estimates
In this section, I use the CPS and PSID data to further explore these issues. Table 6 contains estimates using the 1976-81, 1981-91, and 1991-2001 survey years of the CPS. Column 1 of table 6 reports the long-difference estimates when the industry employment measure is aggregate hours calculated from the CPS. Comparing the estimates in column 1 of table 6 to those in column 3 of table 5, we see some sizable differences in the coefficient values that arise because of the change from 1982-92 to 1981-91, and so on. This indicates the importance of the transitory component in the CPS data that may arise owing to sampling variation or transitory shocks. This is reflected in the large standard errors so that none of the differences between the estimates are statistically significant. Columns 2-5 of table 6 switch from long differences to the GLS industry fixed effects estimates. Column 2 uses total hours worked as the employment variable. We see the benefit of using all the years of data in the much decreased standard errors. In column 3 the employment variable is smoothed hours worked. 20 We see that the effect of smoothed hours is generally more positive than the effects of actual hours. This possibly reflects the fact that there is a lot of sampling variation in aggregate hours calculated from the CPS. Looking at the smoothed hours estimates, we see that there is a statistically significant positive relationship between industry hours and industry wages for men in all time periods and women in 1976-81 and 1981-91 . Thus, the positive relationships found in the PSID are also to be found in the CPS.
In column 4, I replace aggregate hours with the smoothed BLS industry employment data that was earlier used with the PSID data. This tends to give results that are fairly similar to the earlier specifications using the aggregate hours variable. This suggests that the choice between the BLS employment measure and manually constructing aggregate hours from the CPS may not matter much, at least once one takes out some of the transitory variation in aggregate CPS hours by smoothing.
Finally in column 5, I present the estimates from the PSID with the same control variables used in the CPS. For the 1980s and 1990s, the PSID estimates are quite similar to the CPS estimates and are never statistically different. There are differences for the 1976-81 period, as the negative results in the PSID are quite different from the positive coefficients in the CPS (this may be a function of the short time period and relatively small PSID sample; as seen in table 4, the statistically significant negative effect for men disappears when the whole 1971-81 period is used). However, for the 1980s and 1990s, the magnitudes of the estimates in columns 4 and 5 are similar. This suggests that the differences between my conclusions for the 1980s and Weinberg's do not arise from some fundamental difference between the CPS and PSID samples. Rather, the differences arise chiefly from two factors. First, sampling variability and transitory shocks imply that using industry hours calculated from the CPS and long-differences estimators lead to imprecise and possibly downwardly biased estimates of the relationship between industry employment and industry hours. Second, as shown in tables 3 and 4, it appears that composition bias also tends to lead to a downward bias.
VI. Analysis of Simultaneity
The assumption made so far is that the persistent changes in industry employment are primarily the result of shocks to labor demand rather than labor supply. In this section, I address this issue and make the argument that supply shocks are probably an unimportant source of industry employment change over this period. I also implement a couple of corrections for supply shocks.
Do Industry Employment Changes Largely Reflect
Shocks to Labor Demand?
Evidence from the existing literature strongly suggests that changes in industry employment are largely determined by shocks to labor demand. Weinberg (2001) demonstrates a strong negative correlation between 10year changes in aggregate industry hours and changes in the industry unemployment rate. This is consistent with changes in industry hours being driven by changes in labor demand rather than shifts in the supply of labor to individual industries. Also, if industry employment growth is driven by supply shocks, then workers displaced from growing industries should have low postdisplacement wages. Consistent with the demand-side story, postdisplacement wages are higher for workers displaced from growing industries (Carrington 1993; Weinberg 2001) .
This evidence can be augmented by looking more closely at the determinants of employment changes in individual industries. We already discussed labor demand shocks in several industries in Section IV. Obvious shocks to labor demand also exist in other industries. For example, the health industry grew rapidly during the 1980s owing to the aging of the population, technological advances in treatments, and greater paperwork requirements for government and for insurance companies. Also, health insurance coverage increased over the decade, and the proportion of cost paid directly by patients declined from 27% to 19% (Hiles 1992) . This implied a positive shift in demand for health services. The growth rate slowed somewhat in the 1990s as the growing popularity of HMOs and greater use of prospective payment led to decreased health expenditures. Likewise, employment changes in other industries can be traced to clear shocks to labor demand.
Adjusting Industry Employment for Supply Shocks
Assume a simple linear industry labor supply curve in differences of the following form:
Here, E refers to log employment, W to the log wage, S is a supply shift in log terms, and is the elasticity of supply facing the industry. We can s rewrite the supply curve to be consistent with the estimation equation in the article:
s s If we do not control for dS, we will get a biased estimate of 1/ s if dS is correlated with dE. The estimate will be biased upward if the correlation is negative and biased downward if the correlation is positive. In general, we would expect a positive correlation between dS and dE as growing industries are probably those that have positive supply shocks. Possible supply shocks are changes in individual preferences toward working in particular industries, changes in the gender and educational composition of the workforce, and changes in the relative wages of different demographic groups. While one cannot rule out shifts in preferences, they are unobservable and impossible to deal with in this context. I outline below corrections to industry employment that take account of the other sources of supply shocks. To deal with these issues, I take a similar approach to that taken by Bound and Johnson (1992) and Weinberg (2001) .
First, consider the effects of changes in the demographic composition and sometimes larger. The correction does make a difference for the 1970s estimates. The adjusted estimates are uniformly larger than the unadjusted ones and in many cases are statistically significant. Indeed, now the estimates from the 1970s look quite similar to those from the other decades. The estimates in column 3 are obtained by using equation (7). 21 An elasticity of labor demand of Ϫ1 is assumed. 22 This correction tends to reduce the size of the coefficient on industry employment. However, the differences are not very large, and the conclusion of a robust positive relationship between industry employment and industry wages remains. Thus, the main effect of adjusting industry employment for supply factors is to increase the coefficients from the 1970s to be more in line with the other decades.
VII. Conclusions
By using panel data, I have been able to study how changes in the composition of individuals within industries affect the estimated correlation between changes in industry employment and industry wages. I find that, for the most part, composition changes bias down the correlation between industry employment and industry wages. This implies that when industries are expanding, they attract individuals who are of lower quality than the average worker in that industry. Likewise, declining industries lose workers who have lower skills than the average worker in that industry. The implied pattern of mobility in which the worst workers leave declining industries to become the worst workers in expanding industries is consistent with the finding of McLaughlin and Bils (2001) in their study of industry mobility over the business cycle. The results show the value of using panel data that allows one to adjust for both observable and unobservable quality differences across workers.
The composition-constant estimates suggest that during the 1980s and 1990s industry wages are robustly related to industry growth or decline. During the 1970s, there is no evidence of a positive relationship between industry growth and industry wages. However, once industry employment is adjusted to take account of labor supply shocks, a positive relationship tends to emerge. The results are consistent with a model in which workers have industry-specific human capital that is reduced in value when there are persistent negative shocks to their industry. They also imply that while labor supply curves facing industries are elastic, they are not horizontal.
the assumption that changes in employment between 1970 and 1975 did not occur as a result of changes in relative wages. This is an issue only for the average hourly earnings results, as the current wage results pertain to 1976-81 in any case. 22 I have also experimented with other demand elasticities, and the estimates are sensitive but not terribly sensitive to the value chosen. For example, for women, the coefficient for average hourly earnings with individual fixed effects for 1981-91 is 0.135 (0.051) with the elasticity at Ϫ1, 0.124 (0.045) if the elasticity is assumed to be Ϫ2 and 0.137 (0.054) if the elasticity is assumed to be Ϫ0.5. For men, the coefficient for 1981-91 is 0.151 (0.039) with the elasticity at Ϫ1, 0.159 (0.036) if the elasticity is assumed to be Ϫ2 and 0.142 (0.040) if the elasticity is assumed to be Ϫ0.5.
