ABSTRACT This paper presents an integrated design method for pedestrian avoidance by considering the interaction between trajectory planning and trajectory tracking. This method aims to reduce the need for control calibration by properly considering plant uncertainties and tire force limits at the design stage. Two phases of pedestrian avoidance-trajectory planning and trajectory tracking-are designed in an integrated manner. The available tire force is distributed to the feedforward part, which is used to generate the nominal trajectory in trajectory planning phase, and to the feedback part, which is used for trajectory tracking. The trajectory planning problem is solved not by searching through a continuous spectrum of steering/braking actions, but by examining a limited set of ''motion primitives,'' or motion templates that can be adopted in sequence to avoid the pedestrian. An emergency rapid random tree (RRT) methodology is proposed to quickly identify a feasible solution. Subsequently, in order to guarantee accuracy and provide safety margin in trajectory tracking with presence of model uncertainties and exogenous disturbance, a simplified LQR-based funnel algorithm is proposed. Simulation results provide insight into how pedestrian collisions can be avoided under given initial vehicle and pedestrian states.
I. INTRODUCTION
While accidents involving pedestrians constitute a relatively small portion of motor vehicle crashes in the U.S., they are responsible for a very large percentage of casualties. In 2015, 5376 pedestrians were killed in motor vehicle crashes in the U.S., making up about 14% of total fatality [1] . In China, the ratio is even higher at 25.4% [2] . Both automakers and administrative organizations have made great efforts to mitigate this problem. For example, Toyota and Ford have both demonstrated pedestrian avoidance functions using active steering and braking [3] , [4] . The Euro New Car Assessment Program (NCAP) started to rate Active Emergency Braking (AEB) systems [5] . All systems evaluated to date have focused only on braking. In the future, systems using both braking and steering are likely to be introduced.
The problem of pedestrian avoidance, or more generally obstacle avoidance, consists of two tasks: trajectory planning and trajectory tracking. The trajectory planning problem for obstacle avoidance has been studied extensively for over 20 years. Three popular methods are cell decomposition, artificial potential field, and roadmap based approaches.
A typical cell decomposition method is the vector field histogram method proposed by Borenstein et al., which detects and records unknown obstacles in 2-dimensional Cartesian cells [6] . Fulgenzi et al. and Rachel Bis et al. then introduced the concept of velocity obstacles that enables cell decomposition methods to deal with moving objects [7] , [8] . The artificial potential field method was proposed by Khatib et al. to drive robots with virtual force derived from the gradient of a potential field [9] , [10] . Roadmap method, on the other hand, is more suitable for trajectory planning with nonholonomic constraints and dynamic constraints, since the feasibility of trajectory can be guaranteed while constructing the roadmap.
In particular, trajectory planning problems with dynamic constraint are often referred to as kinodynamic trajectory planning. The method for holonomic trajectory planning such as Probabilistic Roadmap(PRM), Rapid Random Tree(RRT) has been extended to kinodynamic programming via steering function [11] , [12] , or motion primitive [13] - [15] , which use a set of pre-computed trajectories as building blocks and piece them together to get desired trajectories. While first used on unmanned aerial vehicles, this method has been applied on ground vehicle trajectory planning [16] , [17] . Though there has been a lot of effort improving the algorithm, the computation efficiency remains a problem.
Another type of trajectory planning method is the local method that improves the performance by gradient type approach, which includes shooting method [18] , direct collocation [19] and the Model Predictive Control (MPC). With the development of optimization, various MPC approaches have been developed, including Mixed integer Programming based MPC [20] , nonlinear programming based MPC [21] , and MPC combined with potential field [22] . However the local method suffers when the feasible region is nonconvex and the convergence is not guaranteed.
The problem of pedestrian avoidance requires kinodynamic planning, and fast computation is of great importance. An early decision may be better than an optimal but late one. On the other hand, in such a safety critical application, the accuracy of trajectory tracking under uncertainty and disturbance is also critical.
The goal of this research is to develop a method that can quickly identify a feasible path for pedestrian avoidance, while guarantee its feasibility. The proposed treats trajectory planning and trajectory tracking in an integrated way. An emergency RRT algorithm with motion primitives is proposed to perform fast trajectory planning; and a LQR funnel algorithm is proposed to track the trajectory with bound on closed loop error. The bound is then used as a safety margin in the trajectory planning phase to ensure safety with the presence of exogenous disturbance and model uncertainty.
For the remainder of the paper, Section II explains the dynamic models. Section III introduces basic assumptions on the environment and formulates the pedestrian avoidance problem. Sections IV and V present the motion primitive construction and the emergency RRT method that allows fast online trajectory planning. Section VI presents the funnel algorithm that obtains the bound of trajectory tracking error. Results and the discussion are presented in Sections VII and finally conclusion is drawn in Section VIII.
II. VEHICLE MODELS
Two ground vehicle dynamic models are used in this paper. The first one is a simple linear lateral-yaw model for motion primitive design and the derivation of dynamic constraints. The second one is the commercial software Carsim, which is widely used in industry for simulations and validation.
The lateral-yaw model, also known as the bicycle model or the single-track model, as shown in Figure 1 is governed by the following set of differential equations.
(1)
where v x and v y are the vehicle longitudinal and lateral speed respectively; F yf and F yr are the lateral forces on the front and rear axles; ψ is the yaw angle of the vehicle; and yaw rate, its derivative, is denoted as r. a and b represent the distance from the front and rear axles to the CG, respectively, and m and I z are the mass and moment of inertia of the vehicle. Here we assume that the steering angle δ f is small enough that
In the pedestrian avoidance situation discussed in this paper, the steering angle never exceeds 5 degrees, which makes this assumption valid. Assuming linear tire force generation, the following equations determine the lateral forces on each axle.
where C αi is the cornering stiffness of the front or rear axles and α i is the sideslip angle of the axles (i = f , r). v x is the longitudinal speed. The dynamic model is linear with constant v x .
Written in compact form, the dynamic equations are represented as:ζ
where ζ = v y r T and u = δ f .
A lateral-yaw model with yaw angle and lateral displacement as part of the state vector can be obtained based on the original model, plus two additional equations:
Here we are assuming that the heading angle |ψ| 1. This assumption is valid since the case we are considering is pedestrian avoidance on a straight lane. This model is denoted asξ
where
Carsim is used in the verification of the proposed method. Carsim is a widely used commercial software for vehicle dynamic simulations. It has 41 DOFs and captures key nonlinearities through look-up tables or gain-scheduled nonlinear equations, and can be accurately tuned with experimental data. VOLUME 5, 2017 
III. ASSUMPTIONS AND PROBLEM FORMULATION
Two basic assumptions underlie this work: (1) the pedestrian's speed is bounded and the bound is known, and (2) the friction limit of the road is known.
To the authors' best knowledge, no widely accepted model exists to describe the behavior of pedestrians. Some earlier studies assumed that information about the moving obstacle is completely known to the controller [20] , [22] , which was not realistic for pedestrian avoidance problems. Social force model has been used to predict the pedestrian motion, but the accuracy is not sufficient for high speed pedestrian avoidance [23] . Stochastic model has also been applied to predict the future motion of pedestrians, including categorizing the motion of the pedestrian into stages [24] , modelling the intention of pedestrian as hidden state for hidden Markov chains [25] . For safety's sake, such a stochastic model should not be used because it would be viewed as ''betting on safety'' and may have legal/liability implications. In this paper, therefore, a ''worst-case'' approach is adapted, in which we assume that the upper bound of the pedestrian's speed is known, with movement possible in any direction:
This assumption projects the future location of the obstacle into a circle, with its diameter growing linearly over time. The obstacle set is defined explicitly as
where x p , y p is the initial position of the pedestrian, and t is the time duration since the beginning of path planning.
In addition to the requirement that the vehicle never hit the pedestrian, it must also never hit the lane boundaries. The width of the lane is set at 3.6 meters, v max is set to 1.42m/s, which is based on the statistics from [26] .
Another important assumption in our study is that the friction limit of the road, or at least a lower bound, is known. Thus, the dynamic capability of the vehicle is known.
Given a vehicle initial condition ξ 0 and pedestrian obstacle X d , the goal is to find a dynamic trajectory that avoids entering the obstacle set X d before either of the following two things occur:
1. the vehicle's longitudinal position passes the longitudinal position of the pedestrian; 2. the vehicle comes to a full stop. From the perspective of obstacle avoidance, all feasible solutions satisfying the above requirements are acceptable.
Remark: Other types of moving obstacles such as vehicles can also be handled with this framework, but there should be more information about the future motion, since the assumption in (10) may be too conservative for vehicles.
IV. MOTION PRIMITIVE LIBRARY
We base our trajectory planning method on motion primitives. Motion primitives are trajectory segments of the dynamic system, with predefined input and state vectors. Emilio et al. proposed the trim and maneuver idea in [15] , where trims are trajectories that operate at an equilibrium, and maneuvers are the transitions between two equilibrium points. In the vehicle case, a trim is a segment of trajectory that has fixed longitudinal speed, sideslip speed and yaw rate v x v y r . A trim can last for an arbitrary amount of time. A maneuver, however, has a fixed time span, depending on the starting/ending equilibria. For simplicity of the algorithm, we enforce the durations of all motion primitives to be multiples of unit duration T s , and all trims are assumed to last for one unit duration T s .
A. TRIM DESIGN
Trim design involves selecting equilibrium points of the dynamic equations. Since the 3 states: v x , v y , r are not independent, we select the two states critical to ground vehicle motion v x and r to determine the trims. More precisely, in dynamic equation (7), picking a longitudinal speed v x and yaw rate r, the input steering angle δ f and the steady state sideslip speed v y can be solved by setting :
where r is fixed, δ f and v y are solved Eq. (12) . The number of trims is a design choice, and the selection should be made carefully, as the size of the trim library determines the size of the motion primitive library. A large motion primitive library can generate more exquisite trajectories, but the search process for an optimal trajectory is then likely to take more time. Although in theory the trim equilibrium can be chosen arbitrarily, a wise choice may lead to better performance of the trajectory planning algorithm.
In an emergency situation application, the following criteria should be considered when choosing trim equilibria:
a. 
B. MANEUVER DESIGN
The primary requirement for a maneuver is that the starting and ending points should have the same states (v x , v y , r) as the two trims it connects respectively. It should also satisfy dynamic constraints such as tire force limit.
When the vehicle is executing a maneuver, it cannot abort in the middle, because any middle point is not a trim equilibrium, and no motion primitive can follow the unfinished maneuver. For this reason, the duration of a maneuver should be as short as possible. To avoid maneuvers with long duration, not all pairs of trims are directly connected by a maneuver. Maneuvers connect only (i) trims with the same longitudinal speed and different yaw rates, and (ii) trims with the same yaw rate and adjacent longitudinal speed. The first type of maneuvers is called steering maneuvers; the second type is called braking maneuvers (although acceleration may also be used). Braking maneuvers are easy to construct since it the longitudinal dynamic is simply a double integrator. We then show the construction process of steering maneuver.
The goal of constructing steering maneuvers is to get an input and state sequence of minimum duration that satisfies the above mentioned constraints. For a fixed horizon, an optimization problem can be formulated to test whether an input sequence satisfying all constraints exists. Then a line search is performed that gradually increases the horizon of the optimization, until a feasible solution is found.
The optimization problem is formulated with linear dynamics and constraints, with a cost function in quadratic form. The goal of optimization is to test whether a solution exists for the current horizon, rather than to minimize the cost function. The constraints are:
a. Tire force limit: The lateral force on each axle cannot exceed the friction limit. b. Steering rate limit: The steering rate is bounded, based on the specific steer by wire hardware specification.
δ f ≤δ max (13) c. Reaching the goal state: The maneuver state trajectory should start from the equilibrium of the starting trim and land on the equilibrium of the target trim at the end of the maneuver. The cost function penalizes vehicle sideslip and steering input, which represents the severity of the maneuver. It is set up to pick one solution among all feasible solutions of the same duration.
The continuous-time dynamic shown in Eq. (6) is discretized with the sampling time t s = T s /N d following standard discretization procedure for linear systems, where N d is an integer representing the ratio between the unit duration of motion primitive and the sampling time of the discrete lateral-yaw model of the vehicle. The discrete-time dynamic equation is represented as:
The line search for steering maneuver input sequence is performed by iterating the optimization process with increasing horizon until a feasible solution is found, as shown below.
J is the cost function, defined as
Integer n is the number of unit durations. It is initialized to be 1, and keeps increasing until a feasible solution is found. h 1 represents the tire force constraint, h 2 represents the steering rate constraint, and h 3 represents the final state equality constraint:
where µ is the friction limit; v 1 y and r 1 are the lateral velocity and yaw rate of the succeeding trim.
Using the procedure described for trim table selection and maneuver design, the process of building the motion primitive library is systematic and automated. 
V. MOTION PRIMITIVE TRAJECTORY PLANNING A. MOTION PRIMITIVE TREE
The trajectory planning phase is associated with a tree structure. Every node in the tree represents vehicle state in the configuration space, and every edge is built with motion primitives. To be clear, the state considered in the motion primitive construction is v x v y r , while the vehicle state in the configuration space is X Y v x v y r ψ . The position states(X , Y , ψ) is calculated while propagating the tree with motion primitives. All nodes in the same logic layer on the tree must also share the same time index, which defines the depth of the layer.
Since all trims last for T s , the node following a trim naturally satisfies Eq. (17) . The duration of a maneuver is a multiple of T s . Suppose the duration of one maneuver is m times T s . When m > 1, the maneuver is cut into m segments, each lasting for T s . The middle point of a maneuver can only be followed by the next segment of the maneuver until the maneuver is fully executed.
B. EXPANDING MOTION PRIMITIVE TREE WITH RRT 1) ORIGINAL RRT
The RRT concept was originally proposed by LaValle and Kuffner [27] . This algorithm is probabilistically complete, that is, as iteration goes to infinity, the probability of finding an existing solution approaches 1.
In Figure 3 , T denotes the rapid random tree; x init is the original state of the vehicle; x rand is a random state sampled in the configuration space; x near is the nearest existing node of the tree to x rand ; uis the input trajectory calculated using heuristic path planning algorithm and x new is the new node added to the tree. For more detail, please see [27] .
2) EMERGENCY RRT
The pedestrian avoidance problem requires modification to the original RRT algorithm because a. the velocity in the longitudinal degree of freedom is significantly larger than those in other dimensions; The input is selected from the motion primitive library.
b: KEEP ALL CHILD NODES
Since the input choice is limited, exploring all the child nodes is fast. Comparing to the original RRT method, which usually uses optimization or shooting method to grow the child nodes, exploring all child nodes expands the tree faster and help find a feasible solution faster.
c: EXTREME NODE FIRST
Nodes with extreme values of states (X , Y and ψ) are expanded first. In an obstacle avoidance situation, extreme nodes push closer to the lane boundary and tire force limits, thus have higher priority.
d: RANDOMLY GROW NON-EXTREME NODES
After growing all the extreme nodes, non-extreme nodes are randomly chosen to expand. If a solution that can be identified as a combination of motion primitives exists, eventually it will be found.
The process of the proposed emergency RRT is summarized in Figure 4 . We note the following:
• We assume that the initial state is at a trim point.
If not, then we first decelerate the vehicle to reach the nearest trim. x init is the initial state of the vehicle(X ,Y ,ψ,v x ,v y ,r). X d is the danger zone surrounding the pedestrian, as defined in Eq. (11).
• Integer N represents the number of layers of RRT, which is determined by the trajectory planning horizon as N = T /T s , where T is the planning horizon. T is selected based on the initial location of the pedestrian and the vehicle speed.
where T 1 is the time needed for the vehicle to pass the pedestrian at the current speed, l x denotes the longitudinal distance from vehicle to the pedestrian, and T 2 is the time needed for the vehicle to come to a full stop, a min denotes the minimum acceleration(maximum braking).
• M is the iteration time of RRT. As M grows, the chance of finding a solution grows. Function Get_layer_area() calculates a rough approximation of reachable area of the vehicle at a certain layer based on the algebraic and dynamic constraints, which is illustrated in Figure 5 .
• Function Lowest_density() returns the layer with lowest node density, calculated as number of nodes in this layer divided by area of layer.
ρ layer = Number of nodes within layer Area of layer .
• Edge is defined as the set of extreme nodes of a layer, including nodes with minimum and maximum of X and Y coordinates, heading angle ψ, and longitudinal speed v x .
• Function Expand_node() executes all motion primitives that can follow one node and adds collision-free child nodes to the tree.
• Function Random_node() randomly generates a point at the possible area of the chosen layer, then selects the node that lies closest to that point, where Cartesian distance is used to measure the distance.
• The process of randomly selecting non-extreme nodes favors nodes far away from other nodes. It does not give every node a fair chance, but rather gives the whole area a fair chance. In conclusion, this algorithm starts by expanding all extreme nodes of each layer. At each iteration, it calculates the node density of all layers. Then it randomly selects a node from the layer before the layer of lowest density and expands that node.
3) SELECTING THE OPTIMAL NODE AMONG THE FEASIBLE SET
In order to pick one node out of all feasible nodes, a measurement of optimality needs to be defined. Note that every node represents a trajectory from the initial condition, therefore the optimality of a node is in fact the optimality of its corresponding trajectory.
The cost for each node consists of two parts: the final cost and the cumulative cost. The final cost function punishes the lateral displacement and yaw angle of the vehicle at the terminal point. These two states indicate how misaligned the vehicle is. Furthermore, the final cost discourages the vehicle to slow down, since it is not preferred to stop the vehicle if not necessary.
The cumulative cost penalizes the maximum longitudinal acceleration and lateral speed during each time step. These two variables indicate the severity of the motion primitive:
The total cost of a node is calculated as
If no feasible solution is found, then the emergency RRT algorithm declares failure, and the control would be to brake as hard as possible to minimize impact velocity.
VI. TRAJECTORY TRACKING WITH SAFETY MARGIN A. FORCE DISTRIBUTION BETWEEN FEEDFORWARD AND FEEDBACK
In a safety critical situation, it is important to track the planned trajectory with guaranteed accuracy. In the literature, trajectory planning and trajectory tracking are sometimes handled separately. However, the two problems are actually coupled, since higher tire forces in principle generate more aggressive trajectories, and stronger feedback control results in a smaller tracking error, but the sum of the two is limited by the friction limit. Thus, given the limit of total tire force, the distribution of the total available tire force to the feedforward and feedback controls should be considered a priori instead of being an after-thought, or ''prove by simulations.'' We follow the procedure described below. Figure 6 shows longitudinal tire force as a function of the tire slip ratio. Lateral tire force changes with the tire slip angle in a similar way. F z denotes the vertical load of the tire. We denote the nominal input force of the nominal trajectory generated in trajectory planning phase as feedforward force, and the input force of trajectory tracking control as feedback force. The sum of feedback and feedforward force should be limited such that the total tire force does not exceed the friction limit. Since the trajectories consist of motion primitives and all motion primitives are predefined, the maximum feedforward tire force can be pre-selected and enforced as constraint in the construction of motion primitives. For example, in this paper, the constraint for feedforward control force is set to be 0.7 F z , and the feedback tire force limit is set to be 0.1 F z . Thus, the total tire force will not exceed 0.8 F z . On a dry road surface, the tire can generate about 0.9 F z , which leaves a small margin of safety. In general, it should be emphasized that the force distribution should adapt to motion primitives and road conditions.
B. FEEDBACK DESIGN AND FUNNEL CALCULATION
In order to ensure the accuracy of trajectory tracking, given the available force for feedback control, a funnel algorithm is developed. A funnel around the nominal trajectory gives a bound on the feedback error, which is used as a safety margin in the trajectory planning phase. The LQR funnel idea was first proposed by Tedrake et al. with Sum Of Squares (SOS) based funnels in [28] - [30] . The SOS based funnel can be used for both linear time varying and time-invariant systems.
As our work involves only a linear time-invariant (LTI) system, a simplified funnel method is proposed, one which is much faster to compute.
In the trajectory tracking phase, two feedback controllers work simultaneously: longitudinal tracking and lateral tracking. Longitudinal tracking is relatively simple because of the simple dynamics. Thus only the lateral feedback design is discussed in this paper; the longitudinal feedback design process is similar, it is a state feedback controller designed with LQR in the following form:
where a x is the feedback acceleration input, x and v x are the longitudinal position and velocity error and K x is the feedback gain.
1) TRAJECTORY TRACKING PROBLEM FORMULATION
The lateral tracking problem is formulated as a disturbance rejection problem with limited feedback control force. Recall that the motion primitives are designed based on a linear lateral-yaw model with yaw angle, yaw rate, lateral displacement and lateral speed as the four states. The simplified model ignores disturbances such as crosswind and road bank angle. Let ξ 0 and u 0 denote the nominal state and input trajectory of a motion primitive, then according to Eq.(9), we have:
The actual dynamic equation is denoted aṡ
where d is the disturbance input, ξ denotes the error between the actual state trajectory and the nominal trajectory, and u denotes the feedback control input. Although the linear lateral-yaw model is a good approximation of the lateral dynamic, modeling uncertainty still exists. We write the error dynamic in the following form:
where A 0 , B 0 represents the nominal dynamics in the linear model and A and B are the model uncertainties. It is assumed that
where · denotes the induced matrix norm, which is defined as
Ignoring the higher order terms, the error dynamics become
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where M A and M B are the uncertainty bounds of A 0 and B 0 in the matrix norm, respectively; M d is the bound of the exogenous disturbance d. ξ 0 ∞ and u 0 ∞ are the maximum state and input norm along the nominal trajectory.
2) FUNNEL COMPUTATION
For an LTI system, designing a feedback control using the LQR technique is simple. After solving the Riccati Equation, a feedback gain matrix K and cost-to-go matrix P can be obtained:
Then a quadratic Lyapunov function is formulated with the cost-to-go matrix:
For simplicity, in the remainder of this paper we denote the sublevel set ξ | ξ T P ξ ≤ c of the Lyapunov function as Proof: see A.1 in Appendix. Since the constraint for ρ is monotone (for any ρ satisfying the condition, a larger ρ will also satisfy the condition), therefore the minimum ρ can be obtained by performing a line search. The line search requires only checking the negative definiteness of a matrix, and is fast to compute.
One important limit for feedback control is the available force to use.
Eq. (33) is a linear constraint that results in a polytope of ξ . A straightforward way to find the largest sublevel set within the polytopic constraint is through quadratic programming.
The quadratic programming in Eq. (34) gives a conservative approximation of the region of attraction. Using SOS(Sum of Square) programming [30] , a better approximation can be obtained through the following SOS programming:
This SOS programming extends the region of attraction to the region where K ξ ≥ u max . That is, even when the feedback control force is saturated, the Lyapunov derivative is still negative in certain regions. λ 1 , λ 2 and λ 3 are the SOS multipliers for the algebraic set using Parrilo's hierarchy [31] . By adding the multipliers, the SOS condition for the polynomial is enforced only within an algebraic set.
Denote γ := ξ T P ξ . If γ > ρ, the region of attraction is the sublevel set {V ≤ γ }, and the error will eventually converge to the final sublevel set {V ≤ ρ}.
This ''robust stability'' attribute against feedback saturation is a result of asymptotic convergence: the error will stay within the region of attraction but the convergence time is not guaranteed. A stronger argument can be obtained with convergence time guaranteed. However, the size of the final set will be larger.
Proposition 2: Given the set of D and the region of attraction characterized by {V ≤ γ }, ∃ρ > 0, α > 0, ρ < γ such that the following are satisfied: Where ρ 0 and resolution are pre-set constants. The whole funnel computation process is illustrated in Figure 7 .
A sample computed funnel is shown in Figure 8 .
C. OFFLINE COMPUTATION
The funnel algorithm guarantees that all states within the funnel at the beginning will never leave the funnel during the execution of the trajectory, which gives a region of attraction for the closed-loop system. This makes the trajectory planning results for one initial condition able to be applied VOLUME 5, 2017 to any initial conditions inside the region of attraction of the funnel. This enables offline computations, which further accelerates the computation for trajectory planning, and give some insight to the problem of pedestrian avoidance. The initial condition of trajectory planning is determined by six states. In addition to longitudinal speed and yaw rate determined by the trim state of the vehicle, the other four states are longitudinal distance l x , lateral position of the vehicle Y , yaw angle ψ and the lateral position of the pedestrian. A grid of initial conditions are selected, whose grid size is determined by the size of the region of attraction. The trajectory planning result for one grid point is applicable to all initial condition inside the region of attraction. The result of offline computation is shown in Section VII.D.
VII. RESULTS

A. MOTION PRIMITIVE CONSTRUCTION
As discussed in Section IV, trims are constructed by selecting the equilibrium states, and maneuvers are constructed by performing a series of quadratic programming. TABLE 1 shows the parameter of the D-class sedan model used in this paper, which is obtained from Carsim. These parameters determine the linear lateral-yaw model.
Based on the criteria listed in Section IV.A, a set of trim equilibria is selected as shown in TABLE 2. Although at a lower speed the yaw rate can be pushed further, in light of the lane boundaries, having a large yaw rate is not viable. The step between different longitudinal velocities is chosen such that the braking maneuvers are of appropriate duration. Such a structure with the same yaw rates at different speeds also helps to simplify the construction of the maneuver. The maneuver that links two trims with the same longitudinal speed at 20m/s with different yaw rates being 0.3rad/s and −0.3rad/s is selected as an example of a maneuver construction below:
The maneuver lasts for one unit duration T s , which is 0.5s. The trajectory of the states and input are calculated with quadratic programming, as described in Figure 2 Figure 9 and Figure 10 show the trajectory of the states during the maneuver. The states at the starting and ending points of the maneuver are the equilibria of trim 1 and trim 2, respectively. Figure 11 shows the steering angle input of the maneuver. It is clear that the steering angle is constrained by the maximum change rate stated in (13) , which is set asδ max = 40 deg /s ≈ 0.7rad/s.
B. TRAJECTORY PLANNING RESULTS
Two sample scenarios are chosen to demonstrate the results obtained from the proposed trajectory planning algorithm. One is a swerving case; the other is a braking case.
1) SWERVING CASE
In the swerving case, the pedestrian is assumed to suddenly appear 10 meters in front of the vehicle, 2.2 meters left of 
2) BRAKING CASE
In the braking case, the pedestrian suddenly appears 20 meters in front of the vehicle in the middle of the lane. Since the problem horizon is long, the danger zone grows so big that it blocks the whole lane width. Assuming that the vehicle is not allowed to leave the lane (which is an assumption that can be removed if lane change is allowed), there is not enough room to swerve to avoid a collision. The RRT finds a trajectory that use braking to stop the vehicle in time without hitting the pedestrian.
C. TRAJECTORY TRACKING RESULT
The simulation with feedback controller uses Carsim as the vehicle model, with the trajectory planning results as the nominal trajectory. The vehicle is misaligned initially with ψ 0 = 0.03rad, showing the effect of possible sensor error. Figure 14 shows the Carsim simulation trajectory without the feedback control. The initial yaw angle misalignment at ψ 0 = 0.03rad creates a significant difference between the actual trajectory and the nominal one. Figure 15 shows the Carsim simulation trajectory with feedback control. The trajectory tracking error is significantly reduced. Figure 16 shows the error between the trajectory in Carsim and the desired trajectory. Compared to the simulation without feedback, the closed-loop error is bounded. Though the feedback control is designed with a linearized model, the funnel algorithm is able to capture the modelling uncertainty and predict the error bound. Figure 17 shows a set of sample offline computation results. Each green dot indicates that if a pedestrian suddenly appears at that position, the trajectory planning algorithm finds a solution. In other words, the green color indicates the safe region. In contrast, the red area is the area where trajectory planning fails to find a collision-free solution. Anywhere beyond 19 meters, which is the minimum distance for the vehicle to stop, is marked green, meaning that the vehicle can always avoid collision by braking. Now consider a typical sensor for pedestrian detection, a stereo camera used by a BOSCH driver assistance system [32] . It has a detection area with ±45 deg horizontal azimuth angle, and a maximum detection range of 50 meters [32] . The two dashed lines showed the azimuth angle of the camera. In reality, a pedestrian is expected to appear at the lane edge rather than in the middle of the lane. The offline computation results indicate that when the pedestrian is detected far away, the emergency RRT always finds a solution with braking; when the pedestrian appears close to the vehicle, the emergency RRT provides a swerving solution. In some cases, the vehicle needs to begin swerving before the pedestrian enters the lane.
D. OFFLINE COMPUTATION RESULTS
The offline computation results also show how the initial condition of the vehicle influences the existence of feasible solutions. Figure 18 shows that when the vehicle is not driving along the lane center, the infeasible area will lean to the opposite side of where the vehicle is driving. What this figure indicates is that assuming the controlled vehicle is passing a bus, where there is a chance a pedestrian might suddenly dash out from behind the bus, then it is wise to drive a short distance away from the bus. Figure 19 shows the RRT result at a lower velocity (10m/s). As expected, the safe region grows since the vehicle needs a shorter distance to stop. However, before the stopping distance, the lower velocity does not make the region where the vehicle can swerve to avoid the pedestrian grow. In other words, a pedestrian suddenly appearing close to the vehicle is still going to be hard to avoid.
E. EFFECT OF LANE CHANGE
The proposed method can naturally generate solution involving lane change if the sensor detects that the adjacent lane is free. As shown in figure 20 , simply by changing the lane When there are other vehicles using the adjacent lane, the proposed method treats the adjacent vehicles as moving obstacles with fixed velocity, and finds a trajectory without collision. Note that the uncertainty of future motion of the adjacent vehicles can be considered under this framework, but it is omitted for simplicity. Figure 21 shows a scenario of lane change with another vehicle driving on the adjacent lane. The box filled with color shows the future position of the adjacent vehicle.
F. WORST CASE PHILOSOPHY AND REAL-TIME IMPLEMENTATION
The offline computation results shown in this section is not very encouraging, which is mainly because of the worst case assumption, which greatly increased the area of danger and limited the trajectory of the vehicle.
In reality, a pedestrian walking at one direction is not likely to change direction drastically. According to the result in [33] , we further impose constraint on the acceleration of the pedestrian to be 0.21g. This changes the region of possible future position of the pedestrian. Figure 22 shows the pedestrian walking region with acceleration limit. The quiver shows the current velocity. As time grows, the shape becomes more similar to a circle. Figure 23 demonstrates the simulation with limited acceleration assumption on the pedestrian. The pedestrian is discovered on the road side, and 8 different directions of walking are simulated. Circles with different color shows different motion of the pedestrian, and the corresponding vehicle trajectories are shown with the same color. Without the acceleration constraint, since the uncertainty grows with time and blocks the road, the Emergency RRT only gives a solution using braking when the vehicle is at the origin. When pedestrian acceleration constraint is added, we simulates the real-time situation by letting RRT run at every time step of motion primitive, i.e., The RRT will generate a new solution every T s . According to the motion of the pedestrian, in 6 out of 8 cases, a swerving solution is given instead; braking is needed only when the pedestrian is walking towards the lane center. Figure 24 shows the simulation with a static pedestrian. There was no solution when the vehicle was at the origin. As a default solution, the vehicle slowed down. Since the pedestrian was not moving into the lane, the RRT then found a solution in the second time step and swerved to avoid the collision.
This indicates that the solution given by RRT is the worstcase solution. In real-time implementation, based on the motion of the pedestrian, a better solution may be found. However, because of the worst-case philosophy, any solution found is guaranteed to be safe regardless of the pedestrian's future motion as long as the motion satisfies the assumption.
G. COMPUTATION ASSESSMENT
The computation time of trajectory planning and funnel computation are assessed and compared to existing algorithms. All computation is done on a MATLAB platform installed on a laptop equipped with Pentium i7 processor @ 2.7GHz and 16GB RAM.
1) TRAJECTORY PLANNING COMPUTATION ASSESSMENT
The motion primitive based method is compared to another kinodynamic trajectory planning method, the MPC method. The MPC was based on nonlinear programming, which is realized by the MATLAB toolbox IPOPT. IPOPT can solve nonlinear programming using the interior point method. The time step for MPC was set to be T s = 0.2s . For motion primitives, two time step settings are tested. The reason is that within one time step, the control input of a MPC generated trajectory is fixed. Therefore, the time step cannot be too big; otherwise, the trajectory will be too coarse. On the other hand, during each time step of a motion primitive, the input is changing and is already optimized offline, thus enabling the motion primitive method to use a longer time step. Both cases mentioned previously are chosen as test scenarios.
As shown in TABLE 3, when T s = 0.2s, the planning horizons are 1.2s and 2.6s for both the MP and MPC method: the motion primitive method takes a shorter time to compute. When the MP method uses T s = 0.5s, the planning horizon becomes 1.5s and 3.0s in the two cases, which are multiples of T s , and the computation is even faster. The major cost for the nonlinear MPC method is to calculate and invert the Hessian matrix, which grows cubically with the planning horizon. The complexity of the motion primitive method, on the other hand, grows linearly with the horizon.
2) FUNNEL COMPUTATION ASSESSMENT
The method for funnel computation proposed in this paper is applicable to LTI systems only. It is compared to the SOS based method, which is applicable to both LTI and LTV systems. The SOS programming is executed with SOSTOOLS on MATLAB, with Sedumi being the tool to solve semidefinite programming. The MATLAB Cholesky function was used to check matrix positive definiteness for the LTI funnel computation. As shown in TABLE 4, the computation cost for the funnel is negligible. Comparing the computed results with the SOS programming results, no difference appears in Case 2, and a very small 5% difference in Case 1.
VIII. CONCLUSION
An emergency RRT method is proposed that quickly search for a dynamically feasible trajectory that avoids the pedestrian by braking and steering. Together with the funnel algorithm proposed, the vehicle is guaranteed to avoid collision under the worst case. The simulation result indicates that when there is no accurate model of the pedestrians' motion, braking is the most efficient way to ensure safety; when there exists model of the pedestrians' motion, such as knowing the velocity and direction of walking, as shown in Section VII.F, steering solutions exist in many scenarios.
APPENDIX
A. PROOF OF PROPOSITION 1
The proof is based on the Lyapunov function and level sets. Taking the derivative of V , and substituting A + BK withĀ
Note that
Since D is bounded, an upper limit is defined as
Substituting (39) and (40) into (38):
For any point outside the sublevel set {V ≤ ρ}, the derivative of the Lyapunov function is always negative; therefore, it will eventually converge into the set.
B. PROOF OF PROPOSITION 2
Starting with the derivative of the Lyapunov function:
Since (γ − ρ) /t < αρ
then
which means any initial error inside the region of attraction converges to the final sublevel set {V ≤ ρ} within time t.
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