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Abstract. We present a stochastic version of the Cucker-Smale flocking dy-
namics described by a system of N interacting particles. The velocity alig-
ment of particles is purely discontinuous with unbounded and, in general,
non-Lipschitz continuous interaction rates. Performing the mean-field limit
as N → ∞ we identify the limiting process with a solution to a nonlinear mar-
tingale problem associated with a McKean-Vlasov stochastic equation with
jumps. Moreover, we show uniqueness and stability for the kinetic equation
by estimating its solutions in the total variation and Wasserstein distance. Fi-
nally, we prove uniqueness in law for the McKean-Vlasov equation, i.e. we
establish propagation of chaos.
1. Introduction. Cucker and Smale postulated in [6, 7] a model for the flocking of
birds where convergence to a certain consensus (same direction and velocity in the
motion of birds) was shown to depend on the spatial decay of the communication
rate between the birds. Putting in abstract mathematical notations, the Cucker-
Smale model describes dynamics of N particles (rk, vk) ∈ R2d, where rk stands for
the position and vk for the velocity of the particle with number k = 1, . . . , N . The
time evolution is obtained from the system of ordinary differential equations
drk
dt = vk,
dvk
dt =
1
N
N∑
j=1
ψ(rk − rj)(vj − vk).
(1)
Here 0 ≤ ψ(r) = ψ(−r) describes the communication rate between the particles.
The natural communication rate is regular and it is given by ψ(r) = a(1+ |r|2)−b/2,
a, b > 0. A more challenging example of a communication rate has singular nature
and usually it is defined by ψ(r) = a|r|−b, see e.g. [23].
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The particular form of (1) implies that the mean velocity is conserved, i.e.
vc :=
1
N
N∑
k=1
vk(t) =
1
N
N∑
k=1
vk(0), ∀t ≥ 0.
Based on Lyapunov functional techniques corresponding to certain dissipative dif-
ferential inequalities, the time-asymptotic flocking property
lim
t→∞
N∑
k=1
|vk(t)− vc|2 = 0 and sup
t≥0
N∑
k=1
|rk(t)− rc(t)|2 <∞ (2)
was studied in [16], where rc(t) :=
1
N
∑N
k=1 rk(t) = rc(0) + tvc denotes the center
of mass.
In many cases one seeks to study properties of the particle dynamics in terms
of their associated mean-field equations. For the classical Cucker-Smale dynamics
the corresponding mean-field equation was (formally) derived in [17] by taking the
mean-field limit N → ∞. It was shown that the resulting particle density ft(r, v)
should solve the kinetic equation
∂ft(r, v)
∂t
+ v · (∇rft)(r, v) = divv [ft(r, v)Q(ft)(r, v)] , (3)
where the forcing term is given by
Q(ft)(r, v) =
∫
R2d
(v − w)ψ(r − q)ft(q, w)dqdw.
Unfortunately this formulation only makes sense for solutions possesing enough
regularity. For less regular solutions one studies measure-valued solutions µt(dr, dv)
obtained from the kinetic equation (in the weak formulation)
d
dt
∫
R2d
g(r, v, t)µt(dr, dv) =
∫
R2d
(
∂g(r, v, t)
∂t
+B(µt)g(r, v, t)
)
µt(dr, dv), (4)
where g is a compactly supported, continuously differentiable function and B(µt) =
B0 +B1(µt) is given by
B0g(r, v, t) = v · (∇rg)(r, v, t)
B1(µt)g(r, v, t) = −(∇vg)(r, v, t) ·
∫
R2d
ψ(r − q)(v − w)µt(dq, dw). (5)
Note that, if µt(dr, dv) has a density ft(r, v) for each t ≥ 0, then, using integration
by parts, (4) is (formally) equivalent to (3). Existence and uniqueness for measure
solutions to (4) was established under the constraint that µt has compact support
(see [16]). For different aspects of this model we refer to [27, 15], while other related
models have been studied in [1, 24, 14, 5].
In this work we propose a stochastic version of the Cucker-Smale model where,
roughly speaking, B(µ) in (5) is replaced by a pure jump operator of mean-field
type in the velocity component. Such replacement makes the dynamics stochastic
and is motivated by the possibility to describe the effect that certain particles (e.g.
birds) may deviate spontaneously from the consensus by moving in the ”opposite”
direction. This model and its various levels of description (particle dynamics, kinetic
equation, and McKean-Vlasov stochastic equation) are introduced and discussed in
the next section. Our main results are then formulated in Section 3, where the
transition from particle dynamics to the kinetic equation as well as McKean-Vlasov
equation is given. Such a transition is based on the mean-field limit and related to
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rk
vk
vj
vk + η(vj − vk)
vk + η(vj − vk) + ηu
Figure 1. Change of velocities with η = 3/4
propagation of chaos, see [28, 22]. The remaining sections are devoted to the proof
of our main results.
Let us mention that the stochastic model investigated in this work shares some
(formal) similarities with the Boltzmann-Enskog model studied in [2], and more
recently in [12]. In this work we use some techniques developed in [12], however, the
model we study is significantly different in regard to its properties. While collisions
in the Boltzmann model have a Maxwellian as invariant distribution (and hence
are continuously distributed), the flocking behaviour leads to a certain consensus in
which all velocities tend to become aligned (see (2)). This effect is (for the classical
Cucker-Smale dynamics) also manifested by the role of entropy, see [17, Section 6].
2. Stochastic Cucker-Smale dynamics of jump-type.
2.1. The particle dynamics. Let N ≥ 2 be the number of interacting particles
(rk, vk) ∈ R2d, k = 1, . . . , N . Each particle, say (rk, vk), may interact with another
particle, say (rj , vj), and the interaction results in a transition of its velocity vk to
a new velocity v?(vk, vj , u) computed from
v?(vk, vj , u) = vk + η(vj − vk) + ηu = ηvj + (1− η)vk + ηu. (6)
Here η ∈ (0, 1] parameterizes the point ηvj + (1− η)vk of the line joining vk and vj ,
while u ∈ Rd is the deviation from this convex combination. We suppose that this
deviation u is distributed according to a symmetric probability distribution a(u)du,
i.e. a(u) = a(−u) is integrable and normalized to 1. Such transition of velocities is
summarized in Figure 1 and includes the following important cases:
(a) If η = 1, then v?(v, w, u) = w + u, i.e. the particle takes the velocity of its
partner (up to an error of order u).
(b) If η = 12 , then v
?(v, w, u) = v+w2 +
u
2 = v
?(w, v, u), i.e. the particle takes a
new velocity given by the mean of incoming velocities (up to an error of order
u
2 ).
(c) The limiting case η ↘ 0 corresponds to the classical Cucker-Smale model.
The rate of this velocity alignment is supposed to be proportional to ψ(rk−rj)σ(vk−
vj), where ψ, σ ≥ 0 are symmetric functions on Rd meaning that ψ(r) = ψ(−r) and
σ(v) = σ(−v). Putting all together, we investigate a N -particle Markov process in
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the phase space R2dN given, for F ∈ C1c (R2dN ), by the Markov generator
(LF )(r,v) =
N∑
k=1
vk · (∇rkF )(r,v) (7)
+
1
N
N∑
k,j=1
ψ(rk − rj)σ(vk − vj)
∫
Rd
[
F (r,v + ek(v
?
kj − vk))− F (r,v)
]
a(u)du,
where v?kj = v
?(vk, vj , u), (r,v) ∈ R2dN and ek ∈ RdN×dN denotes the N×1 matrix
whose entries are d × d matrices such that ek = (0d×d, . . . , 0d×d, 1d×d, 0d×d, . . . , 0d×d)>
with the identity matrix 1d×d being at the position k, and 0d×d denoting the d× d
zero matrix. The following are our minimal conditions assumed throughout this
work:
(A) ψ ≥ 0 is continuous, bounded and symmetric, i.e. ψ(r) = ψ(−r).
(B) σ ≥ 0 is continuous, symmetric (i.e. σ(v) = σ(−v)), and there exist constants
cσ > 0 and γ ∈ [0, 2] such that
σ(u) ≤ cσ(1 + |u|2)γ/2, u ∈ Rd.
(C) a ≥ 0 is a symmetric probability density on Rd.
For most of the results we also assume that a has some finite moments, i.e.
λ2p :=
∫
Rd
(1 + |u|2)p/2a(u)du <∞ (8)
holds for some p ≥ 0. The precise value of p will be specified in the corresponding
statements.
2.2. Mean-field kinetic equation. Below we introduce the kinetic equation ob-
tained from the N -particle dynamics when taking the mean-field limit N → ∞.
Precise convergence statements when N → ∞ are given in Section 3. Denote by
P(R2d) the space of probability measures over R2d and for g ∈ Cb(R2d) set
Qg(r, v; q, w) =
∫
Rd
[
g(r, v?(v, w, u))− g(r, v)
]
ψ(r − q)σ(v − w)a(u)du.
The mean particle distribution is expected to satisfy the following definition.
Definition 2.1. Let µ0 ∈ P(R2d). A weak solution to∫
R2d
g(r, v)µt(dr, dv) =
∫
R2d
g(r, v)µ0(dr, dv) +
∫ t
0
∫
R2d
v · (∇rg)(r, v)µs(dr, dv)ds
(9)
+
∫ t
0
∫
R2d×R2d
Qg(r, v; q, w)µs(dr, dv)µs(dq, dw)ds,
is a family (µt)t≥0 ⊂ P(R2d) satisfying
sup
s∈[0,t]
∫
R2d
|v|γµs(dr, dv) <∞, ∀t > 0 (10)
and such that (9) holds for all g ∈ C1c (R2d) and t > 0.
Note that the additional restriction (10) is necessary in order to guarantee that
the integrals are well-defined.
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Remark 1. Suppose that µt(dr, dv) = ft(r, v)drdv. Then using integration by
parts, one finds for each g ∈ C1c (R2d)∫
R2d×R2d
Qg(r, v; q, w)ft(r, v)ft(q, w)drdvdqdw =
∫
R2d
g(r, v)Q(ft)(r, v)drdv, (11)
where Q(ft)(r, v) is a the nonlinear integral operator given by∫
R2d×Rd
[
ft(r, w)ft
(
q,
v − (1− η)w − ηu
η
)
σ
(
w − v − (1− η)w − ηu
η
)
1
η
− ft(r, v)ft(q, w)σ(v − w)
]
ψ(r − q)a(u)dudqdw.
Since g is arbitrary we conclude that the density (ft)t≥0 solves the weak form of
the kinetic equation
∂ft(r, v)
∂t
+ v · (∇rft)(r, v) = Q(ft)(r, v). (12)
Note that in the limiting case η → 0 the velocity displacement becomes local
again. Hence the case σ ≡ η−1 with η → 0 corresponds to the classical Cucker-
Smale model. Since the main objective of this work is devoted to the rigorous
derivation of the kinetic equation and associated mean-field process, we postpone
the study of (12) and its limiting cases for future research.
2.3. Mean-field process. While solutions to (9) only describe the mean particle
density of the model, the possibility to describe also finite-dimensional distributions
is related to the construction of a stochastic process whose time-marginals solve (9).
Such construction is for instance well-known for the space-homogeneous Boltzmann
equation (see [29]) and has lead to many new insights, see [9, 10] and the references
therein. An extension of these ideas to the space-inhomogeneous setting (for the
Boltzmann-Enskog model) has been recently obtained in [2, 12].
Motivated by this progress, we study its analogue for the kinetic equation (9).
For this reason we first reformulate (9) in terms of nonlinear Markov generators.
For given µ ∈ P(R2d), set
A(µ)g(r, v) = v · ∇rg(r, v) +
∫
R2d
Qg(r, v; q, w)µ(dq, dw). (13)
Then (9) takes the form∫
R2d
g(r, v)µt(dr, dv) =
∫
R2d
g(r, v)µ0(dr, dv) +
∫ t
0
∫
R2d
A(µs)g(r, v)µs(dr, dv)ds.
(14)
The stochastic process associated to this kinetic equation is then obtained from the
nonlinear martingale problem with generator (13).
Definition 2.2. Let µ0 ∈ P(R2d). A solution to the nonlinear martingale problem
(A,C1c (R2d), µ0) is a probability measure µ on the Skorokhod space D(R+;R2d)
such that the following conditions are satisfied
(i) µ(((r(0), v(0)) ∈ E) = µ0(E), for all Borel sets E ⊂ R2d.
(ii) For all t > 0 it holds
sup
s∈[0,t]
Eµ(|v(s)|γ) <∞. (15)
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where Eµ denotes the expectation with respect to µ and (r, v) is the canonical
coordinate process on the Skorokhod space.
(iii) For each g ∈ C1c (R2d),
g(r(t), v(t))− g(r(0), v(0))−
∫ t
0
(A(µs)g)(r(s), v(s))ds, t ≥ 0, (16)
is a martingale with respect to µ, where µs denotes the time-marginal of µ.
As before, condition (15) is used to guarantee that the integral in (16) makes
sense. For additional details and general theory on martingale problems we refer to
[8].
Remark 2. Let µ be a solution to the nonlinear martingale problem (A,C1c (R2d), µ0).
Denote by (µt)t≥0 the time-marginals of µ. Taking expectations in (16) we find
that (µt)t≥0 is a weak solution to (9).
While the notion of martingale problems is adequate for the study of convergence
and compactness, for other purposes it is more natural to describe the law µ as a
weak solution to a McKean-Vlasov stochastic equation specified in the following
definition.
Definition 2.3. A weak solution to the mean-field SDE{
R(t) = R(0) +
∫ t
0
V (s)ds,
V (t) = V (0) +
∫ t
0
∫
[0,1]×Rd×R+ α̂(V (s−), R(s), rs(ξ), ws(ξ), u, z)N (ds, dξ, du, dz),
(17)
where
α̂ = η (u+ ws(ξ)− V (s−))1[0,ψ(R(s)−rs(ξ))σ(V (s−)−ws(ξ))](z)
consists of
(i) a stochastic basis (Ω,F , (Ft)t≥0,P) with the usual conditions,
(ii) an (Ft)t≥0-adapted Poisson random measureN on R+×[0, 1]×Rd×R+ defined
on (Ω,F , (Ft)t≥0,P) with the compensator N̂ (ds, dξ, du, dz) = dsdξa(u)dudz,
(iii) an (Ft)t≥0-adapted, cádlág process (R, V ) in R2d satisfying (17) a.s.
(iv) a measurable process (rt(ξ), wt(ξ)) defined on ([0, 1],B([0, 1]), dξ) such that
(rt, wt) has the same law on ([0, 1],B([0, 1]), dξ) as (R(t), V (t)) on (Ω,F ,P),
for each t ≥ 0.
Let (R, V ) be a weak solution to the mean-field SDE. Applying the Itô for-
mula one finds that its law is a solution to the nonlinear martingale problem
(A,C1c (R2d), µ0). Conversely, each solution µ to the nonlinear martingale prob-
lem (A,C1c (R2d), µ0) can be represented as a weak solution to the mean-field SDE
(17). Now we give a precise formulation of these statements in the following lemma.
Lemma 2.4. The following assertions hold.
(a) Let (R, V ) be a weak solution to the mean-field SDE (17) satisfying
sup
s∈[0,t]
E(|V (s)|γ) <∞, ∀t > 0. (18)
Then the law of (R, V ) on the Skorokhod space D(R+;R2d) solves the nonlinear
martingale problem (A,C1c (R2d), µ0).
(b) Let µ be a solution to the nonlinear martingale problem (A,C1c (R2d), µ0). Then
there exists a weak solution (R, V ) to the mean-field SDE (17) such that (R, V )
has law µ.
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The proof of this statement is mainly based on the equivalence between weak
solutions to stochastic equations and solutions to martingale problems, see [18, 20].
Some additional arguments are given in the appendix.
3. Statement of results. Here and below we suppose that conditions (A) - (C)
are satisfied. Set 〈u〉 := (1 + |u|2) 12 , u ∈ Rd. Then 1 ≤ 〈u〉 ≤ 1 + |u| and this
function satisfies the elementary inequalities
〈u+ w〉 ≤
√
2 min{〈u〉+ 〈w〉, 〈u〉〈w〉}, (19)
where u,w ∈ Rd. Moreover, it is easy to see that
〈ηu+ (1− η)w〉 ≤ η〈u〉+ (1− η)〈w〉. (20)
Both estimates will be frequently used throughout this work.
3.1. Construction of particle dynamics. Denote by P(R2dN ) the space of all
Borel probabilitiy measures over R2dN . Below we provide sufficient conditions such
that the martingale problem with generator L and domain C1c (R2dN ) is well-posed,
i.e. for each ρ ∈ P(R2dN ) there exists a unique probability measure Pρ over the
Skorokhod space D(R+;R2dN ) such that Pρ((r(0),v(0)) ∈ E) = ρ(E) for all Borel
sets E ⊂ R2dN and
F (r(t),v(t))− F (r(0),v(0))−
∫ t
0
LF (r(s),v(s))ds
is a Pρ-martingale for each F ∈ C1c (R2dN ). Here (r(t),v(t)) denotes the canonical
coordinate process in the Skorokhod space D(R+;R2dN ). We start with the simpler
case where condition (B) holds with γ = 0.
Theorem 3.1. Suppose that γ = 0 and η ∈ (0, 1]. Then for each N ≥ 2 and each
ρ ∈ P(R2dN ) the martingale problem (L,C1c (R2dN ), ρ) has a unique solution.
The proof of this statement is a direct consequence of the classical perturbation
theory for martingale problems (see [8, Section 10]) and the observation that L
can be decomposed into a linear dissipative generator (the first order term) and a
bounded pure jump generator.
If η = 1 in (6), then we may also consider γ ∈ (0, 2] resulting in the following
theorem.
Theorem 3.2. Suppose that (8) holds for p := 2. Let γ ∈ (0, 2] and η = 1. Then
for each N ≥ 2 and each ρ ∈ P(R2dN ) satisfying∫
R2dN
N∑
j=1
|vj |4dρ(r, v) <∞ (21)
the martingale problem (L,C1c (R2dN ), ρ) has a unique solution.
Since in such a case LF is not a bounded function, even if F ∈ C1c (R2dN ), the
desired result does not immediately follow from the classical theory of martingale
problems. The proof of Theorem 3.2 is given in Section 3 and is based on an
additional approximation argument combined with moment inequalities so that we
may apply Theorem D.2 from the appendix.
The study of singular rates ψ(r) ≈ r−α with α > 0 is an interesting mathematical
problem. Since such a model would create singular transition rates, it seems natural
to study in such a case solutions possesing additional regularity, see e.g. [19, 26].
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3.2. Mean-field limit N → ∞ and propagation of chaos. For each N ≥ 2,
let (RNk , V
N
k )k=1,...,N be the Markov process with the phase space R2dN and the
generator L, see Theorem 3.1 and Theorem 3.2. Below we study the mean-field
limit N →∞ for the sequence of empirical measures
µ(N) =
1
N
N∑
k=1
δ(RNk ,V Nk ).
Since the moment estimates we derive in Section 4 are different for the cases γ = 0
and γ ∈ (0, 2], we consider these cases seperately. Below we start with the simpler
case γ = 0.
Theorem 3.3. Let γ = 0 and η ∈ (0, 1]. Suppose that (8) holds for some 2p ≥ 1
and µ0 ∈ P(R2d) satisfies∫
R2d
(
|r|+ |v|2p
)
µ0(dr, dv) <∞.
Then, there exists a unique weak solution (R, V ) to the mean-field SDE (17). Let
µ be the law of (R, V ). Then
1
N
N∑
j=1
δ(RNk ,V Nk ) −→ µ, N →∞ (22)
in law on the space of probability measures over the Skorokhod space D(R+;R2d).
Moreover, there exists a constant C > 0 such that
E
(
sup
s∈[0,t]
|V (s)|2p
)
≤
∫
R2d
〈v〉2pµ0(dr, dv)eCt, t ≥ 0. (23)
Proving this result, we also show that the kinetic equation (9) is well-posed.
Hence (22) is equivalent to propagation of chaos (see [28]). Let us also mention
[22, 19, 26] for other related recent developments on propagation of chaos.
In the case γ = 0 we may also prove that the obtained solution propagates
exponential moments.
Corollary 1. Suppose that γ = 0 and η ∈ (0, 1].
(a) Given η = 1, suppose that there exist δ > 0 and κ ∈ (0, 1] such that
c(δ, κ) =
∫
Rd
eδ|u|
κ
a(u)du <∞. (24)
Let µ0 ∈ P(R2d) be such that∫
R2d
(
|r|+ eδ|v|
κ
)
µ0(dr, dv) <∞.
Then the unique weak solution (R, V ) to the mean-field SDE (17) satisfies
E
(
sup
s∈[0,t]
eδ|V (s)|
κ
)
≤
∫
R2d
eδ|v|
κ
dµ0(r, v)e
Ct, t ≥ 0
for some constant C > 0.
(b) If η ∈ (0, 1), then assertion (a) still holds, provided κ = 1.
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For the case γ ∈ (0, 2], we have to restrict our study to η = 1. The main
reason for this are the moment estimates derived in Section 4. Moreover, since it
is not known if uniqueness holds for the kinetic equation (9) when γ 6= 0, we can
only conclude that the sequence of empirical measures is tight and that each limit
provides a weak solution to the mean-field SDE (17).
Theorem 3.4. Given γ ∈ [0, 2] and η = 1 assume that (8) holds for some 2p ≥
max{4, 1 + 2γ}. Let µ0 ∈ P(R2d) satisfy∫
R2d
(
|r|+ |v|2p
)
µ0(dr, dv) <∞.
Then there exists a weak solution (R, V ) to the mean-field SDE (17). Moreover,
there exists a constant C = C(ψ, σ, a, p) > 0 such that
E
(
〈V (t)〉2p
)
≤

CE(〈V (0)〉2p)(1 + t
2p
2−γ ), γ 6= 2
E(〈V (0)〉2p)eCt, γ = 2
, t ≥ 0, (25)
and, there exists another constant C ′ = C ′(ψ, σ, a) > 0 such that for t ≥ 0
E
(
sup
s∈[0,t]
〈V (t)〉2p−γ
)
≤ E
(
〈V (0)〉2p−γ
)
+ C ′22p
∫ t
0
E
(
〈V (s)〉2p
)
ds. (26)
4. The particle dynamics. Fix N ≥ 2 and let γ ∈ [0, 2] be given as in condition
(B). In this section we first establish some moment inequalities, then provide a
pathwise description for the N -particle process with the generator L, and finally
prove some moment estimates for the particle process with constants independent
of N and η ∈ (0, 1].
4.1. Moment inequalities for the generator. We start with a moment inequal-
ity where corresponding constants are independent of η ∈ (0, 1] and N ≥ 2.
Lemma 4.1. Suppose that (8) holds for p ≥ 12 . Then for each k ∈ {1, . . . , N}
1
N
N∑
j=1
ψ(rk − rj)σ(vk − vj)
∫
Rd
∣∣〈ηvj + (1− η)vk + ηu〉2p − 〈vk〉2p∣∣ a(u)du
≤ 3λ2p2p+4‖ψ‖∞cσ
〈vk〉2p+γ + 1
N
N∑
j=1
〈vj〉2p+γ
 .
Proof. Using (19), (20) and taking into account η ∈ (0, 1] we get
〈ηvj + (1− η)vk + ηu〉2p + 〈vk〉2p ≤ 2p〈ηvj + (1− η)vk〉2p〈u〉2p + 〈vk〉2p〈u〉2p
≤ 2p〈u〉2p
(
〈vj〉2p + 〈vk〉2p
)
+ 〈u〉2p〈vk〉2p
≤ 2p+1〈u〉2p
(
〈vj〉2p + 〈vk〉2p
)
.
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Using σ(vk − vj) ≤ cσ〈vk − vj〉γ ≤ cσ2
3
2γ (〈vk〉γ + 〈vj〉γ) we obtain
1
N
N∑
j=1
ψ(rk − rj)σ(vk − vj)
∫
Rd
∣∣〈ηvj + (1− η)vk + ηu〉2p − 〈vk〉2p∣∣ a(u)du
≤ λ2p2p+1+
3
2γ
‖ψ‖∞cσ
N
N∑
j=1
(〈vk〉γ + 〈vj〉γ)
(
〈vj〉2p + 〈vk〉2p
)
= λ2p2
p+1+ 32γ
‖ψ‖∞cσ
N
N∑
j=1
(
〈vk〉γ〈vj〉2p + 〈vk〉γ+2p + 〈vj〉2p+γ + 〈vj〉γ〈vk〉2p
)
≤ 3λ2p2p+1+
3
2γ‖ψ‖∞cσ
〈vk〉2p+γ + 1
N
N∑
j=1
〈vj〉2p+γ
 ,
where we have used Young’s inequality
〈vj〉2p〈vk〉γ ≤
2p
2p+ γ
〈vj〉2p+γ +
γ
2p+ γ
〈vk〉2p+γ . (27)
Next we investigate moment inequalities in the case η = 1.
Lemma 4.2. Suppose that (8) holds for some p ≥ 2. Then
1
N2
N∑
k,j=1
ψ(rk − rj)σ(vk − vj)
∫
Rd
(
|vj + u|2p − |vk|2p
)
a(u)du
≤ 3λ2p23p+5
‖ψ‖∞cσ
N
N∑
j=1
〈vj〉2p−2+γ .
Proof. By the mean-value Theorem we get
|vj + u|2p = (|vj |2 + |u|2 + 2(vj · u))p
= (|vj |2 + |u|2)p + 2p(|vj |2 + |u|2)p−1(vj · u)
+ 4p(p− 1)(vj · u)2
∫ 1
0
(1− t)
(
|vj |2 + |u|2 + 2t(vj · u)
)p−2
dt
For the last integral we get by 2|vj ||u| ≤ |vj |2 + |u|2 and (a+ b)q ≤ 2q(aq + bq) for
q ≥ 0 and a, b ≥ 0∣∣∣∣4p(p− 1)(vj · u)2 ∫ 1
0
(1− t)
(
|vj |2 + |u|2 + 2t(vj · u)
)p−2
dt
∣∣∣∣
≤ 4p(p− 1)(|vj |2 + |u|2 + 2|vj ||u|)p−2|vj |2|u|2
≤ p(p− 1)2p(|vj |2 + |u|2)p−2|vj |2|u|2
≤ p(p− 1)22p−2
(
|vj |2p−2|u|2 + |vj |2|u|2p−2
)
≤ p(p− 1)22p−1〈u〉2p〈vj〉2p−2.
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Let kp = bp+12 c where bxc ∈ Z is defined by bxc ≤ x < bxc + 1, set
(
p
l
)
=
p(p−1)···(p−l−1)
l! , for l ≥ 1, and
(
p
0
)
= 1. Then we obtain by the fractional bino-
mial expansion Lemma B.1 (see [3, Lemma 2] for a proof)
(|vj |2 + |u|2)p ≤ |u|2p + |vj |2p +
kp∑
l=1
(
p
l
)(
|vj |2l|u|2p−2l + |vj |2p−2l|u|2l
)
≤ 〈u〉2p + |vj |2p + 〈u〉2p
kp∑
l=1
(
p
l
)(
〈vj〉2kp + 〈vj〉2p−2
)
≤ 〈u〉2p + |vj |2p + 2p+1〈u〉2p〈vj〉2p−2
where we have used kp ≤ p − 1 and
∑kp
l=1
(
p
l
)
≤ 2p. Using the symmetry of a we
have
∫
Rd(vj · u)a(u)du = 0 and hence obtain∫
Rd
(
|vj + u|2p − |vk|2p
)
a(u)du
≤
∫
Rd
(
(|vj |2 + |u|2)p − |vk|2p
)
a(u)du+ p(p− 1)22p−1λ2p〈vj〉2p−2
≤ |vj |2p − |vk|2p + λ2p + λ2p2p+1〈vj〉2p−2 + p(p− 1)22p−1λ2p〈vj〉2p−2
≤ |vj |2p − |vk|2p + λ2p23p+2〈vj〉2p−2
where we have used p(p − 1) ≤ 2p so that 1 + 2p+1 + p(p − 1)2p−1 ≤ 23p+2. By
symmetry we obtain
N∑
k,j=1
ψ(rk − rj)σ(vk − vj)
(
|vj |2p − |vk|2p
)
= 0 (28)
and hence
1
N2
N∑
k,j=1
ψ(rk − rj)σ(vk − vj)
∫
Rd
(
|vj + u|2p − |vk|2p
)
a(u)du
≤ λ2p23p+2+
3
2γ
‖ψ‖∞cσ
N2
N∑
k,j=1
(〈vk〉γ + 〈vj〉γ) 〈vj〉2p−2
= λ2p2
3p+2+ 32γ
‖ψ‖∞cσ
N2
N∑
k,j=1
(
〈vk〉2p−2+γ + 2〈vj〉2p−2+γ
)
= 3λ2p2
3p+2+ 32γ
‖ψ‖∞cσ
N
N∑
j=1
〈vj〉2p−2+γ .
where we have used Young’s inequality
〈vk〉γ〈vj〉2p−2 ≤
γ
2p− 2 + γ
〈vk〉2p−2+γ +
2p− 2
2p− 2 + γ
〈vj〉2p−2+γ
≤ 〈vk〉2p−2+γ + 〈vj〉2p−2+γ .
The assertion is proved.
Finally we give an estimate on the exponential moments, provided that γ = 0.
In the particular case η = 1 we obtain the following.
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Lemma 4.3. Assume that γ = 0, η = 1 and suppose that there exist δ > 0 and
κ ∈ (0, 1] satisfying (24). Then
1
N2
N∑
k,j=1
σ(vk − vj)
∫
Rd
∣∣∣eδ〈vj+u〉κ − eδ〈vk〉κ∣∣∣ a(u)du ≤ 4cσeδc(δ, κ)
N
N∑
j=1
eδ〈vj〉
κ
.
Proof. Using the inequalities 〈vj + u〉 ≤ 1 + |vj |+ |u| and (1 + a)κ ≤ 1 + aκ, a ≥ 0,
we obtain ∣∣∣eδ〈vj+u〉κ − eδ〈vk〉κ∣∣∣ ≤ eδ〈vj+u〉κ + eδ〈vk〉κ
≤ eδeδ|vj |
κ
eδ|u|
κ
+ eδ〈vk〉
κ
≤ eδeδ|u|
κ
(
eδ〈vj〉
κ
+ eδ〈vk〉
κ
)
and hence
1
N2
N∑
k,j=1
σ(vk − vj)
∫
Rd
∣∣∣eδ〈vj+u〉κ − eδ〈vk〉κ ∣∣∣ a(u)du
≤ e
δc(δ, κ)
N2
N∑
k,j=1
σ(vk − vj)
(
eδ〈vj〉
κ
+ eδ〈vk〉
κ
)
≤ 2cσe
δc(δ, κ)
N
N∑
j=1
eδ〈vj〉
κ
.
For the case where η ∈ (0, 1) we have the following.
Lemma 4.4. Assume that γ = 0, η ∈ (0, 1), and suppose that there exist δ > 0
such that (24) folds for κ = 1. Then
1
N2
N∑
k,j=1
σ(vk − vj)
∫
Rd
∣∣∣eδ〈ηvj+(1−η)vk+ηu〉 − eδ〈vk〉∣∣∣ a(u)du
≤ 2cσe
δc(δ, 1)
N
N∑
j=1
eδ〈vj〉.
Proof. Using the inequality 〈ηvj + (1− η)vk + ηu〉 ≤ 1 + η|vj |+ (1− η)|vk|+ |u| we
obtain ∣∣∣eδ〈ηvj+(1−η)vk+ηu〉 − eδ〈vk〉∣∣∣ ≤ eδ〈ηvj+(1−η)vk+ηu〉 + eδ〈vk〉
≤ eδeδη|vj |eδ(1−η)|vk|eδ|u| + eδ〈vk〉
≤ 2eδeδ|u|
(
eδ〈vj〉 + eδ〈vk〉
)
where we have used Young’s inequality to obtain
eδη|vj |eδ(1−η)|vk| ≤ ηeδ|vj | + (1− η)eδ|vk| ≤ eδ〈vj〉 + eδ〈vk〉.
This implies the assertion.
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4.2. Pathwise description of dynamics. In order to provide a construction of
the Markov process and, in particular, to study the mean-field limit N → ∞,
it is useful to give a pathwise description of the Markov process associated to L
in terms of stochastic differential equations. Namely, a weak solution (R,V) =
(R1, . . . , RN , V1, . . . , VN ) to the system of stochastic equations{
R(t) = R(0) +
∫ t
0
V(s)ds,
V(t) = V(0) +
∫ t
0
∫
{1,...,N}2×Rd×R+
G(R(s),V(s−), u, l, l′, z)N (ds, dl, dl′, du, dz)
,
(29)
where el is the same as in the definition of (7) and
G(R,V, u, l, l′, z) = elη(u+ Vl′ − Vl)1[0,ψ(Rl(s)−Rl′ (s))σ(Vl(s−)−Vl′ (s−))](z), (30)
consists of a stochastic basis (Ω,F , (Ft)t≥0,P) with the usual conditions, a (Ft)t≥0-
adapted cádlág process (R,V) in R2dN and a (Ft)t≥0-adapted Poisson random
measure N on R+ × {1, . . . , N}2 × Rd × R+ with the compensator
N̂ (ds, dl, dl′, du, dz) = ds⊗
 1
N
N∑
j,k=1
δj(dl)⊗ δk(dl′)
⊗ (a(u)du)⊗ dz. (31)
Let us heuristically explain equation (29) in more detail. In order to describe a jump
at time s we have to chose uniformly two particles (l, l′) ∈ {1, . . . , N}2, a random
parameter u ∈ Rd distributed according to a(u)du describing the deviation from
the deterministic model, and finally another auxilliary parameter z ∈ R+ whose
intensity is dz. All this parameters are chosen with intensity (31). If at the jump
time s we have ψ(Rl(s) − Rl′(s))σ(Vl(s−) − Vl′(s−)) ≤ z, then no jump occurs.
Suppose now that ψ(Rl(s) − Rl′(s))σ(Vl(s−) − Vl′(s−)) > z. Then the velocity of
the particle system changes according to V(s) 7−→ V(s)+G(R(s),V(s−), u, l, l′, z).
The particular form of (30) shows that in this case the transition results only in the
change of velocity of the particle l according to
Vl(s−) 7−→ v?(Vl(s−), Vl′(s−), u) = Vl(s−) + η(Vl′(s−)− Vl(s−)) + ηu.
The next lemma is a particular case of the Itô formula and shows that L is indeed
the generator of the process obtained from (29).
Lemma 4.5. Let (R,V) be a weak solution to (29). Then for each F ∈ C1(R2dN )
satisfying
sup
|r|+|v|≤M
∫
Rd
|F (r,v + ek(v?(vk, vj , u)− vk))− F (r,v)|a(u)du <∞, ∀M > 0
(32)
the formula
F (R(t),V(t)) = F (R(0),V(0)) +
∫ t
0
LF (R(s),V(s))ds+MF (t)
holds. Here LF is defined as in (7) and (MF (t))t≥0 is a local martingale given by
MF (t) =
∫ t
0
∫
{1,...,N}2×Rd×R+
∆F Ñ (ds, dl, dl′, du, dz)
with Ñ = N − N̂ and
∆F = F (R(s),V(s−) + G(R(s),V(s−), u, l, l′, z))− F (R(s),V(s−)).
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Proof. Applying the Itô formula to F (R(t),V(t)) yields
F (R(t),V(t)) = F (R(0),V(0)) +
∫ t
0
V(s) · (∇RF )(R(s),V(s))ds
+
∫ t
0
∫
{1,...,N}2×Rd×R+
∆F N̂ (ds, dl, dl′, du, dz)
+
∫ t
0
∫
{1,...,N}2×Rd×R+
∆F Ñ (ds, dl, dl′, du, dz).
By direct computation, one shows that∫ t
0
V(s) · (∇RF (R(s),V(s))ds+
∫ t
0
∫
{1,...,N}2×Rd×R+
∆F N̂ (ds, dl, dl′, du, dz)
=
∫ t
0
LF (R(s),V(s))ds,
while in view of (32) one has∫ t
0
∫
{1,...,N}2×Rd×R+
|∆F |N̂ (ds, dl, dl′, du, dz)
=
1
N
N∑
k,j=1
∫ t
0
ψ(Rk(s)−Rj(s))σ(Vk(s)− Vj(s))
·
∫
Rd
|F (R(s),V(s) + ek(v?(Vk(s), Vj(s), u)− Vk(s)))− F (R(s),V(s))| a(u)duds
where the latter expression is a.s. finite. Hence all integrals above are a.s. finite.
The assertion is proved.
The following is a standard result in the theory of martingale problems and
stochastic equations, see [18, Theorem A.1] and the references therein.
Proposition 1. Let ρ ∈ P(R2dN ) and let Pρ be a solution to the martingale problem
(L,C1c (R2dN ), ρ), i.e. for any F ∈ C1c (R2dN ),
F (r(t),v(t))− F (r(0),v(0))−
∫ t
0
(LF )(r(s),v(s))ds, t ≥ 0 (33)
is a martingale with respect to Pρ, where (r(t),v(t)) the coordinate process in the
Skorokhod space D(R+;R2dN ) and Pρ is a law on D(R+;R2dN ). Then there exists
a weak solution (R,V) to (29) such that the law of (R,V) is precisely Pρ.
Proof. Using the fact that |LF (r,v)| ≤ C
∑N
k=1〈vk〉2, we conclude that (33) is
a local martingale for any F ∈ C1b (R2dN ). The assertion is now a consequence
of the equivalence between martingale problems and weak solutions to stochastic
equations, see, e.g., [18, Theorem A.1].
4.3. Proof of Theorem 3.2. In this part we give a full proof of Theorem 3.2.
Proof of Theorem 3.2. Let us show that we can apply Theorem D.2 to deduce the
assertion. Take g ∈ C∞(R+) such that 1[0,1] ≤ g ≤ 1[0,2] and set
gm(v) = g
(∑N
k=1 |vk|2
m2
)
, v = (v1, . . . , vN ) ∈ RdN .
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Let Lm be the Markov operator given by L with σ(vk−vj) replaced by gm(v)σ(vk−
vj). Then for each F ∈ C1c (R2dN ) we can find a constant C = C(F,ψ, σ) > 0
(independent of m) such that
|LmF (r,v)|, |LF (r,v)| ≤ C
N∑
j=1
〈vj〉γ . (34)
Step 1. Let (Ω,F ,Ft,P) be a stochastic basis and let (R(0),V(0)) ∈ R2dN be a
random variable with some given law µ ∈ P(R2dN ). Let Nm be a Poisson random
measure on Ω with compensator
N̂m(ds, dl, dl′, du, dz) = ds⊗
 1
N
N∑
j,k=1
δj(dl)⊗ δk(dl′)
⊗ (a(u)du)⊗ dz
on R+ × {1, . . . , N}2 × Rd × [0, cm] (for some constant cm > 0 large enough such
that ψ(rl− rl′)σ(vl− vl′)gm(v) ≤ cm for all (r,v) ∈ R2dN ). Consider the system of
stochastic equations{
Rm(t) = R(0) +
∫ t
0
Vm(s)ds,
Vm(t) = V(0) +
∫ t
0
∫
{1,...,N}2×Rd×[0,cm] G
m(Rm(s),Vm(s−), u, l, l′, z)dNm,
(35)
with dNm = Nm(ds, dl, dl′, du, dz), Gm = Gm(Rm,Vm, u, l, l′, z), and
Gm = elη(u+ V
m
l′ − V ml )1[0,ψ(Rml (s)−Rml′ (s))gm(Vm(s−))σ(Vml (s−)−Vml′ (s−))](z).
Since N̂m((0, t] × {1, . . . , N}2 × Rd × [0, cm]) < ∞, for all t > 0, it follows that
(35) can be uniquely solved from jump to jump. Since LmF is bounded for each
m and each F ∈ C1c (R2dN ) we conclude from [21] that the martingale problem
(Lm, C
1
c (R2dN ), µ) has for each µ ∈ P(R2dN ) a unique solution whose law can be
obtained from (35).
Step 2. Suppose that (R(0),V(0)) has law ρ satisfying (21). Define Q4(v) =
1
N
∑N
k=1〈vk〉4 and observe that Q4 satisfies (32). Below we show that there exists
a constant C > 0 (independent of m) such that
E (Q4(Vm(t))) ≤ E (Q4(V(0))) eCt. (36)
Indeed, it follows from Lemma 4.5
Q4(V
m(t)) = Q4(V(0)) +
∫ t
0
LmQ4(R
m(s),Vm(s))ds+Mm(t), (37)
where (Mm(t))t≥0 is a local martingale. Applying Lemma 4.2 gives
LmQ4(R
m(s),Vm(s)) ≤ C 1
N
N∑
k=1
〈V mk (s)〉2+γ ≤ CQ4(Vm(s)),
where the constant C is independent of m. Let τk be the sequence of stopping times
that localizes (Mm(t))t≥0, i.e. (Mm(t ∧ τk))t≥0 is a true martingale for each k and
τk ↗∞ as k →∞. Evaluating (37) at t ∧ τk and taking expectations gives
E (Q4(Vm(t ∧ τk)) = E (Q4(V(0))) + E
(∫ t∧τk
0
LmQ4(R
m(s),Vm(s))ds
)
≤ E (Q4(V(0))) + C
∫ t
0
E (Q4(Vm(s ∧ τk))) ds.
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Applying Gronwalls lemma and letting k →∞ yields (36).
Step 3. Let us show that
sup
m≥1
E
(
sup
s∈[0,t]
Q2(V
m(s))
)
<∞, ∀t > 0 (38)
holds for Q2(v) =
1
N
∑N
k=1〈vk〉2. Indeed, using (35) gives
Q2(V
m(t)) = Q2(V(0))
+
∫ t
0
∫
{1,...,N}2×Rd×[0,cm]
[Q2(V
m(s−) + Gm)−Q2(Vm(s))] dNm
and hence
sup
s∈[0,t]
Q2(V
m(s)) ≤ Q2(V(0))∫ t
0
∫
{1,...,N}2×Rd×[0,cm]
|Q2(Vm(s−) + Gm)−Q2(Vm(s))| dNm,
where Gm = Gm(Rm(s),Vm(s−), u, l, l′, z) and we have used the fact that the
stochastic integral is defined pathwise. Taking expectations gives
E
(
sup
s∈[0,t]
Q2(V
m(s))
)
≤ E (Q2(V(0))) +
∫ t
0
E (Hm(s)) ds
where Hm(s) satisfies
Hm(s) =
1
N2
N∑
k,j=1
ψ(Rmk (s)−Rmj (s))gm(Vm(s))σ(V mk (s)− V mj (s))
·
∫
Rd
∣∣〈ηV mj (s) + (1− η)V mk (s) + ηu〉2 − 〈V mk (s)〉2∣∣ a(u)du
≤ C
N
N∑
k=1
〈V mk (s)〉2+γ
≤ CQ4(Vm(s)),
and the constant C is independent of m and is given by Lemma 4.1. This gives
E
(
sup
s∈[0,t]
Q2(V
m(s))
)
≤ E(Q2(V(0))) + C
∫ t
0
E (Q4(Vm(s))) ds
and in view of (36) we deduce (38).
Step 4. Using (36) and (38) from previous steps combined with Q2(v)
2 ≤
Q4(v) we may apply Theorem D.2 and conclude that the martingale problem for
(L,C1c (R2dN ), ρ) has a unique solution Pρ which satisfies
sup
s∈[0,t]
Eρ
(
Q2(v(s))
2
)
ds <∞, ∀t > 0,
where Eρ denotes the integration w.r.t. Pρ and (r(t),v(t)) the coordinate process
in the Skorokhod space D(R+;R2dN ).
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4.4. Moment estimates for the N-particle process. Here and below we always
assume that one of the following cases is satisfied:
(i) γ = 0, η ∈ (0, 1], and ρ ∈ P(R2dN ).
(ii) γ ∈ [0, 1], η = 1, (8) holds for p = 2, and ρ ∈ P(R2dN ) satisfies (21).
In both cases we have seen that there exists a unique solution to (29) defined on a
stochastic basis (ΩN ,FN , (FNt )t≥0,PN ) with the usual conditions, which we denote
by XNk := (R
N
k , V
N
k ), k = 1, . . . , N .
We call ρ ∈ P(R2dN ) symmetric, if for any permutation τ of {1, . . . , N} and any
bounded measurable function F : R2dN −→ R∫
R2dN
F (x1, . . . , xN )dρ(x1, . . . , xN ) =
∫
R2dN
F (xτ(1), . . . , xτ(N))dρ(x1, . . . , xN ).
The following corollary shows that the particle trajectories are indistinguishable.
Corollary 2. Let ρ be symmetric, then XN1 , . . . , X
N
N are exchangeable as elements
in D(R+;R2d), i.e. for any permutation τ of {1, . . . , N} and any bounded measur-
able function F : D(R+;R2dN ) −→ R
E(F (XN1 , . . . , XNN )) = E(F (XNτ(1), . . . , X
N
τ(N))). (39)
In particular, (RNk , V
N
k ), k = 1, . . . , N , are identically distributed as elements in the
Skorokhod space D(R+;R2d).
Proof. Since L maps symmetric functions onto symmetric functions, the assertion
follows from uniqueness of the martingale problem (L,C1c (R2dN ), ρ).
Below we prove some moment estimates (uniform in N and η) for the unique
solution to (29). We start with the case η = 1 and γ ∈ [0, 2].
Corollary 3. Let η = 1, γ ∈ [0, 2] and suppose that (8) holds for some p ≥ 2. Let
ρ ∈ P(R2dN ) be symmetric with∫
R2dN
N∑
j=1
|vj |2pdρ(r,v) <∞.
Then there exists a constant C = C(ψ, σ) > 0 (independent of N) such that, for
γ ∈ [0, 2) and t ≥ 0,
EN
 1
N
N∑
j=1
〈V Nj (t)〉2p

≤ 2p−12
2p
2−γ EN
 1
N
N∑
j=1
〈V Nj (0)〉2p
+ 1
2
(
Cp
2− γ
p
) 2p
2−γ
t
2p
2−γ ,
where Cp = Cλ2p2
4p, and, for γ = 2,
EN
 1
N
N∑
j=1
〈V Nj (t)〉2p
 ≤ 2pE
 1
N
N∑
j=1
〈V Nj (0)〉2p
 eCpt, t ≥ 0. (40)
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Moreover, there exists another constant C ′ > 0 such that
EN
(
sup
s∈[0,t]
〈V N1 (s)〉2p−γ
)
≤ EN
 1
N
N∑
j=1
〈V Nj (0)〉2p−γ
 (41)
+ C ′λ2p2
2p
∫ t
0
EN
 1
N
N∑
j=1
〈V Nj (s)〉2p
 ds.
Proof. Both estimates can be shown in the same way as (36). Indeed, it follows
from Lemma 4.2 and Lemma 4.5
EN
 1
N
N∑
j=1
|V Nj (t)|2p

≤ EN
 1
N
N∑
j=1
|V Nj (0)|2p
+ Cλ2p23p ∫ t
0
EN
 1
N
N∑
j=1
〈V Nj (s)〉2p−2+γ
 ds
≤ EN
 1
N
N∑
j=1
|V Nj (0)|2p
+ Cλ2p23p ∫ t
0
EN
 1
N
N∑
j=1
〈V Nj (s)〉2p
1−
2−γ
2p
ds
where we have used twicely the Jensen inequality. Next observe that, by 1+ |v|2p ≤
〈v〉2p ≤ 2p(1 + |v|2p) and the previous estimate we have
EN
 1
N
N∑
j=1
〈V Nj (t)〉2p
 ≤ 2p + 2pEN
 1
N
N∑
j=1
|V Nj (t)|2p

≤ 2pEN
 1
N
N∑
j=1
〈V Nj (0)〉2p

+ Cp
∫ t
0
EN
 1
N
N∑
j=1
〈V Nj (s)〉2p
1−
2−γ
2p
ds.
For γ = 2 we apply the Gronwall lemma, for γ ∈ [0, 2) we may apply a nonlinear
version of the Gronwall lemma stated in the appendix. To be more rigorous one
has to consider the above estimates first for the variables VN,m(t) := VN (t ∧ τm)
where τm is a stopping time chosen in such a way that V
N (t ∧ τm−) is bounded.
Obtaining the desired estimates for VN,m(t) (with constants independent of m),
one may then pass to the limit m → ∞. Since such type of arguments are rather
standard and have been performed for the proof of (36), we leave the details for the
reader.
Concerning estimate (41) we proceed similarly as in the proof of (36) to find that
sup
s∈[0,t]
〈V N1 (s)〉2p−γ ≤ 〈V N1 (0)〉2p−γ
+
∫ t
0
∫
{1,...,N}2×Rd×R+
|〈V N1 (s−) +G1〉2p−γ − 〈V1(s−)〉2p−γ |dN ,
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where G1 = G1(R(s),V(s−), u, l, l′, z). Taking expectations gives
EN
(
sup
s∈[0,t]
〈V N1 (s)〉2p−γ
)
≤ EN
(
〈V N1 (0)〉2p−γ
)
+
∫ t
0
EN (H(s))ds,
where by Lemma 4.1
H(s) = 1
N
N∑
j=1
ψ(R1(s)−Rj(s))σ(V1(s)− Vj(s))
·
∫
Rd
∣∣〈ηVj(s) + (1− η)V1(s) + ηu〉2p−γ − 〈V1(s)〉2p−γ∣∣ a(u)du
≤ Cλ2p22p
〈V1(s)〉2p + 1
N
N∑
j=1
〈Vj(s)〉2p
 .
This gives
EN
(
sup
s∈[0,t]
〈V N1 (s)〉2p−γ
)
≤ EN
(
〈V N1 (0)〉2p−γ
)
+ Cλ2p2
2p
∫ t
0
〈V1(s)〉2p + 1
N
N∑
j=1
〈Vj(s)〉2p
 ds
= EN
 1
N
N∑
j=1
〈V Nj (0)〉2p−γ
+ 2Cλ2p22p ∫ t
0
EN
 1
N
N∑
j=1
〈V Nj (s)〉2p
 ds,
where we have used that all particles are indistinguishable. This proves the asser-
tion.
Using similar arguments combined with Lemma 4.1 and Lemma 4.4 yield prop-
agation of exponential moments.
Corollary 4. Suppose that γ = 0, η = 1, and there exist δ > 0 and κ ∈ (0, 1] such
that (24) holds. Then there exists a constant C = C(ψ, σ) > 0 such that
EN
 1
N
N∑
j=1
eδ〈V
N
j (t)〉
κ
+ EN ( sup
s∈[0,t]
eδ〈V
N
1 (t)〉
κ
)
≤ EN
 1
N
N∑
j=1
eδ〈V
N
j (0)〉
κ
 eCt.
A similar assertion holds also for η ∈ (0, 1), provided κ = 1.
5. The mean-field limit N → ∞. In this section we perform the limit N →
∞ and identify the corresponding limiting process, i.e. we prove Theorem 3.4
and partially Theorem 3.3. The exponential moment estimates can be deduced by
similar arguments given in this section. Finally, the proof of Theorem 3.3 is then
complete once we have also shown the uniqueness results from Section 6.
For each N ≥ 2, let ρ(N) ∈ P(R2dN ) be given by
ρ(N)(dr1, dv1, . . . , drN , dvN ) =
N⊗
k=1
µ0(drk, dvk)
and denote by (RNk , V
N
k )k=1,...,N the unique weak solution to (29) defined on a sto-
chastic basis (ΩN ,FN , (FNt )t≥0,PN ) with the usual conditions. Let P(D(R+;R2d))
230 MARTIN FRIESEN AND OLEKSANDR KUTOVIY
be the space of probability measures over the Skorokhod space D(R+;R2d), similarly
let P(P(D(R+;R2d))) be the space of probability measures over P(D(R+;R2d))
equipped with the weak topology. Define a sequence of empirical measures
µ(N) =
1
N
N∑
k=1
δ(RNk ,V Nk ), (42)
i.e. P(D(R+;R2d))-valued random variables and let π(N) ∈ P(P(D(R+;R2d))) be
the law of µ(N). The proof of Theorem 3.4 and partially Theorem 3.3 consists of
the following two steps
Step 1. Prove that π(N) is relatively compact and show that each limit is supported
on processes having the desired moment bounds.
Step 2. Prove that each limit π(∞) of a subsequence of π(N) is supported on solu-
tions to the nonlinear martingale problem (A,C1c (R2d), µ0).
5.1. Compactness and moment estimates. We first show that (π(N))N≥2 is
relatively compact.
Proposition 2. (π(N))N≥2 is relatively compact in P(P(D(R+;R2d))).
Proof. In view of [28, Proposition 2.2], see also Corollary 2, it suffices to show that
(RN1 , V
N
1 ) is tight in D(R+;R2d). First we observe that
sup
t∈[0,T ]
EN
(
|RN1 (t)|
)
≤ sup
N≥2
EN
(
|RN1 (0)|
)
+ T sup
N≥2
EN
(
sup
t∈[0,T ]
|V N1 (t)|
)
<∞,
where the right-hand side is finite due to the moment estimates of previous section.
We seek to apply the Aldous criterion (see e.g. [20]). For each N ≥ 2 let SN , TN
be (FNt )t≥0 stopping times such that for M ∈ N and δ ∈ (0, 1] we have SN ≤ TN ≤
SN + δ and SN , TN ≤M . Then
EN
(
|RN1 (TN )−RN1 (SN )|
)
≤ δ sup
N≥2
EN
(
sup
τ∈[0,M ]
|V N1 (τ)|
)
and similarly by (29) and the exchangeability of the particles
EN
(
|V N1 (TN )− V N1 (SN )|
)
≤ C
N
N∑
j=1
EN
(∫ TN
SN
∫
Rd
|u+ (V Nj (τ)− V N1 (τ))|
(
〈V N1 (τ)〉γ + 〈V Nj (τ)〉γ
)
a(u)dudτ
)
≤ CEN
∫ TN
SN
〈V N1 (τ)〉1+γ + 1N
N∑
j=1
〈V Nj (τ)〉1+γ
 dτ

≤ Cδ sup
N≥2
EN
(
sup
τ∈[0,M ]
〈V N1 (τ)〉1+γ
)
<∞
where the last term is finite due to the moment estimates on the process. This
proves the assertion.
For ν ∈ P(D(R+;R2d)) let νt ∈ P(R2d) be the time-marginal at time t ≥ 0 and,
for q ≥ 0, set
‖νt‖q :=
∫
R2d
〈v〉qνt(dr, dv).
The next lemma provides moment estimates for the limits of the empirical measure.
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Lemma 5.1. There exists a constant C = C(ψ, σ) > 0 such that for all t ≥ 0 we
have, for γ ∈ [0, 2),∫
P(D(R+;R2d))
‖νt‖2pdπ(∞)(ν)
≤ 2p−12
2p
2−γ
∫
R2d
〈v〉2pµ0(dr, dv) +
1
2
(
Cp
2− γ
p
) 2p
2−γ
t
2p
2−γ ,
with Cp = Cλ2p2
4p and, for γ = 2,∫
P(D(R+;R2d))
‖νt‖2pdπ(∞)(ν) ≤ 2p
(∫
R2d
〈v〉2pµ0(dr, dv)
)
eCpt.
Proof. By approximation and the Lemma of Fatou we get∫
P(D(R+;R2d))
‖νt‖2pdπ(∞)(ν) ≤ sup
N≥2
∫
P(D(R+;R2d))
‖νt‖2pdπ(N)(ν)
= sup
N≥2
EN
 1
N
N∑
j=1
〈V Nj (t)〉2p
 .
The assertion now follows from our known moment estimates.
From this we readily deduce, after we have completed Step 2, the desired moment
estimate (25). Estimates (26) and (23) can be now deduced from the Itô formula.
5.2. Identifying the limit. The following shows that each limit point π(∞) of
a subsequence of (π(N))N≥2 is supported on solutions to the nonlinear martingale
problem (A,C1c (R2d), µ0).
Proposition 3. Let π(∞) ∈ P(P(D(R+;R2d))) be any weak limit of a subsequence
of (π(N))N≥2. Then π
(∞)-a.a. µ ∈ P(D(R+;R2d)) solve the nonlinear martingale
problem (A,C1c (R2d), µ0).
The rest of this section is devoted to the proof of this proposition. It is not
difficult to see that the complement of
Dµ =
{
t > 0 | µ
(
(r, v) ∈ D(R+;R2d) : (r(t), v(t)) = (r(t−), v(t−))
)
= 1
}
is at most countable and the coordinate function (r, v) 7−→ (r(t), v(t)) is µ-a.s.
continuous, for any t ∈ Dµ and any µ ∈ P(D(R+;R2d)). Moreover, we can show
that also the complement of
D(π(∞)) =
{
t > 0 | π(∞)
(
µ ∈ P(D(R+;R2d)) : t ∈ Dµ
)
= 1
}
is at most countable.
Let 0 ≤ t1, . . . , tm ≤ s ≤ t with t1, . . . , tm, s, t ∈ D(π(∞)), m ∈ N, g1, . . . , gm ∈
Cb(R2d) and g ∈ C1c (R2d). For (r, v) ∈ D(R+;R2d) and µ ∈ P(D(R+;R2d)) let
H(µ; r, v) be given by(
g(r(t), v(t))− g(r(s), v(s))−
∫ t
s
(A(µτ )g)(r(τ), v(τ))dτ
) m∏
j=1
gj(r(tj), v(tj)) (43)
and define
F (µ) :=
∫
D(R+;R2d)
H(µ; r, v)µ(dr, dv). (44)
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It is clear that µ is a solution to the nonlinear martingale problem (A,C1c (R2d), µ0),
provided µ((r(0), v(0)) ∈ ·) = µ0, (15) holds and F (µ) = 0. Since, by Lemma 5.1,
π(∞)-a.a. µ satisfy (15) and µ((r(0), v(0)) ∈ ·) = µ0, it suffices to show that
(a) limN→∞
∫
P(D(R+;R2d)) |F (µ)|
2dπ(N)(µ) = 0,
(b) limN→∞
∫
P(D(R+;R2d)) |F (µ)|dπ
(N)(µ) =
∫
P(D(R+;R2d)) |F (µ)|dπ
(∞)(µ),
where for simplicity of notation π(N) denotes the subsequence converging weakly to
π(∞). Let us first prove (a).
Lemma 5.2. Assertion (a) is satisfied.
Proof. Let Ñ (ds, dl, dl′, du, dz) be the compensated Poisson random measure on
R+ × {1, . . . , N}2 × Rd and let MN,ks,t be given by∫ t
s
∫
E
(
g(RNk (τ), V
N
k (τ−) +Gk)− g(RNk (τ), V Nk (τ−))
)
Ñ (dτ, dl, dl′, du, dz),
where E := {1, . . . , N}2 × Rd × R+ and Gk = Gk(RN (τ),VN (τ−), u, l, l′, z) ∈ Rd
denotes G = (G1, . . . , GN ) ∈ (Rd)N given by (30). Then
(A(µ(N))g)(RNk , V
N
k ) = V
N
k · (∇rg)(RNk , V Nk )
+
1
N
N∑
j=1
ψ(RNk −RNj )σ(V Nk − V Nj )∫
Rd
(
g(RNk , v
?(V Nk , V
N
j , u))− g(RNk , V Nk )
)
a(u)du
and from the Itô formula one immediately obtains
g(RNk (t), V
N
k (t)) = g(R
N
k (s), V
N
k (s)) +
∫ t
s
(A(µ(N)τ )g)(R
N
k (τ), V
N
k (τ))dτ +M
N,k
s,t .
This shows that
F (µ(N)) =
1
N
N∑
k=1
H(µ(N);RNk , V
N
k ) =
1
N
N∑
k=1
MN,ks,t
m∏
j=1
gj(R
N
k (tj), V
N
k (tj)).
For the Doob-Meyer process of MN,ks,t we obtain
〈MN,ks,t 〉 =
1
N
N∑
j=1
∫ t
s
∫
Rd
(
g(RNk , V
N
j + u)− g(RNk , V Nk )
)2
ψ(RNk −RNj )σ(V Nk − V Nj )a(u)dudτ
≤ C
N
N∑
j=1
∫ t
s
(
〈V Nk (τ)〉γ + 〈V Nj (τ)〉γ
)
dτ.
Using the moment estimates of previous section we obtain EN (〈MN,ks,t 〉) ≤ C for all
k = 1, . . . , N and some constant C = C(ψ, σ, a, g) independent of N . Using the par-
ticular form of G (see (30)), we obtain for the covariation process 〈MN,ks,t ,M
N,j
s,t 〉 = 0
for all k 6= j. Hence we conclude from the properties of the processes 〈MN,ks,t 〉 and
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〈MN,ks,t ,M
N,j
s,t 〉∫
P(D(R+;R2d))
|F (ν)|2dπ(N)(ν)
=
1
N2
∑
k 6=j
EN
(
MN,ks,t M
N,j
s,t
m∏
l1=1
gl1(R
N
k (tl1), V
N
k (tl1))
m∏
l2=1
gl2(R
N
k (tl2), V
N
k (tl2))
)
+
1
N2
N∑
k=1
EN
(
(MN,ks,t )
2
m∏
l=1
gl(R
N
k (tl), V
N
k (tl))
2
)
=
1
N2
∑
k 6=j
EN
(
〈MN,ks,t ,M
N,j
s,t 〉
m∏
l1=1
gl1(R
N
k (tl1), V
N
k (tl1))
m∏
l2=1
gl2(R
N
k (tl2), V
N
k (tl2))
)
+
1
N2
N∑
k=1
EN
(
〈MN,ks,t 〉
m∏
l=1
gl(R
N
k (tl), V
N
k (tl))
2
)
≤ C(ψ, σ, a, g, g1, . . . , gm)
N
,
which proves the assertion.
Next we prove assertion (b).
Lemma 5.3. Assertion (b) is satisfied.
Proof. Take ϕ ∈ C∞(R+) with 1[0,1] ≤ ϕ ≤ 1[0,2]. For R > 0 and ν ∈ P(R2d) let
(AR(ν)g)(r, v) = v · (∇rg)(r, v)
+
∫
R2d×Rd
ϕ
(
|w|2
R2
)
(g(r, v?(v, w, u))− g(r, v))
ψ(r − q)σ(v − w)ν(dq, dw)a(u)du.
Then it is not difficult to see that
P(R2d)× R2d 3 (ν, r, v) 7−→ (AR(ν)g)(r, v)
is jointly continuous where P(R2d) is endowed with the topology of weak conver-
gence. Moreover one can show that for some constant C = C(ψ, σ, a, g)
|AR(ν)g(r, v)−A(ν)g(r, v)| ≤ C
∫
R2d
1{|w|>R}σ(v − w)dν(q, w)
≤ C
R1/2
‖ν‖γ+ 12 〈v〉
γ . (45)
Let HR be defined by (43) with A replaced by AR and define FR(µ) by (44) with
H replaced by HR. Then we obtain∣∣∣∣∣
∫
P(D(R+;R2d))
|F (µ)|dπ(N)(µ)−
∫
P(D(R+;R2d))
|F (µ)|dπ(∞)(µ)
∣∣∣∣∣
≤
∫
P(D(R+;R2d))
|F (µ)− FR(µ)|dπ(N)(µ) +
∫
P(D(R+;R2d))
|FR(µ)− F (µ)|dπ(∞)(µ)
+
∣∣∣∣∣
∫
P(D(R+;R2d))
|FR(µ)|dπ(N)(µ)−
∫
P(D(R+;R2d))
|FR(µ)|dπ(∞)(µ)
∣∣∣∣∣
= I1 + I2.
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Using (45) we obtain for T > t and some constant C = C(g, g1, . . . , gm, ψ, σ, a)
|F (µ)− FR(µ)|
≤ C
∫ t
s
∫
D(R+;R2d)
|(A(µτ )g)(r(τ), v(τ))− (AR(µτ )g)(r(τ), v(τ))|µ(dr, dv)dτ
≤ C
R1/2
∫ t
s
‖µτ‖γ+ 12 ‖µτ‖γdτ
≤ C
R1/2
∫ t
s
‖µτ‖2γ+1dτ,
where we have used that ‖µτ‖γ+ 12 ‖µτ‖γ ≤ ‖µτ‖
2
γ+ 12
≤ ‖µτ‖2γ+1. Using the moment
estimates from Corollary 3 and Lemma 5.1 we find a constant C > 0 such that
supN≥2 I1 ≤ CR−1/2. Hence it remains to prove that I2 −→ 0 as N → ∞ for any
fixed R > 0.
Fix R > 0 and recall that ϕ is a smooth function on R+ satisfying 1[0,1] ≤ ϕ ≤
1[0,2]. Define
H1R,m(µ;x) := ϕ
 supτ∈[s,t]〈v(τ)〉
2
m2
HR(µ;x),
H2R,m(µ;x) :=
1− ϕ
 supτ∈[s,t]〈v(τ)〉
2
m2

HR(µ;x),
and let F jR,m be given by (44) with H replaced by H
j
R,m, j = 1, 2. Then we obtain
I2 ≤ J1 + J2, where
Jj =
∣∣∣∣∣
∫
P(D(R+;R2d))
|F jR,m(µ)|dπ
(N)(µ)−
∫
P(D(R+;R2d))
|F jR,m(µ)|dπ
(∞)(µ)
∣∣∣∣∣ .
For any m ≥ 1 and µ ∈ P(D(R+;R2d)) we find a constant C independent of N and
m such that
|F 2R,m(µ)| ≤
∫
D(R+;R2d)
1{
sup
τ∈[s,t]
〈v(τ)〉>m
}|HR(µ; r, v)|µ(dr, dv)
≤ C
∫
D(R+;R2d)
∫ t
s
1{
sup
τ∈[s,t]
〈v(τ)〉>m
}〈v(τ)〉γdτµ(dr, dv)
≤ C
m
∫
D(R+;R2d)
sup
τ∈[s,t]
〈v(τ)〉1+γµ(dr, dv).
The moment estimates from Corollary 3 and a similar application of the Lemma of
Fatou as in Lemma 5.1 gives
J2 ≤
C
m
∫
P(D(R+;R2d))
∫
D(R+;R2d)
sup
τ∈[s,t]
〈v(τ)〉1+γµ(dr, dv)d(π(N) + π(∞))(µ) ≤ C
m
.
Hence it suffices to show that J1 −→ 0 as N →∞ for each fixed R,m.
Note that H1R,m is bounded and jointly continuous in (µ, r, v). Hence F
1
R,m is
continuous and bounded on P(D(R+;R2d))). Using the weak convergence π(N) −→
π(∞) as N →∞ we conclude that also J1 −→ 0 as N →∞, for each fixed R,m.
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6. Uniqueness for bounded coefficients. In this section we study uniqueness
for the nonlinear martingale problem (A,C1c (R2d), µ0) as well as for the kinetic
equation (9) for the case γ = 0. The following is our main result in this case.
Theorem 6.1. Suppose that γ = 0 and η ∈ (0, 1]. Then for each µ0 ∈ P(R2d) there
exists at most one solution to the nonlinear martingale problem (A,C1c (R2d), µ0).
In particular, there exists at most one weak solution to the mean-field SDE (17).
The proof of this theorem is deduced from the following considerations.
6.1. Uniqueness for the time-marginals. In this section we study uniqueness
and stability for the time-marginals, i.e. solutions to (14). More precisely, we prove
an a priori bound for any two solutions to (14) with respect to the total variation
distance
‖µ− ν‖TV = sup
{
〈g, µ− ν〉 : g ∈ B(R2d), ‖g‖∞ ≤ 1
}
,
where B(R2d) denotes the space of all bounded measurable functions on R2d. The
proof of such bound relies on a mild formulation of (14) given below.
Lemma 6.2. Let (µt)t≥0 ⊂ P(R2d) be given. Then (µt)t≥0 satisfies (14) if and
only if
〈g, µt〉 = 〈S(t)g, µ0〉+
∫ t
0
〈QS(t− s)g, µs ⊗ µs〉ds (46)
holds for all g ∈ C1c (R2d), where S(t− s)g(r, v) = g(r+ (t− s)v, v). Moreover, (46)
naturally extends to all g ∈ B(R2d).
Proof. If (µt)t≥0 is a solution to (14), then
d
ds
〈S(t− s)g, µs〉 =
∫
R2d×R2d
QS(t− s)g(r, v; q, w)µs(dr, dv)µs(dq, dw)
and hence integrating over [0, t] gives (46). Conversely, suppose that (µt)t≥0 satisfies
(46). Differentiating (46) readily yields (14). For the last part we use
|QS(t− s)g(r, v; q, w)| ≤ 2‖g‖∞‖ψ‖∞‖σ‖∞. (47)
combined with dominated convergence and standard density arguments.
The following is our main estimate for solutions to (14) in the case γ = 0.
Theorem 6.3. Suppose that γ = 0 and η ∈ (0, 1]. Let (µt)t≥0 and (νt)t≥0 be two
solutions to (14). Then
‖µt − νt‖TV ≤ ‖µ0 − ν0‖TV exp (4‖ψ‖∞‖σ‖∞t) , t ≥ 0.
Proof. Let g ∈ B(R2d) be such that ‖g‖∞ ≤ 1. Then, by (46),
〈g, µt − νt〉 = 〈S(t)g, µ0 − ν0〉+
∫ t
0
〈QS(t− s)g, µs ⊗ µs − νs ⊗ νs〉ds
= 〈S(t)g, µ0 − ν0〉+
∫ t
0
〈QS(t− s)g, µs ⊗ (µs − νs)〉ds
+
∫ t
0
〈QS(t− s)g, (µs − νs)⊗ νs〉ds
≤ ‖µ0 − ν0‖TV + 4‖ψ‖∞‖σ‖∞
∫ t
0
‖µs − νs‖TVds,
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where we have used ‖S(t)g‖∞ ≤ 1 and (47) to obtain
〈QS(t− s)g, (µs − νs)⊗ νs〉 ≤ sup
(q,w)∈R2d
∫
R2d
(QS(t− s)g)(r, v; q, w)(µs − νs)(dr, dv)
≤ 2‖ψ‖∞‖σ‖∞‖µs − νs‖TV
and similarly
〈QS(t− s)g, (µs − νs)⊗ νs〉 ≤ 2‖ψ‖∞‖σ‖∞‖µs − νs‖TV.
Taking the supremum over all g ∈ B(R2d) with ‖g‖∞ ≤ 1 and then applying the
Gronwall lemma yields the assertion.
6.2. Uniqueness in law for the Vlasov-McKean equation. Below we prove
that the nonlinear martingale problem (A,C1c (R2d), µ0) has at most one solution.
Proposition 4. Suppose that γ = 0 and let µ0 ∈ P(R2d). Then there exists
at most one solution µ ∈ P(D(R+;R2d)) to the nonlinear martingale problem
(A,C1c (R2d), µ0).
Proof. Let µ, µ̃ be solutions to the nonlinear martingale problem (A,C1c (R2d), µ0).
Then their time-marginals (µt)t≥0 and (µ̃t)t≥0 both solve (14) and hence coincide,
i.e. µt = µ̃t, for all t ≥ 0. Consequently µ and µ̃ are both solutions to the linear
time-inhomogeneous martingale problem (At, C
1
c (R2d), µ0), i.e.
g(x(t))− g(x(0))−
∫ t
0
(A(µs)g)(x(s))ds, t ≥ 0, g ∈ C1c (R2d), (48)
is a martingale with respect to µ and µ̃, where At := A(µt) = A(µ̃t). Using the
same argument as in the proof of Theorem 6.3, one easily shows that there exists
at most one solution (ρt)t≥0 to the time-inhomogeneous Fokker-Planck equation
〈g, ρt〉 = 〈g, ρ0〉+
∫ t
0
〈A(µs)g, ρs〉, t ≥ 0, g ∈ C1c (R2d).
Applying [8, p.184, Theorem 4.2] we conclude that the time-inhomogeneous mar-
tingale problem (48) is well-posed and hence µ = µ̃.
7. Uniqueness for kinetic equation when γ ∈ (0, 2]. In this section we provide
some sufficient condition for uniqueness and stability of solutions to (14) in the case
where γ ∈ (0, 2]. As before, it is not difficult to see that any solution to (14) still
satisfies the mild formulation (46).
7.1. Estimate on the total variation distance. For δ > 0 let
U(γ, δ) =
{
(µt)t≥0 | sup
t∈[0,T ]
Cγ(δ, µt) <∞, ∀T > 0
}
where
Cγ(δ, µt) :=
∫
R2d
eδ〈v〉
γ
µt(dr, dv). (49)
The following is the main result on uniqueness and stability for (14).
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Theorem 7.1. Fix δ > 0. Then there exists a constant C = C(ψ, σ, δ) > 0 such
that any two solutions (µt)t≥0, (νt)t≥0 ∈ U(γ, δ) to (14) satisfy
‖µt − νt‖TV ≤ ‖µ0 − ν0‖TV
+ C
∫ t
0
Cγ(δ, µs + νs)2‖µs − νs‖TV(1 + | ln(‖µs − νs‖TV)|)ds.
In particular, the following assertions hold
(a) There exists at most one solution to (14) in U(γ, δ).
(b) Let µ0, µ
(n)
0 ∈ P(R2d) with
‖µ0 − µ(n)0 ‖TV −→ 0, n→∞
and let (µt)t≥0 and (µ
(n)
t )t≥0 be two solutions to (14) with initial condition µ0
and µ
(n)
0 , respectively. Suppose that there exists δ > 0 such that
sup
n≥1
sup
t∈[0,T ]
Cγ(δ, µt + µ(n)t ) <∞, ∀T > 0.
Then, for any t ≥ 0,
‖µt − µ(n)t ‖TV −→ 0, n→∞.
Proof. Let g ∈ B(R2d) be such that ‖g‖∞ ≤ 1. Using the mild formulation (46) we
obtain
〈g, µt − νt〉 = 〈S(t)g, µ0 − ν0〉+
∫ t
0
〈QS(t− s)g, µs ⊗ µs − νs ⊗ νs〉ds
=
∫ t
0
〈QS(t− s)g, µs ⊗ (µs − νs)〉ds+
∫ t
0
〈QS(t− s)g, (µs − νs)⊗ νs〉.
Let ϕ be a smooth function on R+ such that 1[0,1] ≤ ϕ ≤ 1[0,2] and set ϕR(w) :=
ϕ
(
〈w〉2
R2
)
. Using the definition of Q and (1− ϕR(w)) ≤ 1{〈w〉>R} we obtain
|〈QS(t− s)g, µs ⊗ (µs − νs)〉|
≤
∫
R4d
ϕR(w)|(QS(t− s)g)(r, v; q, w)|dµs(r, v)d(µs − νs)(q, w)
+
∫
R4d
1{〈w〉>R}|(QS(t− s)g)(r, v; q, w)|dµs(r, v)d(µs + νs)(q, w)
≤ C‖µs‖γRγ‖µs − νs‖TV + C‖µs‖γ
∫
R4d
1{〈w〉>R}〈w〉γd(µs + νs)(q, w).
For the last term we use similar arguments to [11] and [13]. Namely, using 〈w〉γ ≤
Ce
δ
2 〈w〉
γ
for some constant C > 0 large enough, we get∫
R4d
1{〈w〉>R}〈w〉γd(µs + νs)(q, w)
≤ C
∫
R4d
1{〈w〉>R}e
− δ2 〈w〉
γ
eδ〈w〉
γ
d(µs + νs)(q, w)
≤ Ce− δ2R
γ
Cγ(δ, µs + νs).
Taking Rγ = 2δ | ln(‖µs − νs‖TV)| we deduce
〈QS(t− s)g, µs ⊗ (µs − νs)〉
≤ CCγ(δ, µs + νs)‖µs‖γ‖µs − νs‖TV(1 + | ln(‖µs − νs‖TV)|).
238 MARTIN FRIESEN AND OLEKSANDR KUTOVIY
Proceeding in the same way we can also show that
〈QS(t− s)g, (µs − νs)⊗ νs〉
≤ CCγ(δ, µs + νs)‖νs‖γ‖µs − νs‖TV(1 + | ln(‖µs − νs‖TV)|).
Since ‖µs‖γ + ‖νs‖γ ≤ CCγ(δ, µs + νs), the desired inequality follows by taking
the supremum over all g ∈ B(R2d) with ‖g‖∞ ≤ 1. Uniqueness and stability is a
direct consequence of the a priori estimate we have shown, i.e. one may apply a
generalization of the Gronwall inequality stated in the appendix.
7.2. Estimate on the Wasserstein distance. In this part we prove estimates
for solutions to (14) with respect to the Wasserstein distance
d(µ, ν) = sup
‖g‖0≤1
|g(r, v)− g(r̃, ṽ)|
|r − r̃|+ |v − ṽ|
, ‖g‖0 := sup
(r,v)6=(r̃,ṽ)
|g(r, v)− g(r̃, ṽ)|
|r − r̃|+ |v − ṽ|
,
where µ, ν ∈ P(R2d) are supposed to have finite first moments. Since particles are
transported by the transport operator v · ∇r, it is more natural to use the shifted
Wasserstein distance
dt(µ, ν) = d(S(−t)∗µ, S(−t)∗ν), t ≥ 0,
where S(t)g(r, v) = g(r + vt, v) and S(t)∗ is the adjoint operator defined by the
relation
〈S(t)g, µ〉 = 〈g, S(t)∗µ〉, g ∈ B(R2d), µ ∈ P(R2d).
Below we will use another characterization of the shifted distance in terms of optimal
couplings described as follows.
Introduce a one-paramter family of metrics on R2d
|(r, v)− (r̃, ṽ)|t := |(r − vt)− (r̃ − ṽt)|+ |v − ṽ|, t ≥ 0
and related to this metrics define the time-dependent Lipschitz norms
‖g‖t = sup
(r,v)6=(r̃,ṽ)
|g(r, v)− g(r̃, ṽ)|
|(r, v)− (r̃, ṽ)|t
.
Given µ, ν ∈ P(R2d), a coupling H of (µ, ν) is a probability measure on R4d such
that its marginals are given by µ and ν, respectively. Let H(µ, ν) the space of all
such couplings. The reader may consult [30] for additional details on couplings and
related Wasserstein distance.
Proposition 5. Let µ, ν ∈ P(R2d) satisfy
∫
R2d(|r| + |v|)(µ + ν)(dr, dv) < ∞ and
fix t ≥ 0. Then there exists Ht ∈ H(µ, ν) such that
dt(µ, ν) = sup
‖ψ‖0≤1
〈S(−t)ψ, µ− ν〉 (50)
= sup
‖ψ‖t≤1
〈ψ, µ− ν〉 =
∫
R4d
|(r, v)− (r̃, ṽ)|tdHt(r, v; r̃, ṽ).
Proof. The first equality follows from the definition of S(t)∗, the second equality
from the definition of the norms ‖ · ‖t while the third equality is a particular case
of the Kantorovich-duality (see [30]).
The following is our main coupling estimate for the Wasserstein distance dt.
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Proposition 6. Suppose that
∫
R2d |u|a(u)du <∞ and let µ0, ν0 ∈ P(R
2d) satisfy∫
R2d
(|r|+ |v|)(µ0 + ν0)(dr, dv) <∞.
Let (µt)t≥0 and (νt)t≥0 be two solutions to (14) satisfying∫ T
0
∫
R2d
(
|r|+ |v|1+γ
)
(µt + νt)(dr, dv)dt <∞, ∀T > 0.
For t ≥ 0, let Ht ∈ H(µt, νt) be such that
dt(µt, νt) =
∫
R4d
|(r, v)− (r̃, ṽ)|tdHt(r, v; r̃, ṽ). (51)
Then for each T > 0 there exists C > 0 (independent of µt, νt) such that, for any
t ∈ [0, T ],
dt(µt, νt) ≤ d0(µ0, ν0) + C(T, a, ψ)
∫ t
0
∫
R8d
Λ(r, v, q, w; r̃, ṽ, q̃, w̃)dH0sdH
1
sds,
where dH0s = dHs(r, v; r̃, ṽ), dH
1
s = dHs(q, w; q̃, w̃) and
Λ(r, v, q, w; r̃, ṽ, q̃, w̃)
= (〈v〉+ 〈w〉+ 〈ṽ〉+ 〈w̃〉)|σ(v − w)ψ(r − q)− σ(ṽ − w̃)ψ(r̃ − q̃)|
+ (|(r, w)− (r̃, w̃)|s + |(r, v)− (r̃, ṽ)|s) min{σ(v − w), σ(ṽ − w̃)}.
Proof. It is not difficult to see that both solutions still satisfy the mild formulation
(46) for any g with ‖g‖0 ≤ 1. For simplicity of notation, let ψ̃ = ψ(r̃ − q̃), σ̃ =
σ(ṽ − w̃) and similarly ψ = ψ(r − q) and σ = σ(v − w). Using the definition of
dH0sdH
1
s together with x = x ∧ y + (x− y)+, for x, y ≥ 0, we obtain
〈S(−t)g, µt − νt〉 − 〈g, µ0 − ν0〉
=
∫ t
0
〈QS(−s)g, µs ⊗ µs − νs ⊗ νs〉ds
=
∫ t
0
∫
R8d
[(QS(−s)g)(r, v; r̃, ṽ)− (QS(−s)g)(q, w; q̃, w̃)] dH0sdH1sds
=
∫ t
0
∫
R9d
{
(S(−s)g(r, v?(v, w, u))− S(−s)g(r, v))ψσ
− (S(−s)g(r̃, v?(ṽ, w̃, u))− S(−s)g(r̃, ṽ)) ψ̃σ̃
}
a(u)dudH0sdH
1
sds
=
∫ t
0
∫
R9d
{
S(−s)g(r, v?(v, w, u))− S(−s)g(r̃, v?(ṽ, w̃, u))
+ S(−s)g(r̃, ṽ)− S(−s)g(r, v)
}
(ψσ ∧ ψ̃σ̃)a(u)dudH0sdH1sds
+
∫ t
0
∫
R9d
(S(−s)g(r, v?(v, w, u))− S(−s)g(r, v))
(
ψσ − ψ̃σ̃
)
+
a(u)dudH0sdH
1
sds
+
∫ t
0
∫
R9d
(S(−s)g(r̃, v?(ṽ, w̃, u))− S(−s)g(r̃, ṽ))
(
ψ̃σ̃ − ψσ
)
+
a(u)dudH0sdH
1
sds
= J1 + J2 + J3.
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Using ‖S(−s)g‖s ≤ 1 we obtain
J2 + J3 ≤
∫ t
0
∫
R9d
{
|(r, v?(v, w, u))− (r, v)|s
+ |(r̃, v?(ṽ, w̃, u))− (r̃, ṽ)|s
} ∣∣∣ψσ − ψ̃σ̃∣∣∣ a(u)dudH0sdH1sds
≤
∫ t
0
(1 + s)
∫
R9d
(
|v?(v, w, u)− v|
+ |v?(ṽ, w̃, u)− ṽ|
) ∣∣∣ψσ − ψ̃σ̃∣∣∣ a(u)dudH0sdH1sds
≤ C
∫ t
0
∫
R8d
(〈v〉+ 〈w〉+ 〈ṽ〉+ 〈w̃〉)
∣∣∣ψσ − ψ̃σ̃∣∣∣ dH0sdH1sds
where we have used |v?(v, w, u)−v|+ |v?(ṽ, w̃, u)− ṽ| ≤ C〈u〉(〈v〉+ 〈w〉+ 〈ṽ〉+ 〈w̃〉)
in the last inequality. Using again ‖S(−s)g‖s ≤ 1 gives
S(−s)g(r, v?(v, w, u))− S(−s)g(r̃, v?(ṽ, w̃, u))
≤ |(r, v?(v, w, u))− (r̃, v?(ṽ, w̃, u))|s
= C|(r, v)− (r̃, ṽ)|s + C|(r, w)− (r̃, w̃)|s,
and
S(−s)g(r̃, ṽ)− S(−s)g(r, v) ≤ |(r, v)− (r̃, ṽ)|s.
Hence J1 is estimated by
J1 ≤ C
∫ t
0
∫
R9d
(|(r, w)− (r̃, w̃)|s + |(r, v)− (r̃, ṽ)|s) (ψσ ∧ ψ̃σ̃)a(u)dudH0sdH1sds
≤ C
∫ t
0
∫
R8d
(|(r, w)− (r̃, w̃)|s + |(r, v)− (r̃, ṽ)|s) (σ ∧ σ̃)dH0sdH1sds
which proves the assertion.
The following gives the main estimate for this section.
Theorem 7.2. Suppose that
∫
R2d |u|a(u)du <∞ and assume that ψ, σ are globally
Lipschitz continuous. Then for each δ > 0 and T > 0 there exists a constant C =
C(T, δ, a, ψ, σ) such that for all µ0, ν0 ∈ P(R2d) any two solutions (µt)t≥0, (νt)t≥0
to (14) satisfying
Cγ(T, µ+ ν, δ) = sup
t∈[0,T ]
∫
R2d
(
eδ|v|
1+γ
+ |r|1+δ
)
d(µt + νt)(r, v) <∞ (52)
it holds that
dt(µt, νt) ≤ d0(µ0, ν0) + CCγ(T, µ+ ν, δ)2
∫ t
0
ds(µs, νs)(1 + | ln(ds(µs, νs))|)ds.
Proof. It is easily seen that Proposition 6 is applicable in this case. Let us start
with the first term in Λ. Using the elementary inequality
ca,b|xa+b − ya+b| ≤ (xa + ya)|xb − yb| ≤ Ca,b|xa+b − ya+b|, x, y ≥ 0, a, b > 0
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we obtain
|σ(v − w)ψ(r − q)− σ(ṽ − w̃)ψ(r̃ − q̃)|
≤ σ(v − w) |ψ(r − q)− ψ(r̃ − q̃)|+ ψ(r̃ − q̃) |σ(v − w)− σ(ṽ − w̃)|
≤ C (〈v〉γ + 〈w〉γ) (|r − r̃|+ |q − q̃|) + C (|v − ṽ|+ |w − w̃|)
and hence
(〈v〉+ 〈w〉+ 〈ṽ〉+ 〈w̃〉)|σ(v − w)ψ(r − q)− σ(ṽ − w̃)ψ(r̃ − q̃)|
≤ C
(
〈v〉1+γ + 〈w〉1+γ + 〈ṽ〉1+γ + 〈w̃〉1+γ
)
(|r − r̃|+ |q − q̃|+ |v − ṽ|+ |w − w̃|)
≤ C
(
〈w〉1+γ + 〈w̃〉1+γ
)
(|r − r̃|+ |v − ṽ|)
+ C
(
〈v〉1+γ + 〈ṽ〉1+γ
)
(|q − q̃|+ |w − w̃|)
+ C
(
〈v〉1+γ + 〈ṽ〉1+γ
)
(|r − r̃|+ |v − ṽ|)
+ C
(
〈w〉1+γ + 〈w̃〉1+γ
)
(|q − q̃|+ |w − w̃|) .
Hence using that H0s , H
1
s ∈ H(µs, νs) we obtain∫
R8d
(〈v〉+ 〈w〉+ 〈ṽ〉+ 〈w̃〉)|σ(v − w)ψ(r − q)− σ(ṽ − w̃)ψ(r̃ − q̃)|dH0sdH1s
≤ C (‖µs‖1+γ + ‖νs‖1+γ)
∫
R4d
(|r − r̃|+ |v − ṽ|) dHs(r, v; r̃, ṽ)
+ C
∫
R4d
(
〈v〉1+γ + 〈ṽ〉1+γ
)
(|r − r̃|+ |v − ṽ|) dHs(r, v; r̃, ṽ)
≤ CCγ(T, µ+ ν, δ)ds(µs, νs)
+ CCγ(T, µ+ ν, δ)
∫
R4d
(
〈v〉1+γ + 〈ṽ〉1+γ
)
|(r, v)− (r̃, ṽ)|sdHs(r, v; r̃, ṽ)
≤ CCγ(T, µ+ ν, δ)ds(µs, νs)(1 + | ln(ds(µs, νs))|),
where we have used |r − r̃| + |v − ṽ| ≤ (1 + T )|(r, v) − (r̃, ṽ)|s, (51) and similar
arguments to the proof of Theorem 7.1 (see also [13] and [11]) to obtain∫
R4d
(
〈v〉1+γ + 〈ṽ〉1+γ
)
|(r, v)− (r̃, ṽ)|sdHs(r, v; r̃, ṽ)
≤ CCγ(T, µ+ ν, δ)ds(µs, νs)(1 + | ln(ds(µs, νs))|).
For the second term in Λ we use
|(r, w)− (r̃, w̃)|s ≤ |r − r̃|+ (1 + s)|w − w̃|
≤ (1 + T )|(r, v)− (r̃, ṽ)|s + (1 + T )|(q, w)− (q̃, w̃)|s
combined with min{σ(v − w), σ(ṽ − w̃)} ≤ σ(v − w) ≤ C〈v〉γ〈w〉γ to obtain∫
R8d
(|(r, w)− (r̃, w̃)|s + |(r, v)− (r̃, ṽ)|s) min{σ(v − w), σ(ṽ − w̃)}dH0sdH1s
≤ C
∫
R8d
(|(r, v)− (r̃, ṽ)|s + |(q, w)− (q̃, w̃)|s) min{σ(v − w), σ(ṽ − w̃)}dH0sdH1s
≤ C(‖µs‖1+γ + ‖νs‖1+γ)
∫
R4d
〈v〉γ |(r, v)− (r̃, ṽ)|sdHs(r, v; r̃, ṽ)
≤ CCγ(T, µ+ ν, δ)2ds(µs, νs)(1 + | ln(ds(µs, νs))|).
Applying the general coupling inequality and then above estimates proves the as-
sertion.
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Remark 3. Using again Lemma C.1 from the Appendix we may deduce from above
estimate uniqueness and stability with respect to the Wasserstein distance.
Appendix A. Proof of Lemma 2.4. (a) Applying the Itô formula we obtain,
for g ∈ C1c (R2d),
g(R(t), V (t))− g(R(0), V (0))−
∫ t
0
(A(µs)g)(R(s), V (s))ds = Mg(t), t ≥ 0
where (Mg(t))t≥0 is a local martingale. It suffices to show that (Mg(t))t≥0 is, indeed,
a martingale. For each g ∈ C1c (R2d) we find C > 0 with
|A(µs)g(r, v)| ≤ C
∫
R2d
〈w〉γdµs(q, w)〈v〉γ = C‖µs‖γ〈v〉γ .
This implies that
E( sup
s∈[0,t]
|Mg(t)|) ≤ 2‖g‖∞ +
∫ t
0
E(|(A(µs)g)(R(s), V (s))|)ds
≤ 2‖g‖∞ + C
∫ t
0
‖µs‖γE(〈V (s)〉γ)ds
≤ 2‖g‖∞ + t sup
s∈[0,t]
‖µs‖2γ <∞,
i.e. (Mg(t))t≥0 is a martingale (see e.g. [25, Theorem 46, p.36]).
(b) Let (qt, wt) be a measurable process defined on ([0, 1],B([0, 1]), dη) such that
(qt, wt) has law µt, for all t ≥ 0, where µt denotes the time-marginal of µ. Using
[18, Theorem A.1] gives the existence of a weak solution (R, V ) to (17) such that
(R, V ) has law µ.
Appendix B. Fractional binomial expansion. The following lemma is due to
[3, Lemma 2].
Lemma B.1. Let p ≥ 1 and kp = bp+12 c where bxc ∈ Z is defined by bxc ≤ x <
bxc+ 1, set
(
p
l
)
= p(p−1)···(p−l−1)l! , for l ≥ 1, and
(
p
0
)
= 1. Then for all x, y ≥ 0
kp−1∑
k=0
(
p
k
)(
xkyp−k + xp−kyk
)
≤ (x+ y)p ≤
kp∑
k=0
(
p
k
)(
xkyp−k + xp−kyk
)
.
Appendix C. Some variants of the Gronwall lemma. We need the following
generalization of the Gronwall inequality (see [4, Lemma 5.2.1, p. 89]) for a proof).
Lemma C.1. Let ρ be a nonnegative bounded function on [0, T ], a ∈ [0,∞) and g be
a strictly positive and non-decreasing function on (0,∞). Suppose that
∫ 1
0
dx
g(x) =∞
and
ρ(t) ≤ a+
∫ t
0
g(ρ(s))ds, t ∈ [0, T ].
Then
(a) If a = 0, then ρ(t) = 0 for all t ∈ [0, T ].
(b) If a > 0, then G(a)−G(ρ(t)) ≤ t where G(x) =
∫ 1
x
dy
g(y) .
The following nonlinear generalization of the Gronwall lemma is a particular case
of the Bihari-LaSalle inequality.
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Lemma C.2. Let f : R+ −→ R+ be a locally bounded function satisfying
f(t) ≤ f(0) +K
∫ t
0
f(s)1−αds, t ≥ 0
for some K ≥ 0 and α ∈ (0, 1). Then for any t ≥ 0
f(t) ≤ (f(0)α + αKt)1/α ≤ 21/α−1f(0) + (2αK)
1/α
2
t1/α.
Appendix D. Some localization result. Let (E, ρ) be a complete, separable
metric space. Let A ⊂ Cb(E)× C(E) be a (multi-valued) operator such that there
exists 1 ≤ ψ ∈ C(E) with
|g| ≤ Kfψ, ∀(f, g) ∈ A (53)
for some Kf > 0. Set Pψ :=
{
µ ∈ P(E) |
∫
E
ψ(x)dµ(x) <∞
}
. Here and below
D(R+;E) denotes the Skorokhod space and x the canonical process on D(R+;E).
Definition D.1. Let µ ∈ Pψ. A solution to the martingale problem (A,µ) is a
probability measure Pµ on D(R+;E) such that
(a) Pµ(x(0) ∈ F ) = µ(F ) for all F ∈ B(E).
(b)
∫ T
0
Eµ(ψ(x(t)))dt <∞ for all T > 0.
(c) For all (f, g) ∈ A
f(x(t))− f(x(0))−
∫ t
0
g(x(s))ds, t ≥ 0 (54)
is a martingale w.r.t. Pµ.
When working with martingale problems the use of localization techniques such
as [8, Theorem 6.3, Corollary 6.4] is essential. However, the statements therein
require that A ⊂ Cb(E)×B(E), i.e. ψ = 1. Below we give one possible extension.
Theorem D.2. Let A ⊂ Cb(E) × C(E) satisfy (53) and Am ⊂ Cb(E) × C(E) be
such that |gm| ≤ Kfψ holds for (f, gm) ∈ Am with a constant Kf > 0 independent
of m ≥ 1. Suppose that there exists µ ∈ Pψ such that the following conditions hold:
(i) There exist open sets (Um)m≥1 with Um ⊂ Um+1,
⋃
m≥1 Um = E and
{(f,1Umg) | (f, g) ∈ Am} = {(f,1Umg) | (f, g) ∈ A} , m ≥ 1.
Moreover 1Umψ is bounded for any m ≥ 1.
(ii) The martingale problem (Am, ρ) has for each ρ ∈ P(E) and each m ≥ 1 a
unique solution.
(iii) We have
lim
k→∞
sup
m≥k
Pmµ (τk ≤ T ) = 0, ∀T > 0
where Pmµ is the unique solution to the martingale problem (Am, µ) and
τk = inf{t > 0 | x(t) 6∈ Uk or x(t−) 6∈ Uk}
is a stopping time on D(R+;E).
(iv) There exists p > 1 such that for all T > 0 there exists C(p, T ) > 0 satisfying
sup
m≥1
sup
t∈[0,T ]
Emµ (ψ(x(t))p) ≤ C(p, T ),
where Emµ denotes the expectation w.r.t. Pmµ .
244 MARTIN FRIESEN AND OLEKSANDR KUTOVIY
Then there exists a unique solution Pµ to the martingale problem (A,µ). This
solution satisfies
sup
t∈[0,T ]
Eµ(ψ(x(t))p) ≤ C(p, T ), T > 0.
Remark 4. In several cases one may take Um = {x ∈ E | ψ(x) < m}. In such a
case condition (iii) is implied by
lim
k→∞
sup
m≥k
Pmµ ( sup
t∈[0,T ]
ψ(x(t)) ≥ k) = 0, ∀T > 0
or the stronger condition
sup
m≥1
Emµ
(
sup
t∈[0,T ]
ψ(x(t))
)
<∞, ∀T > 0.
Proof. Step 1. Let n ≥ 1, 0 ≤ t1, . . . , tn ≤ T and H ∈ Cb(En). Then (i), (ii)
together with [8, Chapter 4, Theorem 6.1] yield for 1 ≤ k ≤ m
Emµ
(
1{τk>T}H(x(t1), . . . , x(tn))
)
= Ekµ
(
1{τk>T}H(x(t1), . . . , x(tn))
)
.
Step 2. Let us prove that Pmµ −→ Pµ weakly in P(D(R+;E)). For this purpose
we metrisize the topology on P(D(R+;E)) with respect to a complete metric and
prove that (Pmµ )m≥1 is a Cauchy sequence in this metric.
Recall that the topology on D(R+;E) may be obtained from the metric
d(x, y) = inf
λ∈Λ
(
γ(λ) ∨
∫ ∞
0
e−u sup
t≥0
q(x(t ∧ u), y(λ(t) ∧ u))du
)
where q := ρ ∧ 1, γ(λ) := sup
0≤s<t
∣∣∣log (λ(t)−λ(s)t−s )∣∣∣ and Λ is the set of all strictly
increasing, surjective, Lipschitz continuous functions λ : [0,∞) −→ [0,∞) with
γ(λ) <∞ (see [8, p.117]). For H : D(R+;E) −→ R let
‖H‖BL = ‖H‖∞ + sup
x 6=y
|H(x)−H(y)|
d(x, y)
.
Then it suffices to prove that (Pmµ )m≥1 ⊂ P(D(R+;E)) is a Cauchy sequence w.r.t.
the metric
dBL(P,Q) = sup
‖H‖BL≤1
∣∣∣∣∣
∫
D(R+;E)
H(x)dP (x)−
∫
D(R+;E)
H(x)dQ(x)
∣∣∣∣∣ .
Take H with ‖H‖BL ≤ 1, T > 0, 1 ≤ k < m and set xT := x(· ∧ T ), HT (x) :=
H(xT ). Then
|Emµ (H)− Ekµ(H)|
≤ |Emµ (HT )− Emµ (H)|+ |Emµ (HT )− Ekµ(HT )|+ |Ekµ(HT )− Ekµ(H)|
=: I1 + I2 + I3.
Then by Step 1 and 1{τm>T} ≥ 1{τk>T} we get
I2 = Emµ (1{τm≤T}H
T )− Ekµ(1{τk≤T}H
T ) ≤ ‖H‖∞
(
Pmµ (τm ≤ T ) + Pkµ(τk ≤ T )
)
which tends by (iii) to zero. Moreover we have
I1 =
∣∣Emµ (HT )− Emµ (H)∣∣ ≤ Emµ (d(xT , x))
≤ Emµ
(∫ ∞
0
e−u sup
t≥0
q(x(t ∧ u ∧ T ), x(t ∧ u))du
)
≤ e−T
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and likewise I3 ≤ e−T which completes Step 2.
Step 3. Let Pµ be the limit of Pmµ . Using (iv), monotone convergence and the
Lemma of Fatou one can show that
sup
t∈[0,T ]
Eµ (ψ(x(t))p) ≤ C(p, T ), T > 0.
Step 4. Take g ∈ C(E) such that there exists Kg > 0 with |g| ≤ Kgψ. We show
that
lim
m→∞
Emµ (g(x(t))) = Eµ (g(x(t))) , t ∈ Dµ
where Dµ = {t ≥ 0 | Pµ(x(t) = x(t−)) = 1}. Note that Dcµ is at most countable.
Let hk ∈ Cb(E) be such that 1Uk ≤ hk ≤ 1Uk+1 , k ≥ 1. Then for k < m
|Emµ (g(x(t)))− Eµ(g(x(t)))|
≤ |Emµ (hk(x(t))g(x(t)))− Eµ(hk(x(t))g(x(t)))|
+ |Emµ ((1− hk(x(t)))g(x(t)))|+ |Eµ((1− hk(x(t)))g(x(t)))|
= I1 + I2 + I3.
It suffices to show that
lim
m→∞
I1 = 0, ∀k ≥ 1
lim
k→∞
sup
m≥k
(I2 + I3) = 0.
Concerning I1 the assertion follows by Step 2 and since x 7−→ hk(x(t))g(x(t)) is
bounded and Pµ-a.s. continuous on D(R+;E) for any k ≥ 1. For the second
property we use 1Uk(1− hk) = 0 so that
I2 + I3 = |Emµ (1{τk≤t}(1− hk(x(t)))g(x(t)))|+ |Eµ(1{τk≤t}(1− hk(x(t)))g(x(t)))|
≤ KgEmµ (1{τk≤t}ψ(x(t))) +KgEµ(1{τk≤t}ψ(x(t)))
≤ Kg(Pmµ (τk ≤ t))
1− 1pEmµ (ψ(x(t))p)
1
p +Kg(Pµ(τk ≤ t))1−
1
pEµ(ψ(x(t))p)
1
p .
For the first term we can use (iii) and (iv); for the second term this follows from
Pµ ∈ P(D(R+;E)).
Step 5. Pµ is a solution for the martingale problem for (A,µ).
Fix n ≥ 1, 0 ≤ t1, . . . , tn ≤ s < t in Dµ, h1, . . . , hn ∈ Cb(E), (f, g) ∈ A and set
H :=
(
f(x(t))− f(x(s))−
∫ t
s
g(x(s))ds
) n∏
k=1
hk(x(tk)). (55)
We have to show that Eµ(H) = 0. First using Steps 3 and 4 together with (iv) and
dominated convergence we easily deduce
Eµ(H) = lim
m→∞
Emµ (H) = lim
m→∞
Emµ (1τm≤TH) + lim
m→∞
Emµ (1τm>TH)
where t < T . We can find a constant C > 0 such that
|Emµ (1τm≤TH)| ≤ CPmµ (τm ≤ T ) + CPmµ (τm ≤ T )
1− 1p sup
t∈[0,T ]
Emµ (ψ(x(t))p)
1
p (56)
and the right-hand side tends to zero as m → ∞. Since (f, g) ∈ A we can find by
(i) gm ∈ Cb(E) such that (f, gm) ∈ Am and 1Umg = 1Umgm. Let Hm be given by
(55) with g replaced by gm. Then, since Pmµ is a solution to the martingale problem
(Am, µ), it follows Emµ (Hm) = 0 and hence
Emµ (1τm>TH) = Emµ (1τm>THm) = −Emµ (1τm≤THm).
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Since |gm| ≤ Cψ for some C > 0 independent of m, the latter expression can be
estimated in the same way as (56).
Step 6. It remains to show that there exists only one solution to the martingale
problem (A,µ). Let P′µ ∈ P(D(R+;E)) be any solution to the martingale problem
(A,µ). Let n ≥ 1, 0 ≤ t1, . . . , tn ≤ T and H ∈ Cb(En). Then (i) and (ii) imply
Emµ (1{τm>T}H(x(t1), . . . , x(tn))) = E
′
µ(1{τm>T}H(x(t1), . . . , x(tn))).
The assertion now follows from the identity
Emµ (H(x(t1), . . . , x(tn)))− E′µ(H(x(t1), . . . , x(tn)))
= Emµ (1{τm≤T}H(x(t1), . . . , x(tn)))− E
′
µ(1{τm≤T}H(x(t1), . . . , x(tn)))
after taking the limit m→∞.
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