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Tensor networks, a model that originated from quantum physics, has been gradually generalized as efficient
models in machine learning in recent years. However, in order to achieve exact contraction, only tree-like tensor
networks such as the matrix product states and tree tensor networks have been considered, even for modeling
two-dimensional data such as images. In this work, we construct supervised learning models for images using
the projected entangled pair states (PEPS), a two-dimensional tensor network having a similar structure prior
to natural images. Our approach first performs a feature map, which transforms the image data to a product
state on a grid, then contracts the product state to a PEPS with trainable parameters to predict image labels. The
tensor elements of PEPS are trained by minimizing differences between training labels and predicted labels.
The proposed model is evaluated on image classifications using the MNIST and the Fashion-MNIST datasets.
We show that our model is significantly superior to existing models using tree-like tensor networks. Moreover,
using the same input features, our method performs as well as the multilayer perceptron classifier, but with much
fewer parameters and is more stable. Our results shed light on potential applications of two-dimensional tensor
network models in machine learning.
I. INTRODUCTION
Tensor networks is a framework that approximates a high-
order tensor using contractions of low-order tensors. It has
been widely used in quantum many-body physics1–3 whose
correlation or entanglement entropy satisfies the area law4–6,
which is traditionally related to the partition function of the
local classical Hamiltonians and the gapped ground state of
the local quantum Hamiltonians. Recent works have uncov-
ered that the information entropy of image datasets in machine
learning also approximately satisfies the area law7,8, which
inspired several recent works introducing tensor networks to
various machine learning tasks9–16.
On the theoretical side, introducing tensor networks which
is purely linear can bring more interpretability to the ma-
chine learning framework: the entanglement structure can be
naturally introduced to characterize the expressive power of
the learning model, and some neural network models can be
mapped to a tensor network for theoretical investigations11,17.
On the practical side, numerical techniques of the tensor net-
works are also useful and inspiring for optimizing and train-
ing methods of the machine learning models, these include
the normalized (or canonical) form, the adaptive learning,
etc.12–14. These benefits have motivated Google X of Alpha-
bet to release a TensorNetwork library18 built upon Google’s
famous machine learning framework tensorflow19.
It has been shown, tensor networks has a deep connection
with the probabilistic graph models in statistical learning, in-
cluding the hidden Markov chain12, the restricted Boltzmann
machine11, the Markov random fields16, etc. The study of this
connection has given rise to the so call "Born Machine"8 as a
typical quantum machine learning prototype. In this sense, the
tensor networks based machine learning is closely related to
the quantum machine learning in terms of their model struc-
ture. A special part of tensor networks based machine learning
algorithm can be directly regarded as the classical simulation
of the corresponded quantum machine learning algorithm20,21.
In recent years, various of tensor networks models, such
as the Matrix Product States(MPS)12,14, the Tree Tensor Net-
work(TTN)13,15,22, the String Bond States(SBS)16, have been
introduced to machine learning, and found successful applica-
tions in image classifications, image density estimation, gen-
erative modeling of natural languages23, and neural network
compressions24. These models are all based on the quasi-
one-dimensional tree-like tensor networks, which are the best-
understood types of tensor networks, and can be efficiently
contracted due to the existence of the canonical form. How-
ever, when dealing with data such as natural images, the spa-
tial correlations between nearby pixels as well as the struc-
tural prior are completely ignored in the tree-like tensor net-
works, forcing some short-range correlations to be artificially
made long-range, leading to unnecessary computational over-
head as well as statistical bias. Notice that in physics there is
one kind of tensor network with exactly the same geometric
structure as the natural images, known as Projected Entangled
Pair States (PEPS)1,3. which is composed of tensors located
on a two-dimensional lattice, as shown in Fig. 1.
In this work, we introduce a supervised learning model
based on the PEPS representations on a L × L grid with local
physical dimension d and local bond dimension D for each
tensor. The size of PEPS L and value of local physical dimen-
sion d depend on the feature map we employ, which trans-
forms the set of L0 × L0 pixels of an input image to a product
state on a L×L grid. Given the features, a PEPS with trainable
parameters contracts with input feature to obtain a probability
distribution over labels, then predict the label of the input im-
age. When the grid is small, exact contractions of PEPS can
be performed with both space and time complexity propor-
tional to the DL. When L or D is large, the PEPS can not be
contracted exactly, then we apply an approximate contraction
method based on the boundary MPS method. We evaluate the
PEPS model on the standard MNIST and the Fashion-MNIST
datasets. We show that our model significantly outperforms
existing tensor-network models using MPS and tree tensor
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Figure 1. Supervised learning model of PEPS structure. The input
image x would be mapped to a high-dimensional vector Φ(x) consist-
ing of local feature maps φsi (xi). The label vetor f `(x) come from
the contraction of Φ(x) and a PEPS strucure tensor network W.
networks. When compared with the standard classifier, the
Multilayer Perceptron (MLP), we find that they perform sim-
ilarly when the same input features are used, but our PEPS
based method requires much fewer parameters and is more
stable.
The rest of this paper is organized as follows: In Sec. II we
give a detailed description of the PEPS model and the corre-
sponding training algorithm. In Sec. III we evaluate our model
on the MNIST25 and the Fashion-MNIST26 datasets and com-
pared the results with other tensor network models as well as
classic machine learning models. We conclude in Sec. IV and
discuss possible future developments along the direction of
applying tensor networks to machine learning.
II. IMAGE CLASSIFICATION WITH PEPS
A. Feature map of input data
The goal of supervised learning is to learn a complex func-
tion f (x) which maps an input training (grayscale) image
x ∈ RL0×L0 with pixels defined on a L0 × L0 grid, to a given
label y ∈ {1, 2, ...,T }, where T denotes the number of pos-
sible labels. Usually, such mapping is highly nonlinear in the
original space of input data x, because nonlinearity effectively
increases the dimension of the input space where features of
data are easier to capture. In this work, we consider the clas-
sifier with tensor networks, which is a linear model usually
acting at a space with a very large dimension. The motiva-
tion of working with a very large dimension is that there is not
necessary to consider nonlinearity because all features would
become linear separable as stated in the representer theorem27.
So first one needs to transform the input data x to a feature ten-
sor Φ(x) in a space of large dimension using a feature map.
We consider two distinct kinds of feature maps in this work.
1. Product state feature map
A simple way to increase the dimension of input space is
creating an Hilbert space for pixels. This is to levarage the
black pixel with xi = 0 and white pixel with xi = 1 as a
black state |0〉 =
(
1
0
)
and a white state |1〉 =
(
0
1
)
respectively,
then convert each gray scale pixel xi in the image x as a super
position of |0〉 and |1〉
φ(xi) = a
(
1
0
)
+ b
(
0
1
)
, (1)
where a and b are functions of xi, which for example can be
chosen as
a = cos(pixi/2), b = sin(pixi/2). (2)
For image with N = L0 × L0 pixels, the feature tensor Φ(x) is
then defined by the tensor product of φ(xi)
Φ(x) = φ(x1) ⊗ φ(x2) ⊗ · · · ⊗ φ(xN) (3)
This is probably the most straightforward feature map that
transforms every pixel in the original space RN to a product
state in the Hilbert space of dimension 2L0×L0 , and has been
widely used in the literatures12. We term it as the product
state feature map.
2. Convolution feature map
The simple product state feature maps introduced in the pre-
vious section are pre-determined before the classifier is ap-
plied, thus is apparently not optimal. Another option is using
an adaptive feature map with parameters learned together with
the classifier. The most famous adaptive feature map is the
convolution layers, which perform non-linear transformations
to transform input images to a feature tensor with multiple
channels 28 using two-dimensional convolutions.
The input of the convolution layer is a raw image x ∈
RL0×L0 . After the transformation, the convolution layer out-
puts a three-order feature tensor with dimension L × L × d,
where the L×L refers to the output size of features with L ≤ L0
depending on size kernels and paddings, and d denotes the
number of channels. This is to say that the output of the CNN
feature map is also a product state with components located at
a grid of size L × L, and each component is of local physical
dimension d. Thus the total space size of the feature tensor is
dL×L.
In the standard convolution neural networks (CNN), the
function of convolution layers (plus pooling layers) is extract-
ing relevant features from input data. Following the con-
volution layers, a classifier, usually a multi-layer perceptron
3(MLP), or simply a linear classifier such as the Logistic re-
gression, is used for predicting a label from the extracted fea-
tures. Notice that the MLP can not accept a feature tensor
as input. Instead, in MLP the feature tensor Φ(x) is flattened
to a vector in the space Rd×L×L, that is, completely ignored
the spatial structure of the feature tensor. In this work, we
consider a linear classifier using two-dimensional tensor net-
works, which can fully take the raw feature tensor as an input,
as tensor networks was born to compress a large Hilbert space.
B. PEPS Classifier
Equipped with the feature map, and the extracted feature
tensor Φ(x) ∈ RdL×L , we then consider a linear mapping W,
which results to a vector representing probablity of being one
of T labels given the input image. To be more specific, con-
sider
f (x) = W · Φ(x) (4)
Where W ∈ RdL×L×T , and · denotes tensor contraction of the
operator W and feature tensor Φ(x). In general W is a tensor
of order L × L + 1, where L × L is the order of input, each
of which has dimension d, and the output has dimension T .
We can see that the total number of parameters, dL×L × T , is
too large to use in practice. So one must make a reasonable
approximation of W to archive a practical and efficient algo-
rithm, or in other words, to decompose W into contraction of
many adjacent tensors using the tensor network representa-
tion.
For physics systems, such as the gapped ground states of
the local quantum hamiltonian, most long-range correlations
of the model are irrelevant, the tensor networks approach has
been proved to be a successful ansatz. For systems like the
natural image datasets, its locality has been discussed in sev-
eral works recently7,8,29. This suggests that the correlation of
the natural images handled by the machine learning field may
be dominated by local correlations, with rare long-range cor-
relations. This implication has also been numerically verified
by some successful tensor network machine learning mod-
els based on the MPS12,14, TTN13,15, etc. However, we no-
ticed that previous works on compressing W are all based
on tree-like tensor networks, which completely ignored the
two-dimensional nature of feature tensor Φ(x), treating it as a
quasi-one-dimensional tensor. In this work, we propose to use
the PEPS which is a two-dimensional tensor networks with a
similar structural prior to images.
As shown in Fig. 1, the PEPS represents theW using a com-
position of tensors T [i],
W`,s1 s2···sN =
∑
σ1σ2···σK
T s1σ1,σ2 T
s2
σ3,σ4,σ5
· · · T si,`σk ,σk+1,σk+2,σk+3 · · · T sNσK−1,σK
(5)
where K is the number of bonds in the square lattice. Each
tensor has a "physical" index si ∈ {1, 2, ..., d} connected to the
input vector Φ(xi). Their "virtual" indices σk ∈ {1, 2, ...,D}
will be contracted with their adjacent tensors of a square lat-
tice. Besides, a special tensor in the center of the lattice has an
additional "label" index ` ∈ {1, 2, ...,T } to generate the output
vector of the model. The values of these tensors are randomly
initialized by real numbers ranging from 0 to 0.01, which con-
stitute the trainable parameters of the model, denoted as θ .
C. Training algorithm
The purpose of training is to minimize the difference be-
tween the predicted labels and the training labels by tuning the
training parameters θ. This is usually achived by minimizing
a loss function L representing distance between distribution
of predicted labels and the one-hot vector correponding to the
distribution of training labels. A common choice of the loss
function is defined as
L = −
∑
xi,yi∈T
log
[
softmax
(
f [yi](xi)
)]
, (6)
where
softmax[ f [yi](x)] ≡ exp f
[yi](xi)∑T
`=1 exp f [`](xi)
. (7)
Here xi, yi denotes the i th image and the corresponding la-
bel in the dataset T . The output of softmax function can be
interpreted as the probability that the model predicts that xi
belongs to class yi. L is the cross-entropy of model’s prob-
ability and image’s labels, which is known to be well suited
for most of supervised learning models. f `(x) comes from the
contraction of the physical indices of the PEPS model and the
feature map vectors.
f [`](x) = W`,s1 s2···sN · φs1 (x1) ⊗ φs2 (x2) ⊗ · · · ⊗ φsN (xN)
=
∑
σ1σ2···σK
Mσ1,σ2 Mσ3,σ4,σ5 · · ·M`σk ,σk+1,σk+2,σk+3 · · ·MσK−1,σK
(8)
where each M =
∑
si T
siφsi (xi).
However, calculating f `(xi) from contracting these M ten-
sors is not trivial. Consider contracting the tensors of the
bottom row with the tensors of the nearest row, as shown in
Fig. 2 (a), if the initial dimension of the virtual bond of ten-
sors is D, the bond dimension of the resulting tensors would
increase from D to D2. As this process repeats, the compu-
tational cost of contraction would grow exponentially. More
rigorous proof shows that the exact contraction of the PEPS
structure is #P hard30, there is no polynomial algorithm exists
in general.
If the PEPS is small, one can do the contraction with com-
putational complexity proportional to DL. If D and lattice
length L are large, we have to use approximate methods. one
of them is the Boundary MPS method31, which treats the bot-
tom row tensors as an MPS and the rest of row tensors as the
operators applied on the MPS. Each time the neighbor row
tensors are applied, a DMRG-like method is used to truncate
the bond dimension of the MPS to a maximum value χ. In
order to achieve a smaller truncation error, one first applies
4≈
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Figure 2. (a) Contracting tensors of one row to another causes the
bond dimension to grow exponentially. To keep D under a finite
number χ, an approximate algorithm likes the Boundary MPS is in-
evitable. (b). After several approximate contraction, the contractions
of the last lines can be exactly performed under the complexity of
O(Tχ3D2).
the QR decomposition to the MPS to ensure that the MPS is
in the correct canonical form. Then apply the SVD decompo-
sition to the central tensor of the canonicalized MPS, which
ensures the truncation is optimal for the entire row. There are
many choices for the approximate contraction methods, such
as the coarse-grained methods32, closely related to the renor-
malization group theory, which may provide a natural way for
introducing the renormalization group into machine learning.
However, those methods usually have a much larger compu-
tational complexity than the boundary MPS method, and are
more suitable for infinite systems.
The total computational cost of the approximate contrac-
tion by the Boundary MPS is ∼ O(Nχ3D6). More efficiently,
We can approximately contract from the top and the bot-
tom in parallel. The resulting tensor network is shown in
Fig. 2 (b), which can be contracted exactly with calculation
complexity ∼ O(Tχ3D2). The computational cost of this
training algorithm for a complete forward process scales as
∼ O(|T |Nχ3D6), where |T | denotes the number of input im-
ages, usually |T | ∼ 50000, the cost of this algorithm will
therefore be significantly larger than the corresponding algo-
rithm in the many-body physics.
In addition to the forward process for predicting the labels
and evaluate the loss function, we also need the backward pro-
cess to compute the gradients of the loss function with respect
to the training parameters. In this work, we adopt the au-
tomatic differentiation technique of tensor networks33. The
key to this technique is to treat the tensor network algorithm,
such as the Boundary MPS, as a traceable computation graph
about tensors and algebraic operations. Then through simple
chain rule, one could implement a backward-propagation pro-
cess along this computation graph to get the gradient value
of the loss function L with respect to each parameter. Auto-
matic differentiation is one of the core techniques of modern
machine learning applications. It is proven that the computa-
tional complexity would not exceed the original feed-forward
algorithm.
There are two obstacles to applying automatic differentia-
Figure 3. Images from the MNIST and Fashion-MNIST dataset.
tion to tensor networks. The first is that in the backward pro-
cess of singular value decompositions (SVD), in case of exist-
ing singular value degeneracies λi = λ j, a factor appearing in
the perturbation analysis Fi j ≡ 1λi−λ j , would encounter numer-
ical instability. The solution is to replace Fi j with
λi−λ j
(λi−λ j)2+ ,
where  is a small factor that does not significantly change the
gradient33. The second issue is that automatic differentiation
tensor networks may cause huge memory consumption. We
employ two techniques to settle it. One is called checkpoint-
ing34 technique, which stores less intermediate variables by
recalculating them during the backward process. The other
is blocking, which uses one tensor whose physical index di-
mension is dn to parameterize n neighboring pixels to reduce
the scale of the PEPS, which is equivalent to approximating
an intermediate tensor of bond dimension D
n
2 with a tensor of
bond dimension D.
After obtaining the gradients, we directly apply the
Stochastic gradient descent (SGD) and Adam optimizer35 to
update the trainable variables θ. However, we found that in
practical situations, when the feature map is a simple func-
tion similar to Eq. 3 other than CNN, if we keep the param-
eters non-negative, such as assigning |θ| to θ, the stability of
optimization can be greatly improved. Under this constraint,
the PEPS model can also be regarded as a kind of Markov
Random Field(MRF) of probabilistic graph models. The rea-
son for these phenomena may be attributed to the fact that
the SVD truncation error of the positive matrices is usually
smaller, so the gradient value could be transmitted more accu-
rately. These new phenomena raise an interesting question for
the machine learning community, that is, if the feedforward
process can only be approximated, how should we design a
more effective gradient update algorithm.
III. NUMERICAL EXPERIMENTS
In this section, we conduct numerical experiments to evalu-
ate the expressive power of PEPS models for image classifica-
tions. As we have introduced two feature maps for generating
input feature tensor to the PEPS classifier, we term the PEPS
classifier with the simple product state feature map as PEPS,
and term the PEPS classifier with the convolution layer feature
as CNN-PEPS. In PEPS, the simple function feature mapping
5in Eq. 3 is used and further transferred to PEPS tensors with
2× 2 blocking. This means that for 28× 28 images, the PEPS
would be 14×14 with the dimension of physical indices equal
to 16. Each tensor handles the information of pixels within
a 2 × 2 square. In practice, we found that constrain the pa-
rameters θ of PEPS models to be positive would significantly
improve the stability of optimization. The CNN-PEPS shared
the 2 × 2 blocking technique and used one layer of CNN as
the feature mapping. The CNN layer has 10 convolution fil-
ters with size 5 × 5, stride 1, ReLU activation, and 2 × 2 max
pooling. Under this feature map, the positive constraint of the
parameter has no significant effect on the optimization result.
In both models we set bound dimension of PEPS classifier
χ = 10.
To compare with the traditional learning model, we also ex-
perimented with fully connected multilayer perceptrons with
784 input neurons, nh hidden neurons and 10 output neurons.
The activation function is softmax and the cost function is
cross entropy, the same to the PEPS model. The CNN-MLP
has the similar MLP with the same CNN layer of CNN-PEPS
used for feature extractions. In our experiments, the best test
accuracy is achieved with nh = 1000 for both MLPs. For
fair comparisons, the same hyperparameters are shared by the
four models: the learning rate α = 10−4, the batch size is 100,
regularization is set to 0, weight decay is 0, and we train 100
epochs in total. To compare with the one-dimensional ten-
sor networks learning model, we also experimented with the
MPS model, with parameters set to be exactly the same as in
Ref.12. The code of the MPS model is based on the open-
source project36.
A. MNIST dataset
We first test our models using the MNIST dataset25, a sim-
ple and standard dataset widely used by many supervised
learning models. The MNIST dataset consists of 55, 000 train-
ing images, 5, 000 validation images and 10, 000 test images,
each image contains 28 × 28 pixels, the content of these im-
ages are divided into 10 classes, corresponding to different
handwritten digits from 0 to 9.
As shown in Fig. 4, under the condition of the same bond
dimension D, the best test accuracy of the PEPS model is sig-
nificantly better than that of MPS, which reflects the superi-
ority of PEPS tensor networks in modeling images over one-
dimensional tensor networks. At the point of D = 5, the PEPS
model achieves its best test set accuracy 97.02%. Specifically,
one obvious that the PEPS model already performs well when
D is small. At the point of D = 2, the training accuracy of
PEPS is already very close to 100% (99.68%). With D = 3,
the training accuracy grows to 99.99%, meaning that only 4
out of 55000 labels are miss predicted. We also note that with
D = 3, PEPS and CNN-PEPS give almost the same best test
accuracy as MLP and CNN-MLP, while the number of pa-
rameters of the PEPS structure is 27.60% and 6.96% of the
corresponding MLP structure, respectively. These facts imply
the potential application of tensor networks in model com-
pression. We also found that the best test accuracy of PEPS
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Figure 4. Best test set accuracy of different models for MNIST
dataset. The dash lines refer to the best results of multilayer percep-
trons with 784− 1000− 10 neurons. The "CNN" indicates the model
applying the convolution feature map in Sec. II A 2. Due to the struc-
tural prior to images, PEPS models perform significantly better than
the one-dimensional MPS model with the same bond dimension. The
CNN-PEPS archives the state-of-the-art performance of tensor net-
works models. Meanwhile, The performance is comparable to the
MLP but has fewer parameters.
structure is stable in a wide range of learning rate(10−5 to 0.2)
and maximum value of input data(10−2 to 103), while the best
results of MLP easily deteriorated under a smaller perturba-
tions. Moreover, with the bond dimension D = 5, the CNN-
PEPS archives 99.31% test set accuracy of the MNIST dataset,
which is the state-of-the-art performance of tensor networks
models. Compared with MPS, which archive best test accu-
racy 99.03% at D = 120, the good performance at lower D
also verifies the inherent low entanglement locality of the nat-
ural image dataset itself. This inherent nature of images may
be the physical reasons for the success of machine learning
models like CNN. Moreover, the PEPS with a small D is bene-
ficial to the hardware implementation of the quantum machine
learning model.
B. Fashion-MNIST dataset
Another dataset we evaluate is the Fashion MNIST dataset,
which includes grayscale photographs of 10 classes of cloth-
ing, and is considered as a more challenging dataset than the
MNIST dataset. The test accuracy results of different models
are detailed in Table. I. We can see that with the bond dimen-
sion D = 5, the best test accuracy of PEPS-CNN could reach
91.2%, which is the current state-of-the-art result of the ten-
sor network machine learning model on the Fashion-MNIST
dataset. It’s also competitive with the AlexNet and XGBoost
models, but there is still a clear gap with the most recent ad-
vanced convolutional neural network, such as the GoogleNet
which employs many convolution layers.
6Table I. Best test set accuracy of different models for the Fashion-
MNIST dataset. Bold are the models calculated in this work. The
"CNN" indicates the model applying the convolution feature map in
Sec. II A 2.
Model Test Acurracy
Support Vector Machine16 84.1%
MPS37 88.0%
MLP 88.3%
PEPS 88.3%
MPS + TTN13 89.0%
XGBoost13 89.8%
AlexNet16 89.9%
CNN-MLP 91.0%
CNN-PEPS 91.2%
GoogleNet16 93.7%
IV. CONCLUSIONS AND DISCUSSIONS
We have presented a tensor network model for supervised
learning using the PEPS, which directly takes advantage of
the two-dimensional feature tensor when compared with MPS
and MLP classifiers. We applied the Boundary MPS method
to achieve efficient approximate contraction on the feedfor-
ward process of the PEPS classifier, and combined the au-
tomatic differentiation tensor network technique in the back-
ward propagation process to compute gradients of model pa-
rameters.
Using extensive numerical experiments we showed that on
both the MNIST and Fashion-MNIST datasets, we obtained
the state-of-the-art performance of tensor network learning
models on the test accuracy, which illustrates the prior ad-
vantages of the two-dimensional tensor networks in modeling
natural images. Compared with the fully connected neural
networks such as MLP, the two-dimensional tensor network
structure makes more use of the features of the images it-
self, and achieves the same or even slightly better results with
fewer parameters. More importantly, a machine learning al-
gorithm based on tensor networks has the potential to trans-
form to a quantum machine learning algorithm based on the
near-term noisy intermediate-scale quantum circuits. Notably,
the PEPS structure has a geometric structure similar to that
of several current quantum hardware38. Moreover, we have
shown that the classical supervised learning algorithm based
on PEPS works well even when D is small, so the quantum
machine learning model corresponding to this structure could
benefit from our result.
However, there are also several issues in the 2D tensor net-
work machine learning models. First, the computation and
storage costs of the PEPS model are significantly higher than
traditional machine learning models such as neural networks.
Second, although the expressive power of the model is likely
to be sufficient, the current optimization method may not be
suitable for optimizing such complex tensor networks that can
only be approximately contracted, resulting in the failure of
stable convergence when the model parameters are negative.
Finally, there are many possible ways to improve the cur-
rent PEPS machine learning model. For example, it bene-
fits from new optimization methods that are more suitable for
tensor networks. One could also combine the renormaliza-
tion group and machine learning in a more practical way by
applying the coarse-grained contraction scheme. Moreover,
the unsupervised generative learning model based on two-
dimensional tensor networks may be a promising attempt.
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