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Abstract
The estimation of information measures of continuous distributions based on
samples is a fundamental problem in statistics and machine learning. In this
paper, we analyze estimates of differential entropy in K-dimensional Euclidean
space, computed from a finite number of samples, when the probability density
function belongs to a predetermined convex family P . First, estimating differen-
tial entropy to any accuracy is shown to be infeasible if the differential entropy of
densities in P is unbounded, clearly showing the necessity of additional assump-
tions. Subsequently, we investigate sufficient conditions that enable confidence
bounds for the estimation of differential entropy. In particular, we provide confi-
dence bounds for simple histogram based estimation of differential entropy from
a fixed number of samples, assuming that the probability density function is Lip-
schitz continuous with known Lipschitz constant and known, bounded support.
Our focus is on differential entropy, but we provide examples that show that
similar results hold for mutual information and relative entropy as well.
1 Introduction
Many learning tasks, especially in unsupervised/semi-supervised settings, use
information theoretic quantities, such as relative entropy, mutual information,
differential entropy, or other divergence functionals as target functions in numer-
ical optimization problems [19, 20, 25, 38, 16, 8, 5]. Furthermore, estimators for
information theoretical quantities are useful in other fields, such as neuroscience
[26]. As these quantities typically cannot be computed directly, surrogate func-
tions, either upper/lower bounds, or estimates are used in place. Here, we will
investigate the problem of estimating differential entropy using a finite number
of samples. Throughout, we will restrict our attention to differential entropy, but
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similar results also hold for conditional differential entropy, mutual information
and relative entropy (cf. Section 4).
1.1 Our Contribution
The contributions of this work can be summarized as follows:
• First, we explore the following basic but fundamental question: Fixing
C, δ > 0 and given N ∈ N samples from a probability density function
(pdf) p ∈ P , where P is a family of pdfs on RK , is it possible to obtain
an estimate hˆ of the differential entropy h(p) <∞ satisfying
P
{
|hˆ− h(p)| > C
}
≤ δ ?
In Section 2, we show that the answer to this question is negative (Propo-
sition 2) if P is convex and the differential entropy of the pdfs in P is
unbounded.
• Subsequently, we investigate sufficient conditions for the class P that en-
able estimation of differential entropy with such a confidence bound and
in Section 3 (Theorem 3) we show that a known, bounded support together
with an L-Lipschitz continuous pdf for fixed L > 0, suffices.1 For a simple
histogram based estimator we explicitly compute a relation between prob-
ability of correct estimation, accuracy, dimension K, sample size N , and
Lipschitz constant L. It is shown that estimation becomes impossible if
either assumption is removed.
• Finally, in Section 4 we obtain impossibility results, similar to Proposi-
tion 2, for the estimation of other information measures.
1.2 Previous Work
The problem of estimating information measures from a finite number of sam-
ples is as old as information theory itself. Shortly after his seminal paper [31],
Shannon worked on estimating the entropy rate of English text [32]. There
have been numerous works on the estimation of information measures, such as
entropy, mutual information, and differential entropy, since. There are many dif-
ferent approaches for estimating information measures, including kernel based
methods, nearest neighbor methods, methods based on sample distances as well
as multiple variants of plug-in estimates. Many estimators have been shown to
be consistent and/or asymptotically unbiased under various constraints, e. g.,
in [17, 1, 12, 21, 36]. An excellent overview can be found in [6].
In [36], rate-of-convergence results as well as a central limit theorem are
provided for differential entropy and Rényi entropy. However, the confidence
1These assumptions assure that the differential entropy of the pdfs in P is bounded. A
known, bounded support bounds the differential entropy from above, and L-Lipschitz conti-
nuity bounds it from below.
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bounds and the constants involved in the rate-of-convergence results depend on
the underlying distribution which is typically unknown. Similarly, [18] obtains
a rate-of-convergence result, assuming a Lipschitz ball smoothness assumption
combined with known compact support, but the involved constants remain un-
specified. In a similar spirit, [23] provides asymptotic results for the estimation
of differential entropy in two dimensions, when certain smoothness conditions
are satisfied and the pdf is bounded away from zero. The related task of estimat-
ing relative entropy is studied, e. g., in [39, 27] and partition-based estimation
of mutual information is analyzed in [9]. While [39] only shows consistency,
convergence rates are obtained in [27, Th. 2], but again the constants involved
remain unspecified.
In contrast to our present work, the existing results for the estimation of dif-
ferential entropy mentioned above fall short when addressing the practical prob-
lem of a finite sample size. However, some results are available in a more general
context. In [35], a finite-sample analysis is conducted. Similar to our approach
(cf. Section 3), the authors of [35] assume a fixed support [0, 1]K , but instead
of Lipschitz continuity, β-Hölder continuity, β ∈ (0, 2] is assumed. Additionally,
strict positivity on the interior of the support is required and the constants
bounding the approximation error depend on the underlying, unknown distri-
bution. These additional complications are likely due to the extended scope, as
[35] is not focused on differential entropy, but the expectation of arbitrary func-
tionals of the probability density. The same authors also provide finite sample
analysis for the estimation of Rényi divergence under similarly strong conditions
in [34].
There are several negative results, which clearly show that information mea-
sures are hard to estimate from a finite number of samples. It was shown in
[3, Th. 4] that rate-of-convergence results cannot be obtained for any consistent
estimator of entropy on a countable alphabet and only when imposing various
assumptions on the true distribution, rate-of-convergence results were obtained.
More negative results on the estimation of entropy and mutual information can
be found in [28]. In fact, obtaining confidence bounds for information measures
from samples is inherently difficult and requires regularity assumptions about
the involved distributions, which are not subject to empirical test. In the sem-
inal work of [4] as well as subsequent works [13, 10, 29, 11] (and references
therein) such necessary conditions for the estimation of statistical parameters
with confidence bounds are discussed in great detail and generality. The results
of [10, 29] can be applied to differential entropy estimation and yield a result
very similar to Proposition 2, essentially showing that differential entropy can-
not be bounded using a finite number of samples, unless additional assumptions
on the distribution are made.
Especially in the context of unsupervised and semi-supervised machine learn-
ing it recently became popular to use variational bounds or estimates of informa-
tion measures as part of the loss function for training neural networks [7, 30, 19].
Criticism to this approach, in particular the use of variational bounds, has been
voiced [24]. The current paper has a more general scope, dealing with the es-
timation problem of information measures in general, not limited to specific
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variational bounds or techniques.
The information flow in neural networks is also a recent topic of investigation.
In [33], an argument for successive compression in the layers of a deep neural net-
work is given, along the lines of the information bottleneck method [37]. While
flaws in this argument were pointed out [2, 22], the authors of [15] found that
a clustering phenomenon might elucidate the behavior of deep neural networks.
These insights were obtained by estimating the differential entropy h(X+ G) of
a sum of two random vectors, where X is sub-Gaussian and G ∼ N (0, σ2I) is
an independent Gaussian vector. This is similar in spirit to the work conducted
here, however, our assumption of compact support is replaced by assuming X to
be sub-Gaussian.2 Note that the pdf of X+G is Lipschitz continuous with fixed
Lipschitz constant L(σ2), so [15] is implicitly also using a Lipschitz assumption.
2 The Nonexistence of Confidence Sets
Let P be a family of pdfs on X := RK with finite differential entropy, i. e.,
h(p) := − ∫ p(x) log p(x) dx ∈ R for every p ∈ P .
Suppose we observe N i.i.d. copies D := (X1,X2, . . . ,XN ) of some random
vector X ∼ p ∈ P and want to obtain an estimate of differential entropy from
these samples D. Such an estimator is a function hˆ : XN → R that maps D
into hˆ(D), approximating the differential entropy h := h(X) := h(p) < ∞.
Its accuracy can be measured by a confidence interval, a widely used tool in
statistical practice for indicating the precision of point estimators. For a given
error probability δ > 0, we would like to have C > 0 such that |h− hˆ(D)| ≥ C
with probability less than δ, i. e., a confidence interval of size C with confidence
1 − δ. However, there is no free lunch when estimating differential entropy, as
evidenced by the following result, a corollary of a more general result in [10],
here specialized to a bound of differential entropy. It is based on the abstract
notion of a dense graph condition (DGC).3
Theorem 1 ([10, Th. 2.1]). Assume that h satisfies the DGC over P and de-
fine B := sup{h(p) : p ∈ P}, where, e. g., B = +∞. If for any C > 0,
supp∈P Pp{hˆ(D) + C ≤ B} = 1, then
inf
p∈P
Pp
{
h(p)− hˆ(D) ≤ C
}
= 0.
A similar result follows from [29, Prop. 3.1].
We will not work with the DGC, but make two practical assumptions: P
is a convex family and the differential entropy of the pdfs in P is unbounded
(either from above or from below). Under these assumptions we show that for
any δ, C > 0 there is a pdf p ∈ P , such that |h − hˆ(D)| ≤ C with probability
2Similar to our assumption of an arbitrary but fixed compact support in Section 3, the
constant K in the definition of the sub-Gaussian X is assumed to be fixed in [14, eq. (1)].
3h satisfies the DGC over P if the graph of h over P is dense in its own epigraph [10,
eq. (2.4)].
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less than δ, i. e., hˆ(D) is far from h with high probability. Fundamentally, this
follows from the fact that P contains pdfs with a large difference in differential
entropy, which cannot be accurately distinguished based on samples. Similar
results hold true for mutual information and relative entropy and are given in
Section 4.
Proposition 2. Let P be a convex family of pdfs with unbounded differential
entropy, i. e., for any α ∈ [0, 1] and p, q ∈ P, we have αp+(1−α)q ∈ P as well
as supq∈P |h(q)| = ∞. Then, for any pair of constants C, δ > 0, there exists a
continuous random vector X ∼ p ∈ P, satisfying
Pp
{
|h(p)− hˆ(D)| ≤ C
}
≤ δ.
Remark 1. Before proceeding with the proof of Proposition 2, we note that this
result could be proved as a consequence of Theorem 1. However, this would
necessitate to show that our conditions imply the DGC. Furthermore, the proof
of [10, Th. 2.1] itself hinges on deep statistical results and thus we opted for
providing a short, self-contained proof.
Proof of Proposition 2. The function hˆ, constants C, δ > 0, and the sample size
N ∈ N are arbitrary, but fixed. Choose an arbitrary X ∼ p ∈ P and let h :=
h(p) < ∞. Then fix b > 0, such that P
{
|hˆ(X1,X2, . . . ,XN )− h| ≤ b
}
≥ 1− δ2 ,
where (Xn)n=1,...,N are i.i.d. copies of X. Furthermore, let Q ∼ B(1− ε) be a
Bernoulli random variable with parameter 1 − ε = P{Q = 1}, independent of
X, where 0 < ε ≤ δ2N . Choose a > 0 such that aε > b + C + log 2. By our
assumption supq∈P |h(q)| = ∞, we can find X˜ ∼ p˜ ∈ P with h˜ := h(p˜) such
that |h˜− h| ≥ a.
Define X := QX − (1 − Q)X˜, which yields h = h(X) = I(X;Q) + h(X|Q) =
I(X;Q) + (1− ε)h+ εh˜ ∈ (1− ε)h+ εh˜+ [0, log 2] where I( · ; · ) denotes mutual
information. For convenience we use Hˆ := hˆ(D), where D = (X1,X2, . . . ,XN )
and define the event E = {Q1 = Q2 = · · · = QN = 1} = {D = (X1,X2, . . . ,XN )}.
By the union bound, we have P{E} ≥ 1−Nε and obtain
P
{
|Hˆ− h| ≤ b
}
= P{E}P
{
|Hˆ− h| ≤ b
∣∣∣E}
+ P{Ec}P
{
|Hˆ− h| ≤ b
∣∣∣Ec}
≥ (1−Nε)P
{
|Hˆ− h| ≤ b
∣∣∣E}
= (1−Nε)P
{
|hˆ(X1,X2, . . . ,XN )− h| ≤ b
}
≥
(
1− δ
2
)2
≥ 1− δ.
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We thus found X such that
P
{
|h− Hˆ| ≤ C
}
≤ P
{
|h− Hˆ| ≥ |h− h| − C
}
≤ P
{
|h− Hˆ| ≥ ε|h− h˜| − log 2− C
}
≤ P
{
|h− Hˆ| ≥ εa− log 2− C
}
≤ P
{
|h− Hˆ| > b
}
= 1− P
{
|h− Hˆ| ≤ b
}
≤ δ.
Remark 2. Proposition 2 shows that in order to obtain confidence bounds, one
needs to make assumptions about the underlying distribution. However, as
pointed out in [10, p. 1395], when making these assumptions, one uses informa-
tion external to the samples.
Remark 3. Note that the family of all pdfs with support [0, 1]K satisfies the
requirements of Proposition 2. It also satisfies the DGC, but it is not strongly
nonparametric, as defined in [10, p. 1395].
3 Lipschitz Density Assumption
One way to avoid the problems outlined in Section 2 is to impose additional
assumptions on the underlying probability distribution, that bound the differ-
ential entropy from above and from below. We will showcase that the differential
entropy of an L-Lipschitz continuous pdf with fixed, known L > 0 on RK and
known, compact support X can be well approximated from samples. In the fol-
lowing, let X ∼ p be supported4 on X := [0, 1]K , i. e., ∫X p dλK = P{X ∈ X} =
1, where λK denotes the Lebesgue measure on RK . The pdf p : RK → R+ of X
is assumed to be L-Lipschitz continuous on RK with some fixed L > 0, where
R
K is equipped with the ℓ1-norm
5 ‖x‖ := ‖x‖1 =
∑
k |xk|, hence,
∀x,y ∈ RK : |p(x)− p(y)| ≤ L‖x− y‖.
Given N i.i.d. copies D = (X1,X2, . . . ,XN ) of X, let Y be distributed accord-
ing to the empirical distribution of D, i. e., Y = XU, where U ∼ U({1, 2, . . . , N})
is a uniform random variable on {1, 2, . . . , N}. Let the discrete random vector
Y˜ = ∆M (Y) be the element-wise quantization of Y, where ∆M (x) :=
⌊Mx⌋
M
is
the M -step discretization of [0, 1] for some M ∈ N. Additionally define the con-
tinuous random vector Y = Y˜ + U([0, 1
M
]K
)
, i. e., independent uniform noise is
4Any known compact support suffices. An affine transformation then yields X = [0, 1]K ,
while possibly resulting in a different Lipschitz constant.
5The L1 norm is only chosen to facilitate subsequent computations. By the equivalence
of norms on RK , any norm suffices.
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added. Note also that h(Y)−H(Y˜) = −K logM , where H( · ) denotes Shannon
entropy.
We will estimate differential entropy by hˆ(D) = h(Y) = H(Y˜)−K logM , i. e.,
the Shannon entropy of the discretized and binned samples with a correction
factor.
In the following, we shall also use the two constants
η(K,L) :=
1
K
(
2(K + 1)!
L
) 1
K+1
, and
α :=
√
e2 + 4− e
2e
≈ 0.12074.
Theorem 3. For M ≥ 1
αη(K,L) and any δ ∈ (0, 1), we have with probability
greater than 1− δ that∣∣hˆ(D)− h(X)∣∣ ≤ LK
2M
log(Mη(K,L)) (1a)
+
√
2
N
log
2
δ
logN (1b)
+ log
(
1 +
MK − 1
N
)
. (1c)
The proof will be given in Appendix A.
Remark 4. Of the three error terms (1a)–(1c), the terms (1a) and (1c) constitute
the bias and (1b) is a variance-like error term. While the variance (1b) vanishes
as N → ∞, the term (1a) does not depend on the sample size N as it merely
measures the error incurred due to the quantization ∆M , which is bounded
by the Lipschitz constraint and approaches zero as M → ∞. The final term
(1c) results from ensuring that N samples suffice to suitably approximate the
empirical distribution overM quantization steps. Thus, it ties the quantization
to the sample size and approaches zero if M
K
N
→ 0. In total, the RHS of (1)
approaches zero for N,M →∞ provided that MK
N
→ 0.
Remark 5. Theorem 3 should be regarded as a proof-of-concept rather than a
practical tool for performing differential entropy estimation. While analytically
tractable, the estimation strategy is crude and the bounds, especially the term
(1b), while being a completely universal bound, is know to be loose, as pointed
out in [28, p. 1200].
Remark 6. We want to note that requiring both a fixed Lipschitz constant L and
a known bounded support, e. g., X = [0, 1]K , is necessary. Consider for instance
the set P ′ = {p : p supported on [0, 1]K and Lipschitz continuous} of pdfs with
arbitrary Lipschitz constant or the set P ′′ = {p : p supported on a bounded
set and L-Lipschitz continuous} with fixed Lipschitz constant, but arbitrary,
bounded support. Both families satisfy the conditions of Proposition 2, i. e.,
they are convex and supp∈P′ |h(p)| = supp∈P′′ |h(p)| =∞.
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In principle, Theorem 3 also allows for the approximation of mutual infor-
mation with a confidence bound. Let (X,Y) ∼ pXY be two random vectors, sup-
ported on [0, 1]K1 and [0, 1]K2 , respectively. Assuming that pXY is L-Lipschitz
continuous on RK1+K2 , it is clear that the marginals pX and pY are L-Lipschitz
continuous as well. Thus, Theorem 3 can be used to approximate all three terms
in
I(X;Y) = h(X) + h(Y)− h((X,Y)).
4 Estimation of other Measures
In this section, we showcase that similar statements as Proposition 2 also hold
for mutual information and relative entropy. For simplicity we will not assume
pXY ∈ P for some family P of probability density functions, but merely re-
quire I(X;Y),D(X‖Y) < ∞. Only proof sketches are provided as the examples
provided in this section are similar to the proof of Proposition 2.
Here we show that in general, it is not possible to accurately estimate mutual
information I(X;Y) and relative entropy D(X‖Y) from samples (X,Y).
4.1 Mutual Information
For any N , let iˆ : RN ×RN → R be a measurable function, which represents an
estimate of the mutual information I := I(X;Y) <∞ fromX,Y. For convenience
we use Iˆ := iˆ(X,Y). Let X,Z ∼ U([0, 1]), W ∼ U([0, e−a]), and Q ∼ B(1− ε) be
independent random variables. Define
Y := QZ− (1− Q)(X +W).
We have
I(X;Y) = h(Y)− h(Y|X)
≥ H2(ε)−H2(ε) + aε
= aε.
The random vectors (X,Y) [(X,Z)] are N i.i.d. realizations of (X,Y) [(X,Z)].
For any δ > 0, we can find b ∈ R such that P
{
iˆ(X,Z) ≤ b
}
≥ 1 − δ2 . Letting
E = {Y = Z} = {Q = 1}, we have P{E} ≥ 1 − Nε. Thus, when choosing
ε ≤ δ2N ,
P
{ˆ
I ≤ b
}
= P{E}P
{ˆ
I ≤ b
∣∣∣E}+ P{Ec}P{ˆI ≤ b∣∣∣Ec}
≥ (1−Nε)P
{ˆ
I ≤ b
∣∣∣E}
≥ (1−Nε)
(
1− δ
2
)
≥ 1− δ.
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We may choose a ≥ b+C
ε
. Then, for arbitrary C, δ > 0 and n ∈ N, we found X,
Y and b ∈ R, such that P
{ˆ
I > b
}
≤ δ, yet I ≥ b+ C.
Remark 7. Note that [7, Th. 3] claims a confidence bound for mutual infor-
mation, that together with the approximation result [7, Lem. 1] seemingly
contradicts our result. However, the confidence bound proved in [7, Th. 3]
requires strong conditions on the functions6 Tθ and [7, Lem. 1] does not nec-
essarily hold under these conditions. Moreover, both approximation results [7,
Lem. 1 and Lem. 2] do not hold uniformly for a family of distributions, but
implicitly assume a fixed, underlying distribution. This is especially evident in
[7, Lem. 2], which also seemingly contradicts our result, when assuming that the
optimal function T ∗ is in the family TΘ. However, this apparent contradiction
is resolved by noting that the chosen N ∈ N depends on the underlying, true
distribution.
4.1.1 One Discrete Random Variable
In the following we show that a similar result holds if Y has a fixed finite
alphabet, say Y = {1, 2, . . . ,K}. Again, for every N ∈ N, let iˆN : RN×YN → R
be an estimator that estimates I := I(X;Y) ≤ logK from X,Y. Note that the
result for continuous Y cannot carry over unchanged as we have I ∈ [0, logK].
We shall assume that iˆN is consistent in the sense that IˆN → I in probability as
N →∞, where we use IˆN := iˆN(X,Y).
Let X ∼ U([0, 1]) andW ∼ U(Y) be independent random variables. Fix δ > 0
and by consistency find N0 such that P
{
iˆN (X,W) ≥ δ
}
≤ δ2 for all N ≥ N0. In
the following consider N ≥ N0 fixed. Fix M ∈ N and v ∈ YM , and define the
quantization Z := 1 + ⌊MX⌋. The random variable Y is simply Y = vZ. We use
the notation IˆvN to highlight that IˆN depends on the particular choice of v and
wish to show that P
{ˆ
IvN ≥ δ
}
≤ δ for at least one v.
Assume to the contrary, that P
{ˆ
IvN ≥ δ
}
> δ for all v ∈ YM . Let E =
{∃i, j ∈ {1, 2, . . . , N} : i 6= j,Zi = Zj} be the event that two elements of X fall
in the same “bin.” Note that Z is the quantization of X. For M large enough,
we obtain
P{E} = 1− M !
MN(M −N)!
≤ 1−
(
M −N + 1
M
)N
≤ ε.
Defining V ∼ U(YM), independent of X, we obtain for ε small enough
δ < K−M
∑
w∈YM
P
{ˆ
IvN ≥ δ
}
6Here we use the notation of [7].
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≤ ε+K−M
∑
v∈YM
P
{ˆ
IvN ≥ δ
∣∣∣Ec}
= ε+
∑
v∈YM
P
{ˆ
I
V
N ≥ δ
∣∣∣Ec,V = v}P{V = v}
= ε+ P
{ˆ
I
V
N ≥ δ
∣∣∣Ec}
= ε+ P
{
iˆN(X,VZ) ≥ δ
∣∣∣Ec}
= ε+ P
{
iˆN(X,W) ≥ δ
∣∣∣Ec}
≤ ε+ δ
2(1− ε) ≤ δ,
leading to a contradiction.
To summarize, for arbitrary δ and N large enough, there exists w such
that P
{ˆ
IwN ≥ δ
}
≤ δ, but clearly Y is a deterministic function of X and hence
I = logK.
4.2 Relative Entropy
Let p and q be two continuous pdfs (w.r.t. λ) and X, Y be N i.i.d. random
variables distributed according to p and q, respectively. For anyN , let dˆN : R
N×
R
N → R be an estimator that estimates D := D(p‖q) < ∞ from X,Y. For
convenience we use DˆN := dˆN (X,Y). Let Z1, Z2 be two independent i.i.d. N
vectors with components uniformly distributed on [−1, 0]. For an arbitrary δ > 0
we can find c ∈ R such that P
{
dˆN (Z1,Z2) ≤ c
}
≥ 1− δ2 . Consider C, δ > 0 and
an arbitrary N ∈ N.
Define the pdfs
p(x) = e−a1[0,1)(x) + (1− e−a)1[−1,0)(x), and
q(x) = e−a−b1[0,1)(x) + (1 − e−a−b)1[−1,0)(x)
for a, b ∈ R+.
With b = kea, where k ∈ R+, we have D = D(a, k), with the function
D(a, k) = e−ab+ (1− e−a) log 1− e
−a
1− e−a−b
= k + (1 − e−a) log 1− e
−a
1− e−a−kea
≥ k − e−1.
Let E1 = {X < 0} and E2 = {Y < 0} be the events that every component of
X and Y, respectively, is negative. Then,
P{Ec1 ∪ Ec2} ≤ 2Ne−a,
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P{E1 ∩ E2} ≥ 1− 2Ne−a.
Choose a ≥ log 4N
δ
and k ≥ c+ C + e−1 such that 2Ne−a ≤ δ2 and D ≥ c+ C.
We can now bound the probability
P
{
DˆN ≤ c
}
= P
{
DˆN ≤ c
∣∣∣E1 ∩ E2}P{E1 ∩ E2}
+ P
{
DˆN ≤ c
∣∣∣Ec1 ∪ Ec2}P{Ec1 ∪ Ec2}
≥ P
{
DˆN ≤ c
∣∣∣E1 ∩ E2}(1 − δ
2
)
= P
{
dˆN (Z1,Z2) ≤ c
}
(1− δ
2
)
≥ 1− δ.
In summary, for an estimator dˆN and any δ, C > 0 and N ∈ N, we can find
distributions p, q and c ∈ R, such that P{DˆN > c} ≤ δ, even though D ≥ c+C.
5 Discussion and Perspectives
We showed that under mild assumptions on the family of allowed distributions,
differential entropy cannot be reliably estimated solely based on samples, no
matter how many samples are available. In particular, as first noted in [10]
no non-trivial bound or estimate of an information measure can be obtained
based only on samples. External information about the regularity of the un-
derlying probability distribution needs to be taken into account. However, such
regularity assumptions are not subject to empirical verification and thus, the ex-
istence of statistical guarantees for an empirical estimate cannot be empirically
tested. This shows that researchers should take great care when approximat-
ing or bounding information measures, and specifically explore the necessary
assumptions for the underlying distribution.
Regarding the use of information measures in machine learning, we note
that our results apply to all estimators of information measures. In particular,
empirical versions of variational bounds cannot provide estimates of information
measures with high reliability in general.
It would be interesting to investigate the type of assumptions on the under-
lying distributions that may hold in typical machine learning setups. However,
as pointed out previously, these properties cannot be deduced from data, but
must result from the model under consideration. In a related note, it might
be interesting if the confidence bounds for differential entropy estimation under
bounded support and Lipschitz condition from Section 3 carry over to empirical
versions of variational bounds. Extensions of these results to other information
measures, e. g., Rényi entropy, Rényi divergences, or f -divergences, could also
be of particular interest for future work.
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A Proof of Theorem 3
We shall first introduce auxiliary random variables which are depicted in Fig-
ure 1. Let X˜ be the element-wise discretization X˜ = ∆M (X). The continuous
random vector X = X˜+U([0, 1
M
]K
)
is obtained by adding independent uniform
random noise. Let q be the pdf of X. It is straightforward to see that Y˜ is
distributed according to the empirical distribution of N i.i.d. copies of X˜. Also
note that H(X˜) = h(X) +K logM .
X X˜ X
D
Y Y˜ Y
N i.i.d. copies
∆M + uniform noise
empirical distribution
∆M
+ uniform noise
empirical distribution of
N i.i.d. copies
Figure 1: Connections between all involved random variables.
In order to prove Theorem 3 we use the triangle inequality twice to obtain∣∣hˆ(D) − h(X)∣∣
=
∣∣h(Y)− h(X)∣∣
≤ ∣∣h(Y)− h(X)∣∣+ ∣∣h(X)− h(X)∣∣
=
∣∣H(Y˜)−H(X˜)∣∣+ ∣∣h(X)− h(X)∣∣
≤ ∣∣H(Y˜)− E[H(Y˜)]∣∣+ ∣∣E[H(Y˜)]−H(X˜)∣∣
+
∣∣h(X)− h(X)∣∣, (2)
noting that h(Y) − H(Y˜) = h(X) − H(X˜) = −K logM . Note that H(Y˜) is a
random quantity that depends on D. We thus split the bound in three terms,
where the first term in (2) is variance-like and the second and third terms
constitute the bias. In the remainder of this appendix, we will complete the
proof by showing that all three terms in (2) can be bounded as follows. First,
we have ∣∣E[H(Y˜)]−H(X˜)∣∣ ≤ log(1 + MK − 1
N
)
, and (3)
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∣∣h(X)− h(X)∣∣ ≤ LK
2M
log(Mη(K,L)). (4)
And with probability greater than 1− δ we also have
∣∣H(Y˜)− E[H(Y˜)]∣∣ ≤√ 2
N
log
2
δ
logN. (5)
As Y˜ is distributed according to the empirical distribution of N i.i.d. copies of X˜,
on an alphabet of size MK , the inequalities (3) and (5) follow directly from the
following well-known lemma, concerning the estimation of (discrete) Shannon
entropy.
Lemma 4 ([28, eq. (3.4), and Prop. 1] and [3, Remark iii, p.168]). Let Z be a
random variable on {1, 2, . . . ,M} and Zˆ distributed according to the empirical
measure of N i.i.d. copies of Z. We then have
∣∣H(Zˆ)−H(Z)∣∣ ≤ ∣∣H(Z)−E[H(Zˆ)]∣∣+∣∣H(Zˆ)− E[H(Zˆ)]∣∣, where∣∣H(Z)− E[H(Zˆ)]∣∣ ≤ log(1 + M − 1
N
)
,
and for any δ ∈ (0, 1], with probability greater than 1− δ,
∣∣H(Zˆ)− E[H(Zˆ)]∣∣ ≤√ 2
N
log
2
δ
logN.
In order to show (4), we will first obtain some preliminary results and then
conclude the proof in Lemma 10. We start by bounding the difference between
p and the approximation q using the following auxiliary results.
Lemma 5. Let f : [0,A] → R be an arbitrary L-Lipschitz continuous function
and assume f(y) = 0 for some7 y ∈ [0,A], then∫
[0,A]
|f(x)|λK(dx) ≤ L
2
(
K∏
k=1
Ak
)(
K∑
k=1
Ak
)
.
In particular, for Ak = ε, k ∈ {1, 2, . . . ,K}, we have
∫
[0,ε]K
|f(x)|λK(dx) ≤
εK+1LK2 .
Proof. For x ∈ [0,A] we have |f(x)| = |f(x)− f(y)| ≤ L‖x− y‖ and hence∫
[0,A]
|f(x)|λK(dx)
≤ L
∫
[0,A]
‖x− y‖λK(dx)
= L
K∑
k=1
∫
[0,A]
|xk − yk|λK(dx)
7We use the notation [0,A] = {x ∈ RK : 0 ≤ xk ≤ Ak, k ∈ {1, 2, . . . , K}}.
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=
L
2
(
K∏
k=1
Ak
)(
K∑
k=1
A2k − 2yk(Ak − yk)
Ak
)
≤ L
2
(
K∏
k=1
Ak
)(
K∑
k=1
Ak
)
.
Lemma 6. For an L-Lipschitz continuous pdf p on X and q the pdf of X, as
defined above, we have |p(x)− q(x)| ≤ LK2M for every x ∈ X .
Proof. Let x ∈ X and x˜ = ∆M (x). The function q is constant on ∆−1M (x˜)
and given by q(x′) = λK(∆−1M (x˜))
−1
∫
∆
−1
M
(x˜)
p dλK for all x′ ∈ ∆−1M (x˜), where
λK(∆−1M (x˜)) = M
−K . Thus, since x ∈ ∆−1M (x˜), we obtain
M−K |q(x)− p(x)| =
∣∣∣∣∣
∫
∆
−1
M
(x˜)
p(x′)− p(x)λK(dx′)
∣∣∣∣∣
≤
∫
∆
−1
M
(x˜)
|p(x′)− p(x)|λK(dx′)
≤M−K−1LK
2
, (6)
where we applied Lemma 5 to x′ 7→ p(x′)− p(x) in (6).
Lemma 7. If p is an L-Lipschitz continuous pdf on RK , then p ≤
(
LK(K+1)!
2K
) 1
K+1
.
Proof. Let x ∈ RK and define the ball Bx(p(x)L ) = {x′ ∈ RK : ‖x′ − x‖ ≤ p(x)L }
with radius p(x)
L
, centered at x. We then have λK(Bx(
p(x)
L
)) = 2
Kp(x)K
LKK!
and
hence,
1 ≥
∫
Bx(
p(x)
L
)
p(x)λK(dx)
=
2Kp(x)
K+1
LKK!
−
∫
Bx(
p(x)
L
)
p(x)− p(x′)λK(dx′)
≥ 2
Kp(x)K+1
LKK!
− L
∫
Bx(
p(x)
L
)
‖x− x′‖λK(dx′) (7)
=
2Kp(x)
K+1
LK
1
(K + 1)!
,
where the fact that p(x)−p(x′) ≤ L‖x− x′‖ for all x′ ∈ RK is used in (7).
Using the previous lemmas to bound the distance between p and q, the
following two results will allow us to bound the difference of the differential
entropies.
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Lemma 8. For x ∈ [0, 1], y ≥ 0, and a := |x− y| ≤ α ≈ 0.121 we have
|x log x− y log y| ≤ −a log a. (8)
Proof. In the following, we assume w.l.o.g. that x ≤ y = x+ a. If x ≤ y ≤ e−1,
then |x log x− (x+ a) log(x+ a)| = x log x− (x+ a) log(x+ a) is monotonically
decreasing in x and thus maximal at x = 0 and hence, (8) follows. If, on the other
hand, y ≥ e−1, then necessarily α ≤ e−1−α ≤ x ≤ y ≤ 1+α. Define the function
f(x) := −x log x, x > 0 and f(0) := 0. Note that by the mean value theorem
there are a0 ∈ (0, a) and x0 ∈ (x, y) such that |f(0) − f(a)| = f(a) = af ′(a0)
and |f(x) − f(y)| = a|f ′(x0)|. Inequality (8) then follows by observing that
|f ′(x0)| ≤ f ′(a0) whenever a0 ∈ (0, α) and x0 ∈ (α, 1 + α).
Lemma 9. Let p and q be two pdfs supported on X with finite differential
entropies. Assume that for all x ∈ X we have |p(x)−q(x)| ≤ ε and 0 ≤ p(x) ≤
A, and that ε
A
≤ α holds. Then,
|h(p)− h(q)| ≤ ε log A
ε
. (9)
Proof. Define p′(x) := A−1p
(
A−
1
K x
)
and q′(x) := A−1q
(
A−
1
K x
)
for x ∈
[0, A
1
K ]K . We have |p′(x)− q′(x)| ≤ A−1ε, 0 ≤ p′(x) ≤ 1 as well as
|h(p)− h(q)|
= |h(p′)− h(q′)|
=
∣∣∣∣∫ p′ log p′ − q′ log q′ dλK∣∣∣∣
≤
∫
|p′ log p′ − q′ log q′| dλK
≤ −λK([0, A 1K ]K) · A−1ε log(A−1ε) (10)
= ε log
A
ε
,
where Lemma 8 was applied in (10).
We can now finish the proof of Theorem 3 by showing (4).
Lemma 10. If M ≥ 1
αη(K,L) we have∣∣h(X)− h(X)∣∣ ≤ LK
2M
log(Mη(K,L)).
Proof. By Lemma 6, |p(x)−q(x)| ≤ LK2M and, by Lemma 7, p ≤
(
LK(K+1)!
2K
) 1
K+1
.
We can thus apply Lemma 9 with ε = LK2M and A =
(
LK(K+1)!
2K
) 1
K+1
provided
that ε
A
≤ α, which is equivalent to M ≥ 1
αη(K,L) . Inserting ε and A in (9)
proves the result.
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