Introduction. Main theorem.
Let N ∈ N, N ≥ 2, and let
where D j is a domain, j = 1, . . . , N . We define an N -fold cross
Observe that X is connected.
Let Ω ⊂ C Remark. Notice that the Main Theorem may be generalized to the case where D j is a Riemann-Stein domain over C k j , j = 1, . . . , N .
Observe that in the case M = ∅, N = 2, the Main Theorem is nothing else than the following cross theorem. (0), where P is a non-zero polynomial of N complex variables. The special subcase N = 2, P (z, w) := z − w had been studied in [Ökt 1998 ]. The general case for N = 2, k 1 = k 2 = 1 was solved in [Jar-Pfl 2001] ; see also [Ökt 1999 ] for a partial discussion of the case N = 2, k 1 , k 2 ≥ 1.
The case where the singular set M is a pluripolar relatively closed subset of U is studied in [Jar-Pfl 2003 ].
Auxiliary results.
The following lemma gathers a few standard results, which will be frequently used in what follows.
Lemma 2 (cf. [Kli 1991] , [Jar-Pfl 2000, §3.5] 
be a bounded open set and let A ⊂ Ω. Then:
be an open set and let A ⊂ Ω. Then:
• If A is locally pluriregular and P ⊂ C n is pluripolar , then A \ P is locally pluriregular.
Moreover, we get:
Proof. (a) is an immediate consequence of the product property for the relatively extremal function
on Ω.
To get the opposite inequality we proceed by induction on N ≥ 2. Let N = 2. The proof of this step is taken from [Sic 1981] . For the reader's convenience we repeat the details.
(a 2 ) < 1 and therefore α :
(a 2 ), which finishes the proof for N = 2. Now, assume that the formula is true for N − 1 ≥ 2. Put
and fix an arbitrary z = ( z, z N ) ∈ Ω. Obviously, z ∈ Ω. By the inductive hypothesis, we conclude that
Now we apply the case N = 2 to the following situation:
Proof. Using exhaustion by bounded domains we may assume that the D j 's are bounded.
We know that X ⊂ X. 
Since X is connected, the proof is complete.
locally pluriregular sets, and let X := X(A, B; D, G). Let M U be an analytic subset of an open connected neighborhood U of X. Assume that A ⊂ A, B ⊂ B are such that:
• A \ A and B \ B are pluripolar (in particular , A , B are also locally pluriregular ),
Then:
By the same argument for the second variable we get g = 0 on P and, consequently, on U \ M . 
Proof of the Main Theorem in the case where U = X.
We proceed by several reduction steps. First observe that, by Lemma 5(a), the function f is uniquely determined (if it exists).
Step 1. To prove the Main Theorem for M = ∅ it suffices to consider the case where M is pure one-codimensional.
Proof. Since X is pseudoconvex, the arbitrary analytic set M ⊂ X can be written as
From now on we assume that M is empty or pure one-codimensional.
Step 2. 
Observe that all the A j,k 's are locally pluriregular. Put
From now on we assume that M is empty or pure one-codimensional and D 1 , . . . , D N are bounded pseudoconvex.
Step 3. To prove the Main Theorem it suffices to consider the case N = 2.
Remark. By Theorem 1, Step 3 finishes the proof of the Main Theorem for M = ∅.
Proof of
Step 3. We proceed by induction on N ≥ 2. Suppose that the Main Theorem is true for N − 1 ≥ 2. We have to discuss the case of an Nfold cross X = X (A 1 , . . . , A N ; D 1 , . . . , D N ) , where D 1 , . . . , D N are bounded pseudoconvex. Let M ⊂ X be empty or pure one-codimensional.
Let
where
We also mention that for any a N ∈ A N we have
To continue define the following 2-fold cross:
Notice that Z satisfies all the properties for the case N = 2:
By Lemma 3, we have
Obviously, f is well defined and therefore f ∈ O s (Z \ M ). Using the case N = 2, we find another function
What remains is to prove the case N = 2 and M = ∅. From now on we simplify our notation and consider the following configuration:
, where D, G are bounded pseudoconvex domains, A, B are locally pluriregular. Put, as always,
Moreover , let M be a pure one-codimensional analytic subset of X.
We want to show that any f ∈ O s (X \ M ) extends holomorphically to X \ M .
Step 4. Let X, M , and f be as above.
Proof. Fix a j ∈ N. Put
Note that
We wish to glue the functions (f a,j ) a∈A ∩D j and (f
Hence, by the identity principle, we conclude that
Recall that X j ⊂ U j ⊂ X j . We claim that the envelope of holomorphy of U j coincides with X j . In fact, let h ∈ O(U j ); then h| X j ∈ O s (X j ). So, by Theorem 1, there exists an h ∈ O( X j ) with h = h on X j . Lemma 5(b 2 ) implies that h = h on U j .
Applying the Grauert-Remmert theorem (cf. [Jar-Pfl 2000, Th. 3.4 .7]), we find a function f j ∈ O( X j \ M ) with f j = f j on U j \ M . In particular,
Since A \ A , B \ B are pluripolar, we get
Observe that
To apply Step 4 we introduce the following condition ( * ). Let > 0, 0 < r < R. Put
be locally pluriregular, a 0 ∈ A, and let M be a pure one-codimensional analytic subset of Ω with
( * ) For any R ∈ (r, R) there exists ∈ (0, ) such that for any function
Step 5 
Fix j ∈ N, a ∈ A ∩D j and let Ω j be the set of all b ∈ G j+1 such that there exist a polydisc ∆ (a,b) 
By Theorem 1, we find r b ∈ (0, r) and
Hence, by ( * ) (with R := R), there exists an extension
Thus Ω j = G j+1 . There exists a finite set T ⊂ G j such that
In particular, by gluing the functions (
Changing the roles of z and w, we get f
Thus the assumptions of
Step 4 are satisfied.
It remains to check ( * ).
Step 6. Condition ( * ) is always satisfied , i.e. the Main Theorem is true.
It suffices to show that R * 0 = R. 
Let A denote the set of all (a, b ) ∈ A × ∆ b 0 (R ) which satisfy the following condition:
Using the biholomorphic mapping
we see that the function
shows that g extends holomorphically to ∆ (a,b ) 
Translating the above information back via Φ µ for all µ, we conclude that the function f 1 extends holomorphically to ∆ (a,b ) 
is a polydisc and g j ∈ O(P j ) is a defining function for M ∩ P j ; cf. [Chi 1989, §2.9] . Define
and observe that, by the implicit function theorem, any point from
satisfies ( * * ). It is enough to show that each set pr ζ (S ν ) is pluripolar. Fix ν. Let S be an irreducible component of S ν . We have to show that pr ζ (S) is pluripolar. If S has codimension ≥ 2, then pr ζ (S) is contained in a countable union of proper analytic sets (cf. [Chi 1989, §3.8]) . Consequently, pr ζ (S) is pluripolar. Thus we may assume that S is pure one-codimensional. The same argument as above shows that pr ζ (Sing(S)) is pluripolar. It remains to prove that pr ζ (Reg(S)) is pluripolar. Since g ν is a defining function, for any ζ ∈ Reg(S) there exists a k ∈ {1, . . . , p + q − 1} such that
We only need to prove that each set pr ζ (T k ) is pluripolar, k = 1, . . . , p+q−1. Fix k. To simplify notation, assume that k = 1. Observe that, by the implicit function theorem, we can write
, and ψ l : Q l → Q l is holomorphic, l ∈ N. It suffices to prove that the projection of each set
we conclude that ∂ψ l /∂ζ p+q ≡ 0 and consequently ψ l is independent of ζ p+q . Thus pr ζ (T 1,l ) = {ζ 1 = ψ l (ζ 2 , . . . , ζ p+q−1 )} and therefore the projection is pluripolar. The proof that ( A × ∆ b 0 (R )) \ A is pluripolar is complete.
Using
Step 4, we conclude that f extends holomorphically to the domain Y \ M , where Remark. Notice that the proof of Step 6 shows that the following stronger version of ( * ) is true: Let > 0, 0 < r < R, Ω, Ω, A, and a be as in ( * ). Let M be a pure one-codimensional analytic subset of Ω (we do not assume that M ∩ Ω = ∅). Then: 
