Infinite Leslie matrices are studied. The purely linear algebraic concept of weighed kneading determinant is introduced to solve linear difference equations associated with Leslie matrices. The method applies both to finite and infinite matrices. In the finite case this technique simplifies the computations.
1 Introduction and statement of results
Preliminary considerations
Almost seventy years ago Paul Holt Leslie introduced in [16] and [17] matrices to study age structured populations with given birth ratios and the population divided by age classes. Leslie to study the dynamics of an age structured population. The population is divided in age classes l = 0, 1, . . . p − 1. Giving the population vector P = (P 0 , P 1 , . . . , P p−1 ), P l is the number of individuals in each class. In mammal populations the individuals are usually identified with females. The b j are the transition probabilities from age class j − 1 to age class j and the a l are the mean birth rates of each individual in the class l. We prefer to start the indexes a l at 0 in relation to the original kneading theory [1, 2, 18] . Please note that this notation does not agree with be the usual practice in Mathematical Demography: researchers in that field must keep in mind that the indexes of all expressions in a l must be shifted by 1 to be in their usual framework.
Giving an initial population P 0 the dynamics is given by the linear difference equation or matrix recurrence of the multiplicative process P n = L p P n−1 , with P 0 given.
In many studies the value of a 0 is 0, since newborn individuals (females) are not fertile. In finite matrix models when individuals in the older class P p−1 become infertile there is no need to go further than a p × p matrix. The last class P p−1 contains all the oldest individuals considering that a (p + 1) × (p + 1) matrix would have a coefficient a p = 0 dynamically irrelevant. Variants of this scheme use Usher [21] or Lefkovitch [15] matrices and occur when dealing with modeling, simulation, experiments and observation data from actual populations.
The following terminology regarding sets is used in this paper.
Notation 1
The set N denotes the non-negative integers. The Cartesian product of k repeated sets A is denoted by A k . The Cartesian product is denoted A ∞ for a denumerable Cartesian product of repeated sets. The indeterminates x and z are respectively associated with real and complex indeterminates when nothing else mentioned.
In 1972 Demetrius introduced the idea of an infinite Leslie matrix L [8] in the demographic multiplicative processes. This concept is related and developed in other work of the same author [9] where general multiplicative processes are studied using operator theory in a Banach space V . The approach of this last work rests, among many other facts, on the analysis of the resolvent of irreducible positive linear operators. Given such an operator T , Demetrius has shown that the pole ρ of the resolvent R λ is positive, simple and if V is a Banach Lattice, then the geometric multiplicity of ρ is 1.
The infinite Leslie matrix has the appearance
with almost the same interpretation of the finite one. The entries of this matrix are
the sets of indexes are denumerable. A similar terminology of [19] could be used calling the set of Leslie matrices (with finite or denumerable index sets) the set of countable Leslie matrices. Since this paper deals essentially with denumerable matrices we adhere to the name infinite Leslie matrices when referring to this type of matrices avoiding possible ambiguities resulting from different terminologies in the literature. Our results apply easily to the particular case of finite matrices as we will see below.
Using techniques from operator theory, Demetrius [9] proved (see Theorems 2.1, 2.2 and 2.3 of the cited paper) that when a n < ∞, a n for infinitely many n and b n → 0 as n → 0, the model has an essentially unique stationary age distribution and reproductive index. (Essentially unique means in this context unique up to a constant factor.) This proves that infinite Leslie matrices behave basically as finite ones. Gosselin and Lebreton, in a recent paper [12] , relaxed the original Demetrius conditions.
In this paper we use analytic and linear algebraic techniques. The main contribution of this paper is the deduction of a method to find the powers L n of L that applies to arbitrary complex numbers a l (with l = j − 1) and b j in infinite Leslie matrices, thus solving directly the associated difference equation. This goal can not be obtained using classic operator theory. Classic operator theory deals with asymptotic properties and does not obtain explicit solutions for the dynamical problem.
The matrix product of infinite matrices is a generalization of the same product for finite ones [19] ; in the case of Leslie matrices it is well defined since all the entries in the products of Leslie matrices have a finite number of summands. To keep the subject as general as possible we always use the more general context of complex numbers. When we apply our results to concrete population problems, namely in the last section where we deal with asymptotic properties, we restrict the transition probabilities using the conditions of the next definition. These two condition are the most general conditions of both the original paper of Demetrius [8] and of the recent paper of Gosselin and Lebreton [12] .
Definition 3
One has an infinite Leslie matrix for Population Dynamics when in the infinite Leslie matrix L the coefficients satisfy the two conditions:
Condition 1 in the above definition means that the fertility rates are finite and condition 2 that the survival rates are bounded by 1. More restrictive conditions are introduced in [12] (conditions iii and iv in the cited paper) to deal with asymptotic properties of the solutions. These conditions apply only to the asymptotic behaviour of the solutions.
This model can be used in the study of species with low senescence like colonies of fungi or bacteria, social insects colonies or human settlements, where each entire colony is the individual. It can be used too in a broader context to any mortal population if we think that all populations are finite and with b j < 1 the population in the older classes goes eventually to zero, see for instance the interesting discussion in [12] . This is in line with many other instances in science, the Gaussian distribution is used liberally to study large but finite populations, which is epistemologically sound. If we consider other non-biological systems, like self reproducing machines [22, 11] , self reproducing computer programs [3, 14, 25] or both, like in the survey [20] , we can even consider the hypothesis of no senescence or immortality where the only approach will be by infinite matrices. When the iteration period coincides with the length of the age class, the model of infinite Leslie matrices holds naturally. The interpretation is the same as in the biological systems; in those cases the a l represent the replication coefficients for each age class and the b j the age transition rate of working machines or programs.
The advantages of this approach are related with the simplicity of the sums of formal power series when the coefficients obey some regular rule and the possibility of computing easily the powers of any Leslie matrix, infinite or finite.
Our methods apply perfectly to any complex initial conditions, since the method of generating functions works with any matrix of the form (2) with complex entries. In this case, the infinite vector of initial conditions is v 0 = u, where u = (u k ) k=0,1,2,... ∈ C ∞ . The vector v n at time n is given by the linear difference equation
where L is now infinite.
Obviously the focal point of this work is the study of concrete population dynamics, where the sum of all the components of u must be a non-negative real number and the entries of L must satisfy the conditions of Definition 3. We call for short the linear difference equations (1) and (3) given by Leslie matrices, finite and infinite Leslie difference equations or Leslie recurrences.
Note 4
In the context of population dynamics the total initial population u 1 must be bounded
The difference equation (3) is solved by
The main question of this paper is to find the powers of L which solve the difference equation. Being L an infinite matrix this problem is not trivial. The idea of our work is to apply the main theorems of [1] and [2] to compute directly the matrix elements of L n via generating functions, which are given by formal power series. In this context the particular choice of the positive values b j and the non-negative values of a l is immaterial and no more conditions are imposed on these values. Since our technique is based in formal power series we do not care about the convergence problem whenever explicitly stated.
We present the results in this section without proofs. Some models and examples are developed in section 2.
The proofs and technical details are left to section 3. In the last section we add some results on asymptotic behavior of Leslie difference equations.
Statement of the results
To present the statement of the main result we need some notation.
Notation 5
We use a simplified notation to identify products of the transition probabilities b k of a Leslie matrix
0 otherwise, to avoid to overload our work with heavy notations and multiple different cases 1 . As usual in the case of sums if k f < k i we have
Notation 6 Matrices are always denoted using capital bold letters.
Notation 7
The usual discrete Heaviside function on the set of the integers Z is denoted such that
Definition 8
The quantity
is defined operationally here and named the weighed kneading determinant of the Leslie difference equation (3) with weights C n 1 . The meaning of this concept will be made precise in section 3 where a general and deeper definition will be presented. The Definition 27 of section 3 agrees naturally with ∆ (z), when computed for Leslie difference equations.
Definition 9
We define a matrix of formal power series
Note 10 The zero degree coefficient of ∆ (z) is 1. Consequently ∆ (z) is invertible and the quotient in (4) above is well defined. This definition will be clarified in Lemma 32.
The main theorem of this paper states that:
1 The usual notation, see [12] , for these products is ln =
, with l 1 = 1. In our proofs the bottom index k i in general is not 1. This is the reason for a special notation.
To compute L n we have to identify the coefficients of z n in G (z). Consequently, we call G (z) the generating matrix of the solutions of the Leslie difference equation (3) .
Remark 12
Obviously when we have a L p finite Leslie matrix, Theorem 11 still applies. The difference is that the values of the indexes are restricted to i = 1, . . . , p and j = 1, . . . , p.
] and the formal power series which are entries of G (z) are obtained computing quotients of formal polynomials.
With this Theorem it is straightforward to compute the powers of L and to understand the dynamics of the difference equation (3) for different instances of Leslie matrices.
Example 13
We have a particular simple situation for G 11 (z)
,
The generating function for L n 11 (the entries (1, 1) of the powers of L) is the inverse of the weighed kneading determinant. This agrees with the direct computations of the matrix elements of
is the well known Euler-Lotka equation [12] for the leading eigenvalue, ρ > 0, for an infinite Leslie matrix. If we identify z = ρ −1 in (5) we get ∆ (z) = 0. The weighed kneading determinant and its roots will be very important in terms of asymptotic behavior of the solutions.
Models and examples
It is not our purpose to study a plethora of concrete examples that can be readily obtained from the vast literature on this subject, see for example [4] . In this section we present a few case studies that can be of interest for practical researchers in Mathematical Biology as examples of the computations involved. The heart of the matter is that any Leslie difference equation, finite or infinite, can be solved using kneading theory.
Conceptual models with infinite matrices
In this subsection we consider only conceptual models, though experiments or gedanken experiments. In the next subsection we will consider models from applied literature.
Geometric birth rates and constant transition probabilities
The possibility of infinite Leslie matrices can occur when the population does age very slowly or when we consider each member of the population as a colony of insects like ants or termites, these colonies can last forever at least theoretically or when we consider a short time approximation compared with the life time of each colony. Each colony can reproduce founding new colonies near the original one. The scale of the reproduction is very slow but each colony has high survivorship rate. So the reproducing coefficients a l (with l = j − 1) are very small and the transition probabilities b j near 1.
As a very simple ideal experiment we consider populations were the reproduction decreases or increases geometrically with age and with a mortality rate constant. We consider reproducing coefficients a l = aχ l = aχ j−1 with a, for χ > 0. In the case of usual populations we restrict this situation to 0 < χ ≤ 1, but we can, at least conceptually, conceive experiments with populations that reproduce much more in older generations, these can include human settlements or expansion of towns. In this first case we consider constant transition probabilities b j = b. Geometric birth rates are used since the formal power series are readily obtained exhibiting the internal machinery of this procedure. This case includes the constant fertility rate, which is presented in [12] , if χ = 1. We have
We compute the weighed kneading determinant
The generating functions are
where h is the discrete Heaviside function.
To simplify the notation the generating matrix G (z) = [G ij (z)] i,j=1,2,... can be written as
where, in this case
With the matrix G (z) it is very easy to compute all the powers of L and solve explicitly the difference equation (3).
Note 15
The Euler-Lotka equation
a+bχ . Therefore, the leading eigenvalue is ρ = a + bχ and the replacement fertility (fertility rate that keeps stable the population average) is a = 1 − bχ.
Geometric birth rates and harmonic transition probabilities
Now we consider a model of population were the mortality rate decreases with age. We consider again reproducing coefficients a l = aχ l = aχ j−1 , with a > 0 and χ > 0. Now, the transition probabilities are b j = b j , with 0 < b ≤ 1. We have
We have an easy way of writing G (z)
where g ij is now
Any other entry of L n is easily obtained. To illustrate this fact we choose to present, for instance, the entries L n 31 corresponding to the coefficients of
all the terms of the power series agree with the much more difficult direct computations of the products of infinite matrices. and has solution z ≃ 0.7035 meaning that the leading eigenvalue is ρ ≃ 1.4215. Therefore the solutions of (3) grow exponentially.
Newborn generation with zero fertility rate
Now we consider a more frequent model of population were the newborn class is non-fertile, so a 0 = 0. We consider reproducing coefficients similar to the previous case: a l = aχ l = aχ j−1 with a, χ > 0 and transition probabilities b j = b j with 0 < b ≤ 1. This type of model affects the lowest degree terms in the generating functions and is related to the previous paragraph, consequently we present this case briefly. We have
The weighed kneading determinant is
If j = 1 the generating functions are
, and for j ≥ 2 the generating functions are
Note 18 With χ = 3 and a = 2 and b = 1 the pole of G is at z ≃ 0.3161. Therefore the dominant eigenvalue is approximated by ρ ≃ 3.16 and the population increases exponentially. In this instance it is possible to compute the powers of L but some of the conclusions of section 4 do not apply because the first row of L is not bounded and conditions of Definition 3 are not satisfied.
Simple examples from observation and literature

Finite case
A possible very simplified Leslie matrix for semelparous population with three age classes is
where a is the average fertility rate of each female, b 1 is the survival rate of the newborn generation and b 2 is the survival rate of the juveniles. See a more general discussion in [6] with an extensive related bibliography. The weighed kneading determinant is
The generating matrix for this model is
with an easy expansion in power series. The general semelparous case with p age classes can be obtained using similar reasonings.
Note 19 The Euler-Lotka equation has solution
In the case ab 1 b 2 = 1 the population is stable with yearly oscillations of period 3.
Infinite case
Gosselin and Lebreton in [12] discuss one model that is a modification of the model discussed in subsection 2.1.3.
Their proposed Leslie matrix is
where χ was set to 1, which means constant fertility rates. In this subsection we consider the model with a general χ. This change does not involve any new intrinsic difficulty, only a change of the indeterminate z in the formal power series. The weighed kneading determinant is very similar to (6)
If j ≥ 2 the generating functions for this model are
This last expression agrees, obviously, with the one obtained in Example 13. No more information can be given here without knowing the explicit values of the b j , j ∈ Z + .
Proof of the main result
The proof of the main Theorem 11 is based on the concept of kneading determinant of a pair of linear endomorphisms which difference has finite rank. A concept that roots its origin in one dimensional dynamics [18] . In the context of linear algebra an analogous definition of kneading determinant using formal power series can be obtained, see [1] . The process has similarities to the original definition for discrete dynamics of the interval, which justifies the use of the terminology borrowed from dynamical systems.
Note 20
The matrix L can be decomposed in a sum of two matrices L = R+ X given by
please note that R= L − X is the matrix representation of an endomorphism in C ∞ with rank 1. This decomposition was noticed in [21] or [6] in different frameworks.
Definition 21
Consider the standard basis of C ∞ , the linear space of infinite sequences over the field of complex numbers. The vectors of this basis are the columns of the identity infinite matrix (C l ) l=1,2,... . On the other side R α is the α-th row of the infinite identity matrix, or the α vector of the standard basis of the dual space of C ∞ .
Notation 22
We denote by R the first row of L,
Note 23
The matrix X has entries
where δ ij is the usual delta Kronecker symbol, therefore X has very easy powers X n , with n ∈ N.
Remark 24 For n ∈ N the powers of X have entries
This is a direct consequence of the equality (7) . Naturally when L is finite, X is nilpotent.
Definition 25
The weighed kneading invariant (a particular case of the kneading matrix of section 3 of [2] ) is the formal power series in C [[z]] associated with the Leslie difference equation (3) and given by
The weights appear as the products of the b j of the Leslie matrix and are not present at the sections one and two of [2] .
Proposition 26 The weighed kneading invariant
] of the Leslie difference equation (3) is
Proof. Note that X n C 1 is the first column of X n , with its entries given by
Replacing X n i1 in (8) we get the desired result. We provide here the formal definition of weighed kneading determinant of a Leslie difference equation defined operationally for Leslie difference equations in Definition 8.
Definition 27 Giving the weighed kneading invariant M (z) , the weighed knead-
The use of the concept determinant is inheritated from the higher dimensional case of infinite Fibonacci difference equations [2] .
Remark 28 When we compute the weighed kneading determinant with the above definition the result agrees with the operational Definition 8 used previously
Definition 29 The extended weighed kneading matrices for i, j ∈ Z + (again from section 3 of [2] ) are defined such that
Proposition 30 We have
Proof. Recall that
The first row of M ij (z) is done. Now, we have to compute the last row of M ij (z). We note that there is only one entry different from 0 at the j column of X n and that element is at line i which is greater than j, so
as desired.
Definition 31
The extended weighed kneading determinant of M ij (z) is ∆ ij (z) = det (I − zM ij (z)), where I denotes the identity matrix. It is a formal power se-
The next Lemma contains all the relevant details necessary to prove the main Theorem 11.
] with entries G ij (z), is the generating matrix of the solutions of the Leslie difference equation (3) .
We have all the ingredients to prove the Main Theorem 11. The result follows directly from Lemma 32 and the definition of generating function, i.e.,
Asymptotic properties
In this section we study the asymptotic properties of the Leslie difference equations using the generating matrix G (z). We consider now formal power series as real convergent series. Some results presented in this section can be proved using techniques from operator theory, see for instance [5, 7, 9, 12, 23, 24] .
Our proofs rest on Linear Algebra and Complex Analysis with conditions of Definition 3 that are assumed throughout this section. We do not have to consider additional and stronger conditions presented for instance in [12] (conditions i to iv in that paper), conditions that make appeal to the spectral radius ρ (L) of the infinite Leslie matrix L.
Please note that C n 1 (Notation 5) is usually denoted by l n+1 in Mathematical Biology texts [12] .
Proposition 33
The weighed kneading determinant ∆ (x) and the kneading invariant M (z) of a Leslie difference equation for a population dynamics viewed as real power series
have radius of convergence ̺ ≥ 1.
Proof. We consider that in population dynamics the conditions of Definition 3 hold. We study n≥0 a n C n 1 x n which is a power series with positive coefficients. Therefore,
meaning that the convergence radius ̺ of ∆ (x) and M (x) is greater or equal than the convergence radius of n≥0 C n 1 x n . Now we use the Cauchy root method to find the radius of convergence to this last power series, remembering that
hence the convergence radius ̺ is
We remark that if we use the more stringent condition b j ≤ B < 1 for j ∈ Z + , this last inequality becomes ̺ ≥ 
has a simple positive root 0 < x 0 < ̺ if and only if:
2. ∆ (x) converges at ̺, with the additional condition n≥0 a n C
Proof. We note that the weighed kneading determinant is a continuous function strictly decreasing in the interval [0, ̺) since all the coefficients a n C If ∆ (x) converges at ̺, we use condition (10) to get ∆ (̺) < 0. This implies that there is only one root x 0 of ∆ (x) in the mentioned interval.
The derivative ∆ ′ (x) is negative at x 0
so the root x 0 is simple. The same reasoning leads to the conclusion that when conditions 1 and 2 do not hold, ∆ (x) has no roots for 0 < x < ̺. We return to condition (10) at the very end of this paper. Now we turn our attention to the net reproductive number R 0 . A concept that is used in finite models to obtain the same information as the leading eigenvalue. It is known in the finite case, see for instance [5] , that R 0 contains the same qualitative behavior about the solutions as ρ, the solution of the EulerLotka equation. This number can be defined for the infinite case, see Theorem 2.4 in [9] , which deals with the properties of R 0 and relates its properties with the resolvent of the operator that in our case is L. The cited results are based on positiveness and irreducibility of operator L and are related to the works of D. Vere-Jones on ergodic properties of non-negative matrices [23, 24] , the work of Kingman on Markov processes [13] , with methods that go back to the classic paper on power series with positive coefficients written by Erdös, Feller and Pollard [10] . Naturally, we deal with R 0 using the framework of kneading theory.
Definition 35 Consider the matrix W (z) = R (I−zX) −1 (see Note 20) . W (z) is a matrix with rank 1 with all the rows but the first being zero. The entry 11 of W (z) is the kneading invariant
When exists, the leading eigenvalue of W (1) is R 0 , the net reproductive number, i.e., the expected lifelong number of offspring for each individual. In our case it is R 0 = W 11 (1) = M (1) = 1 − ∆ (1). In the Proposition 33 we proved that this quantity exists when we have a population dynamics problem satisfying conditions 3.
Remark 36 When ̺ > 1, in the setting of Proposition 34 a stronger condition that (10) about the net reproductive value of the Leslie matrix L can be stated
this condition is easier to check and implies the same result in both cases of Proposition 34. Obviously, the case of R 0 = n≥0 a n C n 1 = 1 gives the immediate answer that x 0 = 1, like the very simple example of paragraph 2.2.1 when ab 1 b 2 = 1. When the weighed kneading determinant converges at ̺ and n≥0 a n C n 1 ̺ n+1 = 1, naturally ∆ (x) has the positive root x 0 = ̺.
As in the finite case the values of the net reproductive number R 0 = M (1) and ρ = x 0 lie in the same side of 1 when one considers infinite Leslie matrices. This statement is made precise in the next theorem.
Theorem 37 In population dynamics with an infinite Leslie matrix L, when there exists a positive solution x 0 of ∆ (x) = 0, only one of the three following possibilities can occur:
n+1 is strictly increasing when x ∈ [0, ̺). The solution x 0 of ∆ (x) = 0 (equivalent xM (x) = 1) must be less than 1, otherwise we would have x 0 M (x 0 ) = n≥0 a n C n 1 x n+1 0 ≥ n≥0 a n C n 1 > 1, which is a contradiction. Suppose now that the solution x 0 of xM (x) = 1 is less than 1. In that case
, which is a contradiction. The case n≥0 a n C 
for B ∈ R + . If there exists any other solution ζ of (11), then x 0 ≤ |ζ|.
The case where ∆ (z) has no positive roots usually does not appear in concrete examples. We had to construct the Example 40 as a toy model.
In the absence of roots of ∆ (z) we still can compute the convergence radius ̺ of
as we see in the next remark.
Remark 43 Condition (10) is used only in the case of the convergence of n≥0 a n C n 1 ̺ n+1 , ̺ ≥ 1. In Remark 36 the case n≥0 a n C n 1 ̺ n+1 = 1 was treated. In this case, x 0 = ̺ is both the convergence radius of ∆ (z) and G ij (z).
To complete the picture we have to consider the case 0 < n≥0 a n C n 1 ̺ n+1 < 1 which is equivalent to 0 < ∆ (̺) < 1, case where ∆ (z) has no positive roots. From the Definitions 8 and 9, for ∆ and ∆ ij , is clear that ∆ ij (̺) is finite whenever ∆ (̺) is finite. Thus, from the definition of G ij (z), we have G ij (̺) < ∞.
Combining Proposition 34 and Remarks 36 and 43 we can formulate the next theorem, where ̺ ≥ 1 is the convergence radius of ∆ (z).
Theorem 44 Consider a population dynamics with conditions of Definition 3 and Leslie matrix L. If n≥0 a n C n 1 ̺ n+1 < 1 then G ij (z) has convergence radius ̺ for all i, j ∈ Z + . The population goes to extinction given any initial condition.
Proof. We have to prove the second sentence. Remembering that ̺ ≥ 1, the coefficients L n of the power series G (̺) = n≥0 L n ̺ n must satisfy lim n→∞ L n = 0, since G (̺) converges.
Remark 45 If n≥0 a n C n 1 ̺ n+1 = 1 and x 0 = ̺ > 1 it is immediate that the population goes to extinction since ρ = ̺ −1 < 1.
Example 46 To illustrate the situation when Proposition 34 and Corollary 42 do not apply and Theorem 44 holds, we recall the Note 40. We have for G 11 (z)
where Li 2 is the dilogarithm or Spence's function which has radius of converge ̺ = 1. Oddly enough this "remarkable and too little known function" [26] furnishes a nice example when a < 6 π 2 . In this case, and despite the non existence of roots of ∆ (z), the generating function G ij (z) still has convergence radius ̺ = 1. Maybe another expression of the "sense of humor" [26] that this function exhibits since its definition by Leonhard Euler. Obviously, when a < 6 π 2 , any initial population goes to extinction, something that is easy to see with direct computations with a finite Northwest truncation of L p but is not obvious with the original infinite L. In the borderline case of a = 6 π 2 , where ̺ = x 0 = 1, the population will not grow exponentially or go to extinction since the leading eigenvalue is now ρ = ̺ −1 = 1.
Conclusion.
We point out that with generating functions for L n explicitly given, one gets easily results on asymptotic behavior and properties of Leslie infinite difference equations. One obtains as well all the solutions of this type of difference equations under very mild restrictions, which is a clear benefit of working with formal power series.
