Abstract. This paper presents a Genetic Algorithm, called Olex-GA, for the induction of rule-based text classifiers of the form "classify doc-
Introduction
Text Classification is the task of assigning natural language texts to one or more thematic categories on the basis of their contents.
A number of machine learning methods have been proposed in the last few years, including k -nearest neighbors (k -NN), probabilistic Bayesian, neural networks and SVMs. Overviews of these techniques can be found in [13, 20] .
In a different line, rule learning algorithms, such as [2, 3, 18] , have become a successful strategy for classifier induction. Rule-based classifiers provide the desirable property of being readable and, thus, easy for people to understand (and, possibly, modify).
Genetic Algorithms (GA's) are stochastic search methods inspired to the biological evolution [7, 14] . Their capability to provide good solutions for classical optimization tasks has been demonstrated by various applications, including TSP [9, 17] and Knapsack [10] . Rule induction is also one of the application fields of GA's [1, 5, 15, 16] . The basic idea is that each individual encodes a candidate solution (i.e., a classification rule or a classifier), and that its fitness is evaluated in terms of predictive accuracy.
In this paper we address the problem of inducing propositional text classifiers of the form
where c is a category, d a document and each t i a term (n-gram) taken from a given vocabulary. We denote a classifier for c as above by H c (P os, Neg), where P os = {t 1 , · · · , t n } and N eg = {t n+1 · · · t n+m }. Positive terms in P os are used to cover the training set of c, while negative terms in N eg are used to take precision under control.
The problem of learning H c (P os, Neg) is formulated as an optimization task (hereafter referred to as MAX-F) aimed at finding the sets P os and N eg which maximize the F -measure when H c (P os, Neg) is applied to the training set. MAX-F can be represented as a 0-1 combinatorial problem and, thus, the GA approach turns out to be a natural candidate resolution method. We call Olex-GA the genetic algorithm designed for the task of solving problem MAX-F.
Thanks to the simplicity of the hypothesis language, in Olex-GA an individual represents a candidate classifier (instead of a single rule). The fitness of an individual is expressed in terms of the F -measure attained by the corresponding classifier when applied to the training set. This several-rules-per-individual approach (as opposed to the single-rule-per-individual approach) provides the advantage that the fitness of an individual reliably indicates its quality, as it is a measure of the predictive accuracy of the encoded classifier rather than of a single rule.
Once the population of individuals has been suitably initialized, evolution takes place by iterating elitism, selection, crossover and mutation, until a predefined number of generations is created.
Unlike other rule-based systems (such as Ripper) or decision tree systems (like C4.5) the proposed method is a one-step learning algorithm which does not need any post-induction optimization to refine the induced rule set. This is clearly a notable advantage, as rule set-refinement algorithms are rather complex and time-consuming tasks.
The experimentation over the standard test sets Reuters-21578 and Ohsumed confirms the goodness of the proposed approach: on both data collections, Olex-GA showed to be highly competitive with some of the top-performing learning algorithms for text categorization, notably, Naive Bayes, C4.5, Ripper and SVM (both polynomial and rbf). Furthermore, it consistently defeated the greedy approach to problem MAX-F we reported in [19] . In addition, Olex-GA turned out to be an efficient rule induction method (e.g., faster than both C4.5 and Ripper).
In the rest of the paper, after providing a formulation of the learning optimization problem (Section 2) and proving its NP-hardness, we describe the GA approach proposed to solve it (Section 3). Then, we present the experimental results (Section 5) and provide a performance comparison with some of the top-performing learning approaches (Section 6). Finally, we briefly discuss the relation to other rule induction systems (Sections 7 and 8) and give the conclusions.
Basic Definitions and Problem Statement
In the following we assume the existence of:
1. a finite set C of categories, called classification scheme; 2. a finite set D of documents, called corpus; D is partitioned into a training set T S, a validation set and a test set ; the training set, along with the validation set, represents the so-called seen data, used to induce the model, while the test set represents the unseen data, used to asses performance of the induced model; 3. a binary relationship which assigns each document d ∈ D to a number of categories in C (ideal classification). We denote by T S c the subset of T S whose documents belong to category c (the training set of c); 4. a set Φ = {f 1 , · · · , f k } of scoring functions (or feature selection functions), such as Information Gain, Chi Square, etc. [4, 22] , used for vocabulary reduction (we will hereafter often refer to them simply as "functions").
A vocabulary V (k, f ) over the training set T S is a set of terms (n-grams) defined as follows: let V c (k, f ) be the set of the k terms occurring in the documents of T S c that score highest according to the scoring function f ∈ Φ; then,
is the union of the k best terms, according to f , of each category of the classification scheme.
We consider a hypothesis language of the form
where each t i is a term taken from a given vocabulary. In particular, each term in 
Here a is the number of true positive documents w.r. 
is equivalent to the following set of classification rules: 2 d may "satisfy" more then one; thus, it may be assigned to multiple categories.
is the relative degree of importance given to Precision and Recall; notably, if α = 1 then F c,α coincides with P r c , and if α = 0 then F c,α coincides with Re c (a value of α = 0.5 attributes the same importance to P r c and Re c ) 3 . Now we are in a position to state the following optimization problem: PROBLEM MAX-F. Let a category c ∈ C and a vocabulary V (k, f ) over the training set T S be given. Then, find two subsets of V (k, f ), namely, P os = {t 1 , · · · , t n } and N eg = {t n+1 , · · · , t n+m }, with P os = ∅, such that H c (P os, Neg) applied to T S yields a maximum value of F c,α (over T S), for a given α.
Proof. We next show that the decision version of problem MAX-F is NPcomplete (i.e., it requires time exponential in the size of the vocabulary, unless P = N P ). To this end, we restrict our attention to the subset of the hypothesis language where each rule consists of only positive terms, i.e, c ← t 1 ∈ d∨· · ·∨t n ∈ d (that is, classifiers are of the form H c (P os, ∅)). Let us call MAX-F+ this special case of problem MAX-F.
Given a generic set P os ⊆ V (k, f ), we denote by S ⊆ {1, · · · , p} the set of indices of the elements of V (k, f ) = {t 1 , · · · , t q } that are in P os, and by Δ(t i ) the set of documents of the training set T S where t i occurs. Thus, the set of documents classifiable under c by
Now, problem MAX-F+, in its decision version, can be formulated as follows: Hardness. We define a partition of D(P os) into the following subsets: (1) Ψ (P os) = D(P os)∩T S c , i.e., the set of documents classifiable under c by H c (P os, ∅) that belong to the training set T S c (true classifiable); (2) Ω(P os) = D(P os) \ T S c , i.e., the set of documents classifiable under c by H c (P os, ∅) that do not belong to T S c (false classifiable). Now, it is straightforward to see that the F -measure, given by equation 3, is proportional to the size ψ(P os) of Ψ (P os) and inversely proportional to the size ω(P os) of Ω(P os) (just replace in equation 3 the quantities |D(P os) ∩ T S c | by ψ(P os) and |D(P os)| by ψ(P os) + ω(P os)). Therefore, problem MAX-F+(D) can equivalently be stated as follows: "∃ P os ⊆ V (k, f ) such that ψ(P os) ≥ V and ω(P os) ≤ C?", where V and C are constants. 3 Since α ∈ [0 · · · 1] is a parameter of our model, we find convenient using Fc,α rather than the equivalent
, where β ∈ [0 · · · ∞] has no upper bound. 
Now, let us restrict MAX-F+(D) to the simpler case in which terms in P os
That is, the value v i (resp. cost c i ) of a term t i is the number of documents containing t i that are true classifiable (resp., false classifiable). Now we prove that, under DSJ , the equality Σ i∈S v i = ψ(P os) holds, for any P os ⊆ V (k, f ). Indeed:
To get the first equality above we apply the definition of v i ; for the second, we exploit assumption DSJ ; for the third and the fourth we apply the definitions of D(P os) and ψ(P os), respectively.
In the same way as for v i , the equality Σ i∈S c i = ω(P os) can be easily drawn. Therefore, by replacing ψ(P os) and ω(P os) in our decision problem, we get the following new formulation, valid under DSJ :
It turns out that (the general case of) MAX-F+(D)
(which is at least as complex as MAX-F+(D) under DSJ ) is NP-hard and, thus, the decision version of problem MAX-F+ is NP-hard as well. It turns out that the decision version of problem MAX-F is NP-hard.
Having proved both membership (in NP) and hardness, we conclude that the decision version of problem MAX-F is NP-complete.
A solution of problem MAX-F is a best classifier for c over the training set T S, for a given vocabulary V (f, k). We assume that categories in C are mutually independent, i.e., the classification results of a given category are not affected by the results of any other. It turns out that we can solve problem MAX-F for that category independently on the others. For this reason, in the following, we will concentrate on a single category c ∈ C.
Olex-GA: A Genetic Algorithm to Solve MAX-F
Problem MAX-F is a combinatorial optimization problem aimed at finding a best combination of terms taken from a given vocabulary. That is, MAX-F is a typical problem for which GA's are known to be a good candidate resolution method.
A GA can be regarded as composed of three basic elements: (1) A population, i.e., a set of candidate solutions, called individuals or chromosomes, that will evolve during a number of iterations (generations); (2) a fitness function used to assign a score to each individual of the population; (3) an evolution mechanism based on operators such as selection, crossover and mutation. A comprehensive description of GA can be found in [7] .
Next we describe our choices concerning the above points.
Population Encoding
In the various GA-based approaches to rule induction used in the literature (e.g., [5, 15, 16] ), an individual of the population may either represent a single rule or a rule set. The former approach (single-rule-per-individual) makes the individual encoding simpler, but the fitness of an individual may not be a meaningful indicator of the quality of the rule. On the other hand, the several-rules-per-individual approach, where an individual may represent an entire classifier, requires a more sophisticated encoding of individuals, but the fitness provides a reliable indicator. So, in general, there is a trade-off between simplicity of encoding and effectiveness of the fitness function. Thanks to the structural simplicity of the hypothesis language, in our model an individual encodes a classifier in a very natural way, thus combining the advantages of the two aforementioned approaches. In fact, an individual is simply a binary representation of the sets P os and N eg of a classifier H c (P os, Neg).
Our initial approach was that of representing H c (P os, Neg) through an individual consisting of 2 · |V (k, f )| bits, half for the terms in P os, and half for the terms in N eg (recall that both P os and N eg are subsets of V (k, f )). This however proved to be very ineffective (and inefficient), as local solutions representing classifiers with hundreds of terms were generated.
More effective classifiers were obtained by restricting the search of both positive and negative terms, based on the following simple observations: (1) scoring functions are used to assess goodness of terms w.r.t. a given category; hence, it is quite reasonable searching positive terms for c within V c (k, f ), i.e., among the terms that score highest for c according to a given function f ; (2) the role played by negative terms in the training phase is that of avoiding classification of documents (of the training set) containing some positive term, but falling outside the training set T S c of c.
Based on the above remarks, we define the following subsets P os * and N eg * of V (k, f ):
-P os * = V c (k, f ), i.e., P os * is the subset of V (k, f ) consisting of the k terms occurring in the documents of the training set T S c of c that score highest according to scoring function f ; we say that t i ∈ P os * is a candidate positive term of c over V (k, f );
is the set of documents of T S containing term t j (resp. t); we say that t i ∈ N eg * is a candidate negative term of c over V (k, f ). Intuitively, a candidate negative term is one which occurs in a document containing some candidate positive term and not belonging to the training set T S c of c. 
Fitness Function
The fitness of a chromosome K, representing H c (P os, Neg), is the value of the F -measure resulting from applying H c (P os, Neg) to the training set T S. This choice naturally follows from the formulation of problem MAX-F. Now, if we denote by D(K) ⊆ T S the set of all documents containing any positive term in P os and no negative term in N eg, i.e.,
starting from the definition of F c,α , after some algebra, we obtain the following formula for F c,α :
Evolutionary Operators
We perform selection via the roulette-wheel method, and crossover by the uniform crossover scheme. Mutation consists in the flipping of each single bit with a given (low) probability. In order not to lose good chromosomes, we apply elitism, thus ensuring that the best individuals of the current generation are passed to the next one without being altered by a genetic operator. All the above operators are described in [7] .
The Genetic Algorithm
A description of Olex-GA is sketched in Figure 1 . First, the sets P os * and N eg * of candidate positive and negative terms, respectively, are computed from the input vocabulary V (k, f ). After population has been initialized, evolution takes place by iterating elitism, selection, crossover and mutation, until a pre-defined number n of generations is created. At each step, a repair operator ρ, aimed at correcting possible illegal individuals generated by crossover/mutation, is applied. In particular, if K is an illegal individual with K 
t] = 0 (thus, the redundant rule c ← t ∈ d, · · · ¬(t ∈ d), · · · is removed from the encoded classifier). After iteration completes, the elimination of redundant bits/terms from the best chromosome/classifier K is performed. A bit K[t] = 1 is redundant in a chromosome K, representing H c (P os, Neg), if the chromosome K obtained from K by setting K[t] = 0 is such that F c,α (K) = F c,α (K ). This may happen if either t ∈ P os and Δ(t) ⊆ ∪ t ∈(P os−{t}) Δ(t ) (i.e., t does not provide any contribution to the classification of new documents) or t ∈ N eg and Δ(t) ∩ ∪ t ∈P os Δ(t ) = ∅ (i.e., t does not contribute to remove any misclassified document).

Learning Process
While Olex-GA is the search of a "best" classifier for category c over the training set, for a given input vocabulary, the learning process is the search of a "best" classifier for c over the validation set, for all input vocabularies. More precisely, the learning process proceeds as follows:
-Learning: for each input vocabulary
• Evolutionary Process: execute a predefined number of runs of Olex-GA over the training set, according to Figure 1 ; • Validation: run over the validation set the best chromosome/classifier generated by Olex-GA; -Testing: After all runs have been executed, pick up the best classifier (over the validation set), and assess its accuracy over the test set (unseen data).
The output of the learning process is assumed to be the "best classifier" of c.
Experimentation
Benchmark Corpora
We have experimentally evaluated our method using both the Reuters-21578 [12] and and the Ohsumed [8] test collections. The Reuters-21578 consists of 12,902 documents. We have used the ModApté split, in which 9,603 documents are selected for training (seen data) and the other 3,299 form the test set (unseen data). Of the 135 categories of the TOPICS group, we have considered the 10 with the highest number of positive training examples (in the following, we will refer to this subset as R10). We remark that we used all 9603 documents of the training corpus for the learning phase, and performed the test using all 3299 documents of the test set (including those not belonging to any category in R10).
The second data set we considered is Ohsumed, in particular, the collection consisting of the first 20,000 documents from the 50,216 medical abstracts of the year 1991. Of the 20,000 documents of the corpus, the first 10,000 were used as seen data and the second 10,000 as unseen data. The classification scheme consisted of the 23 MeSH diseases.
Document Pre-processing
Preliminarily, documents were subjected to the following pre-processing steps: (1) First, we removed all words occurring in a list of common stopwords, as well as punctuation marks and numbers; (2) then, we extracted all n-grams, defined as sequences of maximum three words consecutively occurring within a document (after stopword removal) 5 ; (3) at this point we have randomly split the set of seen data into a training set (70%), on which to run the GA, and a validation set (30%), on which tuning the model parameters. We performed the split in such a way that each category was proportionally represented in both sets (stratified holdout); (4) finally, for each category c ∈ C, we scored all n-grams occurring in the documents of the training set T S c by each scoring function f ∈ {CHI, IG}, where IG stands for Information Gain and CHI for Chi Square [4, 22] . 
Experimental Setting
We conducted a number of experiments for inducing the best classifiers for both Reuters-21578 and Ohsumed according to the learning process described in Section 4. To this end, we used different input vocabularies V (k, f ), with k ∈ {10, 20, · · · , 90, 100, 150, 200} and f ∈ {CHI, IG}. For each input vocabulary, we ran Olex-GA three times. The parameter α of the fitness function F c,α was set to 0.5 for all the experiments (thus attributing equal importance to Precision and Recall). In all cases, the population size has been held at 500 individuals, the number of generations at 200, the crossover rate at 1.0, the mutation rate at 0.001 and the elitism probability at 0.2.
For each chromosome K in the population, we initialized K + at random, while we set K − [t] = 0, for each t ∈ N eg * (thus, K initially encodes a classifier H c (P os, ∅) with no negative terms).
Initialization, as well as all the above mentioned GA parameters, have been empirically set based on a preliminary experimentation.
Experimental Results
The first data set we considered is Reuters-21578 . Table 1 shows the performance of the best classifiers for the categories of R10. Here, for each classifier, we report: (1) the values of f and k of the input vocabulary V (f, k); (2) the F -measure over the training set (i.e., the fitness of the best individual); (3) Fmeasure and Break Even Point (BEP) over the test set ("Test"); (4) the number of positive and negative terms occurring in the classifier ("Classifier").
From results of Table 1 it clearly appears that the evolutionary model is sensitive to the input parameters, as each category achieves its maximum performance with different values of k and f . For an instance, the best classifier of category "earn" is learned from a vocabulary V (k, f ) where k = 80 and f = CHI; the respective F -measure and breakeven point are both 95.34. Looking at the last row, we see that the micro-averaged values of F -measure and BEP over the test set are equal to 86.35 and 86.40, respectively. Finally, looking at the last two columns labelled "classifier", we see that the induced classifiers are rather compact: the maximum number of positive terms is 44 ("interest"), and the minimum is 4 ("corn") ; likewise, the maximum number of negative terms is 35 ("acq") and the minimum is 6 ("wheat").
As an example, the classifier H c (P os, Neg) for "corn" has P os = {"corn", "maize", "tonnes maize", "tonnes corn"} Neg = {"jan", "qtr", "central bank", "prof it", "4th", "bonds", "pact", "offering", "monetary", "international", "money", "petroleum"}.
Thus, H c (P os, Neg) is of the following form:
To show the sensitivity of the model to parameter settings, in Table 2 we report the F-measure values (on the validation set) for category "corn" obtained by using different values for φ and ν. As we can see, the performance of the induced classifiers varies from a minimum of 84.91 to a maximum of 93.58 (note that, for both functions, the F -measure starts decreasing for ν > 50, i.e., a reduction of the vocabulary size provides a benefit in terms of performance [22] ). The second data set we considered is Ohsumed . In Table 3 we provide the best performance for the ten most frequent Mesh categories and micro-averaged performance over all 23. In particular, micro-averaged F -measure and BEP (over the test set) are both equal to 62.30. Also in this case, with a few exceptions, classifiers are rather compact.
Time Efficiency
Experiments have been run on a 2.33 GHz Xeon 4 Gb RAM. The average execution time of the evolutionary process of Figure 1 is around 10 seconds per category for both data sets (recall that in both cases the population is made of 500 individuals which evolve for 200 generations). 
Performance Comparisons
In this section we compare Olex-GA with four classical learning algorithms: SVM (both, polynomial and radial basis function -rbf), Ripper (with two optimization steps), C4.5 and Naive Bayes (NB). Further, we make a comparison with the greedy approach to problem MAX-F we presented in our previous work [19] (hereafter called Olex-Greedy).
To determine the performance of the above algorithms (apart from OlexGreedy) we utilized the Weka library of machine learning algorithms, version 3.5.6 [21] .
In order to make results really comparable, documents of both corpora were preliminarily pre-processed exactly as described in Subsection 5.2. Then, for each of the above learners, we carried out a number of experiments over the training set, using the validation set for tuning the model parameters. In particular, we ran all methods with vocabularies consisting of 500, 1000, 2000, 5000 terms. For each vocabulary, polynomial SVM was run with degree d ranging from 1 to 5, while rbf SVM was executed with variance γ ∈ {0.2, 0.4, 0.6, 0.8, 1.0, 1.2}. Once completed all experiments, we selected the best classifier (over the validation set) of each category, i.e., the one with the maximum value of the F -measure. Finally, we used the test set to evaluate the performance of the best classifiers and the micro-averaged accuracy measures 6 .
Reuters-21578 . The performance results of the tested algorithms are reported in Table 4 . In particular, for each algorithm, we provide the BEP over Table 5 , with a μ-BEP = 62.30, the proposed method is the top-performer. On the other side, C4.5 shows to be the worst performer (55.14) (so confirming the findings of [11] 
Olex-GA vs. Olex-Greedy
One point that is noteworthy is the relationship between Olex-Greedy and Olex-GA, in terms of both predictive accuracy and time efficiency.
Concerning the former, we have seen that Olex-GA consistently beats OlexGreedy on both data sets. This confirms Freitas' findings [6] , according to which effectiveness of GA's in rule induction is a consequence of their inherent ability to cope with attribute interaction as, thanks to their global search approach, more attributes at a time are modified and evaluated as a whole. This in contrast with the local, one-condition-at-a-time greedy rule generation approach.
On the other hand, concerning time efficiency, Olex-Greedy showed to be much faster than Olex-GA. This should not be surprising, as the greedy approach, unlike GA's, provides a search strategy which straight leads to a suboptimal solution.
Relation to Other Inductive Rule Learners
Because of the computational complexity of the learning problem, all real systems employ heuristic search strategies which prunes vast parts of the hypothesis space. Conventional inductive rule learners (e.g, RIPPER [3] ) usually adopt, as their general search method, a covering approach based on a separate-andconquer strategy. Starting from an empty rule set, they learn a set of rules, one by one. Different learners essentially differ in how they find a single rule. In RIP-PER, the construction of a single rule is a two-stage process: a greedy heuristics constructs an initial rule set (IREP*) and, then, one or more optimization phases improve compactness and accuracy of the rule set.
Also decision tree techniques, e.g., C4.5 [18] , rely on a two-stage process. After the decision tree has been transformed into a rule set, C4.5 implements a pruning stage which requires more steps to produce the final rule set -a rather complex and time consuming task.
In contrast, Olex-GA, like Olex-Greedy and other GA-based approaches (e.g., [5] ), relies on a single-step process whereby an "optimal" classifier, i.e., one consisting of few high-quality rules, is learned. Thus, no pruning strategy is needed, with a great advantage in terms of efficiency. This may actually account for the time results of Tables 4 and 5 , which show the superiority of Olex-GA w.r.t. both C4.5 and Ripper.
Conclusions
We have presented a Genetic Algorithm, Olex-GA, for inducing rule-based text classifiers of the form "if a document d includes either term t 1 or ... or term t n , but not term t n+1 and ... and not term t n+m , then classify d under category c".
Olex-GA relies on a simple binary representation of classifiers (several-rulesper-individual approach) and uses the F -measure as the fitness function. One design aspect related to the encoding of a classifier H c (P os, Neg) was concerned with the choice of the length of individuals (i.e., the size of the search space). Based on preliminary experiments, we have restricted the search of P os and N eg to suitable subsets of the vocabulary (instead of taking it entirely), thus getting more effective and compact classifiers.
The experimental results obtained on the standard data collections Reuters-21578 and Ohsumed show that Olex-GA quickly converges to very accurate classifiers. In particular, in the case of Ohsumed , it defeats all the other evaluated algorithms. Further, on both data sets, Olex-GA consistently beats OlexGreedy. As for time efficiency, Olex-GA is slower than Olex-Greedy but faster than the other rule learning methods (i.e., Ripper and C4.5).
We conclude by remarking that we consider the experiments reported in this paper somewhat preliminary, and feel that performance can further be improved through a fine-tuning of the GA parameters.
