We study one-dimensional cellular automata evolutions with both temporal and spatial periodicity. The main objective is to investigate the longest temporal periods among all two-neighbor rules, with a fixed spatial period σ and number of states n. When σ = 2, 3, 4, or 6, and we restrict the rules to be additive, the longest period can be expressed as the exponent of the multiplicative group of an appropriate ring. We also construct non-additive rules with temporal period on the same order as the trivial upper bound n σ . Experimental results, open problems, and possible extensions of our results are also discussed.
Introduction
We continue our study of periodic solutions of one-dimensional n-state cellular automata (CA) from [9] and [8] . In those two papers, we assumed a fixed spatial period σ and discussed the temporal periods for randomly selected rules. In the present paper, we instead investigate the analogous extremal questions.
We refer to elements of Z as sites, and, for a fixed n ≥ 2, to elements of Z n = {0, 1, . . . n − 1} as states or colors. A (one-dimensional) spatial configuration is a coloring of sites, that is, a map ξ : Z → Z n . A one-dimensional CA is a spatially and temporally discrete dynamical system of evolving spatial configurations ξ t , t ∈ Z + = {0, 1, . . . }. In general, the dynamics of such CA is determined by a neighborhood N ⊂ Z of r ≥ 1 sites and by its (local) rule, which is a function f : Z r n → Z n . In this paper, as in [9] , we assume the simplest non-trivial case when r = 2 and N = {−1, 0}. Thus, the spatial configuration updates from ξ t to ξ t+1 using a rule f : Z 2 n → Z n as follows:
for all x ∈ Z. We sometimes write c 0 c 1 → c 2 instead of f (c 0 , c 1 ) = c 2 . A rule f is additive if it commutes with sitewise addition modulo n or, equivalently, if there exist a, b ∈ Z n so that f (c 0 , c 1 ) = bc 0 + ac 1 mod n, for all c 0 , c 1 ∈ Z n . Once ξ 0 is specified, the rule determines the CA trajectory ξ 0 , ξ 1 , . . ., which we also identify with its space-time assignment Z × Z + → Z n , given by (x, t) → ξ t (x).
We focus on CA whose trajectories are periodic in both directions. We call a spatial configuration ξ periodic if ξ(x) = ξ(x + σ), for all x ∈ Z and a σ > 0. If σ is the smallest such number, we call σ the spatial period of ξ. It is clear that, if ξ t is periodic with period σ, then ξ t+1 is also periodic with a period that divides σ. Observe also that, if ξ 0 is periodic with period σ, we may view the evolution of the CA as the sequence of colorings of {0, 1, . . . , σ − 1}, with periodic boundary, as in [14] . If, for some , ξ is periodic with period σ, and τ ≥ 1 is the smallest integer such that ξ +τ = ξ , then we call ξ a periodic solution (PS) of rule f , with temporal period τ and spatial period σ.
We can specify a particular PS by any σ contiguous states ξ j (x)ξ j (x + 1) . . . ξ j (x + σ − 1), for any x ∈ Z and ≤ j < + τ . See Figure 1 for an example. In this figure, n = 3 and f is the additive rule given by f (c 0 , c 1 ) = c 0 + c 1 for all c 0 , c 1 ∈ Z 3 . This PS has spatial period σ = 4 and temporal period τ = 8, and can be specified by any σ = 4 contiguous states, say 2101. The temporal period τ = 8 is the largest of all additive rules with σ = 4 and n = 3. For an n-state rule f and σ ≥ 1, we let X σ,n (f ) and Y σ,n (f ) be, respectively, the largest and smallest temporal periods of PS, with spatial period σ, of the rule f . When f is selected uniformly at random, X σ,n and Y σ,n become random variables, which we investigated in [9, 8] . In [9] , we proved that the smallest temporal period Y σ,n converges in distribution to a non-trivial limit, as n → ∞; in particular, it is stochastically bounded. By contrast, the longest temporal period X σ,n is expected to be on the order n σ/2 . We prove this in [8] in the more general r-neighbor setting, but for our methods to work we are forced to assume that σ ≤ r. Then, X σ,n /n σ/2 converges in distribution to a non-trivial limit, as n → ∞. The case σ > r is still open, even in our present case r = 2.
Instead of their typical size, this paper explores the extremal values of quantities X σ,n (f ) and Y σ,n (f ). It is clear that min f Y σ,n (f ) = min f X σ,n (f ) = 1, as the minima are attained by the identity n-state rule, i.e., the rule f given by f (c 0 , c 1 ) = c 1 , for all c 0 , c 1 ∈ Z n . We therefore focus on (1) max f Y σ,n (f ) and max f X σ,n (f ), the largest among the shortest and longest temporal periods of a PS with spatial period σ and n states. Let T (σ, n) be the number of aperiodic length-σ words from alphabet Z n , that is, words
that cannot be written as repetition of a subword. Then it is clear that, for all n state rules f , 1 ≤ Y σ,n (f ) ≤ X σ,n (f ) ≤ T (σ, n). We also have the following counting result.
Lemma 1.1. The number of aperiodic length-σ word from alphabet Z n is
where µ(·) is the Möbius function.
Proof. See [4] .
For σ = 1 and any n, it is easy to find a rule f with Y 1,n (f ) = X 1,n (f ) = n = T (1, n); for example, any rule f satisfying f (a, a) = φ(a), where φ is any permutation on Z n of order n, would do. For σ = 2, viewing evolution on {0, 1} with periodic boundary, a unique CA with temporal period n 2 goes through all length-2 configuration ab, with a < b ∈ Z n . For instance, when n = 3, the evolution , which has temporal period 6 = 3 2 − 3 = T (2, 3). It is clear that this construction works for all n and gives Y 2,n (f ) = X 2,n (f ) = n 2 − n = T (2, n).
Even for σ ≥ 3, it is not obvious what the extremal values (1) are, whether they are equal, or whether the upper bound T (3, n) can always be attained. One of our main results is that
, matching the order of T (σ, n) given by Lemma 1.1.
Theorem 1.
Fix an arbitrary σ > 0. For n ≥ N (σ), there exists an n-state CA rule f such that
where N (σ) and C(σ) are constants depending only on σ.
To alleviate the difficulties in computing the extremal quantities (1), one may try to restrict the set of rules f . The most natural such restriction are the additive rules, which exploit the algebraic structure of the states and enable the use of algebraic tools [14, 11, 12] . We denote by A n the set of n-state additive rules and let
It follows from [14] that π σ (n) ≤ n σ−1 (see Corollary 2.6), and therefore by Theorem 1 the maximal period of additive rules is at least by one power of n smaller than that of non-additive rules.
Furthermore, for π σ (n) and σ ∈ {2, 3, 4, 6}, we are able to give an explicit formula for π σ (n). Let λ σ (n) be the exponents of multiplicative group of Z n when σ = 2, Eisenstein integers modulo n when σ = 3, and Gaussian integers modulo n when σ = 4. Then π σ is related to λ σ as follows.
for all n ≥ 3. Finally, π 6 (n) = λ 3 (6n), for all n ≥ 2.
This theorem, and Lemmas 2.7-2.10, give the promised explicit expressions for the four π σ (n).
It is tempting to conjecture that a variant of Theorem 2 holds for all σ, with a suitable definition of λ σ for Kummer ring Z n (ζ), where ζ is the σ'th root of unity. However, this remains unclear as ζ is quadratic only for σ = 3, 4, 6, and this fact plays a crucial role in our arguments.
We now give a brief review of the previous literature on large temporal periods of PS. The fundational work on the temporal periods of additive CA is certainly [14] . Various recursive relations and upper bounds given in this paper are very useful, and indeed are utilized in the proof of Theorem 2 in Section 2. Like the present paper, [14] , and its notable successors such as [11, 12] , study CA on finite intervals with periodic boundary. This choice is important, as results with other type of boundaries yield substantially different results. The paper [5] , for example, investigates the maximal length of temporal periods of binary CA under null boundary condition, and demonstrates that the maximal length 2 σ − 1 can be obtained by additive rules, for any σ > 0. In [1] , the authors address the same question for non-additive CA, and show that the maximal length can also be obtained, if the rule is allowed to be non-uniform among sites. Works that investigate additive rules and their temporal periods also include [10] , [16] , [17] , and [15] .
The rest of the paper is organized as follows. In Section 2 we address additive rules and prove Theorem 2. We relegate a result on multiplicative group structure of Eisenstein numbers modulo n, which is needed for σ = 3, 6, to the Appendix at the end of the paper. In Section 3, we prove Theorem 1 through explicit construction. Finally, in Section 4, we present several simulation results and propose a number of resulting conjectures.
Longest temporal periods of additive rules
In this section, we investigate the longest temporal period that an additive rule is able to generate, for a fixed spatial period σ.
Definitions and preliminary results
We write a configuration ξ t on the integer interval [0, σ−1] with periodic boundary as c 
An additive rule f such that f (c 0 , c 1 ) = bc 0 + ac 1 , for a, b ∈ Z n is characterized by the polynomial T (x) = a + bx, and its evolution as polynomial multiplication:
in the quotient ring of polynomials Z n [x] modulo the ideal generated by the polynomial x σ − 1, to implement the periodic boundary condition. In this section, we will use T (x), for some fixed a and b, to specify an additive CA, in place of the rule f .
As a result, a PS generated by the additive rule T (x) = a + bx with temporal period τ and spatial period σ satisfies
We are interested in the longest temporal period with a fixed spatial period σ. For general CA, this task requires the examination of the longest cycle in the configuration directed graph [8] , which encapsulates information from all initial configurations. For linear rules, however, the following simple proposition from [14] reduces the set of relevant initial configurations to a singleton. Therefore, we may define the longest temporal period Π σ (a, b; n) of an additive rule T (x) = a + bx, as the smallest k, such that
for some ≥ 0. We will refer to Π σ (a, b; n) as simply the period of T (x). The largest period is thus
We use the standard notation Z n [i] (where i = √ −1) and Z n [ω] (where ω = e 2πi/3 ) for Gaussian integers modulo n and Eisenstein integers modulo n.
For a finite ring R with unity, we denote by R × its multiplicative group and, define the (multiplicative) order ord(x) for any x ∈ R to be the smallest integer k so that x k = 1 if x ∈ R × , and let ord(x) = 1 otherwise. Note that this is the standard definition when x ∈ R × . Recall that
Then we define (2)
Furthermore, we let
for σ = 2, 3, and 4, be the exponents of the multiplicative groups Z × n , Z n [ω] × , and Z n [i] × . In Section 2.2, we obtain explicit formulas for λ σ (n) for these three σ's.
In the sequel, we will use p, and p 1 , p 2 . . . to denote prime numbers; for an arbitrary n, we write its prime decomposition as n = p
to denote the order of p in Z σ . We now list several useful results from [14] . As a consequence of the above results, we obtain the following upper bound.
k be the prime decomposition of n. For every j = 1, . . . , k write σ = p n j j σ j , where n j ≥ 0 and σ j is such that p j σ j . Let j = 1 if σ j = 1, and j = 0 otherwise. For any
provided that the inequality
holds when either σ j ≥ 2 or p j = 2, and the inequality
holds when σ j = 1 and p j ≥ 3.
Note that σ j = 1 implies that n j ≥ 1. Next, observe that p
, which again holds. Next we assume that σ j = 1 and p j = 2. Then (3) follows from m j + n j − 1 ≤ m j n j . Finally, assume that σ j = 1 and p j ≥ 3. Then the inequality (4) follows from n j ≤ 3 n j − 2. The equalities (3)and (4) are thus established and the proof completed.
Exponents of the multiplicative groups
In this section, we find formulas for λ σ (n), σ = 2, 3, and 4, i.e., the exponents of multiplicative
Lemma 2.7. For σ = 2, 3 and 4,
Proof. By the Chinese Remainder Theorem,
To find λ σ (n), it therefore suffices to find the formulas for λ σ (p m ) for prime p. For σ = 2, λ 2 is known as the Carmichael function, which is given by the following explicit formula.
Lemma 2.8. For m ≥ 1 and p prime,
Proof. See [3] .
The results for λ 3 and λ 4 follow from the classification of the two multiplicative groups. For 
Proof. The claim follows from Theorem 3 in the Appendix.
Lemma 2.10. For m ≥ 1 and p prime,
Proof. By [2] , we have
The claim follows.
Explicit formulas for configurations at time t
The next lemma makes the connection between the CA evolution and the integer rings apparent.
To clarify, say, the formula for σ = 6, the expression in each square bracket is evaluated in Z[ω]
first (without the reduction modulo n), then the result, which must be in 6Z, is divided by 6, and finally is reduced modulo n.
Proof. This follows from diagonalization of circulant matrices; see, for example, [7] .
The upper bounds
In this subsection we prove the upper bounds in Theorem 2.
Proof. We will show that, in all cases, Π σ (a, b; n) divides the corresponding upper bound for all a, b ∈ Z n . Assume that p σ, which automatically holds when p ≥ 5. In this case, we claim that
which is clearly enough. By Propositions 2.5 and 2. We now consider each σ separately. Write n = 2 m 2 3 m 3 · · · p mp .
We begin with σ = 2. Note that (9) holds for p = 3, and we next consider powers of 2. For m = 1 and m = 2, it can be directly verified that Π 2 (a, b; 2 m ) 2. For m ≥ 3, by Proposition 2.5,
which, together with (9) and Proposition 2.4, implies that
by Lemma 2.7.
We continue with σ = 3. Now, (9) holds for p = 2 and we need to consider powers of 3. A direct verification shows that
3) and so
and again (9), Proposition 2.4, and Lemma 2.7 imply that Π 3 (a, b; 3 m ) λ 3 (3n). 
Next in line is
as long as one of the exponents m 3 , . . . , m p is nonzero, i.e., when n ≥ 3. The desired divisibility therefore holds.
Finally, we deal with σ = 6. This time, a similar argument shows that
The desired divisibility is thus established in all cases.
The lower bounds
Lemma 2.13. If n has prime decomposition n = p
Proof. We identify Z n by
For the CA rule in the jth coordinate, we find
. Then a configuration repeats if and only if all k coordinates simultaneously repeat.
As a consequence of Lemma 2.13, it suffices to consider the cases when n = p m . In each case below, our strategy is to find an a, b ∈ Z p m for which the dynamics never reduces the spatial period and such that Π σ (a, b; p m ) equals the upper bound given by Lemma 2.12.
Lemma 2.14.
Proof. We first prove that a − b ∈ Z × p m implies that the spatial period never reduces. Indeed, such a reduction means that the coefficients of 1 and x in (5) agree at some time t ≥ 1, and then their
We now assume that p ≥ 3. By definition of λ 2 , we can select a and b such that
. If we replace x by any number c ∈ Z p m that satisfies c 2 −1 = 0 mod p m , we get an equality in Z p m , so we can substitute
As the spatial period does not reduce, the desired conclusion follows from the equality λ 2 (p m ) = λ 2 (2p m ) and Lemma 2.12.
Finally, we assume that p = 2. In this case, we need to prove that π 2 (2 m ) = λ 2 (2 m+1 ). A direct verification shows that π 2 (2) = π 2 (4) = 2, so we may assume that m ≥ 3, in which case Proof. We first show that, provided a + bω ∈ Z p m [ω] × , spatial period does not reduce. Indeed, if the spatial period reduces to 1 at time t ≥ 1, then from (6)
where A = 1 − ω and B = 1 − ω 2 . This implies that (a + bω)
This time, we first assume that p = 3 and select a and b such that
/(x 3 − 1), for some . As ω 3 = 1, we may replace x with ω to get (a + bω
As the spatial period does not reduce, the desired conclusion follows from λ 3 (p m ) = λ 3 (3p m ) and Lemma 2.12.
It remains to consider p = 3. By direct verification, π 3 (3) = 6, and we assume m ≥ 2 from now on. Select a = b = 1. By Proposition 2.5,
, which can be easily verified by (6) using (1 + ω) 2 = ω,
, and for this we verify that the constant term in (6) does not equal 1, that is, 
Lemma 2.17. Assume that σ = 6, n = p m , and that one of these two conditions on a and b is satisfied: p = 3 and a + bω is invertible Z p m [ω]; or p = 3, m ≥ 2, a = 1 and b = 2. Then the spatial period of (a + bx) t is 6 for all t ≥ 0.
Proof. If the period reduces to 2, then by (8),
where A = 1 − ω and B = 1 − ω 2 . Multiply rows, in order, by A, −B, B, A and add. Using
. Multiplying instead by A, −B,
× and so (a+bω) t = 0, a contradiction. Assume now that p = 3. Then we use the fact that Eisenstein norm |1 − 2ω| = 7, and so the norm of the product |(1 + 2ω)(1 − 2ω) t | = 3 · 7 t , which is not divisible by 3 m if m ≥ 2,
We next show that the spatial period does not reduce to 3. If it does, then by (8),
From this, we get that
Assume p = 3 first. Then, (11) Next in line is p = 2. The claim is that π 6 (2 m ) = 3 · 2 m . We may assume that m ≥ 3, after a direct verification for m = 1, 2. By Theorem 2.5,
Therefore, it suffices to show that there are infinitely many for which the equality
is not satisfied. A necessary condition for this equality is that the constant terms in (8) for both sides agree, which yields
As 1 + ω = −ω 2 , 1 + ω 2 = −ω, the second and third term vanish. The first term vanishes for large enough . Moreover, as (1 − ω) 2 = −3ω and (1 − ω 2 ) 2 = −3ω 2 ,
for m ≥ 3. We obtain the necessary condition
If = 1 mod 12, then (1−ω) is a power of 3 times (1−ω) and (1+ω) = −ω 2 . By a simple induction argument, 3 3·2 m−2 − 1 = 2 m mod 2 m+1 . Then, if = 1 mod 12, (12) reduces to 3 · 2 m = 0 mod 3 · 2 m+1 , for some ≥ 1, which is clearly false. This completes the proof for p = 2.
Finally, we deal with p = 3. We aim to prove π 6 (3 m ) = 2 · 3 m , and we will accomplish this by establishing the claim that Π(1, 2; 3 m ) = 2 · 3 m . We may, again, assume m ≥ 3. Similarly to the previous case, it suffices to show that
fails to hold for infinitely many , and we will assume that is large enough and 18 . As before, we show the constant terms in (8) do not match. If they do, this expression needs to vanish modulo
(1 + 2) (1 + 2)
As (1 + 2ω) 2 = (1 + 2ω 2 ) 2 = −3, the first four terms all vanish when is large enough. For the fifth and sixth term, we first observe that
By a similar calculation, (1 − 2ω 2 ) = 1 in Z 9 [ω]. Next, we have
Similarly,
Combining (15)- (17), we conclude that the expression (14) equals 3 m mod 3 m+1 . (We need m ≥ 3 to ensure 3 m+1 3 m−1 · 3 m−1 , so that we can ignore products of powers of 3.) Therefore (13) does not hold, which concludes the proof for p = 3.
We also need that the spatial period is not reduced in considered cases, which are all covered by Lemma 2.17.
Proof of Theorem 2. The desired claims are established by Lemmas 2.12-2.16, and Lemma 2.18.
PS with long temporal periods in non-additive rules
In this section, we prove Theorem 1, by two explicit constructions. Our first rule resembles a car odometer, and is similar to others that have previously appeared in the literature, see [6] . We view this as the most natural design, which also gives explicit constants C(σ) and N (σ), although the second construction based on prime partition is much shorter.
The odometer rule
For a fixed integer k ≥ 2, we define the state space
which has cardinality 2 3 k. We call these four coordinates the number, particle, asterisk, and end coordinate, respectively. In words, each of the symbols ←, * , and E can be present at a site in addition to a number, and • signifies its absence. We use abbreviations such as (5, ←, * , E) 
. Clearly, such a rule may be transformed to our standard left-sided one by a vertical reflection.
IJ → I;
12. E IJ → E I;
13. I E J → I;
In all cases not covered above, the rule leaves the current state unchanged: c 0 c 1 → c 0 . We view the rule on [0, σ − 1] with periodic boundary, that is, within one spatial period of the PS.
Our construction simulates the dynamics of an odometer on the number coordinate. The three auxiliary coordinates are needed for the update rule to be a CA. We now give a less formal description. The end position indicator E marks the right end of our interval with periodic boundary.
Hence, there has to be exactly one E and it is designed so that it does not appear or disappear (see assignments 7-10 and 12-14) . The ← is a left-moving particle (assignments 1-10), marking the site on which the number coordinate may add 1 in the next step. The number marked by an E adds 1 if its site also contains a particle, i.e., its particle coordinate is an ← (assignments 7 and 8), and updates to 0 when an ← is to its right (assignments 9 and 10). The number coordinates not marked
by an E add 1 if and only if the asterisk coordinate is * (see assignment 4 and 5). The symbol * plays the role of carry in addition and can appear and disappear: it appears if the E position has number k − 1, then it moves along with the particle (see assignment 6) if its number coordinate is k − 1 (see assignment 3), and disappears if there is no carry (see 1) or if it arrives to the E position (see 9).
Any rule with the above fourteen odometer assignments is called an odometer CA and generates a PS of temporal period at least k σ , called odometer PS. This shows that max f X σ,8k (f ) ≥ k σ . To give an example, let L = 00 . . . ← − E 0 be the configuration consisting of (σ − 1) 0's and a ← − E 0. 11, 14, 7 ) . . . 13, 9 ) . . .
When σ = 3, k = 10, then the PS is given in Table 1 , where the relevant assignments are given in the parentheses. The PS has temporal period 1199 > 10 3 = k σ . We summarize the result of this section, which provides the best lower bound we have on max f X σ,n (f ).
Proposition 3.1. There exists a CA rule f so that X σ,n (f ) ≥ n/8 σ .
The shortcoming of this construction is that it does not ensure that Y σ,n (f ) = Θ(n σ ), as the odometer rule, as it stands, has other PS with much shorter temporal periods. For example, in the CA from Table 1 , the configuration 123 is fixed due to the assignment 11, and so it generates a PS with temporal period 1. We provide the remedy in the next subsection.
The odometer rule with automata
To prevent short temporal periods, we need to extend the state space. The strategy is to introduce a second layer to each state, which encodes two finite automata that determine whether a configuration is legitimate, i.e., either itself or one of its updates is included in the above odometer PS. A legitimate configuration will generate the PS with long temporal period, while an illegitimate one will eventually end up in a spatially constant configuration. We now define the augmented state space for our two-layer construction of the odometer rule with automata:
where E = {(0, 0), (1, 0) , . . . , (σ − 1, 0), (1, 1), (2, 1) , . . . , (σ − 1, 1), T 1 } comprises states of a finite automaton, called END-READER; A = {0, 1, . . . , σ, T 2 } comprises states of another finite automaton, called ARROW-READER; and T is the special terminator state that erases the configuartion once it appears. We regard the first four components -those from the odometer rule above -as the first layer of a state, and the two automata components as the second layer.
We proceed to specify the rule. The first layer updates according to the previous odometer assignments. In addition, we include the assignment
That is, if the first layer of a state contains an * but not an ←, the state updates to T . Such an update will happen in any configuration that is illegitimate due to having an * but not an ←.
The next assignment spells out the role of T 1 , T 2 , and T :
• For any site x, if either x or x + 1 is in the state T or at least one of the second layers of x, x + 1 contains a T 1 or a T 2 , then x updates its state to T .
A configuration that contains a T 1 , a T 2 or a T is called terminated. Any terminated configuration will eventually update to the constant configuration consisting of all T 's, thus reduce the spatial period to 1.
The transition function δ E for END-READER.
The transition function δ E of the finite automaton END-READER = (E, {E, •}, δ E , (i, j), T 1 ) reads the end coordinate and is given in Fig. 2 ; its initial state (i, j) can be any state in E. From time t to time t + 1, an END-READER at position x reads the state on its first layer, updates its state according to δ E , then "moves" to x − 1. This left shift of the entire END-READER configuration is allowed as we are constructing a right-sided rule. According to the odometer assignments, the E position in a configuration does not appear or disappear and does not move. As a result, the END-READER counts the number of E's.
Lemma 3.4. Every configuration with 0 or at least 2 sites containing an E will be terminated for any initial state of the END-READER. Conversely, starting from a configuration whose first layer is = 00 . . . ← − E 0, no END-READER ever reaches T 1 unless it starts there.
Proof. Start with a configuration with 0 or 2 more states that contain an E. Suppose that it is never terminated by the END-READER. Then there is a time t and a position x such that the state of the END-READER is (0, 0), as it is clear from Fig. 2 . Within σ time steps from t, the END-READER transitions to T 1 . The converse result is also clear from Fig. 2 .
We also need to terminate illegitimate configurations with 0 or at least 2 arrows. First, a configuration with 2 or more arrows can be handled by adding the following assignment:
• s 1 s 2 → T , for all s 1 , s 2 ∈ S A such that s 1 , s 2 both contain an ←.
Lemma 3.5. Assume k > σ. Let L be a configuration that is never terminated by the END-READER and such that at least two states of L contain an ←. Then L will be eventually terminated.
Proof. Since L is not terminated by the END-READER, there is exactly one state of L that contains E.
Assume that the two states with ← are not adjacent, as otherwise the configuration is terminated immediately. Note that the arrow at the E position stays there for k updates and other arrows move left at every update. As k > σ, two arrows will eventually be adjacent.
Due to Lemma 3.5, it suffices to enlist a finite automaton whose mission is to terminate configurations with no ←. This automaton is the ARROW-READER that reads the particle and end coordinates and is given by (A, {←,
, where the transition function δ A is described in Fig. 3 and its initial state is any state in A. From time t to time t + 1, an ARROW-READER at site
x updates its state according to δ A and stays at the same position x. According to the odometer assignments, an ← must appear at the E position within σ updates if there is at least one ←.
Hence, the ARROW-READER terminates a configuration that fails this condition. The effect of this automaton is summarized in the following lemma.
Lemma 3.6. Every configuration with no ← is eventually terminated for any initial state of the ARROW-READER. Conversely, starting from a configuration whose first layer is 00 . . . ← − E 0, no ARROW-READER ever reaches T 2 unless it starts there.
The next proposition provides our first proof of Theorem 1.
Proposition 3.7. Let S(σ) = 16σ(σ + 2). For the rule f defined in this subsection, we have
Proof. Observe that |S A | = S(σ) · k + 1. For a number of states n, let k = (n − 1)/S(σ) . Encode the odometer rule with automata on S(σ) · k + 1 states, and make any leftover states immediately transition to T . Let L ∈ S σ A be a configuration with its first layer is 00 . . .
← − E 0; on the second layer, the END-READER's are at state (0, 0) and the ARROW-READER's are at state 0. Then the configuration is not terminated by either END-READER or ARROW-READER, by Lemmas 3.4 and 3.6. Then the global configuration restricted on the first layer is the one of odometer CA, which has temporal period at
Furthermore, note that any illegitimate configuration in S σ A , as well as any configuration not in S σ A , will eventually produce the constant configuration of all T s with spatial period 1, by Lemmas 3.4-3.6. Furthermore, any legitimate configuration on the first layer will eventually update to a configuration whose first layer is in the odometer PS (by Lemma 3.3), and will never be terminated by the second layer that is not already in one of the terminator states (by Lemmas 3.4 and 3.6).
Therefore, Y σ,n (f ) = X σ,n (f ).
The prime partition rule
We begin with a simple consequence of the prime number theorem. Assume that n is large enough so that Lemma 3.8 holds. Find disjoint sets P 0 , . . . , P σ−1 ⊂ Z n \ {0} such that |P j | = p j , for j = 0, . . . , σ − 1. This can be achieved since p 0 + · · · + p σ−1 ≤ n − 1. The state 0 ∈ Z n \ (P 0 ∪ · · · ∪ P σ−1 ) will play the role of the terminator. Let φ j : P j → P j be a cyclic permutation of the p j states. Keeping the right-sided convention from the Section 3.2, we define the CA rule f as follows:
Proof. Call a configuration s 0 s 1 . . . s σ−1 regular if there exists an so that s j ∈ P (j+ ) mod σ , 
Discussion and open problems
In this paper, we continue our study of the shortest and the longest temporal periods of a PS for a fixed spatial period σ. While we are able to construct a rule whose longest temporal period grows as n σ for large n, more precise results remain elusive even for σ = 3. We start our discussion with this case.
We call an n-state rule that has a PS with spatial period σ and temporal period T (σ, n) as maximum cycle length (MCL) rule. For σ = 3, our computations demonstrate that an MCL rule exists for n ≤ 20. More precisely, the number of MCL rules is 1 for n = 2 (out of 2 4 rules), 12 for n = 3 (out of 3 9 rules) and 732 for n = 4 (out of 4 16 rules). These numbers match the first three terms of the sequence It is not always true that π σ (p m ) = ub σ (p m ). Table 4 contains a list of examples of inequality we have found for σ ≤ 50. One hint that the table offers is easy to prove and we do so in the next proposition. for large enough t. Clearly the same is true when a and b are both even. If a is odd and b is even,
and the same conclusion holds if a is even and b is odd. This shows that π σ (2 m ) ≤ 2 k for m ≤ k + 1.
As clearly Π σ (0, 1; 2 m ) = σ = 2 k , we get π σ (2 m ) = 2 k .
By the same argument, (a + bx)
, for all a and b. Moreover, it is easy to check that (1 + 2x
, proving the last claim.
Call a prime p persistent if π σ (p) < ub σ (p) for infinitely many σ. We conclude with a few questions suggested by Table 4 . Lemma 5.1. 1. Let p ≥ 3 be a prime number and a be an integer not divisible by p. Then x 2 = a mod p either has no solutions or exactly two solutions.
2. Let p ≥ 5 be a prime number. The number −3 is a quadratic residue modulo p if and only if p = 1 mod 6.
Proof. See [2] for the proof of part 1. For part 2, see [13] , Exercise 9 on page 109.
Proof. To prove part 1, observe that the group Z 3 [ω] × is abelian, and
To prove part 2, first note that then the equation x 2 − x + 1 = 0 mod p is equivalent to (2x − 1) 2 = −3 mod p. By Lemma 5.1, the equation y 2 = −3 mod p, where y = 2x − 1 has two solutions y = ±q. We next find the cardinality of As Z × p ∼ = Z p−1 , it suffices to show that there is an isomorphism
It is routine to check that ψ, defined by ψ(a + bω) = (a − 2 −1 b(q + 1), a − 2 −1 b(−q + 1)), is an injective homomorphism, hence it is an isomorphism by equality of cardinalities. 
Proof. The proof is analogous to that for Theorem 7 in [2] . So, the original system has eight solutions, 2 r+1 = 8 and r = 2.
We now have H ∼ = Z 3 × Z 2 m−1 × Z 2 e 1 × Z 2 e 2 , where e 1 + e 2 = m − 1 and e 1 ≥ e 2 . Now, the result follows for m = 3 and 4, so we assume m ≥ 5. Then, we claim that e 2 = 1 and e 1 = m − 2.
Assume, to the contrary, that e 2 ≥ 2. Then each factor, except Z 3 , has exactly one subgroup of order four, giving 4 3 = 64 elements of order at most four in the direct product. However, we will show that H has at most 32 solutions to the equation x 4 = 1, which will establish our claim and end the proof. To this end, suppose (a + bω) 4 
.
