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Abstract
The goal of this paper is to study sets of integers with an average sum of digits. More
precisely, let g be a ﬁxed integer, s(n) be the sum of the digits of n in basis g. Let f : N→
N such that, in any interval [g, g+1[, f (n) is constant and near from (g − 1)/2. We give
an asymptotic for the number of integers n<x such that s(n) = f (n) and we prove that for
every irrational  the sequence ( n) is equidistributed mod 1, for n satisfying s(n)= f (n).
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Soit f une fonction arithmétique. On appelle ordre moyen de f, toute fonction élé-
mentaire g de variable réelle, telle qu’on ait, pour x −→∞,
∑
nx
f (n) ∼
∑
nx
g(n). (1.1)
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Il est clair que (1.1) ne déﬁnit pas g de façon unique. Parmi les multiples choix
possibles, on s’attache à la fonction g la plus élémentaire et la plus régulière qu’il soit
(voir [Te1, p. 37], pour cette notion).
Soit g2 est un entier qu’on supposera ﬁxe tout au long de ce travail. On sait que
chaque entier n0 se décompose de façon unique sous la forme
n =
∑
i0
nig
i, (0ni < g).
La somme des chiffres de n (en base g) est la fonction arithmétique s(n), déﬁnie par
s(n) :=
∑
i0
ni.
On désigne par logg x = (log x)/ log g, le logarithme en base g de x > 0, par [x] le
plus grand entier x et par ‖x‖ la distance de x à l’entier le plus proche. Enﬁn nous
posons
g1 = g − 12 .
Delange [De], améliorant largement un résultat antérieur de Bush [Bu], a montré
l’existence d’une fonction Fg continue, nulle part dérivable, telle que pour x2, on
ait
∑
n<x
s(n) = g1x logg x + xFg(logg x)
(voir aussi [Te2] pour une méthode générale permettant l’obtention de formules som-
matoires de ce type). Ce résultat prouve en particulier que la fonction x → g1 logg x
est un ordre moyen de la fonction arithmétique s(n).
L’objet de ce travail est d’étudier l’ensemble des entiers n dont la somme des chiffres
s(n) est proche de g1 logg n, dans le but de prouver que cet ensemble d’entiers jouit
de diverses propriétés de régularité. Aﬁn de rendre rigoureuse cette notion de proximité
de l’ordre moyen, nous introduisons la
Déﬁnition. Soit b : N→ R, une fonction vériﬁant les conditions
g1+ b() ∈ N, pour tout 1; (C.1)
et
Il existe K1, tel que pour tout 1, on ait |b()|K 14 . (C.2)
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On appelle ensemble d’entiers associée à la fonction b, l’ensemble Eb déﬁni par
Eb :=
{
n1 ; s(n) = g1[logg n] + b
([logg n])} .
La condition (C.2) peut être élargie en utilisant toute la puissance du Lemme 2.1
ci–dessous, au prix d’un terme d’erreur moins précis dans le Théorème 1.1. Par con-
struction, l’ensemble Eb a la propriété cruciale que ses éléments situés dans l’intervalle
[g, g+1[ ont tous même somme de chiffres.
Le premier théorème donne un développement asymptotique du cardinal des éléments
de Eb, inférieurs à x. En posant
0 =
√
6
(g2 − 1) ,
on a :
Théorème 1.1. L’égalité
card
(Eb ∩ [1, x[) = 0 x√logg x +OK
(
x
logg x
)
,
est vraie uniformément pour x2 et pour toute fonction b vériﬁant (C.1) et (C.2).
On verra que ce théorème est plus qu’une simple généralisation d’un résultat de
Sárközy et du deuxième auteur, qui ont traité uniquement le cas où x est de la forme
g (voir le Lemme 2.1 ci–dessous). Enﬁn, nous montrons un résultat de régularité de
la suite Eb:
Théorème 1.2. Pour tout réel irrationnel , et pour toute fonction b vériﬁant (C.1) et
(C.2), la suite
(
n
)
n∈Eb est équirépartie modulo 1.
Ce travail a été effectué lors d’un séjour à Vienne en juillet 2002, à l’initiative du
Erwin Schrödinger Institut. Les auteurs remercient cette institution pour son invitation.
2. Preuve du Théorème 1.1
Soit
Vk(N) = {n < N : s(n) = k}.
Notre point de départ est le
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Lemme 2.1 (Mauduit and Sárközy [M–S] Corollary 2). Soient k0 et 1 des entiers.
On pose
 = g1− k.
Alors, pour  −→∞ et / −→ 0, on a l’égalité
card
(
Vk(g
)
) = 0 g − 1√

exp
(
−20
2

+Og(||3−2 + − 12 )
)
.
Signalons que dans le cas particulier où g = 2, on a directement l’égalité
card
(
Vk(g
)
) = ( 
k
)
= !
(/2+ )!(/2− )! ,
et, par la formule de Stirling, on retrouve l’égalité du Lemme 2.1. Toute la difﬁculté
du résultat de [M–S], est de pallier l’absence de formule combinatoire simple pour
card
(
Vk(g
)
)
pour les valeurs de g > 2. La forme affaiblie suivante du Lemme 2.1,
sera, dans un premier temps, sufﬁsante pour nos besoins:
Lemme 2.2. Soit K1. On a, uniformément pour  et i entiers vériﬁant 1 et
|i|g +K 14 l’égalité
card
(
V[g1]−i (g)
) = 0 g√

+OK
(
g

)
.
Il est alors facile de prouver le Théorème 1.1, pour x de la forme g ( −→∞). En
effet, puisque tout entier n ∈ Eb tel que gn < g+1, vériﬁe s(n) = g1+ b(), on a
card
(Eb ∩ [g, g+1[) = g−1∑
j=1
card
(
Vg1+b()−j (g)
)
.
La condition (C.2) et le Lemme 2.2 entraînent l’égalité
card
(Eb ∩ [g, g+1[) = 0(g − 1) g√

+O
(
g

)
. (2.1)
Nous utilisons maintenant le
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Lemme 2.3. Soient g un entier 2 et 0. On a l’égalité
∑
j=1
gj
j
= g
+1
(g − 1) +O
(
g
+1
)
,
uniformément pour  entier 1.
Preuve. Par sommation d’Abel, on a l’égalité
∑
j=1
gj

= 1

· g
+1 − g
g − 1 +

g − 1
∫ 
1
g[t]+1 − g
t+1
dt
= g
+1
(g − 1) +O
(
1

+
∫ 
1
gt
t+1
dt
)
. (2.2)
Pour majorer l’intégrale apparaissant dans le terme d’erreur, on remarque que, pour
t2(+ 1)/ log g, on a l’inégalité
gt
t+1
2
(
gt
t+1
− + 1
log g
· g
t
t+2
)
,
qui, par une intégration immédiate, donne la majoration
∫ 
2(+1)
log g
gt
t+1
dt 2
log g
[
gt
t+1
]
2(+1)
log g
= O
(
g
+1
)
.
Cette majoration reportée dans (2.2) complète la preuve du Lemme 2.3. 
Il reste à sommer sur  la formule (2.1). Le Lemme 2.3 appliqué avec  = 12 et
 = 1, fournit l’égalité
card
(Eb ∩ [1, g+1[) = 0 · g+1√

+O
(
g

)
.
soit encore
card
(Eb ∩ [1, g[) = 0 g√

+O
(
g

)
. (2.3)
Le passage de (2.3) au Théorème 1.1 ne semble pas immédiat. La preuve que nous en
donnerons repose sur une propriété d’unimodalité de la fonction k → card Vk . Rap-
pelons qu’une suite de réels
(
uk
)
k0 est unimodale, s’il existe k0, tel que ukuk+1 si
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kk0 et ukuk+1, si kk0. Plus précisément, nous utiliserons la proposition suivante
due à Coquet [Co, p. 158]:
Proposition 2.4. Pour tout g2, tout n1, l’application
k → card (Vk(gn))
est croissante sur l’intervalle
[
0,
[
g1n
]]
et décroissante sur
[[
g1n
]
, 2g1n
]
.
Remarque 1. Cette proposition est évidente, pour g = 2, puisque le cardinal en ques-
tion est le coefﬁcient binomial
(
n
k
) (voir ci–dessus).
Remarque 2. En fait, les calculs numériques suggèrent l’unimodalité, pour tout x0,
de l’application k → Vk(x), mais la preuve rigoureuse d’une telle proposition, pour
tout g2, semble délicate à obtenir.
2.1. Fin de la preuve du Théorème 1.1
Dans un deuxième temps, nous montrons le Théorème 1.1, pour x entier de la forme
x = Cg, avec C entier valant 1, 2, . . . , g − 1 et 1. Le cas C = 1 a été traité en
(2.3), dont nous généralisons maintenant la preuve. Soit donc C vériﬁant 2Cg−1.
Puisque tout entier n de l’intervalle [g, Cg[ vériﬁe [logg n] = , et a, pour premier
chiffre, un entier compris entre 1 et C − 1, on a la suite de relations
card
(Eb ∩ [g, Cg[) = C−1∑
j=1
card
(
Vg1+b()−j (g)
)
= 0(C − 1) g

√

+O
(
g

)
,
par application du Lemme 2.2. En combinant avec la relation (2.3), on obtient, pour
1,
card
(E ∩ [1, Cg[) = 0C g√

+O
(
g

)
= 0 Cg
√
logg(Cg)
+O
(
Cg
logg(Cg)
)
, (2.4)
ce qui prouve le Théorème 1.1 pour les x entiers de la forme x = Cg (1C < g),
1.
Pour passer à des x quelconques, on se ramène à x entier, écrit sous la forme
x = C1g1 + · · · + Cg , (2.5)
E. Fouvry, C. Mauduit / Journal of Number Theory 114 (2005) 135–152 141
avec 1, 1 > 2 > · · · > 0 et 1Cj < g (1j). Notons dès à présent la
relation
x√
logg x
= C1g
1
√
1
+ · · · + Cg

√

+O
(
g1
1
)
. (2.6)
On écrit maintenant
card
(Eb ∩ [1, x[) = card (Eb ∩ [1, C1g1 [)+ card (Eb ∩ [C1g1 , x[). (2.7)
La formule (2.4) donne une expression du premier terme à droite de (2.7). Pour traiter
le second terme, on remarque que si n vériﬁe C1g1n < x, on a g1[logg n] +
b([logg n]) = g11 + b(1) := k(1), et le premier chiffre de n vaut C1, d’où
l’égalité
card
(Eb ∩ [C1g1 , x[) = Vk(1)−C1(x − C1g1),
puis en itérant ce processus de décomposition suivant la valeur du premier chiffre, on
parvient à l’égalité
card
(Eb ∩ [C1g1 , x[) = ∑
i=2
Ci−1∑
j=0
Vk(1)−C1−···−Ci−1−j (gi ). (2.8)
Dans la formule (2.8), nous séparons les indices i, suivant que i est proche ou éloigné
de 1. On pose
I † = {i ∈ {2, . . . , } : 1 −√1i < 1},
et par conséquent card I † <
√
1. On note aussi I ‡ le complémentaire de I † dans
{2 . . . , }. On décompose (2.8) en
card
(Eb ∩ [C1g1 , x[) = ∑
i∈I †
Ci−1∑
j=0
Vk(1)−C1−···−Ci−1−j (gi )
+
∑
i∈I ‡
Ci−1∑
j=0
Vk(1)−C1−···−Ci−1−j (gi )
:= S† + S‡, (2.9)
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par déﬁnition. Lorsque i ∈ I †, nous donnons une évaluation de Vk(1)−C1−···−Ci−1−j (gi ).
Posons
 = g1i − k(1)+ C1 + · · · + Ci−1 + j,
et remarquons que  = O(√1) et que
 = g1(i − 1)+ C1 + · · · + Ci−1 + j − b(1),
dont on déduit l’égalité
2 = g21
(
(1 − i )− 2
g − 1 (C1 + · · · + Ci−1 + j − b(1))
)2
.
Par le Lemme 2.1, nous obtenons l’égalité
Vk(1)−C1−···−Ci−1−j (gi )
= 0 g
i
√
i
exp
{
− 3(g − 1)
2(g + 1) ·
(1 − i − 2g−1 (C1 + · · · + Ci−1 + j − b(1)))2
1
+O
(
1√
1
)}
. (2.10)
Par la déﬁnition de S† et par (2.10), on obtient
S† − 0
∑
i∈I †
Cig
i
√
i
=
∑
i∈I †

Ci−1∑
j=0
Vk(1)−C1−···−Ci−1−j (gi )−
0gi√
i


= O

∑
i∈I †
Ci−1∑
j=0
gi√
i
{
(1 − i − 2g−1 (C1 + · · · + Ci−1 + j − b(1)))2
1
+O
(
1√
1
)} . (2.11)
E. Fouvry, C. Mauduit / Journal of Number Theory 114 (2005) 135–152 143
Pour traiter le terme d’erreur à droite de (2.11), on pose 1 − i = d, donc, pour tout
0jCi−1, on a l’inégalité C1 + · · · + Ci−1 + j(d + 1)(g − 1), d’où
−d − 2−K 
1
4
1
g1
d − 2
g − 1 (C1 + · · · + Ci−1 + j − b(1))d +K

1
4
1
g1
,
dont on déduit l’inégalité
(
d − 2
g − 1 (C1 + · · · + Ci−1 + j − b(1))
)2
2(d + 2)2 + 2K2
√
1
g21
.
La relation (2.11) devient alors
S† − 0
∑
i∈I †
Cig
i
√
i
= O

g1

3
2
1
∑
d1
g−d(d + 2)2 + g
1
1
∑
d1
g−d


= O(g1
1
) = O
(
x
logg x
)
.
En conclusion, en se référant à (2.6), nous sommes parvenus à l’égalité
S† = 0
(
x√
logg x
− C1g
1
√
1
)
+O
(
x
logg x
)
. (2.12)
L’étude de S‡ est différente. Pour i ∈ I ‡, on a i1 − [√1], d’où l’inégalité
évidente
Vk(1)−C1−···−Ci−1−j (gi )Vk(1)−C1−···−Ci−1−j (g1−[
√
1]). (2.13)
Par la Proposition 2.4, on a aussi
Vk(1)−C1−···−Ci−1−j (g1−[
√
1])V[
g1(1−[√1])
](g1−[√1]). (2.14)
Le Lemme 2.2 donne
V[
g1(1−[1])
](g1−[√1]) = O
(
g1−[
√
1]√
1
)
. (2.15)
144 E. Fouvry, C. Mauduit / Journal of Number Theory 114 (2005) 135–152
Mettant ensemble (2.13)–(2.15), on a
Vk(1)−C1−···−Ci−1−j (gi ) = O
(
g1−[
√
1]√
1
)
,
et, par la déﬁnition (2.9) de S‡, on a
S‡ = O

∑
i∈I ‡
g1−[
√
1]√
1

 = O(√1g1−[√1]),
ce qui implique
S‡ = O
(
x
logg x
)
. (2.16)
Regroupant (2.4), (2.7), (2.9), (2.12) et (2.16), nous parvenons à
card
(Eb ∩ [1, x[) = 0C1g1√
1
+ 0 x − C1g
1
√
1
+O
(
x
logg x
)
,
ce qui termine la preuve du Théorème 1.1.
3. Preuve du Théorème 1.2
D’après le critère de Weyl, le Théorème 1.2 est équivalent au fait que, pour tout
h = 0, on a, pour x −→∞, l’égalité
∑
n∈Eb
n<x
exp
(
2ihn
) = oh,(card (Eb ∩ [0, x[ )).
En combinant avec l’estimation du Théorème 1.1, et en remplaçant  par h, on voit
que, pour prouver le Théorème 1.2, il sufﬁt de prouver
Proposition 3.1. Pour tout  irrationnel on a, pour x −→∞, la relation
∑
n∈Eb
n<x
exp
(
2in
) = o
(
x√
log x
)
.
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En fait, nous verrons au §3.b que, pour prouver la Proposition 3.1, et par con-
séquent le Théorème 1.2, il sufﬁt de se restreindre au cas où x = g. Pour cela, nous
commençons par démontrer la
Proposition 3.2. Pour tout  irrationnel, il existe une fonction 
N∗ −→ R+
 → (),
tendant vers 0 lorsque  tend vers l’inﬁni et vériﬁant, uniformément sur les entiers k
et 1, la relation
∑
s(n)=k
n<g
exp
(
2in
) = O ( g√

()
)
.
3.1. Preuve de la Proposition 3.2
Signalons que la Proposition 3.2 est sans intérêt lorsque k est loin de g1, puisque
le cardinal de l’ensemble {n ; s(n) = k, n < g} est, d’après le Lemme 2.1, en
o(g/
√
). En fait ce lemme montre aussi, par exemple en sommant sur les k vériﬁant
|k−g1|√ log , que g1 logg n est aussi un ordre normal de la fonction s(n). (Pour
cette notion d’ordre normal voir [Te1, p. 301].)
Soit W(k) = W la somme étudiée à la Proposition 3.2. En détectant par une intégrale
la condition s(n) = k, on a
W =
∑
s(n)=k
n<g
exp
(
2in
)
=
∫ 1
0
∑
n<g
exp(2in) exp
(
2i(s(n)− k)t) dt,
ce qui donne les inégalités
|W | 
∫ 1
0
∣∣∣∣∣∣
∑
n<g
exp
(
2i(n+ s(n)t))
∣∣∣∣∣∣ dt

∫ 1
0
∏
n<
∣∣U(gn+ t)∣∣ dt, (3.1)
avec
U(t) =
∑
0 j<g
exp(2ij t),
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l’inégalité (3.1) étant une conséquence de l’existence et de l’unicité de l’écriture de
tout entier n en base g.
Nous aurons besoin du
Lemme 3.3. Pour tout (t, t0) ∈ R2, on a l’inégalité
|U(t)U(t + t0)|g2 exp
(
− 1
g
‖t0‖2
)
.
Preuve. Remarquons d’abord, par ([M–S] Lemma 1, avec r = 1), qu’on a la majoration
|U(t)|g
(
1− 2
g
‖t‖2
)
.
La relation classique 1− x exp(−x), valable pour x0, entraîne l’inégalité
|U(t)|g exp
(
−2
g
‖t‖2
)
,
et par conséquent
|U(t)U(t + t0)|g2 exp
(
−2
g
(‖t‖2 + ‖t + t0‖2)
)
.
Le Lemme 3.3 sera alors une conséquence immédiate de la minoration
‖t‖2 + ‖t + t0‖2 12‖t0‖
2. (3.2)
Pour prouver (3.2), dont la démonstration se trouve certainement déjà dans la littérature,
on pose f (t, t0) = ‖t‖2 + ‖t + t0‖2. Il sufﬁt donc de démontrer, pour tout (t, t0) ∈ R2
l’inégalité
f (t, t0)
1
2
‖t0‖2. (3.3)
On peut se restreindre à prouver (3.3), pour |t | 12 et t0 ﬁxé vériﬁant |t0| 12 , puisque
la fonction x → ‖x‖, est de période 1. On peut même se restreindre au cas |t | 12 et
0 t0 12 , puisqu’on a la relation triviale f (t, t0) = f (−t,−t0). On est donc ramené
au cas où (t, t0) ∈ [− 12 , 12 ] × [0, 12 ].
• Pour t ∈ [− 12 , 12 − t0], on a les relations
f (t, t0) = t2 + (t + t0)2 = 2
(
t + 1
2
t0
)2
+ 1
2
t20 
1
2
t20 .
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• Pour t ∈ [ 12 − t0, 12 ], on a les relations
f (t, t0) = t2 + (t + t0 − 1)2 12 (t0 − 1)
2 1
2
t20 ,
puisqu’on a t0 ∈ [0, 12 ].
Ceci termine la preuve de (3.3) et, ainsi, du Lemme 3.3.
Poursuivons maintenant la majoration de |W | commencée en (3.1). Puisque  est
irrationnel, il en est de même pour (g − 1), qui n’est donc pas un rationnel g–
adique. Ceci entraîne que la suite ‖(g−1)gn‖ ne tend pas vers 0, lorsque n tend vers
l’inﬁni. Il existe donc un réel , vériﬁant 0 <  < 1, et une suite croissante d’entiers
U = (un)n0, vériﬁant, pour tout n0, les deux propriétés
{
un+1 − un3
exp
(
− 1
g
‖(g − 1)gun‖2
)
2.
Posons
() = {n− 2 ; n ∈ U},
et
() = 2 · card (()).
On décompose l’inégalité (3.1) en
|W |
∫ 1
0
∏
n∈()
∣∣U(gn+ t)U(gn+1+ t)∣∣ ∏
n, n−1/∈()
n<
∣∣U(gn+ t)∣∣ dt. (3.4)
D’après le Lemme 3.3 (avec t0 = (g − 1)gn) et d’après les déﬁnitions de U et de la
fonction , on a, pour tout réel t, la majoration
∏
n∈()
∣∣U(gn+ t)U(gn+1+ t)∣∣(g)(). (3.5)
L’inégalité de la moyenne arithmético–géométrique, écrite sous la forme
|z1 · · · zm| |z1|
m + · · · + |zm|m
m
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(valable pour tout zi ∈ C et tout entier m1), donne
∫ 1
0
∏
n, n−1/∈()
n<
∣∣U(gn+ t)∣∣ dt  1
− 2()
∑
n<, n/∈()
∫ 1
0
∣∣U −()(gn+ t)∣∣ dt

∫ 1
0
|U(t)|−() dt. (3.6)
Regroupant (3.4)–(3.6), on obtient
|W |(g)()
∫ 1
0
|U(t)|−() dt. (3.7)
Il reste à prouver
Lemme 3.4. Il existe des réels 1 et 2 strictement positifs, tels que pour tout entier
n1, on ait
1√
n
gn
∫ 1
0
|U(t)|n dt 2√
n
gn.
Preuve. Supposons d’abord n pair. On a les égalités
∫ 1
0
|U(t)|n dt =
∫ 1
0
∣∣∣∣∣∣
g−1∑
j=0
exp(2ij t)
∣∣∣∣∣∣
n
dt =
∫ 1
0

g−1∑
j=0
exp
(
2i(j − g1)t
)
n
dt, (3.8)
puisque, pour tout g2 et tout t réel, le nombre ∑g−1j=0 exp(2i(j − g1)t) est réel.
Rappelons l’égalité formelle
(
1+ z+ · · · + zg−1)n = (g−1)n∑
k=0
card
(
Vk(g
n)
)
zk. (3.9)
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Par (3.8) et (3.9), on en déduit les égalités
∫ 1
0
|U(t)|n dt =
∫ 1
0

g−1∑
j=0
exp(2ij t)


n
exp
(−2ig1nt) dt
=
∫ 1
0
(g−1)n∑
k=0
card
(
Vk(g
n)
)
exp
(
2i(k − g1n)t
)
dt
= card (Vg1n(gn)).
En combinant avec le Lemme 2.2 (pour i = 0), on obtient la preuve du Lemme 3.4,
pour n pair.
Pour n impair, on se ramène au cas précédent, n pair, en utilisant l’inégalité triviale
∫ 1
0
|U(t)|m dtg
∫ 1
0
|U(t)|m−1 dt,
qu’on utilisera avec m = n puis avec m = n − 1. Ceci termine la preuve du Lemme
3.4. 
La majoration du Lemme 3.4, reportée dans (3.7) donne
|W |(g)() · 2√
− () · g
−() = o
(
g√

)
,
puisqu’on a 0 <  < 1, et pour  −→ ∞, ()( 13 + o(1)) et () −→ ∞. Ceci
termine la preuve de la Proposition 3.2.
3.2. Fin de la preuve de la Proposition 3.1
Nous pouvons maintenant prouver la Proposition 3.1 dans le cas x = g. En effet, en
utilisant la Proposition 3.2, on a, pour une certaine constante absolue K, les inégalités
∣∣∣∣∣∣∣∣
∑
n∈Eb
n<g
exp(2in)
∣∣∣∣∣∣∣∣
g +
∑
1 j<
∣∣∣∣∣∣∣∣∣
∑
n∈Eb
gj n<gj+1
exp(2in)
∣∣∣∣∣∣∣∣∣
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g +
∑
1 j<
∣∣∣∣∣∣∣∣∣
∑
gj n<gj+1
s(n)=g1j+b(j)
exp(2in)
∣∣∣∣∣∣∣∣∣
g +
∑
1 j<
∣∣Wj+1(g1j + b(j))−Wj(g1j + b(j))∣∣
g +K
∑
1 j<
(
gj+1√
j + 1(j + 1)+
gj√
j
(j)
)
g + 2K
∑
j=1
gj√
j
(j).
Il sufﬁt d’appliquer le théorème de Césaro et le Lemme 2.3 pour obtenir la relation
∑
n∈Eb
n<g
exp(2in) = o
(
g√

)
. (3.10)
Soit maintenant x un entier 1, écrit en base g sous la forme (2.5). Nous venons de
prouver que la Proposition 3.1 est vraie dans le cas particulier  = 1, C1 = 1.
Le cas général se ramène à ce cas par un découpage de l’intervalle [1, x[, et par des
remarques sur la fonction s. Pour ce faire, on pose 0 = 0 et i = C1+ · · ·+Ci pour
1 i.
• Pour 0n < C1g1 , on écrit n de façon unique
n = jg1 +m
avec 0j < C1 et 0m < g1 . Pour un tel entier n ainsi décomposé, on a s(n) =
j + s(m).
• Pour C1g1n < C1g1 + C2g2 , on écrit n de façon unique
n = C1g1 + jg2 +m,
avec 0j < C2, et 0m < g2 . Par conséquent, on a s(n) = C1 + j + s(m).
Poursuivant cette décomposition de l’intervalle [1, x[, on obtient, lorsque C1 = 1
l’égalité
∑
n∈Eb
n<x
exp(2in) =
∑
n∈Eb
n<g1
exp(2in)+
∑
j=2
Cj−1∑
j ′=0
Wj (g11 + b(1)− j−1 − j ′),
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et lorsque C12
∑
n∈Eb
n<x
exp(2in) =
∑
n∈Eb
n<g1
exp(2in)+
C1−1∑
j ′=1
W1(g11 + b(1)− j ′)
+
∑
j=2
Cj−1∑
j ′=0
Wj (g11 + b(1)− j−1 − j ′).
Par la Proposition 3.2 et par (3.10), il existe une constante absolue K, telle que, pour
tout entier x2, on ait l’inégalité
∣∣∣∣∣∣∣∣
∑
n∈Eb
n<x
exp(2in)
∣∣∣∣∣∣∣∣

∣∣∣∣∣∣∣∣
∑
n∈Eb
n<g1
exp(2in)
∣∣∣∣∣∣∣∣
+
∑
j=1
Cj−1∑
j ′=0
∣∣Wj (g11 + b(1)− j−1 − j ′)∣∣
K
∑
j=1
Cj
gj√
j
(j )+ o
(
g1√
1
)
K(g − 1)
1∑
j=1
gj√
j
(j)+ o
(
g1√
1
)
= o
(
g1√
1
)
,
par une nouvelle application du théorème de Césaro et du Lemme 3.3. On peut donc
ﬁnalement écrire
∣∣∣∣∣∣∣∣
∑
n∈Eb
n<x
exp
(
2in
)
∣∣∣∣∣∣∣∣
= o
(
g1√
1
)
= o
(
x√
log x
)
.
Ceci termine la preuve de la Proposition 3.1, et par conséquent du Théorème 1.2.
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