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INTRODUCTION CONSIDER A LINEAR AUTOREGRESSIVE distributed lag dynamic regression (AD) model (1)
Intuitively, this might not be the optimal weighting because for most stationary processes the autocorrelation decays to zero as the lag increases. Therefore, we expect that tests based on kernels other than the truncated kernel may give better power than BP, MTn and MR.2 Because the LM tests of Breusch (1978) and Godfrey (1978) are similar in spirit to BP (they are asymptotically equiva2Another argument against the truncated kernel is that in practice one may be interested only in low order autocorrelations. Thus, a better test should put more weights on low order lags rather than put uniform weights on all Pn sample autocorrelations. lent under a static regression model), we expect that the LM tests may also be less powerful than tests based on kernels rather than the truncated kernel.
The other two classes of test statistics are3 
ASYMPTOTIC LOCAL POWER
For consistent tests, the asymptotic power approaches unity as n o-*c under HA at any given level 0 < ; < 1. To get a power value less than unity, we can either fix the size and move the alternative hypothesis closer to Ho as n -o 00, or fix the alternative and let the size or Type II error decrease to zero as n -> 00. The first approach is the familiar Pitman's local analysis, and the second is the nonlocal analysis (e.g. Bahadur (1960) The Daniell kernel is different from the QS kernel, which is optimal within K(T) in the context of spectral density estimation using various mean squared error criteria (e.g. Andrews (1991) and Priestley (1962)). For hypothesis testing, the QS kernel can be worse than many other kernels. This conclusion is not peculiar to the jAn considered here (e.g. Hong (1996) 
ASYMPTOTIC GLOBAL POWER
While local power analysis provides useful insights, it is by no means a complete account of asymptotic power properties. In particular, Theorem 4 implies that the MJa are asymptotically equivalent under H so it is difficult to differentiate these tests using Pitman's criterion. In practice, however, these tests may lead to different decisions. To examine their relative efficiencies under HA, we have to use nonlocal power analysis.
We first establish consistency of our tests under HA. Under HA, a is generally not consistent for a in (1). Consequently, the residual {u,) is biased for {uj, because it contains specification errors as well as {uj}. This would complicate the analysis in establishing consistency of our tests. For simplicity, we consider the static regression model Thus, the Min are all consistent against HA; in particular, Mln and M2n are consistent against long memory processes I(d), d < 1/4. We note that Robinson (1993) proposes an F-test that is also consistent against long memory processes and has many other appealing features, especially having an exact null distribution under the Gaussian case.
The rate at which the Mj,, diverge to infinity is n/pl/2. The slower Pn grows, the faster will the Mjn diverge to infinity, and so the more powerful will be the Mj,1. This conclusion on Pn~ is the same as that reached under Han. We now use Bahadur's (1960) asymptotic slope criterion to investigate relative efficiencies among the Min. The basic idea of Bahadur is to hold the power fixed and compare the resulting test sizes. Bahadur's efficiency is defined as the limit ratio of the sample sizes required by two tests to achieve the same asymptotic significance level (p-value) under a fixed alternative. Geweke (1981), among others, has applied this criterion in the econometric literature. Extending Bahadur's (1960) approach, we obtain the following result. When f -*fo, the three Bahadur's efficiencies converge to unity, delivering the same conclusion as Pitman's criterion. When f is far away from fo, however, the three divergence measures are not equal in general. It would be interesting to characterize the interrelationships and inequalities among the three divergence measures so that relative power ranking is possible. We expect that such characterizations will depend on dependence pattems of {uj}. Studies (e.g. Ullah (1993) and references therein) on interrelationships and inequalities on various divergence measures between probability distributions seem useful here.
Bahadur's (1960) asymptotic slope of a test statistic is the rate at which minus twice the logarithm of the asymptotic significance level goes to infinity as n -* o*. A larger asymptotic slope implies a faster rate at which the asymptotic significance level decreases to zero as n -) oo. It can be shown that the rate at which minus twice the logarithm of the asymptotic significance level of the Mjn goes to infinity is n2/pn. This rate is faster than the rate n of parametric tests (including both asymptotic normal and x2 tests; see Bahadur (1960) It can be shown that for any Min Bahadur's relative efficiency of k2 to k1 is AREB(k2; k1) = [D(kj)/D(k2)]l/(2 -v) under the conditions of Theorem 7. This is the same as that obtained for the Pitman's criterion. Hence, the discussions on the kernel in Section 4 apply here.
MONTE CARLO EVIDENCE
We now examine finite sample performance of our tests in comparison to some commonly used tests for serial correlation. Consider the data generating process 
Here, DAN, PAR, and QS belong to KT(/r/ O). BAR does not belong to K(T).
To examine the effects of using different Pn, we first use three rates: (i) (ii) and (iii) violate the conditions of Theorem 2 (for MR), but we include them to examine the performance of MR with these rates. The above three deterministic rules allow us to investigate the effects of choices of Pn, but they are to some degree unmotivated. In practice, it would be desirable to choose Pn via data-driven methods. Beltrao and Bloomfield (1987) propose a form of cross-validation based on a pseudo log-likelihood type criterion under the Gaussian case. In an important paper, Robinson (1991a) considerably extends their results to non-Gaussian situations, showing that such chosen Pn is consistent for an optimal integrated mean squared error bandwidth. Such a global bandwidth is more appropriate here than the narrow band ones stressed in the econometric literature in autocorrelation-consistent variance estimation (e.g. Andrews (1991)). The procedure can be conveniently implemented using fast Fourier transforms. In our application, we use a grid search for the optimal integer-valued Pn over the range from 2 to 20, with the grid interval equal to 1.8 It is possible to choose a real-valued Pn with a finer grid interval, but this is likely to have negligible impact.
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In our simulation we find that the lower bound "2" (the smallest integer that ensures fn fo) works well for the samples under study. Robinson (1991a, p. 1346) points out that as n increases the cross-validation will tend to choose the per-set lower bound as the optimal pn, when ut is a white noise. Therefore, for large n, one might use a lower bound that is slowly increasing as n increases. We now examine power using both asymptotic critical values (ACV) and empirical critical values (ECV) at the 5% level. The ECV are obtained from the 5000 replications under (a). The use of ECV permits us to compare power of all the tests on an equal basis. Table III The desired results follow immediately.
Q.E.D.
