Based on a given time series, the data-driven Langevin equation proposed by Hegger and Stock [J. Chem. Phys. 130, 034106 (2009)] aims to construct a low-dimensional dynamical model of the system. Adopting various simple model problems of biomolecular dynamics, this work presents a systematic study of the theoretical virtues and limitations as well as of the practical applicability and performance of the method. As the method requires only local information, the input data need not to be Boltzmann weighted in order to warrant that the Langevin model yields correct Boltzmanndistributed results. Moreover, a delay embedding of the state vector allows for the treatment of memory effects. The robustness of the modeling with respect to wrongly chosen model parameters or low sampling is discussed, as well as the treatment of inertial effects. Given sufficiently sampled input data, the Langevin modeling is shown to successfully recover the correct statistics (such as the probability distribution) and the dynamics (such as the position autocorrelation function) of all considered problems.
I. INTRODUCTION
Time series analysis of the evolution of a complex system is commonly used to construct a dynamical model in order to forecast the system's behavior. 1 For example, consider classical molecular dynamics (MD) simulations which are able to describe the structure, dynamics and function of biomolecules in microscopic detail. 2 By partitioning the continuous MD trajectory in discrete metastable states such that there is a time scale separation between fast intrastate transitions and slow interstate transitions, one can construct a Markov state model, which approximates the dynamics of the system by a memoryless jump process. [3] [4] [5] [6] [7] [8] [9] Due to the gap between the time scales of the relevant functional dynamics (say, μs-ms) and easily computable times (say, ns), Markov models have become popular because they hold the promise of predicting the long-time dynamics of a biomolecular system from relatively short trajectories which can be run in parallel. 5 In practice, however, various problems have been identified, concerning in particular the sampling of the data, the unambiguous definition of Markov states, as well as the interpretation of these states.
The data-driven Langevin equation (dLE) represents an alternative approach to forecast the time evolution of a complex system. [10] [11] [12] [13] [14] [15] [16] [17] [18] Based on a given time series, the dLE estimates the drift and the diffusion field of the dynamics, in order to construct a low-dimensional dynamical model of the system. The dLE avoids the ambiguous definition of Markov states and represents a more "physical" model, as it is defined in coordinate space (rather than in an abstract mathematical space), it can be derived from a microscopic Hamiltonian using projection techniques, and it contains the temperature as driving force. 19, 20 Following Ref. 11 , recently a dLE a) N. Schaudinnus and A. J. Rzepiela contributed equally to this work. b) Electronic mail: stock@physik.uni-freiburg.de method was proposed that facilitates the treatment of multidimensional systems. 18 By employing a local estimation of the drift and diffusion fields, e.g., the five-dimensional conformational dynamics of hepta-alanine was reproduced.
As may be expected, however, the dLE approach suffers from similar problems as the Markov modeling, such as the sampling of the data and the definition of the local averages. Moreover, a "good" dLE model (in the sense that it reproduces the input data well) is not necessarily also a "physical" model, e.g., in the sense that it predicts the system's temperature dependence correctly. Adopting various simple but nontrivial model problems, in this work we want to discuss these issues in order to obtain a better understanding of the theoretical and practical virtues and limitations of the dLE approach. In particular, we discuss the robustness of the method with respect to wrongly chosen model parameters or low sampling and show how certain aspects of the convergence to the correct result can be tested. The study presents some insight into the physics underlying the dLE and shows how the approach-together with some pre-analysis of the input data-can be used to construct a suitable and physically meaningful dynamical model.
II. THEORY AND METHODS

A. Model-based Langevin equation
For the below discussion, it is helpful to briefly explain the series of approximations leading to the Langevin equation (LE) considered here. Following Zwanzig, 20, 21 we consider the Hamiltonian
where for now we focus on the special case of a onedimensional system H S described by the potential energy U(x), which is bilinearly coupled to a bath H B described by a sum of harmonic oscillators. By insertion of the formal solution of the bath degrees of freedom (q j , p j ) into the equation of motion for the system degrees of freedom (x, p), one obtains an exact generalized LE for x and p, 21 where the time evolution of the system depends via a time integration over a memory kernel on the system's entire history. Assuming a time scale separation between the fast bath degrees of freedom and the slow system degrees of freedom (i.e., a Markov-type approximation), the memory kernel reduces to a delta-function, and we obtain the (memory-free) LE, [19] [20] [21] [22] 
whereẋ = dx/dt, U (x) = dU/dx, and γ 0 is a friction constant resulting from the memory kernel. As discussed in Ref. 18 , such a time scale separation can be achieved by employing a coordinate transformation (such as a principal component analysis 23, 24 ) that comprises the slow large-amplitude motions in a few system coordinates and the remaining highfrequency fluctuations in many bath modes. Presuming a canonical initial distribution of the bath degrees of freedom, the force F(t) can be represented by a stochastic noise ξ (t) with Gaussian distribution and zero mean, ξ (t) = 0, which satisfies the fluctuation-dissipation theorem
where ξ (t)ξ (t ) = δ(t − t ), k denotes Boltzmann's constant, and T is the temperature. Originating from the microscopic model Hamiltonian (1), Eq. (2) is referred to as "modelbased" LE (mLE). In the case of strong friction, the velocity autocorrelation function ẋ(t)ẋ(0) will be dominated by diffusive motion rather than by deterministic motion [due to U(x)] and therefore decays roughly ∝ e −γ 0 t . As the deterministic forces change for large γ 0 only little on this time scale, we can average the LE over this time. The resulting average acceleration ṗ(t) /m becomes small and can be neglected, which leads to the overdamped LE,
Two extensions of the above theory are of interest here. First, we note that so far the bath causes only additive fluctuations of the system variables, because neither the friction γ 0 nor the stochastic force F(t) depends on the state (x, p) of the system. As an important generalization, we now assume that the system-bath coupling H SB is nonlinear in the system coordinate x, that is, we replace x in the last term of Eq. (1) by a general function g(x). [Note that H SB remains linear in the bath coordinates q j , which facilitates the formal integration of the bath degrees of freedom and thus the derivation of the LE.] As discussed elsewhere, [25] [26] [27] the nonlinear coupling results in a position-dependent friction
2 , i.e., we need to replace γ 0 by γ (x) in Eq. (4).
Second, we wish to generalize to a multidimensional system H S with coordinate
T . From Eq. (2) it is then clear that we need to replace the potential derivative U (x) by the corresponding vector ∇U (x), the friction term γ by the matrix γ = {γ ij } with i, j = 1, . . . , d, and the scalar noise ξ (t) by the vector ξ (t) with ξ i (t)ξ j (t ) = δ(t − t )δ ij . This leads tȯ
which is the desired multidimensional overdamped nonlinear mLE. In summary, to derive Eq. (5) we have (i) considered a general multidimensional system H S interacting via a nonlinear system-bath coupling H SB with a harmonic bath H B , (ii) employed a Markov-type approximation to obtain the memory-free LE in Eq. (2), and (iii) considered the limit of strong friction. For the discussion below, it is instructive to rewrite Eq. (5) asẋ
stating that the time evolution of x(t) is determined by the drift field h(x) which accounts for the deterministic part of the time evolution and the diffusion field D(x) which contains all spatial dependencies of the stochastic driving. We note in passing that instead of D(x), one may also use the operator
to account for the diffusion, which (in the position-independent case) reduces to the usual diffusion constant D.
In order to solve the equation of motion, we formally integrate Eq. (6) to give
where the first term represents a standard Riemann integral over the deterministic drift field, while the second term is an Ito integral over the stochastic diffusion contribution with dW denoting the Wiener increment. 28 Using x(t) = x(nδt) ≡ x n , a first-order Cauchy-Euler scheme yields
which can be directly employed to calculate the time evolution of x(t) (see Sec. II D for details). This simple first-order scheme is advantageous compared to higher-order algorithms, since it consistently treats the deterministic and the stochastic term of the LE.
B. Data-driven Langevin equation
Given the potential-energy function U (x) and the friction matrix γ (x), the solution of the mLE (5) yields the stochastic time evolution of the system coordinate x(t). In the datadriven LE (dLE), on the other hand, our starting point is a given time series x(t), which may be obtained, e.g., from experiment or an MD simulation. Under the assumption that the evolution of x(t) can be described by a LE, the dLE ansatz aims to reconstruct the model underlying the dynamics. In other words, we want to determine the drift field h(x) and the diffusion field D(x) from the input data.
Because the noise term ξ (t) is unknown, the vector fields h and D cannot be obtained directly (e.g., via a least squares fit) from the input data, but need to be calculated by exploiting the statistical properties of the noise. As explained in Ref. 18 , this is achieved by defining a local average f (x) x of the quantity f over the neighborhood of a given point x by
where the sum is taken over all measured points. Due to the Heaviside step function , the average is only performed in the neighborhood of size around x. Averaging over Eq. (8), we obtain the drift field as
with x n = x n+1 − x n , since ξ i (t) = 0 and we have as-
followed by a Cholesky decomposition in order to get D (see Sec. II D). Equation (8) (10) and (11) is done locally and "on the fly," that is, at every propagation step of the dLE. This feature of the dLE is the main difference to other Langevin methods that are based on precalculated global fields. [12] [13] [14] [15] [16] [17] The on the fly strategy, on the other hand, facilitates the treatment of high-dimensional data. (So far, we have considered model problems of, say, up to a dimension of d = 10). Hence the calculation of the local averages in Eq. (9) and its effort and accuracy represents a crucial point of the method, the details of which are described in Sec. II D. The dLE program can be downloaded from http:// www.theochem.uni-frankfurt.de/~hegger/langevin.tar.gz.
C. Delay embedding
We finally wish to introduce an important extension of the dLE scheme derived above. In practice, e.g., when we consider some collective coordinate x constructed from a MD simulation, it is typically not known if the strong-friction limit applies or if higher time derivatives of x n are of importance. In this case a general strategy of nonlinear data analysis can be employed, 1 that is, we augment the state vector x n by delay-embedded variables from previous times t n , t n−1 , . . . , t n−l , yielding
where the embedding dimension l i may be different for different variables x i . 29 In the simplest case of l i = 1 (i = 1, . . . , d), the embedding accounts for the velocities (x n − x n−1 )/δt and therefore accounts for inertial effects similar to the standard LE (2) .
To illustrate this, we consider a one-dimensional system (d = 1) and a one-dimensional embedding (l 1 = 1), which results in the state vector
T with the equations of motion
Although the embedding formally doubles the dimension of the state vector, the time evolution of the delayed variable y n = x n−1 is known from the propagation of x n and therefore does not require any additional effort. Rather, the main consequence of the embedding is that the Langevin fields h and D are now a function of x n and y n = x n−1 . Apart from the position, the fields therefore also implicitly depend on the instantaneous velocity (x n − x n−1 )/δt, i.e., Eq. (13) is equivalent to a second-order equation. By formally doubling the number of equations, the embedding thus reintroduces the acceleration into the overdamped LE. An important consequence of the embedding is that, via the local average in Eq. (9), only data points with a similar history in configurational space are considered. In that sense, higher embedding dimensions l i introduce a memory of l i time steps of the system's evolution into the equations of motion. Delay-embedding therefore represents a general strategy to relax the approximation leading to the overdamped LE, while still keeping the generic and simple form of Eq. (6). The price to pay for this improved dynamical model is that, in order to achieve sufficient statistical convergence of the dLE fields, we need more input data than without embedding, because only points with a similar history are used in the local averages.
D. Simulation details 1. Time step
The integration time step δt of the mLE in Eq. (8) needs to be chosen small enough to account for the fastest time scale of the system. 11, 12 In the overdamped limit considered here, this time scale is usually caused by the strong fiction rather than by the harmonic vibrational period of the potential wells. Since the signal-to-noise ratio of the local averages deteriorates with decreasing δt (because the drift is weighted with δt and the noise with √ δt), on the other hand, a large time step improves the statistical convergence of the description. In the overdamped double-well system described below, a time step of δt = 1 ps proved sufficient. Except for the discussion in Secs. III C and III D, the same time step is also used in the dLE simulations.
Search of neighbor points
To calculate the local averages in Eq. (9), we define a neighborhood size by assuming a fixed number of neighbors, k, and use a box-assisted algorithm 30 to find the k nearest neighbors for each of the N m points of the input data. Using a two-dimensional subspace, this method first divides up the data into boxes of size and assigns all N m data points to one of the 1/ boxes. For each considered point x n , the k nearest neighbors then only need to be searched in the box containing the point and the neighboring boxes, which reduces the computational effort by a factor ∝ 1/ . As a consequence, the overall effort to calculate the local averages in the dLE scales as (N m / )kd for the drift field and (N m / )kd 2 for the diffusion field. Considering typical values N m = 10 4 −10 7 , k = 10−50, and d = 1−10, it is clear that the number of input data points N m (and less the dimensionality of the data) is the limiting factor of the method.
Calculation of D
In Eq. (11), several possibilities exist to construct the diffusion field D from the velocity covariance matrix σ via DD † = σ . These possibilities are equivalent for the evaluation of the dLE (8) , as long as they result the same variance of the diffusive displacement
ij . In the twodimensional case, it is readily shown that the matrix
can be produced by the lower triangular matrix D L , the upper triangular matrix D U , and the symmetric matrix
respectively, and that all three choices give the same observable K 1 = a and K 2 = b. In the case of D S , this requires that
The generalization of these results to higher dimensionality d ≥ 3 is readily shown for D L and D U . In the dLE simulations reported below, we employed a Cholesky decomposition 31 which is a well-established and fast method to construct D L .
III. RESULTS AND DISCUSSION
In what follows we (A) adopt a generic double-well model and (B) perform simulations of the overdamped mLE (4) in order to sample the barrier crossing dynamics of the system. By using the mLE results as input data, we (C) perform simulations of the dLE (8) and study in detail the convergence of the dLE results to the input data. We consider effects of (D) inertial dynamics and (E) introduce a data pruning algorithm that significantly speeds up the dLE modeling.
A. Model
The potential energy U(x) of the one-dimensional doublewell model is given by
where U(x) is measured in units of kT and the coordinate x is dimensionless. Choosing x 0 = −2.4 and x 1 = 2.7 for the positions of the two wells, α = 0.28 for the overall steepness of the potential, and 0 = 3.5, the barrier heights of the model are U 0→1 ≈ 3.5 kT and U 1→0 ≈ 2.5 kT, see Fig. 1(a) . For constant friction, the free energy of the system is proportional to U(x), hence its equilibrium probability distribution is given by
By defining
, we obtain P 0 ≈ 0.67 and P 1 ≈ 0.33 for the population of the ground and excited state, respectively.
The dynamics of the model is characterized by the position autocorrelation function
where δx = x − x . Ignoring fast intrawell dynamics, the decay of C(t) is monoexponentional with the rate 22 1/τ = 1/τ 0→1 + 1/τ 1→0 , where τ i→j is the escape time from well i. The overdamped limit is achieved by using the dimensionless friction constant γ = 1900 and setting the mass m = 1. In this limit, the escape time is given by Kramers' reaction rate theory 22 as
with
, which yields τ 0 → 1 = 3.9 ns and τ 1 → 0 = 1.5 ns. The resulting autocorrelation function shown in Fig. 1(b) decays on a time scale of τ ≈ 1.1 ns. In the subsequent discussion, the equilibrium probability distribution P ref (x) and the autocorrelation function C ref (t) = e −t/τ represent the main statistical and dynamical observables of interest.
B. Data sampling of the mLE
Before we consider the performance of the dLE, it is important to first discuss the statistical convergence of the mLE simulation of the simple model. That is, we study the convergence of the observables P(x) and C(t)
Being a stochastic method, the outcome of the mLE depends on the initial seed of the random number generator. As a representative example, Figs. 1(c) and 1(d) show the results for the probability distribution P(x) and the autocorrelation function C(t) obtained from ten mLE simulations starting at x = −1 with different initial seed and N m = 50 000. The calculation of the corresponding mean ground-state population yields P 0 = 0.74 ± 0.09, i.e., a standard deviation of 12%. Similarly, we obtain for the decay time of the autocorrelation function τ = 1.1 ± 0.22 ns. The comparison of the averaged mLE results for P(x) (Fig. 1(a) ) and C(t) (Fig. 1(b) ) using in total 10 × 50 000 time steps indeed shows very good agreement with the reference results.
In the following, we always average over ten simulations of length N m , thus yielding the mean and the corresponding standard deviation. As an example, Figs. 1(e) and 1(f) show the convergence of P 0 and τ with respect to N m . For very small N m , P 0 is overestimated, since the simulations are started in the ground-state well and have not had enough time to be independent of this initial condition. Similarly, τ is underestimated, because the system samples mostly intrastate fluctuations and hardly crosses the barrier. This analysis is supported by the corresponding number of transitions of the double well model (Fig. 1(e) ), 32 which are seen to increase with N m roughly linearly. As a rule of thumb, reasonable convergence of P(x) and C(t) requires at least ≈15 transitions which just corresponds to N m = 50 000. For larger N m , the further convergence of P 0 and τ and their standard deviations is found to be relatively slow. This reflects the fact that the mLE corresponds to a random walk on the potential U(x), whose convergence is expected to roughly scale as 1/ √ N m for large N m .
C. Performance of the dLE
We now consider the trajectory x(t n ) (n = 1, . . . , N m ) of a mLE simulation as input data for subsequent dLE simulations. Unlike to the common case of MD data with unknown convergence of the sampling, the statistical and dynamical properties of the mLE data above are well understood. Hence we can focus on the properties of the dLE. Apart from the size N m of the input data, the quality of the dLE statistics depends on the length of the dLE simulation (i.e., the number of time steps N d ), on the estimation of the local averages [Eq. (9)] defined via the number of neighbors k, and on the chosen time step of the dLE.
Let us first study the dependence of the dLE results on the size of the input data. When we consider P(x) and C(t) from ten dLE simulations with different initial random seed (data not shown), we obtain quite similar results as for the mLE simulations in Figs. 1(c) and 1(d) . Indeed, Figs. 1(e) and 1(f) reveal that the ground-state population P 0 and the decay time τ are faithfully reproduced by the dLE. That is, at least for sufficient local averages (k = 50) and dLE simulation time (N d = 500 000), the dLE shows the same behavior as a function of N m as the mLE. This is remarkable, given the fact that the dLE, of course, cannot converge faster than the used input data.
Moreover, the dLE simulations need not necessarily to be longer than the input data. This becomes evident from A further important issue of the algorithm is the convergence of the dLE with respect to the neighborhood size k, which defines the local average in Eq. (9) to calculate the drift and diffusion fields. On the one hand, k needs to be chosen large enough to provide a converged average over the noise of the stochastic dLE. At the same time, the neighborhood defined by k needs to be small enough that the average is still local, i.e., that we can replace the averaged drift field h(x n ) x by h(x n ), see Eq. (10). To avoid interfering effects due to these contradicting two requirements, we keep the ratio N m /k = 10 4 fixed, when we study the convergence of P 0 and τ as a function of k in Figs. 2(c) and 2(d) . For k increasing to a minimum number of ≈20 neighbors, both quantities are seen to rapidly approach their correct values. For large k, the further convergence is again expected to roughly scale as 1/ √ k. So far we have assumed that the time step of the dLE, δt dLE , is the same as the one used for the mLE simulations (δt mLE = 1 ps). In practice, however, the time step of a given time series (e.g., the write-out interval of a MD simulation) may be much longer than the intrinsic time step used in the underlying simulation. Given that the same number of input points N m is used, a large time step is advantageous because it yields a long overall sampling time N m δt dLE . On the other hand, δt dLE needs to be short enough to resolve and therefore reproduce the relevant dynamics. Figures 2(e) and 2(f) show the effect of increasing the dLE time step t dLE , while keeping the number of input data points N m constant (red line) and keeping the input trajectory length constant (blue line), respectively. P 0 and τ are found to be quite insensitive to the choice of δt dLE . This is somewhat unexpected, because the dynamics cannot be resolved in space for large time steps, since the drift field is averaged over the length scale associated with δt dLE . 11, 12 Moreover, if the barrier transitions are not well resolved in time, the dLE necessarily exhibits unrealistically large diffusion fields at the barriers in order to mimic these transitions (data not shown). While these effects are small for δt dLE 10 δt mLE , the correct results for P 0 and τ up to δt dLE = 100 δt mLE appear to be caused by a compensation of errors.
To summarize, we have shown that the dLE reproduces the probability distribution P(x) and the autocorrelation function C(t) of a stochastic time series, if the input data N m are statistically converged and the neighborhood size k and the time step δt dLE are chosen appropriately. In the case of the above double-well model, an accuracy of ≈ 5 % for P 0 and τ requires roughly N m 10 4 , k 10 and δt dLE 10 δt mLE .
D. Inertial effects and embedding
In the derivation of our main working equation (6), we invoked the limit of strong friction, which justifies the use of the overdamped LE [Eq. (4)] instead of the more general LE [Eq. (2) ] that includes inertial effects. As explained above, this requires that the decay of the velocity autocorrelation function is dominated by diffusive motion. As the deterministic forces change only little on this time scale, one may perform an average of the LE over this time, by which the resulting mean acceleration ẍ becomes negligible. This behavior is demonstrated in Fig. 3(a) which shows the mean acceleration along coordinate x, obtained from mLE simulations using Eq. (2) and the damping parameter γ = 5, 40, and 100, respectively. 33 The mean acceleration is found to vanish for γ 100, that is, 
(t). (c)
The noise autocorrelation function ξ (t)ξ (0) of the embedded dLE (green) is delta-correlated, whereas ξ (t)ξ (0) decays much slower for the overdamped dLE (red). (d) Decay time τ of C(t) as a function of the friction coefficient γ , as obtained by Kramers' theory (black), a non-overdamped mLE (blue), an overdamped dLE (red), and an embedded dLE (green).
in this case the overdamped LE clearly gives the same results as a "non-overdamped" LE.
To study inertial effects, we choose γ = 40 and ran mLE simulations using Eq. (2). As expected from theory (cf. Sec. III A), the resulting probability distribution P(x) hardly changes compared to the overdamped case (data not shown). The resulting position autocorrelation function C(t) shown in Fig. 3(b) , on the other hand, clearly decays faster (τ ≈ 10 ps) than in the overdamped case. This result is readily explained by Kramers theory [Eq. (19) ], which states that τ i→j ∝ γ .
When we model a given time series x(t) (say, from a MD simulation) via a dLE, we usually do not know a priori whether the underlying dynamics is overdamped or not. In principle, this can be tested by comparing the results of the overdamped dLE to an non-overdamped dLE that includes the time evolution of the velocities. As explained in Sec. II C, the latter can be implemented in the dLE model by propagating in addition to the coordinate x(t n ) the delay-embedded variable x(t n−1 ), which accounts via (x n − x n−1 )/δt for the velocity of the system. Adopting the mLE results for γ = 40 as input data, we first performed an overdamped dLE, which clearly overestimated the decay time (τ ≈ 50 ps), see Fig. 3(b) . This is because the overdamped dLE neglects the mean acceleration ẍ of the system, which may drive the system over the barrier. Using the embedded dLE, on the other hand, the decay of C(t) is perfectly reproduced.
The superior performance of the embedded dLE can be explained by calculating the autocorrelation function ξ (t)ξ (0) of the noise, 34 which was assumed to be deltacorrelated in the derivation of the dLE [cf. Eq. (3)]. Indeed, Fig. 3(c) shows that the embedded dLE decays to zero within a single time step as required. On the other hand, the noise autocorrelation function of the overdamped dLE decays much slower, which indicates memory effects of the noise. Since the calculation of the drift and diffusion fields in Eqs. (10) and (11) rests on the assumption of delta-correlated noise, the dLE model brakes down in this case. Figure 3(d) comprises the results of various calculations of τ as a function of the damping parameter γ . We find a nice agreement of the results obtained by the "non-overdamped" mLE [Eq. (2)], the singly embedded dLE [Eqs. (4) with (12)] and Kramers theory [Eq. (19) ]. This indicates that γ 5 corresponds to a relatively strong friction in the spirit of Kramers theory, while the validity of the overdamped dLE requires γ 100.
E. Data pruning
The fact that the dLE algorithm requires only local information [cf. Eq. (9)] has the important consequence that the overall statistical weighting of the data does not directly affect the dLE simulation. In particular, this means that the input data are not required to be Boltzmann weighted in order to warrant that the dLE yields correct Boltzmann-distributed results. 18 This intriguing feature of the dLE can be exploited to drastically reduce the input data. For example, a standard MD simulation spends most of its time in the metastable conformational states of the system, whereas the required length of the data is determined by the rare barrier-crossing events between these states. This means that most of the data collected in the metastable states is redundant for the calculation of the local averages and can therefore be discarded without any loss of accuracy. Moreover, the dLE algorithm requires no continuous trajectory but only pairs of subsequent points. These two features can be employed to significantly reduce the number of input points N m , which results in a major speedup of the method. While there are numerous possibilities to implement such a "data pruning," here we restrict ourselves to a simple and straightforward random walk-type approach. It works as follows.
We first perform a binning of the d-dimensional configurational space of the model and assign all mLE trajectory points into their corresponding bin. [In the worst case, this can lead to N m bins (typically much less), but not to exponential scaling with respect to d.] This way, bins close to a barrier will contain only a few points, while points in a potential well will contain many points. From the above considerations, however, it is clear that one would rather like to generate from these data a (roughly) constant density of points. (For simplicity, we for now assume that there are enough data points in all regions.) To this end, one may randomly remove points from the bins, until each bin only contains the desired number of points. Since the dLE requires pairs of subsequent points, however, only points x(t) with a future point x(t + δt) can be used in the local average. A completely random pruning procedure will therefore produce many short sequences of the trajectory whose end points can only be used in one instead of two averages.
In an improved algorithm, the points x(t) in each bin are stored in a list according to their time t. Initially, all points are assigned a tag "1" or "0," depending on if a follow-up point x(t + δt) exists or not. Starting from the end of the list, all points are now assigned the tag "0," until only N b points with tag "1" are left in each bin. By removing all points with tag "0" that are not a follow-up point of a points with tag "1," we obtain the desired pruned data set. The pruned data (i) are mostly continuous in the well-sampled regions (since most of the points are from the beginning of the trajectory), (ii) contain only a small number of points with tag "0" (from trajectory pieces in the poorly sampled regions), and (iii) by construction provide an almost constant density of points throughout the sampled data range.
To demonstrate the performance of this simple algorithm for the above described model, we divide the x-range of the data ( − 4.5 ≤ x ≤ 4.5) into 50 bins. By requesting a minimum of N b data points in each bin, we obtain the number of pruned data points as N p 50N b . Adopting various values of N p , Fig. 4(a) shows the resulting pruned density of points along x. For small N p , the density is indeed almost equally distributed; minor deviations reflect the necessary use of a small number of points without a future point. For N p 10 5 , on the other hand, we notice a drop of the density in the barrier region at x = 0. This simply reflects the fact that for the considered size of input data (N m = 500 000) no more points are available at the barrier. As expected, the sampling of the rare barrier crossing events represents the critical aspect of the convergence.
Although the pruned densities of points in Fig. 4 (a) obviously do not account for the correct Boltzmann weighted population distribution P(x) shown in Fig. 1(a) , the corresponding dLE simulations in fact give the correct distributions P(x) and correlation functions C(t), as long as there are enough (pruned) input points N p . This is seen from Figs associated speed-up N m /N p , we assume that the quality of the data mainly depends on the sampling of the rare events, and therefore initially request a certain number (say, 50) of barrier crossings. We then determine the minimum number of data points N m and N p that are required without and with pruning, respectively, such that the data contain the requested number of barrier crossings. In the present example, this yields a speed-up of N m /N p ≈ 7.
The gain of the data pruning, of course, depends to a large extent on the specific system under consideration. Here we only want to consider one important aspect, that is, the dependence on the barrier heights of the system. For computational convenience, so far we have chosen relatively low barriers, U 0→1 ≈ 3.5 kT and U 1→0 ≈ 2.5 kT, see Fig. 1(a) . When the barriers are increased, the system will spend even more time in its metastable conformational states, whereas the ratedetermining barrier crossings roughly take the same simulation time. Hence one would expect a larger gain by a pruning scheme that discards most of the oversampled points in the potential minima. To test this hypothesis, we have scaled the potential energy as U (x) ≡ U(x) with = U 0→1 /3.5 kT = 1, 1.25, 1.5, 1.75, and 2, and performed mLE simulations until in each case 50 barrier crossing were counted. Then we pruned the data sets and determined the minimum values of N p which yielded the requested number of barrier crossings. Figure 4(d) shows the resulting speed-up N m /N p as a function of the maximum barrier height U 0→1 . As expected the gain of pruning increases rapidly with increasing barrier heights. Remarkably, the results compare well to a simple theoretical estimate which assumes (i) that the number of required points N m without pruning is proportional to the barrier crossing time τ 0→1 in Eq. (19) and (ii) that the number of required points N p with pruning is roughly independent of the barrier height. The theoretical prediction actually underestimates the computed speed-up, which reflects the fact that for low barriers there exists a relatively high population around the barrier due to unsuccessful hopping attempts, which is not the case for high barriers.
IV. CONCLUDING REMARKS
Adopting various models of biomolecular dynamics, we have studied the applicability and performance of the dLE approach proposed in Ref. 18 . In essence, the method calculates the drift field and the diffusion field of the LE locally and on the fly, which facilitates the treatment of high-dimensional data. To this end, the method only requires the choice of an adequately large neighborhood size (for the calculation of the local averages) and of the embedding dimension of the data (depending on whether the dynamics is overdamped or not). Given sufficiently sampled input data, the dLE modeling was shown to successfully recover the correct statistics [the probability distribution P (x)] and the dynamics [the position autocorrelation function C(t)] of all considered problems.
Since the properties of the chosen models and their data were well known, the successful construction of a dLE was rather straightforward. On the other hand, if we wish to construct a dLE model from a time series of a general MD simulation, we first need to determine some statistical and dynamical properties of the data. This includes the required dimensionality of the data (e.g., how many principal components need to be included, see Ref. 35) , the rough estimate of the various time scales of the dynamics (e.g., by calculating the position autocorrelation function or simply by visual inspection of the raw data) and their sampling (e.g., how often is the slowest process happening). Moreover, we need to make sure that the data time step is short enough to resolve the relevant dynamics (see Fig. 2) , and consider the mean acceleration to see if the data require embedding (see Fig. 3 ). The most common problem arising in the modeling of high-dimensional systems is that the input data are -often dramatically -undersampled, which naturally hampers the construction of a realistic dynamical model.
Given certain assumptions, we have shown that the drift and diffusion terms of the dLE can be derived from a nonlinear microscopic Hamiltonian. This facilitates a simple and attractive physical interpretation of these fields, building on well-established concepts of diffusive motion on multidimensional energy landscapes. [36] [37] [38] A further key point of the dLE approach is that it needs only local information which, in particular, facilitates the use of non-Boltzmann weighted data and allows us to perform a pruning (i.e., importance selecting) of the input data. Since the pruning becomes more effective for large barriers and is applicable for high dimensions, the dLE approach appears promising for the modeling of complex biomolecular systems. The dLE program can be downloaded from http://www.theochem. uni-frankfurt.de/~hegger/langevin.tar.gz.
