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Abstract. In this paper, we establish the large deviation principles
for stochastic porous media equations driven by time-dependent multi-
plicative noise on σ-finite measure space (E,B(E), µ), and the Lapla-
cian replaced by a negative definite self-adjoint operator. The coeffi-
cient is only assumed to satisfy the increasing Lipschitz nonlinearity
assumption without the restrictions to its monotone behavior at in-
finity for L2(µ)-initial data or compact embeddings in the associated
Gelfand triple. Applications include fractional powers of the Laplacian,
i.e. L = −(−∆)α, α ∈ (0, 1], generalized Schro¨dinger operators, i.e.
L = ∆+ 2∇ρ
ρ
· ∇, and Laplacians on fractals.
Keywords: Porous media equation; Sub-Markovian; Strongly continu-
ous contraction semigroup; Weak convergence method; Large deviations.
1 Introduction
The intention of this paper is to prove the large deviation principles (LDPs) for the following
stochastic generalized porous media equations with small noise:{
dXε(t)− LΨ(Xε(t))dt = √εB(t, Xε(t))dW (t), in [0, T ]× E, ε > 0,
Xε(0) = x on E (x ∈ L2(µ)), (1.1)
where L is the negative definite self-adjoint generator of a sub-Markovian strongly con-
tinuous contraction semigroup (Pt)t≥0 on L2(µ) := L2(E,B(E), µ). (E,B(E), µ) is a σ-finite
measure space and E is a Lusin space. Ψ(·) : R→ R is a monotonically nondecreasing Lip-
schitz continuous function, B is measurable in the space of Hilbert-Schmidt operator from
L2(µ) to F ∗1,2, W is an L
2(µ)-valued cylindrical {Ft}t≥0-adapted Wiener process on a proba-
bility space (Ω,F ,P) with normal filtration {Ft}t≥0. For the definition of the Hilbert space
F ∗1,2 and the precise conditions on Ψ and B we refer to Section 2 and Section 3 respectively.
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The study of the asymptotic behavior of stochastic porous media equations is one of
the most important problems of modern mathematical physics. One way to investigate
the problem is to consider its LDPs. In [15, 24], the LDPs for (1.1) were studied under
the following framework: Let (E,B(E), µ) be a separable probability space, L a negative
definite self-adjoint linear operator on L2(µ) such that L−1 is bounded on Lr+1(E,B(E), µ),
for some r > 1. In [24], the authors used Schilder’s theorem for Gaussian processes and
approximation procedures to establish the LDPs for (1.1) with additive noise. By applying a
weak convergence method, the LDPs for stochastic partial differential equations with general
monotone drift driven by multiplicative Gaussian noises and Le´vy noises were obtained
in [15, 28] respectively. However, all these results cannot apply to our framework, since
(E,B(E), µ) is assumed to be a σ-finite measure space. The proof of existence and uniqueness
of solutions to (1.1) is based on a recent paper [25], more precisely, we consider (1.1) under
the Gelfand triple L2(µ) ⊂ F ∗1,2 ⊂ (L2(µ))∗, which avoids the assumption of compactness
of embedding in the corresponding Gelfand triple, see [15, pg:52] and [28, pg:2858]. In
addition, we keep the assumptions for B(t, u) as in [25]. Hence, the examples given in
[25] also apply here, meanwhile, our L can cover all examples mentioned in [25], such as
generalized Schro¨dinger operators, i.e., L = ∆+2∇ρ
ρ
· ∇, fractional powers of the Laplacian,
i.e., L = −(−∆)α, α ∈ (0, 1], and Laplacians on fractals. In particular, we generalize the
result in [8], since we don’t need the restriction on d when E = Rd and L = −(−∆)α, α ∈
(0, 1]. We would also like to mention that in [15, 24], Ψ is assumed to be continuous such
that rΨ(r)→∞ as r →∞, which we do not need for L2(µ)-initial data in this paper.
To obtain the LDP for (1.1), our method is based on a weak convergence approach
introduced by [2], which has been applied to various dynamical systems driven by Gaussian
noises, see e.g. [3, 4, 5, 7, 9, 10, 15, 26, 27]. Recently, a sufficient condition to verify the large
deviation criteria of Budhiraja-Dupuis-Maroulas has been improved by Matoussi, Sabbagh
and Zhang in [18]. This condition seems to be more suitable to deal with SPDEs arising
from fluid mechanics; see e.g.[11]. In this paper we will use this method. The main point of
our procedures is to prove the convergence of some skeleton equations. Before this, we state
the results on existence, uniqueness and provide some priori estimates for the solutions to
the skeleton equations. The corresponding proof is quite involved and we do not adapt it to
keep down its size.
Finally, we would like to refer [16, 19, 20] for more background information and results on
SPDEs, [1, 6] on SPMEs, [21, 23, 24, 25] and references therein for comprehensive theories
of stochastic generalized porous media equations.
The paper is organised as follows. In Section 2, we introduce some notations and prelim-
inaries. Hypothesis and main result will be given in Section 3. In Section 4, we are devoted
to prove the existence and uniqueness of solutions to the associated skeleton equations. The
large deviation principle is proved in Section 5.
2 Notations and Preliminaries
First of all, let us recall some basic definitions and spaces which will be used throughout the
paper (see [25]).
Let (E,B(E), µ) be a σ-finite measure space, (Pt)t≥0 be a strongly continuous, sub-
Markovian contraction semigroup on L2(µ) := L2(E,B(E), µ) with negative definite self-
adjoint generator (L,D(L)). The Γ-transform of (Pt)t≥0 is defined by the following Bochner
2
integral ([14])
Vru :=
1
Γ( r
2
)
∫ ∞
0
t
r
2
−1e−tPtudt, u ∈ L2(µ), r > 0. (2.1)
In this paper, we consider the Hilbert space (F1,2, ‖ · ‖F1,2) defined by
F1,2 := V1(L
2(µ)), with norm ‖f‖F1,2 = |u|2, for f = V1u, u ∈ L2(µ),
where the norm | · |2 is defined as |u|2 = (
∫
E
|u|2dµ) 12 . From [12, 13], we know
V1 = (1− L)− 12 , so that F1,2 = D
(
(1− L) 12) and ‖f‖F1,2 = |(1− L) 12 f |2.
The dual space of F1,2 is denoted by F
∗
1,2 and F
∗
1,2 = D((1−L)−
1
2 ), it is equipped with norm
‖η‖F ∗
1,2,ν
:= 〈η, (ν − L)−1η〉
1
2
2 , η ∈ F ∗1,2, 0 < ν <∞. (2.2)
Let H be a separable Hilbert space with inner product 〈·, ·〉H and H∗ its dual. Let V be
a reflexive Banach space such that V ⊂ H continuously and densely. Then for its dual space
V ∗ it follows that H∗ ⊂ V ∗ continuously and densely. Identifying H and H∗ via the Riesz
isomorphism we have that
V ⊂ H ⊂ V ∗
continuously and densely, if V ∗〈·, ·〉V denotes the dualization between V ∗ and V (i.e. V ∗〈z, v〉V :=
z(v) for z ∈ V ∗, v ∈ V ), it follows that
V ∗〈z, v〉V = 〈z, v〉H , for all z ∈ H, v ∈ V. (2.3)
(V,H, V ∗) is called a Gelfand triple.
In [25], the authors constructed a Gelfand triple with V = L2(µ) and H = F ∗1,2, the Riesz
map which identifies F1,2 and F
∗
1,2 is (1− L)−1 : F ∗1,2 → F1,2.
We need the following lemma which was proved in [25].
Lemma 2.1 The map
1− L : F1,2 → F ∗1,2
extends to a linear isometry
1− L : L2(µ)→ (L2(µ))∗,
and for all u, v ∈ L2(µ),
(L2(µ))∗〈(1− L)u, v〉L2(µ) =
∫
E
u · v dµ. (2.4)
Now, some basic notations and definitions of large deviations need to be presented.
Let {Γε}ε>0 be a family of random variables defined on a given probability space (Ω,F ,P)
taking values in some Polish space E . Let B(E) denotes the Borel σ-field of E .
Definition 2.1 A function I : E → [0,∞] is called a rate function if I is lower semi-
continuous. A rate function I is called a good rate function if the level set {e ∈ E : I(e) ≤M}
is a compact subset of E for each M <∞.
3
Definition 2.2 The sequence {Γε}ε>0 is said to satisfy a LDP on E with rate function I if
for each Borel subset O of E
− inf
e∈O0
I(e) ≤ lim inf
ε→0
ε logP(Γε ∈ O) ≤ lim sup
ε→0
ε logP(Γε ∈ O) ≤ − inf
e∈O
I(e),
where O0 and O denote the interior and closure of O in E , respectively.
Thoughout the paper, let L2([0, T ]×Ω;L2(µ)) denote the space of all L2(µ)-valued func-
tions on [0, T ] × Ω, and C([0, T ];F ∗1,2) the space of all continuous F ∗1,2-valued functions on
[0, T ]. For two Hilbert spaces H1 and H2, the space of Hilbert-Schmidt operators from H1
to H2 is denoted by L2(H1, H2). For simplicity, the positive constants c, C, C1, C2 and CT,M
used in this paper may change from line to line.
3 Hypothesis and main results
In this paper, we study (1.1) with the following hypotheses:
(H1) Ψ(·) : R→ R is a monotonically nondecreasing Lipschitz function with Ψ(0) = 0.
(H2) B(t, u) : [0, T ]× L2(µ)→ L2(L2(µ), F ∗1,2) satisfies
(i) there exists C1 ∈ [0,∞) such that
‖B(·, u)−B(·, v)‖L2(L2(µ),F ∗1,2) ≤ C1‖u− v‖F ∗1,2 for all u, v ∈ L2(µ) on [0, T ];
(ii) there exists C2 ∈ (0,∞) such that
‖B(·, u)‖L2(L2(µ),F ∗1,2) ≤ C2(‖u‖F ∗1,2 + 1) for all u ∈ L2(µ) on [0, T ].
(H3) There exists γ > 0 such that
‖B(t1, u)− B(t2, u)‖L2(L2(µ),F ∗1,2) ≤ C(‖u‖F ∗1,2 + 1)|t1 − t2|γ for all u ∈ L2(µ), t1, t2 ∈ [0, T ].
According to [25, Theorem 3.1], we can instantly obtain the following theorem.
Theorem 3.1 Let assumptions (H1) and (H2) be held. Then, for each x ∈ L2(µ), there
exists a unique strong solution to (1.1) such that:
Xε ∈ L2(Ω, C([0, T ];F ∗1,2)) ∩ L2([0, T ]× Ω;L2(µ)),∫ ·
0
Ψ(Xε(s))ds ∈ C([0, T ];F1,2), P-a.s.,
Xε(t)− L
∫ t
0
Ψ(Xε(s))ds = x+
∫ t
0
√
εB(t, Xε(s))dW (s), ∀ t ∈ [0, T ], P-a.s..
The intention of this paper is to prove the large deviation principles for (1.1), i.e., Xε on
C([0, T ];F ∗1,2).
Before the statement of main result, we need to introduce the following skeleton equations,
which are used to define the good rate function:
dY h(t)− LΨ(Y h(t))dt = B(t, Y h(t)) ◦ h(t)dt, h ∈ L2([0, T ], L2(µ)), (3.1)
with initial value x ∈ F ∗1,2.
4
Definition 3.1 A function Y h is called a solution to (3.1) if the following conditions are
satisfied:
Y h ∈ L2([0, T ];L2(µ)) ∩ C([0, T ];F ∗1,2), (3.2)∫ ·
0
Ψ(Y h(s))ds ∈ C([0, T ];F1,2), (3.3)
and
Y h(t)− L
∫ t
0
Ψ(Y h(s))ds = x+
∫ t
0
B(s, Y h(s)) ◦ h(s)ds, ∀ t ∈ [0, T ] in F ∗1,2. (3.4)
We state the following result, whose proof is provided in Section 4.
Theorem 3.2 Suppose that (H1) and (H2) are satisfied. Then, for each x ∈ L2(µ), there
is a unique solution Y h to (3.1). Assume further that
Ψ(r)r ≥ cr2, ∀ r ∈ R, (3.5)
where c ∈ (0,∞). Then, for all x ∈ F ∗1,2, there is a unique solution Y h to (3.1).
The main theorem for large deviations principle of (1.1) is as follows:
Theorem 3.3 Let x ∈ L2(µ). Suppose (H1)-(H3) are satisfied.
Then, the solution of (1.1), i.e., Xε satisfies the LDP on C([0, T ];F ∗1,2) with the following
good rate function I : C([0, T ];F ∗1,2)→ [0,∞] defined by
I(f) = inf
{1
2
∫ T
0
|h(s)|22ds : f = Y h, h ∈ L2([0, T ], L2(µ))
}
, (3.6)
where Y h solves (3.1). By convention, if {h ∈ L2([0, T ];L2(µ)) : f = Y h} = ∅, then
I(f) =∞.
Proof Theorem 3.2 implies that there is a measurable mapping
G0 : C([0, T ];L2(µ))→ C([0, T ];F ∗1,2) ∩ L2([0, T ];L2(µ)) (3.7)
such that G0(∫ ·
0
h(s)ds) := Y h(·), where Y h is the unique strong solutions to (3.1).
According to Yamada-Watanabe theorem (cf.[22]) and Theorem 3.1, there exists a Borel-
measurable function
Gε : C([0, T ];L2(µ))→ C([0, T ];F ∗1,2) ∩ L2([0, T ];L2(µ)) (3.8)
such that
Xε(·) = Gε(W (·)),
where Xε is the unique strong solutions to (1.1).
Denote AM as
AM = {h ∈ A : h(ω) ∈ SM ,P-a.s.}, (3.9)
where
A = {h : h is an L2(µ)-valued {Ft}t≥0-predictable process such that
∫ T
0
|h(s)|22ds <∞, P-a.s.},
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and
SM = {h ∈ L2([0, T ];L2(µ)) :
∫ T
0
|h(s)|22ds ≤M}. (3.10)
Note that the set SM endowed with the following weak topology is a Polish space (complete
separatable metric space) [4]: d1(h, k) =
∑∞
i=1
1
2i
∣∣∣ ∫ T0 〈h(s)−k(s), e˜i(s)〉2ds∣∣∣, where h, k ∈ SM
and {e˜i}∞i=1 is an orthonormal basis for L2(0, T ;L2(µ)).
According to [18, Theorem 3.2], our claim is established once we have proved:
(a) For every M <∞, for any family {hε}ε>0 ⊂ AM and for any δ > 0,
lim
ε→0
P(ρ(Y hε , Xhε) > δ) = 0,
where Xhε := Gε(W (·) + 1√
ε
∫ ·
0
hε(s)ds), Y
hε := G0(∫ ·
0
hε(s)ds), and ρ(·, ·) stands for the
metric in the space C([0, T ];F ∗1,2).
(b) For every M <∞ and any family {hε}ε>0 ⊂ SM that converges to some element h
as ε→ 0, G0(∫ ·
0
hε(s)ds) converges to G0(
∫ ·
0
h(s)ds) in the space C([0, T ];F ∗1,2).
In Section 5, (a) and (b) will be checked respectively.
4 Proof of Theorem 3.2
In this section, we will prove the following result on existence, uniqueness and provide a
priori estimates for the solutions of the skeleton equations (3.1), which implies Theorem 3.2.
And the priori estimates are devoted to obtain (b) in the proof of Theorem 3.3.
Theorem 4.1 Suppose that (H1) and (H2) are satisfied. Then, for each x ∈ L2(µ),
h ∈ SM , there is a unique solution Y h to (3.1) and exists C > 0 satisfying
sup
h∈SM
sup
t∈[0,T ]
∣∣Y h(t)∣∣2
2
≤ 2|x|22eCT . (4.1)
Assume further that
Ψ(r)r ≥ cr2, ∀ r ∈ R, (4.2)
where c ∈ (0,∞). Then, for all x ∈ F ∗1,2, there is a unique solution Y h to (3.1).
The proof of Theorem 4.1 is a generalization of [25, Theorem 3.1], and the main difference
is that there is no diffusion term but one more drift term in (3.1), so according extra estimates
about the drift term are needed. To prove Theorem 4.1, we need to consider the following
approximating equations for (3.1):
dY hν (t) +
(
(ν − L)Ψ(Y hν (t))−B(t, Y hν (t)) ◦ h(t)
)
dt = 0, (4.3)
with initial value Y hν (0) = x ∈ L2(µ), where ν ∈ (0, 1). For (4.3), we have the following
lemma.
Lemma 4.1 Suppose (H1) and (H2) are satisfied. Then, for each x ∈ L2(µ), h ∈ SM ,
there is a unique solution to (4.3), denoted by Y hν , i.e., in particular it has the following
properties,
Y hν ∈ L2
(
[0, T ];L2(µ)
) ∩ C([0, T ];F ∗1,2) (4.4)
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and
Y hν (t) + (ν − L)
∫ t
0
Ψ(Y hν (s))ds = x+
∫ t
0
B(s, Y hν (s)) ◦ h(t)ds, ∀ t ∈ [0, T ] (4.5)
holds in F ∗1,2. Furthermore, there exists C ∈ (0,∞) such that for all ν ∈ (0, 1),
sup
h∈SM
sup
t∈[0,T ]
|Y hν (t)|22 ≤ 2|x|22eCT . (4.6)
In addition, if (4.2) is satisfied, then for all x ∈ F ∗1,2, there is a unique solution Y hν to (4.3)
satisfying (4.4) and (4.5).
Proof Firstly, assume that x ∈ F ∗1,2 and (4.2) is satisfied. Denote
A(t, u) := (L− ν)Ψ(u) +B(t, u) ◦ h(t),
notice that
B(t, u) ◦ h(t) ∈ F ∗1,2 ⊂ (L2(µ))∗ since B(·, u) : L2(µ)→ L2(L2(µ), F ∗1,2), (4.7)
consequently,
A(t, u) : [0, T ]× L2(µ)→ (L2(µ))∗.
By applying [17, Theorem 1.1] under the Gelfand triple L2(µ) ⊂ F ∗1,2 ≡ F1,2 ⊂ (L2(µ))∗, we
can prove the existence and uniqueness of the solutions to (4.3). Now, we verify the four
conditions in [17, Theorem 1.1]. As mentioned above, compared with [25, Lemma 3.1, Step
1], our A here has one more term B(t, ·) ◦ h(t), so we only need to estimate terms with
B(t, ·) ◦ h(t).
(i) Hemicontinuity
Let u, v, w ∈ V (:= L2(µ)). We need to show that for λ ∈ R, |λ| ≤ 1,
lim
λ→0 (L
2(µ))∗
〈
A(t, u+ λv), w
〉
L2(µ)
− (L2(µ))∗
〈
A(t, u), w
〉
L2(µ)
= 0.
Since in [25, Lemma 3.1, Step 1], the authors have proved that
lim
λ→0 (L
2(µ))∗
〈
(L− ν)Ψ(u+ λv), w〉
L2(µ)
− (L2(µ))∗
〈
(L− ν)Ψ(u), w〉
L2(µ)
= 0,
here we only need to prove
lim
λ→0 (L
2(µ))∗
〈
B(t, u+ λv) ◦ h(t), w〉
L2(µ)
− (L2(µ))∗
〈
B(t, u) ◦ h(t), w〉
L2(µ)
= 0. (4.8)
Notice that by (2.3), (4.7) and (H2)(i),
(L2(µ))∗〈(B(t, u+ λv)− B(t, u)) ◦ h(t), w〉L2(µ)
= 〈(B(t, u+ λv)− B(t, u)) ◦ h(t), w〉F ∗
1,2
≤ ‖B(t, u+ λv)− B(t, u)‖L2(L2(µ),F ∗1,2) · |h(t)|2 · ‖w‖F ∗1,2
≤ Cλ‖v‖F ∗
1,2
· |h(t)|2 · ‖w‖F ∗
1,2
→ 0, as λ→ 0,
which implies (4.8).
(ii) Local Monotonicity
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Let u, v ∈ V (= L2(µ)). By (2.3), (4.7) and (H2)(i), we know that
(L2(µ))∗
〈
(B(t, u)− B(t, v)) ◦ h(t), u− v〉
L2(µ)
=
〈
(B(t, u)− B(t, v)) ◦ h(t), u− v〉
F ∗
1,2
≤ ‖B(t, u)− B(t, v)‖L2(L2(µ),F ∗1,2) · |h(t)|2 · ‖u− v‖F ∗1,2
≤ C1‖u− v‖F ∗
1,2
· |h(t)|2 · ‖u− v‖F ∗
1,2
= C1|h(t)|2 · ‖u− v‖2F ∗
1,2
. (4.9)
From [25, Lemma 3.1], we know that
(L2(µ))∗
〈
(L− ν)(Ψ(u)−Ψ(v)), u− v〉
L2(µ)
≤ ((1− ν)2
α˜
) · ‖u− v‖2F ∗
1,2
,
where
α˜ := (k + 1)−1, k := LipΨ. (4.10)
So
(L2(µ))∗
〈
A(t, u)− A(t, v), u− v〉
L2(µ)
≤
((1− ν)2
α˜
+ C1|h(t)|2
)
· ‖u− v‖2F ∗
1,2
, (4.11)
which implies the local monotonicity.
(iii) Coercivity
Let u ∈ V (= L2(µ)). By (2.3), (4.7) and (H2)(ii), we have
(L2(µ))∗
〈
B(t, u) ◦ h(t), u〉
L2(µ)
=
〈
B(t, u) ◦ h(t), u〉
F ∗
1,2
≤ ‖B(t, u)‖L2(L2(µ),F ∗1,2) · |h(t)|2 · ‖u‖F ∗1,2
≤ 2C2|h(t)|2 · (‖u‖2F ∗
1,2
+ 1). (4.12)
From [25, Lemma 3.1], we know that, for any θ > 0,
(L2(µ))∗
〈
(1− L)(Ψ(u)), u〉
L2(µ)
≤
[
− c+ θ2k2(1− ν)
]
· |u|22 +
(1− ν)
θ2
· ‖u‖2F ∗
1,2
.
So, we obtain
(L2(µ))∗
〈
A(t, u), u
〉
L2(µ)
≤
[
− c+ θ2k2(1− ν)
]
· |u|22 +
[(1− ν)
θ2
+ 2C2|h(t)|2
]
· (‖u‖2F ∗
1,2
+ 1). (4.13)
Choosing θ small enough, −c + θ2k2(1− ν) becomes negative, which implies the coercivity.
(iv) Growth
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Let u ∈ V (= L2(µ)). Notice that
‖A(t, u)‖(L2(µ))∗ = sup
|v|2=1
(L2(µ))∗
〈
(L− ν)(Ψ(u)) +B(t, u) ◦ h(t), v〉
L2(µ)
.
From [25, Lemma 3.1], we know that
‖(L− ν)Ψ(u)‖(L2(µ))∗ ≤ 2k|u|2.
Since L2(µ) ⊂ F ∗1,2 ⊂ (L2(µ))∗ continuously and densely, from (H2)(ii) we get
(L2(µ))∗
〈
B(t, u) ◦ h(t), v〉
L2(µ)
≤ C2|h(t)|2 · (|u|2 + 1) · |v|2.
So
‖A(t, u)‖(L2(µ))∗ ≤
(
2k + C2|h(t)|2
) · (|u|2 + 1). (4.14)
Hence the growth holds.
Then by [17, Theorem 1.1] or [20], there exists a unique solution to (4.3), denoted by Y hν ,
which takes value in F ∗1,2 and satisfies (4.4) and (4.5).
Remark 4.1 As shown above, the coefficients in the right-hand sides of (4.11), (4.13) and
(4.14) have term |h(t)|2, which looks different from the conditions in [17, Theorem 1.1],
where the coefficients are constants. However, if we proceed the detailed proof of Lemma
4.1 as [17, Theorem 1.1] with all items ect replaced by ect+
∫ t
0
|h(s)|2ds, where h ∈ SM , i.e.,∫ T
0
|h(s)|22ds ≤M , we can easily get the desired existence and uniqueness result. So, here we
still regard (i)-(iv) as the corresponding conditions of [17, Theorem 1.1].
If x ∈ F ∗1,2, but (4.2) is not satisfied, (i), (ii) and (iv) still hold, but (iii) not in general.
We shall approximate Ψ by Ψ+ λI, λ ∈ (0, 1), i.e., we consider the following approximating
equations:
dY hν,λ(t) = (L− ν)(Ψ(Y hν,λ(t))dt+ λY hν,λ(t))dt+B(t, Y hν,λ(t)) ◦ h(t)dt, (4.15)
with initial value Y hν,λ(0)) = x. By [17, Theorem 1.1] and Remark 4.1, we know that if
x ∈ F ∗1,2, there exists a unique solution Y hν,λ to (4.15) such that Y hν,λ ∈ L2
(
[0, T ];L2(µ)
) ∩
C([0, T ];F ∗1,2), and for all t ∈ [0, T ],
Y hν,λ(t) = x+ (L− ν)
∫ t
0
(Ψ(Y hν,λ(s)) + λY
h
ν,λ(s))ds+
∫ t
0
B(s, Y hν,λ(s)) ◦ h(s)ds (4.16)
holds in F ∗1,2, and
sup
t∈[0,T ]
‖Y hν,λ(t)‖2F ∗
1,2
<∞. (4.17)
Next, we want to prove that the sequence {Y hν,λ} converges to the solution of (4.3) as λ→ 0.
From now on, we assume that the initial value x ∈ L2(µ), and we have the following result
for (4.15).
Claim 4.1
sup
s∈[0,t]
|Y hν,λ(s)|22 + 4λν
∫ t
0
‖Y hν,λ(s)‖2F1,2ds ≤ 2|x|22eMCT , ∀ ν, λ ∈ (0, 1), h ∈ SM , t ∈ [0, T ],
and Y hν,λ has continuous sample path in L
2(µ).
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Proof Rewrite (4.15) in the following form
Y hν,λ(t) = x+
∫ t
0
(L− ν)(Ψ(Y hν,λ(s)) + λY hν,λ(s))ds
+
∫ t
0
B(s, Y hν,λ(s)) ◦ h(s)ds, ∀t ∈ [0, T ].
For α > ν, applying the operator (α − L)− 12 : F ∗1,2 → L2(µ) to both sides of the above
equation, we get
(α− L)− 12Y hν,λ(t) = (α− L)−
1
2x+
∫ t
0
(L− ν)(α− L)− 12 (Ψ(Y hν,λ(s)) + λY hν,λ(s))ds
+
∫ t
0
(α− L)− 12(B(s, Y hν,λ(s)) ◦ h(s))ds.
Applying the chain rule in L2(µ), we obtain that for t ∈ [0, T ],∣∣(α− L)− 12Y hν,λ(t)∣∣22
= |(α− L)− 12x|22 + 2
∫ t
0
F ∗
1,2
〈
(L− ν)(α − L)− 12 (Ψ(Y hν,λ(s))), (α− L)− 12Y hν,λ(s)〉
F1,2
ds
+2λ
∫ t
0
F ∗
1,2
〈
(L− ν)(α− L)− 12Y hν,λ(s), (α− L)−
1
2Y hν,λ(s)
〉
F1,2
ds
+2
∫ t
0
F ∗
1,2
〈
(α− L)− 12 (B(s, Y hν,λ(s)) ◦ h(s)), (α− L)− 12Y hν,λ(s)〉
F1,2
ds. (4.18)
From [25, (3.19), (3.20)], we know that
2
∫ t
0
F ∗
1,2
〈
(L− ν)(α− L)− 12 (Ψ(Y hν,λ(s))), (α− L)− 12Y hν,λ(s)〉
F1,2
ds ≤ 0, (4.19)
and
2λ
∫ t
0
F ∗
1,2
〈
(L− ν)(α− L)− 12Y hν,λ(s), (α− L)−
1
2Y hν,λ(s)
〉
F1,2
ds
≤ −2λν
∫ t
0
‖(α− L)− 12Y hν,λ(s)‖2F1,2ds. (4.20)
To estimate the fourth term in the right-hand side of (4.18), we firstly recall the Gelfand triple
F1,2 ⊂ L2(µ) ≡ (L2(µ))∗ ⊂ F ∗1,2, the Riesz map which identifies L2(µ) and (L2(µ))∗ is the
identity map I : L2(µ)→ (L2(µ))∗, i.e., ∀ u ∈ L2(µ), I(u) = u, and in fact (L2(µ))∗ = L2(µ).
Notice that from (4.7) we know (α−L)− 12(B(s, Y hν,λ(s))◦h(s)) takes value in the space L2(µ),
so by (2.3) we have
F ∗
1,2
〈
(α− L)− 12(B(s, Y hν,λ(s)) ◦ h(s)), (α− L)− 12Y hν,λ(s)〉
F1,2
=
〈
(α− L)− 12 (B(s, Y hν,λ(s)) ◦ h(s)), (α− L)− 12Y hν,λ(s)〉
2
. (4.21)
Multiplying both sides of (4.18) by α, taking (4.19)-(4.21) into account, since
√
α(α−L)− 12
is contraction, by (H2)(ii), (4.18) yields that for all t ∈ [0, T ],∣∣∣√α(α− L)− 12Y hν,λ(t)∣∣∣2
2
+ 2λν
∫ t
0
‖√α(α− L)− 12Y hν,λ(s)‖2F1,2ds
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≤ |√α(α− L)− 12x|22 + 2
∫ t
0
∣∣∣√α(α− L)− 12(B(s, Y hν,λ(s)) ◦ h(s))∣∣∣
2
· |√α(α− L)− 12Y hν,λ(s)|2ds
≤ |√α(α− L)− 12x|22
+2
∫ t
0
∥∥√α(α− L)− 12B(s, Y hν,λ(s))∥∥L2(L2(µ),L2(µ)) · |h(s)|2 · |√α(α− L)− 12Y hν,λ(s)|2ds
≤ |√α(α− L)− 12x|22 + 2
∫ t
0
C2(‖Y hν,λ(s)‖F ∗1,2 + 1) · |h(s)|2 · |
√
α(α− L)− 12Y hν,λ(s)|2ds. (4.22)
By Young’s inequality, we get
sup
s∈[0,t]
∣∣√α(α− L)− 12Y hν,λ(s)∣∣22 + 2λν ∫ t
0
‖√α(α− L)− 12Y hν,λ(s)‖2F1,2ds
≤ |√α(α− L)− 12x|22 +
1
2T
∫ t
0
|√α(α− L)− 12Y hν,λ(s)|22ds+ 2C22T
∫ t
0
|h(s)|22 · (‖Y hν,λ(s)‖2F ∗
1,2
+ 1)ds
≤ |√α(α− L)− 12x|22 +
1
2
sup
s∈[0,t]
|√α(α− L)− 12Y hν,λ(s)|22 + 2C22T
∫ t
0
|h(s)|22 · (‖Y hν,λ(s)‖2F ∗
1,2
+ 1)ds.
Since L2(µ) ⊂ F ∗1,2 continuously and densely, we have
sup
s∈[0,t]
∣∣√α(α− L)− 12Y hν,λ(s)∣∣22 + 4λν ∫ t
0
‖√α(α− L)− 12Y hν,λ(s)‖2F1,2ds
≤ 2|√α(α− L)− 12x|22 + CT
∫ t
0
|h(s)|22 · (|Y hν,λ(s)|22 + 1)ds,
where CT means the constant C depends on T , letting α→∞,
sup
s∈[0,t]
∣∣Y hν,λ(s)∣∣22 + 4λν ∫ t
0
‖Y hν,λ(s)‖2F1,2ds ≤ 2|x|22 + CT
∫ t
0
|h(s)|22 · (|Y hν,λ(s)|22 + 1)ds.
Then by Gronwall’s lemma, we know that for all ν, λ ∈ (0, 1), h ∈ SM ,
sup
s∈[0,t]
|Y hν,λ(s)|22 + 4λν
∫ t
0
‖Y hν,λ(s)‖2F1,2ds
≤ 2|x|22eCT
∫ T
0
|h(s)|2
2
ds
≤ 2|x|22eMCT .

Claim 4.2 {Y hν,λ}λ∈(0,1) converges to an element Y hν ∈ L2([0, T ];L2(µ)) as λ→ 0.
Proof By the chain rule, we get that for λ, λ′ ∈ (0, 1) and t ∈ [0, T ],
‖Y hν,λ(t)− Y hν,λ′(t)‖2F ∗
1,2,ν
+2
∫ t
0
〈
(ν − L)(Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s)) + λY hν,λ(s)− λ′Y hν,λ′(s))〉
F ∗
1,2,ν
ds
= 2
∫ t
0
〈
Y hν,λ(s)− Y hν,λ′(s),
(
B(s, Y hν,λ(s))− B(s, Y hν,λ′(s))
) ◦ h(s)〉
F ∗
1,2,ν
ds. (4.23)
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To estimate the second term in the left-hand side of (4.23), firstly by (2.2), we know that〈
(ν − L)(Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s)) + λY hν,λ(s)− λ′Y hν,λ′(s))〉
F ∗
1,2,ν
=
〈
Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s)) + λY hν,λ(s)− λ′Y hν,λ′(s), Y hν,λ(s)− Y hν,λ′(s)
〉
2
, (4.24)
besides,
(Ψ(r)−Ψ(r′))(r − r′) ≥ α˜ · |Ψ(r)−Ψ(r′)|2, ∀ r, r′ ∈ R, (4.25)
where α˜ := (LipΨ + 1)−1, so we have
2
∫ t
0
〈
Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s)) + λY hν,λ(s)− λ′Y hν,λ′(s), Y hν,λ(s)− Y hν,λ′(s)
〉
2
ds
≥ 2α˜
∫ t
0
|Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s))|22ds
+2
∫ t
0
〈
λY hν,λ(s)− λ′Y hν,λ′(s), Y hν,λ(s)− Y hν,λ′(s)
〉
2
ds. (4.26)
For the right-hand side term of (4.23), by (H2)(i) and Young’s inequality, we know
2
∫ t
0
〈
Y hν,λ(s)− Y hν,λ′(s),
(
B(s, Y hν,λ(s))− B(s, Y hν,λ′(s))
) ◦ h(s)〉
F ∗
1,2,ν
ds
≤ 2
∫ t
0
‖Y hν,λ(s)− Y hν,λ′(s)‖F ∗1,2,ν · ‖B(s, Y hν,λ(s))− B(s, Y hν,λ′(s))‖L2(L2(µ),F ∗1,2,ν ) · |h(s)|2ds
≤ 1
2
sup
s∈[0,t]
‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2,ν
ds+ 2C22
∫ t
0
T · |h(s)|22 · ‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2,ν
ds.(4.27)
Taking (4.26) and (4.27) into (4.23), we get
sup
s∈[0,t]
‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s))|22ds
≤ 1
2
sup
s∈[0,t]
‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2,ν
+ 2C22
∫ t
0
T · |h(s)|22 · ‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2,ν
ds
+4(λ+ λ′)
∫ t
0
(|Y hν,λ(s)|22 + |Y hν,λ′(s)|22)ds.
By Claim 4.1 and Gronwall’s lemma, we know that for some constant CT,M ∈ (0,∞), which
depends on T and M , but is independent of λ, λ′ and ν, the following inequality holds, i.e.,
sup
s∈[0,T ]
‖Y hν,λ(s)− Y hν,λ′(s)‖2F ∗
1,2
+ 4α˜
∫ T
0
|Ψ(Y hν,λ(s))−Ψ(Y hν,λ′(s))|22ds
≤ e4C22T
∫ T
0
|h(s)|2
2
ds · 8(λ+ λ′) · 2|x|22eMCTT
:= CT,M(λ+ λ
′)|x|22.
Obviously, there exists an element Y hν such that {Y hν (t)}t∈[0,T ] converges to Y hν in C([0, T ], F ∗1,2).
In addition, by Claim 4.1, we know that Y hν ∈ L2([0, T ];L2(µ)). 
Claim 4.3 Y hν satisfies (4.3).
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Proof From Claim 4.2, we know that
Y hν,λ → Y hν , in C([0, T ], F ∗1,2) as λ→ 0. (4.28)
Since h ∈ SM , then by (H2)(i) it is easy to prove∫ ·
0
B(s, Y hν,h(s)) ◦ h(s)ds→
∫ ·
0
B(s, Y hν (s)) ◦ h(s)ds, as λ→ 0, (4.29)
in C([0, T ], F ∗1,2). From (4.16), we have
(L− ν)
∫ ·
0
(Ψ(Y hν,λ(s)) + λY
h
ν,λ(s))ds = −x+ Y hν,λ(·)−
∫ ·
0
B(s, Y hν,λ(s)) ◦ h(s)ds. (4.30)
Then, by (4.28)-(4.30), we know that∫ ·
0
Ψ(Y hν,λ(s)) + λY
h
ν,λ(s)ds
converges to some element in
C([0, T ], F1,2) as λ→ 0.
On the other hand, by Claim 4.1 and Claim 4.2, we know that as λ→ 0,∫ ·
0
Ψ(Y hν,λ(s)) + λY
h
ν,λ(s)ds→
∫ ·
0
Ψ(Y hν (s))ds
in L2([0, T ];L2(µ)). This implies Claim 4.3. 
By lower semi-continuity and Claim 4.1, we also know that (4.6) holds, i.e.,
sup
h∈SM
sup
s∈[0,T ]
|Y hν (s)|22 ≤ 2eMCT |x|22. (4.31)
Uniqueness
Assume that Y hν,1, Y
h
ν,2 are two solutions to (4.3), ∀ t ∈ [0, T ], we have that
Y hν,1(t)− Y hν,2(t) + (ν − L)
∫ t
0
(
Ψ(Y hν,1(s))−Ψ(Y hν,2(s))
)
ds
=
∫ t
0
(
B(s, Y hν,1(s))− B(s, Y hν,2(s))
) ◦ h(s)ds. (4.32)
Applying chain rule to ‖Y hν,1(t)− Y hν,2(t)‖2F ∗
1,2,ν
, similarly to (4.23), we know
‖Y hν,1(t)− Y hν,2(t)‖2F ∗
1,2,ν
+ 2
∫ t
0
〈
Ψ(Y hν,1(s))−Ψ(Y hν,1(s)), Y hν,1(s)− Y hν,2(s)
〉
2
ds
= 2
∫ t
0
〈(
B(s, Y hν,1(s))− B(s, Y hν,2(s))
) ◦ h(s), Y hν,1(s)− Y hν,2(s)〉
F ∗
1,2,ν
ds.
By (4.25) and (H2)(i), we have
‖Y hν,1(t)− Y hν,2(t)‖2F ∗
1,2,ν
+ 2α˜
∫ t
0
|Ψ(Y hν,1(s))−Ψ(Y hν,2(s))|22ds
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≤
∫ t
0
2C1|h(s)|2 · ‖Y hν,1(s)− Y hν,2(s)‖2F ∗
1,2,ν
ds.
Since h ∈ SM , by Gronwall’s lemma, we get Y hν,1 = Y hν,2, which indicates the uniqueness.
This completes the proof of Lemma 4.2. 
Now let’s continue the proof of Theorem 4.1. The idea is to prove that the sequence
{Y hν }ν∈(0,1) converges to the solution of (3.1) as ν → 0.
Proof Rewrite (4.3) as
dY hν (t) + (1− L)Ψ(Y hν (t))dt = (1− ν)Ψ(Y hν (t))dt +B(t, Y hν (t)) ◦ h(t)dt.
Applying the chain rule to 1
2
‖Y hν (t)‖2F ∗
1,2
, by (2.3) and (2.4), we know that
1
2
‖Y hν (t)‖2F ∗
1,2
+
∫ t
0
〈
Ψ(Y hν (s)), Y
h
ν (s)
〉
2
ds
=
1
2
‖x‖2F ∗
1,2
+ (1− ν)
∫ t
0
〈
Ψ(Y hν (s)), Y
h
ν (s)
〉
F ∗
1,2
ds
+
∫ t
0
〈
B(s, Y hν (s)) ◦ h(s), Y hν (s)
〉
F ∗
1,2
ds.
Since Ψ(r)r ≥ α˜|Ψ(r)|2, ∀ r ∈ R, L2(µ) ⊂ F ∗1,2 continuously and densely, by (H2)(ii) and
Young’s inequality, we get
1
2
‖Y hν (t)‖2F ∗
1,2
+ α˜
∫ t
0
|Ψ(Y hν (s))|22ds
≤ 1
2
‖x‖2F ∗
1,2
+
∫ t
0
‖Ψ(Y hν (s))‖F ∗1,2 · ‖Y hν (s)‖F ∗1,2ds
+
∫ t
0
C1(‖Y hν (s)‖F ∗1,2 + 1) · |h(s)|2 · ‖Y hν (s)‖F ∗1,2ds
≤ 1
2
‖x‖2F ∗
1,2
+
α˜
2
∫ t
0
|Ψ(Y hν (s))|22ds+
1
2α˜
∫ t
0
‖Y hν (s)‖2F ∗
1,2
ds
+C1
∫ t
0
(‖Y hν (s)‖F ∗1,2 + 1)2 · |h(s)|22ds+
C1
4
∫ t
0
‖Y hν (s)‖2F ∗
1,2
ds
≤ 1
2
‖x‖2F ∗
1,2
+
α˜
2
∫ t
0
|Ψ(Y hν (s))|22ds+
∫ t
0
(
1
2α˜
+ 2C1|h(s)|22 +
C1
4
)‖Y hν (s)‖2F ∗
1,2
ds
+2C1
∫ t
0
|h(s)|22ds,
so by Gronwall’s lemma and (4.31), we know that
‖Y hν (t)‖2F ∗
1,2
+ α˜
∫ t
0
|Ψ(Y hν (s))|22ds
≤
{
‖x‖2F ∗
1,2
+ 4C1M
}
· exp
{∫ T
0
( 1
2α˜
+ 2C1|h(s)|22 +
C1
4
)
ds
}
≤ CT,M‖x‖2F ∗
1,2
. (4.33)
In the following, we will prove the convergence of {Y hν }ν∈(0,1). Applying the chain rule to
‖Y hν (t)− Y hν′(t)‖2F ∗
1,2
, ν, ν ′ ∈ (0, 1), we have that for all t ∈ [0, T ],
‖Y hν (t)− Y hν′(t)‖2F ∗
1,2
+ 2
∫ t
0
〈
Ψ(Y hν (s))−Ψ(Y hν′(s)), Y hν (s)− Y hν′(s)
〉
2
ds
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= 2
∫ t
0
〈
Ψ(Y hν (s))−Ψ(Y hν′(s)), Y hν (s)− Y hν′(s)
〉
F ∗
1,2
ds
−2
∫ t
0
〈
νΨ(Y hν (s))− ν ′Ψ(Y hν′(s)), Y hν (s)− Y hν′(s)
〉
F ∗
1,2
ds
+2
∫ t
0
〈(
B(s, Y hν (s))− B(s, Y hν′(s))
) ◦ h(s), Y hν (s)− Y hν′(s)〉F ∗1,2ds. (4.34)
For the first term in the right hand-side of (4.34), since L2(µ) densely embedding into F ∗1,2,
we have
2
∫ t
0
〈Ψ(Y hν (s))−Ψ(Y hν′(s)), Y hν (s)− Y hν′(s)〉F ∗1,2ds
≤ 2
∫ t
0
|Ψ(Y hν (s))−Ψ(Y hν′(s))|2 · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds. (4.35)
Similarly, the second term in the right hand-side of (4.34) can be dominated by
2
∫ t
0
(
ν|Ψ(Y hν (s))|2 + ν ′|Ψ(Y hν′(s))|2
) · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds. (4.36)
By (H2)(i), the third term in the right hand-side of (4.34) can be dominated by
2C1
∫ t
0
‖Y hν (s)− Y hν′(s)‖F ∗1,2 · |h(s)|2 · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds. (4.37)
Taking (4.35)-(4.37) into (4.34), by (4.25) and Young’s inequality, we get
‖Y hν (t)− Y hν′(t)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Y hν′(s))−Ψ(Y hν (s))|22ds
≤ 2
∫ t
0
|Ψ(Y hν (s))−Ψ(Y hν′(s))|2 · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds
+2
∫ t
0
(
ν|Ψ(Y hν (s))|2 + ν ′|Ψ(Y hν′(s))|2
) · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds
+2C1
∫ t
0
‖Y hν (s)− Y hν′(s)‖F ∗1,2 · |h(s)|2 · ‖Y hν (s)− Y hν′(s)‖F ∗1,2ds
≤ α˜
∫ t
0
|Ψ(Y hν′(s))−Ψ(Y hν (s))|22ds+
1
α˜
∫ t
0
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
ds
+
∫ t
0
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
ds+ 2
∫ t
0
ν2|Ψ(Y hν (s))|22 + ν ′2|Ψ(Y hν′(s))|22ds
+
∫ t
0
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
· |h(s)|22ds+ C21
∫ t
0
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
ds, (4.38)
which yields
sup
s∈[0,T ]
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
+ α˜
∫ t
0
|Ψ(Y hν (s))−Ψ(Y hν′(s))|22ds
≤
∫ t
0
(
1
α˜
+ 1 + |h(s)|22 + C21)‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
ds
+2(ν2 + ν ′2)
∫ t
0
|Ψ(Y hν (s))|22 + |Ψ(Y hν′(s))|22ds.
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Recall that if x ∈ L2(µ), then we have (4.31), if x ∈ F ∗1,2 and (4.2) is satisfied, then we
have (4.33). Hence, by Gronwall’s inequality, we know that there exists a positive constant
CT,M ∈ (0,∞) which is independent of ν, ν ′ such that
sup
s∈[0,T ]
‖Y hν (s)− Y hν′(s)‖2F ∗
1,2
+ α˜
∫ T
0
|Ψ(Y hν (s))−Ψ(Y hν′(s))|22ds
≤ CT,M(ν2 + ν ′2). (4.39)
Hence, there exists a function Y h ∈ C([0, T ];F ∗1,2) such that Y hν → Y h in C([0, T ];F ∗1,2) as
ν → 0.
Next we will prove Y h satisfies (3.1). By
Y hν → Y h in C([0, T ];F ∗1,2), as ν → 0,
use the similar argument as Claim 4.3, we have∫ ·
0
B(s, Y hν (s)) ◦ h(s)ds→
∫ ·
0
B(s, Y h(s)) ◦ h(s)ds in C([0, T ];F ∗1,2), as ν → 0
and ∫ ·
0
Ψ(Y hν (s))ds→
∫ ·
0
Ψ(Y h(s))ds in L2([0, T ];L2(µ)), as ν → 0.
Hence Y h satisfies (3.1). This completes the existence proof of Theorem 4.1.
Uniqueness
Assume Y h1 and Y
h
2 are two solutions to (3.1), we know that
Y h1 (t)− Y h2 (t)− L
∫ t
0
Ψ(Y h1 (s))−Ψ(Y h2 (s))ds
=
∫ t
0
(
B(s, Y h1 (s))−B(s, Y h2 (s))
) ◦ h(s)ds, ∀ t ∈ [0, T ]. (4.40)
Rewrite (4.40) as following
Y h1 (t)− Y h2 (t) + (1− L)
∫ t
0
Ψ(Y h1 (s))−Ψ(Y h2 (s))ds
=
∫ t
0
Ψ(Y h1 (s))−Ψ(Y h2 (s))ds
+
∫ t
0
(
B(s, Y h1 (s))− B(s, Y h2 (s))
) ◦ h(s)ds, ∀ t ∈ [0, T ]. (4.41)
Applying the chain rule to ‖Y h1 (t)− Y h2 (t)‖2F ∗
1,2
, by (2.3) and (2.4), we have that
‖Y h1 (t)− Y h2 (t)‖2F ∗
1,2
+ 2
∫ t
0
〈
Ψ(Y h1 (s))−Ψ(Y h2 (s))
〉
2
ds
= 2
∫ t
0
〈
Ψ(Y h1 (s))−Ψ(Y h2 (s)), Y h1 (s)− Y h2 (s)
〉
F ∗
1,2
ds
+2
∫ t
0
〈(
B(s, Y h1 (s))−B(s, Y h2 (s))
) ◦ h(s), Y h1 (s)− Y h2 (s)〉F ∗
1,2
ds. (4.42)
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By (4.25) and (H2)(i), we get
‖Y h1 (t)− Y h2 (t)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Y h1 (s))−Ψ(Y h2 (s))|22ds
≤ 2
∫ t
0
‖Ψ(Y h1 (s))−Ψ(Y h2 (s))‖F ∗1,2 · ‖Y h1 (s)− Y h2 (s)‖F ∗1,2ds
+2C1
∫ t
0
‖Y h1 (s)− Y h2 (s)‖F ∗1,2 · |h(s)|2 · ‖Y h1 (s)− Y h2 (s)‖F ∗1,2ds,
Since L2(µ) ⊂ F ∗1,2 continuously and densely, using Young’s inequality, we obtain that
‖Y h1 (t)− Y h2 (t)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Y h1 (s))−Ψ(Y h2 (s))|22ds
≤ 2α˜
∫ t
0
|Ψ(Y h1 (s))−Ψ(Y h2 (s))|22ds+
( 1
2α˜
+ 1
) ∫ t
0
‖Y h1 (s)− Y h2 (s)‖2F ∗
1,2
ds
+C21
∫ t
0
|h(s)|22 · ‖Y h1 (s)− Y h2 (s)‖2F ∗
1,2
ds.
Therefore,
‖Y h1 (t)− Y h2 (t)‖2F ∗
1,2
≤
∫ t
0
(
1
2α˜
+ 1 + C21 |h(s)|22) · ‖Y h1 (s)− Y h2 (s)‖2F ∗
1,2
ds.
Since h ∈ SM , by Gronwall’s lemma, we get Y h1 = Y h2 . This completes the proof of Theorem
4.1. 
5 Large deviations
This section is devoted to check (a) and (b) in the proof of Theorem 3.3. The verification of
(a) will be given in Theorem 5.1. (b) will be established in Theorem 5.2. Assuming these
have been done, the proof of Theorem 3.3 is complete.
Theorem 5.1 For every M <∞, let {hε : ε > 0} ⊂ AM . Then
lim
ε→0
E
∥∥∥Gε(W (·) + 1√
ε
∫ ·
0
hε(s)ds
)− G0( ∫ ·
0
hε(s)ds
)∥∥∥2
C([0,T ];F ∗
1,2)
= 0.
Proof Recall the definition of G0; see (3.7). We know that G0( ∫ ·
0
hε(s)ds
)
are solutions to
(5.1): {
dY hε(t)− LΨ(Y hε(t))dt = B(t, Y hε(t)) ◦ hε(t)dt,
Y hε(0) = x ∈ L2(µ). (5.1)
Recall the definition of Gε; see (3.8). According to Yamada-Watanabe theorem (cf.[22]) and
Theorem 3.1, Gε(W (·) + 1√
ε
∫ ·
0
hε(s)ds
)
is solution to (5.2):{
dXhε(t)− LΨ(Xhε(t))dt = B(t, Xhε(t)) ◦ hε(t)dt+
√
εB(t, Xhε(t))dW (t),
Xhε(0) = x ∈ L2(µ). (5.2)
For simplicity, we denote
Xhε := Gε(W (·) + 1√
ε
∫ ·
0
hε(s)ds
)
and Y hε := G0( ∫ ·
0
hε(s)ds
)
, (5.3)
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in addition, we have
Xhε(t)− Y hε(t) = L
∫ t
0
(Ψ(Xhε(s))−Ψ(Y hε(s)))ds
+
∫ t
0
(
B(s,Xhε(s))− B(s, Y hε(s))) ◦ hε(s)ds
+
∫ t
0
√
εB(s,Xhε(s))dW (s).
Rewrite the above equation in the following form
(
Xhε(t)− Y hε(t))+ (1− L) ∫ t
0
(
Ψ(Xhε(s))−Ψ(Y hε(s)))ds
=
∫ t
0
(Ψ(Xhε(s))−Ψ(Y hε(s)))ds+
∫ t
0
(
B(s,Xhε(s))−B(s, Y hε(s))) ◦ hε(s)ds
+
∫ t
0
√
εB(s,Xhε(s))dW (s).
Applying Itoˆ formula ([17, Theorem 1.1]) to ‖Xhε(t)− Y hε(t)‖2F ∗
1,2
, by (2.4), we obtain
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
+ 2
∫ t
0
〈
Ψ(Xhε(s))−Ψ(Y hε(s)), Xhε(s)− Y hε(s)〉
2
ds
= 2
∫ t
0
〈
Ψ(Xhε(s))−Ψ(Y hε(s)), Xhε(s)− Y hε(s)〉
F ∗
1,2
ds
+2
∫ t
0
〈(
B(s,Xhε(s))− B(s, Y hε(s))) ◦ hε(s), Xhε(s)− Y hε(s)〉F ∗
1,2
ds
+2
∫ t
0
〈
Xhε(s)− Y hε(s),√εB(s,Xhε(s))dW (s)〉
F ∗
1,2
+
∫ t
0
‖√εB(s,Xhε(s))‖2L2(L2(µ),F ∗1,2)ds.
Since L2(µ) ⊂ F ∗1,2 continuously and densely, by (4.25), Young’s inequality and (H2), we
get
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Xhε(s))−Ψ(Y hε(s))|22ds
≤ 2α˜
∫ t
0
|Ψ(Xhε(s))−Ψ(Y hε(s))|22ds+
1
2α˜
∫ t
0
‖Xhε(s)− Y hε(s)‖2F ∗
1,2
ds
+
∫ t
0
C1‖Xhε(s)− Y hε(s)‖2F ∗
1,2
· |hε(s)|22ds
+
∫ t
0
‖Xhε(s)− Y hε(s)‖2F ∗
1,2
ds+ 2
∣∣∣ ∫ t
0
〈
Xhε(s)− Y hε(s),√εB(s,Xhε(s))dW (s)〉
F ∗
1,2
∣∣∣
+2C2ε
∫ t
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds,
this yields,
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
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≤
∫ t
0
(
1
2α˜
+ C1|hε(s)|22 + 1) · ‖Xhε(s)− Y hε(s)‖2F ∗
1,2
ds
+2
∣∣∣ ∫ t
0
〈
Xhε(s)− Y hε(s),√εB(s,Xhε(s))dW (s)〉
F ∗
1,2
∣∣∣
+2εC2
∫ t
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds.
By Gronwall’s lemma, we get
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
≤
[
2 sup
t∈[0,T ]
∣∣∣ ∫ t
0
〈
Xhε(s)− Y hε(s),√εB(s,Xhε(s))dW (s)〉
F ∗
1,2
∣∣∣
+2εC2
∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
· exp
{∫ T
0
( 1
2α˜
+ C1|hε(s)|22 + 1
)
ds
}
.
Since
∫ T
0
|hε(s)|22ds ≤M , P-a.s., then by BDG’s inequality and (H2)(ii), we know
E
[
sup
t∈[0,T ]
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
]
≤ CT,M
[
E sup
t∈[0,T ]
∣∣∣ ∫ t
0
〈
Xhε(s)− Y hε(s),√εB(s,Xhε(s))dW (s)〉
F ∗
1,2
∣∣∣+ εE ∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
≤ CT,ME
[ ∫ T
0
‖Xhε(s)− Y hε(s)‖2F ∗
1,2
· ‖√εB(s,Xhε(s))‖2L2(L2(µ),F ∗1,2))ds
]1
2
+CT,ME
[
ε
∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
≤ CT,ME
[
sup
t∈[0,T ]
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
· 2C2ε
∫ t
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
] 1
2
+CT,ME
[
ε
∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
= CT,ME
[
sup
t∈[0,T ]
‖Xhε(t)− Y hε(t)‖F ∗
1,2
·
(
2C2ε
∫ t
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
) 1
2
]
+CT,ME
[
ε
∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
≤ 1
2
E
[
sup
t∈[0,T ]
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
]
+ εCT,ME
[∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
,
which yields
E
[
sup
t∈[0,T ]
‖Xhε(t)− Y hε(t)‖2F ∗
1,2
]
≤ εCT,ME
[∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
. (5.4)
Applying Itoˆ’s formula to ‖Xhε(t)‖2F ∗
1,2
, and using a similar argument as (5.4), we can get,
for any ε ∈ (0, 1),
E
[
sup
t∈[0,T ]
‖Xhε(t)‖2F ∗
1,2
]
≤ CT,ME
[ ∫ T
0
(‖Xhε(s)‖2F ∗
1,2
+ 1)ds
]
,
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which implies that
sup
ε∈(0,1)
E
[
sup
t∈[0,T ]
‖Xhε(t)‖2F ∗
1,2
]
≤ CT,M <∞.
Combining this with (5.4), we get that Xhε −→ Y hε in L2(Ω, C([0, T ];F ∗1,2)) as ε→ 0, which
indicates (5.3) and consequently (a) holds. 
Let’s continue to check (b). Let {h, hn ∈ SM , n ≥ 1}, by the definition of G0 (see (3.7)),
we know that Xh := G0(∫ ·
0
h(t)dt) is the unique solution to the following equation:{
dXh(t)− LΨ(Xh(t))dt = B(t, Xh(t)) ◦ h(t)dt,
Xh(0) = x ∈ L2(µ), (5.5)
meanwhile, Xhn := G0(∫ ·
0
hn(t)dt) is the unique solution to the following equation:{
dXhn(t)− LΨ(Xhn(t))dt = B(t, Xhn(t)) ◦ hn(t)dt,
Xhn(0) = x ∈ L2(µ). (5.6)
The proof of Theorem 5.2 is inspired by [9].
Theorem 5.2 Assume that hn → h weakly in L2([0, T ];L2(µ)) as n→∞. Then G0(
∫ ·
0
hn(t)dt)
converges to G0(∫ ·
0
h(t)dt) in C([0, T ];F ∗1,2) as n→∞.
Proof Notice that
d(Xhn(t)−Xh(t))− L(Ψ(Xhn(t))−Ψ(Xh(t)))dt
=
(
B(t, Xhn(t)) ◦ hn(t)−B(t, Xh(t)) ◦ h(t)
)
dt.
Rewrite the above equation as
d
(
Xhn(t)−Xh(t))+ (1− L)(Ψ(Xhn(t))−Ψ(Xh(t)))dt
=
(
Ψ(Xhn(t))−Ψ(Xh(t)))dt+ (B(t, Xhn(t)) ◦ hn(t)− B(t, Xh(t)) ◦ h(t))dt.
Applying the chain rule to ‖Xhn −Xh‖2F ∗
1,2
, by (2.4) we get
‖Xhn(t)−Xh(t)‖2F ∗
1,2
+ 2
∫ t
0
〈
Ψ(Xhn(s))−Ψ(Xh(s)), Xhn(s)−Xh(s)〉
2
ds
= 2
∫ t
0
〈
Ψ(Xhn(s))−Ψ(Xh(s)), Xhn(s)−Xh(s)〉
F ∗
1,2
ds
+2
∫ t
0
〈
B(s,Xhn(s)) ◦ hn(s)− B(s,Xh(s)) ◦ h(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds
= 2
∫ t
0
〈
Ψ(Xhn(s))−Ψ(Xh(s)), Xhn(s)−Xh(s)〉
F ∗
1,2
ds
+2
∫ t
0
〈
B(s,Xhn(s)) ◦ hn(s)− B(s,Xh(s)) ◦ hn(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds
+2
∫ t
0
〈
B(s,Xh(s)) ◦ hn(s)−B(s,Xh(s)) ◦ h(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds.
By (4.25), since L2(µ) ⊂ F ∗1,2 continuously and densely, using (H2)(i) and Young’s inequal-
ity, we obtain
‖Xhn(t)−Xh(t)‖2F ∗
1,2
+ 2α˜
∫ t
0
|Ψ(Xhn(s))−Ψ(Xh(s))|22ds
20
≤ 2
∫ t
0
|Ψ(Xhn(s))−Ψ(Xh(s))|2 · ‖Xhn(s)−Xh(s)‖F ∗
1,2
ds
+2
∫ t
0
‖B(s,Xhn(s))−B(s,Xh(s))‖L2(L2(µ),F ∗1,2) · |hn(s)|2 · ‖Xhn(s)−Xh(s)‖F ∗1,2ds
+2
∫ t
0
〈
B(s,Xh(s)) ◦ hn(s)−B(s,Xh(s)) ◦ h(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds
≤ 2α˜
∫ t
0
|Ψ(Xhn(s))−Ψ(Xh(s))|22ds+
1
2α˜
∫ t
0
‖Xhn(s)−Xh(s)‖2F ∗
1,2
ds
+2C1
∫ t
0
‖Xhn(s)−Xh(s)‖2F ∗
1,2
· |hn(s)|2ds
+2
∫ t
0
〈
B(s,Xh(s)) ◦ hn(s)−B(s,Xh(s)) ◦ h(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds.
For simplicity, denote
In(t) := 2
∫ t
0
〈
B(s,Xh(s)) ◦ hn(s)−B(s,Xh(s)) ◦ h(s), Xhn(s)−Xh(s)
〉
F ∗
1,2
ds.
By Gronwall’s inequality, we obtain
sup
t∈[0,T ]
‖Xhn(t)−Xh(t)‖2F ∗
1,2
≤ sup
t∈[0,T ]
|In(t)| · exp
{ 1
2α˜
T + 2C1
∫ T
0
|hn(s)|2ds
}
. (5.7)
Since
2
∫ T
0
|hn(s)|2ds ≤ 2
( ∫ T
0
|hn(s)|22ds
) 1
2 · ( ∫ T
0
1ds
) 1
2 = 2M
1
2 · T 12 ,
(5.7) yields
sup
t∈[0,T ]
‖Xhn(t)−Xh(t)‖2F ∗
1,2
≤ CM,T · sup
t∈[0,T ]
|In(t)|. (5.8)
To estimate |In(t)|, we denote
Un(s) = Xhn(s)−Xh(s), Un(sm) = Xhn(sm)−Xh(sm),
where
sm = tk+1 ≡ (k + 1)T · 2−m for s ∈ [kT2−m, (k + 1)T2−m[,
and
sup
t∈[0,T ]
|In(t)| ≤
4∑
i=1
I˜i + I˜5, (5.9)
where
I˜1 = sup
0≤t≤T
∣∣∣ ∫ t
0
〈
B(s,Xh(s)) ◦ (hn(s)− h(s)), Un(s)− Un(sm)
〉
F ∗
1,2
ds
∣∣∣,
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I˜2 = sup
0≤t≤T
∣∣∣ ∫ t
0
〈(
B(s,Xh(s))−B(sm, Xh(s))
) ◦ (hn(s)− h(s)), Un(sm)〉
F ∗
1,2
ds
∣∣∣,
I˜3 = sup
0≤t≤T
∣∣∣ ∫ t
0
〈(
B(sm, X
h(s))−B(sm, Xh(sm))
) ◦ (hn(s)− h(s)), Un(sm)〉
F ∗
1,2
ds
∣∣∣,
I˜4 = sup
1≤k≤2m
sup
tk−1≤t≤tk
∣∣∣〈(B(tk, Xh(tk))× ∫ t
tk−1
(hn(s)− h(s))ds, Un(tk)
〉
F ∗
1,2
∣∣∣,
I˜5 =
2m∑
k=1
∣∣∣〈B(tk, Xh(tk)) · ∫ tk
tk−1
(hn(s)− h(s))ds, Un(tk)
〉
F ∗
1,2
∣∣∣.
Now, we estimate I˜i, i = 1, 2, ..., 5. Since
Un(s)− Un(sm) = Xhn(s)−Xh(s)−
(
Xhn(sm)−Xh(sm)
)
= Xhn(s)−Xhn(sm)−
(
Xh(s)−Xh(sm)
)
, (5.10)
by (5.10) and Ho¨lder’s inequality, we get
I˜1 ≤ C
∫ T
0
(‖Xh(s)‖F ∗
1,2
+ 1) · |hn(s)− h(s)|2 · ‖Un(s)− Un(sm)‖F ∗
1,2
ds
≤ C sup
s∈[0,T ]
(‖Xh(s)‖F ∗
1,2
+ 1) ·
[ ∫ T
0
‖Xhn(s)−Xhn(sm)‖F ∗
1,2
· |hn(s)− h(s)|2
+ ‖Xh(s)−Xh(sm)‖F ∗
1,2
· |hn(s)− h(s)|2ds
]
≤ C sup
s∈[0,T ]
(‖Xh(s)‖F ∗
1,2
+ 1) ·
(∫ T
0
|hn(s)− h(s)|22ds
) 1
2 ·{[∫ T
0
‖Xhn(s)−Xhn(sm)‖2F ∗
1,2
ds
] 1
2
+
[ ∫ T
0
‖Xh(s)−Xh(sm)‖2F ∗
1,2
ds
] 1
2
}
. (5.11)
To estimate
∫ T
0
‖Xhn(s)−Xhn(sm)‖2F ∗
1,2
ds, notice that from (5.6) we know
Xhn(sm)−Xhn(s)−
∫ sm
s
LΨ(Xhn(t))dt =
∫ sm
s
B(t, Xhn(t)) ◦ hn(t)dt. (5.12)
Applying the chain rule to ‖Xhn(sm)−Xhn(s)‖2F ∗
1,2
, we get
‖Xhn(sm)−Xhn(s)‖2F ∗
1,2
+2
∫ sm
s
(L2(µ))∗
〈
(1− L)(Ψ(Xhn(t))), Xhn(t)−Xhn(s)〉
L2(µ)
dt
= 2
∫ sm
s
〈
Ψ(Xhn(t)), Xhn(t)−Xhn(s)〉
F ∗
1,2
dt
22
+2
∫ sm
s
〈
B(t, Xhn(t)) ◦ hn(t), Xhn(t)−Xhn(s)
〉
F ∗
1,2
dt. (5.13)
Integrating (5.13) over [0, T ] with respect to s, we obtain∫ T
0
‖Xhn(sm)−Xhn(s)‖2F ∗
1,2
ds
+2
∫ T
0
∫ sm
s
(L2(µ))∗
〈
(1− L)(Ψ(Xhn(t))), Xhn(t)−Xhn(s)〉
L2(µ)
dtds
= 2
∫ T
0
∫ sm
s
〈
Ψ(Xhn(t)), Xhn(t)−Xhn(s)〉
F ∗
1,2
dtds
+2
∫ T
0
∫ sm
s
〈
B(t, Xhn(t)) ◦ hn(t), Xhn(t)−Xhn(s)
〉
F ∗
1,2
dtds.
Rewrite the above the equation as∫ T
0
‖Xhn(sm)−Xhn(s)‖2F ∗
1,2
ds
+2
∫ T
0
∫ sm
s
(L2(µ))∗
〈
(1− L)(Ψ(Xhn(t))−Ψ(Xhn(s))), Xhn(t)−Xhn(s)〉
L2(µ)
dtds
+2
∫ T
0
∫ sm
s
(L2(µ))∗
〈
(1− L)(Ψ(Xhn(s))), Xhn(t)−Xhn(s)〉
L2(µ)
dtds
= 2
∫ T
0
∫ sm
s
〈
Ψ(Xhn(t))−Ψ(Xhn(s)), Xhn(t)−Xhn(s)〉
F ∗
1,2
dtds
+2
∫ T
0
∫ sm
s
〈
Ψ(Xhn(s)), Xhn(t)−Xhn(s)〉
F ∗
1,2
dtds
+2
∫ T
0
∫ sm
s
〈
B(t, Xhn(t)) ◦ hn(t), Xhn(t)−Xhn(s)
〉
F ∗
1,2
dtds. (5.14)
By (2.4), (4.25), since L2(µ) ⊂ F ∗1,2 continuously and densely, by Young’s inequality and
(H2)(ii), we obtain∫ T
0
‖Xhn(sm)−Xhn(s)‖2F ∗
1,2
ds
≤ 2
∫ T
0
∫ sm
s
|Ψ(Xhn(s))|2 · |Xhn(t)−Xhn(s)|2dtds+ 1
α˜
∫ T
0
∫ sm
s
‖Xhn(t)−Xhn(s)‖2F ∗
1,2
dtds
+2
∫ T
0
∫ sm
s
|Ψ(Xhn(s))|2 · ‖Xhn(t)−Xhn(s)‖F ∗
1,2
dtds
+2C2
∫ T
0
∫ sm
s
(‖Xhn(t)‖F ∗
1,2
+ 1) · |hn(t)|2 · ‖Xhn(t)−Xhn(s)‖F ∗
1,2
dtds,
by (H1) we know that |Ψ(Xhn(s))|2 ≤ C|Xhn(s)|2, combining this with (4.1) and
∫ T
0
|hn(s)|22ds ≤
M , the right hand-side of (5.15) can be controlled by
≤ CT,M 1
2m
+ CT,M
∫ T
0
∫ sm
s
|hn(s)|2dtds
≤ CT,M 1
2m
+ CT,M
∫ T
0
[ ∫ sm
s
|hn(s)|22dt
] 1
2 · |sm − s| 12ds
23
≤ CT,M
√
1
2m
, (5.15)
similarly, we can get∫ T
0
‖Xh(sm)−Xh(s)‖2F ∗
1,2
ds ≤ CT,M
√
1
2m
, (5.16)
so applying (4.1),
∫ T
0
|hn(s)|22ds ≤ M and
∫ T
0
|h(s)|22ds ≤ M again, (5.11), (5.15) and (5.16)
implies
I˜1 ≤ CT,M2−m4 . (5.17)
By assumption (H2)(ii), (H3) and (4.1), we know
I˜2 ≤
∫ T
0
C2(1 + ‖Xh(s)‖F ∗
1,2
) · |s− sm|γ · |hn(s)− h(s)|2 · ‖Un(sm)‖F ∗
1,2
ds
≤ CT,M · ( T
2m
)γ ·
∫ T
0
|hn(s)− h(s)|2ds
≤ CT,M2−mγ . (5.18)
By assumption (H2)(i), (5.16) and (4.1) we have
I˜3 ≤
∫ T
0
C1‖Xh(s)−Xh(sm)‖F ∗
1,2
· |hn(s)− h(s)|2 · ‖Un(sm)‖F ∗
1,2
ds
≤ C1 sup
s∈[0,T ]
‖Un(s)‖F ∗
1,2
·
[(∫ T
0
‖Xh(s)−Xh(sm)‖2F ∗
1,2
ds
) 1
2 ·
(∫ T
0
|hn(s)− h(s)|22ds
) 1
2
]
≤ CT,M2−m4 . (5.19)
For I˜4, by assumption (H2)(ii) we know
I˜4 ≤ C2 sup
t∈[0,T ]
[
‖Un(s)‖F ∗
1,2
]
· sup
t∈[0,T ]
[
‖Xh(s)‖F ∗
1,2
+ 1
]
· sup
1≤k≤2m
sup
tk−1≤t≤tk
∫ t
tk−1
|hn(s)− h(s)|2ds
≤ C2 ·
√
T
2m
·
( ∫ T
0
|hn(s)− h(s)|22ds
) 1
2
≤ CT,M · 2−m2 . (5.20)
Finally, notice that the weak convergence of hn to h implies that for any a, b ∈ [0, T ],
a < b,
∫ b
a
hn(s)ds converges to
∫ b
a
h(s)ds in the weak topology of L2(µ). Therefore, since the
operator B(tk, X
h(tk)) is compact from L
2(µ) to F ∗1,2, we deduce that for every k,∥∥∥B(tk, Xh(tk))× ( ∫ tk
tk−1
hn(s)ds−
∫ tk
tk−1
h(s)ds
)∥∥∥
F ∗
1,2
→ 0, as n→∞.
Hence, for fixed m, I˜5 → 0 as n→∞.
Now, taking (5.17)-(5.20) into (5.8), for arbitrary m, letting n→∞, we get
lim
n→∞
sup
t∈[0,T ]
‖Xhn(t)−Xh(t)‖2F ∗
1,2
≤ CT,M(2−m2 + 2−γm + 2−m4 ),
so,
sup
t∈[0,T ]
‖Xhn(t)−Xh(t)‖2F ∗
1,2
→ 0, as n→∞.
Consequently, this completes the proof of Theorem 5.2. 
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