In this paper, we present a method for tracking and retexturing of garments that exploits the entire image information using the optical flow constraint instead of working with distinct features. In a hierarchical framework we refine the motion model with every level. The motion model is used to regularize the optical flow field such that finding the best transformation amounts in minimizing an error function that can be solved in a least squares sense. Knowledge about the position and deformation of the garment in 2D allows us to erase the old texture and replace it by a new one with correct deformation and shading properties without 3D reconstruction. Additionally, it provides an estimation of the irradiance such that the new texture can be illuminated realistically.
INTRODUCTION
The problem of capturing non-rigid motion has been addressed in many fields of application including medical imaging [1] , objectbased video compression [2] , [3] or augmented reality [4] . It has been successfully demonstrated for human motion analysis and face tracking. Automated tracking of 3D deformations of garments in monocular video sequences is challenging because the complexity of the deformation field is unknown a priori and therefore the assumed deformation model has to cope with various types of deformations.
Cloth tracking in particular has been addressed by a number of researchers. Previous work has focused on color-coded patterns [5] , [6] , [7] for multiview systems [8] , [5] , [9] , [6] , [7] . Some researches also proposed methods for arbitrary textures [8] , [4] using featurebased approaches or for monocular sequences [4] , [10] . Little research has been done in the field of optical flow based garment tracking [9] , [11] .
Guskov et al. [5] introduced a multiview real-time system based on color-coded markers with a limited size of codewords. Their system fails for large motions and the markers have to be quite large. Scholz et al. [6] improved upon Guskov et. al by using a color-code with more codewords that can cope with fast motion. It makes use of the a priori knowledge of surface connectivity and color coded pattern. In [10] they used the same color code for tracking of garments in monocular video sequences. White et al. [7] also used color markers and multiple synchronized cameras.
In [8] Pritchard et al. introduced a feature-based approach to cloth motion capturing with a calibrated stereo camera pair to acquire 3D structure. They use SIFT features to establish correspondences. Pilet et al. [4] proposed a feature-based real-time method
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for deformable object detection and tracking that uses a wide baseline matching algorithm [12] and deformable meshes. Our approach is similar to theirs referring to the motion model but we use direct image information instead of distinct keypoints.
Torresani et al. [11] describe a flow-based method that produces 3D reconstruction from single-view video by exploiting rank constraints on optical flow. In [9] Scholz et al. presented an optical flow based multicamera system where optical flow tracking is combined with silhouette matching. In [13] we demonstrated a method to track deformations of a shirt in a pre-segmented binary video sequence using the optical flow and deformable meshes with weighted temporal and spatial smoothing constraints.
The main contribution of our tracking method is a formulation of an optical-flow-based error function together with a predefined mesh-based motion model that can be easily minimized in a linear least-squares sense. Using direct image information yields more accurate results than distinct features or markers. Furthermore, we use the estimated motion field to retexture garments in a very simple and efficient way.
The remainder of this paper is structured as follows. In Section 2 we present our optical flow based tracking algorithm. Section 3 briefly describes our method for retexturing of garments before we present our results in Section 4.
OPTICAL FLOW BASED GARMENT TRACKING
In order to track an object in a video sequence we exploit the optical flow constraint equation along with a predefined motion model. Finding the best transformation then amounts to minimizing a quadratic error that can be solved in a least-squares sense:
where Ix (xi, yi) and Iy (xi, yi) are the spatial derivatives of the image at pixel position [xi, yi]
T and It (xi, yi) denotes the intensity change between two images and n is the number of pixels selected for contribution to the error function, i.e. pixels where the gradient is non-zero. The optical flow equation has some constraints that have to be fulfilled. First, it is valid only for small displacements between two successive frames because it is derived assuming the image intensity to be linear. In order to cope with larger displacements we use a hierarchical framework. Second, it assumes uniform lambertian illumination. Illumination changes are taken into account by using bandpass-filtered images. On each pyramid level we present our model M as a triangulated 
Each pixel p i = [xi, yi] T in the image can be represented by its barycentric coordinates of its enclosing triangle t.
where Bjt (xi, yi) , T are those of [xi, yi] T . Thus, the deformation model can be stated as [13] :
where d j (xi, yi) are the three vertex displacements of the enclosing triangle. Inserting the motion models into equation (1) leads to an overdetermined linear equation system that is solved in a linear least-squares sense. We incorporate additional spatial and temporal smoothing constraints for the vertex displacements such that now the error
is minimized. The first term represents the fidelity of the transformation whereas the second term is a temporal smoothing constraint. Es(d k ) is some spatial smoothing function for the vertex displacement d k between two successive frames locally weighted by w k . We chose Es(d k ) to be
where N k denotes the set of neighbor vertices of vertex v k , i.e. all vertices v k is connected to. E(d k ) is a measure of vertex displacement deviation to the displacements of its neighbors. Details on the smoothing constraints can be found in [13] . The weight w k can be e.g. adapted to the degree of 'constrainedness' of a vertex v k by the optical flow, e.g. the number of image points that influence its displacement in the optical flow equation. We chose w k to be reciprocal to the norm of all linear factors of d kx and d ky in the linear equation system we obtain from equation (1) and (2) w
where α kx and α ky are the vectors of linear factors of d kx and d ky in the linear equation system. The less pixels contribute to the vertex displacement the higher the weight w k to the additional smoothness constraint and the more the vertex displacement is forced to equal the surrounding displacements. The factor K controls the trade-off between mesh-smoothness and mapping accuracy. To account for inaccuracies from downsampling and filtering in the image pyramid we use large values for K in levels with low resolutions and small values in levels with high resolutions, i.e. in lower levels we estimate a smooth mesh transformation representing a global transformation and admit more detailed deformations in higher image levels.
RETEXTURING
The tracking method described in the previous section can be applied to arbitrary surfaces that are rich enough in detail to exploit optical flow constraints. We applied to method to a shirt with a dotpattern that is known a priori, as depicted in Fig. 2(a) . This allows us to establish a shading map by erasing all dots and interpolating the deleted regions while preserving shading effects of wrinkles and fold overs. As we know the position of each dot from the tracking process, we can easily detect and remove all dots on the shirt. The dot positions known from the tracking process are dilated with a disk-shaped morphological structure element in order to remove the intensity transitions at the boundary. As the shirt is white, we can interpolate the deleted regions in RGB color space and use the resulting image as a shading map, that is applied to the new texture by multiplication. Interpolating the RGB channels instead of working with the luminance allows us not only to recover wrinkles and folds but also lighting effects and color shifts (see Fig. 3 ).
For interpolation we use thin-plate splines with control points in a bounding box around each detected dot. Thin-plate splines are a (a) (b) Fig. 4 . Representation of intensities as height fields before (a) and after (b) dot removal and interpolation. The interpolation result yields a smooth shading map and preserves main folds and wrinkles fundamental solution to the biharmonic function [14] meaning that they possess minimum bending energy and yield a smooth and visually pleasing result. Fig. 4 depicts a region of the shirt represented as a height field before (4(a)) and after (4(b)) the region of the dots has been interpolated. The resulting shading map is smooth while main wrinkles are preserved.
RESULTS
We apply the method described in the previous sections to a video sequence of 100 frames tracking the elastic deformations of a dot pattern on a shirt (see Fig. 5 ). The video is recorded at 25 frames per second with a resolution of 1024 × 768 pixels. However, the tracking method described in Section 2 is not limited to the dot pattern used here. It can also be applied to arbitrary logos on shirts that are rich enough in detail to exploit optical flow [13] , [15] (see Fig. 1 ). In these cases other retexturing methods have to be applied [4] , [15] . Fig. 3 (a) and 3(b) show two close ups of deformed textures with the deformable mesh overlaid on the texture. Fig. 3 (c) and 3(d) display the two deformed textures with correct shading. Our motion model correctly represents main wrinkles and cloth folds. Applying the shading maps to the new texture enhances the realistic impression even for smaller wrinkles.
CONCLUSION
We presented a method to track elastic deformations of garments based on optical flow and deformable meshes in single view video sequences. The system can cope with arbitrary textures that are rich enough in detail to exploit optical flow constraints. We apply the method to a shirt with a dot pattern which allows us to erase the tracked dots and establish shading maps by interpolating the deleted regions. The shading maps are applied to a new texture by multiplication in order to increase the realistic impression.
Future work will concentrate on further motion models and additional constraints that can cope with a wider range of fold overs and occlusions. The objective is to design a real-time deformable surface tracking system using faster solvers for the equation systems in the tracking and shading interpolation steps. This system can be used in Virtual Mirror scenarios. 
