Abstract. We confirm a conjecture of Jens Marklof regarding the equidistribution of certain sparse collections of points on expanding horospheres. These collections are obtained by intersecting the expanded horosphere with a certain manifold of complementary dimension and turns out to be of arithmetic nature. This equidistribution result is then used along the lines suggested by Marklof to give an analogue of a result of W. Schmidt regarding the distribution of shapes of lattices orthogonal to integer vectors.
1. Introduction 1.1. A motivating low dimensional example. We begin by describing a result of Jens Marklof that inspired him to conjecture the validity of the main result of this paper; namely, Theorem 1.6. Consider the SL 2 (R)-action on the space of unimodular 2-dimensional lattices in the plane X 2 def = SL 2 (R)/ SL 2 (Z). This can be identified naturally with the more common 'upper half plane picture' of the SL 2 (R)-action on the unit tangent bundle to the modular surface. Let u + (s) def = ( 1 s 0 1 ), u − (s) def = t u + (s) for s ∈ R, and a(y) = diag (y −1 , y), for y ∈ R >0 . Let U + , U − , A denote the groups {u + (t)} t∈R , {u − (t)} t∈R , {a(y)} y∈R >0 respectively. It is an elementary fact that the periodic orbits of U + , U with R/Z in the obvious manner using the variables s, t for each of them respectively. The question that we want to discuss is the following: Question 1.1. Given y so that the intersection a(y)C where ℓ * is the number 1 ≤ ℓ * ≤ k satisfying ℓ · ℓ * = 1 mod k. So, in order to answer Question 1.1 we only need to consider y's that are positive integers, and given a positive integer k, we seek to understand the distribution of the set P k = (ℓ/k, ℓ * /k) ∈ (R/Z) 2 : 1 ≤ ℓ ≤ k, gcd(ℓ, k) = 1 . where θ(k) is the normalized counting measure on P k . The known estimates for Kloosterman sums imply that for any choice of (a, b) ∈ Z 2 not both 0, the expression in (1.3) goes to 0 as k → ∞. This establishes the equidistribution of the sets P k in (R/Z) 2 (that is, the weak * convergence of θ(k) to the Lebesgue measure) and thus answers Question 1. 1 The above equidistribution result was communicated to us by Marklof who conjectured the validity of Theorem 1.6, which is a higher dimensional analogue of the result discussed above. Marklof [Mar10, Theorem 6] also proved an averaged version of Theorem 1.6. As the reader will soon see, the 'number theoretic flavor' of the argument described above is completely different from the dynamical discussion we present in this paper. We will see that the higher dimensional analogue of Question 1.1 exhibits extra invariance of the set P k which allow the usage of tools that are not available in the above discussion regarding Question 1.1. In particular, our methods do not apply for the discussion described above and so our main result should be treated as an analogue of the above discussion rather than a generalization of it. Similarly it seems to us that the classical approach presented above does not generalize to the problem studied below.
This translates to estimating
1.2. Notation. We begin by presenting some notation and terminology. Throughout this paper we fix a pair of positive integers n, m such that m ≥ n and exclude the case n = m = 1 (which corresponds to the discussion in §1.1). We denote d = m + n.
1.2.1. k-primitivity. Let k be a positive integer. We say that an integer matrix u ∈ Mat n×m (Z) is k-primitive if the reduction modulo k of its columns span (Z/kZ) n . Equivalently, the reduction u mod k has a right inverse in Mat m×n (Z/kZ); that is, there exists an integer matrix v ∈ Mat m×n (Z) such that u · v ≡ I n×n mod k. The notion of k-primitivity will play a prominent role in our discussion and we will elaborate on it further in §3.2.1.
1.2.2.
The n × m-torus. Let T n×m = Mat n×m (R)/ Mat n×m (Z). For u ∈ Mat n×m (R) we denote by u mod 1 its image in T n×m . The additive group of rational points of denominator k in T n×m is
We single out the following collection of points in Tor k which we will refer to as the set of k-primitive points
, on which G and its subgroups act. We will use the following convention: Unless otherwise stated, when we describe an element g ∈ G as a matrix g = ( A B C D ), we shall mean that A, B, C, D represent matrices of dimensions m × m, m × n, n × m, and n × n respectively. We often refer to these as the block components of g. For u ∈ Mat n×m (R) we let
For any positive y ∈ R we let a(y) denote the following diagonal element in G:
We denote by x 0 ∈ X d the distinguished point given by the identity coset Γ and furthermore, we let
(1.8)
With this notation the map (u mod 1) → x u is a (well defined) homeomorphism from the n × m-dimensional torus T n×m onto the periodic orbit Ux 0 . Using the above isomorphism we simply think of T n×m as contained in X d .
First result. With the identification of T
n×m with Ux 0 in mind we shall denote similarly to (1.5)
(1.9)
Let µ k denote the normalized counting measure on P k ; that is
(1.10)
The main result we aim to prove establishes the convergence of the sequence a(k) * µ k to a certain probability measure on X d . Before we state this result we explicate a basic observation (Lemma 1.2), which is in some sense the starting point of our discussion. Let H = SL m (R) ⋉ M m×n (R). We think of H as a subgroup of G in the following way
The orbit Hx 0 is a periodic orbit and is naturally identified with the homogeneous space
(1.12)
We will use this identification implicitly throughout. We denote the Haar measure supported on this periodic H-orbit by m Y m×n .
Lemma 1.2. For any integer k, the collection a(k)P k is contained in Y m×n . Equivalently, the measure a(k) * µ k is supported on Y m×n .
This lemma shows that we cannot expect the sequence a(k) * µ k to equidistribute to the Haar measure m X d as any limit point of this sequence is clearly a measure 1 supported on Y m×n .
Proof. We first note that in order to show that a point x = gx 0 ∈ X d lies in Y m×n , one needs to show that there exists γ ∈ Γ such that gγ ∈ H. Let u ∈ Mat n×m (Z) be k-primitive and a(k)x k −1 u ∈ a(k)P k be the corresponding point. In §3.2.1 we shall show that u is k-primitive if and only if there exists a matrix γ −1 ∈ Γ whose bottom n rows are given by the rows of the n × d matrix (u kI). It follows that if we denote by A γ , B γ , C γ , D γ the block components of γ, then
The above equation shows that the point a(k)x k −1 u belongs to Y m×n as desired.
We denote the unipotent radical of H by V ; that is
(1.14)
The orbit V x 0 is periodic as well. Similarly to the above discussion regarding Ux 0 , it is homeomorphic to the m × n-torus T m×n def = Mat m×n (R)/ Mat m×n (Z). We denote the V -invariant probability measure on V x 0 by m V x 0 . We are now ready to state the (simplified version of) our main result. (1) The space X m = SL m (R)/ SL m (Z) is naturally embedded in Y m×n = Hx 0 ⊂ X d , simply by identifying SL m (R) as a subgroup of H in the obvious way. When thinking of X m as the space of m-dimensional unimodular lattices in R m , the identity coset x 0 corresponds to the lattice Z m . There is a natural projection 2 π 3 : Y m×n → X m defined as follows:
which corresponds to the m-dimensional unimodular lattice hZ m ∈ X m . It makes sense (and indeed we shall follow this line of thought) to try first to analyze the projection
(1.15)
If Theorem 1.3 is to hold, then the latter sequence of probability measures on X m should equidistribute to the Dirac measure δ x 0 if m = n and to the Haar probability measure m Xm if m > n. Moreover, as π 3 is a proper map, it follows that once the relevant convergence of ν k is established, then the sequence of probability measures a(k) * µ k is in particular, tight; that is, any limit point of it is again a probability measure on Y m×n . (2) Equation (1.13) stands at the base of our discussion and deserves some attention. We note two things: (a) Let u be k-primitive and suppose γ solves (1.13). By considering determinants we see that A γ ∈ Mat m×m (Z) must have determinant k n . This means that when considered as a lattice in
and (up to homothety) is a subgroup of index k n of Z m . In Lemma 3.8 we show that the collection {π 3 (a(k)x k −1 u ) : u is k-primitive} consists of all such lattices of a given Hecke-type. (b) Assume again that u is k-primitive and that γ solves (1.13).
The first m columns of γ must comprise a basis for the discrete group of rank m which we denote by Λ (u,k) , consisting of integer vectors in the orthocomplement of the linear space spanned by the rows of the n × d matrix u kI . It follows that π 3 (a(k)x k −1 u ), as a lattice in R m , is (up to homothety) the projection of Λ (u,k) onto the copy of R m given by the first m-coordinates. This is what furnishes the link with Schmidt's theorem and its strengthening Theorem 4.2.
In fact, we shall prove a generalized version of Theorem 1.3; namely Theorem 1.6 below. Before we state it we digress to a motivational discussion in order to try and put the somewhat ad-hoc Theorem 1.3 in context.
1.4. Motivational discussion. It is well known that the pushed periodic orbit a(y)Ux 0 equidistributes in X d when y → ∞, as U is the expanding horospherical subgroup of a(y). On the other hand, the collection P k ⊂ Ux 0 is composed of rational points x for which the trajectory {a(y)x} y>1 is divergent in X d . It is therefore natural to investigate the tension between these two facts and to analyze the distribution of a(y k )P k in X d for various natural choices of sequences y k → ∞. In our discussion we chose y k = k. We now explain why this choice is natural.
Denote C y def = a(y)Hx 0 . Note that C y ∩C y ′ = ∅ for y = y ′ and that as y → ∞ the periodic H-orbits C y equidistribute in X d , while C y diverges uniformly when y → 0. Lemma 1.2 asserts that a(k)P k ⊂ C 1 = Y m×n which implies that a(y)P k = a(y/k)a(k)P k ⊂ C y/k . Thus, if we make the natural choice y k = k α for some positive α, then we obtain that a(k α )P k ⊂ C k α−1 . In the case α > 1, the collection a(k α )P k is lying on the uniformly divergent periodic orbit C k α−1 , and in particular, the sequence of measures a(k α ) * µ k converges to the zero measure on X d . In case α < 1, the collection a(k α )P k is lying on the equidistributing periodic orbit C k α−1 and it seems to be a non-trivial problem to understand the possible limits of a(k α ) * µ k (see Remark 1.8 below). Finally, the choice α = 1 that we make in the current discussion is the critical choice in which we stop pushing the set P k exactly at the time in which it is contained in the fixed periodic orbit C 1 .
1.5. The action of Λ and the main result. We consider the sub-
It will be important for us to note that Λ acts on all the spaces we considered so far and moreover in a compatible manner. We elaborate on these actions below but for the meantime we note that we made the effort to embed (basically) all these spaces in X d so that these actions are simply induced by the action of Λ on X d :
(1) The Λ-action on T n×m = Ux 0 is given by
(1.17) From (1.9),(1.17) it is clear that for any positive integer k the set P k ⊂ Ux 0 (and hence the measure µ k ) is Λ-invariant. The Λ-action on V x 0 is given by a similar formula.
(2) The Λ-action on Y m×n is given by
As a(k) commutes with Λ, it follows that the set a(k)P k (and hence the measure a(k) * µ k ) is also Λ-invariant.
(3) The Λ-action on X m is given by
As the Λ-actions on Y m×n , X m commute with the projection π 3 , it follows that ν k is Λ-invariant as well (see (1.15),(1.21)). It turns out that it will be important for us to keep record of where do the points in a(k)P k = {a(k)x k −1 u : u is k-primitive} ⊂ Y m×n originate from on the torus Ux 0 ; that is, we want to consider the distribution of the collection of pairs
A convenient way to look at it is that we start with the diagonal copy of P k , 19) and act on it with the element a(k) = (e, a(k)) ∈ G × G. Analogously to (1.10) we let µ k denote the normalized counting measure on P k ;
(1.20)
By the above invariance observations we establish the following:
Then, for any positive integer k, the probability measure a(k) * µ k , as well as its support a(k)
The following diagram of projections on measured spaces illustrates the situation. As explained above, Λ acts on all the spaces in this diagram in an equivariant fashion and leaves all the probability measures appearing in it invariant.
With the above notions in place we are ready to state our main result 3 :
Theorem 1.6 (Joyful Equdistribution). The measures a(k) * µ k appearing in (1.21) equidistribute to the product measure m U x 0 × σ, where σ is m Y m×n or m V x 0 according to the cases m > n, m = n respectively. Theorem 1.6 which generalizes [Mar10, Theorem 6] is a significant strengthening of Theorem 1.3. For example, we have the following Corollary which will be useful in the proof of Theorem 4.2. Proof. We argue for the case m > n, the case m = n is argued the same
is not continuous, assumption (ii) implies that the points of discontinuity are of m U x 0 ×m Y m×n -measure zero which implies that the weak * convergence a(k) * µ k → m U x 0 × m Y m×n which holds by Theorem 1.6 implies the convergence
Using the definitions we compute
and conclude from (1.22),(1.23) that indeed a(k) * f dµ k equidistribute to m Y m×n as desired.
Remark 1.8. In continuation to the discussion in §1.4, we briefly elaborate about the analysis of the possible limits of a(k α ) * µ k for α ∈ (0, 1). We allow ourselves to be terse as we expect to elaborate more on these issues in a future manuscript.
(1) When m > 1 (which is the case under consideration in the present paper), the sequence a(k α ) * µ k equidistributes in Ux 0 × X d . The proof of this statement utilizes the extra invariance given by Lemma 1.5 together with non-divergence and linearization techniques.
(2) For the complementary case n = m = 1 which is discussed in §1.1, we only have partial understanding. The effective nature of the bounds on Kloosterman sums (1.3) can be used to obtain the equidistribution of a(k α ) * µ k in Ux 0 × X 2 for α ∈ (0, 1/8) and by symmetry, the same equidistribution statement holds for α ∈ (7/8, 1). It is not clear to us at the moment what happens for α ∈ [1/8, 7/8] when letting k → ∞ without constraints (even regarding the distribution of a(k α ) * µ k rather than that of a(k α ) * µ k ). Nevertheless, it is possible to come up with certain arithmetic conditions on a sequence k n → ∞ which ensure the equidistribution of a(k α n ) * µ kn in Ux 0 × X 2 for all α ∈ (0, 1). Examples of two such conditions are (i) ϕ(k n )/k n → 0, (ii) there exists a prime p such that gcd(p, k n ) = 1 for all n. Condition (i) allows one to replace the k-primitive points with the full set of rational points of denominator k. Condition (ii) allows one to lift the discussion to a p-adic extension and invoke a certain invariance that is available there. It therefore seems that the most difficult case which is not understood is to take k n to be equal to the product of the first n primes.
1.6. Structure of the argument giving Theorem 1.6. We describe the structure of the proof of Theorem 1.6 using the diagram (1.21): The argument is split into four steps.
Step 1. In the first step of the proof we establish the equidistribution µ k → m U x 0 which ought to hold on the left side of diagram (1.21).
Step 2. In the second step of the proof we establish the equidistribution of ν k to a limit which equals m Xm in case m > n and the dirac measure δ x 0 in case m = n. A moment of thought shows that if the theorem is to hold, this convergence ought to hold on the right side at the bottom of diagram (1.21).
Step 3. In the third step we use the second step to establish the equidistribution a(k) * µ k → σ on the right side of diagram (1.21), where σ is m Y m×n or m V x 0 according to the cases m > n, m = n respectively. This convergence is the content of Theorem 1.3. Many of the ideas appearing in the argument of Step 3 already appear in simplified versions in the proof of Step 1.
Step 4. Finally, in the fourth step we combine Step 1 and Step 3 and use a disjointness argument to prove the equidistribution a(k) * µ k → m U x 0 × σ at the top of diagram (1.21), where as before, σ is m Y m×n or m V x 0 according to the cases m > n, m = n respectively.
Non-accumulation
Our goal in this section is to prove a certain non-accumulation result -Theorem 2.1 -that will be used in the proof of Theorem 1.6. Although the result is designed to be applied in the context developed above and we do not aim at greatest generality, we still choose to state and prove the results in somewhat abstract setting -if only to isolate the necessary features that are needed for the result to hold. To this end, in this section (and in it only) we abandon the notation presented so far and assume the following: Let G be a real Lie group, let Γ < G be a lattice, and let Λ, L < G be closed subgroups such that L is normalized by Λ and Λ is discrete and generated by finitely many Adunipotent elements. Assume furthermore that there is a decomposition
which is invariant under the action of Λ via the adjoint representation. Let X = G/Γ and z ∈ X be a point such that the orbit Lz is periodic.
Theorem 2.1 (Non-accumulation). Let G, Γ, Λ, L, z, W and X be as above and assume that the Λ-representation on W does not contain any fixed vectors. Let P k ⊂ X be a sequence of finite Λ-invariant sets and µ k the normalized counting measure on
Proof. Let σ be a weak * accumulation point as in the statement. Let Ω 1 ⊂ X be a compact set . We will show that for K 1 def = Ω 1 ∩ Lz one has σ(K 1 ) = 0. This is enough as Lz is a countable union of such sets. Choose some norm on Lie(G) and denote by B W ǫ the ball of radius ǫ around 0 in W . Choose a bigger compact set Ω 1 ⊂ Ω 2 so that Ω 1 ∩ exp B W 1 · (X Ω 2 ) = ∅; in other words, Ω 2 is big enough so that one cannot reach Ω 1 by acting on points outside of Ω 2 by elements of the form exp w, where w ∈ W is of norm ≤ 1. Let K 2 def = Ω 2 ∩Lz and for any ǫ > 0 and i = 1, 2 denote T (ǫ,
is a homeomorphism onto its image. This gives a natural coordinate system; we denote for y ∈ T (ǫ 0 , K 2 ) by w y (resp. x y ) the W (resp. orbit) coordinate.
The idea of the proof is to use a simple property of polynomials to show that there exist a function ψ(ǫ) such that ψ(ǫ) → 0 as ǫ → 0 and
This implies that σ(K 1 ) = 0 as desired. Let u 1 , . . . , u r ∈ Λ be Adunipotent elements that generate Λ. Recall that by assumption W does not contain any non zero vectors which are fixed by Λ. Let
It is enough to find a function ψ j such that (2.2) holds with each T j (ǫ, K 1 ) replacing
and note that as u j is Ad-unipotent it follows that (for an appropriate choice of a norm · ), p y (n) is a non-constant polynomial in n of degree which is bounded by a function of the dimension of G only. Recall the following elementary fact about polynomials. 
The above lemma allows us to produce for each point y ∈ P k ∩ T j (ǫ, K 1 ) many more points in P k T (ǫ, K 1 ) making the desired ratio small. Let n y def = max {n ≥ 0 : p y (n) ≤ ǫ 2 0 }, so that n y is finite (as p y (n) is non-constant). Moreover, the value p y (n y ) is bounded below by (
We claim that the following two properties hold. (1) If for two points y 1 , y 2 ∈ T j (ǫ, K 1 ), V y 1 ∩ V y 2 = ∅ then one of the sets is contained in the other. (2) If y ∈ T j (ǫ, K 1 ) then for any n ∈ J y for which p y (n) > ǫ 2 we have that u n j y / ∈ T j (ǫ, K 1 ). Given any k, Property (1) allows us to choose a finite collection
(simply take those y's for which V y is maximal). It follows that i |Jy i | |P k | ≤ 1. Property (2) and (2.3) now give
Hence the desired estimate holds for
, where here d is the bound for the degree of the polynomials p y (n).
To prove (1), assume y 1 , y 2 ∈ T j (ǫ, K 1 ) are such that V y 1 ∩ V y 2 = ∅; that is, there exists n i ∈ J y i such that u n 1 j y 1 = u n 2 j y 2 . Assume without loss of generality that n 2 ≤ n 1 and so u n 1 −n 2 j y 1 = y 2 and n 1 − n 2 ∈ J y 1 . Following the definitions we see that V y 2 ⊂ V y 1 as desired. This establishes property (1).
Finally, we verify property (2). Let y ∈ T j (ǫ, K 1 ) and assume n ∈ J y is such that p y (n) > ǫ 2 . Using the notation y = exp(w y
∈ Ω 1 and in particular, u n j y / ∈ T j (ǫ, K 1 ).
In practice, whenever we will use Theorem 2.1 we will leave it to the reader to understand what is the Λ-invariant subspace W and to check that it does not contain Λ-fixed non-zero vectors.
Remark 2.3. Note that the argument of Theorem 2.1 remains valid under the relaxed assumption that the sequence of sets P k intersect the orbit Lz in a negligible percentage; that is
3. Proof of Theorem 1.6
We follow the scheme presented in §1.6, divide the proof into Steps 1-4, and use the notation presented in §1.2. As we are dealing with Λ-invariant measures we will use the following classification theorem which is applicable since Λ = SL m (Z) × SL n (Z) is generated by unipotent elements.
Theorem 3.1. Let µ be a Λ-invariant and ergodic probability measure on
This theorem is a particular case of a more general measure classification by Shah [Sha98] which uses and generalizes Ratner's measure classification theorem [Rat91a] , [Rat91b] . In fact, because Λ is a lattice in semisimple Lie subgroup of G with no compact factors, using the suspension technique [Wit94, Corollary 5.8] it is straightforward to deduce Theorem 3.1 directly from Ratner's measure classification theorem for the actions of semisimple groups without compact factors [Ein06] .
Note that the group L that appears in the conclusion of Theorem 3.1 need not be connected. For a closed subgroup L < G we denote by L
• the connected component of the identity of L. We have the following corollary.
Corollary 3.2. Let µ be a Λ-invariant and ergodic probability measure on X d and let L be the group that arises by applying Theorem 3.1. Then L
• is normalized by Λ and there exists a finite Λ-orbit
For convenience of reference we also state the following elementary lemma, we omit its proof.
Lemma 3.3. Let F 1 , F 2 be closed subgroups of G and x ∈ X d . If
Step 1. In this subsection we establish the convergence µ k → m U x 0 . Let σ be a weak * limit of the sequence {µ k }. Then σ is a Λ-invariant probability measure. We use Theorem 3.1 and prove the following simple classification Lemma 3.4. The ergodic Λ-invariant probability measures on T n×m ∼ = Ux 0 are exactly the normalized counting measures on finite orbits and m U x 0 .
We prove Lemma 3.4 using Theorem 3.1 (instead of using Fourier arguments). It may also serve as an introduction to the proof of Step 3.
Proof. Let µ be an ergodic Λ-invariant measure supported on the orbit Ux 0 . Applying Theorem 3.1 we conclude the existence of a closed subgroup Λ < L < G such that µ is the L-invariant probability measure supported on a periodic L-orbit. Applying Lemma 3.3 we conclude that L
• < U. By Corollary 3.2 we conclude that if we view L • as a subspace of U ∼ = Mat n×m (R), then it is Λ-invariant and there is a finite Λ-orbit
We are left to show that either L
• is the trivial group or it equals U. Since Λ is Zariski dense in SL m (R) × SL n (R) and the latter acts irreducibly on Mat n×m (R) the same holds for Λ. Hence, either L
• is the trivial group or it equals U.
As any finite Λ-orbit in Ux 0 is contained in Tor k 0 for some integer k 0 (see (1.4) for notation), we conclude from Lemma 3.4 that there are only countably many Λ-invariant ergodic probability measures on Ux 0 . We let σ 0 def = m U x 0 and let {σ i } 
3.2.
Step 2. In this subsection we establish the convergence ν k → m Xm or ν k → δ x 0 according to the cases m > n, m = n respectively. We first need to digress to two short preliminary discussions; in the first we elaborate more about the notion of k-primitivity and in the second we discuss the notion and distribution of Hecke friends of a given type.
Back to k-primitivity. Consider the action of Λ on Mat n×m (Z)
given by the formula
1 . This is simply the action induced by conjugation when we embed Mat n×m in Mat d×d via u → 0 0 u 0 . The following basic lemma follows from the elementary divisors theorem and is left to the reader. with the property that ℓ 1 |ℓ 2 | . . . |ℓ n , where the numbers ℓ i are integers which are unique up to sign.
Let us refer to the tuple (ℓ 1 . . . ℓ n ) attached to the Λ-orbit of u as its elementary divisors tuple. Indeed, these are the elementary divisors of the group generated by the rows of u in Z m . As the notion of kprimitivity defined earlier in §1.2.1 is invariant under the Λ-action, it is clear that u is k-primitive if and only if ℓ n is coprime to k. We have used in Lemma 1.2 the following characterization of k-primitivity Lemma 3.6. The matrix u ∈ Mat n×m (Z) is k-primitive if and only if there exists a matrix δ ∈ SL d (Z) whose bottom n rows coincide with the n × d matrix u kI n×n .
Proof. It is straightforward to show that the property described in the statement of the Lemma is also invariant under the action of Λ. It follows that it is enough to verify the validity of the statement for matrices u in the form (3.1). Clearly if the elementary divisor ℓ n is not coprime to k, i.e. if u is not k-primitive, then the bottom row of u kI n×n is not a primitive vector in Z d and so the existence of δ as in the statement is ruled out. If on the other hand u is k-primitive then the elementary divisors ℓ i are all coprime to k. It follows that there are integers e i , f i so that det e i f i ℓ i k = 1. The determinant of
3.2.2. Hecke friends. For any positive integer ℓ and an m-dimensional lattice x ∈ X m we define the set of ℓ-Hecke friends of x to be the collection of lattices
Clearly, it is enough to understand the collection of ℓ-Hecke friends of 
where the union is taken over all tuples (ℓ 1 . . . ℓ m ) such that ℓ i |ℓ i+1 and m 1 ℓ i = ℓ. Given an ℓ-Hecke friend of Z m , we define its type to be the corresponding m-tuple of elementary divisors. The following equidistribution result was proved in [COU01] . See also [EO06] . 
Concluding
Step 2. By Theorem 3.7 the following lemma concludes the proof of Step 2. Proof. The proof is split into two steps. In the first step we show that π 3 (a(k)P k ) is contained in the collection of Hecke friends mentioned in the statement and in the second step we show that this collection is covered and with equal multiplicity. The last sentence in the statement simply follows from Theorem 3.7 (and the observation that Z m is the only k n -Hecke friend of type (k . . . k) of itself).
Step i. Let u be k-primitive. By Remark 1.4(2a) we see that
is indeed a k n -Hecke friend of Z m , where A γ is as in (1.13). We need only to discuss its type. The following short calculation shows that the Λ-action on P k preserves the type of the Hecke friend in (3.3). Let γ = Aγ Bγ Cγ Dγ be as in (1.13) so that
It follows that it is enough to show that for u as in (3.1), the type is as claimed. Going back to equation (1.13) we see that for u as in (3.1), the matrix γ that solves (1.13) is the inverse of the matrix δ appearing in (3.2). A short computation shows that (using the formula for the inverse of a 2 × 2 matrix) this inverse equals to
In other words π 3 (a(k)x k −1 u ) is the m-dimensional unimodular lattice
which concludes the proof of the first step.
Step ii. We need to show that the measure ν k = (π 3 ) * a(k) * µ k gives the same weight to each k n -Hecke friend of the above type. Recall that a(k) * µ k and ν k are Λ-invariant and that by (3) in §1.5 the Λ-action on X m is simply the SL m (Z)-action. Moreover, by the discussion in §3.2.2 the collection of Hecke friends of a given type is a single SL m (Z)-orbit. As the Λ-action on the support of a(k) * µ k respects π 3 -fibers it follows that for z ∈ supp(ν k ) the cardinality of supp a(k) * µ k ∩ π −1 3 (z) is independent of z as desired. This concludes the proof. We end this section with two remarks which explain why the discussion above gives us more information than stated regarding the support of the measures a(k) * µ k .
Remark 3.9. Consider the case m = n. Given a point
is an inverse of u modulo k. To see this, first note that if this equation holds for some x k −1 u ∈ P k then it automatically holds for all the points in the Λ-orbit of x k −1 u because the Λ-action commutes with a(k). Hence, by Lemma 3.5 we are reduced to check this identity for u's of the form (3.1). For such a choice of u, the desired equation follows from equation (1.13) and the formula for γ in (3.4). Thus, when we identify Ux 0 and V x 0 by thinking of both as T n×n , then the action of a(k) takes P k back to itself and permutes it according to the map induced by taking inverse modulo k. In particular, a(k) * µ k is again the normalized counting measure on the set of k-primitive points in V x 0 .
Remark 3.10. In the case m > n the situation is slightly more complicated because a(k) * µ k is not supported in a single π 3 -fiber. Nonetheless we shall need to know that each π 3 -fiber that intersects the support of a(k) * µ k intersects it in the collection of k-primitive points in that fiber. In order to do this we need to define the notion of k-primitivity in each π 3 -fiber. First we note that as the fiber V x 0 above Z m is identified with T m×n (which is naturally identified with T n×m = Ux 0 ), we can define analogously to (1.4),(1.5) the collections of k-torsion points and its subset of k-primitive points in V x 0 . To avoid confusion we denote these (temporarily) by Tor
is very similar to the discussion in Remark 3.9. One should reduce to the case where u is of the form (3.1) and for such a choice of u, use equation (1.13) and the formula for γ (3.4). In particular, we note for future reference that for any k > k 0 and any x ∈ X m we have that the support of a(k) * µ k does not intersect Tor k 0 (x).
3.3.
Step 3. In this subsection we establish the convergence a(k) * µ k → σ where σ = m Y m×n or σ = m V x 0 according to whether m > n, m = n respectively. The structure of the argument resembles that of Step 1. Let σ be a weak
. By the discussion in §1.5 and Lemma 1.2, σ is a Λ-invariant measure supported in Y m×n . By
Step 2 we conclude that σ is a probability measure that projects under π 3 to either m Xm or δ x 0 according to whether m > n, m = n respectively.
Our first objective is to classify the Λ-invariant ergodic probability measures supported in Y m×n . By Theorem 3.1 and Corollary 3.2 such a measure is always of the form (
Proof. Consider the projection of L in the simple group SL m (R) = H/V . As L is normalized by Λ, this projection is a connected subgroup normalized by SL m (Z) and by Zariski density we deduce that it is a connected normal subgroup. It therefor follows that this projection is either trivial or SL m (R). In the first case, L < V . As the adjoint action of Λ on the Lie algebra of V (which is isomorphic to V itself) is irreducible, it follows that L is either the trivial group or L = V . Assume then that the projection of L is onto and consider the subgroup V ′ = L∩V which is normalized by Λ. The same irreducibility argument as before implies that either V ′ is trivial or V ′ = V . In the first case L must equal the natural copy of SL m (R) in H (this is a short exercise) and in the second case L = H. This completes the proof.
In light of Lemma 3.11 it makes sense to make (for the sake of the current discussion), the following Definition 3.12. We say that a Λ-invariant and ergodic measure on Y m×n is of type (1)-(4) in accordance to which one of the four groups that appear in Lemma 3.11 is attached to it.
We summarize the content of the above in the following Corollary. It contains various additional rationality statements that are left to be verified by the reader. Remark 3.14. Note that the intersection of the support of a measure of type (3) with any π 3 -fiber π −1 (x) is contained in Tor k 0 (x) for a fixed k 0 that does not depend on the choice of x ∈ X m .
3.3.1. Concluding Step 3. By Corollary 3.13, there are only countably many ergodic Λ-invariant probability measures supported in Y m×n and so let {σ i } ∞ i=0 be an enumeration of them. By the ergodic decomposition we may represent σ = ∞ i=0 c i σ i , where c i ≥ 0 and
Assume m = n. Let us agree to denote σ 0 = m V x 0 . With this notation we will conclude this case once we show that c 0 = 1. The measures σ i , i > 0, split into two sets; those with (π 3 ) * σ i = m Xm , i.e. measures of types (3) and (4), and those of type (1). As by Step 2, (π 3 ) * σ = δ x 0 we conclude from Corollary 3.13 that for any i such that σ i is of type (3) or (4) we have that c i = 0. Moreover, we claim that if i is such that σ i is of type (1) then the orbit on which σ i is supported on is disjoint, for large values of k, from the support of a(k) * µ k . Once this is established then by the Non-accumulation Theorem 2.1 we deduce that c i = 0. This will conclude the proof of Step 3 for the case n = m. To this end, note that by Corollary 3.13 a measure of type (1) is supported on Tor k 0 (Z m ) ⊂ V x 0 for some k 0 and by Remark 3.10 a(k) * µ k is supported on the set of k-primitive points which is disjoint from Tor k 0 (Z m ) for k > k 0 . Assume m > n. Let us agree to denote σ 0 = m Y m×n . With this notation we will concluded this case once we show that c 0 = 1.
The measures σ i , i > 0, split into two sets; those with (π 3 ) * σ i = δ x 0 , i.e. measures of types (1) and (2), and those of type (3). As by Step 2, (π 3 ) * σ = m Xm we conclude from Corollary 3.13 that for any i such that σ i is of type (1) or (2) we have that c i = 0. Let i > 0 be such that σ i is of type (3). By Corollary 3.13 and Remark 3.14 the support of σ i intersects each fiber π −1 By Lemma 3.8 and Remark 3.10 the support of a(k) * µ k lies in the π 3 -fibers of the k n -Hecke friends on Z m and consists of k-primitive points in these fibers. We conclude that for k > k 0 the support of a(k) * µ k is disjoint from the finite collection of periodic orbits on which σ i is supported. It now follows from the Non-accumulation Theorem 2.1 that c i = 0. This concludes the proof of Step 3.
3.4.
Step 4. In this step we conclude the proof of Theorem 1.6; that is, we establish the convergence a(k) * µ k → m U x 0 × σ where as usual σ denotes m Y m×n or m V x 0 according to the cases m > n or m = n respectively. Let σ be a weak * accumulation point of the sequence { a(k) * µ k }. As Λ acts in an equivariant fashion on diagram (1.21), σ is Λ-invariant (here we abuse notation and denote the diagonal copy Λ ∆ by Λ). As π 2 is proper we conclude from Step 3 that (π 2 ) * σ = σ and in particular, it is a probability measure. Although the projection π 1 in diagram (1.21) is not proper, it is straightforward to argue that
Step 1 implies in a similar manner that (π 1 ) * σ = m U x 0 . That is, the dynamical system (Ux 0 × Y m×n , σ, Λ) is a joining of (Ux 0 , m U x 0 , Λ), (Y m×n , σ, Λ). Therefore, we will conclude the proof of Step 4 once we show that the latter two dynamical systems are disjoint; that is, the only joining they share is the product 5 . The argument now splits to the two cases m > n and m = n.
3.4.1. m > n. Let u ∈ Λ be a unipotent element that belongs to the subgroup SL m (Z) < Λ (such an element always exists as m ≥ 2). Note the following two facts
(1) The action of u on (Y m×n , m Y m×n ) is mixing by the Howe-Moore theorem applied to the action of SL m (R).
(2) The action of u on the torus T n×m = Ux 0 is by a unipotent automorphism and so the ergodic components of m U x 0 with respect to the action of u are minimal rotation on compact abelian groups. The desired disjointness assertion then follows from the following two lemmas. We give both proofs for the sake of completeness. Lemma 3.16. Let (X, µ, u), (Y, ν, u) be two dynamical systems such that ν is ergodic and let µ = µ x dµ(x), be the ergodic decomposition of µ . Then, if for µ-a.e x the systems (X, µ x , u), (Y, ν, u) are disjoint, then (X, µ, u), (Y, ν, u) are disjoint as well.
Proof of Lemma 3.15. Let η be a joining of µ, ν. As η is a joining, the projections p
induce injections of the L 2 -spaces; that is, the Hilbert spaces X . We claim that T n u w must converge weakly to 0 as well. This simply follows from the fact that the projection commutes with T u as the subspace we project on is T u -invariant and T u is unitary. It follows that we will be done if we show that in H 0 X there are no non-zero vectors w with the property that T n u w converges weakly to 0. The latter statement follows from the fact that as we assume that the system (X, µ, u) is isomorphic to a minimal rotation on a compact group, then H 0 X has an orthonormal basis of eigenvectors of T u .
Proof of Lemma 3.16. Let η be a joining of µ, ν and let η = η (x,y) dη(x, y) be the ergodic decomposition of η. Let p X , p Y denote the projections from X × Y to X, Y respectively. For η-a.e (x, y) we have that (p Y ) * η (x,y) is an ergodic u-invariant probability measure on Y and as η projects to ν we deduce that ν = (p Y ) * η (x,y) dη(x, y). Since ν is ergodic we conclude that ν = (p Y ) * η (x,y) for η-almost any (x, y). By a similar reasoning one can argue that for η-a.e (x, y) (p X ) * η (x,y) = µ x . It follows that for η-almost any (x, y) the ergodic component η (x,y) is a joining of µ x and ν and therefore by our disjointness assumption we conclude that the identity η (x,y) = µ x × ν holds for η-almost any pair (x, y).
Given functions f :
we have that f ⊗ gdη = f dµ gdν (which is the same as saying that η = µ × ν). According to the above discussion we have that
3.4.2. m = n. Let η be a Λ-invariant ergodic probability measure on Ux 0 ×V x 0 . We identify Ux 0 ×V x 0 with the product torus T n×n ×T n×n and recall that the Λ = SL n (Z) × SL n (Z)-action on it is induced by the Λ-representation on Mat n×n (R) × Mat n×n (R) given by (see (1.17), (1.18)),
2 ). (3.5) As Λ is generated by unipotents, a suitable application of Theorem 3.1 implies that there exists a Λ-invariant subspace W ⊂ Mat n×n (R)× Mat n×n (R) and a finite Λ-orbit
In particular, it follows that there are only countably many such measures. It follows from the ergodic decomposition that the weak * limit σ (which we wish to show equals m T n×n ×m T n×n ) is a convex combination σ = ∞ 0 c i η i where {η i } ∞ 0 is some enumeration of the above ergodic measures. We agree to denote the Λ-invariant subspace corresponding to η i by W i and that W 0 = Mat n×n (R) × Mat n×n (R) so that η 0 = m T n×n × m T n×n . Our goal is to show that c i = 0 for all i > 0. As both projections of σ equal m T n×n we deduce that c i = 0 for all i's for which W i does not project under both projections onto Mat n×n (R). We state here a general representation theoretic lemma we will use. Its proof is straightforward and left to the reader.
Lemma 3.17. Let ρ i i = 1, 2 be two irreducible representations of a group Λ on the vector spaces V i and let
In our discussion V 1 = V 2 = Mat n×n (R) and the representations ρ i of Λ are given by restricting to left and right coordinates of the formula (3.5). Let us discuss the last possibility in the statement of the Lemma: If ϕ is an isomorphism, then applying (3.5) to the diagonal copy of SL n (Z) in Λ, we deduce that the image of the line {sI : s ∈ R} ⊂ V 1 must be stable under conjugation by every element of SL n (Z), which implies that this line must be mapped to itself. Therefore, there exists a scalar ρ ϕ such that ϕ(I) = ρ ϕ I. It then follows from (3.5) that the restriction of ϕ to the set {sδ : s ∈ R, δ ∈ SL n (Z)} is given by the formula
For n > 2 this is not a linear map and so the existence of ϕ is ruled out. This means that in this case indeed c i = 0 for all i > 0 and the proof is concluded 6 . In the case n = 2 on the other hand, formula (3.6) is given by
which is linear, and by Zariski density, this must be the formula for ϕ on V 1 = Mat 2×2 (R). It follows that if for some i > 0, c i > 0, then there exists a rational 7 scalar ρ such that W i is the following subspace of
where ρ = p q with coprime p, q ∈ Z. To finish the proof we give a non-accumulation argument that shows that a weak * accumulation point of the sequence { a(k) * µ k } cannot give positive mass to any fixed W -orbit in T 2×2 × T 2×2 . Such an orbit will be referred to below as a W -coset. Applying Theorem 2.1 and referring to Remark 2.3 we deduce that it is enough to prove that
Below we abuse notation and identify elements of GL 2 (Z/kZ), Z/kZ with (any choice of) their integer representatives. We denote hereafter by g * the inverse of g modulo k (both in GL 2 (Z/kZ) and in (Z/kZ) × ). Recalling Remark 3.9, we see that under the identification of Ux 0 ×V x 0 6 Note that this argument shows that in the case m = n > 2 the two systems
7 The rationality of ρ follows from the fact that each subspace W i is rational as it projects to a closed subgroup of the torus.
with T 2×2 × T 2×2 that we work with, we have that a k P k is in 1-1 correspondence with GL 2 (Z/kZ); namely, for u ∈ GL 2 (Z/kZ) we write
and then
11) The left and right actions of GL 2 (Z/kZ) on itself induce (via Φ) actions of it on P k . Fixing u = ( a b c d ) ∈ GL 2 (Z/kZ) we will establish (3.9) by analyzing the orbit Φ ({g ℓ u : ℓ ∈ (Z/kZ) × }), where g ℓ def = ( ℓ 0 0 1 ), which is of size φ(k) (here φ is the Euler function), and proving that
Following the definition we see that Φ(u), Φ(g ℓ u) are in the same Wcoset if and only if the difference (g ℓ u, u
In other words, if we let j = det u and recall that u
, and the definition of W , we see that Φ(u), Φ(g ℓ u) are in the same W -coset if and only if
We claim that (3.13) implies ℓ = 1 mod kZ. For that purpose we split k = k 1 k 2 with k 1 coprime to p and k 2 coprime to q. Using the second column in (3.13) we get (ℓ − 1)b ∈ k 1 Z and (ℓ − 1)a ∈ k 1 Z. However, since a, b form the first row of an invertible matrix modulo k we see that the greatest common divisor of a, b, k 1 is one and we conclude ℓ = 1 mod k 1 Z. Using the first column of (3.13) and invertibility of j * modulo k 2 in the same way we get ℓ * = 1 mod k 2 Z. Together this shows ℓ = 1 mod kZ and so (3.12) (since φ(k) → ∞). This concludes the proof of Theorem 1.6. 3.4.3. Concluding remarks. Before we turn to the closing section of this paper we wish to comment that the proof presented above of Theorem 1.6 actually establishes more than stated. The set P k ⊂ X d that we studied splits into Λ-orbits: Let Let us denote for ℓ ∈ I k by P k, ℓ the corresponding Λ-orbit so that P k = ⊔ ℓ∈[I k ] P k, ℓ , and finally, let µ k, ℓ be the normalized counting measure on
An examination of the proof presented above for Theorem 1.6 establishes the following:
Theorem 3.18. Assume m ≥ n ≥ 2 and (m, n) = (2, 2). Then, as k → ∞ and ℓ ∈ I k is arbitrary, the measures a(k) * µ k, ℓ equidistribute to the product measure m U x 0 × σ, where σ is m Y m×n or m V x 0 according to the cases m > n, m = n respectively.
The reason for excluding the case (m, n) = (2, 2) is that the only place in the proof of Theorem 1.6 where we used something other than the Λ-invariance, was in the proof of the case (m, n) = (2, 2) (at the end of §3.4.2). In fact, if we choose for any k the k-primitive elementary divisors tuple to be ℓ = (1, 1) then the set supp( a(k) * µ k, ℓ ) = a(k) P k, ℓ , which is the Λ-orbit of Φ (( 1 0 0 1 )) (Φ as in (3.10)), is contained in the image in T 2×2 × T 2×2 of the space W given by (3.8) with p = q = 1. In particular, a(k) * µ k, ℓ cannot be expected to equidistribute to the Haar measure on the product torus T 2×2 × T 2×2 . This shows that the statement of Theorem 3.18 is simply false in this case.
Applications
As remarked before, the main result of the present paper -Theorem 1.6 -is a generalization of the equidistribution result [Mar10, Theorem 6] of Marklof. Marklof's result has seen various applications, most notably to the distribution of Frobenius numbers, Circulant graphs and the shapes of co-dimension 1 primitive subgroups of Z d (see [Mar10] , [MS] and §4.1 below). Naturally, in each of these discussions an application of Theorem 1.6 gives new results. We now exemplify one such application.
4.1. An analogue of Schmidt's Theorem. In this section we give an analogue of a certain equidistribution result of Schmidt [Sch98] following the viewpoint presented in [Mar10] . We begin by describing the space in which the equidistribution takes place. Throughout this section we set m ≥ 2 to be arbitrary and n = 1 so that d = m + 1.
The quotient Z m def = SO m (R)\X m will be referred to as the space of shapes of m-dimensional lattices. We equip Z m with the probability measure m Zm which is by definition the image of m Xm under the natural projection. Given an m-dimensional discrete subgroup Λ < R d , we define [Λ] ∈ Z m to be the point obtained by dilating Λ so it would have covolume 1 and then rotating it by an element of SO d (R) so that its image would be contained in the canonical copy of R m in R d spanned by the first m elements of the standard basis. In this way we obtain a unimodular lattice in R m (i.e. a point in X m ), which is only well defined up to SO m (R), or in other words, a point in Z m .
For any integer vector v ∈ Z 
Then, θ t → m Zm as t → ∞.
We prove the following analogue Theorem 4.2. Let F ⊂ ∂B ∞ be a measurable set such that its boundary in ∂B ∞ has measure 0 with respect to the m-dimensional Lebesgue measure on ∂B ∞ . For any positive integer k let
Then, η k → m Zm as k → ∞.
We chose to state Theorem 4.1 using the ℓ ∞ ball artificially. Any ball of any norm would yield the same statement. On the other hand, passing to a boundary statement as in Theorem 4.2 is sensitive to the norm one chooses (if only because for a general norm there is no reason that any sphere will contain more than one integer point). We work with the ℓ ∞ -norm simply because this relates nicely to Theorem 1.6. Note though that the choice of the ℓ 2 -norm yields a much more elegant statement as we have the following relation
