In this article, a simultaneous Bregman projection scheme is introduced to approximate a common element of the set of fixed points of left Bregman strongly nonexpansive mapping and the set of solutions of mixed split equality problems in p(p 2)-uniformly convex and uniformly smooth Banach spaces. We obtain the weak convergence theorem of the sequences generated by our scheme under some appropriate conditions. Furthermore, we apply our iterative algorithms to the split feasibility problem. Finally, several numerical results are shown to confirm the feasibility of the proposed methods. Our result presented in the article are new and improve and extend some recent corresponding results.
Introduction
Recently, Moudafi [16] proposed the following split equality problem which is to find x ∈ C, y ∈ Q such that Ax = By, (1.1) where H 1 , H 2 and H 3 are three real Hilbert spaces, C and Q are two nonempty closed convex subsets of H 1 and H 2 , respectively, and A : H 1 → H 3 and B : H 2 → H 3 are two bounded linear operators. The problem (1.1) has been widely studied by many authors [2, 8-10, 12, 15-20, 26, 27] , due to its various real-world applications, such as in game theory [2] , domain decomposition for PDEs [3] , and intensity-modulated radiation therapy (IMRT) [5] . An efficient algorithm for solving the problem (1.1) is the classical projection algorithm which was proposed by Moudafi [16] as follows
where γ k , β k ∈ (ε, min(
) − ε), and λ A and λ B are the spectral radiuses of A * A and B * B, respectively.
He obtained that the sequence (x k , y k ) generated by the algorithm (1.2) converges weakly to a solution of (1.1). In [18] , Moudafi proposed the following split common fixed point problem
x ∈ F(U), y ∈ F(T ) such that Ax = By, (1.3) and introduced the simultaneous algorithm
for firmly quasi-nonexpansive operators U and T , where γ k ∈ (ε,
From [24] , for x, y, z ∈ E, one has the following key relations hold Let C be a nonempty, closed, and convex subset of E. The metric projection of x ∈ X onto C is the unique element P C x ∈ C such that P C x = arg min y∈C x − y , x ∈ E, which leads to the following variational inequality J p E (x − P C x), z − P C x 0, ∀z ∈ C.
Similar to the metric projection, Bregman projections are defined as minimizers of Bregman distances [23] . The Bregman projection can be defined by
which can also be rewritten as the following variational inequality
is valid. In Hilbert spaces, the metric projection and the Bregman projection are coincident with respect to f 2 , but the metric projection can not share the property (2.3) as the Bregman projection in Banach spaces. Let T be a self-mapping of C. If a sequence {x n } ∞ n=1 ∈ C converges weakly to p ∈ C and lim n→∞ x n − T x n = 0, the point p is called an asymptotic fixed point [7, 22] of T . F(T ) denotes the set of asymptotic fixed points of T . Following [14, 22, 27] , the definition of left Bregman strongly nonexpansive is shown.
Definition 2.2.
A nonlinear mapping T with a nonempty asymptotic fixed point set is said to be left Bregman strongly nonexpansive with respect to a nonempty F(T ) if
and if {x n } ⊂ C is bounded,x ∈ F(T ), and
Throughout this paper, let 1 < q 2 p < ∞ with
Assume that E 1 , E 2 , and E 3 are p-uniformly convex and uniformly smooth Banach spaces. We further denote by
, and J p E 3 the duality mappings of E 1 , E 2 , and E 3 , respectively. We apply to denote the weak convergence, and use ω w (x k ) = {x : ∃x k j x} to express the weak ω-limit set of {x k }.
3. Simultaneous Bregman projection scheme for the problem (1.5) In this section, we introduce a simultaneous Bregman projection scheme to approximate a common element of the set of fixed points of left Bregman strongly nonexpansive mapping and the set of solutions of split equality problems in p-uniformly convex and uniformly smooth Banach spaces. We obtain the weak convergence theorem of the sequences generated by our scheme under some appropriate conditions. Now, we are in a position to show our main results.
Theorem 3.1. Let E 1 , E 2 , and E 3 be three p-uniformly convex and uniformly smooth real Banach spaces. Let A : E 1 → E 3 and B : E 2 → E 3 be two bounded linear operators, A * : E * 3 → E * 1 and B * : E * 3 → E * 2 be the adjoints of A and B, respectively. Let T be a left Bregman strongly nonexpansive mapping of C into C such that F(T ) =F(T ), and U be a left Bregman strongly nonexpansive mapping of Q into Q such that F(U) =F(U), where C ⊂ E 1 and Q ⊂ E 2 are nonempty, closed, and convex sets. For any initial guess (x 1 , y 1 ) ∈ E 1 × E 2 , define (x n+1 , y n+1 ) recursively by (1.6). Suppose that {α n } is a sequence in (0, 1) and the sequence {γ n } satisfies
If the solution set Ω of (1.5) is nonempty, then the sequence (x n , y n ) generated by (1.6) converges weakly to a solution of (1.5). Furthermore, Ax n − By n → 0, x n − x n+1 → 0, and y n − y n+1 → 0 as n → ∞.
(Ax n − By n )). It follows from (1.6) and Lemma 2.1 that
and
Furthermore, (1.6) and (2.4) reveal that
Adding the above two inequalities, using (3.1), (3.2) , and the fact Ax * = By * , one has
, we can write (3.5) to the following key inequality
which with the condition of γ n means that the sequence Γ n (x * , y * ) is non-increasing and lower bounded by 0. Then the sequence Γ n (x * , y * ) converges to a finite limit l(x * , y * ). Thus, {x n } and {y n } are bounded. Moreover, passing to the limit in (3.6), we get
Then, (3.7) yields that lim
It follows from the fact that J p E 1 is norm-to-norm uniformly continuous that
Hence, (3.7) leads to lim
is norm-to-norm uniformly continuous can ensure
3), and (3.4), we have
Adding (3.10) and (3.11), we obtain
It follows that lim 
which is simplified to
(3.14)
Similarly, one has
which implies that
Hence, (3.14) and (3.15) reduce to
It follows that lim
and lim
From the fact that T and U are left Bregman strongly nonexpansive mappings, we have lim n→∞ ∆ p (u n , T u n ) = 0, and lim
Thus, we obtain lim
In what follows, we will prove that {x n } and {y n } are asymptotically regular. Indeed, it follows from (1.6) that
are norm-to-norm uniformly continuous, we have
and lim Next, we prove that (x, y) ∈ Ω. Since {x n } is bounded, there exists {x n j } of {x n } such that x n j x ∈ w w (x n ). Now, from x n j x and (3.12), we deduce that u n j x. Due to (2.2), we have
Consequently, lim
As j → ∞, one has that ∆ p (x, Π C x) = 0 which means x ∈ C. Furthermore, (3.16) reveals that x is an asymptotic fixed point and then x ∈ F(T ) = F(T ). Thus, x ∈ C ∩ F(T ). Since {y n } is bounded, there exists {y n j } of {y n } such that y n j y ∈ w w (y n ). Similarly, we have y ∈ Q ∩ F(U). Furthermore, it follows from (3.7) that Ax − By lim inf k→∞ Ax n − By n = 0, which means that (x, y) ∈ Ω.
Finally, we will reveal the uniqueness of the weak cluster points of {x n } and {y n }. In fact, assume that x * and y * are another weak cluster points of {x n } and {y n }. From the definition of Γ n , we deduce
Without loss of generality, assume that x n x * and y n y * , and J are weak-to-weakcontinuous, then
Reversing the role of (x, y) and (x * , y * ), one has
Thanking to (2.1), (3.17) , and (3.18), we obtain
which yields that x * = x, and y * = y. Hence, the sequence (x n , y n ) weakly converges to a solution of the problem (1.5), which completes the proof.
Application
We now turn to apply our iterative scheme to approximate a solution of the split feasibility problem in the framework of p-uniformly convex and uniformly smooth Banach spaces.
Consider the split feasibility problem:
where E 1 and E 2 are Hilbert spaces, and C ⊂ E 1 and Q ⊂ E 2 are nonempty, closed, and convex sets.
A : E 1 → E 2 is a bounded linear operator. The split feasibility problem (4.1) was first introduced by Censor and Elfving [6] for modeling inverse problems which arise from phase retrievals and in medical image reconstruction [4] . For solving the split feasibility problem, Censor and Elfving [6] suggested the following scheme
where λ ∈ (0, 2 γ ), and γ is the spectral radius of the operator A * A. The split feasibility problem (4.1) was studied by Schöpfer et al. [24] when E 1 and E 2 are p-uniformly convex and uniformly smooth Banach spaces. They proposed the following algorithm
In what follows, we introduce an algorithm to solve the split feasibility problem, and fixed point problem for left Bregman strongly nonexpansive mapping in the framework of p-uniformly convex and uniformly smooth Banach spaces.
Theorem 4.1. Let E 1 and E 2 be two p-uniformly convex and uniformly smooth real Banach spaces. Let A : E 1 → E 3 be a bounded linear operator, and A * : E * 2 → E * 1 be the adjoint of A. Let T be a left Bregman strongly nonexpansive mapping of C into C such that F(T ) = F(T ), and U be a left Bregman strongly nonexpansive mapping of Q into Q such that F(U) = F(Û), where C ⊂ E 1 and Q ⊂ E 2 are nonempty, closed, and convex sets. For any initial guess (x 1 , y 1 ) ∈ E 1 × E 2 , define (x n+1 , y n+1 ) recursively by the following formula
where {α n } is a sequence in (0, 1) and the sequence {γ n } satisfies 0 < a 1 < γ n < a 2 < ( q C q ( A q + I q ) ) 1 q−1 . If the solution set Ω of (4.1) is nonempty, then the sequence (x n , y n ) generated by (4.2) weakly converges to a solution (x, y) of (4.1). Furthermore, Ax n − y n → 0, x n − x n+1 → 0, and y n − y n+1 → 0 as n → ∞.
Proof. Let E 2 = E 3 , B = I, F(T ) = C, F(U) = Q in (1.5), then Theorem 3.1 reduces the desired conclusion.
Numerical examples
In this section, we present some simple numerical examples to confirm the feasibility of the proposed methods. All the numerical results are carried out on a personal Lenovo Thinkpad computer with Intel(R) Core(TM) i7-6500U CPU 2.50GHz and RAM 8.00GB. We denote the vector with all elements 1 by e 1 . We take the following two cases as the initial value Case one: x 1 = 10 * ones(3, 1), y 1 = 10 * ones(4, 1).
Case two: x 1 = 1 * ones(3, 1), y 1 = 1 * ones(4, 1).
In the implementation, we choose Ax n − By n 10 −4 as the stopping criterion. Figs 1 and 2 reveal that the iteration process of the sequences x n , y n and Ax n − By n are monotone decreasing, and show that the more the iteration steps are, the more slowly the sequence converges. Example 5.2.
where a = 2t 2 , b = 0. Then
4 . Hence, A and B are bounded linear operators. Furthermore, from [14] , we can choose T = P C and U = P Q and let
. Then the problem (1.5) can reduce to x ∈ C, y ∈ Q, such that Ax = By.
It is obvious that (0, 0) ∈ Ω which means the solution set Ω is nonempty. Furthermore, the iterative scheme (1.6) can become
We take x n − x n−1 x 2 − x 1 + y n − y n−1 y 2 − y 1 10
as the stopping criterion. Now, choose γ n = 0.001 and γ n = 0.1. Consider the following two cases.
Case one: if initial value (x 1 , y 1 ) = (3 sin t, t 2 ), then the behaviors of x n − x n+1 and y n − y n+1 are presented respectively in Figs 3 and 4 . We have small reduction in the number of iterations when γ n is taken close to zero. The reason is worth for further research.
Case two: if initial value (x 1 , y 1 ) = (−e 2t , 10t), then the behaviors of x n − x n+1 and y n − y n+1 are presented respectively in Figs 5 and 6. We observe that the choice of different γ n has no effect on the convergent rate both in terms of the number of iterations obtained and the time taken. Behavior of x n − x n+1 and y n − y n+1 at the initial point (3 sin t, t 2 ) with γ n = 0.001. Behavior of x n − x n+1 and y n − y n+1 at the initial point (3 sin t, t 2 ) with γ n = 0.1. Behavior of x n − x n+1 and y n − y n+1 at the initial point (−e 2t , 10t) with γ n = 0.001. Behavior of x n − x n+1 and y n − y n+1 at the initial point (−e 2t , 10t) with γ n = 0.1.
