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 要  旨 
近年，情報技術の発展により，ソーシャルネットワークサービスやウェブブラウザ等の存在
は日常生活と切り離せないものとなった．それらのコンテンツ等から抽出できるデータ群を分
析し得られる情報は，経済，マーケティング，学問など様々な分野で必要不可欠なものであり，
大規模データを効率良く分析することは非常に重要である． 
２０１０年に，グラフ処理モデルのひとつとして，頂点主体並列グラフ処理モデルの Pregel
が提案されて以来，様々なグラフ処理フレームワークが提案されてきた．グラフアルゴリズム
や入力グラフの形状，計算機の構成等によっては，実行性能の点から適切なグラフ処理フレー
ムワークや並列化技法は一般的には異なる．しかし，複数のグラフ処理フレームワークや並列
化技法を使い分けようとする際に，様々なグラフ処理フレームワークのプログラムを記述する
のは，ユーザにとって大きな負担となる． 
本研究では，単一プログラムに対してコンパイル時に様々な並列化技法を選択することが可
能な領域特化型言語 GraphSSを実装した．GraphSSで記述したプログラムをコンパイル時に
オプションにより並列化技法を選択することによって，選択した並列化技法に対応したグラフ
処理言語のプログラムに変換する．評価では，いくつかのグラフ問題を解くプログラムに対し
て，GraphSSの変換器が生成したプログラムと手書きのプログラムの実行結果を比較し，オー
バーヘッドがほとんどないことを示した． 
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概要
近年，大規模なグラフデータを並列処理する需要が高まっている．2010 年に頂点主体並
列グラフ処理モデルとして Pregel が提案されて以来，様々なグラフ処理のフレームワーク
が提案されてきた．グラフアルゴリズムや入力グラフの形状，計算機の構成等によっては，
実行性能の点から適切なグラフ処理フレームワークや並列化技法が異なる．しかし，複数の
グラフ処理言語や並列化技法を使い分けようとする際に，様々なグラフ処理フレームワーク
のプログラムを記述するのは，ユーザにとって大きな負担となる．本研究では，単一プログ
ラムに対しコンパイル時にオプションを与えることで様々な並列化技法を選択することが可
能な領域特化型言語 GraphSS を設計し，GraphSS のプログラムをいくつかのグラフ処理
フレームワークのプログラムに変換する変換器を実装した．そして GraphSSの変換器が生
成したプログラムと，手書きのプログラムの実行結果を比較し，オーバーヘッドがほとんど
ないことを示した．
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第 1章 はじめに
近年，情報技術の発展により，ソーシャルネットワークサービスやウェブブラウザ等の存在は
日常生活と切り離せないものとなった．それらのコンテンツ等から抽出できるデータ群を分析し
得られる情報は，経済，マーケティング，学問など様々な分野で必要不可欠なものであり，大規
模データを効率良く分析することは非常に重要である．
大規模データ分析の中で，グラフ形状のデータ分析に特化した処理モデルとして，2010年に
Google の Malewicz らによってバルク同期並列 [3] の概念に基づいた，頂点主体並列グラフ処
理モデル Pregel [4] が提唱された．頂点主体並列グラフ処理モデルとは，グラフに属する各頂点
を計算単位としてプログラムを記述し，各頂点で並列に計算・通信を行うことで，グラフ分析を
行う処理モデルである．これにより，ユーザは明示的なグラフデータの操作を行わずにグラフア
ルゴリズムが記述可能となった．しかし，Pregelでは各頂点が毎回の計算において頂点同士で実
行状況を合わせるためのバリア同期を行うため，頂点間の処理時間の差によって待ち時間が発生
してしまう問題がある．ゆえに，Pregelが提唱されて以降，処理モデルや並列化技術，グラフ分
割等，様々な観点からいくつもの並列グラフ処理フレームワークやモデルが研究されてきた．
様々な並列グラフ処理フレームワークが提案され，グラフ処理フレームワーク同士の比較も現
在に至るまで多くなされてきた．グラフアルゴリズムや入力グラフの形状，計算機の構成等の実
行条件によって，実行性能の観点から適切である頂点主体並列グラフ処理フレームワークや並列
化技法は，一般的には異なる．それらの実行条件によってグラフ処理言語や並列化技法を使い分
けるためには，グラフ処理言語や並列化技法に依存した異なるプログラムを記述する必要があ
り，ユーザにとって並列化技法を使い分ける際の大きな負担となる．
この問題を解決するため，本研究では頂点主体並列グラフ処理の並列化技法をコンパイルオプ
ションによって選択する領域特化型言語 GraphSS を実装する．これにより，各並列化技法を単
一プログラムによって使い分けることが可能になり，ユーザが並列化技法を使い分ける際のプロ
グラム記述の負担を軽減する．GraphSS の変換器によってコンパイルされた GraphSS プログ
ラムは，コンパイルオプションによって，分散メモリ型頂点主体並列グラフ処理言語の Pregel+
[5] ，または共有メモリ型頂点主体並列グラフ処理言語の iPregel [7] のプログラムに変換され
る．評価では，GraphSS の変換器によって出力されたプログラムと，手書きで書いたプログラ
ムを実行することで，実行性能に大きな差がないかを確認する．そして，各グラフアルゴリズム
の実行結果に関して考察を行う．
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1.1 本論文の構成
本論文の構成を以下に示す．第 2 章では，頂点主体並列グラフ処理に関する分類と説明を行
う．第 3章では，関連研究を紹介する．第 4章では，本研究の設計を述べ，グラフアルゴリズム
に関する議論を行う．第 5章では，本研究の実装について説明する．第 6章では，本研究の評価
のための実験と結果，それに対する考察を述べ，第 7章では，本研究のまとめを行う．
2
第 2章 頂点主体並列グラフ処理の分類
本章では，まず頂点主体並列グラフ処理に関して基本的な内容を説明する．その後，既存グラ
フ処理モデルについて，いくつかの観点から分類しそれらの説明を行う．
2.1 頂点主体並列グラフ処理
本節では，頂点主体並列グラフ処理モデルについての基本的な説明と，それらに関連する実行
形態の説明を行う．
2.1.1 頂点主体並列グラフ処理の概要
頂点主体並列グラフ処理とは，グラフ中の頂点を計算単位として実行プログラムを記述し，記
述したプログラムを各頂点が並列に実行する処理形態である．頂点主体並列グラフ処理において
頂点が実行することは，各サイクルにおいて主に以下の 3点である．
1. 他頂点へ値を送信する．
2. 自頂点を非活性状態に変更する．
3. 他頂点から受信した値を用いて，自頂点の値を計算する．
頂点プログラムを実行し，同期するまでの区間をスーパーステップと呼ぶ．頂点には活性・非
活性状態の 2種類が存在する．全頂点が非活性状態になるまで，スーパーステップを繰り返し実
行する．スーパステップ開始時に，活性状態である頂点はプログラムを実行する．一方，非活性
状態である頂点は，そのスーパステップではプログラムを実行せず待機する．
各スーパーステップ開始前に，各頂点は前回のスーパーステップで自頂点に向けて送信された
値を受信する．値を受信した頂点が非活性状態であれば，スーパステップ開始前に活性状態に変
更され，スーパーステップ開始時には活性状態であるため，プログラムを実行する．頂点を非活
性状態に変更するには，プログラム中で非活性状態に変更する操作を行う必要がある．
スーパーステップ開始時に，全頂点が非活性状態であれば，スーパーステップの繰り返しを脱
出し，グラフ処理を終了する．図 2.1 に，同期実行における頂点主体並列グラフ処理の動作イ
メージを示す．
2.1.2 メッセージ結合
頂点主体並列グラフ処理モデルには，同一頂点への送信値を送信する前に結合する機能が存在
する．これにより，頂点間の通信数や，頂点間通信のために用いるメモリサイズを削減すること
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図 2.1 頂点主体並列グラフ処理の例
図 2.2 メッセージ結合例：合計
ができる．この機能をメッセージ結合と呼ぶ，メッセージ機能の役割を果たす関数やクラスのイ
ンスタンスメソッド等のことをメッセージ結合子と呼ぶ．
図 2.2にメッセージ結合の簡単な例を示す．頂点の値の計算で，メッセージの値の合計を利用
するものならば，頂点に値を送信する前に結合子を用いて送信値を合計し，送信数を削減する．
実際にプログラム中にメッセージ結合子を定義する際の一般形を以下に示す．
1 void combine(Message_t *m1, Message_t m2){
2 if (cond(*m1, m2))
3 *m1 = comb(*m1, m2);
4 }
Message_tは送信値の型を表す．1行目では combine関数が 2つの引数を取っている．第 1
引数は送信値が格納されているポインタを表し，第 2引数は新たに送信関数に与えられた送信値
を表す．2行目のメッセージ結合を行うための条件関数 condを満たした場合に，送信値を計算
する関数 combによって計算された値を m1に格納する．
図 2.2の合計するメッセージ結合子を定義すると，以下のようなプログラムとなる．
1 void combine(int *m1, int m2){
2 *m1 = *m1 + m2;
3 }
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図 2.3 分散メモリ型のイメージ
2.2 分散メモリ型
分散メモリ型は，プロセッサ毎に独立したメモリを持ち，並列実行の際には，プロセッサ間通
信を行いながら実行を行う．各メモリには単一プロセッサしかアクセスしないため，排他制御は
不要であるが，他メモリとのデータのやり取りの際に，ネットワークを介した通信が発生する．
プロセッサ数を増やすことによって大規模実行に容易に対応でき，スケーラビリティに優れてい
る．図 2.3 に，分散メモリ型のイメージを示す．
グラフ処理においては，入力グラフ内の頂点を複数プロセッサに分散させ，それぞれのプロ
セッサで並列に実行を行う．自プロセッサが持たない頂点への値の送信の際には，プロセッサ間
との通信を行う必要がある．
分散メモリ型では，同一プロセッサに属する複数の頂点が，同じ頂点へ値を送信する際，送信
前にメッセージ結合を行うことで送信数，送信サイズを削減することが可能である．
次に，分散メモリ型に関する実行形態に注目して説明を行う．
2.2.1 同期実行
同期実行とは，頂点プログラムを 1 回実行するごとにバリア同期を行うことで，各頂点のプ
ログラム実行回数を揃える実行形態である．頂点プログラムの実行を行った後，全頂点の実行が
終了するまでバリア同期によって待機する．図 2.4に，最小値を伝播させていく同期実行の例を
示す．
並列単位はプロセッサを表す．青色の頂点が活性状態の頂点，灰色の頂点が非活性状態の頂点
を表す．青色の矢印は頂点間の有向辺，赤色の矢印は頂点間の通信，緑色の線はバリア同期を
表す．並列単位間通信，並列単位内通信問わずに，頂点プログラムを 1回実行して待機を行う．
そのため，左端の頂点から右端の頂点に値 0 が伝播するのに 6 回のスーパーステップが必要で
ある．
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図 2.4 同期実行のイメージ
同期実行では，全頂点のプログラム実行回数が同数であることを保証する．また，n 回目の
スーパーステップで送信した値は，n+ 1回目のスーパーステップで送信先頂点で受信されてい
ることを必ず保証する．
バリア同期を行うため，計算がボトルネックとなるプロセッサが存在すると，他プロセッサで
は長時間待機状態になってしまい，計算資源の無駄になってしまう問題がある．
2.2.2 局所的非同期実行
局所的非同期実行とは，同一プロセッサに属する頂点間の値送信に対しては，バリア同期を行
わずに実行し，同一プロセッサ内の通信が無くなるまで頂点プログラム実行を繰り返す形態であ
る．同一プロセッサ内の通信が全て終了した場合，同期実行と同様に，バリア同期を行う．図
2.5に，最小値を伝播させていく局所的非同期実行のイメージを示す．同期実行の例と比べると，
プロセッサ内通信をバリア同期無しで行っていることがわかる．そのため，左端の頂点から右端
の頂点に値 0が伝播するのに必要なスーパーステップ数が，同期実行の時と比較して少なくなっ
ている．
局所的非同期実行では，各頂点のプログラム実行回数が同数であることを保証しない．しか
し，各プロセッサのバリア同期回数は同数であることを保証する．
2.2.3 非同期実行
非同期実行とは，プロセッサ間の通信をバリア同期を介さずに行う実行形態である．バリア同
期を行わずにプロセッサ同士が 1対 1通信を行うため，他プロセッサの計算終了を待たずに実行
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図 2.5 局所的非同期実行のイメージ
図 2.6 非同期実行のイメージ
を進めることが可能である．図 2.6に，最小値を伝播させていく非同期実行の例を示す．各プロ
セッサによって，プログラム実行の進度が揃っていないため，頂点プログラムを実行する前に，
同一頂点から複数の値が送信されている場合もある．
非同期実行では，全頂点のプログラム実行回数が同値であることを保証しない．また，バリア
同期は終了判定の際のみ行う．
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図 2.7 共有メモリ型のイメージ
2.3 共有メモリ型
共有メモリ型は，複数プロセッサが単一メモリにアクセスして実行を行う並列化技法である．
各プロセッサが単一メモリにアクセスするため，排他制御を上手く行う必要がある．分散メモリ
型と比べて，通信が発生しないため高速である．反面，メモリが単一である必要があるため，入
力がメモリ上限を超えた際に，分散メモリ型のように計算機の並列数を増やして解決するわけに
は行かないという問題がある．図 2.7に共有メモリ型のイメージを示す．
共有メモリ型の実行形態は，実装に大きく依存する．本論文で扱う iPregel は，同期実行のみ
サポートしている．以下では，共有メモリ型における同期実行について説明を行う．
2.3.1 iPregelにおける同期実行
iPregelにおける同期実行では，各スーパーステップごとに活性状態の頂点に対してマルチス
レッドで並列に頂点プログラムを実行する．
値送信時には，次スーパーステップ用の送信値格納バッファに対してメッセージ結合を行う．
値送信に同期を取る必要はない．しかし，バッファ書込み部分はクリティカルセクションである
ため，複数頂点から同一頂点への送信が同時に起きると，排他制御による遅延が発生する可能性
がある．
iPregelでは，送信値格納バッファのサイズを最小限にするために，バッファ書込み時にメッ
セージ結合を行う．これによって，各頂点が持つ送信値格納バッファの最大サイズを 1にし，メ
モリ使用量を最小限にする．
図 2.8に iPregelの同期実行のイメージを示す．黒点線矢印は，スレッドに割り当てられた頂
点を表す．赤点線矢印は，スレッドに割り当てられた頂点による，送信値格納バッファへの書き
込みを表す．スレッドに割り当てられる頂点はスーパステップ毎に異なり，活性頂点が減るほ
ど，スレッドに割り当てられる頂点数は減少する．
8
図 2.8 iPregel における同期実行概要
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第 3章 関連研究
本章では，頂点主体並列グラフ処理に関する関連研究を紹介する．
3.1 分散メモリ型並列グラフ処理
3.1.1 Giraph
Apache Giraph [8] は，大規模なグラフ処理を行うための Apache プロジェクトで，Giraph
は，大規模データの分散処理フレームワークである Apache Hadoop [1] のMapReduceを用い
て実装されたグラフ処理フレームワークである．Apache Hadoopの耐障害性の高さを活かした
長時間の大規模グラフ処理に適性がある．
3.1.2 GraphX
GraphX [10] は 分散処理フレームワークであるApache Spark [2] 上の並列グラフ処理用API
である．Hadoop の MapReduce では，ストレージから入力を受取りストレージへ出力するた
め，ディスクへのデータアクセスが頻繁に発生していたが，Sparkでは，RDDという分散コレ
クションを用いることによって，繰り返し使用するデータをメモリ上に保持することを可能と
し，高速化を図った．
3.1.3 Pregel+
Pregel+ [5] は Yan らによって提案された，分散メモリ型の頂点主体並列グラフ処理モデルの
フレームワークのひとつである．フレームワークの実装は，C++と並列コンピューティングの
標準化規格であるMPIが用いられている．グラフの並列分散処理部分に Hadoop や Spark [2]
等の代表的な分散処理フレームワークを利用せず，MPIで記述している点が大きな特徴である．
3.2 共有メモリ型並列グラフ処理
3.2.1 Ligra
Ligra [6] は shun らによって提案された共有メモリ型実装の並列グラフ処理フレームワークの
ひとつである．入力グラフから任意の頂点や辺のサブセットを取り出し，それらのサブセットに
map関数の適用を繰り返すようなプログラムを記述することによって，グラフ処理を行う．
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3.2.2 iPregel
iPregel [7] は Capelli らによって提案された，共有メモリ型の頂点主体並列グラフ処理モデ
ルのフレームワークのひとつである．フレームワークの実装には，C言語と共通メモリ・マルチ
スレッド型の並列プログラム開発のための標準化 API である OpenMP が用いられている．共
有メモリ型実装の難点であった，グラフ処理におけるメモリ使用量を大幅に改善することによっ
て，インメモリ計算によるグラフ処理を行えるようにし，高速化を図った．
3.3 グラフ処理分野における領域特化言語
3.3.1 Fregel
Fregel [11] は，Emotoらによって提案された，高階関数を組み合わせることによってグラフ
アルゴリズムを表現可能とした関数型領域特化言語である．頂点の値計算に直接関係ない値の送
信や頂点の非活性等，並列グラフ処理特有の記述を排除することによって，簡潔で見通しの良い
プログラム記述を可能とし，ユーザのプログラム記述の負担を軽減しようと試みた研究である．
Fregelによって記述されたプログラムは変換器によって Giraph や Pregel+ 等のプログラムへ
と変換される．
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第 4章 設計
本章では，本研究の全体像に関して説明を行った後，コンパイル時に並列化技法を選択可能な
領域特化型言語 GraphSSに関する説明を行う．
4.1 本研究の全体像
本研究の全体像を図 4.1に示す．図中の赤枠部分が本研究で実装した部分である．本研究では
領域特化言語 GraphSSの言語仕様を設計し，GraphSS変換器，そして Pregel+ を拡張した局
所的非同期実行と非同期実行に対応したライブラリを実装した．
コンパイル先のグラフ処理言語として，Pregel+と iPregelを選択した．両者とも GNUコン
パイラでコンパイル可能である．これには，GraphSSの実行環境を構築する際，可能な限りイ
ンストールするソフトウェアを減らすという目的がある．
ユーザは領域特化言語 GraphSS を記述し，変換器でコンパイルする際にオプションによって
並列化技法を選択する．このことによって，対応したプログラムが生成される．生成されたプロ
グラムを C++コンパイラによってコンパイルし，実行ファイルを作成する．
ユーザが選択可能は並列化技法は，現時点では以下の 4つである．
• 分散メモリ型
– 同期実行
– 局所的非同期実行
– 非同期実行
• 共有メモリ型
– 同期実行
第 2 章でも述べた通り，iPregel では，頂点主体並列グラフ処理における同期実行のみをサ
ポートする．そのため，GraphSSの共有メモリ型のコンパイルオプションも同期実行のみ提供
する．共有メモリ型実行に関する他の実行形態への対応は，今後の課題である．
4.2 領域特化言語 GraphSS
領域特化型言語 GraphSS は，頂点主体グラフ処理をベースとした手続き型言語である．変換
器の実装には，字句解析器を作成するためのプログラムである Lexと，パーサジェネレータであ
る Yaccを組み合わせて実装を行った．
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図 4.1 本研究の全体像
4.2.1 構文と表現能力
GraphSSの構文概要を図 4.2に示す．ユーザがプログラム中に必ず記述しなければ行けない
ものは，頂点単位で実行される compute 関数と，メッセージ結合子の combine 関数である．
Pregel+では，メッセージ結合子を必ずしも定義する必要はないが，iPregelでは，メッセージ
結合子を必ず定義する必要がある．そのため，GraphSSでも，combine関数を必ず定義する仕
様にした．
compute関数には，2つの引数を記述する．第 1引数は頂点構造体である．頂点構造体のメン
バ変数には，頂点識別子 id，頂点値 val，頂点の出力辺構造体リスト edgesが存在する．出力
辺構造体のメンバ変数には，出力辺先の頂点識別子 nb，辺の重み lenが存在する．図 4.3に構
造体の定義を示す．
頂点構造体の型 Vertexの宣言時には，頂点構造体に属するメンバ変数のうち idと valの型
を"<>" 内の引数 (1つ目には頂点識別子 idの型，2つ目には頂点値 valの型)に取る．
compute関数の第 2 引数には，他頂点から送信された値を格納するリストを取る．送信値を
格納するリストの型 Messagesの宣言時には，送信値の型を引数に取る．
GraphSSでリスト内の値にアクセスする際には for文を用いる．特定のインデックスを指定
してリストの値を参照する方法は提供していないが，グラフアルゴリズムを表現するためには十
分であると考える．
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prog := compute combiner
compute := "compute" vertex messages stmts
combiner := "combine" message message stmts
stmts := stmt | stmts stmt
stmt := assign_stmt | dec_stmt | if_stmt | for_stmt | gp_stmt
assign_stmt := var "=" expr
dec_stmt := type var "=" expr
| var "=" expr
if_stmt := "if" expr ":" stmts else_stmts
| "if" expr ":" stmts
else_stmts := "elif" expr ":" stmts else_stmts
| "else" ":" stmts
for_stmt := "for" expr "in" list ":" stmts
gp_stmt := send_message | broadcast | vote_to_halt
expr := gp_exp | exp
gp_exp := num_ss | num_vertices | num_out_edges
exp := ...
type := ...
図 4.2 GraphSSの構文概要
1 Vertex<type1, type2> {
2 type1 id;
3 type2 val;
4 list Edge<type1, type2> edges;
5 }
6 Edge<type1, type2> {
7 type1 nb;
8 type2 len;
9 }
図 4.3 頂点構造体と出力辺構造体の定義
文 stmtで使用可能なものは，局所変数宣言，代入文，条件文，for文とグラフ処理用関数で
ある．
局所変数宣言では，配列やリストに相当するものは宣言できず，通常の変数のみ宣言可能で
ある．
条件文では，if文，elif文，else文が使用可能である．if文が使用された場合に，続けて
elif文，else文が使用可能である．
for文では，inの前に定義した仮変数に，inの後に指定したリストから要素を 1つずつ取り
出し，繰り返す．GraphSSにおけるリストは現状，compute関数宣言時に引数に取る，頂点構
造体のメンバ変数 edgesと送信値リストのみである．
グラフ処理用関数は send_message(vid, msg)，broadcast(v, msg)，vote_to_halt()の
3つを提供する．
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send_message(vid, msg)は，第 1引数に頂点識別子 vidを，第 2引数には送信値 msgを取
る．これによって，対象の頂点識別子 vidへ値 msgを送る．
broadcast(v, msg) は，第 1 引数に頂点構造体 v，第 2 引数に送信値 msg を取る．これに
よって，頂点構造体 v の出力辺構造体リスト v.edgesが保持する出力辺先頂点全てに対し，値
msgを送信する．
voteToHalt()は，自頂点を非活性状態に変更する．これによって，他頂点から値を送信され
ない限り，頂点計算を行わない状態となる．
式 exprの表現能力は，基本的には，C / C++に従う．グラフ処理特有の式 gp_expは，現
在のスーパーステップ数を取得する num_ss()，全頂点数を取得する num_vertices(), 頂点構
造体 vが持つ出力辺数を取得する num_out_nbrs(v) を提供する．
現状，ユーザが新たに関数を定義することはできないが，グラフアルゴリズムで頻出する max，
min 関数に関しては，GraphSSで組込関数として提供する．
GraphSSの構文解析では，インデントルールを採用している．字下げトークン ":" が出現し
た際，改行した上で字下げを行う必要がある．字下げトークンは，compute，combine関数の宣
言時と for，if，elif，else文で出現する．それ以外でインデントのレベルが異なる場合は，
変換器がエラーを出力する．
以下に，間違ったインデントルールの例を挙げる．字下げトークン ":" が出現している部分
は，1，4，5行目である．3行目では，2行目に字下げトークン ":" が出現していないにも関わ
らず字下げを行っているため，エラーとなる．6行目では，5行目に字下げトークン ":" が出現
しているにも関わらず字下げが行われていないためエラーとなる．
1 compute(Vertex<int, int> v, Messages<int> msgs):
2 int x
3 x = 10 // ":" がないのに前の文とレベルが異なる
4 if num_ss() == 1:
5 if v.id == 0:
6 v.val = 0 // ":" があるのに字下げをしていない
7 ...
変数のスコープ等に関する構文チェックは，compute 関数が引数に取る頂点構造体名と送信
値リスト名に対してのみ行う．for文中で頂点構造体のメンバ変数の使用，もしくは送信値リス
トの使用があった際に，compute 関数の引数に取った名前で無ければ変換器がエラーを出力す
る．以下に，頂点構造体と送信値リストのスコープのチェックに関する例を挙げる．
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1 compute(Vertex<int, int> v, Messages<int> msgs):
2 for e1 in v.edges: // 頂点構造体名と一致 -> OK
3 ...
4 for m1 in msgs: // 送信値リスト名と一致 -> OK
5 ...
6 for e2 in vtx.edges: // 頂点構造体名と不一致 -> NG
7 ...
8 for m2 in messages: // リスト名ではない -> NG
9 ...
2行目では，for文の inの後に v.edgesが用いられている．メンバ変数の使用が見られた時
点で構造体名のチェックが入るが，2行目の場合は compute関数の第 1引数にとった頂点構造
体名と一致しているため，特に問題はない．しかし，6行目の for文の inの後に続く頂点構造
体名は vtxであるのに対し，compute関数の第 1引数の頂点構造体名は vであるため，エラー
となる．
4 行目では，for 文の in の後に msgs が用いられている．頂点構造体のメンバ変数使用では
ないため，msgsは送信値リストでなければエラーとなる．4行目の場合は，compute関数の第
2引数にとった送信値リスト名と一致しているため特に問題はない．しかし，8行目の for文の
inの後に続く変数名は，messagesであり，compute関数の第 2引数にとった送信値リスト名
と異なるため，エラーとなる．
その他の局所変数が正しく記述されていなければ，各処理系で実行ファイルに変換する際にコ
ンパイルエラーとなる．また，C / C++ の予約語が変数名に用いられている場合，その変数名
に接頭語を追加し，予約語を回避する．
4.2.2 表現可能なグラフアルゴリズム
GraphSSの表現力は，変換先の言語である Pregel+と iPregelの積集合を取ることを方針と
する．
Pregel+の表現能力は，自身の頂点情報へのアクセス，他頂点への値送信に加え，集約という
機能が存在する．集約の機能は，以下の 2つである．
• 活性状態である全ての頂点から値を集約し，それらの値を用いた計算結果を保持する．
• 各頂点に，保持されている計算結果を渡す．
一方，iPregelには集約という機能が存在しない．そのため，GraphSSでは，集約を用いるグ
ラフアルゴリズムを表現することはできない．
また，Pregel+ は頂点や辺の追加・削除等のグラフ形状を破壊的に書き換える操作が可能
である．一方，iPregel ではグラフの形状を書き換える機能はサポートしていない．そのた
め，GraphSS でもグラフの形状を破壊的に書き換える機能は提供しない．表 4.1 に Pregel+，
iPregel，GraphSSの提供する機能の一覧を示す．
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表 4.1 各グラフ処理言語が提供する機能
Pregel+ iPregel GraphSS
メッセージ結合 対応 必須 必須
集約 　 対応 — —
グラフの破壊的書換 対応 — —
4.3 GraphSSプログラム例
本節では，単一始点最短路問題，弱連結成分，ページランクを求めるグラフアルゴリズムにつ
いて，GraphSSで記述したプログラムの例を示し，それらのプログラムについて，説明を行う．
4.3.1 単一始点最短路問題
単一始点最短路問題とは，始点頂点からの最短距離を各頂点毎に求める問題である．各頂点間
の距離は 0以上であることを前提とする．
図 4.4に，GraphSSで記述した単一始点最短路問題のプログラムを示す．
1–17行目には，頂点プログラムを表す compute関数が定義されている．2–8行目は，最初の
スーパステップで実行される部分であり，9–16行目は，それ以降のスーパーステップで実行さ
れる部分である．3–6 行目では，始点頂点 (識別子:1) の値を 0 に設定し，始点頂点の隣接頂点
に，接続している辺の重さを送信している．始点頂点以外の値は 8行目で GraphSSが提供する
int型の最大値 INT_MAXに設定される．
11–12行目では，受信値のから最小値 distを計算する．13–16行目では，distが自身の頂点
値よりも小さければ頂点値を dist に設定し，自頂点値に隣接辺の重さを足した値を隣接頂点に
送信する．17行目では，自頂点を非活性状態に変更する．
19–21行目では，メッセージ結合子を表す combine関数を定義する．既存の送信値 oldより
も小さい値 nwが送信関数に指定された場合，送信値を小さい値 nwに更新する．
プログラム実行完了後，各頂点は始点頂点からの距離を頂点値に保持する．
4.3.2 弱連結成分
弱連結成分とは，グラフ上の任意の 2頂点間に有向道が存在する部分グラフのことである．図
4.5に GraphSSで記述した弱連結成分を求めるプログラムを示す．
1–12 行目では，弱連結成分を求める compute 関数が定義されている．2–4 行目は，最初の
スーパーステップで実行される部分である．3行目では，頂点値に自身の頂点識別子を設定する．
その後，4行目で隣接頂点に自身の頂点値を送信する．
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1 compute(Vertex<int,int> v, Messages<int> msgs):
2 if num_ss() == 1:
3 if v.id == 1:
4 v.val = 0
5 for edge in v.edges:
6 send_message(edge.nb, edge.len)
7 else:
8 v.val = INT_MAX // GraphSS が提供するint型の最大値
9 else:
10 int dist = INT_MAX
11 for msg in msgs:
12 dist = min(dist, msg)
13 if dist < v.val:
14 v.val = dist
15 for edge in v.edges:
16 send_message(edge.nb, v.val + edge.len)
17 voteToHalt()
18
19 combine(Message<int> old, Message<int> nw):
20 if (old > nw):
21 old = nw
図 4.4 GraphSSで記述した単一始点最短路問題を解くプログラム
5–10行目は 2回目以降のスーパーステップで実行される部分を表す．6–8行目では，他頂点
から送信された値のうち，最小値を局所変数 gid に代入する．9–11行目では，gidが自頂点の
値より小さければ，自頂点の値を gidに更新し，隣接頂点へ自頂点の値を送信する．12行目で
は，スーパーステップの回数を問わず，自頂点を非活性状態にする．
14–16行目では，メッセージ結合子 combineが定義されている．単一始点最短路問題のメッ
セージ結合子と同様に，既存の既存の送信値 oldよりも小さい値 nwが送信関数に指定された場
合，送信値を小さい値 nwに更新する．
プログラム実行完了後，各頂点は自身が属する弱連結成分中で最小の頂点識別子の値を頂点値
に保持する．
4.3.3 ページランク
ページランクとは，ウェブページの重要度を示す指標であり，ウェブのハイパーリンク構造を
利用した各ウェブページの重要度を決定するアルゴリズム [12] によって決定される．図 4.6に
GraphSSで記述したページランクを求めるグラフアルゴリズムを示す．
1–12 行目では，ページランクを求める compute 関数が定義されている．2–3 行目は最初の
スーパーステップ時に実行される部分である．3 行目で頂点値に 1.0 を入力グラフの全頂点数
num_vertices() で割った値を格納する．4–8 行目は 2 回目以降のスーパーステップ時に実行
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1 compute(Vertex<int,int> v, Messages<int> msgs):
2 if num_ss() == 1:
3 v.val = v.id
4 broadcast(v, v.val)
5 else:
6 int gid = v.id
7 for msg in msgs:
8 gid = min(gid, msg)
9 if gid < v.val:
10 v.val = gid
11 broadcast(v, v.val)
12 voteToHalt()
13
14 combine(Message<int> old, Message<int> nw):
15 if (old > nw):
16 old = nw
図 4.5 GraphSSで記述した弱連結成分を求めるプログラム
される部分である．5 行目で送信された値の合計値を格納するための局所変数 sum を定義し，
6–7行目で，送信された値を全て sumに加算する．8行目で頂点値にページランクを求める計算
を行い，頂点値に自身のページランクの値を格納する．9–10行目は，スーパーステップ数が 10
回以内の場合に実行される部分である．10行目では，隣接頂点に，自頂点のページランクを自
頂点が隣接する出力辺の数 num_out_nbrs(v)で割った値を送信する．11–12行目は，スーパー
ステップが 11 回目以降の場合に実行される部分である．12 行目で自頂点を非活性状態に変更
する．つまり，スーパーステップ 11回目の際に全頂点で自頂点を非活性状態にするため，スー
パーステップ 11回目で全体が終了する．
14–15行目では，ページランクのメッセージ結合子 combineが定義されている．新しい送信
値が送信関数に指定された場合に，古い送信値と新しい送信値の和を新たな送信値として格納
する．
プログラム実行終了後，各頂点は自身のページランクの値を保持している．この値が高いほ
ど，入力グラフ全体から見たその頂点の重要度が高いことを示す．
4.4 グラフアルゴリムごとの適用可能な並列化技法
グラフアルゴリズムによっては，適用できない並列化技法が存在する．グラフ処理モデルの実
行形態とグラフアルゴリズムの関係について以下の定理が成り立つ．
定理 1 ([9]から引用). 局所的非同期実行および非同期実行において，頂点プログラム実行毎に
全隣接頂点からの値送信が必要ではないグラフアルゴリズムは正しく実行される．
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1 compute(Vertex<int,double> v, Messages<double> msgs):
2 if num_ss() == 1:
3 v.val = 1.0 / num_vertices()
4 else:
5 int sum = 0.0
6 for msg in msgs:
7 sum = sum + msg
8 v.val = 0.15 / num_vertices() + 0.85 * sum
9 if num_ss() <= 10:
10 broadcast(v, v.val / num_out_nbrs(v))
11 else:
12 voteToHalt()
13
14 combine(Message<double> old, Message<double> nw):
15 old = old + nw
図 4.6 GraphSSで記述したページランクを求めるプログラム
例えば，単一始点最短路問題を解くグラフアルゴリズムは，隣接頂点の値が更新されていなけ
れば，同じ値を送信されても既に最小値を取っているため，無意味な送信である．よって，単一
始点最短路問題を解くグラフアルゴリズムは，定理 1より局所的非同期実行および非同期実行に
おいて正しく実行する．弱連結成分を求めるグラフアルゴリズムにおいても同様である．
一方，ページランクを求めるグラフアルゴリズムは，毎スーパーステップで入力辺で接続され
た全隣接頂点から送信された値の合計を計算する必要がある，よって，ページランクを求めるグ
ラフアルゴリズムにおいて，局所的非同期実行および非同期実行では，正しい出力結果が得られ
ることを保証しない．
前者のグラフアルゴリズムを全隣接不要アルゴリズム，後者を全隣接要アルゴリズムと呼ぶこ
ととする．
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第 5章 実装
本章では，分散メモリ型の頂点主体並列グラフ処理言語である Pregel+ への，局所的非同期
実行と非同期実行の拡張方法について説明する．
5.1 Pregel+の概要
Pregel+ [5] は Yan らによって提案された，分散メモリ型の頂点主体並列グラフ処理言語
である．実装には，並列コンピューティングのために標準化された規格である MPI (Message
Passing Interface)を利用している．
Pregel+ は C++ で実装されており，頂点主体プログラムを記述するためのライブラリを提
供している．
ユーザが定義する必要があるのは，頂点型，メッセージ型，頂点へ与える関数 computeで，必
要に応じてメッセージ結合子等も定義することが可能である．
図 5.1に，Pregel+プログラムの全体像を示す．5行目で各頂点が毎スーパーステップごとに
実行する関数 computeを定義している．6行目では，メッセージ結合子 combineを定義してい
る．main関数内では，20行目で，Workerクラスのインスタンスメソッド runを実行している．
これによって，グラフ計算を行う．
Pregel+を拡張するにあたって，内部実装を少し詳しく見る必要がある．図 5.2に，Worker
クラスのインスタンスメソッド runの定義を示す．
7行目から，スーパーステップの繰り返しが発生する．9–13行目では，プロセッサが保持する
各頂点に対して forループによって compute関数を実行する．10行目で今回の forループで
実行する頂点を局所変数 v に格納する．12 行目で compute 関数を呼び出している．第 1 引数
には，実行する頂点 v，第 2 引数には，頂点 v へ送信された値を格納するバッファを返す関数
get_msgs_from_recv_bufs(v)を与える．Pregel+では，ユーザが定義した compute関数内
で，他頂点へ値を送信する関数 send_messege が呼ばれた際，すぐに値が他頂点へ送信される
訳ではない．send_message関数が呼ばれた際には，送信先頂点識別子と送信値のペアが送信用
バッファに書き込まれる．各プロセッサは，頂点識別子が分かれば，その頂点がどのプロセッサ
番号に所属しているかが分かるような実装になっている．そのため，送信用バッファに書き込む
際には，送信対象の頂点が属するプロセッサ用に用意されたバッファに書き込まれる．
16行目では，ユーザが定義した combine関数を用いて，送信用バッファに書き込まれたペア
のうち，同一識別頂点を持つペア同士の送信値を結合し，送信値バッファのサイズを小さくする．
19行目では，バリア同期を行い，全プロセッサが 19行目に到達するまで待機する．22行目で
は総プロセッサ数を取得し，23行目では，自身のプロセッサ番号を取得している．
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1 // write #include, #define, vertex & messages structs and so on...
2 #include "pregelplus.h"
3 ...
4
5 void compute(Vertex v, vector<Message> msgs) { ... }
6 void combine(Message m1, Message m2) { ... }
7
8 // define functions : load Input & save Output
9 ...
10
11 int main(int argc, char **argv){
12 MPI_Init(NULL, NULL); // MPIの起動
13
14 // set param using args
15 WorkerParam param;
16 ...
17
18 // run
19 Worker worker;
20 worker.run(param); // グラフ処理の実行
21
22 MPI_Finalize(); // 以降のMPI関数呼び出しを無効化
23 return 0;
24 }
図 5.1 Pregel+のプログラム全体像 (擬似コード)
25–33 行目では，プロセッサ間における 1 対 1 のブロッキング通信を繰り返し行い，頂点へ
の送信値のやり取りを行う．ブロッキング通信とは，プロセッサが送受信を行っている間は，他
の処理を行わないで待つ通信方式である．26行目では，全プロセッサが重複しないような対と
なるプロセッサ番号 pairを計算する．28–32行目では，プロセッサ番号 pairと値の送受信を
行っている．第 1引数には対象となるプロセッサ番号，第 2引数には，対象プロセッサに送信す
るバッファ第 3引数には，対象プロセッサから送信された値を受信するためのバッファを取る．
36–37 行目では，スーパーステップの繰り返しを終了するかの判定を行う．36 行目の
has_active_vertices() では，各プロセッサから，自身が保持する頂点で活性状態の頂点
があるかを表す真偽値を集団通信によって集め，その和集合の値を返す．has_messages()も同
様に，各プロセッサが保持する頂点のうち，値を受信している頂点があるかを表す真偽値を，集
団通信によって集め，その和集合の値を返す．これらの返り値がどちらも偽である場合に，スー
パーステップの繰り返しを脱出する．
集団通信関数は，全プロセッサで呼ぶ必要があるブロッキング通信の方式である．そのため．
集団通信関数を呼んでいる 36行目では，MPI_Barrier()を呼んではいないが，擬似的なバリア
同期となっている．
同期実行から非同期実行へ拡張を行う際には，バリア同期部分に手を加える必要が生じる．
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1 class Worker {
2 ...
3 void run(WorkerParam param){
4 // load Input Graph & dispatch splits
5 ...
6 // superstep loop
7 while(true) {
8 // vertices compute()
9 for (int i = 0; i < vertices.size(); i ++){
10 Vertex v = vertices[i]; // 頂点の取り出し
11 // User must define compute()
12 compute(v, get_msgs_from_recv_bufs(v)); // 頂点 v で compute 関数を実行
13 }
14
15 // combine messages
16 msgs_bufs->all_combine() // combine 関数を用いてメッセージ結合を行う
17
18 // barrier
19 MPI_Barrier(MPI_COMM_WORLD); // バリア同期
20
21 // send & recv messages
22 int np = get_num_processers();
23 int me = get_processer_id();
24
25 for (int i = 0; i < np; i++) {
26 int pair = (i - me + np) % np;
27 // send & recv bufs
28 send_recv_msgs_bufs(
29 pair, // 通信相手のプロセッサ番号
30 get_send_msgs_bufs(pair), // 送信する値を格納したアドレス
31 get_recv_msgs_bufs(pair) // 受信用のバッファのアドレス
32 );
33 }
34
35 // check All Vertices are inactive & have no messages.
36 if (!has_active_vertices() && !has_messages()) // 集団通信によるバリア同期
37 break;
38 }
39
40 // dump graph
41 ...
42 }
43 }
図 5.2 Pregel+ におけるWorkerクラスのインスタンスメソッド runの定義 (擬似コード)
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1 class Worker {
2 ...
3 void run(WorkerParam param){
4 // load Input Graph & dispatch splits
5 ...
6 // superstep loop
7 int me = get_processer_id();　// 自プロセッサ番号をmeに代入
8 while(true) {
9 // vertices compute()
10 while(true) { // 自プロセッサ内の繰り返しを開始
11 for (int i = 0; i < vertices.size(); i ++){
12 Vertex v = vertices[i];
13 compute(v, get_msgs_from_recv_bufs(v));
14 }
15 if (get_send_msgs_bufs(me).size() != 0) // プロセッサ内通信があるか確認
16 get_recv_msgs_bufs(me) = get_send_msgs_bufs(me); // あれば受信バフに書込
17 else break; // なければ自プロセッサ内の繰り返しを脱出
18 }
19
20 // combine messages
21 ...
22 }
23
24 // dump graph
25 ...
26 }
27 }
図 5.3 インスタンスメソッド runの局所的非同期実行への対応 (擬似コード)
5.2 局所的非同期実行への拡張
局所的非同期実行は，第 2章で説明した通り，局所的な通信に関してはバリアを介さずに行う
実行形態である．そのため，compute 関数を呼んだ後に，同プロセッサ間での送信が存在するか
を確かめ，存在する場合に，その送信値のみ頂点に受信させ，再び compute 関数を実行するよ
うにする．図 5.3に，局所的非同期実行に対応したWorkerクラスのインスタンスメソッド run
を示す．
10–19行目が whileループに変更した compute実行部分である．11–15行目は，同期実行の
computeと変化はない．16行目にて，自プロセッサに向けた送信バッファに送信値があるかを
確認し，あれば 17行目で，自身の受信バッファに即時書き込み，繰り返し compute を行う．無
ければ，computeのループを脱出する．
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5.3 非同期実行への拡張
非同期実行では，各プロセッサ間でバリア同期を行わずに通信を行う．そのため，同期実行，
局所的非同期実行とはプロセッサ間の通信方法と終了判定の方法を根本的に変更する必要が
ある．
同期実行，局所的非同期実行と大きく異なる部分は，値の送受信部分である．同期実行，局所
的非同期実行では，ブロッキング通信を行う送信関数と受信関数を対にして呼び出していた．こ
れは，通信を行うふたつのプロセッサが同じタイミングで送信関数と受信関数を呼び出している
ことが，バリア同期によって保証されていたからである．しかし，非同期実行ではバリア同期を
行わないため，送信関数を呼び出した際に，通信先のプロセッサが受信関数を呼び出していると
は限らない．したがって，ブロッキング通信によって送信関数や受信関数を呼び出すと，場合に
よってはデッドロックを起こしてしまう．
そこで，非同期実行に拡張する際には，送信関数をノンブロッキング通信に変更する．これに
より，送信関数の呼び出し後にもプログラムの実行を進めることが可能である．
さらに，終了判定についても大幅に変更する必要がある．同期実行，局所的非同期実行の際に
は，ブロッキング方式の集団通信関数 has_active_vertices()と has_messages()を用いて
いた．これは，擬似的なバリア同期になっているため，非同期実行の際には，毎回呼び出すこと
ができない．そこで，各プロセッサ間の送信関数の残存数をノンブロッキング通信を用いて集計
することで，終了判定の際に極力集団通信関数を呼び出さないように変更する．送信関数の残存
数とは，送信先のプロセッサで受信完了していない送信関数の数を表す．
図 5.4に，非同期実行に対応したWorkerクラスのインスタンスメソッド runを示す
16–19行目では，compute関数によって計算し終わった送信値をノンブロッキング通信を用い
て送信する．計算結果によって，対象プロセッサの送信バッファサイズが 0の場合がある．その
場合は，ノンブロッキング通信を行わない．ノンブロッキング送信関数 async_send_msgs_bufs
を呼び出した場合，残存した送信関数をカウントするための局所変数 num_local_survive_send
にインクリメントを行う．
23–25行目では，ノンブロッキング送信関数を呼び出した回数を全プロセッサに送信する．最
初のスーパーステップのみ，num_local_survive_send が 0の場合でも値送信を行う．28–29
行目では，他プロセッサから値が送信されるのを待機する．28行目では，最初のスーパステッ
プのみ，全プロセッサ分の num_local_survive_sendの送信が来るのを待つ．送信値があるこ
とを確認後，プロセッサ i番からの送信があるかを表す真偽値配列 num_dstの全要素を真に設
定する．
29行目では，他プロセッサからのノンブロッキング送信が 1つ以上来るのを待つ．この行で
は，送信関数の呼び出し回数および頂点への送信値を格納したバッファの到達を確認する．プロ
セッサ i番から送信バッファの到達を確認した場合，msg_dst[i]に真を，送信関数の呼び出し
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回数の到達を確認した場合 num_dst[i]を真に設定する．
32–41行目では，到達を確認した送信バッファをブロッキング通信関数によって受信する．送
信値は既に到達していることを確認しているため，受信の際にブロッキング通信関数で値を受信
しても，送信側プロセッサと同期することはない．
33–36 行目では，頂点への値が格納された送信バッファの受信を行う．到達した送信値バッ
ファのみ受信を行い，受信した回数分 num_local_survive_sendの値をデクリメントする．
37–40行目では，送信関数の呼び出し回数の受信を行う．送信関数の呼び出し回数を受信した
のち，全プロセッサ中で残存している送信関数の数を表す局所変数 num_total_survive_send
に受信値を加算する．
44 行目では，終了判定を行う．残存している送信関数が存在しない場合のみ
has_active_vertices() を呼び出し，集団通信でバリア同期する．そして全頂点が非
活性状態である場合に，スーパーステップの繰り返しを脱出する．
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1 class Worker {
2 ...
3 void run(WorkerParam param){
4 ...
5 // prepare local variables
6 int num_total_survive_send = 0, num_local_survive_send = 0;
7 int np = get_num_processers();
8 bool msg_dst[np], num_dst[np];
9
10 // superstep loop
11 while(true) {
12 // vertices compute()
13 ...
14
15 // send messages
16 for (int i = 0; i < np; i++)
17 if (get_send_msgs_bufs(i).size() != 0){ //　プロセッサi番へ送信があるか確認
18 async_send_msgs_bufs(i, get_send_msgs_bufs(i)); // ノンブロッキング通信
19 num_local_survive_send++; // 自プロセッサ内の送信関数の残存回数を加算
20 }
21
22 // broadcast num of surviving send
23 if (num_ss() == 1 || num_local_survive_send != 0) // 自プロセッサ内の送信残存
24 async_broadcast_num(num_local_survive_send); // 回数を他プロセッサに送信
25 num_local_survive_send = 0; // 自プロセッサ内の送信残存回数をリセット
26
27 // blocking wait for msgs or num of surviving send
28 if (num_ss() == 1) wait_all_num_survive(&num_dist);
29 wait_some_msgs_or_num_survive(&msg_dst, &num_dst);
30
31 // recv
32 for (int i = 0; i < np; i++){
33 if (msg_dst[i] == true){
34 recv_bufs(i, get_recv_bufs(i)); // 頂点値バッファを受信
35 num_local_survive_send--; // 送信が完了したため残存回数を減算
36 }
37 if (num_dst[i] == true){
38 recv_num_survive_send(i, get_num_survive_buf(i)); // 送信残存回数を受信
39 num_total_survive_send += *get_num_survive_buf(i); // 全送信残存数を計算
40 }
41 }
42
43 // check All Vertices is inactive & has no messages.
44 if (num_total_survice_send == 0 && !has_active_vertices()) break;
45 }
46 ...
47 }
48 }
図 5.4 Pregel+ におけるWorkerクラスのインスタンスメソッド runの定義 (擬似コード)
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第 6章 評価
本章では．GraphSSで生成されたプログラムの実行性能について，手書きで書かれたプログ
ラムと実行結果を比較し，考察を行う．
6.1 実験環境
表 6.1に，本研究における実行環境を示す．表 6.2に，実験に用いた入力グラフを示す．入力
グラフは，Watts Strogatz モデル [13] を用いて生成したものである．辺の数に着目してそれぞ
れのグラフに，|E| = 2M，|E| = 10Mと名前を付ける．
本研究では，単一始点最短路，弱連結成分，ページランクを求めるプログラムについて実験を
行った．手書きの Pregel+・iPregelプログラムと GraphSSで生成した Pregel+・iPregel プロ
グラムを用意し，それぞれ比較実験を行った．
単一始点最短路と弱連結成分を求めるグラフアルゴリズムは全隣接不要アルゴリズムであるた
め，同期実行と局所的非同期実行について実験を行った．一方ページランクを求めるグラフアル
ゴリズムは全隣接要アルゴリズムであるため，同期実行についてのみ実験を行った．
6.2 実行結果
6.2.1 同期実行と局所的非同期実行
表 6.3，表 6.4，表 6.5 に，各問題を解くプログラムの実行結果を示す．入力グラフには，入
力に用いたグラフの名前，プログラムと実行形態には，実行プログラムの種類について示され
表 6.1 実験環境
CPU AMD Opteron Processor 6380 x4 (4x16 コア)
メモリ 128 GB (DDR3-1600)
ディスク 360 GB HDD SATA3 / 1 TB HDD SATA3
OS Debian GNU/Linux
表 6.2 実験に用いた入力グラフ
名前 頂点数 辺数
|E| = 2M 1,000,000 2,000,000
|E| = 10M 1,000,000 10,000,000
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表 6.3 単一始点最短路問題を解くプログラムの実行結果
入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 11.41 1975
分散・局非同期 4 40.25 1591
GraphSS 分散・同期 4 10.65 1975
分散・局非同期 4 38.69 1591
　　　　　　　 手書き 分散・同期 8 5.724 1975
分散・局非同期 8 16.89 1804
GraphSS 分散・同期 8 4.905 1975
分散・局非同期 8 15.23 1804
|E| = 10M 手書き 分散・同期 4 0.671 10
分散・局非同期 4 3.380 9
GraphSS 分散・同期 4 0.665 10
分散・局非同期 4 3.303 9
　　　　　　　 手書き 分散・同期 8 0.371 10
分散・局非同期 8 1.232 9
GraphSS 分散・同期 8 0.374 10
分散・局非同期 8 1.180 9
|E| = 2M 手書き 共有・同期 4 10.97 1975
GraphSS 共有・同期 4 11.99 1975
手書き 共有・同期 8 3.137 1975
GraphSS 共有・同期 8 3.185 1975
|E| = 10M 手書き 共有・同期 4 0.544 10
GraphSS 共有・同期 4 0.535 10
手書き 共有・同期 8 0.288 10
GraphSS 共有・同期 8 0.289 10
ている．プログラムの項目には，手書きのプログラムか GraphSSの変換器によって生成された
プログラムかが示されている．実行形態の項目では，分散・同期は，分散メモリ型実装である
Pregel+の同期実行プログラムであることを表し，分散・局非同期は，Pregel+の局所的非同期
実行プログラムであることを表す．共有・同期は共有メモリ型実装である iPregelのプログラム
であることを表す．並列数には，分散メモリ型実行の場合は実行時のプロセッサ数，共有メモリ
型の場合はスレッド数を表す．実行時間は，プログラム実行を 5回行いグラフ入出力時間を除い
た平均時間を取った．SS数は，計算終了までに繰り返したスーパーステップ数を表す．
同条件の手書きプログラムと GraphSS が生成したプログラムの実行時間について比較する
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表 6.4 弱連結成分を求めるプログラムの実行結果
入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 13.54 1975
分散・局非同期 4 46.14 1591
GraphSS 分散・同期 4 13.37 1975
分散・局非同期 4 50.15 1591
手書き 分散・同期 8 6.513 1975
分散・局非同期 8 21.38 1804
GraphSS 分散・同期 8 7.115 1975
分散・局非同期 8 21.70 1804
|E| = 10M 手書き 分散・同期 4 2.760 10
分散・局非同期 4 3.332 4
GraphSS 分散・同期 4 3.127 10
分散・局非同期 4 4.123 4
手書き 分散・同期 8 1.560 10
分散・局非同期 8 1.876 7
GraphSS 分散・同期 8 1.772 10
分散・局非同期 8 2.336 7
|E| = 2M 手書き 共有・同期 4 13.18 1975
GraphSS 共有・同期 4 13.89 1975
手書き 共有・同期 8 3.582 1975
GraphSS 共有・同期 8 3.427 1975
|E| = 10M 手書き 共有・同期 4 3.524 10
GraphSS 共有・同期 4 3.609 10
手書き 共有・同期 8 1.942 10
GraphSS 共有・同期 8 1.933 10
と，どの条件でも概ね同程度の実行時間になっていることが分かる．これは，GraphSSが自動
生成するプログラムのオーバーヘッドは，手書きのプログラムと比べてほとんどないことを示し
ている．
並列数について注目する．分散メモリ型実行では並列数を 2倍にするとどの実行結果でも実行
時間が 1/2倍程度になっていることが分かる．一方，共有メモリ型実行は，|E| = 2M の単一始
点最短路と弱連結成分の実行結果では，並列数を 2倍にすると実行時間が 1/3倍程度になってい
る．その他の実行条件では，並列数を 2倍にすると実行時間が 1/2倍程度になっていることが分
かる．
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表 6.5 ページランクを求めるプログラムの実行結果
入力グラフ プログラム 実行形態 並列数 実行時間 (s) SS数
|E| = 2M 手書き 分散・同期 4 1.393 11
GraphSS 分散・同期 4 1.460 11
手書き 分散・同期 8 0.770 11
GraphSS 分散・同期 8 0.751 11
|E| = 10M 手書き 分散・同期 4 4.784 11
GraphSS 分散・同期 4 4.788 11
手書き 分散・同期 8 2.730 11
GraphSS 分散・同期 8 2.682 11
|E| = 2M 手書き 共有・同期 4 1.065 11
GraphSS 共有・同期 4 1.105 11
手書き 共有・同期 8 0.559 11
GraphSS 共有・同期 8 0.589 11
|E| = 10M 手書き 共有・同期 4 4.860 11
GraphSS 共有・同期 4 5.258 11
手書き 共有・同期 8 2.563 11
GraphSS 共有・同期 8 2.757 11
単一始点最短路問題と弱連結成分の実行結果について注目する．分散メモリ型の同期実行と局
所的非同期実行について比較すると，どの条件でも同期実行の方が速い．特に，|E| = 2M のグ
ラフについては，どの条件でも実行時間が 3–4 倍程度の差がある．SS 数を見てみると，|E| =
2Mのグラフの実行結果は，どれも 2000近くに達している．これは，グラフの直径が非常に大
きいことを表している．そのため，各プロセッサに分散された頂点で構成される部分グラフの最
大直径も非常に大きくなる．
局所的非同期実行では，プロセッサ内通信が全て無くなるまで頂点プログラムを繰り返す．各
プロセッサに属する部分グラフの直径に大きな差があれば，頂点プログラムの繰り返しの差につ
ながるため，プロセッサ間の実行時間の差によって待機時間が生じる．そのため，SS数は並列
数によらず減少しているが，その分スーパーステップ 1回ごとの待機時間が増加し，実行時間に
大きな差が生じていると考える．
弱連結成分における，|E| = 10M のグラフの実行時間に注目すると，同期実行と，局所的非同
期実行の差は最大でも 1.5倍未満に収まっている．これは，SS数から見ても分かるように，グ
ラフの直径が|E| = 2Mの時と比べて小さくなっていると考えられる．グラフの直径がさらに小
さくなれば，同期実行と局所的非同期実行の実行時間は逆転する場合があると考えられる．
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ページランクを求めるプログラムの実行結果について注目する．|E| = 2Mのグラフの実行時
間は，同並列数の場合，若干共有メモリ型実行の方が速い．|E| = 10Mのグラフの実行時間は，
同並列数の場合，どちらも同程度の実行時間となっている．
6.2.2 非同期実行
分散メモリ型の非同期実行を|E| = 2Mの入力グラフで行うと，実行の途中で，送信値を受信
すると，受信バッファに想定外の値が格納されるバグを確認した．送信関数の呼び出し時には，
正しい送信値であることは確認できたが，受信時にはメモリ上のゴミのような値が格納されてし
まった．
非常に小さいグラフに対しては実行可能であったが，頂点数が 10,000を超える辺りからバグ
が頻出し，正しい実行結果が得られなかった．そのため，本論文では，実行結果に関しての考察
は行わない．
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第 7章 おわりに
本論文では，頂点主体並列グラフ処理モデルの並列化技法の選択を容易にする領域特化型言語
GraphSSを設計し，Pregel+と iPregelプログラムに変換する変換器を実装した．そして 3つ
のグラフアルゴリズムに関して，GraphSSの変換器が生成したプログラムと，手書きのプログ
ラムの実行結果を比較し，実行時間の差がほとんどないことを示し，並列化技法を使い分ける際
の有用性を示した．
今後の課題としては，まず，分散型実行の非同期処理のバグ修正が挙げられる．他には，
GraphSSの表現能力を向上させ，並列化技法の選択肢を増やしたり，部分グラフ主体や辺主体
などの，頂点主体並列グラフ処理モデル以外の計算モデルに関しても表現可能にすることが挙げ
られる．
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