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Abstract
To understand the dynamics of loop quantum gravity, the deparametrized model of gravity coupled
to a scalar field is studied in a simple case, where the graph underlying the spin network basis is one
loop based at a single vertex. The Hamiltonian operator Hˆv is chosen to be graph-preserving, and the
matrix elements of Hˆv are explicitly worked out in a suitable basis. The non-trivial Euclidean part Hˆ
E
v
of Hˆv is studied in details. It turns out that by choosing a specific symmetrization of Hˆ
E
v , the dynamics
driven by the Hamiltonian gives a picture of bouncing evolution. Our result in the model of full loop
quantum gravity gives a significant echo of the well-known quantum bounce in the symmetry-reduced
model of loop quantum cosmology, which indicates a closed relation between singularity resolution and
quantum geometry.
PACS numbers: 04.60.Pp, 04.60.Ds
1 Introduction
Loop quantum gravity (LQG) is a background independent quantum theory of general relativity (GR)
coupled to matter fields [1–4]. The starting point of the canonical LQG is the standard, torsion-free
Einstein’s gravity in the Palatini-Holst [1, 5] formulation coupled to the fields of the standard model of
fundamental interactions. The quantization procedure begins with the reformulation of Hamiltonian GR
with the Ashtekar-Barbero variables (Aia, E
a
i ), consisting of an SU(2) connection A
i
a and its canonically
conjugate densitized triad field Eai on the spatial manifold Σ. Taking advantage of these variables, one
can introduce the background independent ?-algebra of the parallel transport (holonomy) of Aia along all
the curves and flux of Eai (on all the 2-surfaces) subject to the canonical quantization. A kinematical
Hilbert space is then defined carrying quantum representation of the holonomy-flux algebra and a unitary
action of the spatial diffeomorphisms as well as internal gauge transformations [6–8]. This is a unique
cyclic irreducible representation of the holonomy-flux algebra invariant with respect to semi-analytic
diffeomorphisms [9, 10]. The Gaussian and vector constraints are solved exactly at quantum level and
the“half-physical” space of solutions is endowed with a natural Hilbert product [11]. A family of operators
representing geometric observables (e.g. 2-surface area, 3-region volume, length of a curvature and integral
of certain metric components) are regularized without need to subtract infinities and their spectra turn
out to be discrete [8, 12–18]. The Hamiltonian constraint was first rigorously regularized and promoted to
an operator in [19]. However, it does not preserve the diffeomorphism invariant Hilbert space. Nowadays,
the dynamics of LQG is still a key open issue. Attempts to deal with this problem lead to new directions,
such as the master constraint program [20, 21], the algebraic quantum gravity [22, 23], the deparametrized
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models [24, 25] and the covariant LQG of spin foam models [26, 27]. Although much progress has been
made along these approaches [28–30], one still need to derive dynamical predictions of LQG by means of
certain specific cases or models.
In canonical LQG, the curvature of the Ashtekar-Barbero connection emerging in the Hamiltonian con-
straint will result in a considerable ambiguity in defining a corresponding operator. It acts on quantum
states by attaching loops to the underlying graphs. However, how the loops are attached is not uniquely
determined. They could be defined in many different and inequivalent ways [1]. A rough classification
based on the ways attaching loops divides the set of all the known Hamiltonian operators of LQG into
the following two categories: (i) graph non-preserving, (ii) graph preserving. The graph-changing action
is natural from a continuum field theory approach. Several proposals of graph-changing quantum Hamil-
tonian operator were considered in the literatures [1, 4, 23, 28, 31, 32]. Self-adjointness of such operators
is addressed in [33], where a specific graph-changing Hamiltonian operator is proven to be self-adjoint in
a domain of certain special states. The second category, that is the graph persevering action, is the one
considered in the current paper. The action of such an operator is reducible to subspaces corresponding
to the graphs of given states. For a given graph, the analytic properties of the operator are much easier
to study than in general cases. In the model of GR deparametrized by a dust field, it is argued that the
graph-preserving action of the Hamiltonian operator is the only diffeomorphism-invariant option [23].
Applying the idea of loop quantization to symmetry-reduced models of cosmology has resulted in an
active field called loop quantum cosmology (LQC) [34]. Notable progress has been made in the quantum
cosmological model, especially the classical big-bang singularity resolution which was first discussed in
[35] by considering the discrete feature of the model and later was realized in some improved treatment
by the quantum bounce scenario in [36–38]. However, the symmetry reduction in LQC is done before
quantization. Recently, attempts of defining dynamics for LQG and using that to generate a model of
quantum cosmology are investigated, for examples, the spinfoam cosmology [39]; the quantum reduced
loop gravity approach [40]; the arising of LQC dynamics as the action of the full theory Hamiltonian on
maximally coarse states in the kernel of suitably chosen reduction constraints [41]; the group field theory
condensates approach to quantum cosmology [42]; calculation of the expectation value of the scalar con-
straint with respect to some coherent states peaked on the phase-space variables of flat RobertsonWalker
spacetime in [43], which reproduces the effective Hamiltonian constraint derived in [38] by an alternative
quantization of the Hamiltonian in LQC. However, how LQG solves the prevailing singularities in GR
in full theory is still unclear. It is crucial to check whether a similar picture as the quantum bounce
resolution of singularity in LQC can be achieved in full LQG.
In the current paper, the full LQG dynamics is studied by focusing on a specific case of quantum
states with particular graphs. Rather than the symmetry-reduced model of LQC in [36], our model
contains the full degree of freedom. The model will be studied in the theory of GR coupled to a massless
scalar field. It is one of the two known remarkable cases in which the Dirac quantization program can be
completed by using the deparametrized procedure [24, 25]. In this theory, several results were derived.
First, all the quantum constraints of the canonical GR were solved completely and a general solution
was given explicitly, by assuming the existence of certain operators. Thus, the physical Hilbert space of
the solutions was defined. Second, the general formula for Dirac observables that commutes with all the
constraints was derived. Finally, the resulting algebra of the Dirac observables was shown to admit an
action of the 1-dimensional group of automorphisms that classically corresponds to the transformations
of adding a constant to the scalar field. The generator of those automorphisms was promoted to the
physical quantum Hamiltonian operator Hˆphys of the system. An exact derivation of that operator in
LQG has become possible [24, 25]. Different from the previous works, in the model considered in the
current paper the Hamiltonian operator can be well-defined directly in the graph-preserving category
without introducing some extra Hilbert spaces.
Due to the reducibility of the Hamiltonian operator to subspaces corresponding to the graphs, we can
focus on a specific graph, which in the current paper is chosen to be a loop based at a single vertex. In this
case, the action of the Hamiltonian operator changes only the spins on these the loop. The matrix elements
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of the Hamiltonian operator on the spin network basis are calculated. Using the asymptotic behaviour of
the matrix elements, we can prove the self-adjointness of the operator based on our previous work [33].
Then the operator is diagonalized by spectral decomposition technique, and the dynamical evolution of
some specific initial coherent state driven by the Euclidean part of the Hamiltonian is considered. Our
analysis of the dynamics reveals a quantum bounce picture of the evolution similar to that in LQC.
The paper is organized as follows. In Sec. 2 the deparametrized model of LQG coupled to a scalar
field is briefly reviewed. In Sec. 3, we restrict ourself to a simple case and derivative the matrix elements
of the Hamiltonian operator by choosing a suitable basis. In Sec. 4, we show that the spectrum of the
Euclidean part HˆEv of the Hamiltonian operator is the entire real line. Then the dynamics driven by the
Euclidean part is studied and a picture of quantum bounce evolution is obtained in Sec. 5. Finally, the
present work is concluded and discussed in Sec. 6.
2 A general work on deparametrized model
2.1 The classical theory
Considering gravity minimally coupled to a massless Klein-Gordon field in the ADM formalism with
Ashtekar-Barbero variables, we have a totally constrained system with the standard canonical variables
(Aia(x), E
a
i (x)) for gravity and (T (x), pi(x)) for scalar field defined at every point x of an underlying
3-dimensional manifold Σ. The diffeomorphism and scalar constraints are respectively
Ca(x) = C
gr
a (x) + pi(x)T,a(x) = 0, (1)
C(x) = Cgr(x) +
1
2
pi(x)2√| detE(x)| + 12qab(x)T,a(x)T,b(x)√|detE(x)| = 0, (2)
where Cgra and Cgr are the vacuum gravity constraints and qab =
Eai E
b
i
| detE| .
The deparametrized procedure starts with assuming that the constraints (1) are satisfied. By replacing
T,a by −Cgra /pi, the constraints (2) are rewritten as
pi2 =
√
| detE|
(
−Cgr ±
√
(Cgr)2 − qabCgra Cgrb
)
. (3)
The sign ambiguity is solved depending on a quarter of the phase space. We choose the one that contains
the homogeneous cosmological solutions [32]. In that part of the phase space, the scalar constraint C(x)
can be replaced by,
C ′(x) = pi(x)±
√
h(x), (4)
where
h =
√
|detE|
(
−Cgr +
√
(Cgr)2 − qabCgra Cgrb
)
. (5)
2.2 The structures of the quantum theory
For the deparametrized theory, the entire Dirac quantization scheme can be implemented and performed
without major setbacks [24, 25]. The result is a physical Hilbert space of solutions to the constraints, to-
gether with algebra of quantum Dirac observables endowed with one dimensional group of automorphisms
generated by a quantum Hamiltonian operator. This resulting structure is equivalent to the following
model that is expressed in a derivable way by elements of the framework of LQG.
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• The physical Hilbert space H is the space of the quantum states of the vacuum (matter free) gravity
in terms of the Ashtekar-Barbero connection-frame variables that satisfy the vacuum quantum
vector constraint and the vacuum quantum Gauss constraint. In other words, in the connection
representation, the states are constructed from functions A 7→ Ψ(A) invariant with respect to the
diffeomorphism transformations
A′ = f∗A, ∀f ∈ Diff(Σ)
and to the Yang-Mills gauge transformations
A′ = g−1Ag + g−1dg, ∀g ∈ C(Σ, G). (6)
They are not assumed to satisfy the vacuum scalar constraint, though. Such Hilbert space is
available in the LQG framework.
• The Dirac observables are represented by the set of operators {Oˆ} in H. When the scalar field
transforms as T 7→ T + t with a constant t, the observables transform as
Oˆ 7→ eiHˆtOˆe−iHˆt (7)
Therefore the quantum dynamics in the Schro¨dinger picture is given by
i
d
dt
Ψ = HˆΨ, (8)
Hˆ is called the quantum Hamiltonian.
• The quantum Hamiltonian
Hˆ =
∫
d3x
̂√
−2
√
|detE(x)|Cgr(x) (9)
is a quantum operator corresponding to the classical physical Hamiltonian
H =
∫
d3x
√
−2
√
|detE(x)|Cgr(x),
where the term qabCgra C
gr
b in (5) is dropped because Hˆ will finally be defined on the diffeomorphism
invariant states that are supposed to be in the kernel of the operator Cˆgra representing C
gr
a and we
choose the operators ordering such that Cˆgra is always to the right in the expansion of the square-roots
in (4).
The classical Hamiltonian H is manifestly spatial diffeomorphism invariant, and the same is expected
of the quantum Hamiltonian operator Hˆ. There seems to be a perfect compatibility between the dif-
feomorphism invariance of the quantum Hamiltonian operator and the diffeomorphism invariance of the
quantum states, elements of the Hilbert spaceH. However, the integrand
√
−2√| detE(x)|Cgr(x) involves
the square root of an expression assigned to each point x. In order to quantize this integrand, the operator
corresponding to the expression of −2√| detE(x)|Cgr(x) under the square root should be obtained first.
However, −2√|detE(x)|Cgr(x) alone is not diffeomorphism invariant, which leads to the fact that the
corresponding operator can not be well defined in the diffeomorphism invariant Hilbert space. The kine-
matical Hilbert space Hkin can be chosen to define the operator ̂−2
√| detE(x)|Cgr(x) corresponding to
−2√| detE(x)|Cgr(x). Only if ̂−2√| detE(x)|Cgr(x) on Hkin is self-adjoint and non-negative, its square
root, as well as the operator Hˆ in (9), is well defined in Hkin. Solving the diffeomorphism constraints lead
to the physical Hilbert space H which is a dual space of a dense subspace of Hkin. The operator Hˆ then
can be passed to the Hilbert space H naturally by the dual action since it is diffeomorphism invariant.
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2.3 The Hilbert spaces Hkin and H
The kinematical Hilbert space Hkin of the vacuum LQG consists of functions
Ψγ(A) = ψγ(he1(A), ..., hen(A)), (10)
where e1, ..., en are the edges of a finite graph γ embedded in Σ, and he(A) ∈ SU(2) is the parallel
transport along a path e in Σ with respect to a given connection 1-form A,
he(A) = P exp(−
∫
e
A).
In the LQG framework those functions of the variable A are called cylindrical functions. It can be also
defined as define a multiplication operator, given a representation D(l) of SU(2),
(D(l)mn(he(A)))Ψ(A) = D
(l)m
n(he(A))Ψ(A),
where m,n label an entry of the representation matrix. The kinematical space can be decomposed into
the orthogonal sum
Hkin =
⊕
γ
Hγ , (11)
where γ runs through the set of embedded finite graphs in Σ (un-oriented). We also use a basis τ1, τ2, τ3 ∈
su(2) such that
[τi, τj ] = ijkτk.
Another operator employed in the current paper is the ‘angular momentum operator’ J i defined in Hγ .
Given a graph γ, a vertex v, and an edge e0 at v, and τi, it acts on the function Ψγ of (10) as [1]
(J iv,e0Ψγ)(A) =
{
i ddt
∣∣
t=0
ψγ(· · · , he(A), e−tτihe0(A), ge′(A), · · · ), v = t(e0)
i ddt
∣∣
t=0
ψγ(· · · , he(A), he0(A)etτi , he′(A), · · · ), v = s(e0).
(12)
where t(e) and s(e) represent the target and source of the edge e1.
In this paper we restrict to the functions invariant with respect to the Yang-Mills gauge transformations
(6). An orthonormal basis can be constructed from the spin-network states. Given a graph γ in Σ, we
denote by V (γ) the set of the vertices and E(γ) the set of the edges. The symmetries of γ are denoted
by Diffsωγ with sω representing that the diffeomorphism is semi-analytic [10] and the elements of Diff
sω
γ
preserving every edge of γ by TDiff(γ). We then denote Ssωγ := Diffsωγ /TDiff(γ). Given any cylindrical
function Ψγ ∈ Hγ , one proceeds to two steps to get the corresponding diffeomorphism invariant state.
First, ψγ averaged by using only the symmetries of γ and an projection η is defined as
η : Ψγ 7→ 1
#(Ssωγ )
∑
f∈Ssωγ
Uf ·Ψγ (13)
where Uf denotes the unitary operator corresponding to the diffeomorphism transformation f on Σ and
#(Ssωγ ) is the order of the group Ssωγ [1]. Then it is expected to perform the group-averaging with respect
to the remaining diffeomorphisms which move the graph γ and define a map Pdiff as
Pdiff : Ψγ 7→
∑
f∈Diffsω/Diffsωγ
〈Uf · ηΨγ |. (14)
1In order to define the operator, the graph must be oriented. However, physical states are defined by the equivalence
classes modulo the orientation [4].
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Thanks to the projection η in (14), we can restrict Pdiff to the subspace η(Hγ) such that Pdiff maps elements
in η(Hγ) into the algebraic dual
(⊕
γ η(Hγ)
)′
. In other words, Pdiff(Hγ) = Pdiff(η(Hγ)). Diffeomorphism
invariant operators in Hγ have to preserve η(Hγ) and can be defined in Pdiff(Hγ) naturally by duality.
Therefore without losing the generality, we will restrict ourself to the subspace Hsγ := η(Hγ) ⊂ Hγ . Let
[γ] be the equivalence class of the graphs diffeomorphism-equivalent to γ. Then we fix once for all a
representative from each equivalence class, collect all of the representatives to be a set Γdiff and define
Hskin :=
⊕
γ∈Γdiff
Hsγ . (15)
It is easy to conclude that Hskin is a subspace of the whole kinematical Hilbert space Hkin and, instead of
Hkin, it is sufficient to consider the space Hskin itself.
2.4 The physical quantum Hamiltonian operator
In the current paper we will consider the general regularization scheme for the operator
̂√−2√|detE(x)|Cgr(x)
introduced in [32, 44]. However, instead of adding any new edge to the graph γ by the operator kinHˆEv,ee′
as defined in [33], we use the loops constituting γ to regulate the curvature and ignore the limit process
in the classical expression. According to the framework, operator
̂√−2√| detE(x)|Cgr(x) is defined on
Hkin as
̂√
−2
√
| detE(x)|Cgr(x) =
∑
v∈Σ
δ(v, x)
√
kinHˆv (16)
where δ(v, x) is the Dirac distribution and kinHˆv is a well-defined operator acting only on vertices of a
graph. The sum seems to be awfully infinite. However, for every subspace Hγ , the only non-zero terms
correspond to the vertices of the underlying graph γ of a cylindrical function. For every vertex v ∈ V (γ)
the operator kinHˆv is defined first as an operator in the kinematical Hilbert subspace Hγ and then passed
to be an operator in Hsγ . A subtle issue here is the self-adjointness and the positive definiteness of kinHˆv.
To implement these two properties, we will consider the operator
√
1
2
(
kinHˆv(kinHˆv)† + (kinHˆv)†kinHˆv
)
.
As in [28, 32, 33, 44] kinHˆv takes the form of the sum with respect to the pairs of edges (e, e
′) at v,
kinHˆv =
∑
e,e′ at v
(e, e′)kinHˆv,e,e′
where (e, e′) equals to 0 if the edges e and e′ are tangent at v or 1 otherwise. However, in the current
paper, the graph-preserving Hamiltonian is considered. Then, kinHˆv can be rewritten as
kinHˆv =
∑
α at v
(α)kinHˆv,α (17)
where (α) equals to 0 if the loop α based at v is differentiable at v or 1 otherwise, and for a given graph
the minimal loop [22] α contained in the graph at each vertex. The operator at each minimal loop of a
vertex consists of the so-called Lorentzian and Euclidean parts,
kinHˆv,α = (1 + β
2)kinHˆLv,α +
kinHˆEv,α,
where the operators kinHˆEv,α and
kinHˆLv,α act on a cylindrical function as follows
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• Denote αb and αe the beginning and the ending segments of the loop α respectively. By using (12),
we have two operators Jv,αb and Jv,αe . Then
kinHˆEv,α is defined as
kinHˆEv,α = κ1ijkJ
j
v,αeJ
k
v,αb
(hiα)
(l), (18)
where
(hiα)
(l) := − 3
l(l + 1)(2l + l)
Tr
(
D(l)(hα)D
′(l)(τ i)
)
. (19)
Here the factor κ1 is arbitrary, representing a residual ambiguity of the quantization which will
be setted as 1 in the present work for simplicity. The irreducible representation l of SU(2) on
the minimal loop α is chosen such that the spin network decomposition of the resulted cylindrical
function does not contain a zero spin at any segment of α. In the simple model considered in next
section, l can be fixed as 1/2 by restricting the domain of the Hamiltonian operator.
• kinHˆLv,α is given directly by
kinHˆLα,v :=
√
δii′
(
ijkJ
j
v,αbJ
k
v,αb
)(
i′j′k′J
j′
v,αeJ
k′
v,αe
)
×2pi
A
− pi + arccos
 δklJkv,αbJ lv,αe√
δkk′Jkv,αbJ
k′
v,αb
√
δkk′Jkv,αeJ
k′
v,αe
 , (20)
where the factor A is arbitrary, representing another residual ambiguity of the quantization.
In order to implement (16), one has to find a basis in Hskin that consists of eigenstates of kinHˆv
satisfying
kinHˆv|v, λ〉 = λ|v, λ〉.
We are interested in an operator whose action on the above eigenstates reads
̂√
−2
√
| detE(x)|Cgr(x) |v, λ〉 =
∑
v∈Σ
δ(v, x)
√
λ |v, λ〉. (21)
For the time being, we do not even know a single non-trivial eigenstate of the operator kinHˆv. In the next
section we will restrict our study in the simplest subspace of Hskin, which contains states of a loop based
at a single vertex . The properties of the operator kinHˆv are studied therein.
3 The simple case of one loop
In this section, we consider the simplest case where the graph γ contains only one loop α based at a
vertex v. The graph γ defines a kinematical subspace Hγ and symmetrized space Hsγ . Let HGγ ⊂ Hγ be
the gauge invariant subspace. A spin network basis, denoted as |j〉, of the Hilbert space HGγ is defined as
〈A|j〉 := Tr(Dj(hα(A)), (22)
where Dj on the right hand side is the Wigner-D matrix of the holonomy hα(A).
The next step in the construction is to consider the projection η in (13). The graph γ has the
symmetries Sγ generated by homeomorphism of f given by
f(α) = α−1 (23)
By definition, we have
〈A|Uf |j〉 = Tr(Dj(hα(A)−1) = Tr(Dj(hα(A)), (24)
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and hence
Uf |j〉 = |j〉.
Thus we have
1
#(Ssωγ )
∑
f∈Ssωγ
Uf |j〉 = |j〉, (25)
which leads to
Hsγ = Hγ . (26)
3.1 The action of Hv on Hv
We now calculate the action of the operator Hˆv defined by (17) on the Hilbert space Hγ . For the simple
graph we consider, it has
kinHˆv =
kinHˆEv,α + (1 + β
2)kinHˆLv,α. (27)
The equation (20) implies that the Lorentz part HˆLv :=
kinHˆLv,α can be diagonalized in our basis as
HˆLv |j〉 =
√
j(j + 1)|j〉 =: hl(j)|j〉. (28)
In the rest of the paper, we will focus on the properties of the Euclidean part rather than the Lorentzian
one. The former is more complicated than the latter. As shown in appendix A, for j 6= 0 we obtain
kinHˆEv,α|j〉 = (j +
3
2
)|j + 1/2〉 − (j − 1
2
)|j − 1/2〉. (29)
For j = 0, we assume that the factor Tr(hατi) of
kinHˆEα,v creates a differentiable loop α. Hence we get
kinHˆEα,v|j = 0〉 = 0 because of the factor (α) in (17). It should be noticed that in the case of j = 1/2,
one has
kinHˆEv,α|1/2〉 = 2|1〉. (30)
Then by definition, the action of the adjoint operator (kinHˆEv,α)
† reads
(kinHˆEv,α)
†|j〉 = −j|j + 1/2〉+ Ξ(j)(j + 1)|j − 1/2〉
(kinHˆEv,α)
†|j = 0〉 = 0
(31)
where Ξ(j) := 1− δj,1/2 is equal to 0 if j = 1/2 and 1 otherwise. A symmetric Hamiltonian operator HˆEv
is then defined by
HˆEv :=
√
1
2
(
kinHˆEv,α(
kinHˆEv,α)
† + (kinHˆEv,α)†(kinHˆEv,α)
)
=:
√
Hˆ.
It is easy to see that
Hˆ|0〉 = 0, (32)
and for j 6= 0
Hˆ|j〉 = C+(j)|j + 1〉〉+ C0(j)|j〉+ C−(j)|j − 1〉. (33)
with
C+(j) = −(j2 + 2j + 3
8
), C−(j) = Ξ(j)Ξ(j − 1/2)C+(j − 1), C0(j) = j2 + 3
2
j +
9
8
+ Ξ(j)(j2 +
1
2
j +
5
8
).
One can show that C0(j) = −C+(j)−C−(j) + 2 for j > 1. The operator HˆEv and Hˆ are unbounded and
thus can not be defined on the whole Hsγ . A natural choice of the domain for both of them is
F = {|ψ〉 : 〈j|ψ〉 6= 0 for finite number of |j〉} . (34)
It is obvious that F consist of smooth cylindrical functions. The operators HˆEv and Hˆ with the domain
F are symmetric, densely defined in Hsγ . Hence they admits closures. We will refer to these operators as
their closures in the following sections.
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4 Spectrum of HˆEv
Let us define
HˆR :=
1
2
(kinHˆEv,α + (
kinHˆEv,α)
†), HˆI :=
−i
2
(kinHˆEv,α − (kinHˆEv,α)†). (35)
Then both of HˆR and HˆI are symmetric operators defined on F . By definition, for j 6= 0 it is to obtain
HˆR|j〉 = 3
4
|j + 1/2〉+ Ξ(j)3
4
|j − 1/2〉, (36)
and
HˆI |j〉 = −i(j + 3
4
)|j + 1/2〉+ iΞ(j)(j + 1
4
)|j − 1/2〉. (37)
Thus HˆR is obviously self-adjoint since it is bounded with ‖HˆR‖ ≤ 3/2. For the operator HˆI , we conclude
from (37) that
• each state |j〉 is mapped by HˆI into a linear combination of finite elements of that basis;
• the coefficients of the terms in the combination depend on j linearly.
Thus by the same technique as in [33, Lemma 4.0.1], one can find some operator Nˆ > 1, with which there
exist c, d ∈ R+ such that for all |ψ〉 ∈ F the following conditions are satisfied:
‖HˆI |ψ〉‖2 ≤ c‖Nˆ |ψ〉‖2∣∣∣〈ψ|[HˆI , Nˆ ]|ψ〉∣∣∣ ≤ d‖√Nˆ |ψ〉‖2.
These equations guarantee the self-adjointness of HˆI . Therefore, Hˆ
2
R and Hˆ
2
I are also self-adjoint. Since
HˆR is bounded while HˆI is unbounded, it is concluded that Hˆ = H
2
I +H
2
R is self-adjoint [45].
By definition, the state |0〉 is an eigenstate of the operators HˆEv and Hˆ, with the eigenvalue 0. If we
consider a state |ψ〉 = ∑∞j=1/2 ψj |j〉. By using (33), we have
〈ψ|Hˆ|ψ〉 ≥
∞∑
j=1/2
C0(j)|ψj |2 − |C+(j)| |ψj+1|
2 + |ψj |2
2
− |C−(j)| |ψj−1|
2 + |ψj |2
2
≥ 1
2
〈ψ|ψ〉 (38)
which leads to that σ(Hˆ)−{0} ≥ 1/2 with σ(Hˆ) denoting the spectrum of Hˆ. We will show below that
σ(HˆI) = R and accordingly σ(Hˆ2I ) = R+. Combining these results, one can get that σ(Hˆ) = {0}∪ [E,∞)
with some E ≥ 1/2.
4.1 The spectrum for HˆI
Let |ω〉 = ∑j ϕω(j)|j〉 be such a state that HˆI |ω〉 = ω|ω〉. By definition, if ω = 0, there are two kinds of
solutions
(i) ϕω=0(0) = 1 and ϕω=0(j) = 0, ∀j 6= 0;
(ii) ϕω=0(0) = 0 and ϕω=0(j) 6= 0, ∀j 6= 0.
However, for the case ω 6= 0, only the second kind of the above solutions is available. Therefore, without
lose of generality, we will consider the case |ω〉 = ∑j 6=0 ϕω(j)|j〉. According to (37), when j 6= 0 the
eigen-equation reads as
ωϕω(j) = iΞ(j)(j +
1
4
)ϕω(j − 1/2)− i(j + 3
4
)ϕω(j + 1/2). (39)
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Figure 1: Behaviours of ϕω(j) as a function of ω for various spin j. The values of j from the up left and
right to the down left and right are j = 75/2, j = 75, j = 225/2 and j = 150 respectively. As shown in
the plots, when ω is far from the maximal and minimal roots of the polynomial ϕω(j), ϕω(j) oscilates.
Defining
ξ(x) :=
√
x2 +
1
16
we can rewrite (39) as
ωϕω(j) = iΞ(j)ξ(
√
j(j + 1/2) )ϕω(j − 1/2) + iξ(
√
(j + 1)(j + 1/2) )ϕω(j + 1/2). (40)
Given the initial condition: ϕω(1/2) = 1 ∀ω, the solution to (40) takes the form
ϕω(j) = i
2j−1
bj− 1
2
c∑
µ=0
ζj,µω
2j−1−2µ, (41)
where bxc denotes the greatest integer which is smaller than or equal to x. For a given j, ϕω(j) is a
polynomial of ω with the degree of 2j − 1. Let ωmax be the largest root of ϕω(j). If 2j − 1  1, the
oscillating behaviours of ϕω(j) for |ω| < ωmax are shown in Fig. 1.
Let us now focus on the asymptotic behaviours of ϕω(j) for j  1/2. According to (40), in this case,
ϕω(j) satisfies
iωϕω(j) = ξ(
√
(j + 1/2)(j + 1) )ϕω(j + 1/2)− ξ(
√
j(j + 1/2) )ϕω(j − 1/2). (42)
Because of the identity
ξ(
√
x(x+ 1/2) ) =
√
ξ(x)ξ(x+ 1/2) +O(1/x3),
10
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Figure 2: The numerical results of ϕω(j) in (42) with initial data ϕω(1/2) = 1. We let ω are ω = 10 for
the up panel and ω = 30 for the other. Accrding to the results, ϕω(j) converges to two different functions
f±ω (j) as j →∞.
one can get
iωϕω(j) =
(√
ξ(j + 1/2)ξ(j + 1) +O(1/j3)
)
ϕω(j + 1/2)
−
(√
ξ(j)ξ(j + 1/2) +O(1/j3)
)
ϕω(j − 1/2).
(43)
If we consider the large j case in which the higher order term can be ignored, the right hand side of (43)
can be approximated by the differentiation√
ξ(j + 1/2)
d
dj
√
ξ(j + 1/2)ϕω(j).
One would therefore expect the solution to the differential equation to be the asymptotics of ϕω(j) for
large j. However, the numerical analysis in Fig. 2 tells us that ϕω(j) does not converge to a single
differentiable function. It converges to a function f−ω (j) for the half-integers j and another function f+ω (j)
for the integers j as j does to infinity. According to (43), f±ω (j) satisfies
iωf±ω (j) =
√
ξ(j + 1/2)
d
dj
√
ξ(j + 1/2)f∓ω (j). (44)
Solving (44), we get
f±ω (j) =
√
χ′(j)
(
Aeiωχ(j) ∓ A¯e−iωχ(j)
)
(45)
where χ(x) := ln
(
2
√
4x2 + 4x+ 1 +
√
16x2 + 16x+ 5
)
satisfies χ′(x) = 1/ξ(x + 1/2). Note that the
coefficients in (45) are set to be consistent to that the initial data ϕω(1/2) is chosen to be real. Substituting
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Figure 3: A comparison between ϕω(j) and f
±
ω (j) for ω = 20. The up panel shows the numerical results
of |ϕω(j)| /
√
χ′(j) (blue circles) and |f±ω (j)| /
√
χ′(j) (red dots) respectively. The down panel shows the
numerical results of j |ϕω(j)− f±ω (j)|. The evelop of j |ϕω(j)− f±ω (j)| decreases to 0 as j goes to infinity,
and hence ϕω(j) is well estimated by f
±
ω (j) up to terms of order 1/j
∆ with ∆ > 1 for large j.
f±ω (j) into the right hand side of (43), one obtains
RHS = iωf∓ω (j) +
√
ξ(j + 1/2)
24
g
(3)
± (c) + o((
1
j
)3) (46)
where g±(x) :=
√
ξ(x+ 1/2)f±ω (x) and c is some point in (j−1/2, j+1/2). Because of
√
ξ(j + 1/2) g
(3)
± (j) =
O( 1
j5/2
), f±ω (j) is a asymptotic solution to (42) up to the order O(1/j5/2). Hence, ϕω(j) is well estimated
by f±ω (j) up to terms of order 1/j∆ with ∆ > 1 for large j. This estimation which matches with the
numerical calculation. An example is shown in Fig. 3.
According to (45), the function ϕω(j) is bounded as j goes to infinity. However, it is not normalizable.
To show this, let us fix a large integer j0. Then we have
∞∑
j=1/2
|ϕω(j)|2 ≥
j0−1/2∑
j=1/2
|ϕω(j)|2 +
∑
j=j0,j0+1···
∣∣f+ω (j)− ϕω(j)∣∣2 + ∑
j=j0+1/2,j0+3/2···
∣∣f−ω (j)− ϕω(j)∣∣2
−
∑
j=j0,j0+1···
2
∣∣f+ω − ϕω(j)∣∣ ∣∣f+ω (j)∣∣− ∑
j=j0+1/2,j0+3/2···
2
∣∣f−ω − ϕω(j)∣∣ ∣∣f−ω (j)∣∣
+
∑
j=j0,j0+1···
∣∣f+ω (j)∣∣2 + ∑
j=j0+1/2,j0+3/2···
∣∣f−ω (j)∣∣2
(47)
12
Because |ϕω(j)− f±(j)| decreases as 1/j∆ with ∆ > 1, we have
ψ0 :=
j0−1/2∑
j=1/2
|ϕω(j)|2 +
∑
j=j0,j0+1···
∣∣f+ω (j)− ϕω(j)∣∣2 + ∑
j=j0+1/2,j0+3/2···
∣∣f−ω (j)− ϕω(j)∣∣2
−
∑
j=j0,j0+1···
2
∣∣f+ω − ϕω(j)∣∣ ∣∣f+ω (j)∣∣− ∑
j=j0+1/2,j0+3/2···
2
∣∣f−ω − ϕω(j)∣∣ ∣∣f−ω (j)∣∣ <∞
Therefore, we get
∞∑
j=1/2
|ϕω(j)|2 ≥ ψ0 +
∑
j=j0,j0+1···
|f+(j)|2 +
∑
j=j0+1/2,j0+3/2···
|f−(j)|2. (48)
The remaining terms in the right hand side of (48) apart from ψ0 are infinity because of∫ ∞
j0
|f±(x)|2dx =∞.
In conclusion, |ω〉 is not normalizable since 〈ω|ω〉 = ∞. Thus it is not well defined within the Hilbert
space Hγ . However, the function ϕω(j) can be cut-off properly to get a sequence of states |ω〉n ∈ Hγ , such
that n〈ω|ω〉n = 1 and limn→∞(HˆI − ω)|ω〉n = 0. Such a sequence is known as the Weyl sequence. Given
an ω, the existence of the Weyl sequence converging to |ω〉 ensures the fact that ω ∈ σ(HˆI) [45]. The
rigorous mathematics of this procedure is shown in the appendix B, where we show that for each ω ∈ R
there exists a Weyl sequence. It is remarkable that, for ω = 0 there exists not only this approximate
eigenstate, i.e. the Weyl sequence, but also an exact eigenstate |j = 0〉. In the following contexts, we will
denote |j = 0〉 =: |o〉 and |ω = 0〉 =: |0〉 to distinguish these two states. It is easy to get 〈0|o〉 = 0. We
finally conclude the following theorem,
Theorem 4.1. The spectrum of HˆI is R, i.e. σ(HˆI) = R, and 0 ∈ σ(HˆI) is the point spectrum.
Since HˆI is diagonalized in the basis |ω〉2, the orthogonality relation is given by
〈ω′|ω〉 = δ(ω′, ω) (49)
By using the basis of |ω〉, a state in Hγ/{|o〉} can always be decomposed as
|Ψ〉 =
∫
R
dωΨ(ω)|ω〉. (50)
Then the inner product between two states reads
〈Ψ1|Ψ2〉 =
∫
R
dωΨ1(ω)Ψ2(ω). (51)
We now discuss the issue of the normalization of ϕω(j). If ϕω(j) is normalized, it satisfies both∫
R
ϕω(j)ϕω(j
′)dω = δj,j′ (52)
and ∑
j
ϕω(j)ϕω′(j) = δ(ω, ω
′). (53)
2 More precisely, |ω〉 is in the dual space F∗ ⊃ Hγ ⊃ F rather than Hγ .
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Figure 4: Plot of normalized ϕω(j) as a function of ω. As shown by the black line, the initial data ϕω(1/2)
is a Gaussian-like function of N e−J(ω).
However, the ϕω(j) in (41), obtained by choosing the initial condition ϕω(1/2) = 1, satisfies neither (52)
nor (53). To normalize the present ϕω(j), we should re-set the initial data ϕω(1/2) by finding a weight
function w(ω) such that ∫
R
ϕω(j)ϕω(j
′)w(ω)dω = δj,j′ (54)
Then the initial data can be set as ϕω(1/2) =
√
w(ω). Though this procedure is mathematically rigorous,it
is not practicable. A similar puzzle also appeared in loop quantum cosmology. We can use the technique
was introduced in [46] to deal with this difficulty. We refer to appendix C for details of the calculation,
according to which the initial data should be chosen such that the factor A appearing in the asymptotic
formula (45) of ϕω(j) satisfies |A| = 12√pi . This can be done numerically as shown in Fig. 4, according to
which the initial data is chosen as some Gaussian-like function, denoted as ϕω(1/2) = N e−J(ω).
From now on, ϕω(j) is referred refers to the normalized version. In other words, ϕω(j) in (41) is
re-defined as
ϕω(j) = N e−J(ω)
bj− 1
2
c∑
µ=0
ζj,µω
2j−1−2µ, (55)
and the asymptotic behaviour of (45) is rewritten as
f±ω (j) =
√
χ′(j)
2
√
pi
(
eiωχ(j)+iθ(ω) ∓ e−iωχ(j)−iθ(ω)
)
(56)
where θ(ω) is the phase of A in (45), namely A = |A|eiθ(ω).
5 Dynamics driven by HˆEv
In this section we will discuss the dynamic of the present model given merely by
√
HˆEv . Recall that in
the expression HˆEv =
√
Hˆ =
√
Hˆ2I + Hˆ
2
R, HˆI is unbounded but HˆR is bounded with ||HˆR|| ≤ 3/2. Thus
we will regard Hˆ2R as a bounded perturbation on Hˆ
2
I and consider the dynamics driven by the zero-order
of HˆEv , i.e. by |HˆI |. As before, the state |o〉 should be specially treated. This state is preserved by the
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evolution operator eit
√
HˆEv in (7). Trivial results can also be obtained if the actions of observables like
volume, area and energy pi2 = Hˆ on this state are considered. Therefore, without loss of generality, we
will restrict ourself on the subspace Hγ/{|o〉}.
The evolution of an initial state |Ψ〉 of (50) reads
|Ψt〉 =
∫
R
dωΨ(ω)e−it
√
|ω||ω〉. (57)
For the wave function of a coherent state
Ψ(ω) = e−
(ω−ω0)2
2σ2
+iφω (58)
we have
|Ψt〉 =
∫
R
dωe−
(ω−ω0)2
2σ2
+iφω−it
√
|ω||ω〉. (59)
By using the the spin network representation, we have
〈j|Ψt〉 =
∫
R
dωe−
(ω−ω0)2
2σ2
+iφω−it
√
|ω|ϕω(j). (60)
5.1 Calculation of a coherent state in spin network representation
5.1.1 The case of j  1
Recall that ϕω(j) can be well approximated by
ϕω(j) ∼=
√
χ′(j)
2
√
pi
(eiωχ(j)+iθ(ω) + (−1)2j+1e−iωχ(j)−iθ(ω)). (61)
One can substitute it into (60) to obtain
〈j|Ψt〉 =: ψt(j) ∼= 1
2
√
pi
eiφω0−it
√
ω0
√
χ′(j)Ij (62)
where Ij is defined by
Ij =
∫ ∞
−∞
dωe
− (ω−ω0)2
2σ2
+i(φ− t
2
√
ω0
)(ω−ω0) (
eiωχ(j)+iθ(ω) + (−1)2j+1e−iωχ(j)−iθ(ω)
)
∼=
∑
s=±1
s2j+1
√
2piσ2e−
σ2
(
φ− t
2
√
2ω0
+sχ(j)+sθ′(ω0)
)2
2
+is(θ(ω0)+χ(j)ω0).
(63)
Note that in the second step we expanded θ around ω0. It is easy to obtain
|Ij |2 =2piσ2
(
e
−σ2
(
φ− t
2
√
ω0
+θ′(ω0)+χ(j)
)2
+ e
−σ2
(
φ− t
2
√
ω0
−θ′(ω0)−χ(j)
)2)
+ 4piσ2e
−σ2(φ− t
2
√
ω0
)2−σ2(θ′(ω0)+χ(j))2
cos (2(θ(ω0) + χ(j)ω0)) .
(64)
For j  1 such that χ(j) 1, we have
e
−σ2(φ− t
2
√
ω0
)2−σ2(θ′(ω0)+χ(j))2  1. (65)
For any given j such that condition (65) is satisfied, there are two possible values of t where |Ij |2 peaks,
and can be well approximated by
|Ij |2 ∼= 2piσ2
e−σ2(φ− t2√2ω0 +θ′(ω0)+χ(j))2 + e−σ2(φ− t2√2ω0−θ′(ω0)−χ(j))2
 . (66)
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5.1.2 The case of j ∼ 1
According to (55), ϕω(j) is a polynomial of ω multiplied by a Gaussian-like function e
−J(ω). Together
with (60), one can see that the evolution of the wave function is determined by the integral
Ij :=
∫
R
dωe
− (ω−ω0)2
2σ2
+i
(
φ− t
2
√
2ω0
)
(ω−ω0)
ϕω(j)
=N
bj− 1
2
c∑
µ=0
ζj,µ
∫
R
dωe
− (ω−ω0)2
2σ2
−J(ω)+i
(
φ− t
2
√
2ω0
)
(ω−ω0)
ω2j−1−2µ.
We expand J around ω0 to perform the integration as in the appendix D and obtain
Ij ∼=
√
2piσe
σ2
2
(
iφ− it
2
√
ω0
−J′(ω0)
)2(
ϕω˚(j) + ∆
)
(67)
where
ω˚ = ω0 + σ
2
(
iφ− it
2
√
ω0
− J′(ω0)
)
,
∆ = e−J(ω0)N
bj− 1
2
c∑
µ=0
ζj,µ
bj−µ− 1
2
c∑
m=1
(2j − 2µ− 1)!σ2mω˚2j−2µ−1−2m
m!(2j − 2µ− 1− 2m)!2m .
(68)
and we used the formula ∫
R
e−
(x−x0)2
2σ2 xndx =
√
2piσ
bn
2
c∑
m=0
n!σ2m(x0)
n−2m
m!(n− 2m)!2m .
By using the fact that ω0  1, we have
∣∣∣∣ ∆ϕω˚(j)
∣∣∣∣ = bj−
1
2
c∑
m=1
(2j − [[k]])!σ2m
m!(2j − 1− 2m)!2m |˚ω|2m +O(1/|˚ω|
2)
≤
bj− 1
2
c∑
m=1
(2j − 1)2mσ2m
2m |˚ω|2m +O(1/|˚ω|
2).
(69)
For (2j−1)σ√
2|˚ω|  1, we have ∆ |ϕω˚(j)|, and hence
Ij ∼=
√
2piσe
σ2
2
(
−(φ− t
2
√
2ω0
)2+J′(ω0)2−2iJ′(ω0)(φ− t
2
√
2ω0
)
)
ϕω˚(j). (70)
Because ω0 is equal to ω˚ up to a term of order σ
2, we get
|Ij | ∼=
√
2piσe
σ2
2
J′(ω0)2e
−σ2
2
(φ− t
2
√
2ω0
)2 |ϕω0(j)|. (71)
5.2 Physical analysis of the results
Let us now analyse the results of (66) and (71). In the case of |φ− t2√ω0 |  1, (66) implies that |Ij |2 takes
an extremum at j0 in the large j region. For j ∼ 1, (71) implies |Ij |2 ∝ |ϕω(j)|2, and numerical analysis
shows that |ϕω(j)|2  1 (examples are given in figure 5). Therefore the extremum of |Ij | is the global
maximum. This means that the state ψt(j) is concentrated on the large j region for |φ− t2√2ω0 |  1. (66)
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Figure 5: Plot of eigenfunction ϕω(j). For each ω, there is always a barrier at some fixed spin j where
the bounce happens.
implies that we could think ψt(j) as a wave packet resembling the evolution of a classical gravity system.
For a given spin j  1, the right hand side of (66) consists of two Gaussian functions of t. Therefore, the
wave packet will reach a fixed spin j twice during its evolution at two different moments t±0 given by
3
t±0 = 2
√
2ω0
(
φ± θ′(ω0)± χ(j)
)
. (72)
This behaviour already implies to us a picture of bounce evolution roughly.
In the case of |φ− t2√ω0 | ∼ 1, (66) implies that |Ij |2 decays exponentially in the large j region. Hence,
physics of the system is concentrated in the small j region, that is the quantum region. Equation (71)
implies |Ij |2 ∝ |ϕω0(j)|2 when j is relatively small. Hence the dynamical behaviour of this system, given by
Ij , is intrinsic in the eigenfunction itself. Numerical calculations reveal the properties of ϕω(j) as follows.
As shown in figure 5, a jump of |ϕω(j)| will always occur when j reaches certain value, where |ϕω(j)| as
well as |Ij | increases sharply from some value much smaller than 1 in the small j region. Because of this
jump of |ϕω(j)|, a barrier is formed at some j(ω)b by the eigenfunction of the Hamiltonian itself, which
blocks physical states from reaching a smaller j such as jmin = 1/2. This barrier is where the bounce of
the evolution occurs. Some numerical results are shown in figures 6 and 7. It is shown in figure 6 that
a bounce happens close to the ‘barrier’. In figure 7, a numerical result of Ij :=
√
χ′(j)ψt(j) is shown ao
that the evolution of the wave packet is visualized.
We now discuss the effect of the factor
√
χ′(j) in (62). By definition, one has χ′(j) ∼ 1/j which will
depress the value of ψt(j) for j  1. Then even though |Ij | has a global maximum at some j0  1, this
3In order to obtain this picture, it is necessary to require the spin j to satisfy |t+0 − t−0 | > 2
√
ω0/σ, so that the peaks of
the two Gaussian functions are separated.
17
-3
-2
-1
0
1
2
3
0 100 200 300 400 500
0
0.02
0.04
Figure 6: Plot of evolutions of the expectation value
∑
j
j|ψt(j)|2 with the state ψt(j) given in (60) (up
panel) and wave function |ϕω0(j)|(down panel). The parameters are chosen as: σ = 1, ω0 = 100. The
bounce happens close to the ‘barrier’.
Figure 7: Numerical results of Ij :=
√
χ′(j)ψt(j), visualized from different viewing angles, where we
choose σ = 1, ω0 = 100. The τ -axis corresponds to the phase (φ− t2√ω0 ) in (60).
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may not be the case for |ψv(j)| due to the factor
√
χ′(j). However, we will see below that it is Ij rather
than ψt(j) which determines the evolution of the expectation value of a geometrical observable under the
coherent state. Consider an operator F which can be diagonalized under the spin network basis as
F|j, k〉 = f(χ(j))|j〉.
The expectation value 〈F〉 can be calculated as
〈F〉 = N
∑
j
f(χ(j)) |ψt(j)|2 (73)
where N is the normalization factor. As discussed above, in the case of |φ− t2√ω0 |σ  1, the summation
(73) is dominated by the values in ψt(j) of large j region. Thus the approximation (62) leads to
〈F〉 ∼=N
∑
large j
f(χ(j))χ′(j)|Ij |2. (74)
Since Ij takes the form Ij = G(χ(j)) with G(x) a Schwartz function according to (66) and χ(j) ∼ ln(j),
we can approximate the summation by integral as
〈F〉 ∼= N
∫
dxf(x)|G(x)|2. (75)
Hence, the expectation value 〈F〉 is determined by G(x), namely Ij , rather than ϕω(j). For instance
if we choose F as F|j〉 := j|j〉, i.e. f(χ(j)) = j, the evolution of the expectation value of F , which is∑
j
j|ψt(j)|2, can be calculated numerically, as in figure 6.
6 Summary and Remark
To summarize, in previous sections, in order to understand the dynamics of LQG, we apply a symmetrized
version of the graph-preserving Hamiltonian operator (16) in LQG on a simple graph γ containing one
loop based at a single vertex. In the corresponding sub-Hilbert-space Hγ , the action of the Hamiltonian
operator is calculated by choosing a proper spin network basis. It is proven that the Hamiltonian operator
restricted onHγ is self-adjoint and its spectrum is the entire real line. Based on these results, the dynamics
is analysed in details. A remarkable result as discussed in section 5.2 is that a picture of bouncing evolution
can be obtained.
As shown in figure 6 and figure 7, the picture of bouncing evolution is depicted by several properties
of the time dependent wave function ψt(j) of (60). First, for |t|  1,
√
χ′(j)|ψt(j)| will be kept as a
Gaussian-like function of χ(j) during evolution. Thus this wave packet may represent a state which has
the dynamics closely resembling some classical gravity system. Then, if we fix spin j  1 and consider
ψt(j) as a function of time t, |ψt(j)|2 (or |Ij |2 equivalently) distributes on variable t as a summation of
two Gaussian functions as in (66). Therefore, the wave packet reaches the given spin j twice during its
evolution at two different moments t±0 in (72). Finally, in the region around jmin = 1/2, we always have
|ψt(j)|2  1. Therefore the wave packet is bounced from some spin j > jmin.
As shown in section 5, the above properties of ψt(j) come from the properties of the eigen-functions
ϕω(j) of the Hamiltonian operator. First, in the large j region, the functions ϕω(j) are given by superpo-
sition of an incoming wave eiωχ(j) and an outgoing wave e−iωχ(j) in (61). This property leads to the fact
that ψt(j) is given by a summation of two Gaussian function as (66). Second, in the small j region, the
eigen-functions increase sharply to form a barrier which blocks ψt(j) and geometrical observables from
reaching the minimum spin jmin as shown in figures 5 and 6. The bounce happens where the barrier ap-
pears. Hence the barrier is the key element to cause the bouncing evolution. Our numerical investigation
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shows that, this kind of barrier can always appear if the eigen-equation of the Hamiltonian operator under
spin network basis, like (39), is a difference equation and the coefficients in the combination of the right
hand side takes the form jn with n 6= 0 in general. Since difference equation is a result of the discreteness
of the spacetime geometry, in this sense the singularity resolution of model is related to the discreteness
of quantum spacetime geometry.
It should be noted that in the present work the dynamics of a graph-preserving physical Hamiltonian
in LQG is studied as an example on the states based on one loop at a point. This model can be regarded
as a homogeneous sector of full LQG theory where the entire quantum spacetime is coarse-grained as a
single vertex. This picture mimics a cosmological sector of GR where all of the degrees of freedom are
reduced to a point. Surprisingly, this solution, arising completely from full LQG theory, shares similar
dynamical behaviours as LQC, although this result is obtained through a completely different approach.
Several remarks on the limitation of the present work are listed below. First, we considered the
dynamic driven by
√
Hˆ, or essentially by the particular symmetric version HˆI defined by the second
equation in (35). If one considered the other symmetric version HˆR defined by the first equation in (35),
there would not appear a barrier in its eigen-functions. Then a picture of bouncing evolution could not be
expected. Second, taking into account of the fact that the Lorentzian part of the Hamiltonian operator is
still a rather open issue, we only considered dynamics of the Euclidean part of the Hamiltonian operator.
It is unclear at the moment whether the Lorentzian part would play an important role for the bouncing
evolution. All of these open issues are left for future study.
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A Action of kinHˆE
We will give a simple calculation of the action of kinHˆEα on a gauge variant vertex. We refer to [47] for
more details about the graphical calculation method. Let us define
〈ge||j, k〉 := (76)
Then a straightforward calculation gives
〈ge|kinHˆEα ||j, k〉 = 3
√
6
1
Wl
∑
J
dJW
2
J
=3
√
6
1
Wl
∑
J
dJW
2
J
∑
x
dx

(77)
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where a summation of two 9-j symbols appears in the last line. Then we have
kinHˆE ||j, k〉
=
√
(2j − k + 1)(2j + k + 2)(2j + 3 + k(k + 1))
2(2j + 1)
||j + 1/2, k〉
−
√
(2j − k)(2j + k + 1)(2j − 1− k(k + 1))
2(2j + 1)
||j − 1/2, k〉.
(78)
Because of 〈j, k||j, k〉 = 12j+1 , we have |j, k〉 =
√
2j + 1||j, k〉. Therefore, we can get
kinHˆE |j, k〉
=
√
(2j − k + 1)(2j + k + 2)(2j + 3 + k(k + 1))
2
√
(2j + 1)(2j + 2)
|j + 1/2, k〉
−
√
(2j − k)(2j + k + 1)(2j − 1− k(k + 1))
2
√
2j(2j + 1)
|j − 1/2, k〉.
(79)
B A Weyl sequence of the operator HˆI
Let g : R→ R be a Schwartz function. The Weyl sequence {|ω〉n} of the operator HˆI is defined by
|ω〉n :=
∑
j
g( 1nχ(j))√
n
ϕω(j)|j〉. (80)
To prove that |ω〉n really is a Weyl sequence, we will proceed in two steps. First we will show that
lim
n→∞ n〈ω|ω〉n = 4|A|
2
∫ ∞
0
|g(x)|2dx. (81)
By choosing some large integer j0 and introducing a notation J + := {j0, j0 + 1, · · · } and J − := {j0 +
1/2, j0 + 3/2, · · · }, we have
n〈ω|ω〉n = 1
n
∑
j
|g(χ(j)
n
)|2|ϕω(j)|2
≤ 1
n
j0−1/2∑
j=1/2
|g(χ(j)
n
)|2|ϕω(j)|2 + 1
n
∑
j∈J+
|g(χ(j)
n
)|2|f+ω (j)− ϕω(j)|2
+
1
n
∑
j∈J−
|g(χ(j)
n
)|2|f−ω (j)− ϕω(j)|2 +
2
n
∑
j∈J+
|g(χ(j)
n
)|2|f+ω (j)− ϕω(j)||f+ω |
+
2
n
∑
j∈J−
|g(χ(j)
n
)|2|f−ω (j)− ϕω(j)||f−ω (j)|
+
1
n
∑
j∈J+
|g(χ(j)
n
)|2|f+ω (j)|2 +
1
n
∑
j∈J−
|g(χ(j)
n
)|2|f−ω (j)|2
(82)
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As in (47), the terms apart from the summation of |f±ω (j)|2 are finite, and are denoted by ψ0. Then we
have
n〈ω, k|ω, k〉n ≤ψ0
n
+ 4|A|2
∑
j∈J
|g(χ(j)
n
)|2χ
′(j)
n
+
4|A|2
n
∑
j∈J−
{
|g(χ(j)
n
)|2χ′(j) cos(2ωχ(j) + 2θ)
− |g(χ(j − 1/2)
n
)|2χ′(j − 1/2) cos(2ωχ(j − 1/2) + 2θ)
}
(83)
where A =: |A|eiθ and J = J + ∪ J −. Using the mean-value theorem, we obtain∣∣∣∣|g(χ(j)n )|2χ′(j) cos(2ωχ(j) + 2θ)− |g(χ(j − 1/2)n )|2χ′(j − 1/2) cos(2ωχ(j − 1/2) + 2θ)
∣∣∣∣
=
1
2
∣∣∣∣ ddx
(
|g(χ(x)
n
)|2χ′(x) cos(2ωχ(x) + 2θ)
)∣∣∣∣
x=c(j)∈(j−1/2,j)
(84)
In the right hand side of (84), there will appear terms of multiplication of χ′(c(j))2 or χ′′(c(j)) with
some bounded functions. Recalling that χ′(x) = 1/ξ(x+ 1/2), it can be obtained that both χ′(c(j))2 and
χ′′(c(j)) decrease as 1/j2 as j goes to infinity. Whence, there must exist some positive number C such
that
1
2
∣∣∣∣ ddx
(
|g(χ(x)
n
)|2χ′(x) cos(2ωχ(x) + 2θ)
)∣∣∣∣
x=c(j)∈(j−1/2,j)
≤ Cχ′(j)2. (85)
Since
∫∞
j0
χ′(x)2dx <∞, we have ∑∞j=j0 χ′(j)2 <∞. Equations (83), (84) and (85) imply that
n〈ω|ω〉n ≤ ψ1
n
+ 4|A|2
∑
j∈J
|g(χ(j)
n
)|2χ
′(j)
n
(86)
where all of the finite terms are absorbed into ψ1 ∈ R. One can check easily that χ′(j) ≤ χ(j + 1)−χ(j).
Thus we have
n〈ω|ω〉n ≤ψ1
n
+ 4|A|2
∑
j∈J+
|g(χ(j)
n
)|2χ(j + 1)− χ(j)
n
. (87)
Then we can get
lim
n→∞ n〈ω|ω〉n ≤ limn→∞ 4|A|
2
∑
j∈J+
|g(χ(j)
n
)|2χ(j + 1)− χ(j)
n
= 4|A|2
∫ ∞
0
|g(y)|2dy. (88)
Now if we replace the terms |f±ω (j) − ϕω(j)||f±ω (j)| in (82) by −|f±ω (j) − ϕω(j)||f±ω (j)|, n〈ω|ω〉n will be
greater than or equal to the right hand side of (82). Then using the fact that χ′(j) ≥ χ(j) − χ(j − 1),
similar to the above analysis, we will obtain
lim
n→∞ n〈ω|ω〉n ≥ 4|A|
2
∫ ∞
0
|g(y)|2dy. (89)
Then we can get
lim
n→∞ ‖ |ω〉n‖
2 = 4|A|2
∫ ∞
0
|g(y)|2dy ≤ ∞. (90)
The second step is to prove
lim
n→∞(ω − HˆI)|ω〉n =: limn→∞Lω|ω〉n = 0. (91)
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One has
‖Lω|ω〉n‖2
=
1
n
∑
j
∣∣∣(ξ(√(j + 1/2)(j + 1) ) [g(χ(j + 1/2)
n
)− g(χ(j)
n
)
]
ϕω(j + 1/2)
− ξ(
√
j(j + 1/2) )
[
g(
χ(j − 1/2)
n
)− g(χ(j)
n
)
]
ϕω(j − 1/2)
)∣∣∣2
≤ψ0
n
+
1
n
∑
j∈J+
∣∣∣∣(√ξ(j + 1/2)ξ(j + 1) [g(χ(j + 1/2)n )− g(χ(j)n )
]
f+ω (j + 1/2)
−
√
ξ(j)ξ(j + 1/2)
[
g(
χ(j − 1/2)
n
)− g(χ(j)
n
)
]
f+ω (j − 1/2)
)∣∣∣∣2
+
1
n
∑
j∈J−
∣∣∣∣(√ξ(j + 1/2)ξ(j + 1) [g(χ(j + 1/2)n )− g(χ(j)n )
]
f−ω (j + 1/2)
−
√
ξ(j)ξ(j + 1/2)
[
g(
χ(j − 1/2)
n
)− g(χ(j)
n
)
]
f−ω (j − 1/2)
)∣∣∣∣2 .
(92)
Substituting (45), we have
‖Lω|ω〉n‖2
≤ψ0
n
+
8|A|2
n
∑
j∈J
ξ(j + 1/2)
([
g(
χ(j + 1/2)
n
)− g(χ(j)
n
)
]2
+
[
g(
χ(j)
n
)− g(χ(j − 1/2)
n
)
]2 )
.
(93)
Finally, by using the mean-valued theorem again, we can obtain
‖Lω|ω〉n‖2 ≤ ψ0
n
+
2|A|2
n
∑
j∈J
ξ(j + 1/2)
∣∣∣∣∣g′(χ(c
+
j )
n
)
χ′(c+j )
n
∣∣∣∣∣
2
+
∣∣∣∣∣g′(χ(c
−
j )
n
)
χ′(c−j )
n
∣∣∣∣∣
2
 (94)
with some numbers c+j ∈ (j, j + 1/2) and c−j ∈ (j − 1/2, j).
By definition, ξ(j + 1/2)χ′(c±j ) =
χ′(c±j )
χ′(j) and g
′(
χ(c±j )
n )/g
′(χ(j)n ) are bounded. Thus there exists some
C > 0 such that
‖Lω|ω〉n‖2 ≤ ψ0
n
+
C
n2
∑
j=j0,j0+1/2,j0+1,···
∣∣∣∣g′(χ(j)n )
∣∣∣∣2 χ′(j)n . (95)
Since
∑
j∈J
∣∣∣g′(χ(j)n )∣∣∣2 χ′(j)n ≤ ∞, we have finally
lim
n→∞ ‖Lω|ω〉n‖
2 ≤ lim
n→∞
C
n2
∑
j∈J
∣∣∣∣g′(χ(j)n )
∣∣∣∣2 χ′(j)n = 0. (96)
This completes the proof to show that |ω〉n is a Weyl sequence.
C Normalization
We the normalization factor of states |ω〉. As above, let j0 be a large integer. Then we have
〈ω|ω′〉 = ψ1 +
∑
j∈J+
f+ω (j)f
+
ω′(j) +
∑
j∈J−
f−ω (j)f−ω′(j) (97)
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where ψ1 absorbs all the finite terms. Substituting f
±
ω (j) into (97) and using integration to estimate the
summation, one has
〈ω|ω′〉 =ψ2 + |A|2
∫ ∞
j0
djχ′(j)
(
e−i(ω−ω
′)χ(j) + ei(ω−ω
′)χ(j)
)
+ |A|2
∫ ∞
j0+1/2
djχ′(j)
(
e−i(ω−ω
′)χ(j) + ei(ω−ω
′)χ(j)
) (98)
where we reorganize all finite terms into ψ2. Denoting x := χ(j), x0 := χ(j0) and x1 = χ(j0 + 1/2), we
have
〈ω|ω′〉 =ψ2 + 2|A|2
∫ ∞
−∞
dxe−i(ω−ω
′)x − |A|2
∫ x0
−x0
dxe−i(ω−ω
′)x − |A|2
∫ x1
−x1
dxe−i(ω−ω
′)x
=ψ3 + 4pi|A|2δ(ω − ω′).
(99)
According to section 4, 〈ω|ω′〉 must be proportional to the δ-distribution. Thus we have ψ3 = 0 and
〈ω|ω′〉 = 4pi|A|2δ(ω − ω′). (100)
Therefore,the normalization of ϕω(j) requires that 4pi|A|2 = 1.
D Approximation
We provide a procedure to approximate the following integral
I =
∫ ∞
−∞
e
1
σ2
(
−x2
2
+iσ2f(x)
)
dx =:
∫ ∞
−∞
e
1
σ2
g(x)dx. (101)
For σ  1, g(x) has a saddle point nearby 0. Let the saddle point be
x˚ = x1σ + x2σ
2 + · · ·
Then we have
−(x1σ + x2σ2 + · · · ) + iσ2f ′(x1σ + x2σ2 + · · · ) = 0 (102)
where f(x) is real function. Expanding f(x) around x = 0, we obtain
0 = −(x1σ+x2σ2 + · · · )+iσ2f ′(0)+iσ2f ′′(0)(x1σ+x2σ2 + · · · )+ iσ
2
2
f ′′′(0)(x1σ+x2σ2 + · · · )2 + · · · (103)
which gives
x1 = 0
−x2 + if ′(0) = 0
x3 = 0
−x4 + if ′′(0)x2 + i
2
f ′′′(0)(x1)2 = 0
· · · · · ·
(104)
Hence we have
x˚ = if ′(0)σ2 − f ′(0)f ′′(0)σ4 + · · · (105)
By the saddle point formula, we have
I =
√
2piσ2√−g′′(˚x)e g(x˚)σ2 (1 +O(σ2)) =
√
2piσ2√
1− iσ2f ′′(˚x)e
− x˚2
2σ2
+if (˚x)(1 +O(σ2)) (106)
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where the branch of
√−g′′(˚x) is determined as |Arg(−g′′(˚x))| < pi/2.
f ′′(˚x) = f ′′(0) + f ′′′(0)˚x+
1
2
f (4)x˚2 + · · · = f ′′(0) +O(σ2)
f (˚x) = f(0) + f ′(0)˚x+ · · · = f(0) + if ′(0)2σ2 +O(σ4)
x˚2
σ2
= −f ′(0)2σ2 +O(σ4)
Finally we have
I =
√
2piσ2√
1− iσ2f ′′(0)e
− f ′(0)2σ2
2
+if(0)(1 +O(σ2))(1 +O(σ2)). (107)
In (63), we have
f(x) =
(
φ− t
2
√
ω0
)
x+ sχ(j)x+ sθ(x+ ω0) + sχ(j)ω0 (108)
Thus, we get
f(0) = sθ(ω0) + sχ(j)ω0
f ′(0) =
(
φ− t
2
√
ω0
)
+ sχ(j) + sθ′(ω0)
f ′′(0) = sθ′′(ω0)
(109)
which gives
Ij =
√
2piσ2√
1− isσ2θ′′(ω0)
exp{−
σ2
(
φ− t2√ω0 + sχ(j) + sθ′(ω0)
)2
2
+ is (θ(ω0) + χ(j)ω0)}. (110)
References
[1] A. Ashtekar and J. Lewandowski. Background independent quantum gravity: a status report. Clas-
sical and Quantum Gravity, 21(15):R53, 2004.
[2] M. Han, Y. Ma, and W. Huang. Fundamental structure of loop quantum gravity. International
Journal of Modern Physics D, 16(09):1397–1474, 2007.
[3] C. Rovelli. quantum gravity. Cambridge University Press, 2005.
[4] T. Thiemann. Modern canonical quantum general relativity. Cambridge University Press, 2007.
[5] S. Holst. Barbero’s hamiltonian derived from a generalized hilbert-palatini action. Physical Review
D, 53(10):5966, 1996.
[6] A. Ashtekar and J. Lewandowski. Representation theory of analytic holonomy c*-algebras. In Knots
and Quantum Gravity, page 21, 1994.
[7] J. Lewandowski. Topological measure and graph-differential geometry on the quotient space of
connections. International Journal of Modern Physics D, 3(01):207–210, 1994.
[8] A. Ashtekar and J. Lewandowski. Differential geometry on the space of connections via graphs and
projective limits. Journal of Geometry and Physics, 17(3):191 – 230, 1995. ISSN 0393-0440. doi:
https://doi.org/10.1016/0393-0440(95)00028-G. URL http://www.sciencedirect.com/science/
article/pii/039304409500028G.
25
[9] H. Sahlmann and T. Thiemann. Irreducibility of the ashtekar–isham–lewandowski representation.
Classical and Quantum Gravity, 23(13):4453, 2006.
[10] J. Lewandowski, A. Okolow, H. Sahlmann, and T. Thiemann. Uniqueness of diffeomorphism
invariant states on holonomy-flux algebras. Commun. Math. Phys., 267:703–733, 2006. doi:
10.1007/s00220-006-0100-7.
[11] A. Ashtekar, J. Lewandowski, D. Marolf, J. Mourao, and T. Thiemann. Quantization of diffeo-
morphism invariant theories of connections with local degrees of freedom. Journal of Mathematical
Physics, 36(11):6456–6493, 1995.
[12] C. Rovelli and L. Smolin. Discreteness of area and volume in quantum gravity. Nuclear Physics B,
442(3):593–619, 1995.
[13] A. Ashtekar and J. Lewandowski. Quantum theory of geometry: I. area operators. Classical and
Quantum Gravity, 14(1A):A55, 1997.
[14] A. Ashtekar and J. Lewandowski. Quantum theory of geometry ii: Volume operators. Advances in
Theoretical and Mathematical Physics, 1(2):388–429, 1997.
[15] T. Thiemann. A length operator for canonical quantum gravity. Journal of Mathematical Physics,
39(6):3372–3392, 1998.
[16] Y. Ma and Y. Ling. Qˆ operator for canonical quantum gravity. Phys. Rev. D, 62:104021, Oct 2000. doi:
10.1103/PhysRevD.62.104021. URL https://link.aps.org/doi/10.1103/PhysRevD.62.104021.
[17] Y. Ma, C. Soo, and J. Yang. New length operator for loop quantum gravity. Physical Review D, 81
(12):124026, 2010.
[18] J. Yang and Y. Ma. New volume and inverse volume operators for loop quantum gravity. Phys. Rev.
D, 94:044003, Aug 2016. doi: 10.1103/PhysRevD.94.044003. URL https://link.aps.org/doi/10.
1103/PhysRevD.94.044003.
[19] T. Thiemann. Quantum spin dynamics (qsd). Classical and Quantum Gravity, 15(4):839, 1998.
[20] T. Thiemann. The phoenix project: master constraint programme for loop quantum gravity. Classical
and Quantum Gravity, 23(7):2211, 2006.
[21] M. Han and Y. Ma. Master constraint operators in loop quantum gravity. Physics Letters B, 635(4):
225–231, 2006.
[22] K. Giesel and T. Thiemann. Algebraic quantum gravity. Verhandlungen der Deutschen Physikalis-
chen Gesellschaft, 42(1), 2007.
[23] K. Giesel and T. Thiemann. Algebraic quantum gravity (aqg): Iv. reduced phase space quantization
of loop quantum gravity. Classical and Quantum Gravity, 27(17):175009, 2010.
[24] J. Lewandowski, M. Domagala, and M. Dziendzikowski. The dynamics of the massless scalar field
coupled to lqg in the polymer quantization. Proc. Sci. QGQGS, 25, 2011.
[25] M. Domaga la, K. Giesel, W. Kamin´ski, and J. Lewandowski. Gravity quantized: Loop quantum
gravity with a scalar field. Phys. Rev. D, 82:104038, Nov 2010.
[26] J. C. Baez. An introduction to spin foam models of bf theory and quantum gravity. In Geometry
and quantum physics, pages 25–93. Springer, 2000.
26
[27] A. Perez. Spin foam models for quantum gravity. Classical and Quantum Gravity, 20(6):R43, 2003.
[28] M. Assanioussi, J. Lewandowski, and I. Ma¨kinen. New scalar constraint operator for loop quantum
gravity. Phys. Rev. D, 92:044042, Aug 2015. doi: 10.1103/PhysRevD.92.044042.
[29] M. Han. Einstein equation from covariant loop quantum gravity in semiclassical continuum limit.
Physical Review D, 96(2):024047, 2017.
[30] M. Assanioussi, J. Lewandowski, and I. Ma¨kinen. Time evolution in deparametrized models of loop
quantum gravity. Physical Review D, 96(2):024043, 2017.
[31] E. Alesci and C. Rovelli. Regularization of the hamiltonian constraint compatible with the spinfoam
dynamics. Physical Review D, 82(4):044007, 2010.
[32] E. Alesci, M. Assanioussi, J. Lewandowski, and I. Ma¨kinen. Hamiltonian operator for loop quantum
gravity coupled to a scalar field. Phys. Rev. D, 91:124067, Jun 2015. doi: 10.1103/PhysRevD.91.
124067.
[33] C. Zhang, J. Lewandowski, and Y. Ma. Towards the self-adjointness of a hamiltonian operator in
loop quantum gravity. Physical Review D, 98(8):086014, 2018.
[34] A. Ashtekar, M. Bojowald, J. Lewandowski, et al. Mathematical structure of loop quantum cosmol-
ogy. Advances in Theoretical and Mathematical Physics, 7(2):233–268, 2003.
[35] M. Bojowald. Absence of a singularity in loop quantum cosmology. Phys. Rev. Lett., 86:5227–
5230, Jun 2001. doi: 10.1103/PhysRevLett.86.5227. URL https://link.aps.org/doi/10.1103/
PhysRevLett.86.5227.
[36] A. Ashtekar, T. Pawlowski, and P. Singh. Quantum nature of the big bang: Improved dynamics.
Phys. Rev. D, 74:084003, Oct 2006. doi: 10.1103/PhysRevD.74.084003.
[37] Y. Ding, Y. Ma, and J. Yang. Effective scenario of loop quantum cosmology. Physical review letters,
102(5):051301, 2009.
[38] J. Yang, Y. Ding, and Y. Ma. Alternative quantization of the hamiltonian in loop quantum cosmology.
Physics Letters B, 682(1):1–7, 2009.
[39] E. Bianchi, C. Rovelli, and F. Vidotto. Towards spinfoam cosmology. Physical Review D, 82(8):
084035, 2010.
[40] E. Alesci and F. Cianfrani. Loop quantum cosmology from quantum reduced loop gravity. EPL
(Europhysics Letters), 111(4):40002, 2015.
[41] N. Bodendorfer. An embedding of loop quantum cosmology in variables into a full theory context.
Classical and Quantum Gravity, 33(12):125014, 2016.
[42] S. Gielen and L. Sindoni. Quantum cosmology from group field theory condensates: a review. arXiv
preprint arXiv:1602.08104, 2016.
[43] A. Dapor and K. Liegener. Cosmological effective hamiltonian from full loop quantum gravity dy-
namics. Physics Letters B, 785:506–510, 2018.
[44] J. Yang and Y. Ma. New hamiltonian constraint operator for loop quantum gravity. Physics Letters
B, 751:343–347, 2015.
[45] M. Reed and B. Simon. Methods of modern mathematical physics I: Functional analysis, volume 1.
Elsevier, 2003.
27
[46] W. Kamin´ski and T. Paw lowski. Cosmic recall and the scattering picture of loop quantum cosmology.
Physical Review D, 81(8):084027, 2010.
[47] J. Yang and Y. Ma. Graphical calculus of volume, inverse volume and hamiltonian operators in loop
quantum gravity. The European Physical Journal C, 77(4):235, 2017.
28
