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Quantum information processing offers dramatic speedups, yet is famously susceptible to decoher-
ence, the process whereby quantum superpositions decay into mutually exclusive classical alterna-
tives, thus robbing quantum computers of their power. This has made the development of quantum
error correction an essential and inescapable aspect of both theoretical and experimental quantum
computing. So far little is known about protection against decoherence in the context of quantum
annealing, a computational paradigm which aims to exploit ground state quantum dynamics to solve
optimization problems more rapidly than is possible classically. Here we develop error correction for
quantum annealing and provide an experimental demonstration using up to 344 superconducting
flux qubits in processors which have recently been shown to physically implement programmable
quantum annealing. We demonstrate a substantial improvement over the performance of the proces-
sors in the absence of error correction. These results pave a path toward large scale noise-protected
adiabatic quantum optimization devices.
I. INTRODUCTION
Combinatorial optimization problems are of great in-
terest in both complexity theory and practical appli-
cations, and are also notoriously difficult to solve [1].
Quantum computing harbors the promise of dramatic
speedups over its classical counterpart [2], yet it can-
not function on a large scale without error correction [3].
In this work we demonstrate how quantum annealing,
a form of quantum computing tailored to optimization
that can be more efficient than classical optimization [4–
6], can be error corrected. Quantum annealing is a gen-
eralization of classical simulated annealing, an approach
to optimization based on the observation that the cost
function of an optimization problem can be viewed as the
energy of a physical system, and that energy barriers can
be crossed by thermal hopping [7]. However, to escape
local minima it can be advantageous to explore low en-
ergy configurations quantum mechanically by exploiting
superpositions and tunneling. Quantum annealing [8, 9]
and adiabatic quantum computation [10, 11] are algo-
rithms based on this idea, and a programmable quantum
annealer (PQA) is its physical realization [12–14].
Numerous experiments have demonstrated the utility
of quantum error correction in gate-model quantum com-
puting with up to 9 qubits using, e.g., NMR [15, 16],
trapped ions [17, 18], and optical systems [19, 20], and
superconducting circuits [21]. However, such demonstra-
tions require far more control than is available in PQA.
Likewise, methods developed for adiabatic quantum com-
puting [22–25], require operations which are not included
in the PQA repertoire. Here we show how PQA can nev-
ertheless be error corrected. We provide an experimen-
tal demonstration using up to 344 superconducting flux
qubits in D-Wave processors [14, 26] which have recently
been shown to physically implement PQA [27–29]. The
qubit connectivity graph of these processors is depicted
in Fig. 1(a).
II. QUANTUM ANNEALING AND
COMPUTATIONAL ERRORS
Many hard and important optimization problems can
be encoded into the lowest energy configuration (ground
state) of an Ising Hamiltonian
HIsing =
N∑
i=1
hiσ
z
i +
N∑
i<j
Jijσ
z
i σ
z
j , (1)
where each σzi = ±1 is a classical binary variable, and
the dimensionless local fields h := {hi} and couplings
J := {Jij} are the “program parameters” that specify the
problem [30, 31]. In PQA the solution of the optimization
problem is found by replacing the classical variables by
N quantum binary variables (qubits), that evolve subject
to the time-dependent Hamiltonian
H(t) = A(t)HX +B(t)HIsing , t ∈ [0, tf ] . (2)
Here HX =
∑N
i=1 σ
x
i is a transverse field Hamiltonian, σ
z
i
and σxi denote the spin-1/2 Pauli operators whose eigen-
states are, respectively, |0〉, |1〉 and |±〉 = (|0〉 ± |1〉)/√2,
with eigenvalues ±1. A(t) and B(t) are time-dependent
functions (with dimensions of energy) satisfying A(tf ) =
B(0) = 0, and tf is the annealing time. A physical PQA
always operates in the presence of a thermal environment
at temperature T . Provided A(0)  kBT , the PQA is
initialized in the ground state of HX , namely the uni-
form superposition state (|0 · · · 0〉+ · · ·+ |1 · · · 1〉)/
√
2N .
Provided B(tf )  kBT , the final state at the end of
the annealing process is stable against thermal excita-
tions when it is measured. If the evolution is adiabatic,
i.e., if H(t) is a smooth function of time and if the gap
∆ := mint∈[0,tf ] 1(t) − 0(t) between the first excited
state energy 1(t) and the ground state energy 0(t) is
sufficiently large compared to both 1/tf and T , then the
adiabatic approximation for open systems [32–35] guar-
antees that the desired ground state of HIsing will be
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FIG. 1. Unit cell and encoded graph. (a) Schematic
of one of the 64 unit cells of the DW2 processor (see Ap-
pendix A). Unit cells are arranged in an 8× 8 array forming
a “Chimera” graph between qubits. Each circle represents a
physical qubit, and each line a programmable Ising coupling
σzi σ
z
j . Lines on the right (left) couple to the corresponding
qubits in the neighboring unit cell to the right (above). (b)
Two “logical qubits” (i, red and j, blue) embedded within a
single unit cell. Qubits labeled 1-3 are the “problem qubits”,
the opposing qubit of the same color labeled P is the “penalty
qubit”. Problem qubits couple via the black lines with tun-
able strength α both inter- and intra-unit cell. Light blue
lines of magnitude β are ferromagnetic couplings between the
problem qubits and their penalty qubit. (c) Encoded pro-
cessor graph obtained from the Chimera graph by replacing
each logical qubit by a circle. This is a non-planar graph
(see Appendix B for a proof) with couplings of strength 3α.
Green circles represent complete logical qubits. Orange cir-
cles represent logical qubits lacking their penalty qubit (see
Fig. 7). Red lines are groups of couplers that cannot all be
simultaneously activated.
reached with high fidelity at tf . However, hard problems
are characterized by gaps that close polynomially or even
exponentially with increasing problem size [10, 11]. If
the gap is too small, then both non-adiabatic transitions
and thermal excitations can result in computational er-
rors, manifested in the appearance of excited states at tf .
While the non-adiabatic transition rate can in principle
be suppressed to an arbitrarily high degree by enforcing
a smoothness condition on the annealing functions A(t)
and B(t) [36], thermal excitations will cause errors at any
non-zero temperature. Additionally, even if ∆ is large
enough, inaccuracies in the implementation of HIsing may
result in the evolution ending up in the “wrong” ground
state. Overcoming such errors requires error correction.
III. QUANTUM ANNEALING CORRECTION
We devise a strategy we call “quantum annealing cor-
rection” (QAC), comprising the introduction of an energy
penalty along with encoding and error correction. Our
main tool is the ability to independently control pairwise
Ising interactions, which can be viewed as the genera-
tors of the bit-flip stabilizer code [37]. We first encode
HIsing, replacing each σ
z
i term by its encoded counterpart
σzi =
∑n
`=1 σ
z
i`
and each σzi σ
z
j by σ
z
i σ
z
j =
∑n
`=1 σ
z
i`
σzj` ,
where the subindices ` refer to the problem qubits as de-
picted in Fig. 1(b). After these replacements we obtain
an encoded Ising Hamiltonian
HIsing =
N∑
i=1
hiσzi +
N∑
i<j
Jijσzi σ
z
j , (3)
where N is the number of encoded qubits. The “code
states” |0i〉 = |0i1 · · · 0in〉 and |1i〉 = |1i1 · · · 1in〉 are
eigenstates of σzi with eigenvalues n and −n respec-
tively. “Non-code states” are the remaining 2n − 2
eigenstates, having at least one bit-flip error. The
states |0i〉|0j〉, |1i〉|1j〉 and |0i〉|1j〉, |1i〉|0j〉 are eigenstates
of σzi σ
z
j , also with eigenvalues n and −n respectively.
Therefore the ground state of HIsing is identical, in terms
of the code states, to that of the original unencoded Ising
Hamiltonian, with N = N .
This encoding allows for protection against bit-flip er-
rors in two ways. First, the overall problem energy scale
is increased by a factor of n, where n = 3 in our imple-
mentation on the D-Wave processors. Note that since we
cannot also encode HX (this would require n-body inter-
actions), it does not directly follow that the gap energy
scale also increases; we later present numerical evidence
that this is the case (see Fig. 3(a)), so that thermal ex-
citations will be suppressed. Second, the excited state
spectrum has been labeled in a manner which can be
decoded by performing a post-readout majority-vote on
each set of n problem qubits, thereby error-correcting
non-code states into code states in order to recover some
of the excited state population. The (n, 1) repetition code
has minimum Hamming distance n, i.e., a non-code state
with more than bn/2c bit-flip errors will be incorrectly
decoded; we call such states “undecodable”, while “de-
codable states” are those excited states that are decoded
via majority-vote to the correct code state.
To generate additional protection we next introduce a
ferromagnetic penalty term
HP = −
N∑
i=1
(
σzi1 + · · ·+ σzin
)
σziP , (4)
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FIG. 2. Success probabilities of the different strategies. Panels (a)-(c) show the results for antiferromagnetic chains
as a function of chain length. The solid blue lines in the U case are best fits to 1/(1 + pN2) (Lorentzian), yielding p =
1.94×10−4, 5.31×10−4, 3.41×10−3 for α = 1, 0.6, 0.3 respectively. Panel (d) compares the U and QAC strategies at N = N¯ = 86
and α ∈ {0.1, 0.2, . . . , 1.0}. Chains shown in Panel (a) respectively depict the U (i), C (ii), and EP and QAC (iii) cases. In (ii)
and (iii), respectively, vertically aligned and coupled physical qubits of the same color form a logical qubit. Error bars in all our
plots were calculated over the set of embeddings and express the standard error of the mean σ/
√
S, where σ2 = 1
S
∑S
i=1(xi−x)2
is the sample variance and S is the number of samples. Additional details, including from experiments on a previous generation
of the processor (the D-Wave One (DW1) “Rainier”) are given in Appendix D.
the sum of stabilizer generators of the n+ 1-qubit repe-
tition code, which together detect and energetically pe-
nalize [22] all bit-flip errors except the full logical qubit
flip. The role of HP can also be understood as to lock the
problem qubits into agreement with the penalty qubit, re-
ducing the probability of excitations from the code space
into non-code states; see Fig. 1(b) for the D-Wave proces-
sor implementation of this penalty. The encoded graph
thus obtained in our experimental implementation is de-
picted in Fig. 1(c).
Including the penalty term, the total encoded Hamil-
tonian we implement is
H(t) = A(t)HX +B(t)HIsing,P (α, β) , (5)
where HIsing,P (α, β) := αHIsing + βHP , and the two
controllable parameters α and β are the “problem scale”
and “penalty scale”, respectively, which we can tune
between 0 and 1 in our experiments and optimize. Note
that our scheme, as embodied in Eq. (5), implements
quantum annealing correction: HP energetically penal-
4izes every error E it does not commute with, e.g., every
single-qubit error E ∈ U(2) such that E 6∝ σzi .
IV. BENCHMARKING USING
ANTIFERROMAGNETIC CHAINS
Having specified the general scheme, which in particu-
lar is applicable to any problem that is embeddable on the
encoded graph shown in Fig. 1(c), we now focus on an-
tiferromagnetic chains. In this case, the classical ground
states at t = tf are the trivial doubly degenerate states
of nearest-neighbor spins pointing in opposite directions.
This allows us to benchmark our QAC strategy while fo-
cusing on the role of the controllable parameters, instead
of the complications associated with the ground states
of frustrated Ising models [29, 38]. Moreover, chains are
dominated by domain wall errors [14], which as we ex-
plain below are a particularly challenging scenario for our
QAC strategy.
As a reference problem we implemented anN -qubit an-
tiferromagnetic chain with HIsing(α) = α
∑N−1
i=1 σ
z
i σ
z
i+1.
We call this problem “unprotected” (U) since it in-
volves no encoding or penalty. As a second reference
problem we implemented three unpenalized parallel N -
qubit chains: HIsing(α) = α
∑3
j=1
∑N−1
i=1 σ
z
ij
σzij+1. We
call this problem “classical” (C) since this results in a
purely classical repetition code, whereby each triple of
bits {ij}3j=1 forms a logical bit i, decoded via majority-
vote. As a third reference problem we implemented a
chain of N encoded qubits with an energy penalty (EP):
HIsing,P (α, β) = α
∑N−1
i=1 σ
z
i σ
z
i+1 + βHP . When we add
majority-vote decoding to the EP strategy we have our
complete QAC strategy. Comparing the probability of
finding the ground state in the U, C, EP and QAC cases
allows us to isolate the effects of the various components
of the error correction strategy. Because antiferromag-
netic chains have two degenerate ground states, below
we consider the ground state for any given experimen-
tally measured state to be that with which the majority
of the decoded qubits align.
V. KEY EXPERIMENTAL RESULTS –
SUCCESS PROBABILITIES
The performance of the different strategies are shown
in Fig. 2. Our key finding is the high success probability
of the complete QAC strategy for α = 1 (Fig. 2(a)), im-
proving significantly over the three other strategies, and
resulting in a fidelity > 90% for all chain lengths. The
relative improvement is highest for low values of α, as
seen in Fig. 2(d). The C strategy is competitive with
QAC for relatively short chains, but drops eventually.
The EP probability is initially intermediate between the
U and C cases, but always catches up with the C data
for sufficiently long chains. This shows that the energy
penalty strategy by itself is insufficient, and must be sup-
plemented by decoding as in the complete QAC strategy.
Since α sets the overall problem energy scale, it is in-
versely related to the effective noise strength. This is
clearly visible in Fig. 2(a)-2(d) (see also Fig. 4), where
the overall success probability improves significantly over
a range of α values. The unprotected chains are reason-
ably well fit by a Lorentzian, whereas a classical model of
independent errors (see Appendix C) fails to describe the
data as it predicts an exponential dependence on N . We
turn next to an analysis and explanation of our results.
VI. OPTIMIZING THE PENALTY SCALE β
To obtain the performance of the EP and QAC strate-
gies shown in Fig. 2 we optimized β separately for each
strategy and for each setting of α and N¯ . In order to
understand the role of β consider first how increasing β
affects the size and position of the gap ∆. The excita-
tions relevant to our error correction procedure are to the
second excited state and above, since the ground state
becomes degenerate at tf . In Fig. 3(a) we show that the
relevant gap grows with increasing β, as desired. The
gap position also shifts to the left, which is advantageous
since it leaves less time for thermal excitations to act
while the transverse field dominates. However, the role
of β is more subtle than would be suggested by consider-
ing only the gap. When β  α the penalty has no effect,
and when β  α the penalty dominates the problem
scale and the chains effectively comprise decoupled logi-
cal qubits. Thus there should be an optimal β for each
(N¯ , α) pair, which we denote βopt. Without decoding we
expect βopt ∼ α based on the argument above, which is
confirmed in Fig. 4 (top row). Note that when β = 0.1
the penalty is too small to be beneficial, hence the poor
performance for that value in the EP case.
In the QAC case another effect occurs: the spectrum is
reordered so that undecodable states become lower in en-
ergy than decodable states. This is explained in Fig. 3(b).
Consider the three configurations shown. While the left
and middle configurations are decodable, the right-side
configuration is not. For sufficiently large α the undecod-
able state is always the highest of the three indicated ex-
cited states. The graph at the bottom of panel (b) shows
the Ising gap as a function of β for α = 0.3. While for
sufficiently small β such that 4β, 2α+ 2β < 6α both de-
codable states are lower in energy than the undecodable
state, the undecodable state becomes the first excited
state for sufficiently large β. This adversely affects the
success probability after decoding, as is verified numeri-
cally in the inset of panel (a), which shows the results of
an adiabatic master equation [34] calculation for the same
problem, yielding the undecoded ground state probabil-
ity PGS and the decoded ground state probability PS (for
model details and parameters see Appendix E). While for
β < 0.6 decoding helps, this is no longer true when for
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FIG. 3. Effect of varying the penalty strength β. Panel (a) shows the numerically calculated gap to the lowest relevant
excited state for two antiferromagnetically coupled logical qubits for α = 0.3 and different values of β. Inset: undecoded
(decoded) ground state probability PGS (PS). Panel (b) (top) shows three configurations of two antiferromagnetically coupled
logical qubits. Physical qubits denoted by heavy arrows point in the wrong direction. In the left configuration both logical
qubits have a bit-flip error, in the middle configuration only one logical qubit has a single bit-flip error, and in the right
configuration one logical qubit is completely flipped. The corresponding degeneracies and gaps (∆I) from the final ground state
are indicated, and the gaps plotted (bottom).
β > 0.6 the undecodable state becomes the first relevant
excited state. Consequently we again expect there to be
an optimal value of β for the QAC strategy that differs
from βopt for EP. These expectations are borne out in
our experiments: Fig. 4 (bottom row) shows that βopt
is significantly lower than in the EP case, which differs
only via the absence of the decoding step. The decrease
in βopt with increasing α and chain length can be under-
stood in terms of domain wall errors (see below), which
tend to flip entire logical qubits, thus resulting in a grow-
ing number of undecodable errors. For additional insight
into the roles of the penalty qubits, α and β see Appen-
dices F and G.
VII. ERROR MECHANISMS
Solving for the ground state of an antiferromagnetic
Ising chain is an “easy” problem, so why do we observe
decreasing success probabilities? As alluded to earlier,
domain walls are the dominant form of errors for antifer-
romagnetic chains, and we show next how they account
for the shrinking success probability. We analyze the
errors on the problem vs the penalty qubits and their
distribution along the chain. Figure 5(a) is a histogram
of the observed decoded states at a given Hamming dis-
tance d from the ground state of the N¯ = 86 chains. The
large peak near d = 0 shows that most states are either
correctly decoded or have just a few flipped bits. The
quasi-periodic structure seen emerging at d ≥ 20 can be
understood in terms of domain walls. The period is four,
the number of physical qubits per logical qubit, so this
periodicity reflects the flipping of an integer multiple of
logical qubits, as in Fig. 3(b). Once an entire logical
qubit has flipped and violates the antiferromagnetic cou-
pling to, say, its left (thus creating a kink), it becomes
energetically preferable for the nearest neighbor logical
qubit to its right to flip as well, setting off a cascade of
logical qubit flips all the way to the end of the chain. The
inset is the logical Hamming distance histogram, which
looks like a condensed version of the physical Hamming
distance histogram because it is dominated by these do-
main wall dynamics.
Rather than considering the entire final state, Fig. 5(b)
integrates the data in Fig. 5(a) and displays the observed
occurrence rates of the various classes of errors per logical
qubit in N¯ = 86 chains. The histograms for one, two, and
three problem qubits flipping in each location are shown
separately. Flipped penalty qubits are shown in the inset
and are essentially perfectly correlated with d = 3 errors,
meaning that a penalty qubit flip will nearly always occur
in conjunction with all problem qubits flipping as well.
Thus the penalty qubits function to lock the problem
qubits into agreement, as they should (further analysis
of the role of the penalty qubit in error suppression is
presented in Appendix F). The overwhelming majority
of errors are one or more domain walls between logical
qubits. The domains occur with higher probability the
closer they are to the ends of the chain, since kink cre-
ation costs half the energy at the chain boundaries. The
same low barrier to flipping a qubit at the chain ends also
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FIG. 4. Experimental optimization of the penalty strength β. The top (bottom) row shows color density plots of the
experimental success probability of the EP (QAC) strategy as a function of β ∈ {0.1, 0.2, . . . , 1.0} and N¯ ∈ {2, 3, . . . , 86}, at
α = 0.3 (left), 0.6 (middle) and 1 (right). The optimal β values are indicated by the white dots.
explains the large peaks at d = 1.
Our majority-vote decoding strategy correctly decodes
errors with d = 1, incorrectly decodes the much less fre-
quent d = 2 errors, and is oblivious to the dominant
d = 3 domain wall errors, which present as logical er-
rors. Therefore the preponderance of domain wall errors
at large N¯ is largely responsible for the drop seen in the
QAC data in Fig. 2. The two-qubit problem analyzed in
Fig. 3(a) and 3(b) suggests that logical errors can dom-
inate the low energy spectrum. We observe this phe-
nomenon in Fig. 6, which shows that decodable and un-
decodable states separate cleanly by Hamming distance
but not by energy, with many low energy states being
undecodable states. In this sense the problem of chains
we are studying here is in fact unfavorable for our QAC
scheme, and we can expect better performance for com-
putationally hard problems involving frustration.
Figure 6 lends itself to another interesting interpre-
tation. Quantum annealing is normally understood as
an optimization scheme that succeeds by evolving in
the ground state, but how much does the energy of the
final state matter when we implement error correction?
Figure 6 shows that a small Hamming distance is much
more strongly correlated with decodability than the final
state energy: the latter can be quite high while the state
remain decodable. Thus the decoding strategy tolerates
relatively high energy final states.
VIII. CONCLUSION AND OUTLOOK
This work demonstrates that QAC can significantly
improve the performance of programmable quantum an-
nealing even for the relatively unfavorable problem of an-
tiferromagnetic chains, which are dominated by logical
qubit errors manifested as domain walls. We have shown
that (i) increasing the problem energy scale via encoding
into logical qubits, (ii) introducing an optimum penalty
strength β to penalize errors that do not commute with
the penalty term, and (iii) decoding the excited states,
reduces the overall error rate relative to any strategy that
does less than these three steps which comprise the com-
plete QAC strategy.
The next step is to extend QAC to problems where
the correct solution is not known in advance, and is in
fact the object of running the quantum annealer. Opti-
mization of the decoding scheme would then be desirable.
For example, detected errors could be corrected by solv-
ing a local optimization problem, whereby the values of
a small cluster of logical qubits that were flagged as er-
roneous and their neighbors are used to find the lowest
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FIG. 5. Hamming distance histograms. Observed errors in encoded 86 qubit antiferromagnetic chains, at α = 1 and the
near-optimal β = 0.2. Panel (a) is a histogram of Hamming distances from the nearest of the two degenerate ground states,
measured in terms of physical qubits. Inset: in terms of encoded qubits. The peaks at Hamming distance zero are cut off and
extend to 63.6% (88.3%) for the physical (encoded) case. Panel (b) is a histogram of the errors as a function of logical qubit
position (color scale) within the chain. Errors on encoded problem qubits are at Hamming distance 1, 2 or 3. Flipped penalty
qubits are shown in the inset. The mirror symmetry is due to averaging over the two equivalent chain directions.
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FIG. 6. Decodability analysis. The fraction of decod-
able states out of all states (color scale) observed at a given
Hamming distance from the nearest degenerate ground state
(measured in physical qubits), and given energy above the
ground state (in units of Jij = 1), for N¯ = 86 and α = 1.
energy solution possible. Other decoding schemes could
be devised as needed, drawing, e.g., on recent develop-
ments in optimal decoding of surface codes [39]. An-
other important venue for future studies is the develop-
ment of more efficient QAC-compatible codes capable of
handling larger weight errors. Ultimately, the scalability
of quantum annealing depends on the incorporation of
fault-tolerant error correction techniques, which we hope
this work will help to inspire.
ACKNOWLEDGMENTS
We thank Gerardo Paz for useful discussions. This
research was supported by the Lockheed Martin Cor-
poration, by ARO-MURI grant W911NF-11-1-0268, by
ARO-QA grant number W911NF-12-1-0523, and and by
NSF grant numbers PHY-969969 and PHY-803304.
8Appendix A: Hardware parameters of the DW1 and
DW2
The experiments described in the main text were per-
formed on the D-Wave Two (DW2) “Vesuvius” proces-
sor at the Information Sciences Institute of the Univer-
sity of Southern California. The device has been de-
scribed in detail elsewhere [26, 40, 41]. The annealing
functions A(t) and B(t) are specified below. All our re-
sults were averaged over 24 embeddings of the chains
on the processor (except U in Fig. 2(d), which used 188
embeddings), where an embedding assigns a specific set
of physical qubits to a given chain. After programming
the couplings, the device was cooled for 10 ms, and then
5000 annealing runs per embedding were performed us-
ing an annealing time of tf = 20µs for every problem
size N,N ∈ {2, 3, . . . , 86}, α ∈ {0.1, 0.2, ..., 1.0} and
β ∈ {0.1, 0.2, ..., 1.0}. Annealing was performed at a tem-
perature of 17 mK (≈ 2.2 GHz), with an initial transverse
field starting at A(0) ≈ 33.8 GHz, going to zero during
the annealing, while the couplings are ramped up from
near zero to B(tf ) ≈ 20.5 GHz.
The D-Wave processors are organized into unit cells
consisting of eight qubits arranged in a complete, bal-
anced bipartite graph, with each side of the graph con-
necting to a neighboring unit cell, as seen in Fig. 7,
known as the “Chimera” graph [42, 43]. The D-Wave
One (DW1) “Rainier” processor is the predecessor of the
DW2, and was used in our early experiments. The mini-
mum DW1 annealing time is 5µs, compared to 20µs for
the DW2. The analog part of the DW2 circuitry is very
similar to the DW1 processors other than improved qubit
parameters (lower inductance and capacitance, shorter
qubit length, higher critical current). The DAC (dig-
ital to analog) and readout technologies were also im-
proved (non-dissipative readout scheme instead of dc
SQUIDs). The DW2 has an XYZ addressing scheme (to
eliminate static power dissipation when programming),
and a smaller spread on coupling strength of key on-chip
control transformers allowing better synchronization be-
tween the h and J parameters [44]. The reduction in
control noise sources is noticeable in our experimental
data, as shown in Sec. D. Figure 8 shows the encoded
hardware graph used in our DW1 experiments. The an-
nealing schedules for the DW1 and DW2 are shown in
Fig. 9.
Details for the DW1 experiments are as follows (for the
analogous DW2 details see Methods in the main text).
After programming the couplings, the device was cooled
for 1.5 s and then 20, 000 annealing runs per embedding
were performed using an annealing time of tf = 5µs for
every problem size N,N ∈ {2, 3, . . . , 16}. Only a single
embedding was used. Error bars in all our DW1 plots
were calculated over the set of S = 20, 000 annealing
runs and express the standard error of the mean σ/
√
S,
where σ2 = 1S
∑S
i=1(xi − x)2 is the sample variance.
Appendix B: Proof that the encoded graph is
non-planar
The solution of the Ising model over the encoded graph
over the processor, shown in Fig. 1 in the main text,
is an NP-hard problem, just as the same problem over
the original hardware graph is NP-hard. The key lies in
the three-dimensional nature of both graphs; the ground
state of Ising spin glasses over non-planar lattices is an
NP-hard problem [30].
We provide a graphical proof of non-planarity for the
encoded graph here. The existence of a subgraph homeo-
morphic to the K3,3 complete bipartite graph with three
vertices on each side is sufficient to prove that a given
graph is non-planar [45]. This subgraph may take as its
edges paths within the graph being studied. We take a
section of the encoded graph and, by performing a series
of allowed moves of condensing paths to edges, show that
the section is indeed homeomorphic to K3,3.
We begin with an 18-qubit section of the regular en-
coded graph, shown in Fig. 10(a). This encoded graph is
then condensed along its paths by repeatedly removing
two edges and a vertex and replacing them with a single
edge representing the path. A clear sequence of these
moves is shown in Fig. 10(b)-(d). The studied subgraph
has now been condensed into the form of the desired K3,3
graph, as is made clear by labeling and rearranging the
vertices as in Fig. 11. The encoded graph is thereby
proved non-planar.
Appendix C: A classical independent errors model
It is tempting to explain the decay of success proba-
bility seen in Fig. 2 in the main text in terms of a clas-
sical model of uncorrelated errors. To this end, consider
an antiferromagnetic chain of N spins, with Hamiltonian
HIsing = α
∑N−1
i=1 σ
z
i σ
z
i+1. Its excitations are kinks, re-
sulting in domain walls. A kink is a single disagreement
between nearest-neighbor spins. There are N−1 possible
kink locations since there are N−1 nearest-neighbor spin
pairs. Each kink costs an energy of 2α. The ground state
energy is −α(N − 1) and so the energy of a state with k
kinks is EN (k) = α(−N+1+2k). The degeneracy dN (k)
of a state with k kinks is the number of ways of placing
k kinks in N − 1 slots, i.e., dN (k) =
(
N−1
k
)
. Assuming
a classical system in thermal equilibrium at temperature
kBT , the probability of a state with k kinks is
PN (k) =
1
ZN
dN (k)e
−EN (k)/kBT , (C1)
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FIG. 7. The connectivity graph of the D-Wave One (DW1) “Rainier” processor shown on the left consists of 4 × 4 unit cells
of eight qubits (denoted by circles), connected by programmable inductive couplers (lines). The 108 green (red) circles denote
functional (inactive) qubits. Most qubits connect to six other qubits. The D-Wave Two (DW2) Vesuvius processor shown on
the right consists of 8 × 8 unit cells. The 503 green (red) circles denote functional (inactive) qubits. In the ideal case, where
all qubits are functional and all couplers are present, one obtains the non-planar “Chimera” connectivity graph.
where ZN =
∑N−1
k=0 PN (k) is the normalization factor.
We have
ZN =
N−1∑
k=0
(
N − 1
k
)
e−α(−N+1+2k)/kBT (C2a)
= eα(N−1)/kBT
N−1∑
k=0
(
N − 1
k
)(
e−2α/kBT
)k
(C2b)
= (2 cosh(α/kBT ))
N−1. (C2c)
Thus the probability of no kinks, i.e., no errors in the
chain, is
PN (0) =
e−α(N−1)/kBT
(2 cosh(α/kBT ))N−1
=
(
1
1 + e2α/kBT
)N−1
(C3a)
≡ (1− p(α))N−1 , (C3b)
whence we identify the bit-flip probability from the main
text as
p(α) =
1
1 + e−2α/kBT
. (C4)
This purely classical thermal error model predicts an
exponential fidelity decay with N , that does not agree
well with our data. Indeed, the success probability de-
pends quadratically on N for small chain lengths, whence
the Lorentzian fits shown in Fig. 2 in the main text.
This suggests that a different error mechanism is at work,
which we can capture using an adiabatic master equation
presented in Sec. E.
Appendix D: Comparison between the DW1 and
DW2
In the main text we provided DW2 results at various
values of α. Figure 12 collects these results for the U
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FIG. 8. The encoded DW1 graph. Symbols are the same as
Fig. 1(c) in the main text for the encoded DW2 graph. In
addition, grey circles represent logical qubits with defective
data qubits that were not used in our experiments; the corre-
sponding grey lines represent couplings that were not used.
and QAC cases, at three different values of α, to simplify
the comparison. It clearly demonstrates the advantage
of QAC over the U case at every value of the problem
scale α, and shows how increasing α increases the success
probability.
Figure 13 complements the DW2 data with results
from the DW1, and an additional DW2 data set at
α = 0.9, alongside the corresponding DW1 data. The
DW1 results are seen to agree overall with those from
the DW2, though the absence of penalty qubits in up
to three logical qubits in the DW1 (as explained in the
caption of Fig. 16), and larger control errors, resulted in
lower success probabilities overall. Moreover, the DW1
accommodated at most 16 logical qubits, so some of the
larger scale trends observed in the DW2 case, such as the
eventual decline of the QAC success probability as seen
in Fig. 2, are not visible in the DW1 data.
In Fig. 14 we show the correlation between Hamming
distance, energy, and decodability, for the DW1 and the
DW2 for chains of length 16. This complements Fig. 6
in the main text. In the DW2 plot, we see the points
representing domain walls spaced at even four-qubit in-
tervals because there are no missing penalty qubits. As
can be seen from the color variation, the distribution for
the DW1 is less bimodal than that of the DW2. In both
cases states with physical Hamming distance less than
5 from the ground state show decodability while states
further away do not.
Appendix E: Adiabatic master equation
In order to derive the adiabatic Markovian master
equation used in performing the simulations, we consider
a closed system with Hamiltonian
H(t) = HS(t) +HB + g
∑
α
Aα ⊗Bα , (E1)
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FIG. 9. The DW1 (a) and DW2 (b) annealing schedules. The
functions A and B are the ones appearing in Eqs. (2) and (5).
The solid horizontal black line is the operating temperature
energy.
where HS(t) is the time-dependent system Hamiltonian
(which in our case takes the form given in Eq. (2)), HB
is the bath Hamiltonian, {Aα} are Hermitian system op-
erators, {Bα} are Hermitian bath operators, and g is the
system-bath interaction strength (with dimensions of en-
ergy). Under suitable approximations, a master equation
can be derived from first principles [34] describing the
Markovian evolution of the system. This equation takes
the Lindblad form [46]:
d
dt
ρ(t) = − i
~
[HS(t) +HLS(t), ρ(t)] +
g2
~2
∑
α,β
∑
ω
γαβ(ω)
×
(
Lβ,ω(t)ρ(t)L
†
α,ω(t)−
1
2
{
L†α,ω(t)Lβ,ω(t), ρ(t)
})
,(E2)
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FIG. 10. (a) A portion of the encoded graph over logical qubits. (b)-(d) Contraction of paths in the original graph into edges.
Paths consisting of two edges and a vertex are selected (represented in the figure as dotted lines), then contracted into a single
edge connecting the ends of the chosen path (shown as a new solid line).
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FIG. 11. The condensed graph (a) is isomorphic to the stan-
dard representation of the K3,3 bipartite graph (b).
where HLS is the Lamb shift term induced by the inter-
action with the thermal bath, ω is a frequency, γαβ(ω)
is a positive matrix for all values of ω, and Lα,ω(t) are
time-dependent Lindblad operators. They are given by
Lα,ω(t) =
∑
ω
δ~ω,∆ba(t)〈εa(t)|Aα|εb(t)〉|εa(t)〉〈εb(t)| ,
(E3a)
γαβ(ω) =
∫ ∞
−∞
dt eiωt〈eiHBtBαe−iHBtBβ〉 , (E3b)
HLS(t) =
g2
~
∑
αβ
∑
ω
Sαβ(ω)L
†
α,ω(t)Lβ,ω(t) , (E3c)
Sαβ(ω) =
∫ ∞
−∞
dω′γαβ(ω′)P
(
1
ω − ω′
)
, (E3d)
where P is the Cauchy principal value, ∆ba(t) ≡ εb(t)−
εa(t), and the states |εa(t)〉 are the instantaneous energy
eigenstates of HS(t) with eigenvalues εa(t) satisfying
HS(t)|εa(t)〉 = εa(t)|εa(t)〉 , (E4)
For our simulations we considered independent dephasing
harmonic oscillator baths (i.e., each qubit experiences its
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FIG. 12. Recap of the results shown in Fig. 2 in the main text,
for the U and QAC cases, for α = 1 (top) α = 0.6 (middle),
and α = 0.3 (bottom).
own thermal bath) such that:∑
α
Aα ⊗Bα =
∑
α
σzα ⊗
∑
k
(
bk,α + b
†
k,α
)
, (E5)
where bk,α and b
†
k,α are, respectively, lowering and raising
operators for the kth oscillator of the bath associated
with qubit α satisfying
[
bk,α, b
†
k′,α
]
= δk,k′ . Furthermore,
we assume an Ohmic spectrum for each bath such that
g2γαβ(ω) = δα,β
2pig2ηω
1− e−β~ω e
−ω/ωc , (E6)
where β is the inverse temperature, η (with units of time
squared) characterizes the Ohmic bath, and ωc is a UV
cut-off. In our simulations, we fix ωc = 8piGHz in order
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(d) DW2, α = 0.9.
FIG. 13. Panels (a)-(c) are DW1 results, panel (d) is DW2 results. Shown are success probabilities for the various cases
discussed in the main text as a function of chain length N, N¯ ∈ 2, ..., 16, complementing the results shown in Fig. 2. Blue and
purple lines are best fits to an independent errors model as described in Sec. C. Panel (d) shows an additional DW2 data set,
at α = 0.9. The inset shows the same data on the same scale as in panel (c), to emphasize the improved performance of the
DW2 over the DW1. The penalty scale β was chosen as the experimental optimum for each α and N¯ in all cases.
to satisfy the approximations made in deriving the mas-
ter equation (see Ref. [34] for more details), and we fix
β−1/~ ≈ 2.2 GHz to match the operating temperature of
17 mK of the D-Wave device. The only remaining free
parameter is the effective system-bath coupling
κ ≡ g2η/~2, (E7)
which we vary to find the best agreement with our ex-
perimental data.
As an example of the ability of our adiabatic master
equation to capture the experimental data, we show in
Fig. 15 the results of calculations for unprotected anti-
ferromagnetic (AF) chains, along with the corresponding
DW2 data. As can be seen the master equation correctly
captures the initial quadratic decay as a function of chain
length, which is missed by the classical kinks model pre-
sented in Sec. C. Additional confirmation of the validity
of the adiabatic master equation approach is given in
Fig. 16(a), and earlier work [28, 47].
Appendix F: The role of the penalty qubit
In this section we demonstrate that the penalty qubits
are indeed responsible for error suppression. To do so
we tested both experimentally and numerically the ef-
fect of removing one of the penalty qubits. Figure 16(a)
clearly shows, using a simulation of two AF coupled log-
ical qubits, that the physical problem qubits that are
coupled to the penalty qubit have a smaller probability
of flipping than those that are not. Figure 16(b) shows
experimental data for an N¯ = 16 chain with three missing
penalty qubits; Hamming distance 1 errors at the loca-
tions of the missing penalty qubits are greatly enhanced,
13
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FIG. 14. The fraction of decodable states (color scale), for N¯ = 16, α = 0.3 and β = 0.4 (optimal for DW1), vs the energy (in
units of Jij = 1) of each observed state relative to the ground state and the Hamming distance from the nearest degenerate
ground state, measured in physical qubits. Here we compare the DW1 (a) and the DW2 (b); βopt = 0.2 for DW2.
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FIG. 15. Experimental (circles) and simulation (crosses) re-
sults for an unencoded AF chain with α = 0.3 and anneal-
ing time tf = 20µs. The effective system-bath coupling is
κ = 5.57× 10−6.
reversing the dominance of d = 3 errors seen in Fig. 5(b)
in the main text.
Let us now consider in some more detail the interplay
between the optimal β effect and the consequences of an
absent penalty qubit. We saw the effects of changing
the penalty strength in Figs. 3(a) and 3(b) in the main
text, in terms of a model of two coupled logical qubits.
For a given problem, there exists an optimal β at which
the success probability is maximized. In Fig. 16(a) we
saw that the absence of a penalty qubit increases the bit
flip probability of the associated problem qubits. Fig. 17
shows the results of simulations using the adiabatic mas-
ter equation of Sec. E, for the probability of finding the
ground state of the physical system versus finding the
correct ground state after decoding. For small β, the two
penalty versus one penalty qubit instances exhibit similar
behavior, with a ground state probability PGS that grows
with increasing β, whereas the decoded success probabil-
ity remains more or less constant. This initial growth in
PGS can be easily understood in terms of the behavior
of the energy gap to the second excited state (recall that
the final ground state is degenerate so any population in
the first excited state joins the ground state by the end
of the evolution). As we showed in the main text, this
energy gap grows and shifts to earlier times in the evolu-
tion. This reduces the thermal excitation rate out of the
ground state. The low lying excited states are decodable
to the correct ground state, and therefore, any popula-
tion excited to them is still recovered by decoding, which
explains the constant decoded success probability.
As β is further increased, we observe that the two-
penalty problem exhibits a peak in PGS as a function of
β, although no such peak is observed in PS . This means
that there is significant probability loss to states that are
still decoded to the correct ground state. However, we
notice that at β = 0.6, there is a large drop in PS with-
out an accompanying large drop in PGS . This means that
there is a large probability lost to a state that is decoded
incorrectly. This indeed happens because for β ≥ 0.6,
the first excited state is actually the fully ferromagnetic
state, which decodes to the incorrect ground state. No-
tice however that this large drop does not happen for the
single penalty case, because this important identity shift
in the excited state spectrum does not happen over the
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FIG. 16. Effect of the penalty qubits. (a) Shown are adiabatic master equation simulation results (with parameters κ =
3.18 × 10−4 and tf = 20µs) as a function of β, with α = 0.3, for two antiferromagnetically coupled encoded qubits, one with
a penalty qubit and one without (see diagram in upper left corner). Blue diamonds are the probability of a single flip in the
problem qubits coupled to the penalty qubit (penalty side – PS), red circles for the uncoupled case (no-penalty side – NPS).
Inset: Simulated and experimental probability of Hamming distance d = 1, 2 for the encoded qubit with (PQ) or without
(NPQ) the penalty qubit; “Pen” denotes the penalty qubit (the probability at d = 3 is negligible and is not shown). Good
agreement is seen between the master equation and the experimental results. The NPQ case has substantially higher error
probability, demonstrating the positive effect of the penalty qubit. (b) Similar to Fig. 5(a), for an N¯ = 16 qubit chain (20, 000
samples collected on the DW1). The logical qubits numbered 1, 7, and 16 did not have a penalty qubit, which is manifested
by large peaks at these positions, at both d = 1 and d = 2. The inset shows the percentage of errors on the penalty qubits
(with numbers 1, 7, 16 missing). The d = 3 data illustrates that a flipped penalty qubit increases the probability of all problem
qubits flipping even more than an absent penalty qubit.
range of β explored.
Appendix G: The role of the problem scale α and
the penalty scale β
In order to understand the role of the problem scale
α and the penalty strength β on the quantum anneal-
ing evolution, we analyze the effect of each separately in
terms of analytically tractable models.
1. The role of α
First, let us consider the case of β = 0, and consider
a one dimensional antiferromagnetic transverse Ising
model:
H = α
(
h
α
N∑
i=1
σxi +
N∑
i=1
σzi σ
z
i+1
)
. (G1)
It is well established that in the large N limit, the system
undergoes a quantum phase transition at hc = J [48,
49]. Let us denote the minimum gap for this case as
∆min = α∆0. Now let us consider the time-dependent
Hamiltonian:
H(t) = A(t)
∑
i
σxi + αB(t)
∑
i
σzi σ
z
i+1 , (G2)
which is the case of interest in the main text. The min-
imum gap would then occur at A(tmin) = αB(tmin).
For monotonically decreasing A(t) and monotonically in-
creasing B(t), increasing α means tmin decreases. For
example, consider linear interpolating functions:
AL(s) = 2A0(1− s) , BL(s) = 2A0s , (G3)
where s = t/tf . The minimum gap occurs at smin =
1/ (1 + α), such that the minimum gap is given by
∆min = 2A0∆0α/ (1 + α). Therefore, increasing α de-
creases smin, i.e., shifts the minimum gap to earlier in
the evolution, and increases ∆min. Figure 18 shows the
results of numerical simulations for an an antiferromag-
netically coupled chain, verifying both the increase in the
gap and its shift to the left.
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FIG. 17. Adiabatic master equation simulation results for
the probability of finding the undecoded ground state PGS
and the decoded ground state PS for two logical qubits. We
set α = 0.3, κ = 3.18× 10−4, and tf = 20µs.
2. The role of β
In order to analytically study the effect of β we resort
to a much simpler model and perturbation theory. Let
us consider the annealing Hamiltonian for a single qubit
with linear interpolating functions:
H(s) = A0(1− s)σx +A0s1
2
ωσz . (G4)
This has time-dependent eigenvalues given by
A0ε±(s) = ±A0
2
(
4(1− s)2 + s2ω2)1/2 ≡ ±A0
2
λ , (G5)
with eigenvectors (in the computational basis):
|ε−(s)〉 = 1
c−(s)
(
sω
2(1− s) −
λ
2(1− s) , 1
)
, (G6a)
|ε+(s)〉 = 1
c+(s)
(
sω
2
+
λ
2
, 1− s
)
, (G6b)
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FIG. 18. The gap to the lowest relevant (2nd and higher) ex-
cited state for an antiferromagnetically coupled 8-qubit chain
for β = 0 and different values of α. The gap increases and
moves to the left as α is increased (see Fig. 3(a) in the main
text for a similar plot with α fixed and varying β).
where c±(s) are positive normalization coefficients. Let
us now consider three decoupled qubits, representing the
problem qubits. The ground state of this three qubit sys-
tem is simply a tensor product of the individual ground
states:
|0〉 = |ε−〉1 ⊗ |ε−〉2 ⊗ |ε−〉3 , (G7)
with energy ε0(s) = 3ε−(s). The first excited state is
triply degenerate:
|1〉 =|ε+〉1 ⊗ |ε−〉2 ⊗ |ε−〉3 , (G8a)
|2〉 =|ε−〉1 ⊗ |ε+〉2 ⊗ |ε−〉3 , (G8b)
|3〉 =|ε−〉1 ⊗ |ε−〉2 ⊗ |ε+〉3 , (G8c)
with energy ε1(s) = 2ε−(s) + ε+(s).
a. A single logical qubit
To model a logical qubit which includes three problems
qubits and a penalty qubit we now introduce a fourth
qubit, with a Hamiltonian similar to Eq. (G4) but with
energy ω0  ω, i.e.,
H(s) = A0(1−s)
4∑
i=1
σxi +A0s
1
2
(
3∑
i=1
ωσzi +ω0σ
z
4) . (G9)
This is chosen to ensure that the ground state and the
degenerate first excited states all have the fourth qubit
in its ground state |−〉4. Thus the ground state is
|0〉 = |ε−〉1 ⊗ |ε−〉2 ⊗ |ε−〉3 ⊗ |−〉4 , (G10)
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and the excited states corresponding to the single bit-flip
errors we are interested in are:
|1〉 =|ε+〉1 ⊗ |ε−〉2 ⊗ |ε−〉3 ⊗ |−〉4 , (G11a)
|2〉 =|ε−〉1 ⊗ |ε+〉2 ⊗ |ε−〉3 ⊗ |−〉4 , (G11b)
|3〉 =|ε−〉1 ⊗ |ε−〉2 ⊗ |ε+〉3 ⊗ |−〉4 . (G11c)
Next we introduce the ferromagnetic penalty term of the
main text as a perturbation:
HP = −A0sβ
3∑
i=1
σzi σ
z
4 , (G12)
We can calculate the first order perturbation to the en-
ergy states, and from there obtain the gap. This amounts
to simply calculating the matrix element 〈a|σzi σz4 |a〉,
where a = 0, 1, 2, 3. The σz4 always gives a multiplica-
tive contribution of 〈−|σz4 |−〉. The remaining matrix
elements are given by:
〈0|σzi |0〉 =
c2− − 2
c2−
, i = 1, 2, 3 , (G13a)
〈1|σz2 |1〉 =〈3|σz2 |3〉 = 〈1|σz3 |1〉 = 〈2|σz3 |2〉 =
c2− − 2
c2−
,
(G13b)
〈1|σz1 |1〉 =〈2|σz2 |2〉 = 〈3|σz3 |3〉 =
c2+ − 2(1− s)2
c2+
.
(G13c)
The remaining matrix elements vanish. The degeneracy
of the excited states is not broken by this perturbation,
and the perturbed energy spectrum is given by:
E0 = 3A0ε−(s)−A0βs
(
3
2− c2−
c2−
2− c˜2−
c˜2−
)
, (G14a)
E1 = 2A0ε−(s) +A0ε+(s)
+A0βs
(
−22− c
2
−
c2−
+
c2+ − 2(1− s)2
c2+
)(
2− c˜2−
c˜2−
)
.
(G14b)
where c˜− is the normalization for the ground state of the
unperturbed fourth qubit. Therefore the gap is
∆ = E1 − E0 = A0 [ε+(s)− ε−(s) (G15)
+βs
(
c2+ − 2(1− s)2
c2+
+
2− c2−
c2−
)(
2− c˜2−
c˜2−
)]
.
The contribution to the gap from the perturbation is pos-
itive throughout the evolution for finite values of ω0. Fur-
thermore, as shown in Fig. 19, the minimum gap shifts
to earlier in the evolution.
b. Three qubit pairs coupled to a penalty qubit
As a proxy for the case of coupled logical qubits, which
is difficult to analyze analytically, we consider three
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FIG. 19. The gap to the first relevant excited state for the
unperturbed (blue curve) Hamiltonian and the perturbed (red
curve) Hamiltonian with ω = 1 and β = ω0 = 0.1.
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FIG. 20. The gap to the first relevant excited state for the
unperturbed (blue curve) Hamiltonian and the perturbed (red
curve) Hamiltonian with β = 0.1 and ω0 = 0.001.
pairs of AF-coupled qubits, with one triple coupled to
a penalty qubit. We start from a simple two-site chain,
where for simplicity we set the AF-coupling to unity:
H(t) = A0(1− s) (σx1 + σx2 ) +A0sσz1σz2 . (G16)
The energy eigenvalues are given by:
ε0
A0
= −λ , ε1
A0
= −s , ε2
A0
= s ,
ε3
A0
= λ , (G17)
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where λ =
√
4(1− s)2 + s2, and the eigenvectors (in the
computational basis ↑↑, ↑↓, ↓↑, ↓↓) are:
|ε0(s)〉 = 1
c−(s)
(
1− s,−s
2
− λ
2
,−s
2
− λ
2
, 1− s
)
(G18a)
|ε1(s)〉 = 1√
2
(0,−1, 1, 0) (G18b)
|ε2(s)〉 = 1√
2
(−1, 0, 0, 1) (G18c)
|ε3(s)〉 = 1
c+(s)
(
1,−s
2
+
λ
2
,−s
2
+
λ
2
, 1
)
, (G18d)
where c±(s) are normalization functions. Note that the
Hamiltonian in Eq. (G16) is invariant under σzi → −σzi ,
so that the expectation value of σzi under any of the en-
ergy eigenstates is zero,
〈εi|σzj |εi〉 = 0 , i = 0, 1, 2, 3 , j = 1, 2 . (G19)
Furthermore, the only non-zero matrix elements of the
sum of σzi in the instantaneous energy eigenbasis are:
〈ε0|σz1 |ε2〉 =
−√2(1− s)
c−
, 〈ε3|σz1 |ε2〉 =
−√2
c+
〈ε0|σz1 |ε1〉 =
s+ λ√
2c−
. (G20)
We now proceed as in the single qubit case: we make
three copies of the AF chain and introduce a fourth qubit
that does not interact with the three AF chains. The
ground state of this seven qubit system can be written
as follows:
|0〉 = |ε0〉 ⊗ |ε0〉 ⊗ |ε0〉 ⊗ |−〉 , (G21)
with energy
E0 = 3ε0 + − . (G22)
The relevant excited state is the lowest excited state that
does not decode to the correct ground state. This is:
|2〉 = |ε2〉 ⊗ |ε0〉 ⊗ |ε0〉 ⊗ |−〉 , (G23)
with a three-fold degeneracy because the state |ε2〉 can
be placed on any of the three chains, with energy
E2 = 2ε0 + ε2 + − . (G24)
We now again introduce the penalty as a perturbation:
HP = −A0sβ
3∑
i=1
σz1iσ
z
4 , (G25)
where σz1i is the Pauli operator acting on the ith qubit of
the first logical qubit of the AF chain. From Eq. (G19),
we obtain that the energy change vanishes to first order
in perturbation theory, so we have to go to second order.
The change in the ground state energy is given by:
δE0
β2A20s
2
= 3
|〈ε0|σz1 |ε2〉|2
ε0 − ε2 |〈−|σ
z
4 |−〉|2 + 3
|〈ε0|σz1 |ε2〉|2
ε0 − ε2 + − − + |〈−|σ
z
4 |+〉|2 + 3
|〈ε0|σz1 |ε1〉|2
ε0 − ε1 |〈−|σ
z
4 |−〉|2
+3
|〈ε0|σz1 |ε1〉|2
ε0 − ε1 + − − + |〈−|σ
z
4 |+〉|2 , (G26)
while the change in the relevant excited state energy is:
δE2
β2A20s
2
=
|〈ε2|σz1 |ε0〉|2
ε2 − ε0 |〈−|σ
z
4 |−〉|2 +
|〈ε2|σz1 |ε0〉|2
ε2 − ε0 + − − + |〈−|σ
z
4 |+〉|2 + 2
|〈ε0|σz1 |ε2〉|2
ε0 − ε2 |〈−|σ
z
4 |−〉|2
+2
|〈ε0|σz1 |ε2〉|2
ε0 − ε2 + − − + |〈−|σ
z
4 |+〉|2 +
|〈ε2|σz1 |ε3〉|2
ε2 − ε3 |〈−|σ
z
4 |−〉|2 +
|〈ε2|σz1 |ε3〉|2
ε2 − ε3 + − − + |〈−|σ
z
4 |+〉|2
+2
|〈ε0|σz1 |ε1〉|2
ε0 − ε1 |〈−|σ
z
4 |−〉|2 + 2
|〈ε0|σz1 |ε1〉|2
ε0 − ε1 + − − + |〈−|σ
z
4 |+〉|2 . (G27)
The perturbed gap is given by:
∆ = E2 − E0 + δE2 − δE0 , (G28)
which is larger than the unperturbed gap, and moves
slightly to the right, as shown in Fig. 20. Thus this in-
complete model of coupled logical qubits captures the
increase in the gap due to the penalty term, but not its
shift to earlier time. However, we do observe both the
increase in the gap and its shift to the left when we nu-
merically compute the gap for AF chains, as can be seen
in Fig. 3(a) in the main text.
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