Abstract-Many applications require video content to be encoded and uploaded under specific complexity constraints. While many speed-ups are available in practical video encoder implementations, it is difficult to predict the impact of such techniques on the actual content being encoded and therefore select the best configuration to meet the given constraints. A method is proposed in this paper to automatically select the encoder configuration in order to meet complexity constraints in terms of encoding and uploading time, using a pre-trained encoder configuration transfer matrix. The algorithm ensures that the content is processed within the specified targets, as presented in the experimental evaluation, where it is shown that the encoder can accurately meet specific constraints under a variety of conditions.
INTRODUCTION
The latest video compression standard, High Efficiency Video Coding (HEVC) [1] provides more than 50% bit-rate saving with respect to its predecessor H.264/Advanced Video Coding [2] at the same objective visual quality [3] . However, the increased compression efficiency provided by HEVC comes at the cost of a significant increase in complexity, mainly due to the use of a large set of intensive processing tools [4] .
Typical video encoders achieve high compression efficiency by testing a large number of encoding options. The best option is selected usually by minimising a cost function that takes into account the quality of the reconstructed signal and generated bitrate. Brute-force approaches, in which all possible options are tested, result in very high compression efficiency. However, the complexity of such schemes can lead to prohibitive processing times for many applications. For this reason, modern encoding solutions include algorithms which aim to speed-up the encoder by avoiding certain selection steps according to a preliminary analysis. Algorithmic speed-ups provide a powerful way to reduce the encoding time necessary to compress a video sequence. Most encoder implementations allow users to enable or disable each algorithm separately, which may result in very different outcomes in terms of complexity savings and compression efficiency losses, not only due to the characteristics of the content being encoded but also due to the interactions between speed-ups used in parallel. In general, it is very difficult to precisely predict the impact of using specific speed-ups.
On the other hand, in some practical applications, users would benefit from a scheme capable of adjusting the complexity of the encoder in order to meet specific complexity constraints. Examples of potential users may be journalists in the field contributing content to a central repository, or concert goers uploading user generated content to a video platform, and so on. In these cases, users would want the video content to be compressed and uploaded so that it can reach the intended destination in a limited amount of time, while still targeting the maximum possible level of quality. Selecting a fixed speed preset or configuration may not be optimal, in that the encoder may either provide unnecessary low quality, or require more time than available to encode and deliver the content.
In this paper, we propose a framework to control specific encoding parameters given initial constrains on the encoding and uploading time, while maximising the output quality of the stream. In particular, usage of specific speed-ups is controlled, along with the Quantisation Parameter (QP) used to set the strength of the quantisation of the residual coefficients. Both these parameters have considerable impact on complexity and efficiency of the encoding (as shown in the rest of this paper). A method is proposed to select efficiently the optimal configuration for each group of consecutive frames to encode, so that the requirements can be met. Specific encoding configurations that make use of different speed-ups and QP values are analysed with respect to their effects on distortion, encoding time, and generated bitrates. Then, a complexityconstrained framework is proposed, to adjust the configuration of an HEVC encoder based on a pre-trained configuration transfer matrix, to meet specific requirements in terms of total time available to encode and upload the content.
The remainder of this paper is organised as follows. Section II provides a brief state-of-the-art review. Section III describes the details of the proposed algorithm. Section IV reports the experiments performed to evaluate the performance. Section V concludes this paper with some final remarks.
II. RELATED WORK
Many methods have been investigated in the past with the goal of reducing HEVC's encoder complexity. Fast algorithms to determine the Coding Tree Block (CTB) structure and the Coding Unit (CU) size [5] [6] [7] [8], or to dynamically select the best Prediction Unit (PU) mode [9] [10] [11] , or the motion information [12] [13] have been proposed. Meanwhile, very little research has been conducted on controlling the usage of these methods to selectively meet specific constraints. The authors in [14] [15] propose to limit the selection of PU mode and maximum depth used in each CTB to decrease the number of Rate-Distortion (RD) evaluations performed. The authors in [16] propose to control the selection of PUs to control the complexity of inter prediction. These previous techniques only take into account specific encoding parameters, and their effectiveness depends on the encoder implementation being used.
The authors in [17] propose a more comprehensive approach in which a fixed number of 15 possible encoding configurations are considered, including usage of different motion search ranges and early termination algorithms. However, this work does not take into account the effects of using different QPs. Moreover, only the encoding time is taken into account, whereas the expected quality, bitrate and consequently uploading time are not taken into account.
It is also worth noting that all of the aforementioned techniques have been demonstrated in the context of reference software frameworks, such as the HEVC reference test model (HM) [18] , an HEVC software encoder designed as a test platform for implementing new tools and algorithms during HEVC standardisation. HM is mainly optimised for quality, not speed, and as such it is impractical for any real usage, due to its inherently very high computational complexity. Even with the help of fast algorithms, the usage of HM is still limited by the inefficiency of some of the code and by missing features that are necessary for practical codecs, such as parallelisation options or reduced requirements in terms of memory consumption. The method and framework proposed in this paper were instead designed as practical tools which can support a variety of practical applications. For that reason, we decided to perform the implementation in the context of a real-world practical HEVC software encoder. The open-source HEVC encoder Turing codec [19] was used for this purpose. The Turing codec is an open-source software encoder designed for speed and high coding efficiency. It was designed starting from a new software structure, and has many desirable features for practical codecs such as very low memory consumption, advanced parallelisation schemes, fast encoding algorithms and assembly code optimisations.
III. PROPOSED ALGORITHM
The HEVC standard follows a similar video compression scheme as its predecessor AVC, based on prediction, transform, quantisation and entropy coding. Each picture is first partitioned in CUs of specific sizes. The content of a CU is then predicted from previously encoded portions of the content, either using information from the same frame (intra-prediction) or from previously encoded frames (inter-prediction). Then, the residuals (obtained as the difference between the predicted and original samples) are transformed to the frequency domain and quantised. Finally, the quantised coefficients are encoded to the final bitstream by means of entropy coding.
The quantisation strength is controlled by the QP, which in HEVC can span from 51 (very coarse quantisation) to 0 (no quantisation). The QP also impacts the encoding time. High QPs typically lead to many zero residuals. This means the inverse quantisation and transform can be often avoided, leading to faster encoding. As such, the QP is a factor to consider when controlling the complexity. For this purpose, some test sequences were encoded using fixed QP values ranging from 11 to 45. The results are shown in Figure 1 in terms of average encoding time obtained for each QP. The figure shows that encoding times highly depend on QP values.
The encoding time was also analysed in more detail on a frame by frame basis. HEVC allow encoders to use specific Structures of Pictures (SOP), where frames are categorised in SOP layers. The SOP defines encoding parameters such as the encoding order, reference frames used for prediction, and so on. Many implementations use fixed SOPs, which are periodically repeated to encode the sequence. A fixed SOP of 8 frames is assumed in the rest of this paper. The plot in Figure 2 shows the encoding time per frame for the first 100 frames of the Basketballdrive sequence, for a QP of 22. This shows that the encoding time for a given QP varies greatly between SOP layers, but remains relatively constant for each SOP layer.
Practical solutions such as the Turing codec include many speed-up tools, which aim to reduce the encoding time of some of the most complex HEVC tools. In most cases, such tools are based on the assumption that particular analytics can be performed on the content so that the selection process can be avoided, and a sub-optimal solution can be identified in a fraction of the time. Obviously the usage of such speed-ups has considerable impact on the encoder speed, as well as the efficiency, of the resulting encoding. While the Turing codec provides a variety of many different speed-ups, a subset of the 5 most effective algorithms is considered in this paper. In particular, the following speed-ups are considered (please note that a detailed description of these algorithms is outside the scope of this paper): Early CU termination (ECU): the encoder may decide to stop the search for the best CU size depending on the computation of some metrics [5] .
Multiple Early Termination (MET): the encoder may decide to skip computation of some motion vectors [13] .
Adaptive Partition Selection (APS): the encoder may skip evaluation of specific PU modes [11] .
Only Half-pel Prediction (OHP): the encoder avoids computation and searching of quarter-pixel samples.
Reduced Search Window (RSW): the encoder restricts the search range of motion vectors from the default value of 64 samples to a smaller value of 32 samples.
Based on the above speed-ups, eight possible speed modes are then defined, each corresponding to specifically enabling or disabling the above speed-ups. Table I shows the different speed presets considered in this paper, where 0 (or 1) is used to indicate that the corresponding speed-up is disabled (or enabled). In addition, 24 QP values ranging from 22 to 45 are considered. Together with the 8 possible speed modes, the encoder is allowed a total of 192 possible encoding configurations.
The goal of the proposed framework is to dynamically adjust the encoding configuration online during the encoding, to keep the total time needed for encoding and uploading below a target time, while at the same time achieving the best objective quality under these constraints. Denote as tot the total target time, defined as the total available time from the moment the encoding process is triggered to the moment the content must reach the destination. For the sake of simplicity, assume that uploading happens under ideal conditions within a network channel with a fixed known available bandwidth equal to Wlink. In practice, this bandwidth may vary with time, with no impact on the workflow of the proposed approach since the main ideas presented here can be easily adapted. Finally, assume that the considered sequence is composed of a total number of N SOPs and each SOP is referred to as SOP n, with n {0, …, N -1}. In order to avoid abrupt changes in quality of the compressed sequence, the proposed method allows encoding configuration changes to happen only at the beginning of each new SOP.
The proposed approach operates by assigning a specific target time to each SOP, and predicting the total time (including encoding and uploading) that would be necessary for the next SOP using each of the available speed configurations. This prediction happens by means of a pre-trained transfer matrix, which is used to predict how much time the encoder will need to encode and upload a SOP, based on the encoding time and bitrate obtained after finishing the previous SOP.
Formally, denote the set of available configurations as M = {M0, M1, …, M191}. A set of 10 test sequences was used for training. In order to fairly evaluate the performance of the approach, such sequences are not used when evaluating the results of the method. Each sequence was encoded using one of the available 192 speed configurations. For each configuration Mi, the results of the training set were used to compute the average obtained PSNR values, denoted as P(Mi), the average encoding times, denoted as Tenc (Mi) , and the average number of bits needed for the encoding, denoted as B(Mi). Then, the PSNR values were used to sort the encoder configurations in M from the one providing the highest quality (the largest average PSNR), corresponding to M0, to the one corresponding to the lowest quality corresponding to M191.
Then, the obtained average encoding times and number of bits were used to compute the average total times necessary for each configuration, including encoding time and uploading time, as:
Finally, a transfer matrix A of size 192 ×192 was defined, where each element A(i, j) in the matrix is obtained as the ratio between the total time necessary for encoding and uploading in a configuration and the total time necessary for encoding and uploading in another configuration:
This configuration transfer matrix was then used for the definition of the proposed algorithm. In particular, before starting encoding the first SOP in the sequence, no assumptions can be made on the content. Therefore, a predefined initial configuration M(0) is used to encode the first SOP. The choice of this initial configuration can be performed by means of statistical analysis, or it can be fixed to a predefined value. Due to the fact that the algorithm quickly adapts to the content, the selection of this initial value has minimal impact on the performance of the algorithm. Moreover, a uniform distribution of the total time is assumed among all SOPs. This means that SOP 0 is assigned a total time of:
After finishing the SOP, the actual encoding time, Tenc,0, and number of bits needed to encode the SOP, B0, are computed. Finally, the actual total time for the SOP Ttot,0 is computed using (1). Then, the target total time for the next SOP is updated using this information as:
The estimated total time that would be necessary to encode the SOP if each available configuration Mj M would have been used is computed as:
Finally, the configuration corresponding to the highest quality (namely the smallest index, as the encoder configurations in M are sorted) and such that the time constraints are met is selected. Formally M(1) = Mk such that:
This process can be iterated for all SOPs in the sequence to define the following algorithm. The first SOP n = 0 is encoded using configuration M(0). Then for each SOP n > 0:
1. Before encoding a given SOP n, the target time for the SOP is computed taking into account the total target time as well as the actual time spent for the previously processed SOPs, or formally:
2. The total time necessary to encode and upload the previous SOP is computed as:
3. The estimated total time that would be necessary to encode SOP n if each available configuration Mj M were to be used is computed based on the previous SOP:
The encoder configuration to encode SOP n is selected as M(n) = Mk such that:
IV. EXPERIMENTAL EVALUATION
The proposed algorithm was tested to evaluate its ability to accurately meet the conditions imposed by different time and bandwidth constraints, under a variety of test conditions selected to verify its effectiveness in various possible use-cases. The test material includes content with spatial resolutions of 1280 × 720, 1920 × 1080 and 3840 × 2160 luma samples. All selected test sequences have a duration of 10 seconds at various frame rates (measured in frames per seconds, fps). In order to simulate different encoding and uploading scenarios, different bandwidths and total encoding times were used in the reported experiments. To simulate challenging conditions, bandwidths of 128, 256 and 512 kbps were considered. Relevant total target times were selected according to the spatial and temporal resolutions of the content. Selecting meaningful target times is important since it allows testing the accuracy of the proposed method in terms of meeting the target time requirements. If the target times are too low, the proposed mechanism encodes the content using the highest QP and speed configuration (lowest quality, lowest bit-rate). Conversely, high target times do not challenge the proposed system since in this case, it selects the lowest QP and speed allowed (highest quality, highest bit-rate) throughout the whole sequence. Conversely, challenging test conditions were used in this evaluation. The sequences used as well as the chosen target times are shown in Table II .
The SOP structure used in the experiments follows the Random Access (RA) configuration defined in the JCT-VC Common Test Conditions [20] with a SOP size of 8 frames. As already mentioned, a practical HEVC encoder implementation was used for the implementation and experiments, namely the Turing codec [19] (version 1.1). All tests were run on Intel Xeon X3450 CPUs (2.67 GHz) with 8 GB of RAM.
The overall performance of the proposed algorithm is summarised in Table III , where the ability to meet accurately the total target time is measured using the relative error between the specified total target time and the actual total time spent on encoding and uploading. These results show that the method is capable of achieving very low accuracy error. Highest errors are obtained for content at 1280 × 720@60fps, where errors up to 2.93 % have been obtained. This corresponds to videoconferencing content, which is generally easy to compress, which means some of the estimated encoding times result in higher numbers than the actual values. Nonetheless the accuracy error is still relatively small and acceptable, showing that the approach is capable of adapting to the content being encoded. Low accuracy errors are obtained for all other classes.
The BQTerrace sequence was considered, using 512 kbps and target time 1600 seconds. Under these conditions, the proposed method is capable of meeting the target with accuracy error of 0.16 %. Then, the available configurations were tested throughout the encoding of the entire sequence. Among these, the one corresponding to QP = 27 and speed mode 7 results in the closest total time to the target, meeting the target with an accuracy error of 7.21 %. Not only selecting such configuration given a target would not be possible without testing beforehand the results of all 192 options, but also, using a fixed configuration throughout the encoding results in much higher accuracy errors, due to the fact the encoder cannot adapt during the encoding. Finally, the average quality of the proposed method was only 0.33 dB smaller than that obtained with the fixed configuration. Figure 3 shows the configuration selected by the method for each SOP in the sequence, plotted against the fixed configuration.
V. CONCLUSIONS
An algorithm to control a video encoder was presented in this paper, capable of selecting the best configuration while encoding in order to meet specific complexity requirements in terms of encoding and uploading time. The reported experimental results show that the proposed method is able to accurately meet the overall time constraints for different target times and bandwidths considered for transmission.
Methods to improve the selection of the initial coding configuration could be investigated in the future, as well as studying more advanced techniques which do not rely on training on a specific test set.
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