Abstract. We investigate the computational complexity of the problem of deciding if an algebra homomorphism can be factored through an intermediate algebra. Specifically, we fix an algebraic language, L, and take as input an algebra homomorphism f : X → Z between two finite L-algebras X and Z, along with an intermediate finite L-algebra Y . The decision problem asks whether there are homomorphisms g : X → Y and h : Y → Z such that f = hg. We show that these Homomorphism Factorization Problems are NPcomplete. We also develop a technique for producing compatible restrictions on homomorphisms, and show that Homomorphism Factorization Problems have polynomial time instances for finite Boolean algebras, finite vector spaces, finite G-sets, and finite abelian groups.
Introduction
In this paper we investigate the complexity of the problem of deciding if an algebra homomorphism can be factored through an intermediate algebra. Specifically, we fix an algebraic language L. The input to our problem is a homomorphism f : X → Z between L-algebras X and Z, along with an intermediate L-algebra Y . The problem is to decide whether there are homomorphisms g : X → Y and h : Y → Z such that f = hg, as shown in Fig. 1 . We refer to this as There are several interesting special cases of the main problem worth identifying: I. Consider restricting to the case where |Z| = 1. Then the homomorphisms f and h from Problem 1.1 must be constant, so the Homomorphism Factorization Problem reduces to the problem of deciding whether, given L-algebras X and Y , there is a homomorphism g : X → Y , as shown in Fig. 2 . We refer to this special case as the Homomorphism Problem.
f ( IV. Consider restricting to the case where f : X → Z is the identity function from X to Z = X, as shown in Fig. 5 . In this case the Homomorphism Factorization Problem reduces to the problem of deciding if, given X and Y , the algebra X is a retract of Y . This special case will be called the Retraction Problem. V. Consider restricting the Retraction Problem in the case where |X| = |Y |. This special case is the Isomorphism Problem for L-algebras. The problem of deciding the complexity of the Homomorphism Factorization Problem was raised at [11] . There the focus is on algebras in the language of a single fundamental operation, which is binary. The author of the problem expresses interest in the special case where the algebras are semigroups. We shall also focus on these special cases, and we shall consider only finite algebras.
The questions considered here have been studied for relational structures, so it is important to indicate the differences. Any semigroup can be viewed are a relational structure with a single ternary relation {(x, y, z) ∈ X 3 | z = xy}. A function f : X → Z between semigroups is an algebra homomorphism when X and Z are considered as algebras if and only if it is a relational homomorphism when X and Z are considered as relational structures. Therefore, the problem of deciding if a semigroup algebra homomorphism can be factored is the same as the problem of deciding if a semigroup relational homomorphism can be factored.
But the problem of deciding if a semigroup homomorphism can be factored is not the same as the problem of deciding if a homomorphism of relational structures (with one ternary relation) can be factored. The latter problem involves relational structures that are not codings of semigroups. In fact, it is not hard to see, and it is well known, that the homomorphism problem for ternary relational structures is NP-complete. But the homomorphism problem for semigroups always has an affirmative answer. That is, given finite semigroups X and Y , there is always a semigroup homomorphism g : X → Y , namely we can take g to be a constant homomorphism mapping X to an idempotent of Y .
It is also worth noting that some cases of the Homomorphism Factorization Problem can be easy (e.g., we just noted that the Homomorphism Problem for semigroups always has an affirmative answer), but also can be hard (e.g., the Group Isomorphism Problem is a special case, and there is no known easy algorithm to decide the Group Isomorphism Problem). In order to characterize these cases, we introduce the notion of a "rich" language. An algebraic language is rich if it has at least one operation of arity at least two, or at least two unary operations. We will prove the following: Theorem 1.2. The Homomorphism Factorization Problem is NP-complete for rich languages.
Rich Languages with at Least Two Unary Operations
Recall that an algebraic language is rich if it has at least one operation of arity at least two, or at least two unary operations. In this section, we begin the proof of Theorem 1.2 by considering the Exists Right-Factor Problem for algebras with two or more unary operations. Specifically, we will show that in this case, any algorithmic solution to the Homomorphism Problem for such algebras would necessarily give a solution to the Homomorphism Problem for graphs, and vice versa. As Graph Homomorphism is well-known to be NP-complete [5] , this will provide the desired result.
We may consider any loop-free, finite, connected, directed graph, G = (V G , E G ), with at least two vertices. We encode this graph into an algebra G † , using the following rules to construct the universe: for each vertex v in V G , there are two corresponding elements v 1 and v 2 in G † , and for each edge (u, v) in E G , there are two elements, a (u,v) and b (u,v) , in G † . We assign to G † two unary operations: f (·) and g(·), given by Table I . Table I . The operations of G † .
This encoding allows us to prove the following: Proof. Suppose first that there exists a homomorphism φ : G → H. We construct a function ψ :
We claim ψ is well-defined by the well-definition of φ and the construction of H † . Since u maps to a single element of H under φ, that single element, φ(u), is in turn associated with exactly two distinct elements φ(u) 1 and φ(u) 2 in H † . Similarly, for any (u, v) in E G , we must have that (φ(u), φ(v)) is in E H . In turn, it must be the case that a (φ(u),φ(v)) and b (φ(u),φ(v)) are two single elements in H † .
Next, we claim ψ is a homomorphism. Suppose i and j are distinct elements of {1, 2}, and v i is an element of
Suppose now that there instead exists a homomorphism ψ :
We claim ψ(u 2 ) = u ′ 2 for some u ′ ∈ V H . By construction, u 2 = gf (u 2 ), and since ψ is a homomorphism, ψ(u 2 ) = ψ(gf (u 2 )) = gf (ψ(u 2 )). The only x ∈ H † satisfying ,v) ) satisfies the equational condition that f (x) = gf (x), and the only x with f (x) = gf (x) are precisely the elements of the form
This provides the basis for our construction of φ -if v is in V G , we let φ(v) = w in V H where ψ(v 1 ) = w 1 . By the preceding arguments, φ is a well-defined homomorphism.
Corollary 2.2. The Homomorphism Problem for algebras in a language with at least two unary operations is NP-complete.
In fact, this same construction allows us to completely classify the Homomorphism Factorization Problem for such languages. The observation that the Homomorphism Problem is a special case of the Exists Right-Factor Problem gives the following:
Corollary 2.3. The Exists-Right Factor Problem for algebras in a language with at least two unary operations is NP-complete.
We can also classify the Exists-Left Factor Problem using a specific input corresponding to a homomorphism with two fixed points. Proof. Let G = ({v}, ∅) be the graph consisting of a single vertex, v, with no edges. We encode G into an algebra, X, using the standard rules for constructing G † -specifically, the universe of X consists of two elements, v 1 and v 2 , and we assign to X two unary operations, f (·) and g(·), given by Table II . 
We then set algebras Y and Z to be the encodings of two loop-free, finite, connected, directed graphs with at least two vertices, H and J, each together with a new distinguished vertex v ′ not connected to any other vertices. In particular, v ′ is associated with neither a nor b elements in either algebra. Suppose f : X → Z is given by f (v) = v ′ and g : X → Y is given by g(v) = v ′ . Then a homomorphism h : Y → Z with f = hg exists if and only if there exists a homomorphism between H † and J † . By Corollary 2.2, the determination of the existence of such an h is NP-complete.
By the NP-completeness of the Subgraph Isomorphism Problem [5] , this construction also yields the following pair of results: Proof. Suppose first that G is isomorphic to a subgraph of H. Then, in particular, there exist graph homomorphisms φ 1 : G → H and φ 2 : H → G with φ 1 φ 2 = id H , the identity map on H. By Theorem ??, there must exist homomorphisms ψ 1 :
We claim that id H † , the identity map on H † , must be equal to ψ 1 ψ 2 . Let v be any ver- ,v) ). The claim holds.
Suppose now that G † is a retraction of H † . Then, in particular, there exist homomorphisms ψ 1 : G † → H † and ψ 2 : H † → G † with ψ 1 ψ 2 = id H † , the identity map on H † . By Theorem ??, there must exist graph homomorphisms φ 1 : G → H and φ 2 : H → G. In particular, for any v in V G , we must have
. By an argument similar to the preceding one, id H , the identity map on H, must be equal to φ 1 φ 2 . Corollary 2.6. The Retraction Problem for algebras in a language with at least two unary operations is NP-complete.
However, the previous result also immediately demonstrates that Corollary 2.7. The Isomorphism Problem for algebras in a language with at least two unary operations is GI-complete.
The complexity of Graph Isomorphism is currently unknown [5] , but any algorithm that could prove two graphs were isomorphic in polynomial time would also solve the Isomorphism Problem for these algebras in polynomial time, and vice versa.
With this, we have completely classified the computational complexity of the Homomorphism Factorization Problem and its variants for algebras in a language with at least two unary operations. In the next section, we will finish the proof of Theorem 1.2.
Rich Languages with an Operation of Arity at Least Two
In this section, we consider the Homomorphism Problem in non-associative settings, and then extend this result to classify the computational complexity of all five major variants of the Homomorphism Factorization Problem. This finishes the proof of Theorem 1.2 and presents an argument that additional requirements must be made of a given variety for Homomorphism Factorization Problem variants to be in polynomial time.
We begin with a demonstration that the Homomorphism Problem is NP-complete for any algebra with a non-associative binary operation. Specifically, we will show that in this case, any algorithmic solution to the find right-factor problem would necessarily give a solution to the Strong Homomorphism Problem for graphs, and vice versa. Strong Graph Homomorphism is known to be NP-complete [4] , and therefore this will provide the desired result.
Any undirected graph, G = (V G , E G ), with at least two vertices is encoded into an algebra G * using the following rules -for every v in V G , there are two elements, v 1 and v 2 in G * ; and there are four distinguished elements, a, b, c, and d. We then assign to G * a single, non-associative binary operation, ·, where for any distinct u, v in V G , · is given by Table III .
We may intuitively think of G * as encoding a degenerate coloring on edges for a new graph produced by connecting the vertices of G to their corresponding counterparts in the complete graph on V G . An example of this construction on the four-cycle, C 4 , is shown in Fig. 6 .
This encoding allows us to move between the Strong Graph Homomorphism Problem and the Homomorphism Problem for non-associative algebras, and gives us the following result. Proof. Suppose first that there exists a strong homomorphism φ : G → H. We construct a function ψ :
We claim ψ is well-defined by the well-definition of φ and the construction of H * . Since v maps to a single element of H under φ, that single element, φ(v), is in turn associated with exactly two distinct elements φ(v) 1 and φ(v) 2 in H * .
Next, we claim ψ is a homomorphism. Suppose u and v are distinct elements of
Suppose now that there exists a homomorphism ψ : G * → H * . We begin by arguing that for any x in {a, b, c, d}, it must be the case that
By similar arguments showing the inconsistency of ψ(a) = c and ψ(a) = d, it must be the case that ψ(a) = a. It is then immediate that, in fact, ψ(x) = x for any x in {a, b, c, d}.
Next, suppose v is in V G . We claim that ψ(v 1 ) = u 1 and ψ(v 2 ) = u 2 for some u in V H . We first argue that ψ(v i ) must go to u 1 or u 2 : suppose by way of contradiction that ψ(
by construction, and by the previous argument these cannot go to b under ψ, a contradiction. So it must be the case that ψ(v i ) goes to u 1 or u 2 . Since G has at least two distinct elements, there exists a
This completes the proof of the claim.
The preceding argument allows us to define φ based on ψ -specifically, let φ(v) be the element in V H corresponding to ψ(v 1 ) and ψ(v 2 ). φ thus constructed is a well-defined homomorphism.
Corollary 3.2. The Homomorphism Problem for non-associative algebras is NP-complete.
Using arguments similar to those in Section 2, the preceding result can be extended to classify all major variants of the Homomorphism Factorization Problem.
Corollary 3.3. The Homomorphism Factorization Problem for non-associative algebras is NP-complete. The Exists Right-Factor, Exists Left-Factor, and Retraction Problem for nonassociative algebras is NP-complete; however, the Isomorphism Problem for such algebras is GI-complete.
To complete the proof of Theorem 1.2, we must now classify the computational complexity of Homomorphism Factorization Problems for semigroups. Specifically, we will show that for associative semigroups, the Exists Right-Factor Problem is NP-complete, and that this result follows from an encoding process similar in spirit to, yet largely distinct from, the previous two demonstrations. This both extends Theorem 1.2 to a stronger assumption than "merely" rich languages, and provides a negative answer to the problem regarding associative semigroups [11] that initially motivated this investigation. We then modify this encoding to show that the Retraction Problem and the Exists Left-Factor Problem for semigroups are also NP-complete.
We begin by developing a method for encoding an arbitrary undirected graph,
is not an element of E G (note that we adopt the convention χ (u,v) = χ (v,u) , unlike in the unary example); distinct elements b, b 2 , and c; and a 0. We assign to X G the single binary operation, ·, given by Table IV . 
; and χ is a placeholder for any χ (u,v) in the semigroup. Note that X G is, in fact, commutative, but this property is not used in the argument. Intuitively, X G is a description of the graph, G, together with a new distinguished vertex, b, which is connected to all vertices of G. An example of this construction on the four-cycle, C 4 , is shown in Fig.  7 .
We now define Z to be the semigroup with a single binary operation, ·, given by Table V. Note that Z is equivalent to the encoding of the graph consisting of a single loop on a vertex a, though it is perhaps more naturally thought of as the encoding of the two element graph which encodes independent sets as homomorphisms [7] . We take as our input two undirected graphs, G = (V G , E G ) and H = (V H , E H ). We encode G and H into semigroups, X G and Y H , using the methods previously discussed. We then construct surjective homomorphisms f :
with all other elements going to c. This construction is then used in the following theorem. Proof. Suppose first that there exists a homomorphism φ : G → H. We construct a function g :
Such a g is well-defined by construction. We claim that it is also a homomorphism. Suppose that u and v are elements of X G corresponding to u and v in V G . It is either the case that uv = vu = c or uv = vu = χ (u,v) . Since g(c) = c and g(χ (u,v) 
. We now consider all other possible forms of x and y in X G -in the special case where
, and in all other cases we have that g(x)g(y) = 0 = g(0) = g(xy). The claim holds.
g also has the property that f = hg -this is clear from construction for all elements of X G aside from those coming from V G . Suppose then that v is in V G . Then g(v) = φ(v), and thus h(φ(v)) = a. Therefore, hg(v) = a = f (v).
Suppose 
) is an edge in E H . Since φ is well-defined and preserves the edge relation, it is indeed a homomorphism. As before, we may also use this encoding to classify other Homomorphism Factorization Problems. We need not modify the encoding for the next result: Theorem 3.6. Let G and H be undirected graphs. Then G is isomorphic to a subgraph of H if and only if X G is a retraction of X H .
Proof. Suppose first that G is isomorphic to a subgraph of H. Then, in particular, there exist graph homomorphisms φ h : G → H and φ g : H → G with φ 1 φ 2 = id H , the identity map on H. We will construct corresponding homomorphisms h : X G → X H and g : X H → X G with hg = id X H , the identity map on X H . We begin by setting g(c) = h(c) = c,
It then suffices to describe the behavior of g and h on elements corresponding to members of V G and the χ elements.
We define g and h based on φ g and φ h , respectively. Specifically, if v in X H corresponds to an element v in V H , then g(v) = φ g (v), the element of X G corresponding to φ g (v) in V G , and if u in X G corresponds to an element u in V G , then h(u) = φ h (u), the element of
It is clear by the proof of Theorem 3.4 that g and h are homomorphisms. We claim that id X H = hg. Let v be the element of X H corresponding to any vertex v in V H . Then χ (u,v) )). For all other elements x in X H , g and h were already constructed with the property that g(x) = h(x) = x, and thus h(g(x)) = x. The claim holds.
Suppose now that X G is a retraction of X H . Then, in particular, there exist homomorphisms g : X H → X G and h : X G → X H with hg = id X H , the identity map on X H . We begin by describing the behavior of g and h. It clearly must be the case that g(0) = h(0) = 0, and this, in turn, means that
We will construct graph homomorphisms φ g : H → G and φ h : G → H based on g and h, respectively. If v is in V H , then there exists an element of X H , v, and in particular g(v) is an element of X G corresponding to some element, g(v), in V G . We set φ g (v) = g(v). Similarly, if v is in V G , then there exists an element of X G , v, and in particular h(v) is an element of X H corresponding to some element, h(v), in V H . We set φ h (v) = h(v). We claim φ g and φ h so constructed are homomorphisms. First, suppose u and v are in V H with (u, v) in E H . Then g(u)g(v) = c, meaning (g(u), g(v)) is in E G , and since g(u) = φ g (u) and
is in E H , and since h(u) = φ h (u) and
Since φ g and φ h preserve the edge relation, they are indeed homomorphisms as claimed. Furthermore, by construction it must be the case that φ h φ g = id H , the identity map on H, since for any vertex v in V H , φ h (φ g (v)) = h(g(v)) = v. Therefore, G is isomorphic to a subgraph of H.
Corollary 3.7. The Retraction Problem for semigroups is NP-complete.
Again as before, this result implies that the Isomorphism Problem for semigroups is GI-complete. However, this result has already been shown in [2] . Furthermore, that the Homomorphism Problem for semigroups can be solved in polynomial time, by choosing the homomorphism sending everything to 0, is readily apparent.
This leaves the Exists Left-Factor Problem. Unlike in our previous arguments, the Exists Left-Factor Problem will require a modified construction, and requires the additional assumption that the graphs to be encoded are connected with at least two elements. Therefore, consider a connected, undirected graph, G = (V G , E G ). Create a new undirected graph G ′ by taking V G ′ = V G ∪ {w} for some new distinguished vertex w, with w not connected to any vertex in G. Then construct X G ′ as per the previous instructions.
We now define Z ′ to be the semigroup with a single binary operation, ·, given by Table VI. Note that Z ′ is equivalent to the encoding of the graph of a single vertex with no edges. We now take as our input two connected, undirected graphs with at least two elements, G = (V G , E G ) and H = (V H , E H ). We encode G and H into semigroups, X G ′ and Y H ′ , using the methods previously discussed. We then construct homomorphisms f :
and f (c) = g(c) = c. This construction is then used in the following theorem. 
Proof. Suppose first that there exists a homomorphism φ : H → G. We construct a function
Such an h is well-defined by construction. We claim that it is also a homomorphism. Suppose that u and v are elements of Y H ′ corresponding to u and v in V H ′ . It is either the case that uv = vu = c or uv = vu = χ (u,v) . Since h(c) = c and h(χ (u,v) ) = c or
, and in all other cases we have that h(x)h(y) = 0 = h(0) = h(xy). The claim holds. Furthermore, by construction it is clear that f = hg as desired.
Suppose now that there exists a homomorphism h : Y H ′ → X G ′ with f = hg. By the composition, it must be the case that h(0) = 0, h(b) = b, h(b 2 ) = b 2 , h(w) = w, h(χ (w,w) ) = χ (w,w) and h(c) = c. We claim that for any v in V H , h(v) is an element of X G ′ corresponding to some vertex in V G , v h(v) . Since v is in V H , and H is connected with at least two elements, there exists a u in V H with (u, v) in E H . So uv = c, and therefore h(uv) = h(c) = c = h(u)h(v). Thus either h(v) is in V H or h(v) = b -however, the second case cannot occur, as h(vb) = h(c) = c = h(v)h(b) = h(v)b, and if h(v) = b then h(v)b = b 2 = c. The claim holds. We then construct a function, φ : H → G, using the rule that φ sends a given vertex, v, in V H to the vertex in V G corresponding to h(v). For simplicity, we refer to such a vertex as h(v) -that is, φ(v) = h(v), and h(v) is precisely a vertex in V G .
Since h is a homomorphism, φ is well-defined by construction. It will therefore suffice to show that if u and v are vertices in V H and (u, v) is an edge in
Since φ is well-defined and preserves the edge relation, it is indeed a homomorphism.
Corollary 3.9. The Exists Left-Factor Problem for semigroups is NP-complete.
Finally, we demonstrate a method by which our preceding arguments can be used to show the NP-completeness of the Homomorphism Factorization Problem for algebras with an operation of arbitrarily large arity. Proof. We follow the semigroup encoding to construct X G . The universe of X G consists of an element, v, for each v in V G ; an element, χ (u,v) , for each u, v in V G such that (u, v) is not an element of E G (note that we adopt the convention χ (u,v) = χ (v,u) ); distinct elements b, b 2 , and c; and a 0. We assign to X G the single ternary operation, t(·, ·, ·), given by t(x, y, z) = x · y, where · is precisely the associative binary operation given by Table IV . Since this construction simultaneously encodes the semigroup from Theorem 3.4, it follows that the Homomorphism Factorization Problem is NP-complete. 
Bounded f -Cores
We now explore those varieties, still in rich languages, for which certain instances of the Homomorphism Factorization Problem can be solved in polynomial time. To do this, we will investigate the relationship between the Exists Right-Factor Problem and the Homomorphism Problem when Z is fixed. We will then develop a new classification criterion for varieties based on the properties of their finite algebras within this framework.
Recall that the general form of Homomorphism Factorization Problems, as shown in Fig.  1 , requires as input three finite algebras X, Y , and Z, and a homomorphism, f : X → Y , and then asks about the existence of one or both of the homomorphisms g : X → Y and h : Y → Z such that f = hg. Suppose that, for a given input, there also exists a retraction r : X → X such that f r = f -such a retraction will be said to respect f . We have the following: = hg ′ . We define a new homomorphism, g : X → Y , by taking g ′ r -since r is a retraction, and g ′ is a homomorphism, g is a homomorphism. Furthermore, since r respects f , f = f | r[X] r = hg ′ r = hg. Thus, f factors through Y , as desired (see Fig. 8 ). Our classification criterion is related to the existence of retractions that respect f . Suppose we have a function f : X → Z for some algebras X and Z. We call an algebra A an f -core of an algebra X if A is minimal with respect to the existence of an onto retraction r : X → A that respects f . We call X an f -core if it is its own f -core. We classify varieties based on these f -cores: Definition 4.2. A variety V has bounded f -cores if, for any finite algebra X in V and any surjective homomorphism f : X → Z for which X is an f -core, |X| ≤ s(|Z|) for some function s.
Unlike an arbitrary variety in a rich language, a variety with bounded f -cores introduces additional restrictions on Homomorphism Factorization Problems which can reduce their computational complexity. Consider an exists right-factor problem in a variety with bounded f -cores where the finite algebra Z is fixed. We have the following: III. Given a finite algebra in V, a retraction from X to its f -core can be found in polynomial time.
Proof. Suppose V is a variety for which Conditions I-III hold, and suppose for some fixed algebra Z in V we have the input of an Exists Right-Factor Problem: algebras X and Y , and homomorphisms f : X → Z, h : Y → Z. We wish to determine whether or not a function g : X → Y with f = hg exists in polynomial time.
Without loss of generality, we may assume Z = im(f ), since it can be checked in polynomial time whether im(f ) ⊆ im(h), the image of f is known from input, and those elements unique to the image of h may be disregarded. Under this assumption, f is surjective. Furthermore, by Proposition 4.1 and Condition III, we may replace X with its f -core, X ′ , in polynomial time, and X ′ can be found in polynomial time by Condition II. By Condition I, there are at most |Y | |X ′ | = |Y | s(|Z|) choices for g ′ : X ′ → Y , and this is a polynomial in |Y |. Our desired homomorphism, then, is given by g = g ′ r, or does not exist, in which case g ′ will not exist by Proposition 4.1.
Some examples of varieties that satisfy all three hypotheses of Theorem 4.3 are already known, and will be explored in Section 5. These examples are especially noteworthy as each of the three conditions required is a nontrivial assumption about the variety in question.
The first condition of Theorem 4.3 alone raises a point of consideration: is there an example of a variety in a rich language without bounded f -cores? This is indeed the case; in fact, the variety of semigroups and the variety of semilattices are both varieties for which at least one choice of finite Z can be shown to have unbounded f -cores. Proof. Recall that we define Z to be the semigroup with a single binary operation, ·, given by Table V. Let n be a natural number. We encode K n+3 , the complete graph on n + 3 vertices, into a semigroup, X K n+3 , using the method outlined in Section 3. Suppose f : X K n+3 → Z is the surjective homomorphism given by taking f (0) = 0, f (b) = b, f (b 2 ) = b 2 , and for any u in V K n+3 , f (u) = a, with all other elements going to c. Then by Theorem 3.4, any retraction r : X K n+3 → X K n+3 respecting f has the property of existing if and only if a graph homomorphism φ : K n+3 → K n+3 exists. Since any complete graph is a core, such a homomorphism must be the identity map. Consequently, any retraction r : X K n+3 → X K n+3 respecting f is also the identity map. Therefore, X K n+3 is an f -core. Furthermore, |X K n+3 | > n by construction. Then for any natural number n, there exists a semilattice, X n , of size at least n that is an f -core.
Proof. Let n be a natural number -we create an "expanded" version of Z, X n , using the following rules: a and c are extended to chains containing n elements, A n and C n , with labels a 1 , a 2 , . . ., a n and c 1 , c 2 , . . ., c n , in ascending order. 0 is extended to a chain of 2n + 1 elements, V n , with labels 0 = v c 1 , v a 1 , v c 2 , v a 2 , . . ., v cn , v an , in ascending order. b is not extended and has the property that b ≥ v for any v in V n . We define meet as follows -for any i from 1 to n,
X n so constructed surjects onto Z under the homomorphism f : Fig. 9 ). We claim that, in fact, X n is an f -core. Suppose we have a retraction, e : X n → X n , respecting f . By construction, e[A n ] is contained in A n , e[V n ] is contained in V n , e[C n ] is contained in C n , and e(b) = b. We will in fact show that, for all possible x in X n , e(x) = x.
We first consider the case where x = a i for some a i in A n . Now, v a i = a i ∧ b, and thus e(v a i ) = e(a i ) ∧ e(b) = e(a i ) ∧ b. Since e[A n ] is contained in A n , then if e(x) = x, it must be the case that either e(a i ) = a j for some j > i, or e(a i ) = a k for some k < i. If e(a i ) = a j for some j > i, then e(
Since e is idempotent, this is impossible. If e(a i ) = a k for some
Since e is idempotent, this is impossible. This, it must be that e(x) = x for this case.
We next consider the case where x = c i for some c i in C n . Now, v c i = c i ∧ b, and thus e(v c i ) = e(c i )∧e(b) = e(c i )∧b. Since e[C n ] is contained in C n , then if e(x) = x, it must be the case that either e(c i ) = c j for some j > i, or e(c i ) = c k for some k < i. If e(c i ) = c j for some j > i, then e(v c i ) = c j ∧ b = v c j > v c i . If j = n, then since v c i < v a n−1 , e(v c i ) < e(v a n−1 ). So e(v a n−1 ) > v cn , but this is impossible. If j = n, then similarly since v c i < v a i , e(v c i ) < e(v a i ), but by construction v a i < v c j , so e(v c i ) < e(v a i ) < e(v c j ). Since e is idempotent, this is impossible. If e(c i ) = c k for some k < i, then e(
Lastly, suppose x = v for some v in V n . Without loss of generality, suppose x = v a i for some a i in A n . Then x = a i ∧ b, and thus e(x) = e(a i ) ∧ b. By the preceding argument, it must be the case that e(a i ) = a i ; therefore, e(x) = x.
Therefore, X n is an f -core, and by construction, |X n | > n.
Corollary 4.7. The variety of semilattices does not have bounded f -cores.
The second example is especially significant as the semilattice Z is a projective object in the variety of semilattices [9] . Thus, we have also demonstrated that projectivity, a condition similar to retraction, is insufficient to guarantee the existence of bounded fcores. It remains an open question precisely what conditions a variety must satisfy to always have bounded f -cores.
Condition II from Theorem 4.3, requiring that f -cores can be found in polynomial time, does not hold in general. The previous constructions for semigroups will suffice, as it has been shown in [8] that determining the core of a graph is NP-complete. It should be noted that semigroups are already known to not have bounded f -cores, and that for every variety currently known to have bounded f -cores, the f -cores of arbitrary finite algebras can be found in polynomial time. Consequently, it may very well be the case that Condition II is an immediate consequence of Condition I. Condition III similarly does not hold in general. Once again, the previous constructions for semigroups will provide a counterexample. Proof. Suppose G ′ is known to be the core of an arbitrary graph G. If X G ′ and X G are the encoding, into semigroups, of G ′ and G, respectively, Z is the distinguished semigroup, and f : X → Z is the surjective homomorphism given by taking f (0) = 0, f (b) = b, f (b 2 ) = b 2 , and for any u in V G , f (u) = a, with all other elements going to c, we claim that then X G ′ is the f -core of X G . Since G ′ is a core, X G ′ is an f -core by minimality -furthermore, X G ′ is contained in X G under the inclusion map induced by the inclusion of G ′ in G under Theorem 3.4. The claim holds. Therefore, also by Theorem 3.4, any map from X G to X G ′ induces a map from G to G ′ .
Corollary 4.11. The problem of mapping an arbitrary algebra to its f -core is NP-complete.
As before, it should be noted that semigroups are already known to not have bounded f -cores, and that for every variety currently known to have bounded f -cores, the f -cores of arbitrary finite algebras can be mapped to in polynomial time. Consequently, it may very well be the case that Condition III is an immediate consequence of Condition II or Condition I.
The previous results suggest an underlying relationship between the three conditions in Theorem 4.3. This, in turn, suggests that the notion of bounded f -cores is tied to polynomial instances of the Exists Right-Factor Problem. We speculate that the following may be the complete classification of the Exists Right-Factor Problem. We suspect that Conjecture 4.12 is the case as there are both no known examples of varieties without bounded f -cores for which this version of the Exists Right-Factor Problem is known to always be in polynomial time. In addition, it appears that conditions I through III cannot occur independently of one another. Finally, every known variety for which these instances of the Exists Right-Factor Problem are always in polynomial time.
Polynomial Time Results
In this section, we explore those special cases for which the Exists Right-Factor Problem with fixed algebra Z can always be solved in polynomial time. In particular, these varieties all satisfy all three hypotheses of Theorem 4.3, and thus serve as evidence in support of Conjecture 4.12. We believe that these varieties may also suggest techniques which can be used to produce polynomial time algorithms for additional examples.
We begin by demonstrating that, for the first three tame congruence types, the Exists Right-Factor Problem with fixed algebra Z is in polynomial time. Currently, the computational complexity of these problems for semilattices and lattices is unknown; however, we suspect that the property of having bounded f -cores is not related to congruence type. Proof. Fix a finite group G, and let X and Z be finite G-sets with some surjective homomorphism f : X → Z. Since f is a G-set homomorphism, we have, in particular, that gf (x) = f (gx) for any g ∈ G, x ∈ X. Suppose, then, that r : X → X is a retraction that respects f -that is, f r = f . Since r is a retraction, it must preserve the orbits of X under the action from G. In particular, we may take r to send each element of an orbit to a distinguished representative of that orbit -since the orbits partition X, such a definition is well-defined. Furthermore, r can be produced in polynomial time, since G is fixed and the orbits can therefore be calculated in time polynomial to |X|. r is also minimal by construction.
We claim that the resulting f -core, X ′ , is bounded. Since f is a G-set homomorphism, f sends orbits to corresponding orbits in Z. By construction, |X ′ | is equal to the number of orbits of Z by the surjectivity of X. Furthermore, by the class equation of the group action of G on Z, |Z| = i∈I |Gz i | where, for each i ∈ I, Gz i is a distinct orbit of Z. Therefore, |X ′ | ≤ s(|Z|) for some function on Z, and therefore the claim holds.
We have therefore constructed and mapped to a bounded f -core in polynomial time, satisfying all three conditions of Theorem 4.3. Interestingly, while the computational complexity for the general case of Homomorphism Factorization Problems in languages with a single unary operations remains unknown, the above corollary provides us with at least one classification of a variety that is not in a rich language.
Similarly, vector spaces and Boolean algebras can also be demonstrated to be definitively polynomial time examples of this problem using the following argument. Proof. In the case where F is infinite, this will be trivially true as all finite vector spaces will be isomorphic to the 0-vector space. Fix F to be a finite field, and let X and Z be finite vector spaces over F with f : X → Z a surjective homomorphism. By the rank-nullity theorem, dim(ker f )+dim(im f ) = dim X [10] , and since f is surjective, dim(im f ) = dim Z. Choose r : X → X to be the retraction sending X to X ′ = X/ ker f chosen by selecting a distinguished element of each conjugacy class. This selection can be performed in polynomial time using the data for f , and X ′ is an f -core by minimality. Since r is a homomorphism, we have that dim(ker r) + dim(im r) = dim X. Since f r = f , dim(im r) ≥ dim(im f ), and therefore dim(ker r) ≤ dim(ker f ). Therefore, dim(im r) ≤ dim X − dim(ker f ) = dim(im f ). Since X and Z are finite, it follows that |X ′ | ≤ |Z|.
We have therefore constructed and mapped to a bounded f -core in polynomial time, satisfying all three conditions of Theorem 4.3. Proof. Let X and Z be finite Boolean algebras with f : X → Z a surjective homomorphism. Since f is surjective, and X and Z are finite, it will suffice to consider the atoms of the Boolean algebras [6] . We construct r : X → X with f r = f by sending each atom to a distinguished representative of its image under f -this construction can clearly be performed in polynomial time. Then, in fact, we have r[X] = X ′ ∼ = Z by the classification of finite Boolean algebras, and hence X ′ is necessarily an f -core which is bounded.
We have therefore constructed and mapped to a bounded f -core in polynomial time, satisfying all three conditions of Theorem 4.3. These examples also provide instances of varieties in rich languages for which the Exists Right-Factor Problem with fixed algebra Z is in polynomial time regardless of the chosen Z. This suggests the existence of a property or identity, currently unknown, which distinguishes these varieties from those for which known NP-complete instances exist.
The potential nature of such a property was explored using a simpler construction, still in a rich language. This also provides us with an example of a variety for which the Exists Right-Factor Problem with fixed algebra Z is in polynomial time but is not a tame congruence type. Proof. Let X and Z be finite abelian groups with f : X → Z a surjective homomorphism. Since X and Z are finite, by the Primary Decomposition Theorem for finite abelian groups both X and Z are isomorphic to direct products of their Sylow subgroups, which are cyclic [3] . It is therefore sufficient to consider the case where both X and Z are cyclic, as our retraction will consist of the componentwise retraction on the cyclic portions. Since f is a surjection, |Z|||X|, and indeed there is an isomorphic copy of Z in X. Consequently, we let r : X → X be the retraction to this copy of Z -r can be constructed in polynomial time, and r[X] = X ′ is the f -core of X by construction with, indeed, |X ′ | = |Z|.
We have therefore constructed and mapped to a bounded f -core in polynomial time, satisfying all three conditions of Theorem 4.3.
Corollary 5.8. Let V be the variety of abelian groups. Then for any finite Z in V, the Exists Right-Factor Problem with fixed algebra Z is in polynomial time.
Conclusions
A characterization of varieties with bounded f -cores appears to be the most productive route to completing the classification of Homomorphism Factorization Problems at this time. The relationship between f -cores and graph cores already apparent would seem to suggest that many graph-theoretic results could have applications to algebraic computational questions which have not previously been addressed -the result of Hell and Nešetřil linking graph core homomorphisms to graph homomorphisms [8] itself suggests that f -cores may play a fundamental role in the nature of algebraic homomorphisms.
Further evidence for or against Conjecture 4.12 most likely regards the variety of semilattices -it is currently unknown whether or not the Exists Right-Factor Problem for semilattices is NP-complete, though we suspect this is indeed the case. This, in addition to a proof regarding any possible relationship between Conditions I-III of Theorem 4.3, seems to be the most approachable method of tackling the conjecture at this time. It is not known what a general proof of the conjecture would necessarily include, but may depend on the characterization of bounded f -cores.
