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Preface
After ten years since PAKDD 2005 in Ha Noi, PAKDD was held again in Vietnam,
during May 19–22, 2015, in Ho Chi Minh City. PAKDD 2015 is the 19th edition of the
Pacific-Asia Conference series on Knowledge Discovery and Data Mining, a leading
international conference in the field. The conference provides a forum for researchers
and practitioners to present and discuss new research results and practical applications.
There were 405 papers submitted to PAKDD 2015 and they underwent a rigorous
double-blind review process. Each paper was reviewed by three Program Committee
(PC) members in the first round and meta-reviewed by one Senior Program Committee
(SPC) member who also conducted discussions with the reviewers. The Program Chairs
then considered the recommendations from SPC members, looked into each paper and
its reviews, to make final paper selections. At the end, 117 papers were selected for the
conference program and proceedings, resulting in the acceptance rate of 28.9%, among
which 26 papers were given long presentation and 91 papers given regular presentation.
The conference started with a day of six high-quality workshops. During the next
three days, the Technical Program included 20 paper presentation sessions covering
various subjects of knowledge discovery and data mining, three tutorials, a data min-
ing contest, a panel discussion, and especially three keynote talks by world-renowned
experts.
PAKDD 2015 would not have been so successful without the efforts, contributions,
and supports by many individuals and organizations. We sincerely thank the Honorary
Chairs, Phan Thanh Binh and Masaru Kitsuregawa, for their kind advice and support
during preparation of the conference. We would also like to thank Masashi Sugiyama,
Xuan-Long Nguyen, and Thorsten Joachims for giving interesting and inspiring keynote
talks.
We would like to thank all the Program Committee members and external reviewers
for their hard work to provide timely and comprehensive reviews and recommenda-
tions, which were crucial to the final paper selection and production of the high-quality
Technical Program. We would also like to express our sincere thanks to the following
Organizing Committee members: Xiaoli Li and Myra Spiliopoulou together with the in-
dividual Workshop Chairs for organizing the workshops; Dinh Phung and U Kang with
the tutorial speakers for arranging the tutorials; Hung Son Nguyen, Nitesh Chawla, and
Nguyen Duc Dung for running the contest; Takashi Washio and Jaideep Srivastava for
publicizing to attract submissions and participants to the conference; Tran Minh-Triet
and Vo Thi Ngoc Chau for handling the whole registration process; Tuyen N. Huynh for
compiling all the accepted papers and for working with the Springer team to produce
these proceedings; and Bich-Thuy T. Dong, Bac Le, Thanh-Tho Quan, and Do Phuc for
the local arrangements to make the conference go smoothly.
We are grateful to all the sponsors of the conference, in particular AFOSR/AOARD
(Air Force Office of Scientific Research/Asian Office of Aerospace Research and Devel-
opment), for their generous sponsorship and support, and the PAKDD Steering
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Committee for its guidance and Student Travel Award and Early Career Research Award
sponsorship. We would also like to express our gratitude to John von Neumann Insti-
tute, University of Technology, University of Science, and University of Information
Technology of Vietnam National University at Ho Chi Minh City and Japan Advanced
Institute of Science and Technology for jointly hosting and organizing this conference.
Last but not least, our sincere thanks go to all the local team members and volunteering
helpers for their hard work to make the event possible.
We hope you have enjoyed PAKDD 2015 and your time in Ho Chi Minh City,
Vietnam.
May 2015 Tru Cao
Ee-Peng Lim
Zhi-Hua Zhou
Tu-Bao Ho
David Cheung
Hiroshi Motoda
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Emotion Cause Detection for Chinese
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Abstract. Micro-blog emotion mining and emotion cause extraction are
essential in social network data mining. This paper presents a novel app-
roach onChinesemicro-blog emotion cause detection based on the ECOCC
model, focusing on mining factors for eliciting some kinds of emotions.
In order to do so, the corresponding emotion causes are extracted. More-
over, the proportions of diﬀerent cause components under diﬀerent emo-
tions are also calculated bymeans of combining the emotional lexicon with
multiple characteristics (e.g., emoticon, punctuation, etc.). Experimen-
tal results show the feasibility of the approach. The proposed approaches
have important scientiﬁc values on social network knowledge discovery
and data mining.
Keywords: Micro-blog · Text mining · Emotion cause detection ·
Emotion analysis
1 Introduction
Nowadays, millions of people present and share their opinions or sentiments
in micro-blogs, and as a result, to produce a large number of social network
data, containing almost all kinds of opinions and sentiment. These micro-blog
data usually includes the description of emergencies, incidents, disasters and
some other hot events, and some of them have some kinds of emotions and
sentiments. If we can mine or discover the hidden emotions behind the big data,
it is essential for public opinion surveillance. Meanwhile, individual emotion
generation, expression and perception are inﬂuenced by many factors, so emotion
cause feature extraction and analysis are necessary.
According to the related works, the cause events are usually composed of
verbs, nominalizations and nouns. They evoke the presence of the corresponding
emotions by some linguistic cues, which are based on Chinese emotion cause
annotated corpus [1]. For example, as for the Chinese micro-blog post “Ta1
c© Springer International Publishing Switzerland 2015
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Men Ying2 De2 Le Bi3 Sai4 Shi3 Wo3 Hen3 Kai1 Xin1.” (“They won the
game makes me very happy.”), the causative verb is “Shi3” (“makes”), and the
emotion keyword is “Kai1 Xin1” (“happy”). With the help of the corresponding
linguistic rules, we can infer that the emotion cause event is “Ta1 Men Ying2
De2 Le Bi3 Sai4” (“they won the game”). Meanwhile, the emotion causes also
were detected by extracting cause expressions and constructions in [2]. And Li
et al. [3] proposed and implemented a novel method for identifying emotions
of micro-blog posts, and tried to infer and extract the emotion causes by using
knowledge and theories from other ﬁelds such as sociology. On the one hand, Rao
et al. [4] proposed two sentiment topic models to extract the latent topics that
evoke emotions of readers, then the topics were seen as the causes of emotions
as well.
In this paper, an emotion model with cause events is proposed, it describes
the causes that trigger bloggers’ emotions in the progress of cognitive evalua-
tion. Meanwhile, all of the sub-events are extracted in micro-blogs. This paper
detects the corresponding cause events on the basis of the proposed rule-based
algorithm. Finally, the proportions of diﬀerent cause components under diﬀerent
emotions are calculated by constructing the emotional lexicon from the corpus
and combining multiple features of Chinese micro-blogs.
2 ECOCC Model Construction
According to the research on cognitive theory, this paper improves the structure
about the eliciting conditions of emotions on the basis of the OCC model referred
in [5], and presents an emotion model named as ECOCC (Emotion-Cause-OCC)
model for micro-blog posts. It describes the combination of psychology and com-
puter science to analyze the corresponding emotion cause events. The improved
model describes a hierarchy that classiﬁes 22 ﬁne-grained emotions, i.e., “hope”,
“fear”, “joy”, “distress”, “pride”, “shame”, “admiration”, “reproach”, “liking”,
“disliking”, “gratiﬁcation”, “remorse”, “gratitude”, “anger”, “satisfaction”,
“fears-conﬁrmed”, “relief”, “disappointment”, “happy-for”, “resentment”, “gloat-
ing” and “pity”. This hierarchy contains threemain branches (i.e., results of events,
actions of agents and aspects of objects), and some branches are combined to form
a group of the compound and extended emotions.
According to the three main branches, the components of the model matching
the emotional rules in the model are divided into six sub-classes (i.e., event state,
event norm, action agent, action norm, object entity and object norm). Within
the components, the evaluation-schemes can be deﬁned from event state
(i.e., the state that something will happen, the state that something has hap-
pened, the state that something didn’t happen), action agent (i.e., the emo-
tional agent or others) and object entity (i.e., the elements of objects). They
are also divided into six classes (i.e., prospective, conﬁrmation, disconﬁrmation,
main-agent, other-agent and entity). Meanwhile, the corresponding evaluation-
standards are deﬁned from the aspects of event norm (i.e., being satisfactory or
unsatisfactory for the event), action norm (i.e.,being approval or disapproval for
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the agent) and object norm (i.e., being attractive or unattractive to the entity).
And they are separated into six types (i.e., desirable, undesirable, praiseworthy,
blameworthy, positive and negative).
As for the production process of the 22 types of emotions, the following rules
(see Table 1) are used to describe them according to the components in the pro-
posed ECOCC model. Here, “s” means the micro-blog post, “C” represents the
cause components that trigger emotions, “→” represents the state that changes
from one to the other, “∩” has the same meaning as “and” and “∪” has the
same meaning as “or”.
Table 1. The emotional rules
Classes The emotional rules
Hope(C)
def
= Prospective(s)∩ Desirable(s)
The emotions in Fear(C)
def
= Prospective(s)∩ Undesirable(s)
results of events Joy(C)
def
= [Confirmation(s)∪Disconfirmation(s)]∩ Desirable(s)
Distress(C)
def
= [Confirmation(s)∪Disconfirmation(s)]∩ Undesirable(s)
Pride(C)
def
= main-agent∩Praiseworthy(s)
The emotions in Shame(C)
def
= main-agent∩Blameworthy(s)
actions of agents Admiration(C)
def
= other-agent∩Praiseworthy(s)
Reproach(C)
def
= other-agent∩Blameworthy(s)
The emotions in Liking (C)
def
= entity ∩Positive(s)
aspects of objects Disliking(C)
def
= entity∩Negative(s)
Gratification(C)
def
= Pride(C)∩Joy(C)
Compound Remorse(C)
def
= Shame(C)∩Distress(C)
emotions Gratitude(C)
def
= Admiration (C)∩Joy (C)
Anger(C)
def
= Reproach(C)∩Distress(C)
Satisfaction(C)
def
= Joy(C)∩[Prospective(s)→Confirmation(s)]∩ Hope(C)
Fears-confirmed(C)
def
= Distress(C)∩[Prospective(s)→Confirmation(s)] ∩
Fear(C)
Extended Relief(C)
def
= Joy(C)∩[Prospective(s)→Disconfirmation(s)] ∩ Fear(C)
emotions Disappointment(C)
def
= Distress(C)∩[Prospective(s)→
Disconfirmation(s)]∩ Hope(C)
Happy-for(C)
def
= Joy(C)∩[other-agent∩Praiseworthy(s)∩Desirable(s)]
Resentment(C)
def
= Distress(C)∩[other-agent ∩ Blameworthy(s)
∩Desirable(s)]
Gloating(C)
def
= Joy(C)∩[other-agent∩Blameworthy(s)∩Undesirable(s)]
Pity(C)
def
= Distress(C)∩[other-agent∩Praiseworthy(s)∩Undesirable(s)]
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3 Emotion Causes Extraction
In this section, the internal events can be taken into account in the process of
detecting emotion cause components, which are usually the direct reasons for
triggering the change of individual emotion. They can be extracted from the
domain of results of events, actions of agents and aspects of objects based on
the ECOCC model.
As for the domain of results of events, the LTP (Language Technology Plat-
form) is used to set up the model of extracting sub-events based on the named
entity recognition, dependency parsing, semantic role labeling, and so on [6].
Firstly, we label the parts of speech of Chinese (e.g., nouns, verbs, adjectives)
within the micro-blog posts by using ICTCLAS, and identify the person names,
place names and institutions by using the named entity recognition. Then the
core relation of subject-verbs and verb-objects can be identiﬁed by using depen-
dency parsing. Finally, we identify the phrases labeled with the semantic role
(i.e., A0) for the actions of the agent, the semantic role (i.e., A1) for actions of
the receiver, or other four diﬀerent core semantic roles (i.e., A2-A5) for diﬀerent
predicates by using the semantic role labeling, respectively.
In detail, this paper ﬁrst selects the phrases which are labeled as A0, A1,
A2-A5 (if it exists) and then combines the above components as the basis of
event recognition. Otherwise, the triple U = (nouns, verbs, nouns) will be used
as another basis of event recognition. By describing the results of events, it
is easy to decide the corresponding emotion and its causes according to the
evaluation-schemes and the evaluation-standards.
As for the domain of actions of agents, the feature words can be used to
describe agents’ actions. Firstly, this paper extracts the class of ACT in HowNet1
which contains a large number of words describing diﬀerent kinds of people’s
actions. If the predicate verb belongs to the class of ACT and there exists an
initiative relationship between itself and the agent, then this structure can be
as a kind of agent’s action. On the other hand, as for main-agent, it contains
the explicit-agent and the implicit-agent. The former is highlighted in the text
and has the subject-predicate relationship with the predicate verb. The latter
does not appear in the text, but it is usually expressed by the context and the
act of the verb. Finally, on the basis of the description of the actions of agents,
it is easy to decide the corresponding emotion and its causes according to the
evaluation-schemes and the evaluation-standards.
As for the domain of aspects of objects, the corresponding emotions “Liking”
and “Disliking” describe the reactions of the agent to the corresponding object.
For recognizing the characteristic information of aspects of objects, it needs to
extract the entities with the help of the HowNet corpus and ﬁnd the subject-
predicate relationship by using dependency parsing. The features of objects are
extracted by using the semantic role labeling to conﬁrm the evaluation-standards
of object norm, and then we get the ﬁnal emotion and its cause components.
1 http://www.keenage.com/
Emotion Cause Detection for Chinese Micro-Blogs Based on ECOCC Model 7
4 Emotion Cause Components Analysis
4.1 Emotional Lexicon Construction
Generally, the emotional lexicon can be constructed manually and automatically
from the corpus. Firstly, the standard lexicon can be constructed manually. In
this process, the 22 ﬁne-grained emotions based on the ECOCC model are cho-
sen as the basal emotions. Then the intensity scores of the emotional words can
be divided into ﬁve level ranges (i.e., 0-1.0, 1.0-2.0, 2.0-3.0, 3.0-4.0 and 4.0-5.0).
Among them, 0-1.0 represents the word with the weakest emotion intensity; while
4.0-5.0 represents the corresponding word with the strongest emotion intensity.
Meanwhile, the standard emotional words which belong to 22 diﬀerent types of
emotions are selected by three diﬀerent annotators, and those words are from
HowNet Dictionary, National Taiwan University Sentiment Dictionary2, and the
Aﬀective Lexicon Ontology [7]. And then we give them the corresponding emo-
tion intensities by the setting of the emotion intensity.
The lexicon will be expanded by acquiring automatically from the corpus
for getting the larger capacity. It can be completed by the word2vec3. The
word2vec provides an eﬃcient implementation for computing vector represen-
tation of words by using the continuous bag-of-words and skip-gram archi-
tectures [8]. Firstly, a large number of posts are randomly crawled from Sina
Micro-blog website (weibo.com) to constitute a 1.5G micro-blog dataset and can
be transformed to vector representation of words, and then the synonyms of
the standard emotional words are chosen as the candidate words. Secondly, it
needs to compute the similarity and choose the maximum between the candidate
words and the standard words. Meanwhile, the emotion intensity Ei of the ith
selected word can be deﬁned as the formula (1) below, where WDi represents the
ith word in the candidate word list, STj represents the jth word in the standard
word list, SIM(WDi, STj) represents the maximum similarity between the can-
didate word and the standard word, and I(STj) represents the emotion intensity
of the standard word.
Ei = SIM(WDi, STj) ∗ I(STj) (1)
4.2 Multiple Features Recognition of Chinese Micro-Blogs
Emoticons. In this paper, we will combine the emoticon with the corresponding
intensity to assist in calculating the proportion of the emotion cause. Firstly,
the micro-blogs can be formulated as a triple U = (C,R, T ), where C means the
emoticon list, R is the emotional keyword list, and T represents a list of micro-
blog posts. As for one post, it can be regarded as a triple ux = (ci, rkj , tn),
where ci means the ith emoticon in C, rkj is the jth emotion keyword in R of
the kth (1≤k≤22) emotion, tn represents the nth post in T. If ci and rkj appear
2 http://nlg18.csie.ntu.edu.tw:8080/opinion/index.html
3 http://word2vec.googlecode.com/svn/trunk/
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within tn at the same time, the corresponding co-occurrence frequency is called
|CO(ci, rkj)|.
As for the co-occurrence intensity between the corresponding emoticon and
the emotion keyword, it can be represented as δij(ci, rkj), see the formula(2),
where |ci| is the number of ci appearing in tn, and |rkj | is the number of rkj
appearing in tn.
δij(ci, rkj) =
|CO(ci, rkj)|
(|ci| + |rkj |) − |CO(ci, rkj)| (2)
According to the above deﬁnitions, it is easy to construct the co-occurrence
graph (see Figure 1). Within the ﬁgure, E is the set of center nodes containing
emoticons (e.g., c1, c2, c3, etc.), and D is the set of leaf nodes containing emotion
keywords (e.g., r11, r12, r13, etc.). P is the side set between E and D, which
represents the degree of closeness between the emotion intensities of ci and rkj .
The longer the side is, the closer the emotion intensities of both are [9].
...
11
r 13
r
12
r kj
r
1
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...
i
c
Fig. 1. The co-occurrence graph
As for the weight of the side in the co-occurrence graph (it is deﬁned as
Wij(ci, rkj)), it can be set to a value equal to the co-occurrence intensity, which
is shown in the formula (3):
Wij(ci, rkj) = δij(ci, rkj) (3)
According to the above equations and deﬁnitions, the emotion intensity of
the ith emoticon (which is called as IICONi) can be inferred as follows, see the
formula (4), and Ej is the emotion intensity of the jth emotion keyword.
IICONi = Ej ∗ max
1≤k≤22
Wij(ci, rkj) (4)
Degree Adverbs. In addition, the modiﬁcation of degree adverbs is help-
ful in computing the emotion intensities of cause events. This paper uses the
intensiﬁer lexicon including 219 degree adverbs, which are divided into ﬁve lev-
els: “Ji2 Qi2 | extreme”; “Hen3 | very”; “Jiao4 | more”; “Shao1 | -ish” and
“Qian4 | insuﬃciently” [10]. Then the inﬂuence coeﬃcient is set to x, and the
value of x is +0.5, +0.3, -0.1, -0.3 and -0.5 in order. The “-” has the function
of weakening the emotion intensities of the corresponding words; and the “+”
has the function of strengthening the emotion intensities of the corresponding
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words. The exponential function ex is applied to adjust the emotion intensity.
Finally, the emotion intensity of the ith emotion keyword (called IDAi) can be
calculated by the following formula (5). Here, γ is the adjustable parameter.
IDAi = γe
xEi(γ ≥ 1) (5)
Negation Words. As for negation words, they can also impact the negative
transformation of emotions or impact the emotion intensity scores. With the
location of the negation word changing, the emotion and the corresponding emo-
tion intensity will also change. The following Table 2 describes the inﬂuence of
the locations of negation words in four situations. “NE” means the negation
word, “DA” means the degree adverb, “EWD” means the emotion keyword.
The parameter α, η and β stand for the adjustable parameters respectively, and
“−” is the sign of the transformation of emotion. Here, INEGAi is used to express
the modiﬁed result of the emotion intensity of the ith emotion keyword.
Table 2. The detail of the locations of negation words
The four situations The formula
NE+NE+EWD INEGAi = ηEi(η > 1)
NE+DA+EWD I(NEGAi) = βEi(0 < β < 1)
NE+EWD I(NEGAi) = −Ei or I(NEGAi) = 0
DA+NE+EWD I(NEGAi) = −αexEi(α ≥ 1)
Punctuations. In micro-blogs, the emotional punctuation marks, such as the
exclamation mark, the interrogation mark etc., usually strengthen the emo-
tion intensities of sentences in some manners. For example, “You can’t be so
crazy!!!!!”, which expresses the emotion of “anger”, and the serial exclamation
marks can strengthen the emotional intensities. On the other hand, as the repet-
itive punctuations strengthen the emotion intensities more obviously than the
single punctuation, the former is emphasized. The formula (6) is used to compute
the emotion intensity which is inﬂuenced by punctuations (called IPUNCi). ε is
the adjustable parameter that can be conﬁrmed by the degree of repeatability
which has a direct relationship with the number of punctuations.
IPUNCi = ε ∗ Ei(ε ≥ 1) (6)
Furthermore, with regard to the interrogative sentences, they have diﬀer-
ent means in diﬀerent circumstances. Sometimes, the interrogative sentence
describes a positive attitude literally, but its actual mean is negative. In another
case, it can also strengthen this emotion.
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Conjunctions. As we all know, there are diﬀerent kinds of conjunctions such
as coordinating conjunctions, adversative conjunctions, causal conjunctions and
so on. Under certain circumstance, conjunctions can play an important role in
the emotional expression. For example, the conjunction “Dan4 Shi4” (“but”)
mainly emphasizes the event with a strong emotion which is behind it. And the
inﬂuencing parameters are divided into two classes. One is that the conjunction
impacts on the emotion intensity of its front event, and which is set to Fbefore; the
other is that the conjunction impacts on the emotion intensity of its back event,
and which is set to Fafter. If Fbefore = Fafter, it means that the conjunction has
the same eﬀect on the front event and the back event, so the values of the two
parameters are set to 1; if Fbefore < Fafter, it means that the conjunction has no
eﬀect on the front event but strengthens the emotion intensity of the back event,
so we set that Fbefore=1 and Fafter > 1; and if Fbefore > Fafter, it presents the
opposite case with Fbefore < Fafter, so we set that Fbefore > 1 and Fafter = 1.
Therefore, this paper proposes the formula (7) to express the modiﬁed result.
ICONJi =
⎧
⎪⎨
⎪⎩
Fbefore ∗ Ei Fbefore > Fafter
Ei Fbefore = Fafter
Fafter ∗ Ei Fbefore < Fafter
(7)
4.3 Emotion Cause Components Proportions Calculation
In this section, we combine the characteristics of Bayesian probability model
to describe the proportions of emotion causes from the perspective of the prior
probability and the conditional probability.
Firstly, this paper constructs an emotion cause component matrix ρ(s) for
micro-blog posts, E(Cm) represents the emotion vector with cause components,
m is the serial number of 22 types of emotions, Enm represents the nth emotion
cause intensity score of the mth emotion, see the formula (8).
ρ(s) = (E(C1), E(C2), · · · , E(Cm))T =
⎛
⎜
⎝
E11 · · · E1m
...
. . .
...
En1 · · · Enm
⎞
⎟
⎠ (8)
The proportion of the nth cause component under the mth emotion (which is
deﬁned as P (Emom|Caun)) can be computed based on the Bayesian probability,
see the formula (9).
P (Emom|Caun) = P (Caun|Emom)P (Emom)∑22
m=1 P (Emom)P (Caun|Emom)
(9)
In the above formula (9), the parameter Emom is the mth emotion and Caun
is the nth cause component under Emom. The prior probability P (Emom) is
the probability distribution of Emom. It can be calculated by the formula (10)
and (11), Where SCORE(Emom) is the mth emotion intensity score which can
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be modiﬁed by the multiple features in micro-blogs. And IICONi is the result
modiﬁed by emoticons in micro-blogs; IDAi is the result modiﬁed by degree
adverbs; INEGAi is the result modiﬁed by negation words; IPUNCi is the result
modiﬁed by punctuations; and ICONJi is the result modiﬁed by conjunctions
which are described in the above sections. If there is no any linguistic feature in
micro-blogs, the modiﬁed result will be ignored and set to 0.
P (Emom) =
SCORE(Emom)
∑22
m=1 SCORE(Emom)
(10)
SCORE(Emom) =
∑
i=1
(Ei + IDAi + INEGAi + IICONi + IPUNCi + ICONJi)
(11)
Within the above formula (9), P (Caun|Emom) is the probability density
function of the nth cause component in a known condition of emotion. It can be
calculated by the formula (12) and (13), where SCORE(Caun) is the emotion
intensity score of the nth cause component under the mth emotion. It is also
inﬂuenced by the multiple features in micro-blogs.
P (Caun|Emom) = SCORE(Caun)∑
n=1 SCORE(Caun)
(12)
SCORE(Caun) =
∑
i=1
(Eim + IDAim + INEGAim + IICONim + IPUNCim + ICONJim)
(13)
5 Experiments and Analysis
5.1 The Experimental Dataset
In this section, some strategies based on simulating browsers’ behaviors are used
to obtain the micro-blog dataset from Chinese micro-blog website (weibo.com)
[11]. In the dataset, the micro-blog posts are short, and most of them are less than
140 characters in each post. After the pre-processing (i.e., removing duplicates,
ﬁltering irrelevant results and doing some conversion), 16371 posts are remained
in our dataset. Meanwhile, every data is used to label the emotion type and the
corresponding cause by some annotators manually. In the process of annotating,
the micro-blog posts with obvious emotions are chosen to annotate. If the micro-
blog does not belong to any category, it will not be labeled; and if the micro-blog
contains both the emotion type and the corresponding cause component, it will
be labeled both. If the micro-blog does not contain any cause component, it will
be only labeled the emotion type.
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5.2 Evaluation Metrics
This paper uses the following three metrics to evaluate the performance: pre-
cision (UP ), recall (UR) and F-score (UF ), see the formula (14), (15) and (16),
respectively. S is the set of all posts in the collection; NEC is the number of
posts with cause components which are identiﬁed through our algorithm; NEM
is the total number of posts with cause components.
UP =
si ∈ S|Proportion(si) is correct
NEC
(14)
UR =
si ∈ S|Proportion(si) is correct
NEM
(15)
UF =
2 ∗ UP ∗ UR
UP + UR
(16)
As for the correctness of the cause components proportions under diﬀerent
emotions, the following method is used to analyze. Firstly, the proportional range
of each cause component is divided into ten levels, and each level is expressed
as τi(1≤i≤10): τ1 ∈(0-10%), τ2 ∈(10%-20%), τ3 ∈(20%-30%), τ4 ∈(30%-40%),
τ5 ∈(40%-50%), τ6 ∈(50%-60%), τ7 ∈(60%-70%), τ8 ∈(70%-80%), τ9 ∈ (80%-
90%) and τ10 ∈ (90%-100%), respectively. The sampled posts with cause compo-
nents are labeled manually according to the above proportional levels. Secondly,
the proportion of the cause component is obtained according to our algorithm
and set to x. If the absolute error between x and τi is less than ϕ (ϕ is a cali-
bration parameter), then the result is correct; otherwise, it is incorrect.
5.3 Experimental Analysis
For examining the eﬀects of emotion cause extraction, this paper conducts the
experiments from two aspects. One is to verify the feasibility of our algorithm in
the aspect of emotion cause detection; the other is to verify whether using the
multiple features can improve the accuracy of calculation of cause component
proportion eﬀectively.
To begin with, this paper compares our method with two other methods,
Method I is designed on the rule-based system proposed by Lee et al. [1], and
Method II is proposed in [3]. The method of ours in extracting emotion causes
is based on an emotion model, while the other two methods use some rules and
linguistic cues to extract emotion causes. Meanwhile, we use the same metric
which is referred in the literature [3], then the results in terms of F-score are
shown in Table 3. Obviously, the performance of ours is superior to others, and
the F-score improves by 12.95% and 4.21% than Method I and Method II respec-
tively. The experimental result demonstrates the feasibility of this approach and
lays a foundation for the calculation of cause component proportion.
Besides, seven experiments are organized for gaining another goal. One is the
baseline experiment, we can calculate the proportions only from the emotion inten-
sities of keywords (which is called “EIK”). “EIK DA” is the experiment which
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Table 3. Comparison among the methods
Methods F-score (%)
Our method 65.51
Method I 52.56
Method II 61.30
calculates the proportions combining “EIK” with degree adverbs. “EIK ICON” is
the experiment which calculates the proportions combining “EIK”with emoticons
in micro-blogs. “EIK NEGA” is the experiment which calculates the proportions
combining “EIK” with negation words. “EIK PUNC” is the experiment which
calculates the proportions combining “EIK” with punctuations. “EIK CONJ” is
the experiment which calculates the proportions combining “EIK” with conjunc-
tions. “EIK ALL” is the experiment which calculates the proportions combining
“EIK” with the ﬁve features. And the results are shown in Table 4.
Table 4 shows the results of the corresponding baseline experiment and the
experiments of the proposed algorithm with multiple features. The precision
of “EIK ALL” is 82.50% which is higher than the other experiments. And the
baseline without any language feature has the lowest F-score which is 69.99%.
If the experiment is conducted by combining with emoticons, then the F-score
increases to 73.09%. By the same token, if we add the other features, the F-
score also increases. Obviously, recognizing the linguistic features of emoticons,
negation words, punctuations, conjunctions and degree adverbs can be helpful
in extracting emotion causes and calculating the proportions of the cause com-
ponents. We also ﬁnd that emoticons and negation words have a greater impact
on calculating the proportion. And the precisions of the two experiments are
79.91% and 79.55% respectively. That is, people tend to use the two features to
express strong emotions in micro-blogs.
Table 4. The results of the experiments
Experiments Precision (%) Recall (%) F-score (%)
Baseline 76.52 64.48 69.99
EIK DA 77.05 64.94 70.48
EIK ICON 79.91 67.34 73.09
EIK NEGA 79.55 67.04 72.76
EIK PUNC 77.50 65.31 70.89
EIK CONJ 77.32 65.16 70.72
EIK ALL 82.50 69.53 75.46
Obviously, by using the method of emotion cause detection based on the
ECOCC model, we can extract the cause events that trigger diﬀerent emotions
eﬀectively. Meanwhile, it is possible to ﬁnd the main cause component on the
basis of the proportions of causes under public emotions. Moreover it can also
help researchers to study the psychological activity of bloggers, and it has a
profound inﬂuence on data mining.
14 K. Gao et al.
6 Conclusions
In this paper, according to the emotional database, we present an ECOCC model
which describes the eliciting conditions of emotions. The corresponding cause
components under ﬁne-grained emotions are also extracted. Latter, the propor-
tions of cause components in the inﬂuence of the multiple features are calculated
based on Bayesian probability. The experiment results demonstrate the eﬀective-
ness of the approach.
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Abstract. Sentiment analysis has now become a popular research prob-
lem to tackle in Artiﬁcial Intelligence (AI) and Natural Language Pro-
cessing (NLP) ﬁeld. We introduce a novel Parallel Recursive Deep Model
(PRDM) for predicting sentiment label distributions. The main trait of
our model is to not only use the composition units, i.e., the vector of
word, phrase and sentiment label with them, but also exploit the infor-
mation encoded among the structure of sentiment label, by introducing
a sentiment Recursive Neural Network (sentiment-RNN) together with
RNTN. The two parallel neural networks together compose of our novel
deep model structure, in which Sentiment-RNN and RNTN cooperate
with each other. On predicting sentiment label distributions task, our
model outperforms previous state of the art approaches on both full sen-
tences level and phrases level by a large margin.
Keywords: Sentiment analysis · PRDM · Sentiment-RNN
1 Introduction
Sentiment analysis, also called opinion mining, is the ﬁeld of study that analyzes
peoples opinions, sentiments, evaluations, appraisals, attitudes, and emotions
towards entities such as products, services, organizations, individuals, issues,
events, topics, and their attributes [1].
With the development of Web 2.0, sentiment analysis has now become a
popular research problem to tackle. In contrast to Web sites where people are
limited to the passive viewing of content, Web 2.0 may allow users to more easily
express their views and opinions on social networking sites, such as Twitter and
Facebook. The opinion information they leave behind is of great value. For exam-
ple, by collecting movie reviews, ﬁlm companies can decide on their strategies
for making and marketing movies. Customers can make a better decision which
movie is worth watching. Hence, in recent years, sentiment analysis has become
a popular topic for many research communities, including artiﬁcial intelligence
and natural language processing.
c© Springer International Publishing Switzerland 2015
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In this paper, we focus on the task of predicting sentiment label distribu-
tions, which aims to predict sentiment label distributions on phrase and sentence
level. There has recently been considerable progress in predicting sentiment label
distributions. Some existing supervised learning approaches [2] employed anno-
tated corpora of manually labeled documents. Several unsupervised learning
approaches have also been proposed [3,4] based on given sentiment lexicons.
Various joint sentiment and topic models [5–7] were proposed to analyze
sentiment in detail. Recently, some models based on recursive neural networks
have considerable representational power, such as RNN [8], MV-RNN [9] and
RNTN [10]. All these models, i.e., RNN and its variant, predict sentiment label
of phrase or sentences, based mainly on its vector representation, while missing
some valuable local information for the global judgment.
Therefore, we consider that the local information has contributed to the
global analysis, i.e. the sentiment distribution of the words in a phrase or sentence
is important, and can impact the sentiment analysis for the phrase or sentence. So
based on this hypothesis, we propose a Parallel Recursive Deep Model (referred
as PRDM), by introducing a sentiment Recursive Neural Networks (sentiment-
RNN) to cooperate with RNTN. In our model, each node in neural networks
corresponds to a sentiment node, which is represented as sentiment label vector.
All the sentiment nodes form a sentiment-RNN. Sentiment-RNN and RNTN
composed of a parallel yet interacted structure. As a result, the sentiment of a
phrase (or sentence) is calculated by utilizing not only the vector for the phrase
or sentence but also the sentiment distribution of its children.
Moreover, we ﬁnd that our PRDM is able to be seamlessly integrated with
Stanford Sentiment Treebank1, which is the ﬁrst benchmark with fully labelled
parsing trees. This Treebank is a valuable resource for a complete analysis of the
compositional eﬀects of sentiment in language [10]. And our PRDM is able to
integrate not only the structure information of parsing trees, but also provide a
potential network structure over the manually labels in the tree.i.e., PRDM pro-
vides a fully supporting platform for Stanford Sentiment Tree bank, to facilitate
the analysis of the compositional eﬀects of sentiment in language.
In order to illustrate our models eﬀectiveness in predicting sentiment label
distributions, we compare to several models such as RNN [8], MV-RNN [9] and
RNTN [10], and baselines such as Naive Bayes (NB), bi-gram NB and SVM.
Experimental evaluation demonstrates that our model outperforms previous
state of the art.
The rest of the paper is organized as follows: In Section 2, we introduce
some related work including word representations, recursive deep learning and
Stanford Sentiment Treebank. Section 3 introduces our Parallel Recursive Deep
Model and describes the details of parameter learning. Section 4 presents the
experiments on predicting sentiment label distributions on both sentences and
phrases level. The conclusion and future work are presented in Section 5. All the
datasets, code and all relevant parameter speciﬁcations are publicly available2.
1 http://nlp.stanford.edu/sentiment/treebank.html
2 https://www.dropbox.com/s/w6cqfqlv4ue7jpj/icdm2014.rar
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2 Related Work
This work is mainly connected to two areas of NLP research: word represen-
tations and recursive deep learning; and one new corpus: Stanford Sentiment
Treebank.
2.1 Word Representations
A word representation is a mathematical object associated with each word, often
a vector. Each dimensions value corresponds to a feature and might even have
a semantic or grammatical interpretation, so we call it a word feature [11].
Each dimension of the embeddings represents a latent feature of the word,
hopefully capturing useful syntactic and semantic properties [11]. Many approa-
ches have been proposed to learn good performance word embeddings. There are
some embeddings datasets publicly available for evaluation, such as SENNAs
embeddings [12], Turians embeddings [11], HLBLs embeddings [13], Huangs
embeddings [14].
The training complexity is always a diﬃcult problem of training a variety
of language models. It was recently proposed using the distributed Skip-gram
or continuous Bag-of-Words (CBOW) models. These models learn word repre-
sentations using a simple neural network architecture that aims to predict the
neighbors of a word. Due to its simplicity, the Skip-gram and CBOW models
can be trained on a large amount of text data. There is one parallelized imple-
mentation can learn a model from billions of words in hours [15].
2.2 Recursive Deep Learning
Recursive neural networks (RNNs) [8] are able to process structured inputs by
repeatedly applying the same neural network at each node of a directed acyclic
graph (DAG). The recursive use of parameters is the main diﬀerence with stan-
dard neural networks. The inputs to all these replicated feed forward networks
are either given by using the childrens labels to look up the associated represen-
tation or by their previously computed representation. RNNs [8] are related to
auto-encoder models such as [16].
The matrix-vector RNNs (MV-RNN) [9] represent a word as both a continu-
ous vector and a matrix of parameters. It assigns a vector and a matrix to every
node in a parse tree: the vector captures the inherent meaning of the constituent,
while the matrix captures how it changes the meaning of neighboring words or
phrases. The composition function employed in MV-RNN can be referred to [17].
In the standard RNN, the input vectors only implicitly interact through the
nonlinear function. In MV-RNN, the total number of parameters to learn is large.
RNTN [10] aims to build greater interactions between the input vectors. It takes
as input phrases of any length. And it utilizes the same tensor-based composition
function for all nodes. RNTN has been successfully utilized in predicting phrase
or sentence sentiment label.
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2.3 Stanford Sentiment Treebank
In order to better express the meaning of longer and variable length phrases,
richer supervised training and evaluation resources are necessary. The Stanford
Sentiment Treebank is the ﬁrst corpus with fully labeled parse trees that allows
for a complete analysis of the compositional eﬀects of sentiment in language [10].
The corpus consists of 11,855 single sentences, which are movie reviews. The
Stanford parser [18] is used to parse all sentences. The Stanford Sentiment Tree-
bank includes a total of 215,154 unique phrases from those parse trees. And each
phrase is labeled by Amazon Mechanical Turk. This new dataset allows us to bet-
ter predict sentiment label of any-length phrases or sentences based on supervised
and structured machine learning techniques. The dataset will enable community
to train and evaluate compositional models. Stanford Sentiment Treebank has
been successfully utilized in predicting movie review [10]. More details about
Stanford Sentiment Treebank dataset can be referred to http://nlp.stanford.
edu/sentiment/treebank.html.
3 Parallel Recursive Deep Model
In this section, we ﬁrstly introduce our Parallel Recursive Deep Model (PRDM).
And then we describe the details of parameter learning.
3.1 Parallel Recursive Deep Structure
Our Parallel Recursive Deep Model can strengthen compositional vector repre-
sentation ability for phrase of any length and sentence, as well as the ability of
sentiment label prediction via introducing a sentiment recursive deep structure.
Fig.1 shows our model. The key diﬀerence between our model and RNTN is
that RNTN use the sentiment label of word or phrase only for local sentiment
label training and prediction, while we introduce a sentiment-RNN to propagate
local sentiment label information to the whole network, i.e., in the process of
training and predicting, any local calculation includes remote linked sentiment
label information. In this way, we take more full usage of sentiment labels, and
also in this way, we can easily take the RNTN as the special instance of our
model. For ease of exposition, we used a tri-gram not very good to explain our
model.
We ﬁrst make some deﬁnitions. Each word is represented as a d-dimensional
vector. All the word vectors are stacked in the word embedding matrix L ∈
Rd×|M |, |M | is the size of the vocabulary. The word embeddings can be seen as
a parameter that is trained jointly with the model. There are two kinds of units
in PRDM, term node and sentiment node. Term node, corresponding to a word
or phrase or sentence, is represented as a representation vector; sentiment one is
represented as the sentiment label vector of word (or phrase, sentence).
When an n-gram is given to the model, it is parsed into a binary tree and
each leaf node, corresponding to a word. In Fig.1, term node a, b and c are word
vector representations for each word respectively.
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Fig. 1. A tri-gram example “not very good” to show structure of PRDM
Each term node corresponds to a sentiment node, for example, Sa is as sen-
timent node. The sentiment label vector is C-dimensional. WS ∈ RC×d is the
sentiment classiﬁcation matrix; WL ∈ RC×2C is the sentiment transformation
matrix; W ∈ Rd×2d is the transformation matrix. In our model, we omit the bias
for simplicity.
Parallel Recursive Deep Model consists of two recursive deep models. One is
RNTN and another is sentiment-RNN. RNTN will compute parent vectors in
a bottom up fashion using compositionality function g. The parent vectors are
again given as features to next layer and sentiment classiﬁcation matrix.
Meanwhile, sentiment-RNN will take both left and right child sentiment
nodes as inputs to compute parent sentiment node. As a result, the ﬁnal sen-
timent label of each phrase or sentence is computed through its vector and
its children nodes sentiment nodes. From Fig.1, we can see that RNTN and
sentiment-RNN are parallel in structure. It is also the reason that we call our
model as Parallel Recursive Deep Model.
We use the tensor-based compositionality function g [17]. One advantage of
tensor-based compositional function is that it can directly relate input vectors.
The output of a tensor product is deﬁned as formula (1).
h =
[
V l−child
V r−child
]T
V [1:d]
[
V l−child
V r−child
]
(1)
V [1:d] ∈ R2d×2d×d represents the tensor that deﬁnes multiple bilinear forms.
V l−child ∈ Rd×1 is the left child node, while V r−child ∈ Rd×1 is the right child
node.
[
V l−child
V r−child
]
denotes the concatenation of two childrens column vectors
resulting in a R2d×1 vector. And the output of each slice product hi ∈ RC×1 is
computed as formula (2).
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hi =
[
V l−child
V r−child
]T
V [i]
[
V l−child
V r−child
]
(2)
V [i] ∈ R2d×2d is the ith slice of the tensor. The initialization of slices is
random. The slices will subsequently be modiﬁed to enable a sequence of inputs
to compose a new vector.
More details about tensor-based composition can be referred to [17].
Based on the deﬁnition of compositionality function, we give the general
function as formula (3) to compute a parent vector V p.
V p = f
([
V l−child
V r−child
]T
V [1:d]
[
V l−child
V r−child
]
+ W
[
V l−child
V r−child
])
(3)
W ∈ Rd×2d is the transformation matrix and also the main parameter to learn.
When V is set to 0, the compositionality function is the same as used in standard
Recursive Neural Networks [9]. f = tanh is a standard element-wise nonlinearity.
In our example, the vector of p1 in Fig.1, the parent node of b and c, is
computed through formula (4).
p1 = f
([
b
c
]T
V [1:d]
[
b
c
])
(4)
After computing the ﬁrst two nodes, the network is shifted by one position
and takes as input vectors and again computes a potential parent node. The
next parent vector p2 in Fig.1 will be computed as formula (5).
p2 = f
([
a
p1
]T
V [1:d]
[
a
p1
]
+ W
[
a
p1
])
(5)
Note that the parent vectors must be of the same dimensionality to be recur-
sively compatible and be used as input to the next composition. RNTN model
uses the same, tensor based composition function.
When comes to the sentiment-RNN, it repeats the similar process. However,
the inputs become the sentiment nodes. Sentiment-RNN model uses standard
composition function as formula (6) to compute parent sentiment node Sbc.
Sbc = f
(
WL
[
Sb
Sc
])
(6)
Where WL ∈ RC×2C is the sentiment transformation matrix. When WL is set
0, RNTN [10] is the special case of our Parallel Recursive Deep Model. And
similarly we employ formula (7) to compute next parent sentiment node Sabc.
Sabc = f
(
WL
[
Sa
Sbc
])
(7)
We not only use each node as features to a sentiment classiﬁcation matrix
W s, but also use its children nodes sentiment nodes as inputs to sentiment
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transformation matrix WL. Then we use the obtained vectors as inputs to a
soft classiﬁer. For classiﬁcation into C classes, we compute posterior over labels
given the node and its corresponding sentiment node. For example, we compute
the sentiment label of phrase not very good in Fig.1 as formula (8).
ySabc = softmax(W sp2 + Sabc) (8)
Where W s ∈ RC×d represents sentiment classiﬁcation matrix. The prediction for
other phrases of the given tri-gram, for example very good, is similar to formula
(8). We skip description for computing other phrases sentiment labels.
3.2 Backprop Through Parallel Recursive Deep Structure
In this section, we describe how to train our model. Given a sentence, we aim
to maximize the probability of correct prediction, or minimize the cross-entropy
error between the predicted and target sentiment labels at all nodes. The pre-
dicted sentiment label at node i is represented as yi, and the target sentiment
label at node i is represented as ti, which is labelled by humans.
Let θ = (V,W,W s,WL, L) be our model parameters and β a vector with
regularization hyper parameters for all model parameters. The error as a function
of the PRDM parameters for a sentence is represented as formula (9).
E(θ) =
∑
i
Num∑
j=1
tij log y
i
j + β|θ|2 (9)
j means the jth sentence in corpus. Num is the total number of sentences in
corpus.
The derivative for the weights of sentiment transformation WL is standard.
More details about process of compute can be referred to [19]. The derivative
for the weights of sentiment transformation for sentiment node Sabc in Fig.1 is
computed as formula (10).
∂ESabc
∂WL
=
(
(ySabc − tSabc) ◦ f ′(Sabc)
)
[
Sa
Sbc
]T
(10)
◦ is the Hadamard product between the two vectors. f ′ is the element-wise
derivative of function f , which in standard case of using f = tanh, can be
computed as f ′(x) = 1 − f2(x).
Similarly, the derivative for the weights of sentiment transformation WL for
sentiment node Sbc is computed as formula (11).
∂ESbc
∂WL
=
(
(ySbc − tSbc) ◦ f ′(Sbc)
)
[
Sb
Sc
]T
(11)
The ﬁnal result is the sum of all the error. We can compute the ﬁnal derivative
for the weights of sentiment transformation WL as formula (12).
∂E(θ)
∂WL
=
∂ESabc
∂WL
+
∂ESbc
∂WL
(12)
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The derivative for the weights of the sentiment classiﬁcation matrix WS at
node p2 is computed as formula (13).
∂Ep2
∂WS
=
(
(ySabc − tSabc) ◦ f ′(Sabc)
)
pT2 (13)
The derivative for the weights of the sentiment classiﬁcation matrix WS at
other nodes is similar to formula (13) and we skip the details here. The ﬁnal
result of the derivative for the weights of the sentiment classiﬁcation matrix is
the sum of all the error from each node. It is computed as formula (14).
∂E(θ)
∂WS
=
T∑
i=1
∂Ei
∂WL
(14)
T is the total number of nodes in the sentence parse tree.
The full derivative for W and V is the sum of the derivatives at each node.
We can use formula (15) to compute the full derivative for V .
∂E(θ)
∂V [k]
= δp2,fullk
[
a
p1
] [
a
p1
]T
+ δp1,fullk
[
b
c
] [
b
c
]T
(15)
δp2,fullk and δ
p1,full
k are the kth element of δ
p2,full and δp1,full respectively.
δp2,full and δp1,full are full incoming errors for node p2 and p1 respectively. We
skip the process of computing δp2,full and δp1,full for this tri-gram tree. For
the optimization we use AdaGrad [20] to ﬁnd optimal solution. The process of
computing W is similar. More details about learning W and V can be referred
to [10].
4 Experiments
For the experiment, we follow the experimental protocols on previous state-of-
the-art RNTN model as described in [10]. We employed the same initialized
parameters such as learning rate and word embeddings and so on.
The sentences in the Stanford Sentiment Treebank were split into three sets:
train set (including 8544 sentences), dev set (including 1101 sentences) and test
set (includ-ing 2210 sentences). We use dev set and cross validation over legal-
ization of word vector size, learning rate as well as the weights and minibatch
size for AdaGrad.
We compare to the previous state of the art based on RNTN. And we also
com-pared to commonly used methods that use bag of words features with Naive
Bayes and SVMs, as well as Naive Bayes with bag of bigram features. We abbre-
viate these with NB, SVM and biNB. We also compare to a model that averages
neural word vectors and ignores word order (VecAvg), as well as Recursive Neu-
ral Networks (RNN), MV-RNN and RNTN.
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4.1 Sentiment Label Prediction
Like other previous work [10], all the sentiment labels are classiﬁed into 5 classes.
0 means very negative; 1 means negative; 2 mean neutral; 3 means positive; 4
means very positive.
Fig. 2 shows one example of prediction for semantic label distributions. This
ex-ample is A fascinating and fun ﬁlm.. Note that the full stop . is also taken as
a word. The right one is sentiment tree labeled by humans and the left one is
predicted result by our model. In this example, we can see that there is only one
prediction, (sentiment label for phrase fascinating and), diﬀerent to sentiment
label annotated by humans.
Fig. 2. Example of prediction for semantic label distributions. The left one is our
predicted result. The right one is corresponding sentiment tree labeled by humans.
If one nodes sentiment label value lv > 2, then it will be classiﬁed into
positive; If lv < 2, then it will be classiﬁed into negative; If lv = 2, it will be
classiﬁed into neutral. All neutral sentences are removed from the Treebank,
and ﬁnally we get 6920 sentences in train set, 872 sentences in dev set and 1821
sentences in test set.
Based on the dataset, like other previous work [10], we analyse binary perfor-
mance of positive/negative on phrases or sentences ignoring the neutral classes.
Table 1 lists some examples of phrases with diﬀerent predicted sentiment
label values based on our model. The sentiment labels are classiﬁed into binary
classiﬁcation of positive/negative according to the values.
Table 2 shows results of this binary classiﬁcation of positive/negative for
both all phrases (All) and full sentences (Root). The results of other models or
approaches in Table 2 are cited from [10].
From Table 2, we can see that our model outperforms other approaches by
a large margin, especially on all phrases level. The previous state of the art for
all phrases was 87.6% based on RNTN [10]. PRDM pushes the previous state of
the art on full sentences up to 93.1%. PRDM achieves state of the art on both
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Table 1. Phrases with diﬀerent predicted labels
Label Sentiment Phrases
0
negative
very negative
is unrelentingly claustrophobic and unpleasant;
a dumb distracted audience;
1 negative
shortcomings; cheesy eﬀects; self-deprecating;
ﬂawed; tossing around obscure expressions;
2 neutral neutral
a journey; below the gloss; one family test
boundaries; at any time; the ﬁlm’s open-ended ﬁnale;
the very end; with a bang;
3
positive
positive
Very true; talent; real talent; treat a subject;
super hero; wit and insight;
4 very positive
best examples; visually polished; richly entertaining;
predictably heartwarming tale;
Table 2. Accuracy for binary predictions at sentence level (Root) and all nodes (All)
Model All Root
NB 82.6 81.8
SVM 84.6 79.4
BiNB 82.7 83.1
VecAvg 85.1 80.1
RNN 86.1 82.4
MV-RNN 86.8 82.9
RNTN 87.6 85.4
PRDM 93.1 86.5
full sentence and all phrases level. It is expected since that RNTN is the special
case of our PRDM when the sentiment transformation matrix WL is set to 0.
Based on the experimental result, we can make a safe conclusion that our
model is more reliable in predicting sentiment label distributions on both phrase
and sentence level.
5 Conclusion
We introduce a novel Parallel Recursive Deep Model (PRDM) for predicting
senti-ment label distributions. It can express the sentimental semantics of any
length phrases and sentences. The main property of our model is to introduce
a novel sen-timent-RNN cooperating with RNTN. PRDM not only utilizes the
information of the vector for word and phrases, but also utilizes the information
of the corresponding sentiment nodes. This strengthens the ability to predict
sentiment label on both sen-tence and phrase level. Our model achieves state of
the art performance on both full sentences level and all phrases level. Meanwhile,
as our model is seamlessly integrat-ed with Stanford Sentiment Tree bank, our
PRDM provides a fully supporting plat-form for this Tree bank, to facilitate the
Parallel Recursive Deep Model for Sentiment Analysis 25
analysis of the compositional eﬀects of sen-timent in language. In the future work,
we will expand our model for more complicat-ed tasks in sentiment analysis, such
as sentiment summarization.
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Abstract. A single phone call can make or break a valuable customer-
organization relationship. Maintaining good quality of service can lead to cus-
tomer loyalty, which affects profitability. Traditionally, customer feedback is 
mainly collected by interviews, questionnaires, and surveys; the major draw-
back of these data collection methods is in their limited scale. The growing 
amount of research conducted in the field of sentiment analysis, combined with 
advances in text processing and Artificial Intelligence, has led us be the first to 
present an intelligent system for mining sentiment from transcribed utter-
ances—wherein the noisiness property and short length poses extra challenges 
to sentiment analysis. Our aim is to detect and process affective factors from 
multiple layers of information, and study the effectiveness and robustness of 
each factor type independently, by proposing a tailored machine learning  
paradigm. Three types of factors are related to the textual content while two 
overlook it. Experiments are carried out on two datasets of transcribed phone 
conversations, obtained from real-world telecommunication companies. 
Keywords: Sentiment analysis · Noisy text mining · Customer satisfaction 
1 Introduction 
Enterprise call-center conversations are one of the most frequent interactions between 
customers and organizations, as they allow a direct contact to solve product and ser-
vice-related issues [23]; therefore, they naturally involve negative emotions such as 
anger and frustration. The main goals of contact centers are to reduce operational cost 
and to decrease customer dissatisfaction. However, these two goals often have tra-
deoffs [2]. In decreasing operational cost, organizations have attempted downsizing, 
outsourcing and automating assistance. Less emphasis has been placed so far on de-
creasing customer dissatisfaction, in which emotions of customers play a crucial role.  
While satisfaction can lead to customer loyalty, which affects profitability [8] cus-
tomer feedback is mainly collected by interviews, questionnaires, and surveys on a 
small group of customers. These data collection methods pose three challenges. First, 
the scale of the data is limited due to time consumption. Second, the sample used is 
typically biased, since "active customers" who are happy and satisfied are more likely 
to respond to surveys. Third, these methods often have coarse temporal granularity as 
they are not analyzed in real-time. 
Our system is designed to detect sentiment at the utterance level– the uninterrupted 
chain of words of the same speaker. Such granular analysis enables detecting change 
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in sentiment [21], or multiple emotional states during a call. However, making mean-
ing out of unstructured information is extremely difficult since text, despite being 
perfectly suitable for human consumption, is hardly accessible to machines. This 
problem is aggravated in transcribed text, which is typically generated by using a 
probabilistic model, which is error-prone due to the absence of punctuation and capi-
talization, the low quality of voice signals, the usage of irregular language, etc. For 
these reasons, standard natural language processing (NLP) techniques, such as pars-
ing, are inefficient. Consider the following utterance from Fig. 1: "no high just  mean 
in general i mean i'm not," which comprises of repetitions and has no sentence boun-
daries. This fact ultimately renders the sentence grammatically vague – and does not 
adhere to a coherent syntactic structure.  
Fig. 1. Automatic transcript of a partial conversation 
We suggest five types of factors by processing information from multiple layers of 
conversational data. Since we postulate that sentiment is also expressed in non-textual 
forms—which are related to the structure and prosody of a conversation—some factor 
types exploit the textual content, while others overlook it. 
The contribution of this study is threefold: first, we suggest designated factors for 
our specific problem, and elaborate on the lesson learned from utilizing each type. 
Secondly, our experiments are carried out on two datasets of transcribed phone con-
versations, obtained from real-world telecommunication companies, each containing 
thousands of utterances. Therefore, our study faces real-world settings including diffi-
cult-to-obtain transcriptions using commercial speech-recognition software and learn-
ing from an imbalanced dataset, which contributes greatly to the validity of our results 
and the conclusions we derive. Thirdly, in addressing the real-world settings, we sug-
gest a seamless machine learning paradigm to utilize all factors and maintain robust-
ness. On the contrary, other works on noisy text analyze the complete call [19], which 
is too coarse for our task, while there are a handful of works that consider short text 
[3, 24], but have no conversational context. The next section elaborates on the differ-
ences from our work. 
2 Related Work 
Despite the increased attention to sentiment analysis, little emphasis has been placed 
on analyzing transcribed text, which is becoming increasingly available with the ad-
vent of transcription systems. Transcribed text has a high degree of noise due to the 
customer: so any of your fair we're  that you can return it 
agent: i'm not allowed to recommend anything 
customer: no high just  mean in general i mean i'm not 
agent: which is all i know you're not authorized 
customer: and you know i mean it's not like you know you're porting that 
agent: i'm just i'm still not allowed to say anything like that 
customer: okay not a problem okay so at least just click on save changes okay 
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usage of probabilistic models to interpret voice. [23] report an approximate 40% error 
rate in transcribed text, while [1] report an approximate 20% errors. In general, user-
generated-content is hard to parse [16], while this problem is aggravated in tran-
scribed text. Approaches which rely on the syntactic structure of sentences [4, 11, 13] 
are error-prone in noisy text, due to the various irregularities [24]. For example, the 
structure of the utterance "got we can't was may need to delete files," differs com-
pletely from the original utterance "well we may need to delete some files." Thus NLP 
techniques such as dependency parsing are error-prone; in the example above, the 
parsed tree of the transcribed sentence considers the verb-noun dependency got:files, 
while it is clear from the original text that the dependency is delete:files. 
The work of [19] designed a supervised learning scheme, to detect customer satis-
faction in transcribed calls. The ground truth values were obtained from customer 
surveys. Consequently, all calls from customers were regarded as dissatisfied if this 
was the response of their survey, even if this emotion was not evident in their calls. 
Our study differs in three major aspects: (1) the data we use has been directly anno-
tated by two professional judges to achieve more direct labels, (2) our method ex-
cludes in-domain information, such as ontologies and in-domain lexicons, and (3) 
since call level analysis may be too coarse, our analysis is performed on a granular 
level, thus facing the problem of short text mining. Additional studies that detect sen-
timent in noisy short text mainly use Twitter as their corpus [3], rely heavily on  
domain specific features (for example, using emoticons and hashtags), or not conver-
sational [24], and therefore have no structure and prosodic flow—which we aim to 
investigate in this study. The work of [12] studies the effectiveness of  utilizing the 
prosodic of speakers for sentiment analysis, which extracted from speech signals. In 
the current study, we do not have access to acoustic data. 
3 Proposed Approach 
To the best of our knowledge, this is the first attempt to detect sentiment in short tran-
scribed noisy utterances. In this study we do not focus upon acoustic data, and rather 
exploit explicit information in the text, as well as the structural and prosodic layers 
latent in the conversation. Based on these elements, five types of factors are generat-
ed. We then employ a supervised machine learning approach, with the goal of discri-
minating between sentiment classes. In order to study the merit of each factor type 
independently, we suggest a machine learning algorithm which is suitable for every 
type. The main two considerations for our machine learning approach are learning 
from imbalanced datasets, and high dimensionality of the vector space. 
3.1 Factors 
In making our approach as generic as possible, we do not exploit information which is 
domain dependent. Three factor types consider the actual content (i.e., text) of the 
utterance: contextual, BOW and lexical; the prosodic and structural factor types over-
look the textual content. Following, the five types of factors are described. 
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Prosodic: It is demonstrated that utilizing the prosody of speakers in their speech 
signals is beneficial to sentiment analysis [12]. However, since we have no access to 
acoustic data, we generate factors based on non-acoustic signals. Park and Gates [19] 
suggested that dissatisfied customers tend to "dominate" conversations. We attempt to 
take this intuition a step further by developing a set of factors dedicated to this issue, 
such as incorporating the talking time standard deviation. The following prosodic 
features were computed:  
− AVGTUA, AVGTUC are the average talking time per utterance of the agent and 
customer respectively—namely, the average utterance's length (in seconds) of 
each speaker. Long periods of talking time may indicate the confrontation of is-
sues. 
− STDEVTUA, STDEVTUC are the standard deviation of the utterance talking time, 
for the agent and customer respectively.  
−  SPEED is the speed of the utterance, namely, the total words divided by the total 
time. While the talking time may be a matter of style, it also may indicate the 
emotional state of the speaker. 
− TR is the time ratio, i.e., the total time the customer spoke in the conversation, 
divided by the agent's total speaking time. 
− DUR is the duration of the utterance. 
Structural: We postulate that sentiment can be expressed in non-textual forms. These 
features are computed based on the structure of the conversation as a whole, while 
overlooking the actual content. The following three features were computed: 
− UP is the current utterance positions from the beginning of the call. If sentiment is 
associated with position, this factor may encode relevant information. 
− POS1stW is the first word's position, namely, the words offset from the beginning of 
the call in which the first word of the utterance is positioned. The motivation 
is given by the previous factor. 
− NU is the number of utterances in the call.  
Lexical: Lexical information is widely used in sentiment classification. Corpus-based 
information has a relatively high potential in a supervised paradigm, while external 
lexicons are widely used in unsupervised, or semi-supervised paradigms. We utilize 
available sentiment lexicons as well as lexical information. These factors may indi-
cate complexities in a call, such as repeating information, or occurrences of uncom-
mon and informative terms. 
The following lexical features were computed: 
− NWEC, NWEU are the number of Wikipedia entities found in the call and utter-
ance, respectively. We calculate this feature by creating a tri-gram representation 
of the text of the call and searching for the Wikipedia page titles with an exact 
match to terms in this representation. The goal of these features is to identify the 
number of entities referred to in the text that may include product and service 
names. Since customers do not typically call to praise a product, it can imply re-
lated problems. 
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− NWC is the number of words in the call. An emotional call may be longer, in terms 
of the text spoken. 
− NWCA, NWCC are the accumulated number of words in the agent's utterances in the 
call, and in the customer's, respectively. The motivation is explained in the pre-
vious feature, while here the information is per speaker. 
− AVGUA, AVGUC are the average number of the agent's and customer's words per 
utterance, respectively. 
− STDEVUA, STDEVUC is the standard deviation of the number of agent's and cus-
tomer's words per utterance, respectively. High deviation values may be indica-
tive of interruptions – which may imply an emotionally-driven conversation. 
− AVGWR is the average word ratio, i.e., the number of words spoken by the custom-
er, divided by the number of words spoken by the agent during call. High ratio 
may indicate the presence of problems, which the agent is requested to address in 
detail. 
− NCPOS, NCNEG NUPOS, NUNEG are the number of positive and negative terms found in 
a call, and the same feature is computed for the utterance level, respectively. The 
lexicon contains sets of positive and negative words that were obtained from the 
work of  [9]. 
− NR is the number of repetitions, i.e., how many words repeat more than once in the 
utterance. The motivation to use this feature is derived from the re-occurring in-
stances in which dissatisfied customers repeat words in the interest of emphasis. 
− MAXRL is the maximum number of times a word is repeated in an utterance. The 
motivation is given in the previous feature. 
Bag-of-words (BOW): Bag-of-words are models where single words or word stems 
are used in the representation of documents. It is widely used in text classification and 
provides a strong baseline for sentiment analysis [18, 27]. In our problem, we use the 
unigram model which was more effective than incorporating bi-grams or three-grams. 
This finding is in accordance with [18], and may be explained by the fact that many n-
grams may contain noisy in some of their word. If each word has the same probability 
for being miss-transcribed, a bi-gram has twice the chance of being erroneous than a 
uni-gram. 
Contextual: When using the BOW model, a great deal of the information from the origi-
nal text is discarded. Rather than using single-word information, utilizing contextual 
indicators aims to integrate information about key terms and the context in which they 
appear in the model. First, we employ the method proposed by [10] to detect key terms 
and their relevant contexts in the data. This method, which is based on the language 
modeling technique [20], was proven efficient for unsupervised keywords extraction. 
Once detected, we store a frequency table for each key term; each entry is a frequency 
score which corresponds to the key term's association with any of its context terms. Con-
text terms are identified according to a sliding window of thirty terms in the key terms 
vicinity. This method is frequently used for word representation by context terms and for 
word embedding [14]. The mentioned process is repeated separately for each sentiment 
class, i.e., only utterances pertaining to the specific sentiment class will participate in  
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generating the key terms and frequency tables. Based on the key terms and their context 
terms, we compute a set of features. Due to space limitations, and since the scope of this 
paper involves proposing factor types and evaluating the merit of each type for our prob-
lem, we provide a subset of the used features. The features are divided into two groups, 
based on their origin: 
− Key terms-based features are a set of features which provide various aspects of the 
detected key terms: their proximity to other key terms in the utterance, the num-
ber of times each of them appears in the text etc. Some features also model the 
absence of key terms, analyzing the length and frequency of text sequences with-
out key terms.  
− Context terms-based features are a set of features aimed at representing the context 
of key terms detected in the document. The generated features include the aver-
age number of context terms per key term, the number of context terms shared by 
several key terms etc. 
 
All factors aim to exploit different aspects of the data that may indicate dissatisfac-
tion or any other form of sentiment. For example, repetition or extremely long  
utterances may indicate customers who narrate their issues or problems. We do not 
consider in-domain information, such as a list of the company's products and services, 
or competitor products' names (as done by [19]). However, we do use Wikipedia in 
the attempt to identify similar information as explained before.  
3.2 Learning Algorithms 
We explored machine learning algorithms while placing emphasis on facing our spe-
cific problem characteristics. The first is the imbalanced class problem. Induction 
algorithms tend to misclassify the instances of the less represented classes for a varie-
ty of reasons [5]. The second characteristic is the high vector space dimensionality, 
which is common in text processing and language-model bases techniques. The learn-
ing process in this case might be affected by the curse-of-dimensionality, and can lead 
to overfitting. In this section we describe the algorithms which we found effective to 
our problem along with the motivation for their use. 
Rotation Forest (RF) [22]. is an ensemble classifier that applies rotations on the 
input data instances through feature selection algorithms. It is considered as an effec-
tive algorithm for many classification tasks, and can outperform both single and en-
semble benchmark classifiers [28]. The confidence output for classifying instance x is 
determined as follows: Let N be the number of classifiers in the ensemble, ௝ܴ௔ 
(j=1...N) a rotation matrix correspond to the jth classifier (review [22] for more details 
on generating the matrix), ௝݀,௜൫ݔ ௝ܴ௔൯ the probability that x pertains to class wi accord-
ing to classifier Dj. The aggregated confidence for class wi  across N classifiers is 
determined by the following averaging equation: 
 μ௜ሺݔሻ ൌ ଵே ෍ ௝݀,௜൫ݔ ௝ܴ௔൯
ே
௝ୀଵ
 (1) 
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Generally, ensemble techniques were found more resistant than base-algorithms in 
classifying imbalanced datasets [7]; hence, while the use of several classifiers contri-
butes to the complexity, it justifies itself by maintaining robustness to imbalanced 
class distribution. This principle can be seen in Equation 1; each classifier was trained 
by using rotation matrix of manipulated features, and a sample of bootstrap instances, 
to promote the diversity of the classifiers. Averaging the probabilities of diverse clas-
sifiers benefits the ensemble learning in imbalanced learning, since implication of 
misclassifications is reduced. To better maintain robustness, bootstrapping can be 
performed on only majority class instances. The study of [6] found RF resistant in 
classifying imbalanced datasets while it uses principal component analysis (PCA) for 
linear transformation, which increases the diversity among ensemble classifiers. 
Support Vector Machine (SVM). aims at finding the hyperplane which splits in-
stances of two classes with the largest distance in between the instances of the two 
classes [25]. Classifying text potentially involves vector space with high dimensional-
ity. As such, classification performance might be affected by the curse-of-
dimensionality, which can lead to overfitting. It is well known that SVMs work well 
in the case of high dimensionality [15] since they can map complex nonlinear in-
put/output relationships with relatively good accuracy. SVM models are also found to 
be resistant to noisy text classification tasks [26].  
4 Experimental Evaluation 
Our task is to detect sentiment in transcribed utterances, which were obtained from 
contact-center conversations. Therefore, they naturally involve negative sentiment 
such as anger and frustration. The organizations that contributed the data wish to 
detect negative sentiment in utterances, to spot problematic sections in conversations. 
Consequently, in our experiments, the goal is to discriminate between negative and 
non-negative sentiment classes. This problem is designed in the same manner as the 
classical negative/positive problem, in which the positive class is regarded as  
non-negative. The Rotation Forest classifier is employed, with PCA for feature trans-
formation, and each factor type is used independently. In cases involving high dimen-
sionality due to the use of BOW, the SVM is employed for classification; since  
our system uses all factors (including BOW), both SVM and RF are compared in  
this case. The BOW model was used as a baseline, since it is considered as a strong 
baseline for sentiment analysis [12, 18]. 
4.1 Datasets 
The speech recognition system is able to segment utterance boundaries and to distin-
guish between the speakers. The two datasets used in this study were recorded from a 
call center of telecom companies and correspond with users making queries regarding 
various concerns, such as billing, technical issues, and accessing services. In Table 1 
we present the statistics of the automatic transcribed call-center calls datasets from 
two telecommunication companies’ (referred to as Tele1 and Tele2). The dataset of 
Tele1 was the larger dataset comprised of 377 calls and 20,338 utterances compared 
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to 113 calls and 15,183 utterances for Tele2. However, the main difference between 
the datasets is related to the imbalance ratio of the two classes. Negative utterances in 
Tele2 comprise 15.39% of the dataset, while 20.31% of the Tele1 dataset.  
Table 1. Summary of the datasets 
Data-
set 
Calls Utterances Average 
Utterances per 
Call
Negative 
Utterances 
 
Average  
Words per 
Utterance  
Tele1 377 20338 53.94 862 (8.7%) 14.91 
Tele2 113 15182 134.35 1563 (20.3%) 17.11 
4.2 Gold Standard 
We developed a designated tagging tool to enable the annotators to view a complete 
call, and to annotate each utterance. The system used in this study is able to automati-
cally identify the speaker—namely, whether an utterance is spoken by the customer, 
or by the representative agent. Two professional judges were instructed to tag each 
utterance as either negative or non-negative by accessing only the text. A negative tag 
is given when emotions are explicitly and clearly expressed, such as: 'I'm I'm very 
upset mean every it's been its just five years'. Another negative indicator is when a 
disagreement between speakers is observed. Since the agreement rate was high (near-
ly 90%), to avoid the problem of disagreement, in our evaluation we consider only 
utterances that both judges agreed upon their sentiment. 
4.3 Evaluation Measures 
The Receiver Operating Characteristic (ROC) curve is a graph produced by plotting 
the true positives rate versus the false positives rate over all possible acceptance thre-
sholds. In our evaluation we will use the area under the curve (AUC) of the ROC 
curve measure, since it is not overwhelmed by majority instances of unbalanced data-
sets and is more robust than other measures [17]. The same rationale applies for preci-
sion/recall curves, as they enable evaluation in several recall points and do not  
involve setting a single threshold. This measure is widely used in information retriev-
al, and we present this in-depth evaluation for the negative class, which is of interest 
to our experiments. 
4.4 Results 
Table 2 provides results on the two datasets (all experiments setups are five-folds 
c.v.). It is clear that all factor types achieve higher results than a random classifier 
(which has an AUC of 0.5). The best performance was achieved when using all fac-
tors with RF, while it was significantly better than alternatively using SVM as a clas-
sifier. This method and the contextual-based method are significantly better than the 
BOW baseline, in the Tele1 dataset. Fig. 2 provides in-depth evaluation for the nega-
tive class. It is clear the contextual and all-factors (using RF) methods dominate  
in both datasets. However, despite seems minor in Table 2, the difference between  
all factors model and the contextual model is statistically significant (level of  
 significance 0.1). All other
thod which is hardly indic
"all factors" system include
board”, “okay well then I s
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venty fifty did out until tom
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is more distinguished in Tele1, in which the imbalance ratio is higher. Fig. 2 further 
supports this observation. Our finding which SVMs are less resistant to imbalanced 
learning is further supported by the BOW model. Which it uses SVM, it is less effec-
tive in Tele1 (imbalance ratio is 1:10), while in Tele2 (imbalance ratio is 1:4) it 
achieves relatively better results. By comparing the results of the combined model (in 
Table 2 and Table 3), we can see that the RF model maintains robustness which indi-
cate that this model is not biased towards a particular dataset and therefore is not 
over-fitted.  
6 Conclusions and Future Work 
We studied five types of factors and trained a model to utilize each type independent-
ly, and jointly. Our findings highlight the benefit of the contextual factors. For future 
work, we plan to conduct an intensive discourse analysis, and study the usefulness of 
utilizing contextual information, while here context refers to adjacent urethanes. Con-
sequently, we will incorporate the content of adjacent utterances to detect sentiment in 
a specific utterance. 
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Abstract. Opinion rating has been studied for a long time and recent
work started to pay attention to topical aspects opinion rating, for exam-
ple, the food quality, service, location and price of a restaurant. In this
paper, we focus on predicting the overall and aspect rating of entities
based on widely available on-line reviews. A novel hierarchical Bayesian
generative method is developed for this task. It enables us to mine the
overall and aspect ratings of both entity and its reviews at the same time.
We conduct experiments on TripAdvisor and results show that we can
predict entity-level and review-level overall ratings and aspect ratings
well.
1 Introduction
It has becoming a common phenomenon that when we need to make decisions
about about traveling, shopping and other consumptions, we turn to user-
generated reviews for help. We can easily obtain information about the food, ser-
vice, location and price of a restaurant without going there by ourselves, as long
as we do not mind reading pages and pages of reviews. To save the eﬀort of read-
ing reviews in large quantity, recently researchers started to study text mining on
review data. Problems existed for addressing this issue generally include informa-
tion extraction Ding et al. [2009]; Morinaga et al. [2002]; Popescu and Etzioni
[2005], sentiment analysis Kim and Hovy [2004]; Pang and Lee [2005], opinion
summarization Hu and Liu [2004]; Jindal and Liu [2006]; Lu and Zhai [2004] and
spam detection Li and Cardie [2013a]; Jindal and Liu [2013]; Li et al. [2013b,
2014].
Besides, for a speciﬁc entity, usually customers are more concerned about cer-
tain aspects than other aspects. Fox example, some customers are price-sensitive
and some may be quality-sensitive. The task to predict opinion rating on topical
aspects reviews is called Aspect Rating Prediction.
This task aims to help customers to eﬃciently and accurately grasp the
information they need from the huge amount of review data.
Many methods Hu and Liu [2008]; Lu et al. [2011]; Titov and McDonald
[2008a]; Wang et al. [2010]; Wang et al [2011] have been proposed to predict
opinion ratings on speciﬁc aspects directly. While to predict aspect ratings at
c© Springer International Publishing Switzerland 2015
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entity level, as an alternative approach, has not been considered yet. Existing
work usually attains aspect rating from reviews directly. However, the entity-level
information also has an impact on aspect ratings. For example, a ﬁve-star hotel
tends to have high quality food and good service. Without considering the entity-
level information, the aspect-level rating would suﬀer greatly. Similarly we also
need to consider the review-level ratings for better aspect-level rating.
In this paper, we address the task of Entity Aspect Rating. A novel hierar-
chical Bayesian generative approach is developed to identify overall and aspect
ratings at both review-level and entity-level.
From the review data, we ﬁnd that (a) reviews on the same entity tend to
have similar scores, (b) aspect ratings on the same entity tend to be similar,
(c) aspect ratings in one review tend to be similar.
Based on such observations, in the proposed model, we assume (a) the aspect
rating of one entity follows a normal distribution with a mean value equal to the
overall rating, (b) the review-level rating follows a normal distribution with a
mean value of entity-level rating, (c) the aspect rating for each review follows a
normal distribution which is a combination of entity-level rating on that aspect
and review-level rating. In this way, we successfully model entity overall rat-
ings, entity aspect ratings, review overall ratings and review aspect ratings in a
hierarchical model. Text that describes a particular aspect is generated by sam-
pling words from the combination of aspect-word distribution and rating-word
distribution within the same aspect.
Experiment results on review data set from Tripadvisor show that our model
can well predict both the entity aspect rating score, and aspect ratings in indi-
vidual reviews. The proposed model can be applied to any collection of review
data to ﬁnd latent topical aspects and predict aspect ratings.
2 Related Work
Aspect review rating has been studied for a long time. Early work Hu and Liu
[2004, 2008]; Popescu and Etzioni [2005] usually mined entity features ﬁrst and
then summarized the opinions in each review. Recent work starts to develop
systems that are able to detect and aggregate aspects and corresponding opinions
Lerman et al. [2009]; Zhuang et al. [2002].
Topic models, due to their ability to uncover latent aspects from text, have
been popular in predicting aspect ratings from review data recently.
Several models based on LDA Blei et al. [2003] have been developed to
address the aspect rating problem. A typical one is MaxEnt-LDA Zhao et al.
[2010] which is a maximum entropy hybrid model and is able to discover both
aspects and aspect-speciﬁc opinion words from reviews simultaneously. Multi-
grain LDA (MG-LDA) Titov and McDonald [2008a] is another LDA based model
which models review-speciﬁc elements and ratable aspects at the same time.
Brody and Elhadad (2008) proposed the Local-LDA which analyzes sentences
and discovers ratable aspects in review data.
To predict review rating, supervised LDA (sLDA) model Blei and McAuliﬀe
[2007] is proposed to model the overall rating of each review. Wang et al. [2010]
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Wang et al. (2010) proposed a novel method that combined topic models
with latent regression technique for aspect ratings in the reviews. Other work
include the Good Grief algorithm Synder and Barzilay [2007] which use an online
Perceptron Rank (PRank) algorithm to rate aspects for entities and that of
Sauper et al. (2010) which integrated the HMM model to improve both multi-
aspect rating prediction and aspect-based sentiment summarization.
One problem with these aspect rating approaches mentioned above is that
they only consider the review level information and ignore the entity-level infor-
mation, hence the aspect rating sometimes suﬀer.
3 Rating Model
3.1 Problem Formulation
For a review date set, let N be the number of entities. Each entity Ei i ∈ [1, N ] is
comprised of a collections of reviews, Ei = {dij}j=Nij=1 and Ni denotes the number
of reviews for entity i. Each review r is comprised of a collection of sentences
d = {st}t=ndt=1 , where nd denotes the number of sentences in current review. Each
sentence is comprised of a collection of words s = {wt}t=nst=1 , where ns denotes the
number of words with sentence s. Assume that there are K aspects for the entity,
denoted as {A1, A2, ..., AK}. V is the vocabulary size. Each entity is associated
with an overall rating Ri,k and a K-dimensional aspect rating vector {Rik}k=Kk=1 .
Rik and Ralli can be any positive values. Each review d is associated with an
overall rating ralld and a K-dimensional aspect {rdk}k=Kk=1 .
The inputs are train − data and test − data, both of which contain a col-
lection of entities. In train − data, each review is presented with known values
of ralld and rdk. The output for the proposed model would be 1) the overall rat-
ing Ralli and aspect rating Ri,k for each entity in test−data. 2) the overall rating
ralld and aspect rating rd,k for each review d in test − data.
3.2 Hierarchical Model
In the hierarchical model, aspect ratings for the same entity or the same review
is not independent from each other. Speciﬁcally, for each entity Ei, its over-
all score is ﬁrstly drawn from a Gaussian distribution with mean value μ and
deviation Σ2, as shown in Equ. (1)
Ralli ∼ N(μ,Σ2) (1)
Then the entity aspect rating Rik and review overall rating rdk, d ∈ Ei are
drawn from a Gaussian distribution with mean value Ralli as follows:
Rik ∼ N(Ralli , σ21) (2)
ralld ∼ N(Ralli , σ22) (3)
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The aspect rating for review d is drawn from the normal distribution whose the
expectation is the combination of overall rating for current review and the aspect
rating for the entity as follows:
rdk ∼ N(ρralld + (1 − ρ)Rik, σ23) (4)
where ρ is the parameter controls the inﬂuence of ralld and Rik, and is set to 0.5
in our approach.
We assume that words of one sentence are all from the same topic Gruber et al.
[2007]; Lu et al. [2011]; Sauper et al. [2010]. The generative story of a reviewer’s
behavior is as follows: to generate an opinionated review d, the reviewer would ﬁrst
decide the set of aspects he wants to describe. For each aspect, he would choose
vocabularies from the word distribution of that aspect. For example, if he wants
to comment on food from a restaurant, he can choose vocabularies such as ”food”,
”restaurant”, ”coﬀee” etc. Next, he has to decide vocabularies to reﬂect polarities
according to the ratings for such aspect in his minds. If he is satisﬁed with rooms,
he can choose positive words such as ”good”, ”clear” etc. Otherwise, he can choose
vocabularies such ”bad”, ”terrible”, ”dirty” etc. Since rd,k can be any positive
value, we take the rounding value of rd,k, denoted as [rd,k] to model rating-word
distribution.
In the text modeling, we assume each aspect Ak is characterized by a multi-
nomial word distribution Multi(φk) over vocabulary, where the proportion of
aspects θ is drawn from a Dirichlet distribution Dir(α). Each rating score
m, m ∈ [1,M ] for aspect k is characterized by a rating-speciﬁc word distri-
bution ψk,m. Each review is treated as a mixture over the latent aspects, and
the joint probability of observed word contents W, latent aspect assignments
{zn}n=ndn=1 and aspect proportion θ is deﬁned as follows:
p(W, z, θ) = p(θd|γ)
∏
s∈d
p(zs|θd)
∏
w∈s
p(wn|zs, [rd,zs ]) (5)
where p(wn|zs, [rd,zs ]) is the probability that current word is generated from
topic zs with rating [rzs ]. φ
wn
zs is the probability that word wn is from aspect zs
and ψwnzs,[rd,zs ] is the probability that word wn is generated from rating [rd,zs ] in
aspect zs. p(wn|zs, rd,zs) can be easily calculated as follows:
p(wn|zs, rd,zs) = φwnzn · ψwnzs,[rd,zs ] (6)
The dependency between review text content and the latent aspect ratings is
bridged by the aspect assignment z. We try to learn the values of parameters Υ =
{μ,Σ, σ21 , σ22 , σ23 , φ, ψ} by maximizing the posterior probability p(w, ralld , rd,k|Υ )
in train − data then use Υ to estimate Θ = {Ralli , {Ri,k}k∈[1,K], {ralld }d∈Ei ,
{rd,k}k∈[1,K]d∈Ei } in test − data.
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For each entity i ∈ [1, N ]
1. draw Ralli and Rik according to Equ.(1)(2).
2. for each review d ∈ Ei
2.1 draw ralld according to Equ.(3).
2.2 for k ∈ [1,K]:
draw rdk according to Equ.(4).
2.3 draw θd ∼ Dir(α)
2.4 for each sentence s in d
2.4.1 draw zs ∼ Multi(θd)
2.4.2 for each word w ∈ s:
draw w ∼ p(w|zs, rd,zs , φ, ψ)
Fig. 1. the Generative Story
Combining all the components, the joint probability of training data can thus
be deﬁnes as follows:
p(w, ralld , ri,k|μ,Σ, λ, σ1, σ2, σ3, α, φ, ψ)
=
N∏
i=1
∫
dRalli p(R
all
i |μ,Σ)
×
K∑
k=1
∫
dRik p(Ri,k|Ralli , σ21)
∏
d∈ Ei
∫
dθd p(θd|α)
× p(ralld |Ralli , σ22) p(rd,k|λ,Ri,k, ralld , σ22)
×
∏
s∈d
∑
k
P (z = k|θd)
∑
w∈s
P (w|z = k, [rd,z])
(7)
In order to ensure our discovered aspects are aligned with the pre-deﬁned
aspects, in this paper, we use the full set of keywords generated by the boot-
strapping method (Wang et al., 2010) as prior to guide the aspect modeling part,
which will be discussed in details in Section 4.
3.3 Inference
Since the posterior distribution of latent variables can not be computed eﬃ-
ciently, we use the variational inference method (Jordan et al., 2004) for infer-
ence. In variational inference we use variational distribution shown in Equ.(8)
to approximate posterior distribution.
q({Ralli }, {Ri,k}, θ, z|η,Δ, δ, β, γ, ϕ)
=
∏
i
q(Ralli |ηi,Δi)
∏
k
q(Ri,k|βi,k, δ2i,k)
×
∏
d∈Ei
q(θd|γd)
∏
s∈d
p(zs|ϕs)
(8)
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where the aspect assignment z for each word is speciﬁc by a K-dimensional
multinomial distribution Mul(ϕs), aspect proportion θd is governed by a K-
dimensional Dirichlet distribution Dir(γd), entity overall score Ralli with a nor-
mal distribution with mean value ηi and variation Δ2i and entity aspect score
Ri,k with a normal distribution with mean value βi,k and variation δi,k.
By applying the Jensen’s inequality, we obtain a lower bound of the log-
likelihood log p(w, ralld , rd,k|μ,Σ, λ, σ21 , σ22 , σ23 , φ, ψ) ≥ L
L = Eq[log p(w, {ralld }, {rd,k}|μ,Σ, λ, σ2, φ, ψ)] + H(q) (9)
where H(q) = −E[log q] is the entropy of the variational distribution q.
We use variational EM procedure that maximizes a lower bound with respect
to the variational parameters {η,Δ, δ, β, γ, ϕ}, and then, for ﬁxed values of them,
maximizes the lower bound with respect to the model parameters z, θ,Ralli ,
Ri,k, φ, ψ.
E-step: Find the optimizing values of the variational parameters Φ =
{η,Δ, β, δ, γ, ϕ} according to ∂L∂Φi = 0:
update η,Δ2, βk, δ2k:
ηi =
μ
Σ2 +
∑
k
βi,k
σ21
+
∑
d∈Ei
ralld
σ22
1
Σ2 +
∑
k
1
σ21
+
∑
d
1
σ22
(10)
Δ2i =
1
1
Σ2 +
∑
k
1
σ21
+
∑
d∈Ei
1
σ22
(11)
βi,k =
ηi
4σ21
+
∑
d∈Ei
2ralld −rd,k
4σ23
1
σ21
+
∑
d∈Ei
1
4σ23
(12)
δ2i,k =
1
1
σ21
+
∑
d∈Ei
1
4σ23
(13)
update: γ, ϕ
ϕsk ∝ exp[Ψ(γd,k) − Ψ(
∑
k
γd,k)] ·
∏
w∈s
φwk · ψw[rd,k] (14)
γd,k = αk +
∑
s∈d
ϕs,k (15)
where Ψ(·) denotes the ﬁrst derivative of the logΓ function. Since the derivative
with respect to ηi and βi,k (shown in Equ.(10)) depends on each other, which is
also the case with γ and ϕ, we employ the strategy shown at Figure 2 to attain
their values.
M-step: In M-step, we maximize the resulting lower bound on the log likelihood
with respect to the model parameters:
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Initialization:
for all i,d,n,k: ϕ0i,d,n,k = 1/K
for all i,d,k: γi,d,k = αk + nd/K
for all i,k: η = 0, βi,k = 0
for all i: calculate Δ2i according to Equ.(11)
fro all i,k: calculate δ2i,k according to Equ.(13)
Repeat
for all i,d,n,k: update ϕi,d,n,k according to (14)
normalize ϕi,d,n
for all d,k: update γi,d,k according to (15)
Until Convergence
Repeat
for all i: update ηi according to Equ. (10)
for all i,k: update βi,k according to Equ.(12)
Until Convergence
Fig. 2. E-step for the training
Update φ and ψ:
φwk =
∑
i
∑
d
∑
s∈d
ϕs,k
∑
w∈s
1(wn = w) (16)
ψwk,m =
∑
i
∑
d
1([rd,k] = m)
∑
s∈d
ϕs,k
∑
w∈s
1(wn = w) (17)
Update α
∂L
∂αk
∝ (Ψ(
∑
k
αk) − Ψ(αk) +
∑
d∈Ei
(Ψ(
∑
k
γd,k) − Ψ(γd,k))) (18)
As shown at Equ.(18) the derivative with respect to αk depends on α′k (k = k′),
we therefore must use an iterative method to ﬁnd the maximum by Newton-
Raphson as in Blei et al. (2003) ’s work. The Hessian matrix involved can be
easily calculated as follows:
∂2L
αkα′k
∝ [Ψ ′(
∑
k
γk) − 1(k = k′)Ψ ′(γk)] (19)
Update μ,Σ2, σ21 , σ
2
2 , σ
2
3
μ =
1
N
∑
i
ηi Σ
2 =
1
N
∑
i
[(ηi − μ)2 + Δ2i ] (20)
σ21 =
1
KN
∑
i
∑
k
(η2i + Δ
2
i + β
2
i,k + δ
2
i,k − 2βi,kηi) (21)
σ22 =
1
∑
i Ni
∑
i
∑
d∈Ei
([ralld ]
2 − 2ralld ηi + η2i + Δ2i ) (22)
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σ23 =
1
∑
k
∑
i Ni
∑
i
∑
d∈Ei
∑
k
(r2d,k +
1
4
(β2i,k + δ
2
k)
+
1
4
[ralld ]
2 − rd,kβi, k − rd,kralld +
1
2
βi,kr
all
d )
(23)
3.4 Prediction
In test − data, the prediction for Θ is calculated as follows:
Θ = argmax
Θ
p(w|Θ, Υ ) (24)
The meanings for Θ and Υ have been demonstrated in the previous subsection.
p(w|Θ, Υ ) can be calculated by integrating out parameters zs, α, θ, making it
hard to calculate. Here, we employ an alternative method which ﬁrstly assign zs
to each of the sentences in test−data which is combined with variational inference
in Section 3.3. Then the maximization of p(w|Θ, Υ ) would be transformed to
p(w|Θ, Υ, z) and can be attained as follows:
p(w ∈ Ei|Θi, Υ, z) ∝p(ralli |μ,Σ2)
∏
k
p(Ri,k|Ralli , σ21)
×
∏
d∈Ei
p(ralld |σ22 , Ralli )
∏
d∈Ei
∏
k
p(rd,k|σ23 , Ri,k, ralld )
×
∏
s∈d
∑
k
1(zs = k)
∑
w∈s
ψw[rd,k]
(25)
We set the derivative of p(w ∈ Ei|Θi, Υ, z) with respect to element in Θ to 0 and
get the following results:
Ralli =
μ
Σ2 +
∑
k
Ri,k
σ21
+
∑
d∈Ei
ralld
σ22
1
Σ2 +
∑
k
1
σ21
+
∑
d∈Ei
1
σ22
(26)
Ri,k =
Ralli
σ21
+
∑
d∈Ei
2rd,k−ralld
4σ23
1
σ21
+
∑
d∈Ei
1
4σ23
(27)
ralld =
Ralli
Σ2 +
∑
k∈d
2rd,k−Ri,k
4σ23
1
Σ2 +
∑
k∈d
1
4σ23
(28)
rd,k = argmax
rd,k
T (rd,k) (29)
T (rd,k) = exp[−
(r2d,k − Ri,krd,k − ralld rd,k)
2σ23
] ×
∏
s∈d
1(zs = k)
∏
w∈s
ψw[rd,k] (30)
Since the derivative for one parameter in Θ depends on others, we employ the
strategy which ﬁrst sets all element in Θ to zero. Then parameters are iteratively
updated according to Equ.(26)-(30) until convergence.
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4 Experiments
4.1 Data Sets and Preprocessing
We collect 878,561 reviews for 3,945 hotels from TripAdvisor. As for each hotel,
in addition to the overall ratings, reviewers are also asked to provide ratings
on 7 predeﬁned aspects such as service, cleanliness, value, location, room,
check in/ frontdesk and business service, ranging from 1 to 5. After necessary
ﬁltering, we have 86,134 reviews from 462 hotels.
4.2 Aspect and Rating Evaluation
We compare our hierarchical model HM with existing methods on the quality
of identiﬁed topical aspects. We compare our model with other three models:
LDA, Local-LDA sLDA. Our model is similar to LDA except that LDA only
use the word co-occurrence. sLDA extends LDA by adding a regression model
to capture the overall response and Local-LDA is a sentence-level LDA which is
good at discovering aspects. For fair comparison, we do not use any word prior
for any models.
For the measurements, we use the metrics of Wang et al. (2011). The full
set of keywords (in total 309 words) generated by the bootstrapping method
is used as a prior to train a LDA model on this data set. The learned topics
are regarded as the ground-truth aspect descriptions. All the three models are
then trained without any keyword supervision. To align the topics detected by
three models and ground-truth topics, we use the Kuhn-Munkres algorithm and
quantitatively measure the quality of the identiﬁed aspects using KL divergence.
From the results we can see that our model (HM) and Local-LDA are better
than others because the aspects they identiﬁed are closer to the ground-truth
aspects.
sLDA’s performance is the worst. sLDA assumes that the topics directly
characterize the overall ratings, so it prefers rating sentiment sensitive words
than those general content words. In our model, we have diﬀerent aspect-word
distribution and rating-word distribution, which largely decrease the eﬀect of
Table 1. Top words from 7 aspects
service cleanliness value location rooms checkin/frontdesk business-service
service clean price location room check Internet
hotel dirty worth hotel rooms reservation hotel
food smell value traﬃc bed manager computer
restaurant bed pay walk comfortable help business
buﬀet room expensive located large staﬀ wireless
bar hotel hotel close bedroom front stay
nice good property convenient small staﬀ network
staﬀ rooms star subway spacious asked wiki
coﬀee bathroom money blocks bathroom arrived slow
dinner area cheap minute ﬂoor checked experience
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Table 2. KL divergence between the align aspects
#Topic 7 10 15 20
HM 5.023 6.464 8.743 11.543
LDA 5.324 6.687 9.897 13.178
sLDA 13.274 16.562 19.874 22.589
Local-LDA 4.921 6.371 8.997 11.726
Table 3. Top words from Rating-speciﬁc distributions for aspect rooms
5 star 4 star 3 star 2 star 1 star
room (0.0830) room (0.0797) room (0.0801) room (0.0822) room (0.0843)
clean (0.0564) nice (0.0647) rooms (0.0284) bad (0.0367) bad (0.0676)
good (0.0359) rooms (0.0289) OK(0.0282) rooms (0.0284) dirty (0.0427)
rooms (0.0276) OK (0.0253) average (0.0214) dirty (0.0271) rooms (0.0280)
comfortable (0.0254) clean (0.0220) bad (0.0202) damp (0.0229) smelly(0.0281)
view (0.00232) good (0.0204) good(0.0198) poor (0.0207) disgusting (0.0282)
excellent (0.0172) ﬁne (0.0172) dirty (0.0182) stain (0.0192) bedroom(0.0160)
sentimental word in topic modeling. Local-LDA, as a sentence-level model, is
more eﬀective in mining review aspects because usually words in one sentence
tends to talk about one aspect.
Table 4. Top words from Rating-speciﬁc distributions for ”rooms” and ”value” after
word removal
aspect 5 star 4 star 3 star 2 star 1 star aspect 5 star 4 star 3 star 2 star 1 star
rooms
clean nice OK bad bad
value
value price OK overpriced bad
good OK average dirty dirty worth pricey bit money overpriced
comfortable clean bad damp smelly excellent worth fine expensive terrible
view good small poor disgusting quality fair better cheaper never
excellent fine dirty stain dingy really pay overpriced bad money
beach clean dislike below bed nice stay bad money leave
spacious bed bathroom far worst terrific money checked worse much
wonderful large not smelly small well deserve pay more worst
recommend over bedroom finally broken pricey fine not asked poor
perfect recommend stay carpet damp good recommend manager soon more
Table 1 shows top words in 7 aspects (the topic number is set to 10). We
can see that words describing similar aspect tend to show up in the same topic.
Table 3 shows the top words in aspect rating word distributions with corre-
sponding probabilities. Aspect words (i.e. hotel, room) mix up with sentimental
words (i.e. great, bad) in the rating-word distribution, but aspect words are
approximately uniformly distributed (here a word is uniformly distributed if the
diﬀerences between the probability generated by all rating-speciﬁc distributions
are less than 10%), while sentimental words usually focus on certain speciﬁc
aspects. This indicates that aspect words exert little inﬂuence for rating pre-
diction in the proposed hierarchical model. For a clearer illustration, we remove
the uniformly distributed words and show the remaining top words at Table 4.
Due to the space limit, we just show top words with “rooms” aspect and “value”
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aspect. Top words in diﬀerent rating-speciﬁc topics show a clear pattern of pos-
itive and negative attitude except very few exceptions. Such attitudes are much
stronger in 5 star and 1 star than 4 and 2 star. It shows the eﬀectiveness of our
model.
4.3 Quantitative Prediction
We also quantitatively evaluate the performance of the proposed model in rating
prediction. We use the full set of keywords as prior to guide the aspect modeling
to align discovered aspects with predeﬁned aspects. For evaluation, we employ
measures employed in Wang et al. (2010): (1) Mean Square Error (MSE) of the
predicted ratings compared with the ground-truth ratings; (2) Mean Average
Precision (MAPN ); (3) NDCKN : a commonly used ranking evaluation algo-
rithm in IR.
For overall rating ralli , our baselines include LDA+SVR, sLDA, Boot-
strap+SVR and LocalLDA+SVR. Results are presented at Table 5. sLDA
and our model (HM) achieves comparative results. Both are better than LDA+
SVR and Bootstrap+SVR. Our model and sLDA can leverage the side infor-
mation (e.g., rating scores) and discover latent topic representations so they
outperform the decoupled two-step procedure as adopted in unsupervised topic
models (Zhu and Xing, 2001).
As for aspect rating, we include LDA+SVR,sLDA+SVR, Bootstrap+
SVR and LocalLDA+SVR as baselines. Results are presented at Table 6. The
proposed model outperforms all other methods in all measures except MAP, for
which it attains comparative results with sLDA+SVR. For hotel-level overall
rating Ralli , we use the hotel rating scores provided by Northstar
1, as ground-
truth ratings. Results are shown at Table 7. The proposed model outperforms
other baselines in Ralli prediction. Since ground-truth ratings for hotel aspects
Table 5. Review-level overall rating pre-
diction
Δ2 MAP5star NDCG5star
HM 0.874 0.439 0.932
LDA+SVR 1.548 0.386 0.887
sLDA 1.005 0.442 0.845
Bootstrap+SVR 1.342 0.409 0.886
LocalLDA+SVR 1.171 0.408 0.891
Table 6. Review-level aspect rating predic-
tion
Δ2 MAP5star NDCG5star
HM 1.190 0.409 0.901
LDA+SVR 1.784 0.426 0.844
sLDA+SVR 2.325 0.262 0.892
Bootstrap+SVR 1.492 0.352 0.861
LocalLDA+SVR 1.488 0.368 0.877
Table 7. Hotel-level overall rating predic-
tion
Δ2 MAP5star NDCG5star
HM 0.678 0.511 0.947
LDA+SVR 1.782 0.377 0.861
sLDA 1.320 0.446 0.914
Bootstrap+SVR 1.613 0.389 0.908
LocalLDA+SVR 1.472 0.442 0.817
Table 8. Hotel-level aspect rating predic-
tion
Δ2 MAP5star NDCG5star
HM 1.470 0.490 0.898
LDA+SVR 1.982 0.354 0.847
sLDA 2.520 0.349 0.864
Bootstrap+SVR 1.817 0.350 0.858
LocalLAD+SVR 1.784 0.378 0.866
1 http://www.northstartravelmedia.com/.
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are hard to obtain, we use the average aspect ratings for each review in the
test−data as ground-truth aspect ratings and compare performances of diﬀerent
models. Each baseline makes review-level aspect predictions and predict hotel-
level aspect rating by the average of those predictions. Results are shown at
Table 8. We observe that aspect rating prediction (see Table 6 and 8) tends to
have a larger value of MSE than overall rating prediction (see Table 5 and 7).
This is because aspect information is much noisier and harder to predict. Also
the improvement of the proposed model over all the other baselines is greater at
hotel-level than at review-level, e.g. Table 7 vs Table 5 and Table 8 vs Table 6.
Since reviews within the same hotel tend to have similar ratings, hierarchical
structures can help review-level rating predictions. That is why the proposed
hierarchical model outperforms others at review level.
5 Conclusion
The hierarchical model proposed in this paper is able to simultaneously pre-
dict the review-level and entity-level overall and aspect ratings. Experiments
on data crawled from TripAdvisor verify its superiority. In the future, we will
develop models that can identify aspects automatically, without the supervision
of external keyword input.
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Abstract. Most studies about sentiment analysis on microblogging usu-
ally focus on the features mining from the text. This paper presents a
new sentiment analysis method by combing features from text with fea-
tures from image. Bigram model is applied in text feature extraction
while color and texture information are extracted from images. Consider-
ing the sentiment classiﬁcation, we propose a new neighborhood classier
based on the similarity of two instances described by the fusion of text
and features. Experimental results show that our proposed method can
improve the performance signiﬁcantly on Sina Weibo data (we collect and
label the data). We ﬁnd that our method can not only increasingly
improve the F values of the classiﬁcation comparing with only used text
or images features, but also outperforms the NaiveBayes and SVM clas-
siﬁers using all features with text and images.
Keywords: Sentiment analysis · Text features · Image features
1 Introduction
Microblogging has been acknowledged as a source of subjective opinions on a
wide range of topics since 2006. Users can post mini messages using various
software tools on diﬀerent electronic devices, such as laptops, mobile phones and
tablets without time or space limitation. Because of free format of messages and
an easy accessibility of microblogging plateforms, Internet users tend to shift
from traditional communication tools (such as traditional blogs or mailing lists)
to microblogging services, and share opinions on varieties of topics or discuss
current issues.
Mining valuable information from microblogging has drawn many researchers’
attention in recent years and sentiment analysis on microblogging has been
applied in many real applications [33]. For example, political parties may be
interested in knowing whether people support their program or not. The U.S.
State Department knew about the importance of this communication tool and
asked Twitter to delay a scheduled upgrade which took place 3 days after the
election on June 15th, 2009. Social organizations may ask people’s opinion on
current debates. Jansen et al. [6] showed that 19% of Tweets mention a certain
brand, of which 20% contained a sentiment. While reading news about politi-
cal election [8], it was expected to obtain an overview about the support and
c© Springer International Publishing Switzerland 2015
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opposition about presidential candidates. Analysing broader social and economic
trends are also getting popular, such as the relationship between Twitter moods
and both stock market ﬂuctuations [10] or the relationship between consumer
conﬁdence and political opinion [12].
Various methods about sentiment analysis were explored. The software—
–SentiStrength is designed for web text using lexicon [25], in [38] a method
explores feature deﬁnition and selection methods for sentiment polarity analysis.
Zagibalov et al. [24] uses a unsupervised knowledge-poor method for domain-
independent sentiment analysis.
However, most contributions about sentiment analysis on microblogging focu-
sed on the features mining from the texts. Popular social microblogging plat-
forms, such as Twitter and Sina contain massive amounts of visual information
in the form of photographs, which are commonly posted with texts. Researchers
tend to make advantage of multi resources to mining microblogging. The role
of pictures in conveying emotional messages and opinions is recognized as more
important than the text. Indeed, a promising research direction is represented
by the retrieval of images based on emotional semantics. Some systems based on
social tagging such as ALIPR1 allow users to annotate images using emotional
labels. However, emotional mining for only images will ignore the context and
background. Taking only one factor (text or image) into account is not enough
to classify user’s sentiments.
seldom contributions have been proposed for combining text and its corre-
sponding image for sentiment analysis. Our work is inspired by the fusion of
text sentiment analysis and image sentiment analysis. We aim to use both text
and image information to help improve the result of sentiment analysis. The key
issue is how to ﬁnd a appropriate method to fuse text and image features.
In this paper, we propose a data fusion method which integrates text features
and image features satisfactorily. A new neighborhood classiﬁer is proposed to
fuse text data and image data properly. The results of the experiments on the
Sina microblogging data show that combining text features and image features
can improves the average performance of sentiment classiﬁcation.
2 Related Work
2.1 Sentiment Analysis
With the development of Microblogging and text mining, opinion mining and
sentiment analysis has been a ﬁeld of interest for many researchers. A very broad
and excellent overview of the existing work was done by Pang et al. [17].
Diakapolous and Shamma [2] used manual annotations to characterize the
sentiment reactions to various issues in political debate. They have found that
sentiment was useful as a measure for identifying controversy. Jansen et al. [6]
studied the Word-Of-Mouth eﬀect on Twitter using an adjective based sentiment
1 http://alipr.com
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classiﬁer, and it was helpful to improve the accuracy of classifying brands on
Twitter.
J.Read [23] considered emoticons such as “:-)” and “:-(” to form a train-
ing set for the sentiment classiﬁcation. For this purpose, the author collected
texts containing emoticons from Usenet newsgroups. J.Read divided the dataset
into “positive” (texts with happy emoticons) and “negative” (texts with sad
and angry emotions) samples. Classiﬁers (SVM and Naive Bayes) trained using
emoticons were able to obtain of 70% accuracy on the test set. Go et al. [32]
adopted Twitter to collect training data and then performed a sentiment search.
The authors have used emoticons to construct corpora and obtained “positive”
and “negative” samples, and then various classiﬁers were tested. The best result
was obtained by the Naive Bayes classiﬁer with mutual information measure for
feature selection. The author obtained the accuracy of 81% on their test set.
Since emoticons can help analysis sentiment, there is reason to believe that
investigating how to combine text features with image features to improve the
performance of sentiment analysis is necessary.
2.2 Aﬀective Image
People’s understanding and feeling of images is subjective based on the semantic
level [36]. As we have no clear deﬁnition to give evaluation of ﬁtness other than
the one in his mind, most conventional applications are lack of the capability
to utilize human intuition and sentiment appropriately in creative applications
such as architecture, art, music, and design.
In order to analyse pictures’ emotion, we need to extract the eﬀective infor-
mation from visual signals. In [36], analysis and retrieval of images at the emo-
tional level is studied. Early studies suggested that diﬀerent semantic classes
may need diﬀerent speciﬁc features [34]. Obviously, the key problem is how to
choose appropriate features which have close relation with image sentiment or
emotion that express the image’s semantic.
Colombo et al.[16] designed an image retrieval system which retrieve art
paintings through mapping expressive and perceptual features to four emotions.
The image was segmented into homogeneous regions, and some features including
color, hue, saturation, position, and size from each region was extracted. At last,
they used each region’s contrasting and harmonious relationships with other
regions to capture emotions. Kuroda et al. [21] applied the feature of image
regions to extract sky, earth and water which was used in the middle level of the
system to derivative impression words and objects in landscape images.
K-DIME [1] built an individual model for each user by using a neural net-
work to judge pictures’ sentiment. Wang et al. [5] used speciﬁc features of images
for aﬀective image classiﬁcation. Hayashi et al. [26] and Wu et al. [28] applied
generic image processing features such as color histograms. In paper of [22], the
authors applied Gabor and Wiccest features with SVM to perform emotional
valence categorization. Hanjalic [27] and Wang [14] did some work on the aﬀec-
tive content analysis in movies.
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3 New Microblogging Sentiment Analysis Method
with Data Fusion
In this section, we will introduce the new sentiment classiﬁcation method by
considering data fusion. Fig. 1 is the ﬂow chart of our microblogging sentiment
analysis method. This method tends to make advantage of text features and
image features to help better analyse sentiment.
Fig. 1. Our microblogging sentiment analysis procedure
3.1 Text and Image Features
In order to improve the eﬃciency of sentiment analysis, we considered two groups
of features including text features and image features.
1)Text feature For text features, bigram as basic unit of bag of words
is adopted for its good performance in Chinese document [37]. Some feature
measurement method such as MI(Mutual Information), IG(Information Gain)
and CHI are choosed to select features.
2)image feature Image features are based on relations between induced
emotional eﬀects which comes from art theory and color combinations. We will
use color and texture features to conduct our image feature selection.
Artists often use colors to induce emotional eﬀects, but diﬀerent people from
diﬀerent cultures or backgrounds may have totally diﬀerent feelings about the
same color. Itten [4] and Valdez [30] investigated emotional impact of color
and color combinations from diﬀerent views. For the color features, we adopted
several measures which are shown in the follows:
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Saturation and Brightness Statistics: According to Osgood dimensional
approach [18], saturation and brightness can have direct inﬂuence on our
pleasure, arousal and dominance. We use the method of Valdez et al. [30] to
compute Pleasure, Arousal and Dominance with saturation and brightness.
The result obtained from the analysis gave us a signiﬁcant relation between
brightness, saturation and their emotional impact, which are expressed in
the following equation:
Pleasure = 0.69Br + 0.22S,
Arousal = −0.31Br + 0.60S,
Dominance = 0.76Br + 0.32S,
(1)
, where Br is Brightness and S is Saturation.
Hue statistics: Hue expresses the tone of a image. Mardia [7] measured Hue
by vector-based circular statistics. We compute hue measurements like mean,
hue spread, etc as our features.
Colorfulness: Datta [11] conducted experiments about image emotion and col-
orfulness and he measured colorfulness using Earth Mover’s Distance (EMD)
between the histogram of an image and the histogram having a uniform color
distribution.
Textures are also important to help us analyse the emotional expression of an
image. Some artists and photographers usually create pictures which are sharp,
or the main object they want to highlight is sharp with a vague background.
Blurred images are often used in the category of art photograph images to express
fear. Many features are developed to describe texture. We choose some normal
features to help us analysis emotion of images.
Tamura textures: Tamura [3] used the Tamura texture features to analy-
sis the emotion of a image. This method is popular among aﬀective image
retrieval [28]. We use the ﬁrst three of the Tamura texture features: coarse-
ness, contrast and directionality.
Gray Level Cooccurrence Matrix (GLCM): Haralock [9] use GLCM
method to analyse the emotion of a image. It is a classic method of mea-
suring textures. We use GLCM to comput contrast, correlation, energy and
homegeneity.
3.2 A Similarity Based Neighborhood Classiﬁer
Consider a common pattern recognition operation based on the K-nearest
neighbors algorithm, which is a non-parametric method for classiﬁcation and
regression [29]. It assigns objects “value” or “class” based on K closest training
examples in feature space. It inspires us to classify sentiment combining texts
with images in text-image space.
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The notion of distance between points in a text-image space can be gener-
alized by introducing the Lp vector norm deﬁned for an n-dimensional vector
(α1, α2, ..., αn) as
‖α‖p = ‖α1, α2, ..., αn‖p = (αp1 + αp2 + ... + αpn)
1
p (2)
For text sentiment classiﬁcation, we use similarity to classify an unlabeled
instance into a class. The principle also makes sense in image sentiment ﬁeld.
Thus, we apply cosine similarity as the measure for both text and image features.
The cosine similarity can be computed as equation (3) where α, β are the feature
vector
cos(a, b) =
α1β1 + α2β2 + ... + αnβn
‖α‖‖β‖ (3)
These two kinds of similarities are represented in an coordinate plane, while the
X axis represents image similarity and the Y axis represents text similarity in
Fig.2.
Fig. 2. A similarity based neighborhood classiﬁer
In the text-image plane, each test instance is compared to every training
example. We take the distance between the test point and point (1,1) as our
matching criteria. The best case is the test instance, which perfectly matches
training instance both in text and image axis, that means (1,1) point. Usually,
we just obtain a point in yellow area in Fig.2, and the closer to the point (1,1),
the higher similarity achieved. We take the distance between the test point and
point (1,1) as our matching criteria. The closer, the more similar to our labeled
instance.
sim(doc−i, doc−j) = 1 − [ (1 − textsim)
p + (1 − imagesim)p
2
]
1
p (4)
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The equation (4) deals with text feature and image feature. However, the
two kinds of features many have diﬀerent inﬂuences on the classiﬁcation in some
cases. Equation (4) is a special case of equation (5) when a = b = 1, which
means text and image have the same weight.
sim(doc−i, doc−j) = 1 − [a
p(1 − textsim)p + bp(1 − imagesim)p
ap + bp
]
1
p (5)
When p = 1, we can achieve as equation(6) presented:
sim(doc−i, doc−j) = 1 − [a(1 − textsim) + b(1 − imagesim)
a + b
]
= [textsim, imagesim] ·
[ a
a+b
b
a+b
] (6)
That means, when p = 1, the similarity is measured by the inner product
between document elements(text and image) and the normalized weight repre-
sented as w1 = aa+b , w2 =
b
a+b
When p = 2, we obtain the equation(8)
sim(doc−i, doc−j) = 1 −
√
a2(1 − textsim)2 + b2(1 − imagesim)2
a2 + b2
(7)
It becomes a normalized Euclidian distance between corresponding points in
the text-image space.
When p = ∞, we obtain
sim(doc−i, doc−j) = lim
p→∞ 1 − [
ap(1 − textsim)p + bp(1 − imagesim)p
ap + bp
]
1
p
= 1 − max(a(1 − textsim), b(1 − imagesim))
max(a, b)
(8)
The algorithm 1 shows how our proposed classiﬁer works.
4 Experiments
In this section, we will show how our proposed method works by several experi-
ments and analysis.
4.1 Data Collection
As benchmark data of Sina microblogging with text and image are seldom col-
lected, we collect Sina data by ourselves. 1620 documents with corresponding
images are extracted from Sina platform2. We assigned a rating score to each
microblogging. The microblogging with rating > 3 were labeled positive, and
those with rating < 3 were labeled negative. The rest(rating = 3) are discarded
for their ambiguous polarity and 1000 documents left. There are 575 positive
instances and 425 negative instances. Fig.3 shows two examples of the data.
2 weibo.com
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Algorithm 1. A similarity based neighborhood classiﬁer
Input:trainset,testset
Output:labeled instance
for i = 1 to testset.length do
distanceset = []
for j = 1 to trainset.length do
textsim = cosine(testset−text[i], trainset−text[i])
imagesim = cosine(testset−image[i], trainset−image[i])
distance = minkowskidistance(p, textcosine, imagcosine, a, b)  # a,b stands
for the weight of text and image, p stands for the value of P normal model
end for
end for
store k items with lowest distances to distanceset
ﬁnd the majority class among k items
return the majority class
Fig. 3. Two examples of data
4.2 Experiments Setup
Documents have to be transformed into a suitable representation for classiﬁca-
tion tasks. We employ vector space model which is widely used in text classiﬁ-
cation as our feature vector weighting method.
In order to eliminate the unfavorable eﬀect resulting from an unequal dimen-
sion, the better solution is to adopt the weighted p-normal form. It turns out
that the solution is useful, and there are two ways for text and image weight
assignment. The ﬁrst weight method is based on an intuitive idea. Nearly every
Microblogging platform allow users to publish short messages with a limit of
140 characters. Actually, we assign the number of characters to text weight
a = #characters and b = 140−a for image weight. We call it Text Proportion
weighting method. The second way is taking the dimensions of each feature as
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weight according to the feature fusion method [13] and a = #dimensions of text
features, b = #dimension of image featuers. We call this method Feature
dimension weighting method.
4.3 Comparison and Analysis
In this subsection, we conduct experiments to show the eﬀect of the classiﬁer
with the combined text and image through comparing to the common classifers.
All experiments are implemented based on WEKA3 with version 3.6, with all
parameters set to their default values.
Tan et al. [19] reported that 5000 to 6000 numbers of Chinese text features
would lead to a reasonable performance for almost every common classiﬁer. As
SVM and NaiveBayes are commonly used in sentiment analysis, we apply them
to our sentiment classiﬁers. F value is adopted as the measure. Sample values
of p = 1,2,5,9 and ∞ were tested experimentally. Table 1 shows the perfor-
mance of common classiﬁers considering onlyt text features and text combined
images features. Fig.4 is the performances of our proposed classiﬁer considering
diﬀerent p values with diﬀerent feature selection method. Table 2 are average
performance of our experiments based on common classiﬁers comparing to our
proposed method.
Fig. 4. Our microblogging sentiment analysis procedure
– The results of Table 1 show that simply putting text features and image fea-
tures together will not improve the performance of sentiment analysis greatyly.
Such as taken SVM considered, the F value improves only in CHI mode.
– From Fig.4, we can see that Euclidian distance(p = 2) is not always appropri-
ate for all feature extraction methods. For p-normal model the optimum values
appear to occur for p values somewhere between 1 and 9; as the p-values grow
larger, the amount of improvement over the common text sentiment analysis
cases decreases.
3 http://www.cs.waikato.ac.nz/ml/weka/downloading.html
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Table 1. The comparison F-vaules of common classiﬁers by considering diﬀerent
features
Selection
Method
NB
text
SVM
text
NB
text+image
SVM
text+image
CHI 0.72 0.707 0.727 0.738
MI 0.727 0.738 0.720 0.707
IG 0.731 0.737 0.726 0.706
Table 2. Average F value of feature weighting model
NB
text
SVM
text
NB
text
+
image
SVM
text
+
image
Our Proposed Method(text + image)
no-weight Feature Dimension Text Proportion
MI 0.739 0.730 0.691 0.705 0.756 0.789 0.739
CHI 0.727 0.738 0.720 0.707 0.782 0.794 0.761
IG 0.731 0.737 0.726 0.706 0.738 0.775 0.794
Aver 0.732 0.735 0.712 0.706 0.759 0.779 0.764
– From the experiments results of Table 2 we can see that weighted p-normal
performs better than no-weight p-normal form. Feature dimension is 2.0%
higher than no-weight model, and Text Proportion is 0.5% higher than
no-weight model. What’s more, Feature dimension performs best from
the experiment tables.
– The average F value of Table 2 prove that our proposed method of data fusion
performs better than common sentiment classiﬁers. For example, the average
F values of NaiveBayes for text features and text features with image features
are 73.2% and 71.2%, and SVM’s F values are 73.5% and 70.6%. None of
them are better than anyone of our proposed classiﬁer’s performance(The
worst average F value is 75.9%).
5 Conclusion and Future Works
In this paper, we proposed a new data fusion method combining text and image
to improve the performance of sentiment analysis. We set up a dataset based
on microblogging to validate our proposed method. Valued features are selected
and sentiment polarity classiﬁcation (positive or negative) on those messages
is addressed. In text feature extraction, we use four typical feature extraction
method (CHI, MI, IG) to select the features. In image feature extraction, we
extract color features and texture features. Based on the fusion of text and image
features, we proposed a new similarity based neighborhood classiﬁer. Several
comparison experiments show the eﬃciency of our proposed method. In the
future we will extract more useful text features and image features to analyse
microblogging sentiment.
62 Y. Zhang et al.
References
1. Bianchi-Berthouze, N.: K-DIME: an aﬀective image ﬁltering system. IEEE on Mul-
timedia 10(3), 103–106 (2003)
2. Diakopoulos, N.A., Shamma, D.A.: Characterizing debate performance via aggre-
gated twitter sentiment. In: Conference on Human Factors in Computing Systems
(CHI 2010) (2010)
3. Tamura, H., Mori, S., Yamawaki, T.: Textural features corresponding to visual
perception. IEEE Transactions on Systems, Man and Cybernetics 8(6), 460–473
(1978)
4. Itten, J.: The art of color: the subjective experience and objective rationale of
color. Van Nostrand Reinhold, New York (1973)
5. Wei-ning, W., Ying-lin, Y., Sheng-ming, J.: Image retrieval by emotional seman-
tics: a study of emotional space and feature extraction. In: IEEE International
Conference on Systems, Man and Cybernetics, SMC 2006, vol. 4, pp. 3534–3539.
IEEE (2006)
6. Jansen, B.J., Zhang, M., Sobel, K., Chowdury, A.: Twitter power: Tweets as elec-
tronic word of mouth. Journal of the American Society for Information Science
and Technology (2009)
7. Mardia, K.V., Jupp, P.E.: Directional statistics. Wiley (2009)
8. Tumasjan, A., Sprenger, T.O., Sandner, P.G., et al.: Predicting elections with
twitter: what 140 characters reveal about political sentiment. In: Proceedings of
the fourth international AAAI conference on weblogs and social media, pp. 178–185
(2010)
9. Haralock, R.M., Shapiro, L.G.: Computer and robot vision. Addison-Wesley Long-
man Publishing Co., Inc (1991)
10. Bollen, J., Mao, H., Zeng, X.: Twitter mood predicts the stock market. Journal of
Computational Science 2(1), 1–8 (2011)
11. Datta, R., Joshi, D., Li, J., Wang, J.Z.: Studying aesthetics in photographic images
using a computational approach. In: Leonardis, A., Bischof, H., Pinz, A. (eds.)
ECCV 2006. LNCS, vol. 3953, pp. 288–301. Springer, Heidelberg (2006)
12. OConnor, B., Balasubramanyan, R., Routledge, B.R., et al.: From tweets to polls:
linking text sentiment to public opinion time series. In: Proceedings of the Inter-
national AAAI Conference on Weblogs and Social Media, pp. 122–129 (2010)
13. Yang, J., et al.: Feature fusion: parallel strategy vs. serial strategy. Pattern Recog-
nition 36(6), 1369–1381 (2003)
14. Wang, H.L., Cheong, L.F.: Aﬀective understanding in ﬁlm. IEEE Transactions on
Circuits and Systems for Video Technology 16(6), 689–704 (2006)
15. Jones, K.S.: A statistical interpretation of term speciﬁcity and its application in
retrieval. Journal of documentation 28(1), 11–21 (1972)
16. Colombo, C., Del Bimbo, A., Pala, P.: Semantics in visual information retrieval.
IEEE on Multimedia 6(3), 38–53 (1999)
17. Pang, B., Lee, L.: Opinion mining and sentiment analysis. Found. Trends Inf. Retr.
2(1–2), 1–135 (2008)
18. Osgood, C.E., Suci, G.J., Tannenbaum, P.H.: The measurement of meaning. Uni-
versity of Illinois Press, Urbana (1957)
19. Tan, S., Zhang, J.: An empirical study of sentiment analysis for chinese documents.
Expert Systems with Applications 34(4), 2622–2629 (2008)
20. Galavotti, L., Sebastiani, F., Simi, M.: Experiments on the use of feature selec-
tion and negative evidence in automated text categorization. In: Borbinha, J.L.,
Sentiment Analysis on Microblogging 63
Baker, T. (eds.) ECDL 2000. LNCS, vol. 1923, pp. 59–68. Springer, Heidelberg
(2000)
21. Kuroda, K., Hagiwara, M.: An image retrieval system by impression words and
speciﬁc object names–IRIS. Neurocomputing 43(1), 259–276 (2002)
22. Yanulevskaya, V., Van Gemert, J.C., Roth, K., et al.: Emotional valence catego-
rization using holistic image features. In: 15th IEEE International Conference on
Image Processing, ICIP 2008, pp. 101–104. IEEE (2008)
23. Read, J.: Using emoticons to reduce dependency in machine learning techniques
for sentiment classiﬁcation. In: ACL. The Association for Computer Linguistics
(2005)
24. Zagibalov, T.: Unsupervised and knowledge-poor approaches to sentiment analysis.
Diss. University of Sussex (2010)
25. Ponomareva, N., Thelwall, M.: Do neighbours help? An exploration of graph-
based algorithms for cross-domain sentiment classiﬁcation. The 2012 Conference on
Empirical Methods on Natural Language Processing and Computational Natural
Language Learning (EMNLPCoNLL 2012), pp. 655–665 (2012)
26. Hayashi, T., Hagiwara, M.: Image query by impression words-the IQI system. IEEE
Transactions on Consumer Electronics 44(2), 347–352 (1998)
27. Hanjalic, A.: Extracting moods from pictures and sounds: Towards truly person-
alized TV. IEEE on Signal Processing Magazine 23(2), 90–100 (2006)
28. Wu, Q., Zhou, C.-L., Wang, C.: Content-based aﬀective image classiﬁcation and
retrieval using support vector machines. In: Tao, J., Tan, T., Picard, R.W. (eds.)
ACII 2005. LNCS, vol. 3784, pp. 239–247. Springer, Heidelberg (2005)
29. Altman, N.S.: An introduction to kernel and nearest-neighbor nonparametric
regression. The American Statistician 46(3), 175–185 (1992)
30. Valdez, P., Mehrabian, A.: Eﬀects of color on emotions. Journal of Experimental
Psychology: General 123(4), 394 (1994)
31. Zhang, H.P., Liu, Q., Cheng, X.Q., et al.: Chinese lexical analysis using hierarchical
hidden markov model. In: Proceedings of the second SIGHAN workshop on Chinese
language processing, vol. 17, pp. 63–70. Association for Computational Linguistics
(2003)
32. Go, A., Huang, L., Bhayani, R.: Twitter sentiment analysis. Final Projects from
CS224N for Spring 2008/2009 at The Stanford Natural Language Processing Group
(2009)
33. Muralidharan, S., Rasmussen, L., Patterson, D., et al.: Hope for Haiti: An anal-
ysis of Facebook and Twitter usage during the earthquake relief eﬀorts. Public
Relations Review 37(2), 175–177 (2011)
34. Mojsilovic, A., Gomes, J., Rogowitz, B.: Semantic-friendly indexing and quering
of images based on the extraction of the objective semantic cues. International
Journal of Computer Vision 56(1–2), 79–107 (2004)
35. Asur, S., Huberman, B.A.: Predicting the future with social media. In: 2010
IEEE/WIC/ACM International Conference on Web Intelligence and Intelligent
Agent Technology (WI-IAT), vol. 1. IEEE (2010)
36. Wang, W., He, Q.: A survey on emotional semantic image retrieval. In: 15th IEEE
Int. Conf. on Image Processing, pp. 117–120 (2008)
37. Zhai, Z., et al.: Exploiting eﬀective features for chinese sentiment classiﬁcation.
Expert Systems with Applications 38(8), 9139–9146 (2011)
38. Mejova, Y., Srinivasan, P.: Exploring feature deﬁnition and selection for sentiment
classiﬁers. ICWSM (2011)
TSum4act: A Framework for Retrieving
and Summarizing Actionable Tweets During
a Disaster for Reaction
Minh-Tien Nguyen1(B), Asanobu Kitamoto2, and Tri-Thanh Nguyen3
1 Hung Yen University of Technology and Education (UTEHY),
Hung Yen, Vietnam
tiennm@utehy.edu.vn
2 National Institute of Informatics, Tokyo, Japan
kitamoto@nii.ac.jp
3 Vietnam National University, Hanoi (VNU),
University of Engineering and Technology (UET), Hanoi, Vietnam
ntthanh@vnu.edu.vn
Abstract. Social networks (e.g. Twitter) have been proved to be an
almost real-time mean of information spread, thus they can be exploited
as a valuable channel of information for emergencies (e.g. disasters) dur-
ing which people need updated information for suitable reactions. In
this paper, we present TSum4act, a framework designed to tackle the
challenges of tweets (e.g. diversity, large volume, and noise) for disaster
responses. The objective of the framework is to retrieve actionable tweets
(e.g. casualties, cautions, and donations) that were posted during disas-
ters. For this purpose, the framework ﬁrst identiﬁes informative tweets to
remove noise; then assigns informative tweets into topics to preserve the
diversity; next summarizes the topics to be compact; and ﬁnally ranks
the results for user’s faster scan. In order to improve the performance, we
proposed to incorporate event extraction for enriching the semantics of
tweets. TSum4act has been successfully tested on Joplin tornado dataset
of 230.535 tweets and the completeness of 0.58 outperformed 17%, of the
retweet baseline’s.
Keywords: Data mining · Event extraction · Tweet summarization ·
Tweet recommendation
1 Introduction
Twitter provides a new method for spreading information during natural or
man-made disasters [13] in the form of tweets (a short text message with the
maximum of 140 letters). These tweets mention a wide range of information in all
aspects of life, from personal aspects to disaster facts. During a disaster, tweets
usually tend to explode in a large volume and high speed. This can challenge the
people who seek up-to-date information for making decisions. To seek the infor-
mation, people can use Twitter’s search function. However, this function bases
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on boolean queries and responses highly redundant tweets in a reverse chronolog-
ical order. This challenge inspires us to present a framework that incorporates
event extraction to generate event graphs in retrieving informative tweets for
people in disasters.
Recently, tweet summarization has received a lot of attention from papers
[5,8,12]. The authors in these researches have solved the summarization by using
term frequency in corporation with inverted document frequency (TF-IDF) or
lexical approach. However, these approaches face the noise of tweets and may
not exploit entities (e.g. times, locations, numbers, etc) which play an important
role in summarization [15]. These limitations inspire us to apply event extraction
in our framework. Our contributions are:
– We adapt event extraction for improving the performance of summariza-
tion. Our approach has two advantages: (1) exploiting the important role of
entities and (2) reducing the impact of lexical representation noise.
– We successfully apply our framework in a real dataset which is collected
during Joplin tornado. The completeness measure of 0.58 indicates that
information from our framework can be combined with other sources (i.e.
TV, online news, or emergency services) to provide important information
to people during disasters.
We set our problem as the tweet recommendation by relying on extractive
summarization (e.g. based on event extraction). Given a disaster-related query,
our model: 1) retrieves tweets containing the query from the source; 2) due to the
fact that the tweets are diverse and noisy (e.g. there are a lot of unrelated ones),
the model ﬁlters out irrelevant ones to get a smaller set of informative tweets; 3)
in order to provide ﬁner-grained information to users, the model divides infor-
mative tweets into predeﬁned classes (i.e. casualties, cautions, and donations); 4)
since the number of tweets in each class is still big, for each class of tweets, the
model separates them into topics (in the form of clusters); ﬁnally, 5) to make
the results compact, the model ranks the tweets and gets the top ones as a sum-
mary of each cluster to recommend to users. For improving the semantics and
reducing the lexical noise of the tweets, we propose to represent tweets in the
form of events (viz. after applying event extraction) for constructing a graph as
the input for ranking algorithm.
The rest of this paper is organized as follows: related works are showed
in Section 2; we will give our idea to solve informative tweets summarization
in Section 3; our contributions are in Section 4.1, 4.2, 4.3, and 4.3; results are
showed in Section 5; the last section is the conclusion.
2 Related Work
Ritter et al. [12] proposed a method which automatically extracted open domain
events. In this method, events were ranked and classiﬁed before being plotted in
calender entries. The result increased 14% of F1 over baseline (without NER).
However, the ranking mechanism can badly aﬀect in generating result because
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the author used frequency of entities, thus unimportant entities may generate
redundant events.
Chakrabarti and Punera used Hidden Markov Model to identify sub-events of
the parent event with 0.5 of precision and 0.52 of recall in football matches [5].
To summarize information, the author combined tf-idf and Cosine similarity.
However, this method might not achieve high precision because the noise of
tweets. In our work, we rely on entities rather than single words (terms).
Khan et al. [8] used lexical level underlying topical modeling and graphical
model for summarizing tweets in a debating event. The result was about 81.6%
of precision and 80% recall with their dataset. However, this method faces the
noise from tweets, does not utilize entities, and requires a large of lexicons for
generating the summarization.
3 TSum4act Framework
TSum4act solves tweet summarization and recommendation in disaster res-
ponses. The problem can be deﬁned as follows:
Input: the keywords related to a natural disaster.
Output: A small set of the most informative tweets which can be used in
situational awareness for supporting the making of suitable reaction. The tweets
are divided into classes (e.g. casualty, caution, and donation), and each class, in
turn, is divided into topics represented by top ranked tweets.
We call this set as informative tweets or actionable tweets because these
tweets provide useful information which help people making suitable decisions
in a disaster.
The framework in Fig. 1 consists of four main components: tweet retrieval,
informative tweet identiﬁcation, topic identiﬁcation, and tweet summarization.
The ﬁrst component receives keywords from users and retrieves relevant tweets
from Twitter. The second component identiﬁes informative tweets (i.e. tweets
Tweet
Retrieval
Keyword
Informative
Tweet
Identification
Topic
Idenfitication
Tweet
Summarization
Recommended
Tweets
User
Fig. 1. Overview of TSum4act framework
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which help people making decisions in a disaster rather than personal tweets).
We solve this problem by using classiﬁcation because tweets can be divided
into informative and not informative. Another task of this component is to put
informative tweets into important classes for users’ easy navigation. The third
component takes each tweet class to identify the diﬀerent topics (i.e. tweets of
which the meaning is close to each other) as a preliminary step to compress
the tweets for reducing the tweet volume size. This component is built based
on clustering which has the ability to group items that are close to each other
into a cluster. The last component has the responsibility of summarizing the
data to produce recommended tweets to users. This task is done by representing
tweets in the form of events, and an event graph is constructed for each topic
for ranking. After ranking, near-duplicate tweets are removed, and top ranked
ones are returned to users as a summary for recommendation.
The ﬁrst component is rather simple, therefore, in this paper we only focus
on the three remaining components.
4 The Process of TSum4act
4.1 Informative Tweet Identification
We follow the approach of [7,14] to apply classiﬁcation for informative tweet
identiﬁcation. The classiﬁcation process includes three steps along with three
binary classiﬁers. The ﬁrst step distinguishes whether tweets are informative
or not; the second one identiﬁes whether informative tweets are direct (viz.
events that users see or hear directly) or indirect, e.g. a tweet that is forwarded
(called retweet); and the third step classiﬁes the direct tweets into three classes:
casualty/damage, caution/advice, and donation/oﬀer (called valuable classes).
4.2 Topic Identification
The number of tweets is still big after classifying, we propose to assign tweets into
topics (in the form of clusters) (to ensure the diversity) for later summarization
(to keep the result compact). Since common clustering methods (e.g. K-means)
normally base on the frequency of words (e.g. tf-idf), thus they are not suitable
for keeping the semantics of tweets whereas hidden topic models are a good
selection to solve this issue. Assigning tweets into clusters helps users to easily
navigate the information. This component ﬁrst generates document distributions
by LDA and secondly, it uses a clustering algorithm to assign tweets into topic
clusters.
LDA: LDA generates a probability distribution of documents (tweets) over
topics by using estimated methods. Tweets can be assigned into clusters by a
clustering algorithm based on this distribution. We decide to use LDA since it
was adapted for short texts (e.g., tweets or messages) [8]. Another interesting
aspect is that it not only solves the clustering problem but also generates topical
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words which can be used for abstractive summarization. For simplicity, we have
adopted Latent Dirichlet Allocation (LDA)1 [1].
Clustering: LDA assigns tweets into hidden topics which are represented by
words/phrases. However, the framework expects tweets which belong to clusters.
Therefore, a clustering algorithm is used to solve this issue. The idea of assigning
tweets into clusters is to ﬁnd out the closest distance from tweet t to cluster ci
by an iterative algorithm which uses Jensen-Shannon divergence.
4.3 Tweet Summarization
This component ﬁrst extracts events in tweets in each topic to built a graph.
Subsequently, the event graphs are the input for a ranking algorithm to ﬁnd
out important (i.e. highest score) events . Finally, after removing near-duplicate
tweets, top ones are returned to users.
Event Extraction: As introduced previously, we use a ranking algorithm to
ﬁnd out informative tweets. In fact, normal ranking algorithms only rely on key-
words or even topical statistic can not completely utilize the semantics of tweets,
thus, the ﬁnal result may be not good. We propose to use ranking approach in
which a tweet has a correlation with another based on the similarity. The similar-
ity can be denoted by using words or complete tweets. However, using words or
complete tweets faces the noise of tweet (i.e. stop words, hashtags, or emoticons);
hence, this can badly aﬀect in calculating the similarity. As the contribution, we
propose to use event extraction to represent the similarity between two tweets.
Using event extraction has two advantages: 1) reducing the noise of tweet and
2) keeping the semantics of tweets. Therefore, the framework can achieve high
accuracy in generating informative tweets.
We deﬁne an event as a set of entities in a tweet. An event includes subject,
event phrase, location, and number as follows.
event = {subject, event phrase, location, number} (1)
where subject answers the question WHAT (e.g. a tornado or a road) which
is a cause or result; event phrase represents the action/eﬀect of the subject;
location answers WHERE the event occurs (e.g. Oklahoma); and number focuses
to answer the question HOW MANY (e.g. the number of victims).
To extract above attributes we use NER tool of [11] which annotates the tweets
with predeﬁned tags, then, we parse the result to extract values of the tags cor-
responding to the attributes. We accept an event which does not have complete
attributes. An example of an event from an original tweet is showed as below:
1 http://jgibblda.sourceforge.net/
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Table 1. The illustration of two equations
Tweet Simpson Cosine
Tornado kills 89 in Missouri
0.0Tornado kills 89 in Missouri yesterday 0.912
Original tweet: “Tornado kills 89 in Missouri yesterday”
Event: {Tornado, kills, Missouri, 89}
In this example, Tornado is the subject, kills is the event phrase, Missouri
is the location, and 89 is the number of victims. Events in this step are input
for generating event graphs in the next section.
Event Graph Construction: The event graphs require vertices and weights
as inputs. In this graph, two vertices (two events) are connected by an edge with
a weight. To identify the weight we consider two equations: Simpson and Cosine.
However, in this case, Cosine is better. The compared intuition of two equations
is showed in Table 1. In this table, the value of 0.0 of Simpson indicates that
two tweets are completely similar despite the diﬀerence of the word ”yesterday”
between the two sentences. In contrast, the value of Cosine equation is 0.912
giving two tweets are nearly completely similar. Therefore, we follow Cosine to
calculate the weight of two events. Given two events A and B, Cosine equation
is showed in Eq. (2).
sim(A,B) =
∑n
i=1 Ai × Bi√∑n
i=1(Ai)2 ×
√∑n
i=1(Bi)2
(2)
The sim(A, B) may be equal 0 in some cases indicating the two events are totally
diﬀerent. Therefore, to make the result compact, two events are deemed to have
relation if they have the similarity measure above zero, and an event is removed
if it has no relation with any other event.
After identifying vertices and weights the framework generates graphs for the
raking step. In this paper, a graph is deﬁned as G =< V,E,W > where:
– V : a set of vertices denoted as V = {v1, v2, ..., vn} where vthi corresponds to
an event ith and n is the number of events in each cluster.
– E : a set of edges denoted as E = {e1, e2, ..., em} where ethj connects two
vertices vthk and v
th
h in V .
– W : a weight matrix holding the weight (in term of similarity) of edges.
In this graph, the weight matrix is calculated by Eq. (2). As this calculation,
two vertices are connected when the weight is greater than 0. The graph G is
the input for ranking algorithm in the next section.
Ranking: The goal of our method is to retrieve the most useful information.
To solve this task a random method can be used after clustering. However,
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this method retrieves tweets which may not have enough evidence to conclude
whether they are informative. An alternative approach is to use a ranking algo-
rithm. It is suitable with our objective because: 1) our goal is to retrieve top
k of tweets in each cluster and 2) important tweets converge at central clusters
after clustering; hence the ranking algorithm can be easy to ﬁnd out informative
tweets.
The framework uses PageRank [2] for retrieving informative tweets. This
is because, ﬁrstly, it is a successful algorithm for ranking webpages. Secondly,
PageRank ranks vertices to ﬁnd out important vertices. This is similar with our
goal in ﬁnding important events. The ranking mechanism is showed in E.q (3).
PR(vj) = (1 − d) + d
∑
vi,vj∈E
Wi,j × PR(vi)
∑
vi,vk∈E Wik
(3)
Equation (3) shows the process to calculate the rank of a node in a recursive
mechanism by using power iteration. In this equation, d is the damping factor
which is used to reduce the bias of isolated nodes in a graph.
Filtering: The ﬁnal module retrieves informative tweets corresponding to imp-
ortant events. Though it is possible to apply ﬁltering before ranking, we put
it after ranking to avoid the situation where the ﬁltering produces a so sparse
event graph that the performance of the ranking is badly aﬀected.
The ﬁltering uses Simpson equation to remove near-duplicate tweets because
they provide the same information with others. Two near-duplicate tweets con-
tain a little diﬀerence of information (e.g. in Tab 1). The Simpson is showed in
Eq. (4).
simp(t1, t2) = 1 − |S(t1) ∩ S(t2)|
min(|S(t1)|, |S(t2)|) (4)
where S(t) denotes the set of words in tweet t.
5 Experiments and Results
5.1 Experimental Setup
Data: Dataset is 230.535 tweets, which were collected during Joplin tornado
in the late afternoon of Sunday, May 22, 20112 at Missouri. The unique tweets
were selected by Twitter Streaming API using the hashtag #joplin. The dataset
is a part of AIDR project [6].
Parameter Setting: Following [8] we choose α = β = 0.01 with 1.000 iterations
and k ∈ [2, 50] for LDA. k will be identiﬁed in 5.3. In the Section 4.2 we use μ =
0.9. Following [2], we choose d = 0.85 for PageRank. Finally, Eq. (4) only keeps
tweets which satisfy simp(t1, t2) > 0.25. The value 0.25 is achieved by running
the experiment over many times.
2 http://en.wikipedia.org/wiki/2011 Joplin tornado
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5.2 Retweet Baseline Model
We use retweet model as a baseline [4]. This is because, ﬁrstly, it represents
the importance of a tweet based on retweet. Intuitively, if a message receives
many retweets, it can be considered an informative tweet. Secondly, the model
is simple because it has already provided by Twitter.
5.3 Preliminary Results
Classification: To build binary classiﬁers we use Maximum Entropy (ME)3
with N-gram features because ME has been a successful method for solving
classiﬁcation problem [10]. Another interesting aspect is that our data is sparse
after pre-processing while ME is a suitable approach to deal with sparse data. We
do not use hashtags, emoticons, or retweets because these features are usually
used in emotional analysis rather than in classiﬁcation.
The performance of classiﬁcation is measured by the average of 10-folds cross
validation. Results are showed in Table 2.
Table 2. The performance of classiﬁcation
Class Precision Recall F1
Informative Information 0.75 0.87 0.8
Direct Tweets 0.71 0.83 0.77
Casualty 0.89 0.89 0.89
Caution 0.88 0.91 0.89
Donation 0.87 0.88 0.88
The results in Tab. 2 show that classiﬁers achieve good performances 0.8,
0.77, and about 0.89 of F1 in the three classiﬁcation levels, respectively. After
classiﬁcation, the framework only keeps tweets of the valuable classes including
casualty/damage, caution/advice, and donation/oﬀer.
Selecting the Number of Clusters: We follow cluster validation to select k
[3,9]. We only select k ∈ [2 : 50] because if k > 50 clusters may be overﬁtting
while it is too general if k < 2 (only one cluster). The result of cluster validation
is illustrated in Fig. 2a. After clustering, informative tweets belong to clusters
which will be used for the summarization and recommendation.
Evaluation Method: To evaluate the performance of the framework, we use
three annotators to rate retrieved tweets (top 10 tweets). This is because: 1)
selecting top k (k=10) is similar to recommendation and 2) our data needs user
ratings to calculate performance of this component. The retrieved tweets are
given for annotators to rate a value from 1 to 5 (5: very good; 4: good; 3: accept-
able; 2: poor; and 1: very poor). Each tweet is rated in three times; the score of
3 http://www.cs.princeton.edu/maxent
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Fig. 2. Selecting k and the average of completeness of three users
a tweet is the average of rating scores after rounding. The average of inter-rater
agreement is 87.6% after cross-checking the results of three annotators.
Tweet Summarization and Recommendation: We deﬁne the completeness
to measure the performance of our method. The completeness measures how well
the summary covers the informative content in the recommended tweets by the
total rated scores over maximal score in each cluster as in E.q. (5).
completeness =
∑
(rating score)/50 (5)
where rating score is the users’ score, and 50 is the maximum total score (viz.
10 tweets each has a maximum score of 5).
The results of the three annotators are illustrated in Fig. 3, 4, and 5.
indicating that our framework dominates the baseline in Fig. 3a, 3c, 4c, 5a,
5b, and 5c while it is hard to conclude our framework is better in Caution in
Fig. 3b and 4b.
The average of completeness of three users is showed in Fig. 6. It is equal in
Caution of 1st annotator about 0.42 in Fig. 6a while our framework outperforms
baseline on other annotators. In Fig. 6a, the result of our framework is twice
higher than baseline in Donation about 0.7 and 0.3. The result of 2nd annotator
is higher than other users and the completeness of our method in Fig. 6b is
around 0.6.
The average of completeness on three annotators over classes is showed in Fig.
2b. The result shows that the completeness of our method outperforms baseline
method about 17% (0.58 and 0.41, respectively). The results in Casualty and
Caution are similar about 0.55 with our method and around 0.44 with baseline.
In Donation our method outperformed the baseline with the result of 0.64 in
comparison with 0.37.
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Fig. 5. The comparison of two methods in tweet recommendation of 3rd user
5.4 Discussion
Fig. 3, 4, and 5 indicate that the results of our method are quite similar with
baseline in Fig. 3b, 4a, 4b, and 5b, but in the remaining ﬁgures our method
prevails.
By checking original tweets we recognize that clusters which have a high
completeness contain highly relevant tweets. It appears in both the two methods.
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Fig. 6. The average of completeness of two methods in tweet recommendation of three
users
For example, almost top 10 tweets in cluster 1st in 5b and 5th in 5a are strongly
related to the cautions, advices, or casualties of the tornado. By contrast, clusters
which have a low completeness include many irrelevant tweets (including images
and videos).
The checking process also shows that reasons making the performance of
baseline is lower than that of our method. Firstly, there are many tweets which
contain images or videos, but they are irrelevant according to our investigation.
Secondly, many tweets in donation receive a lot of retweets because it mentions
about a famous person (President Obama). Another interesting point is the
speech of Eric Cantor, who is a member of GOP of U.S. Eric Cantor opposes
disaster relief and saves money. Therefore, his tweets receive many retweets.
Finally, a lot of tweets mention to memorial services for victims.
The results indicate that ranking based on event graph is an important factor
which making our framework achieves a good performance. If an event receives
a high weight, then it has many strong relations with others. It means that
this event tends to appear in many tweets; hence, ranking events can retrieve
important tweets. This phenomenon also appears in other clusters which have
a high completeness. An alternative interesting point appears in cluster 5th of
caution in Fig. 3b. It is the lowest of completeness of our method. The checking
process shows that many events are irrelevant indicating that the clustering and
event extraction are not eﬃcient in this cluster.
6 Conclusion
In this paper, we introduced TSum4act, a framework for retrieving informative
tweets during a disaster for suitable reaction. Our framework utilizes state-of-the-
art machine learning techniques, event extraction, and graphical model to deal
with the diversity, large volume and noise of tweets. TSum4act was compared
with retweet model and the result indicates that our framework can be used in
real disasters.
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For future works, we plan to ﬁrst improve the performance of classiﬁcation
by trying multi-class classiﬁers. Secondly, the evaluation method should be con-
sidered because we only select the top 10 tweets. In addition, our method should
be compared with other model as lexicons. Finally, we plan to summarize rec-
ommended tweets by using abstractive approach.
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Abstract. Due to the evolving nature of temporal data, clusters often
exhibit complex dynamic patterns like birth and death. In particular,
a cluster can branch into multiple clusters simultaneously. Intuitively,
clusters can evolve as evolutionary trees over time. However, existing
models are incapable of recovering the tree-like evolutionary trace in
temporal data. To this end, we propose an Evolving Chinese Restaurant
Process (ECRP), which is essentially a temporal non-parametric cluster-
ing model. ECRP incorporates dynamics of cluster number, parameters
and popularity. ECRP allows each cluster to have multiple branches over
time. We design an online learning framework based on Gibbs sampling
to infer the evolutionary traces of clusters over time. In experiments, we
validate that ECRP can capture tree-like evolutionary traces of clusters
from real-world data sets and achieve better clustering results than the
state-of-the-art methods.
Keywords: Nonparametric bayesian · Chinese restaurant process · Evo-
lutionary clustering
1 Introduction
Cluster analysis groups a set of objects in such a way that objects in the same
cluster are more similar with each other than with those in other clusters. In
this paper we consider clustering temporal data, and focus on how to model the
tree-like evolutionary trace of clusters over time.
Intuitively, temporal dynamics and structural evolution is a universal phe-
nomenon for temporal data, such as dynamic topics in text collections, evolution
of species and evolution of communities in social networks [18–20]. Take research
publications for example, with the development of scientiﬁc research, new topics
c© Springer International Publishing Switzerland 2015
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emerge and obsolete topics die. Moreover, topics can evolve and branch into
several topics, e.g. , the topic of social network has developed many branches,
such as community detection, social influence and social privacy. Intuitively the
evolving trace of clusters over time is like a tree, where a cluster constantly
evolves and branches new clusters.
Compared with the traditional clustering tasks, modeling tree-like evolution-
ary traces meets new challenges. First, evolution of clusters (birth, death and
branch) implies that intrinsically the number of clusters over time is not ﬁxed. As
a result, parametric clustering models are improper for this task as they require
setting the number of clusters manually. Second, the distribution (popularity)
and parameters of clusters are dynamic over time. The model should be able
to catch the temporal features of clusters and smooth them over time. Third,
for the evolutionary tree of clusters, the number of branches is uncertain. But
we still need to control the scale of branches; otherwise the evolutionary trace
recovered shall be incomprehensible.
A handful of temporal clustering models have been proposed to exploit the
temporal dynamics and structural evolution of clusters from temporal data
[3,12,16,17]. Non-parametric Bayesian models [2,12] can auto-learn the number
of topics over time, so they are widely used for clustering evolutionary temporal
data. One of the representative work is Recurrent Chinese Restaurant Process
(RCRP) [2,3] proposed by Ahmed et.al. RCRP can capture the birth/death
of clusters and similar clusters of adjacent epochs form cluster chains. How-
ever, RCRF falls short in modeling nonlinear evolutionary patterns because each
topic is allowed to have only one variant. Other nonparametric temporal models
[4,12,16] also suﬀer the same problem. Besides modeling the evolution struc-
ture of clusters, there are lots of works on modeling the evolution parameters.
Previous schemes for modeling the evolution of cluster parameters are generally
designed for chain-like evolutionary trace, e.g., DTM [6] and SNDTM [2]. They
are diﬃcult to be extended to more complicated case like trees. In summary, to
the best of our knowledge, none of existing methods can handle all the challenges
mentioned above.
In this paper, we propose an Evolving Chinese Restaurant Process (ECRP)
which can model the tree-like evolutionary trace in temporal data. In the set-
ting of ECRP, temporal collections are divided into epoches. To model cluster
branching over time, ECRP lets each cluster in current epoch form a Chinese
Restaurant Process (CRP) and uses the combination of cluster-speciﬁc CRPs as
the prior for clusters in the next epoch. So a cluster can branch into several new
clusters. Moreover, ECRP can model dependence of clusters’ distribution over
time. On the top of ECRP, we adopt conjugate prior cascade scheme to model
the clusters’ parameter evolution, which can model cluster parameter evolution
for tree-like structure. We also design an online learning framework based on
Gibbs sampling to infer evolutionary traces of clusters over time.
Clustering with ECRP enjoys the following merits. First, our method can
model the birth, branch and death of clusters. Second, our method allows easy
inference for posterior of parameters. Third, the evolutionary structure can
learning incrementally with the online learning framework. In experiments, we
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Fig. 1. Illustration of CRP and ECRP. Right: CRP. Note that no temporal concept is
evolved. Left: ECRP. Here clusters form three independent evolutionary trees.
demonstrate that ECRP can capture tree-like evolutionary traces of clusters on
real-world data sets and outperform the state-of-the-art methods.
The rest of the paper is organized as follows. Section 2 introduces the problem
settings and reviews necessary backgrounds. Section 3 introduces the Evolving
Chinese Restaurant Process and the learning framework. Section 4 conducts
experiments. We survey the related work in Section 5 and conclude the paper in
Section 6.
2 Preliminary
In this section, we ﬁrst introduce the problem settings and then brieﬂy review
the Chinese Restaurant Processes (CRP) to make the paper self-contained.
2.1 Problem Settings
In this paper, temporal data are split into epochs. nt denotes the number of
data in the tth epoch, and xt,i denotes the ith datum in epoch t. The temporal
data are assumed to be partially exchangeable, i.e., data within an epoch are
exchangeable but cannot be exchanged across epoches. we let θt,i denote the
cluster associated with data xt,i. For a cluster k in epoch t, its parameter is
denoted as φt,k. And the set of {φt,k} deﬁne the unique clusters. We assume
that the cluster can emerge, branch and die over time. Our goal is to discover
the tree-like evolutionary traces of clusters in {X1, · · · ,Xt, · · · }.
2.2 Chinese Restaurant Process
CRP is a stochastic process which can model the generation of unbounded num-
ber of clusters for static data sets. CRP is speciﬁed by a base distribution H
and a positive real number α called the concentration parameter. H serves as
the prior for clusters’ parameters, and α speciﬁes the discretization of clusters.
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The generative process of CRP is described by imagining a restaurant serving
with inﬁnite number of tables. In this metaphor, a customer corresponds to a
datum x; and a table φ corresponds to a cluster (as depicted in Figure 1). And
the process of a customer picking a table corresponds to generating a datum for
a cluster. CRP proceeds as follows. When a customer comes into the restaurant,
he chooses a table. The probability of choosing the table k is proportional to
nk, which denotes the number of customers that already sit around the table.
While there is nonzero probability, which is proportional to α, that the customer
picks an empty table φK+ . Picking a new table corresponds the creation of a
new cluster. The parameter of the cluster is generated as φK+ ∼ H. So in the
limit of α → 0, the data are all concentrated on a single cluster, while in the
limit of α → ∞, each datum forms a cluster all by itself. The process can be
summarized as:
θi|θ1:i−1,H, α ∼
∑
k
n
(i)
k
i − 1 + αδ(φk) +
α
i − 1 + αH (1)
Where θi is the cluster chosen by the ith datum. The value of the datum xi is
sampled from φθi .
In summary, CRP can describe the generation for static data set with an
unbounded number of clusters. In the next section, we present the ECRP process
which extends CRP for modeling temporal data and mining tree-like evolution-
ary trace behind clusters.
3 Model Description
In this section, we ﬁrst introduce the evolving Chinese restaurant process (ECRP).
Then we present how to model the evolution of cluster parameters. Finally, an
online learning framework based on Gibbs sampling is presented.
3.1 Evolving Chinese Restaurant Processes
The key to discover tree-like evolutionary traces is to model cluster branching.
In ECRP, we let each cluster form a CRP for the next epoch, so a cluster can
branch multiple variants in the next epoch. And we adopt the posterior of parent
cluster as the base measure for the cluster speciﬁc CRP so as to smooth the
cluster parameter over time. In the sequel, we present the generation procedure
of ECRP.
ECRP is operated in epoches. Let Gt denote the distribution of clusters
and their parameters in epoch t. As a time-varying variable, Gt is distributed
conditioned on Gt−1 and H. As a cluster either inherits pre-existing cluster or
emerges as a orphan cluster, Gt contains two parts. The ﬁrst part is CRP (γ,H)
which generates orphan clusters. The second part is a set of cluster-speciﬁc CRPs
which can generate branch clusters. For generating a datum xt,i, we ﬁrst pick
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a cluster θt,i based on Gt, then generation its value based on cluster parameter
φt,θt,i . In summary, ECRP can be formally deﬁned as follows,
Gt|α, β,Gt−1,H ∼
∑
k∈Gt−1
ωt−1,kCRP (β,Hφt−1,k) + ωt,OCRP (α,H),
θt,i|Gt ∼ Gt, xt,i|θt,i ∼ F (φt,θt,i)
(2)
where ωt−1,k and ωt,O are the weights of CRPs.
Eq.(2) describe the generation procedure of ECRP. However, two problems
remain unsettled. First, how to determine the weight of CRPs, i.e., ωt−1,k and
ωt,O. Second, what’s the marginal distribution for a datum’s cluster selection
θt,i based on the Gt.
Weight of CRPs in ECRP. Because the larger a cluster is, the more branches
it tends to possess. We assume that the weight of CRP (β,Hφt−1,k), i.e. ωt−1,k,
is proportional to the number of records which serve dish φt−1,k in t−1, and the
weight of the DP (α,H), i.e. ωt−1,O, is proportional to α. So Gt can be expressed
with ωt−1,k and ωt,O instantiated, as in Eq.(3).
Gt ∼ 1
α + γ
∑
k nt−1,k
(
∑
k
γnt−1,kCRP (β,Hφt−1,k) + αCRP (α,H)), (3)
where γ ∈ [0, 1] is a decaying factor which inﬂuences the smoothness of cluster
popularity over time. Specially, for t = 0, G0 is constructed in the same way as
CRP.
Marginal Distribution of θt,i. The marginal distribution for the data’s clus-
ter selection θt,i can be calculated with Gt instantiated, which further requires
instantiate CRP (α,H) and CRP (β,Hφt−1,k). Given the cluster assignment of
data in epoch t−1 and t, i.e. θt−1,· and θt,1···i−1, the CRP (α,H) can be expressed
as in Eq.(4)
θi|θ1:i−1,H, α ∼
∑
o∈Ot
nt,o
∑
o∈Ot
nt,o + τ
δφt,o +
α
∑
o∈Ot
nt,o + α
H, (4)
Where Ot is the set of orphan clusters. And CRP (β,Hφt−1,k) can be expressed
as in Eq.(5):
θi|θ1:i−1,Hφt−1,k , β ∼
∑
s∈St−1,k
nt,s
∑
s∈St−1,k
nt·s + β
δ(φt,s) +
β
∑
s∈St−1,k
nt,s + β
Hφt−1,k
(5)
where St−1,k is the set of variants of φt−1,k.
It is important to notice that CRP (β,Hφt−1,k) and CRP (α,H) are diﬀer-
ent in two aspects. First, the base measure H in CRP (γ,H) is a vague prior,
while that in CRP (τ,Hφt−1,k) is determined by φt−1,k (we will give describe
how to calculate Hφt−1,k in Section 3.2). Because for a orphan cluster, we often
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don’t have speciﬁc knowledge about it, so a vague prior is preferred. While,
the parameter of an variant cluster tends to be similar with its parent. Second,
the concentration factor α in CRP (α,H) is larger than β in CRP (β,Hφt−1,k).
Because a larger concentration factor leads to more clusters generated by the
CRP. The number of variants for a cluster is generally small, while that of an
orphan cluster is often large.
Combining Eq.(3, 4, 5), the marginal distribution of θt,i can be written as in
Eq.(6),
θt,i|{θt−1, ·}, θt,1:i−1,H,Hφt−1,k , α, β, γ ∝
∑
k∈{φt−1,·}
γnt−1,k
Rt−1
(
∑
s∈St−1,k
n
(i)
t,s
β +
∑
s∈St−1,k
n
(i)
t,s
δφt,s +
β
β +
∑
s∈St−1,k
n
(i)
t,s
Hφt−1,k)
+
α
Rt−1
(
∑
o∈Ot
nt,o
∑
o∈Ot
nt,o + α
δ(φt,o) +
α
∑
o∈Ot
nt,o + α
H)
(6)
where Rt−1 = γ
∑
k∈{φt−1,·} nt−1,k + α.
3.2 Modeling Evolving Cluster Parameters
We adopt the conjugate prior cascade to model the evolution of clusters’ param-
eters in ECRP. Because in Bayesian model, the hyper-parameters of a conjugate
prior corresponds to having observed a certain number of pseudo observations
with properties speciﬁed by the parameters [11]. And data in ancestor clus-
ters can serve as pseudo observations for the current cluster. So for a cluster,
the posterior distribution of its parent cluster can serve as the conjugate prior.
Furthermore, the posterior of the current cluster can be fetched by absorbing
observations to the prior. We adopt H as prior for all the orphan clusters. In this
manner, given H and observations, the posterior of clusters can be calculated in
a cascaded manner. In the conjugate prior cascade, a decaying factor η ∈ [0, 1]
is introduced to let the model gradually forget observations in previous clusters.
Evolving Parameter for Temporal Texts. Here we present an evolving topic
model for text collections to illustrate the evolution of cluster parameters in
ECRP.
For topics (clusters) in text collections, the parameter is the word distribu-
tion. We only care about the prior and posterior of the clusters. In the cascade,
both of them take the form of Dirichlet distribution. The parameter of Dirich-
let corresponds to the count of words. The prior for orphan topics is set to H.
And for a variant topic in evolutionary tree, its prior is set as the posterior of
its parent with a decaying factor η. So the prior for topic φth,k, i.e., Hφt−1,k , is
written as in Eq.(7):
p(φth,k|xtb , · · · ,xth−1,H, η) = Dir(ηth−tbH +
th−1∑
t=tb
ηth−txt) (7)
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Algorithm 1. The online learning framework for ECRP.
Input: Hyperparameters {α, β, γ, η,H}; temporal data sets {X0, · · · , Xt, · · · }.
1: t ←− 0, the evolutionary trace is NULL.
2: while the temporal data does not end do
3: t ← t + 1; Get data Xt;
4: while Not convergence do
5: For each xt,i, sampling the cluster assignment θtdi by Eq.(9).
6: For each cluster φtk, inferring its parameter by Eq.(8).
7: end while
8: Update the evolutionary trace according to the sampling result.
9: end while
where {φtb,kb , · · · , φth,kh} is the path from the root topic to the target topic
in the evolutionary tree and {xtb , · · · ,xth} are the corresponding observations.
The posterior of φth,k can be easily inferred by adding observations to its prior,
as in Eq.(8),
p(φth,k|xtb , · · · ,xth−1,xth ,H, η) = Dir(ηth−tbH +
th∑
t=tb
ηth−txt) (8)
3.3 Model Inference
We employ Markov Chain Monte Carlo (MCMC) methodology to estimate the
posterior distribution of clusters’ states by delivering a Gibbs sampler [14]. The
states of the sampler contain both the cluster indicator for every datum {θt,i}
and the posterior of clusters’ parameters {φt,k}. In the inference process, we iter-
atively sample their states until convergence. Note that {φt,k} can be calculated
as described in Section 3.2. So in this part, we focus on sampling {θt,i}.
Sampling Cluster Indicator θt,i. For a datum xt,i, conditioned on parameter
of clusters and cluster assignments for other data, its cluster indicator θt,i is
sampled according to its marginal distribution, which can be written as in Eq.(9).
p(θt,i = k|θt−1,θt,−i, xt,i, {φk}t,t−1, G0, α, γ) ∝
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(γnt−1,pn
(i)
t,k
β+
∑
s∈St−1,p
n
(i)
t,k
F (xt,i|φkft,i ) if k ∈ St−1,p
γnt−1,pβ
β+
∑
s∈St−1,p
n
(i)
t,k
∫
F (xt,i|φ)d p(φ|φt−1,p) if k = S+t−1,p
n
(i)
k,tF (xt,i|φt,o) if k ∈ Ot
α
∫
F (xt,i|φ)dG0(φ) if k = O+t
(9)
where θt,−i denotes the set of θt,· without θt,i, and S+t−1,p denotes new variant
of φt−1,p.
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3.4 Online Learning Framework
It is widely admitted that model learning from online data, such as text col-
lections, is computationally demanding. However, ECRP can be incrementally
updated and meet the need of online applications.
In the above Gibbs sampling algorithm, the samplers solely depend on the
model states in t − 1 and t. To satisfy online learning, we omit the infor-
mation propagated from epoch t + 1. So we can learn an evolutionary trace
of {X1, · · · ,Xt} without considering {Xt+1, · · ·}. For Xt, we can update the
evolutionary trace of clusters incrementally by branching new clusters from
previous clusters and appending new clusters, instead of relearning the model
from scratch. The incremental learning framework is presented in Algorithm 1.
Although the number of temporal data can be inﬁnitely large, for each epoch t,
we only need to handle the newly arrived data. So this framework is eﬃcient for
online applications.
4 Experiment
In this section, we test ECRP w.r.t. its capability of recovering evolutionary
traces from real-world text collections. To this end, we conduct the following
tests. First, we compare ECRP with the state-of-the-art clustering models, and
demonstrate the superiority of ECRP. Second, we use ECRP to analyze the
NIPS data set, and demonstrate that ECRP can recover interesting evolving
patterns of data. Note that with minor modiﬁcation on parameter evolution
scheme, ECRP can also analyze various types of temporal data sets.
4.1 Experiment Settings
Measures. We use the metric of perplexity for evaluating performance of clus-
tering results. Perplexity is widely used in evaluating clustering models [7,13].
We compute perplexity as in [13]. 10% of each document is randomly sampled
to create a test set while the remaining is used for training. The training set
is used for learning model parameters while the test set is held out to compute
the perplexity. Low perplexity indicates that model can precisely model user
behaviors. Formally, the perplexity is deﬁned as:
perplexity(Dtest) = exp{−
∑
i∈Dtest log p(xi)∑
i∈Dtest |xi|
} (10)
Benchmarks. We compare ECRP with the following clustering models.
– CRP [15]: CRP is a nonparametric clustering model. CRP can only analyze
static data set.
– Dynamic Topic Model (DTM) [6]: DTM is an extension of LDA for
modeling temporal data;
– Recurrent CRP (RCRP) [2]: RCRP is an extension of CRP for temporal
data, where the clusters over time are organized as linear chains;
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Table 1. Statistics of Data sets
Data sets # docs # terms # epoches
NIPS1 1740 2000 13
DBLP2 20480 4000 10
NSF-Awards2 30287 4000 14
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Fig. 2. Comparison for real-world dataset w.r.t. perplexity
– Distance Dependent CRP (dd-CRP) [4]: dd-CRP is a nonparametric
clustering model which can model temporal dependent data;
– Incremental Gibbs Sampler (IGS) [10]: IGS can infer connection of
clusters with the Gibbs sampler.
Data Sets. We conduct experiments on three publicly available data sets which
are widely used for benchmark. All data sets can be downloaded online. Table 1
summarizes the statistics of the data sets.
Setting of Parameters. The hyper parameters of ECRP were set as follows:
H = Dir(10, · · · , 10), and (α = 0.1, β = 10−4, γ = 0.3, η = 0.5), and we ran the
Gibbs sampler for 2000 iterations in each epoch.
4.2 Results
Method Comparison. Figure 2 compares the perplexity of the clustering result
on diﬀerence data set. We ﬁnd that on average ECRP outperforms other meth-
ods. The reasons are two folds. First, compared with the parametric Bayesian
models, such as DTM, ECRP can learn proper number of topics for each epoch,
so data can be more properly clustered. Second, compared with other temporal
nonparametric topic model, such as RCRP and dd-CRP, the tree-like evolution-
ary trace recovered by ECRP is more close to the actual pattern of temporal
1 http://www.cs.nyu.edu/∼roweis/data.html
2 http://www.cs.uiuc.edu/∼hbdeng/data/kdd2011.htm
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Fig. 3. Analysis results for NIPS data set. (a) the number of topics over time; (b) aver-
age KL distance for topics’ parameters between parent topic and its variants; (c) KL
distance for topics popularity between adjacent epoches; (d) the distribution of topics
over time. For clarity, all the variants of a root topic are treated as a whole; (e) the
tree-like evolutionary trace recovered by ECRP, the topics are represented by their
kernel words; (f) the chain-like evolutionary trace recovered by RCRP.
data. Another beneﬁt of ECRP is that the parameter can be properly smoothed
as each cluster is assigned with a proper prior.
NIPS Dataset. We used the ECRP to analyze the NIPS collections. The results
are shown in Figure 3. As the entire evolutionary trees of topics are too complex
to be contained in a single graph, we plot partial result in 3.(e). We can spot
birth, branch and death of topics over time. For example, we can spot that
after 1988, the topics of image had two branches: feature extraction and MRF.
Compared with the clustering result given by RCRP models where topics are
organized as chains (as depicted in Figure 3.(f)), ECRP can discover interesting
connections between topics.
With ECRP, we also mined some interesting knowledge about NIPS data set.
Figure 3.(a) shows that the number topics grew over time, which conﬁrms with
our intuition that originally NIPS focused on the topic of neural network and
gradually it branched into multiple topics and imported topics from other ﬁelds.
Figure 3.(b) shows the average KL distance between the parameter of topics
between the parent topics and their variants. The value high above the average
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indicates the lots of topics switch their kernel words. Figure 3.(c) shows the KL
distance between the popularity of topics of adjacent epoches. It can be noticed
that for the epoch where KL distance high above the average, the number of
orphan topics is large. Figure 3.(d) plots evolvement of topics popularity. Note
that for clarity, all the variants of a root is treated as whole. We can spot the hot
topics of each era and their evolving trend over time. Combine these indexes, we
can ﬁnd important eras for the development of NIPS.
5 Related Work
Nonparametric Temporal Clustering Models. We have mentioned that
nonparametric models, such as CRP[15] can clustering data without setting
the number of clusters manually. RCRP [2] is an extension of CRP for tem-
poral data, which can recover chain-like evolutionary trace of clusters over time.
Besides RCRP, there were also many other nonparametric temporal clustering
models [12,16,21], most of these approaches used the stick-breaking construc-
tion of the Dirichlet process. In this construction, data are generated with an
inﬁnite mixture model, where each mixture component had a weight associated
with it. Coupling the weights (some also coupling component parameters) of
nearby model state resulted in a form of dependency between them. However,
without a proper description of generation of cluster parameters, it was hard
to model clusters with tree-like evolutionary pattern. There were also lots para-
metric Bayesian models [6,17], where the number of cluster/topic was ﬁxed. In
this paper, we have demonstrated that parametric models are not suitable for
modeling dynamic temporal data.
Hierarchical Clustering Model (HCM). Our work also got inspiration from
HCM (short for HDP)[1,5]. However, they were designed for diﬀerent aspects of
clustering problem. HCM aimed to model hierarchical structure within group of
data, while ECRP focused on modeling the evolutionary trace of data over time.
Blei et al. proposed the nested Chinese restaurant process (nCRP)[5], which
assumed that a group of data can be divided into clusters and each cluster
can be further divided into smaller clusters recursively. All these clusters were
organized as a tree in which the child clusters belonged to their parent clusters.
While in ECRP, variant cluster is similar but probabilistically independent to
its parent and sibling clusters. nCRP had achieved great success in analyzing
text collections and user proﬁles [1] ect. It inspired us to extend the conjugate
prior design for modeling parameter evolution in ECRP.
There were lots of other works [8,9] beyond the Bayesian framework that
tried to model the evolutionary pattern of clusters. Due to the limited space,
their details are not discussed.
6 Conclusions
In this paper, we studied a new challenging problem of modeling tree-like evo-
lutionary traces of clusters behind temporal data. We presented a new Evolving
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Chinese Restaurant Process (ECRP for short) to model tree-like evolutionary
traces. ECRP not only can recover evolutionary trees of topics eﬃciently, but
also can capture temporal features such as number of topics, popularity of top-
ics and parameters of topics. Also, we designed an online learning framework
for ECRP so as to handle unbounded temporal data. Experimental results on
real-world data sets demonstrated the performance of the proposed method.
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Abstract. The users often have additional knowledge when Bayesian
nonparametric models (BNP) are employed, e.g. for clustering there may
be prior knowledge that some of the data instances should be in the same
cluster (must-link constraint) or in diﬀerent clusters (cannot-link con-
straint), and similarly for topic modeling some words should be grouped
together or separately because of an underlying semantic. This can be
achieved by imposing appropriate sampling probabilities based on such
constraints. However, the traditional inference technique of BNP mod-
els via Gibbs sampling is time consuming and is not scalable for large
data. Variational approximations are faster but many times they do not
oﬀer good solutions. Addressing this we present a small-variance asymp-
totic analysis of the MAP estimates of BNP models with constraints. We
derive the objective function for Dirichlet process mixture model with
constraints and devise a simple and eﬃcient K-means type algorithm. We
further extend the small-variance analysis to hierarchical BNP models
with constraints and devise a similar simple objective function. Exper-
iments on synthetic and real data sets demonstrate the eﬃciency and
eﬀectiveness of our algorithms.
1 Introduction
Bayesian nonparametric (BNP) models have become increasingly popular in
many applications since these models can perform automatic model selection
based on data, and oﬀer a capacity to increase model complexity as data grows.
Dirichlet process mixture models (DPM) [1] and Hierarchical Dirichlet process
(HDP) [2] are two of the most popular BNP models. The DPM, where number of
clusters is not required to be pre-speciﬁed, oﬀers an alternative to the traditional
mixture model. The HDP, where number of topics is computed based on data
and is not required to be pre-speciﬁed, oﬀers an alternative to the traditional
topic models such as LDA [3]. Further, in many applications, we may possess
additional knowledge about the relationship between instances. For example,
in image clustering we know that two images, one of which portrays a stone
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bridge and one showing a wooden bridge, belong to the same semantic cluster of
“bridge”. In topic modeling, one may prefer that the words “Obama”, “United
States” and “White Houses” appear in the same topic, because they all describe
the symbols of USA. These additional knowledge could be represented in the
from of constraints. Typically, there are two types of constraints, must-link and
cannot-link. They specify that two instances must be in the same cluster (must-
link) or diﬀerent clusters (cannot-link) [4]. Several works have investigated the
use of constraints in partitioning algorithms [5,6]. However, little work has inves-
tigated the use of constraints in BNP models.
We can apply constraints into BNP models by altering the generative proba-
bilities [7]. In particular, the instances with the must-link are generated from the
same cluster or topic while the instances with the cannot-link have to be gener-
ated from diﬀerent clusters or topics. More complex approaches, such as [8,9],
encode constraints using Markov random ﬁeld in DPM models. These existing
work requires Gibbs sampling or variational techniques for posterior inference.
A traditional way for inference of Bayesian models is to use Gibbs sampling.
However, due to the MCMC approach the inference process is painfully slow and
this makes most of the Bayesian models including the BNP models unsuitable for
large data. Variational techniques oﬀer an alternative recourse, however, many
times they do not oﬀer a good approximation. Moreover, including constraints
makes it even harder to formulate an inference algorithm for the BNP models
[7–9]. Addressing this, in this paper we focus on the eﬃcient inference techniques
of BNP models with constraints.
We present a small-variance asymptotic analysis for Dirichlet process (DP)
mixtures with constraints and devise scalable hard clustering algorithms with
constraints from a Bayesian nonparametric viewpoint. Our analysis is built upon
the maximum a posterior probability (MAP) estimate of BNP models when con-
straints are introduced there. In this process we revisit the exchangeability prop-
erty of Dirichlet process [10]. We prove that data with must-links or cannot-links
are not exchangeable. Therefore, for must-links, we introduce chunklet [11] —a
set of data points belonging to the same cluster to comply with the must-link
constraint sets. Cannot-links are redeﬁned between chunklets. We further prove
that data with must-links are exchangeable in chunklets. Subsequently, we derive
the optimization function from MAP estimate by using the generic exponential
family likelihood, which generalizes varied distributions. Based on the optimiza-
tion equation, we develop a deterministic clustering algorithm for DPM with
must-links. The only one parameter of our algorithm is the tradeoﬀ between
the model complexity and the likelihood. Due to the non-exchangability of data
with cannot-links, we provide a heuristic and unify must-links and cannot-links
into one framework. The optimization equation we derive for must-links is exact
and that of cannot-links is approximate. We further extend the analysis to hier-
archical models with constraints. Our constrained hard HDP allows users to
interactively reﬁne the topics utilizing constraints. We show that our algorithms
are the generalization of the algorithms in [12]. Experiment results on synthetic
and real data demonstrate the eﬃciency and eﬀectiveness of our approaches.
Our contributions are:
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– We prove that data with constraints are not exchangeable and introduce chun-
klets (transitive closue of must-link constraints) to make it exchangeable. We
prove that data with must-links are exchangeable in chunklets;
– We formulate DPM with must-links as an optimization problem using small
variance asymptotic analysis. This is derived for general exponential family dis-
tribution for mixture model. Cannot-links are handled via an approximation;
– We formulate a similar optimization problem for HDP with constraints;
– We derive eﬃcient clustering algorithms for both DPM and HDP with con-
straints;
– We validate both the algorithms with extensive experimentation.
2 Background and Preliminaries
2.1 Exponential Family Distributions
An exponential family distribution is deﬁned as [13] p(x|θ) = exp(〈x,θ〉−ψ(θ)−
h(x)), where θ := {θj}dj=1 is a natural parameter and ψ(θ) = log
∫
exp(〈x,θ〉 −
h(x))dx is the log-partition function. The expected value and covariance are
respectively given by ∇ψ(θ) and ∇2ψ(θ) . The conjugate prior of an exponential
family distribution is deﬁned as [13] p(θ | τ, η) = exp(〈θ, τ〉 − ηψ(θ) − m(τ, η)),
where τ and η are the hyperparameters. Given the conjugate prior above, the
posterior p(θ | x, τ, η) has the same form as the prior.
A bijection between Bregman divergence and exponential families was estab-
lished in [14]. In particular, given a convex set S ⊆ Rd and a diﬀerentiable,
strictly convex function φ, the Bregman divergence of any one pair of points
x,y ∈ S is deﬁne as Dφ(x,y) = φ(x) − φ(y) − 〈x − y,∇φ(y)〉. Gaussian and
multinomial distributions are two widely used distributions. The correspond-
ing Bregman divergences are Euclidean distance and KL divergence respectively
[14]. Further, the bijection allows us to rewrite the likelihood and conjugate prior
using the expected value μ as [14]:
p(x | θ) = p(x | μ) = exp(−Dφ(x,μ))fφ(x) (1)
p(θ | τ, η) = p(μ | τ, η) = exp
(
−ηDφ
(
τ
η
,μ
))
gφ(τ, η) (2)
where φ is the Legendre-conjugate function of ψ, fφ(x) = exp(φ(x)−h(x)) and
gφ(τ, η) = exp(φ(τ, η) − m(τ, η)).
2.2 Dirichlet Process Mixture Model
We brieﬂy review the Dirichlet process mixture model (DPM). In DPM, each
data point is drawn from one of mixture distributions. The likelihood of one
point is expressed by the exponential family characterized by the expected value
μk as,
p(x) =
∞∑
k=1
πk · p(x|μk) =
∞∑
k=1
πk exp(−Dφ(x,μk))fφ(x)
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where π = {πk}Kk=1 is the mixture proportion (1  πk  0, for k = 1, · · · ,K
and
∑K
k=1 πk = 1). In DPM we do not need to specify the number of clusters
upfront. A latent variable z indicates the component from which the data x is
generated. The collapsed Gibbs sampling could be used to infer z [15].
2.3 Must-Link and Cannot-Link
Constraint often consists of two types, must-link (ML) and cannot-link (CL).
Must-link implies that two data points must belong to the same cluster and
cannot-link implies that two data points must not belong to the same cluster.
This kind of supervision recently has gained much attention [4–6]. It is easy
to ﬁnd out the transitivity between constraints. For ML constraints, (u, v) ∈
M when (u,w) ∈ M and (w, v) ∈ M are given, where M is the set of ML
constraints. For CL constraints, (u, v) ∈ C when (u,w) ∈ M and (w, v) ∈ C are
given, where C is the set of CL constraints.
Given a series of ML, we construct “chunklet”—a set of points that belong
to the same cluster [11]. Chunklets are easily obtained through the transitive
closure above. Consider a data set x = {xi}Ni=1, where N is the number of
data points. The transformed data X = {Xj}Jj=1 (J ≤ N) denotes the set of J
distinct chunklets; (Xj ,Xj′) ∈ C denote that the pair chunklets (Xj ,Xj′ ) is
an instance of the set of CL constraints C. Obviously, the original form of the
data is the special case of the chunklet representation when each chunklet just
has one point inside. ML constraints now are all complied within chunklets and
CL constraints only exist between chunklets.
3 Dirichlet Process Mixture Model with Constraints
We hope to buildup DPM with ML and CL constraints. Vlachos et al. [7] pro-
posed to incorporate constraints into DPM to guide clustering. Must-linked
instances are generated by the same component and cannot-linked instances
always by diﬀerent components. However, its Gibbs sampling inference treats
each observation separately. Here, based on the concept of chunklet, we develop
blocked Gibbs sampling [16] for DPM with constraints (C-DPM). Like Section
2.3, we ﬁrst construct the chunklet representation of data. Let zj is the cluster
indicator for chunklet Xj . z−j is the cluster indicators for chunklets X−j . The
blocked Gibbs sampling for a chunklet Xj is presented,
p(zj = k | z−j ,X, α,G0) ∝ p(zj = k | z−j , α) ·p(Xj | zj = k,z−j ,X−j , G0)
The equation has the same form with DPM. We expand it,
p(zj = k | z−j ,X, α,G0) = N
−j
k
Z
∏
xi∈Xj
p(xi | μk)
p(zj = knew | z−j ,X, α,G0) = α
Z
∫ ∏
xi∈Xj
p(xi | μknew)dG0
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where Z is a normalized constant, N−jk is the number of chunklets (excluding
the current chunklet Xj) currently assigned to the cluster k. In Markov chain,
we update the cluster indicators of chunklets instead of individual data points
as DPM does. For (Xj ,Xj′) ∈ C, p(zj = k | z−j ,X, α,G0) = 0 if Xj′ has been
assigned to the cluster k. The update of μk depends on the data instances that
are assigned to the cluster k.
4 MAP Asymptotic DPM Clustering with Constraints
Due to the slow Gibbs sampling of C-DPM, we derive an eﬃcient inference
algorithm for DPM with constraints.
Recent works in [12,17,18] derived scalable Bayesian nonparametric cluster-
ing approaches based on the assumption that data are exchangeable. However,
with the introduction of constraints the data become non-exchangeable and in
that case those derivations cannot directly be applied to our scenario. Accord-
ing to de Finetti’s Theorem, an inﬁnite sequence z1, z2, · · · , zn, · · · of random
variables is exchangeable if,
p(z1 = e1, z2 = e2, · · · , zn = en, · · · ) = p(zπ(1) = e1, zπ(2) = e2, · · · , zπ(n) = en, · · · ),
where π is any permutation of {1, 2, · · · , n, · · · }. The traditional Chinese restau-
rant process (CRP) is exchangeable [10]. Below we discuss the exchangeability
property of a sequence with ML and CL constraints.
Lemma 1. Data with must-links are not exchangeable
Proof. We prove it by contradiction. Suppose that there are 4 customers
x1,x2,
x3,x4 and their table indicators are z1, z2, z3, z4. x3 and x4 are must-linked.
Then, p(z1 = 1, z2 = 2, z3 = 1, z4 = 1) = αα+1 · 1α+2 , where α is the con-
centration parameter of DP. We exchange the sequence of x2 and x3. Then,
p(z1 = 1, z3 = 2, z2 = 1, z4 = 1) = 0. Obviously p(z1 = 1, z2 = 2, z3 = 1, z4 =
1) 	= p(z1 = 1, z3 = 2, z2 = 1, z4 = 1). Therefore, we have proved Lemma 1.
Addressing this we introduce “chunklet” which is a set of must-linked data
points. Must-links now are all compiled within chunklets and no constraint exists
between chunklets. Customers are now chunklets. The modiﬁed CRP is presented
as: the ﬁrst chunklet sits at the ﬁrst table, other chunklets sit at one of existing
tables with the probability proportional to the number of chunklets already
in that table or sit at a new table proportional to a constant (α). Therefore, we
propose proposition 1 below.
Proposition 1. Data with must-links are exchangeable in chunklets
The proof of proposition 1 is simple since the modiﬁed CRP is obviously excha-
ngeable.
Small-Variance Asymptotics for Bayesian Nonparametric 97
4.1 Small-Variance Asymptotic DPM with Must-Links
Following Proposition 1, we perform small-variance asymptotic analysis of poste-
rior using chunklets representation. This is independent of any speciﬁc inference
algorithms [18]. We derive an optimization objective function for data with only
must-links. Before that, we introduce the scaled exponential family distribu-
tions with natural parameters θ˜ = βθ as in [12]. With the scaling of θ˜ = βθ and
φ˜ = βφ, Eq.(1) and (2) become,
p(x | θ˜(μ)) = exp(−βDφ(x,μ))fφ˜(x) (3)
p(θ˜(μ) | β, τ, η) = exp
(
−ηDφ
(
τ
η
,μ
))
gφ˜
(
τ
β
,
η
β
)
(4)
Let zjk equal to one if the chunklet Xj belongs to cluster k and 0, otherwise.
Let K be the total number of clusters. According to Proposition 1, the joint
probability of the clustering is obtained by multiplying the seating probability
of J chunklets together:
p(z1:J,1:K | α) = αK−1 Γ (α + 1)
Γ (α + J)
K∏
k=1
(SJk − 1)! ∝ αK−1ϕ(S) (5)
where SJk =
∑J
j=1 zjk is the number of chunklets belonging to cluster k. Note
that Γ (α+1)Γ (α+J) is only dependent on data and the given constraints. We set ϕ(S) :=
∏K
k=1(SJk − 1)!.
The next step is calculating the joint likelihood of the chunklet set given the
clustering. Normally, we assume that data points in one cluster are independently
generated from an exponential family distribution with the mean parameter μk,
p(μ | τ, η) =
K∏
k=1
p(μk | τ, η) (6)
The likelihood of a chunklet set X = {Xj}Jj=1 given z and μ is,
p(X|z,μ) =
K∏
k=1
∏
j,zjk=1
p(Xj | μk) (7)
The MAP point estimate for z and μ is equivalent to maximizing the pos-
terior: arg maxK,z,µp(z,μ|X). Further, as p(X,z,μ) ∝ p(z,μ|X) , this can be
reformulated as maximizing the joint likelihood: arg maxK,z,µp(X,z,μ).
98 C. Li et al.
Combing Eq.(5) (6) (7) and scaling θ˜ = βθ (See Eq.(3) and (4)), the joint
likelihood p(X,z,μ) is expanded as follows,
p(X,z,μ) = p(X | z,μ)p(z1:J,1:K | α)p(μ | τ, η)
∝
K∏
k=1
∏
j:zjk=1
⎛
⎝
∏
xi∈Xj
fφ˜(xi) · exp
(
−
∑
xi∈Xj
βDφ(xi,μk)
)
⎞
⎠ · αK−1ϕ(S)
· exp
(
−
K∑
k=1
ηDφ
(
τ
η
,μk
))(
gφ˜
(
τ
β
,
η
β
))K
(8)
The prior α is set as the function of β,τ ,η as [12]: α = gφ˜
(
τ
β ,
η
β
)−1
·exp(−βλ).
We then substitute the prior α into Eq.(8). It becomes 1:
p(X,z,µ) ∝ exp
(
−βJ (z,µ, λ) −
K∑
k=1
ηDφ
(
τ
η
,µk
))
·
J∏
j=1
⎛
⎝
∏
xi∈Xj
fφ˜(xi)
⎞
⎠ϕ(S)
where J (z,μ, λ) = ∑Kk=1
∑
j:zjk=1
∑
xi∈Xj Dφ(xi,μk) +Kλ. Note also that
the fact fφ˜(x) and ϕ(S) only depends on x. They can be canceled out by applying
log partition function in the Equation above. p(X,z,μ) then involves z, μ and
K which minimize J (z,μ, λ) when β → ∞2.
Therefore, the MAP estimate of DPM with must-links is asymptotically
equivalent to the following optimization problem:
argmin
K,z,µ
K∑
k=1
∑
j:zjk=1
( ∑
xi∈Xj
Dφ(xi,μk)
)
+ Kλ (9)
where λ is the tradeoﬀ between the likelihood and the model complexity. We
see that Eq.(9) reduces to the objective function of DP-means [17] when there
is no constraint (each chunklet just has one data point inside). The objective
function of the DP-means with ML constraints (also termed “C-DP-means”)
can be expressed as the sum of Bregman divergence between the chunklet to
its cluster center plus the penalty of λ for the clusters. Based on the objective
function, we propose a deterministic clustering solution for C-DP-means. The
algorithm is illustrated in Alg. 1.
Lemma 2. The Alg. 1decreases the objective given in Eq.(9) to local
convergence
The proof of Lemma 2 is similar with [17]. We also provide one generalized
heuristic of setting up λ. The process is similar with the DP-means in [17], except
that we replace distances of points to elements of T with
∑
xi∈Xj Dφ(xi,μT )−∑
xi∈Xj Dφ(xi,Xj). Next, we discuss the data with cannot-links.
1 We ﬁrst multiply the prior α into Eq.(8). Since α is independent on the data, it does
not change the joint likelihood.
2 ∑K
k=1 ηDφ
(
τ
η
,µk
)
becomes negligible compared to βJ (z,µ, λ) when β → ∞.
Small-Variance Asymptotics for Bayesian Nonparametric 99
Algorithm 1. Constrained DP-means with ML constraints
Input: data x = {xi}Ni=1, the cluster penalty parameter λ, ML constraints M =
{(xi,xj)};
Output: Disjoint partitions {lk}Kk=1, the number of clusters K and the cluster indica-
tors z1:J,1:K ;
Method:
1. Construct the chunklet set X = {Xj}Jj=1.
2. Initialize K = 1, µ1 is the global mean.
3. Repeat until convergence
– for j = 1 : J
• compute the distance djk =
∑
xi∈Xj Dφ(xi,µk) −
∑
xi∈Xj Dφ(xi,Xj) for
k = 1, 2, · · · ,K, where Xj is the mean of Xj ;
• if min k(djk) > λ, set K = K + 1, zjK = 1 and μK = Xj ;
• else k∗ = argmink djk , zjk∗ = 1;
– generate clusters {lk}Kk=1 : lk = {Xj | zjk = 1};
– re-estimate cluster mean µk =
1
|i∈lk|
∑
i∈lk ||xi||.
Lemma 3. Data with cannot-links are not exchangeable
Proof. We assume cannot-links exist between x1 and x4, x3 and x4. The prob-
ability of the ﬁrst permutation p(z1 = 1, z2 = 1, z3 = 2, z4 = 3) = 1α+1 · αα+2 . We
exchange x2 and x3. The probability of this permutation p(z1 = 1, z3 = 1, z2 =
2, z4 = 3) = 1α+1 · αα+2 · αα+1 . Obviously p(z1 = 1, z2 = 1, z3 = 2, z4 = 3) 	= p(z1 =
1, z3 = 1, z2 = 2, z4 = 3). Therefore, we have proved Lemma 3.
4.2 One Heuristic for DPM with Must-Links and Cannot-Links
Due to the un-exchangeability of cannot-links, we provide a heuristic asymptotic
for constrained DPM with cannot-links. We can unify must-links and cannot-
links in one optimization function as follows,
argmin
K,z,µ
K∑
k=1
∑
j:zjk=1
( ∑
xi∈Xj
Dφ(xi,μk)
)
+ Kλ
s.t. δzjk,zj′k = 0, for ∀(Xj ,Xj′) ∈ C (10)
We introduce the binary indicator δ to incorporate constraints into the like-
lihood. The indicator δzik,zi′k = 1 if and only if zik = 1 and zi′k = 1, and
(Xi,Xi′) ∈ C. In the condition that no constraint exists, the objective function
is the same with DP-means [12]. We use the similar algorithm with Alg (1),
except that we search legal clusters to comply CL constraints. For data with
CL constraints, in the re-assignment step, if the closest cluster is not available,
search the next closest cluster until a legal cluster is found (the constraints are
not violated ). If no legal cluster is found, create a new cluster (The detail algo-
rithm is provided in supplementary material). Experiment results show that this
heuristic helps to improve the clustering performance.
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5 Extension to Hierarchies with Constraints
Given a text corpus, hierarchical topic modeling [2,3] allows topics to be shared
between documents. A fundamental assumption underlying hierarchical topic
modeling is that words among one document are conditionally independent.
However, in many applications, a user may have additional knowledge about the
composition of words that should have high probability in the same or diﬀer-
ent topics. For example, one prefer that the words “protein”, “saccharide” and
“axunge” appear in the same topic, since they are three main nutrition matters.
We would like such domain knowledge to guide the recovery of latent topics for
large scale data sets. Ke et al. [12] derived the exponential family hard HDP
(unconstrained hard HDP), which solves the scalability of Bayesian HDP. How-
ever, unconstrained Hard HDP still lacks a mechanism for merging such domain
knowledge. It motives us to develop hard HDP with constraints.
Here we brieﬂy extend the the small-variance asymptotic analysis to HDP
with constraints. Similar with C-DP-means above, we ﬁrst transform the words
into the chunklets. Then local clusters and global clusters are both generated
based on chunklets.
Assume that we have Y data sets,1, 2 · · · , y, · · ·Y . Data point xyi refers to
data point i from the set y. Xyj refers to the chunklet Xj in set y. Chunklets
Xyj are associated with local cluster indicators zyj . The zyj = c means that
the chunklet j in data set y is assigned to local cluster Sjc. Local clusters are
associated to global clusters {l1, · · · , lk, · · · lK}. The global cluster mean is μk .
Similar with Eq.(10), we derive the following optimization problem for hierar-
chical models with constraints,
argmin
K,z,µ
K∑
k=1
∑
Xyj∈lk
( ∑
xyi∈Xyj
Dφ(xyi,μk)
)
+ λbottomt + λtopK
s.t. δzyj ,zyj′ = 0, for ∀(Xyj ,Xyj′) ∈ C (11)
where λtop is the penalty of creating a new global cluster. t and K are the
number of local clusters and global clusters respectively. δzyj ,zyj′ = 1 if and only
if zyj = zyj′ and (Xyj ,Xyj′) ∈ C. λbottom is the penalty of creating a new local
cluster. λtop is the penalty of creating a new global cluster. Our algorithm is
the generalization of unconstrained hard HDP [12]. The main diﬀerence is that
our algorithm assigns linked words in the bottom level while the unconstrained
approach assigns individual words. We present the applications of our algorithms
to interactive hierarchical modeling.
6 Experiments
6.1 DP-means with Constraints
We compare our algorithm with Gibbs sampling algorithm of C-DPM and COP-
Kmeans [4]. We use NMI to measure the performance of algorithms.
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Fig. 1. From left to right, (a) The synthetic data of 3 Gaussians; (b) The NMI over the
number of ML constraints; (c) The convergence comparison of two algorithms when 50
ML constraints are given; (d) The NMI over the number of mixed constraints;
Clustering Synthetic Data. We construct a data set with 300 samples
from 3 Gaussians (See Fig.1(a)). For C-DPM, we sample the hyperparameter α
from a Gamma prior Γ (1, 1). We average NMI over the ﬁnal 100 iterations of
the 1000 total iterations. Constraint sets are generated randomly for 100 times.
We report the average NMI.
Must-Links (ML): C-DP-means (Alg. (1)) can accurately return 3 clusters,
whereas C-DPM produces more than 3 clusters. In Fig. 1 (b), we can see that
C-DP-means performs better than C-DPM in NMI score. COP-Kmeans just
improves a little. We also show the decrease of the objective for C-DP-means
and the loglikehood of C-DPM in Fig.1(c). Evidently, C-DP-means converges
faster than C-DPM.
Cannot-Links (CL): We randomly select 100 sets of 20 constraints. We ﬁnd
that for 25% constraint sets C-DP-means performs better than the case with no
constraint. The best NMI is 0.8924, signiﬁcantly better than 0.8283 of the case
with no constraint. However, most of constraint sets have no improvement for
the C-DP-means and some even make the performance lower. The similar trend
also is found in C-DPM. A possible reason is that instance-level CL constraints
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have large eﬀect on clustering [19] and we need to be extra careful in choosing
CL constraints. However, if the CL constraints are chosen wisely, they can really
improve the performance [20].
Mixed Constraints: The results in Fig.1(d) show that our algorithm is
eﬀective and performs better than the baselines.
Clustering UCI datasets. We use six UCI datasets: Iris(150/4/3), Wine
(178/13/3), Glass(214/9/6), Vehicle(846/18/4), Balance scale (625/4/3), Seg-
mentation(2310/19/7). We assume that all data sets are generated from a mix-
ture of Gaussians. For a ﬁx number of constraints, we generate 50 constraint
sets and average the results. The same constraint sets are used for diﬀerent
algorithms. Table 1 shows the clustering results and running time of diﬀerent
algorithms when ML constraints are given. C-DP-means achieves higher NMI
on 5 out of 6 data sets in comparison to C-DPM, 6 out of 6 in comparison to
COP-Kmeans, while it requires much less running time than the Gibbs sampling
based C-DPM. We observe the similar result when mixed constrains are used
(Table 2). The running time with mixed constraints are not very diﬀerent with
that using only ML constraints.
Table 1. The average NMI score (%) and running time (s) for six UCI data sets using
ML constraints
DATASETS No.of ML DP-means C-DP-Means C-DPM COP-Kmeans
Iris 50
NMI 75.82 83.22±3.90 90.31±6.91 74.71±3.86
time 0.03 0.05 1300 0.08
Wine 50
NMI 39.76 48.11±2.97 43.25±5.23 43.05±3.90
time 0.05 0.08 1500 0.19
Glass 100
NMI 46.36 51.18±2.74 42.81±2.91 41.82±4.48
time 0.06 0.13 520 1.70
Vehicle 200
NMI 18.50 21.12±1.96 19.45±2.34 13.51±1.06
time 1.90 3.51 1700 4.37
Balance scale 200
NMI 27.05 42.86±6.30 29.78±1.80 29.11±6.71
time 1.56 2.28 2000 2.50
Segmentation 400
NMI 20.25 23.44±1.84 20.98±1.32 20.18±1.12
time 6.21 7.50 5200 23.91
Table 2. The average NMI score (%) for six UCI data sets using mixed constraints
DATASETS No.of Mixed ConstraintsDP-meansC-DP-Means C-DPM COP-Kmeans
Iris 50 75.8 80.1±3.3 87.8±5.2 76.8±3.0
Wine 50 39.7 45.1±2.6 40.4±5.2 40.5±2.7
Glass 100 46.3 49.1±1.8 38.7±3.1 37.8±1.9
Vehicle 200 18.5 20.5±2.3 19.0±1.1 15.42±2.2
Balance scale 200 17.0 36.8±7.0 29.2±2.6 28.3±4.5
Segmentation 400 20.2 22.4±2.8 19.6±0.9 19.1±2.1
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Table 3. Topic changes using interactive hard HDP
Topics Top Terms
food stock, water, hour, meat, egg, bird, part, chinese, cream, sauce,
skin, french, found, protein, light
company company, zzz george bush, zzz enron, companies, million, ﬁrm,
business, billion, deal, executives, executive, chief, ﬁnancial, board,
analyst
Merge (“company”, “million”, “stock”)
food water, hour, meat, chinese, bird, egg, cream, sauce, french, skin,
protein, seed, zzz roasted chicken, light, product
company company, stock, zzz george bush, million, companies, zzz enron,
tax, billion, ﬁrm, business, deal, analyst, president, cut, chief
Split (“company”, “zzz george bush”),
(“company”,“president”)
food water, hour, meat, chinese, bird, egg, cream, sauce, french, skin,
protein, seed, zzz roasted chicken, light, product
company company, stock, million, companies, zzz enron, tax, billion, business,
ﬁrm, deal, analyst, executives, chief, cut, executive
6.2 Hard HDP with Constraints
We now consider interactive hard HDP. We guide our topic modeling by pro-
viding must-links and cannot-links among a small set of words. We randomly
sample 5611 documents from NYTimes [21] data set. We also eliminate the low-
frequency words with less than 10 occurrences, which ﬁnally produce 17,937
words in vocabulary, 1,728,956 words in total. We ﬁrst run hard HDP with no
constraint between words. We obtain 8 topics, containing topics “food”, “com-
pany”, “sports”, “count-terrorist” etc.. We ﬁnd that the word “stock” is assigned
to food topic and “zzz george bush” is assigned to company topic. We apply
Merge (“company”, “million”, “stock”) (“company” and “million” are the two
key words for the company topic), which is compiled into must-links between
these words. After running interactive hard HDP, the number of topics remains
same. “stock” appears in company topic and food topic becomes pure. Other top-
ics have minor changes. We further use split (“company”, “zzz george bush”) and
(“company”,“president”), which are compiled into cannot-links between these
words. Food and company topics both become more consistent than before.
Table 3 shows the topics change within our merge and split steps. Other topics
hardly change and have not been listed. Hard-HDP with constraints converges
within 12 iterations with each iterations costing only 30 sec, making it highly
scalable for large data. In comparison, it takes almost 2000 Gibbs samples to
estimate HDP model, each costing 200 seconds.
7 Conclusion
In this paper, we present a small-variance analysis for Bayesian nonparametric
models with constraints.To handle non-exchangeability arising from the intro-
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duction of constraints, we introduce chunklets for must-link constraints. We
derive an objective function of Dirichlet process mixture model with must-links
from MAP directly. One deterministic K-means type algorithm is derived. We
also provide an appropriate heuristic for DPM with cannot-links. We further
extend the derivation to hierarchical models with constraints. The experiments
of synthetic data and real datasets show the eﬀectiveness and scalability of our
proposed algorithms.
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Abstract. Spectral clustering has exhibited a superior performance in analyzing 
the cluster structure of network. However, the exponentially computational 
complexity limits its application in analyzing large-scale social networks. To 
tackle this problem, many low-rank matrix approximating algorithms are pro-
posed, of which the NystrÖm method is an approach with proved lower approx-
imate errors. Currently, most existing sampling techniques for NystrÖm method 
are designed on affinity matrices, which are time-consuming to compute by 
some similarity metrics. Moreover, the social networks are often built on link 
relations, in which there is no information to construct an affinity matrix for the 
approximate computing of NystrÖm method for spectral clustering except for 
the degrees of nodes. This paper proposes a spectral clustering algorithm for 
large-scale social networks via a pre-coarsening sampling based NystrÖm me-
thod. By virtue of a novel triangle-based coarsening policy, the proposed algo-
rithm first shrinks the social network into a smaller weighted network, and then 
does an efficient sampling for NystrÖm method to approximate the eigen-
decomposition of matrix of spectral clustering. Experimental results on real 
large-scale social networks demonstrate that the proposed algorithm outper-
forms the state-of-the-art spectral clustering algorithms, which are realized by 
the existing sampling techniques based NystrÖm methods.   
Keywords: Spectral clustering · NystrÖm method · Pre-coarsening sampling 
1 Introduction 
Spectral clustering is one of the most popular methods for analyzing the cluster struc-
ture of networks. In comparison with other classical clustering algorithms such as k-
means or linkage algorithm, spectral clustering often yields superior performances. 
However, spectral clustering is unable to extend its application in large-scale net-
works [1]. The key reason is that, the exponential increment of time consumption and 
space occupation restricts the scalability of spectral clustering, especially facing up to 
the daily exploding social networks. To break the limitation, a number of low-rank 
matrix approximating algorithms for spectral clustering have been proposed. 
The NystrÖm method is a widely used and efficient low-rank matrix approximat-
ing technique to speed up spectral clustering, which is able to reduce the computing 
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and memory burdens enormously [2]. Lots of sampling techniques such as uniform  
sampling [3], weighted sampling [4], random walking sampling [5], k-means sam-
pling [6] etc. have been designed to lower the error of approximation for spectral 
clustering as much as possible. In common, these techniques select the interpolation 
points for NystrÖm method with some probabilities, which are computed in view of 
the degrees of nodes or the weights of edges. Generally, the weights come from the 
similarity between pairwise nodes in the networks, and the similarity computation by 
a metric is time-consuming. Even though based on node degrees, there is no valuable 
information for the judicious selection of columns and rows for a low-rank approx-
imate matrix. In addition, the social networks are often built on the link structure 
simply, as well lack of enough useful information for the construction of affinity ma-
trix (or similarity matrix). Hence, there are many obstacles for the NystrÖm method 
to generate a low-rank matrix, which is used for the approximation of spectral cluster-
ing efficiently to mine the cluster property of social networks with large scale nodes. 
Apart from link relations, if there is no other resource such as the attribute or fea-
ture of nodes in the social networks to construct an affinity matrix, can we extract 
available information to motivate the approximate computing of NystrÖm method for 
spectral clustering? As is known to us, the triangle has a strong cluster property due to 
its any two vertices’ connection [7]. If we traverse the triangles in social networks and 
shrink the encountered triangle into a single node (multi-node), the accumulated edge 
weights appear, which reflect the local aggregating property and can be extracted to 
cut down the blindness of further study; moreover, along with the networks become 
smaller and smaller, the basic cluster structure of original networks has still been kept 
up. Therefore, In light of what is discussed, we propose a spectral clustering algo-
rithm for large-scale social networks via a pre-coarsening sampling based NystrÖm 
method, which embeds a new triangle-based coarsening process to make the low-rank 
matrix approximation of spectral clustering much more efficient and targeted. 
2 Related Work 
Due to the outstanding capability of identifying the objective clusters in the sampling 
space with arbitrary shape efficiently and the convergence to the global optimal re-
sults [8], spectral clustering has been widely applied to many research fields such as 
machine learning, computer vision, and bioinformatics etc. In general, spectral clus-
tering makes use of the eigenvectors of an affinity matrix which is derived from the 
data points, to analyze the aggregating characteristic of the original data implicitly 
and group the similar points into one cluster [9]. Both the procedures of the construc-
tion of affinity matrix and the eigen-decomposition of matrix to obtain eigenvectors 
are complex, which induces spectral clustering unsuitable for the problems with large 
data sets. Thus, a number of heuristic methods and approximation algorithms are 
designed to alleviate the computational burdens of spectral clustering.  
Yan et al. [10] utilized a distortion-minimizing local transformation of data to 
speed up the approximating process of spectral clustering. However, the clustering 
results are prone to the local optimum and sensitive to the original selection because 
of k-means, or not steady because of RP tree. Mall et al. [11] employed a primal-dual 
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framework to infer the cluster affiliation for out-of-sample extensions, accelerating 
spectral clustering in the process of searching for eigenspace. Even if the similarity 
metric is simplified to the angular cosine between pairwise data points, too much time 
is cost to compute the affinity matrix.  
Inspired by the original application in numerical approximate solution of integral 
equations [12], the NystrÖm method is introduced to generate a low-rank matrix ap-
proximation for the eigen-decomposition of spectral clustering, making spectral clus-
tering capable of studying large-scale networks. Fowlkes et al. [13] simplified the 
spectral clustering problem by a small random sampling subset of data and then ex-
tend the computing results to the whole data set. However, the adopted sampling 
technique has not improved the computational accuracy. Zhang et al. [6] employed a 
k-means based sampling scheme to reduce the approximation error of NystrÖm me-
thod, but the constraint conditions that the kernel functions comply to make this 
scheme time-consuming. Belabbas et al. [14] proposed that the probability of choos-
ing interpolation points for NystrÖm method was in proportion to the determinant of 
similarity matrix, and the Schur complement was used to analyze the NystrÖm recon-
struction error. While the bigger the determinant is, the smaller the error is.  
Unfortunately, the existing spectral clustering algorithms based on the NystrÖm 
method cannot be applied to large-scale social networks for the following two main 
reasons. Firstly, no matter what sampling scheme is adopted for the NystrÖm method, 
most low-rank matrix approximation algorithms for spectral clustering are based on 
an affinity matrix, which is too time-consuming to construct due to the high com-
plexity of similarity computing. Secondly, the social networks are often built on link 
relations, while the node similarity information is insufficient and difficult to obtain. 
In order to solve the above problems, this paper proposes a spectral clustering algo-
rithm for large-scale social networks via a pre-coarsening sampling based NystrÖm 
method, which avoids the time-consuming pairwise similarity computation and im-
proves the performance of spectral clustering. 
3 Our Approach 
3.1 Background 
The NystrÖm method is originally used to find the numerical approximations to ei-
genfunction problems, which are expressed by integral equations of the form [15] as:  
න ܭሺݔ, ݕሻ߶ሺݕሻ݌ሺݕሻ݀ݕ ൌ ߣ߶ሺݔሻ                                            ሺ1ሻ 
where ݌ሺכሻ denotes the probability density function, ܭሺכ,כሻ denotes a kernel func-
tion, ߣ and ߶ሺכሻ denote the eigenvalue and eigenvector of the kernel ܭ based on 
the integral equation respectively. To approximate the integral on the left of Equation  
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(1), sample ݍ  interpolation points ሼݔଵ, ݔଶ, … , ݔ௤ሽ drawn from ݌ሺכሻ, the approx-
imate result by the empirical average is as follows: 
1
ݍ ෍ ܭ൫ݔ, ݔ௝൯߶෨൫ݔ௝൯ ؄ ߣ
௤
௝ୀଵ
߶෨ሺݔሻ                                          ሺ2ሻ 
where ߶෨ሺݔሻ approximates ߶ሺݔሻ in Equation (1). In addition, choose ݔ in Equation (2) 
from ሼݔଵ, ݔଶ, … , ݔ௤ሽ as well to generate an eigen-decomposition ܭഥ ഥܷ ൌ ݍΛഥ ഥܷ, ܭഥ de-
notes the positive semi-definite matrix with elements ሼܭ൫ݔ௜, ݔ௝൯|݅, ݆ ൌ 1,2, … , ݍሽ, ഥܷ 
denotes the eigenvector matrix of ܭഥ  and ഥܷ א ܴ௤ൈ௤  has orthonormal columns, 
Λഥ א ܴ௤ൈ௤ is a diagonal matrix whose non-zero elements are the eigenvalue of ܭഥ. Any 
eigenvector ߶௜ሺݔሻ and eigenvalue ߣ௜ in Equation (1) can be estimated by ഥܷ and  Λഥ.  
߶௜ሺݔሻ ؄ ඥݍ ഥܷ௜௝, ߣ௜ ؄ ߣҧ௜௜/ݍ                                      ሺ3ሻ 
The eigenvector of any point ݔ can be approximated by the eigenvectors of inter-
polation points in ሼݔଵ, ݔଶ, … , ݔ௤ሽ, because the k-th eigenvector at an unsampled point 
ݔ can be computed by: 
߶෨௞ሺݔሻ ؄
1
ݍߣపഥ
෍ ܭ൫ݔ, ݔ௝൯߶෨௞൫ݔ௝൯                                    ሺ4ሻ
௤
௝ୀଵ
 
As is shown above, different interpolation points to be selected will lead to differ-
ent approximating results.  
How to extend the NystrÖm method to spectral clustering? Consider a ݉ ൈ ݊ ma-
trix ܣ, which is partitioned as follows:  
ܣ ൌ ሾܣଵଵ ܣଵଶܣଶଵ ܣଶଶሿ                                                      ሺ5ሻ 
without loss of generality, let ܣଵଵ א ܴ௣ൈ௤ denotes the submatrix which is generated 
by the intersection of ݍ columns and ݌ rows sampled in some manner, ܣଵଶ and 
ܣଶଵ denotes the submatrix consisting of elements with a sampled column label (ex-
clusive) or sampled row label, respectively, and ܣଶଶ א ܴሺ௠ି௣ሻൈሺ௡ି௤ሻ denotes the 
submatrix consisting of the remaining elements of ܣ.  
Suppose the eigen-decomposition of ܣଵଵ is  ܣଵଵ ൌ ෩ܷΛ෩ ෩ܷ஋, the eigenvector matrix 
of ܣଶଵ can be approximated by ܣଶଵ ෩ܷΛ෩ିଵ, thus the spectral analysis on the submatrix 
can be extended to the original matrix ܣ, and the estimation of ܣ is as follows: 
ܣҧ ൌ ൣ ෩ܷ; ܣଶଵ ෩ܷΛ෩ିଵ൧Λ෩ൣ ෩ܷ; ܣଶଵ ෩ܷΛ෩ିଵ൧்                                     
ൌ ൤ܣଵଵ ܣଵଶܣଶଵ ܣଶଵܣଵଵିଵܣଵଶ൨                                                ሺ6ሻ 
the corresponding approximate eigenvectors are ഥܷ ൌ ൣ ෩ܷ; ܣଶଵ ෩ܷΛ෩ିଵ൧.  
In addition, some details on the normalization of eigenvectors, the transformation 
of matrix based on whether positive semi-definite or not etc. are not discussed here, 
which can be referred to [16] for further studies. 
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3.2 A Pre-Coarsening Sampling Based NystrÖm Method 
From the viewpoint of topology, the social networks are built on link relations ubi-
quitously, which is the most direct resource for studying social networks. Without any 
help of other information like attribute or feature of nodes to serve for similarity com-
puting in social networks, is it possible that the task of low-rank matrix approximation 
based on the NystrÖm method for spectral clustering can proceed? At least impossible 
for weighted sampling, random walking sampling or k-means sampling based 
NystrÖm methods, because there is no appropriate affinity matrix to match with them. 
Even though an endeavor is made to search for such a matrix, it is time-consuming to 
compute the matrix by some similarity metrics like Cosine [17]. 
How to mine some available information from the link structure of social networks 
for the approximate computing of NystrÖm method for spectral clustering is a chal-
lenge to our work. Let’s start from an example in Figure 1. Figure 1(a) shows a link 
relation based network which contains many triangles. If we execute operations as 
follows: traverse the triangles in the network, and when encountering a triangle as 
labeled by one circle in Figure 1(a), shrink it into one single node (multi-node), the 
network will be transformed into a smaller weighted network gradually as is shown in 
Figure 1(b). During the transforming process, the edges adjacent to the shrunk vertic-
es in a triangle are accumulated, thus the unit edge-weight values of original network 
become numerical values after transformation, which can be utilized as the foundation 
of further sampling of NystrÖm method. In addition, it is obvious that the generated 
network keeps the basic cluster topology structure of the original network.  
  
(a) Before coarsening                    (b) After coarsening 
Fig. 1. The transforming process of the link relation based network by shrinking triangles 
As is familiar to us, the three vertices of a triangle are bound to belong to the same 
cluster, owing to the strong connection between any two of its inner vertices. There-
fore, in virtue of the strong cluster property of triangles, the generated smaller 
weighted network by shrinking the traversed triangles into multi-nodes will not break 
down the original cluster structure. On the contrary, the weights of edges in the net-
work appear after transformation, which reflect the joint strength of any two nodes. In 
addition, some connections between nodes in the transformed network are the indirect 
relations constructed over the shrunk vertices, which is beneficial for mining deeper 
associations and is an advantage that other methods lack of. So in summary, lots of 
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information about edge weight, cluster and connection etc. has been mined from the 
transformation of link relation based network, which is able to be utilized for the fur-
ther sampling of NystrÖm method explicitly.  
Extending the principle to the social networks, where triangles are the basic struc-
tural elements, we propose a pre-coarsening sampling based NystrÖm method. We 
first give the formulized definition of the novel triangle-based coarsening problem: 
Definition 1. (Triangle-based Coarsening Problem) 
Input: undirected, link relation based social network ܰ ൌ ሺܸ, ܧ, ܹሻ, ݒ א ܸ denote 
nodes of ܰ, ݁ א ܧ denote edges, ߂ denote triangles, edge weight ߱ א ܹ are unit. 
Output: undirected, coarsened weighted network ܰᇱ ൌ ሺܸᇱ, ܧᇱ, ܹᇱሻ, what ݒᇱ א ܸᇱand 
݁ᇱ א ܧᇱof ܰᇱdenote is similar to ܰ, ߱ᇱ א ܹᇱ are numerical. 
Process: traverse ߂ of ܰ in an order (ascending or descending) of node degrees, {ݒ 
has not been shrunk or to be a multi-node just only one time}; when encounter a ߂, 
shrink it into a single multi-node ݒ௠௨௟௧௜ି௡௢ௗ௘ᇱ ; accumulate the edges adjacent to shrunk 
nodes ݒ௦௛௥௨௡௞ and reweight the corresponding remained edges ߱௘ି௥௘௠௔௜௡௜௡௚ᇱ .  
The certain order of node degrees in Definition 1 is a necessary condition, which is 
used to avoid the indeterminacy of generated network by coarsening the random tra-
versed triangles. And if traversing and shrinking triangles in the network without any 
constraint, the coarsening will make the original cluster structure disappear some-
times, thus to prevent this phenomenon from happening, another condition as ‘to be a 
multi-node just only one time’ must be added. Figure 2 shows an example of the gen-
eration of a smaller weighted network by triangle-based coarsening.  
 
(a) A network of word association [18]       (b) Generated weighted network by coarsening 
Fig. 2. The generation of a smaller weighted network 
We put the triangle-based coarsening as the preprocessing for sampling of NystrÖm 
Method, so the proposed pre-coarsening sampling based NystrÖm method is: 
Definition 2. (Pre-Coarsening Sampling based NystrÖm Method) 
Input:  weight matrix ܣሚ constructed on the weighted network which is generated by 
the triangle-based coarsening. 
Output:  low-rank approximating matrix ܣҧ. 
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Process: in view of ܣሚ and the probability distribution ݌௜ ൌ หܣሺ௜ሻหଶ/ԡܣԡிଶ , we sample 
݌ rows and ݍ columns to generate a low-rank approximating matrix ܣҧ א ܴ௣ൈ௤. 
3.3 Spectral Clustering for Large-Scale Social Networks 
Subsequently, the key problem is how to estimate the cluster affiliation of out-of-
sample nodes. Depending on the obtained low-rank approximating matrix ܣҧ, the 
eigen-decomposition of ܣҧ is able to extended to the out-of-samples in ܣሚ, making the 
approximation of spectral clustering more efficient for large-scale social networks 
built on link relations. We define the out-of-sample extension problem as follows: 
Definition 3. (Out-of-Sample Extension Problem) 
Input: low-rank approximating matrix ܣҧ. 
Output: approximate eigenvector matrix ෩ܷ. 
Process: compute the eigenvector matrix ഥܷ by ܣҧ ൌ ഥܷ߉ҧ ഥܷఁ, and according to Eq.(4), 
approximate ෩ܷ by ෩ܷ ൌ ൣ ഥܷ; ܣ௢௨௧ି௢௙ି௦௔௠௣௟௘ ഥܷ߉ҧି ଵ൧. 
In contrast to the process of pre-coarsening sampling of NystrÖm method, except 
for the extension of eigenvectors in ഥܷ, it is necessary to use k-means to group all of 
the approximate eigenvectors in ෩ܷ into k clusters, and then unfold the multi-nodes 
and classify the unfolded nodes into the cluster which the corresponding multi-node 
belongs to. By now, we have obtained the ultimate spectral clustering results from 
large-scale social networks. The implementation of integral process of coarsening, 
sampling and clustering of our spectral clustering is depicted in Algorithm 1. 
Algorithm 1. Spectral clustering 
Input: Adjacency matrix of social network ܣ א ܴ௡ൈ௡, n is the number of nodes, m is 
the number of sampled columns, r-rank approximation, m and r<<n. 
Output: k clusters of ܣ. 
1 Begin 
2   ܣሚ= weight matrix generated from ܣ by the triangle-based coarsening; 
3   S =indices of m columns sampled by probability ݌௜ ൌ หܣሺ௜ሻหଶ/ԡܣԡிଶ ;                
4   ܣഥ ൌ ܣ෩ሺ: ܵሻ;      
5   ܣഥ ൌ ഥܷΛഥ ഥܷΤ;  
6    ௥ܷ ൌ ݈݈ܵ݉ܽ݁ݏݐܧܸ݅݃݁݊݁ܿݐ݋ݎݏሺ ഥܷ, ݎሻ;   
7   ܷ݋ݏ ൌ ඥ݉/݊ܥܷݎΣݎെ1; // ௢ܷ௦ is the approximating eigenvectors of out-of-sample  
nodes, ߑ௥ is the diagonal eigenvalue matrix 
8   ܻ ൌ ܰ݋ݎ݈݉ܽ݅ݖܴ݁݋ݓݏሾ ௥ܷ , ௢ܷ௦ሿ; 
9   ܭഥ ൌ ܥ݈ݑݏݐ݁ݎܴ݋ݓݏሺܻሻ;    // group the approximate eigenvector matrix into k 
clusters by k-means  
10 ܭ ൌ ܥ݈ܽݏݏ݂݅ݕ ቀܷ݂݊݋݈݀൫ܣሚ൯ቁ by reference to  ܭഥ; 
11 End 
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3.4 Performance Analysis 
By virtue of the triangle-based coarsening, valuable prior information about cluster is 
extracted from the link structure of social networks, which is useful for the further 
sampling of NystrÖm method. What’s more, due to the intrinsic strong cluster proper-
ty of triangle, the basic cluster structure of original network is maintained after coar-
sening preprocessing. Therefore, via the pre-coarsening sampling based NystrÖm 
method, not only the complexity of spectral clustering can be reduced, but also the 
computational accuracy of the low-rank matrix approximation of spectral clustering 
can be promoted greatly. 
Lemma 1 (Running Time). The worst case time complexity of our algorithm is less 
than ߆൫݁ଷ ଶ⁄ ൯ ൅  ߆ሺ݉ଷሻ ൅ ߆ሺ݊݉ଶሻ ൅  ߆ሺ݊݇ݐሻ, and the worst case space complexity 
is ߆ሺ݉݊ሻ, where e denotes the number of edges in network ܣ, n denotes the number 
of columns in matrix ܣሚ, ݉ denotes the number of sampled columns from ܣሚ, ݇ 
denotes the number of clusters, ݐ denotes the iteration times of k-means. 
Proof. The process of traversing all of the triangles in the network takes ߆ሺ݁ଷ ଶ⁄ ሻ time 
(refer to compact-forward algorithm), but for the triangle-based coarsening it is unne-
cessary to do the traversing, because the triangles adjacent to the shrunk nodes become 
unavailable, so the time complexity of generating matrix ܣሚ is much less than ߆ሺ݁ଷ ଶ⁄ ሻ; 
from the eigen-decomposition of matrix ܣҧ to the extension to out-of-sample nodes in 
Algorithm 1, the consuming time is ߆ሺ݉ଷሻ ൅ ߆ሺ݊݉ଶሻ; and the execution of k-means 
on ܻ only needs ߆ሺ݊݇ݐሻ operations (neglect the time of normalizing ܻ). Therefore, 
the time complexity of our algorithm is less than ߆൫݁ଷ ଶ⁄ ൯ ൅  ߆ሺ݉ଷሻ ൅ ߆ሺ݊݉ଶሻ ൅
 ߆ሺ݊݇ݐሻ in the worst case. In the process of approximate computing of spectral cluster-
ing based on NystrÖm method, the maximum scale of the matrices which need to be 
stored is ݉ ൈ ݊, so the memory usage of our algorithm is ߆ሺ݉݊ሻ in the worst case. 
4 Experiments 
4.1 Dataset and Experiment Setup 
Our experiments are designed on the dataset of large-scale social networks which are 
collected from Stanford University’s SNAP networks [19]. The details of each social 
network are listed in Table 1. Our spectral clustering algorithm for large-scale social 
networks is realized by a pre-coarsening sampling based NystrÖm method. To test 
our algorithm’s performance, we compare the pre-coarsening sampling with uniform 
sampling [20], weighted sampling [21], k-means sampling [6] and incremental  
sampling [22]. Our pre-coarsening sampling can proceed explicitly based on the link 
relations of social networks, but the weighted sampling, k-means sampling and  
incremental sampling need to search for some available information by other  
approaches to compute the similarity matrices firstly. Therefore, we design two sub-
experiments for different testing tasks. One is to use all the sampling techniques to 
analyze the social networks explicitly, while the other is to add the similarity matrix 
computations for the latter three sampling techniques.   
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Table 1. Large-scale social networks 
Dataset No. of nodes No. of edges No. of clusters No. of triangles 
Youtube 1,134,890 2,987,624 8,385 3,056,386 
Orkut 3,072,441 117,185,08 6,288,363 627,584,181 
LiveJournal 3,997,962 34,681,189 287,512 177,820,130 
Twitter 12,309,718 91,765,139 355,179 519,402,625 
Friendster 65,608,366 1,806,067,135 957,154 4,173,724,142 
 
All social networks in Table 1 contain ground-truth clusters, so we can utilize the 
normalized mutual information (NMI) [23] to evaluate the clustering performance of 
different clustering algorithms, which are based on different sampling techniques of 
NystrÖm methods. In general, the larger NMI is, the better the clustering results are.  
We perform all the experiments on a Linux machine with 4Core 2.6GHz CPU and 
8G main memory. The implementations of all algorithms are in Java. Moreover, we 
repeat to run each algorithm 30 times to obtain an average result of NMI, making the 
analytical results more accurate. 
4.2 Experimental Results and Analysis 
The spectral clustering results corresponding to different social networks are dis-
played in Figure 3, along with the running time of different algorithms in Figure 4.  
From Figure 3(a) we can observe that, our spectral clustering algorithm outper-
forms other algorithms in analyzing the social networks, in which there is no useful 
information except for the link structure. Meanwhile, the algorithm adopting a uni-
form sampling technique has done a little better job than the algorithms which are 
based on the weighted sampling, k-means sampling, and incremental sampling.  
 
  
 
(1) Youtube                            (1) Youtube 
Fig. 3. The comparison of computing accuracy on social networks 
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(2) Orkut                                (2) Orkut 
  
(3) LiveJournal                       (3) LiveJournal 
  
(4) Twitter                               (4) Twitter 
  
(5) Friendster                           (5) Friendster 
  (a) Without any similarity matrix       (b) Add similarity matrix for US, KS and CS 
Fig. 3. (continued) 
116 Y. Kang et al. 
By contrast, we analyze the clustering results in Figure 3(b). There is no doubt that 
the accuracy of clustering results of our algorithm is superior to the others. And with 
the help of similarity matrix, the performances of the algorithms which are based on 
the weighted sampling, k-means sampling, and incremental sampling excel the ones 
of the uniform sampling based algorithm. Besides, when the sampling probabilities of 
different columns of matrix are identical, the temporarily adopted uniform random 
sampling among these columns will degrade the performance of our algorithm, so 
some exceptions appear in LiveJournal, Twitter and Friendster of Figure 3(b).  
 
  
(a) Youtube                            (b) Orkut 
  
(c) LiveJournal                          (d) Twitter 
 
(e) Friendster 
Fig. 4. The comparison of running time on social networks 
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Subsequently, let us compare the running time between different algorithms (note 
that we just do comparison in the case of adding similarity matrices). It is obvious that 
in Figure 4, the algorithm based on the k-means sampling technique spends much more 
time to tackle the clustering problems of large-scale social networks. The key reason 
consists in the inherent iterative computing complexity of k-means as an unsupervised 
method. Because of the relative easier sampling technique, the time consuming of the 
other algorithms is so small to be neglected in contrast to the k-means sampling based 
algorithm. As is shown in Figure 4, although our algorithm experiences a coarsening 
preprocessing before sampling, the running time of our algorithm is less than other 
algorithms except for the uniform sampling based algorithm. This is because that much 
more time needs to be cost to compute the similarity matrix for the algorithms which 
are based on the weighted sampling and incremental sampling.  
5 Conclusion 
This paper proposes a spectral clustering algorithm for large-scale social networks via 
a pre-coarsening sampling based NystrÖm method. By virtue of a new triangle-based 
coarsening policy, this algorithm first extracts a smaller weighted network from the 
link relation based social network, which reveals some useful prior information about 
cluster, and then executes an efficient sampling for the NystrÖm method to generate a 
low-rank matrix approximation for the eigen-decomposition of spectral clustering. 
Due to the cluster property of triangle, the process of coarsening maintains the origi-
nal cluster topology structure. Moreover, the pre-coarsening sampling based NystrÖm 
method makes spectral clustering capable to analyze the social networks explicitly 
without any other available information except for link relations, promoting the com-
puting accuracy of spectral clustering. Experimental results on real social networks 
demonstrate that our algorithm outperforms the state-of-the-art spectral clustering 
algorithms, which are based on other sampling techniques for the NystrÖm method. 
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Abstract. The clustering of unbounded data-streams is a difficult problem since 
the observed instances cannot be stored for future clustering decisions. Moreo-
ver, the probability distribution of streams tends to change over time, making it 
challenging to differentiate between a concept-drift and an anomaly. Although 
many excellent data-stream clustering algorithms have been proposed in the 
past, they are not suitable for capturing the temporal contexts of an entity.  
In this paper, we propose pcStream; a novel data-stream clustering algorithm 
for dynamically detecting and managing sequential temporal contexts. pcStream 
takes into account the properties of sensor-fused data-streams in order to accu-
rately infer the present concept, and dynamically detect new contexts as they 
occur. Moreover, the algorithm is capable of detecting point anomalies and can 
operate with high velocity data-streams. Lastly, we show in our evaluation that 
pcStream outperforms state-of-the-art stream clustering algorithms in detecting 
real world contexts from sensor-fused datasets. We also show how pcStream 
can be used as an analysis tool for contextual sensor streams. 
Keywords: Stream clustering · Concept detection · Concept drift · Context-
awareness 
1 Introduction 
Context, in the scope of machine learning, can be described as any information that helps 
explain an entity’s behavior [9]. Context-awareness is the idea of constantly tracking an 
entity’s context over time for some application [18]. For example, an application of con-
text-awareness is the task of data-leakage prevention for smartphones. In this instance, 
the tracked context is the locomotion of the user (e.g. walking or running) and the beha-
vior of interest is the outgoing emails. By tracking the context, a machine learning algo-
rithm can infer that it is unlikely for an email to be sent while the user is running. 
Modern technology can generate vast amounts of sensor data continuously. Even a 
singular entity, such as a smartphone, can generate a potentially endless amount  
of data from its sensors. A sensor-stream can be viewed as a sequence of attribute 
vectors in geometric space [24]. From these sensor-streams it is possible to obtain a 
context-awareness of the entity [5, 20]. One method is to define an ontology, or a rule 
set, for each known context—as was done in [22]. However, defining contexts for a 
sensor-stream is impractical because the definition of contexts may change over time 
and previously unseen contexts may appear later on. For instance, the definition of a  
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The remainder of the paper is organized as follows: In Section 2, we review related 
work. In Section 3, the notations and problem definition are presented. In Section 4, 
the core pcStream algorithm and its components are presented. In Section 5, the 
pcStream algorithm is evaluated as an unsupervised context detection algorithm in 
comparison to state-of-the-art stream clustering algorithms, and in Section 6 we 
present our conclusion. 
2 Related Work 
As opposed to regular clustering algorithms, data-stream clustering algorithms must 
summarize the data seen in order to preserve memory. CluStream [1] accomplishes 
this by summarizing the observations into micro-clusters using a tuple of three com-
ponents (called CF) which describes the micro-cluster's centroid, radius and diameter, 
which can be updated incrementally. DenStream [8] is a density-based stream cluster-
ing algorithm. It uses the CF form to determine whether a group of micro-clusters are 
a legitimate cluster or a collection of outliers. D-Stream [10] also performs density-
based stream clustering, but across a grid.  
In contrast to the aforementioned algorithms, pcStream summarizes its clusters with 
the mean and principal components (vectors of highest variance) of the cluster's last ob-
servations (discussed in Section 4). Moreover, none of these algorithms consider the 
temporal relation between arriving points while making clustering decisions. This makes 
it difficult to discern between two overlapping concepts and a concept drift. Lastly, they 
do not cluster a stream as if it were an entity transitioning between concepts. Tracking the 
stream from this perspective assists in the detection of outliers and new contexts. 
In order to assign points to clusters, pcStream uses the Soft Independent Modelling 
by Class Analogy method (SIMCA) [27] to calculate similarity scores. SIMCA, popu-
lar in the domain of chemometrics, is a statistical method for the supervised classifi-
cation of instances. The classification is “soft” in that it offers fuzzy classifications. 
Concretely, new instances may be classified as members of one or more classes, or 
even an outlier, based on their Mahalanobis distance from each of the class's distribu-
tions. Only the subspace which describes most of the distribution's variance is re-
tained for this calculation. SIMCA performs well on classes which have distinctly 
different correlated distributions in multidimensional space [19]. 
As far as we know, SIMCA has not been used on unbounded streams, nor has it 
been used as an unsupervised clustering method. Moreover, we have not seen any 
work where SIMCA has been used to dynamically detect new classes (in our case 
contexts). Lastly, in contrast to SIMCA, we leave the statistical threshold open to help 
detect contexts of different categories (discussed later in Section 4). 
3 Notation and Problem Definition 
In this section we define the notation and basic concepts used in this paper. We also pro-
vide a formal problem definition. A full summary of this paper’s notations can be found 
in Table 1. 
Definition 1. Let a context space be defined as the geometrical space Թ௡, where ݊ is the 
number of attributes which define the stream. For instance, one dimension may be the ݕ-axis 
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readings of a smartphone's accelerometer, while another may be the beats per second (bps) 
of the smartphone's user. This definition is similar to Context Space Theory (CST), formally 
proposed in [21]. 
Definition 2. Let a stream ܵ be defined as an unbounded sequence of data objects having the 
form of points in Թ௡, and let ݔറ௜ ؠ ൣݔଵ,௜, ݔଶ,௜, … , ݔ௡,௜൧ be the ݅-th point in the sequence. ܵ can 
also be viewed as a matrix having ݊ columns and an unbounded number of rows, where row 
݅ represents the values sampled at time tick ݅. We use the notation ݐ to denote the current 
time tick and the notation ݔറ௧ to refer to the most recent point received from ܵ. Let ௔݂,ௌ be the 
arrival rate of the row vectors in ܵ measured in Hz.  
Definition 3. We define a high velocity stream as a stream which has an arrival rate that is 
faster than the stream clustering algorithm’s processing rate of new arrivals ( ௣݂). More for-
mally, when ௔݂,ௌ ൐ ௣݂  then ܵ is called a high velocity stream.  
Definition 4. Let ܿ be a context (i.e. concept) defined as a cluster of sequential points having 
a correlated distribution in Թ௡, in which ܵ exists within for at least ݐ௠௜௡ time ticks at a time. 
The distribution of ܿ is generally stationary, but may change gradually over time as it is sub-
jected to concept drift [11]. For instance, with the accelerometer data of a user’s smartphone, 
the context which captures the action of jumping may change as the user gets older or sicker. 
We use the notation ܿ௧ to refer to the current context of ܵ. 
Definition 5. We define a contextual stream to be a stream that captures the temporal con-
texts of a real-world entity. More formally, ܵ is a contextual stream if ܵ travels among a 
finite number of distinct contexts, staying at each for at least ݀ time ticks per visit. The prop-
erty of revisiting certain distributions is known as a reoccurring drift or reoccurring concepts 
[17, 28].  
Let ࡯ be the finite collection of known contexts in which ܵ has been found, such that 
ܿ௜ א ࡯ is the ݅-th discovered context. Let |࡯| denote the number of known contexts.  
It is important to note that ࡯ does not necessarily form a distinct partition of Թ௡. As men-
tioned earlier, contexts are fuzzy by nature and it is possible that two identical points ݔറ௔ and 
ݔറ௕ belong to two distinctly different contexts ܿ௜ and ௝ܿ.  
For the duration of this paper we will only consider contextual streams. 
Definition 6. We define a context category as all contexts from a contextual stream that have 
the same ݐ௠௜௡, rate of concept drift, and distinction between their distributions. 
Problem Definition. Given the contextual stream ܵ, a target context category and a limited 
memory space, dynamically detect the finite number of contexts exhibited by ܵ, determine 
the current context (ܿ௧) to some degree of certainty, and provide a fuzzy membership score 
for ݔറ௧ at any time.  
4 Principal Component Stream Clustering 
4.1 The Context Model 
Since we define contexts as correlated distributions in Թ௡, we model the contexts  
using principal component analysis (PCA) [16]. PCA captures the relationship of the 
correlation between the dimensions of a collection of observations stored in the ݉ ൈ ݊ 
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Matrix ܯ௜ acts as a windowed memory for ܿ௜ by discarding the ݉th oldest observa-
tion when a new one is added. Windowing over a stream is an implicit method for 
dealing with concept drift [3, 24]. 
4.2 Merging Models 
There are cases where the parameters of pcStream will create too many models for the 
memory space of the host system. Concretely, in the worst case scenario (݇௖೔ ൌ ݊) the 
maximum memory required for context model ܿ௜ is ߠሺ݊ଶሻ for matrix ܣ௜ and ߠሺ݉݊ሻ 
for matrix ܯ௜. In total, the memory space of pcStream would be ߠ൫|࡯|ሺ݊ଶ ൅ ݉݊ሻ൯.  
To enforce a memory limit, we propose that if a new context is discovered though the 
memory limit has been reached, then two models will be merged into one to make space 
for the new model. To select which models to merge, we will follow the method used in 
CluStream where the cluster with the oldest average timestamp (among its observations) 
is merged with its closest neighbor [1]. Let the merge operation be defined as 
 
݉݁ݎ݃݁൫ܿ௜, ௝ܿ൯ ൌ ܿ௟                                                  (2) 
 
where ܿ௟ is a context model generated from merging the models ܿ௜ and ௝ܿ. In essence, 
ܿ௟ is created by generating ܯ௟ from ܯ௜ and ܯ௝, and then calculating ߤ௟ and ܣ௟ from 
ܯ௟. Since we store the last ݉ observations of each model's history, (2) should take 
into account the temporal history of the observations.  
There are at least two ways of accomplishing this. One way is to evenly interleave the 
first ݉ observations of ܯ௜ and ܯ௝ into ܯ௟. This will ensure that at least half of each con-
text's information will be preserved. Another way is to merge the memories in order of 
timestamp. Doing so will place emphasis on retaining the most recent knowledge. The 
complexity of performing either method is ܱሺ݉ሻ. The selection of which method to use is 
dependent on the application of pcStream. For example, anomaly detection versus situa-
tional awareness. 
4.3 Similarity Scores 
When a new observation ݔറ௧ arrives, we must determine to what degree it belongs to 
each known context ܿ௜ א ࡯. As mentioned earlier, contexts are fuzzy in their member-
ship, and the point ݔറ௧ can belong to multiple contexts at once. Therefore, we must 
compute the similarity score of the point in question to each known context. 
We calculate the similarity score the same way the SIMCA method does. There-
fore the point’s statistical similarity to a distribution is calculated as the Mahalanobis 
distance using only the top ݇ PCs of that distribution. Equivocally, they produce this 
score by first zero-meaning the point to that distribution, then transforming it onto the 
distribution’s top ݇ PCs, and then by computing the resulting point’s magnitude [19]. 
More formally, the similarity of point ݔറ to the distribution of ܿ௜ is 
 
 ݀௖೔ሺݔറሻ ൌ ԡሺݔറ െ ߤ௜ሻܣ௜ԡ                                          (3) 
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Table 1. Summary of theory and algorithm notations 
Theory Notations Algorithm Notations 
Nota. Description Nota. Description 
݊ The number of attributes in the stream ݌റ௜, ߪ௜ The ݅-th principal component of collection ܺ and its corresponding variance 
Թ௡ Context Space: The geometric space in which the 
stream exists, defined by the number of sensors 
ܿ݋݊ݐ௑ሺ݌റ௜ሻ The percentage of total variance component ݌റ௜ describes in collection ܺ 
ܵ Stream: an ∞ ൈ ݊ matrix representing an un-
bounded sequence of row vectors 
ߩ The target percent of total variance to preserve from each distribution in ࡯ 
ݐ The row index to an arbitrary time tick in ܵ ݇௖೔  
The number of the fewest top principal compo-
nents of ܿ௜ needed to obtain at least ߩ of the 
variance in the distribution of ܿ௜ 
ݔറ௧ The samples receives by ܵ at time tick ݐ, represented as the ݐ-th row in ܴ: ൣݔଵ,௧, ݔଶ,௧, … , ݔ௡,௧൧ ݀௖೔ሺݔറሻ 
The distance in standard deviations from point ݔറ to 
the distribution of ܿ௜ measured using the top ݇ 
principal components of that distribution 
ݔറ௖ The current (last received) vector from ܵ ݉ Model Memory Parameter: the maximum number of observations a model ܿ௜ may store 
௔݂,ௌ 
The arrival rate of data objects to ܵ, measured in 
ܪݖ ܯ௜ 
Model Memory: a ݉ ൈ ݊ matrix of the last ݉ 
observations assigned to context ܿ௜ 
௣݂ 
The respective algorithm's processing rate, meas-
ured in ܪݖ ߤ௜ 
The Mean of a Context: the mean of the observa-
tions in ܯ௜ 
ܿ௜ 
Context: The ݅-th discovered context from ܵ. ܿ௜ is a 
correlated distribution in  
Թ௡ modeled as the tuple ܿ௜ ؠ ۃܯ௜, ߤ௜, ܣ௜ۄ 
ܣ௜ 
The Context Transformation Matrix: a ݊ ൈ ݇௖೔  
matrix which translates zero-meaned points to 
context ܿ௜ 's distribution by using the top ݇௖೔ st.d.-
normalized principal components of ܯ௜ 
࡯ The ordered collection of all known contexts (ܿ௜) 
exhibited by ܵ. The size of ࡯ is denoted as |࡯| ߮ 
The Sensitivity Threshold: the distance ݀௖೔ሺݔറ௧ሻ af-
ter which ݔറ௧ is not considered to be similar to ܿ௜ 
ݐ௠௜௡ 
The minimum context drift size: the number of time 
ticks ܵ must stay in a new data distribution (distinct 
from all those in ࡯) to be considered a new context 
ܦ Drift Buffer: a buffer with at most ݐ௠௜௡ consecu-
tive points that do not fit the contexts in ࡯ 
4.5 The Core pcStream Algorithm 
The basic approach of the core pcStream algorithm is to follow the stream's data distribu-
tion. Fuzzy membership scores are available anytime by calculating the statistical similari-
ties between a point and each known context. As long as the arriving points stay within a 
distribution of a known context, we assign them to that context. The moment the stream's 
distribution does not fit any known context, we define a new one. Each of the concepts has 
a window of memory to allow for concept drifts. Should the allocated memory space be 
filled, then one of two methods for merging context models is performed. Point anomalies 
are detected as short-term drifts away from all known contexts. Lastly, different context 
categories are to be detected by adjusting the algorithm's parameters accordingly. The 
parameters for pcStream are: the sensitivity threshold ߮, the context drift size ݐ௠௜௡, 
the model memory size m, and the percent of variance to retain in projections ߩ. The 
pseudo-code for pcStream can be found in Algorithm 1. 
On lines 1-3, pcStream is initialized by creating the initial collection ࡯ with context ܿଵ, 
and then by setting the current context (ܿ௧) accordingly. The function ݅݊݅ݐሺܵ, ݐ௠௜௡, ݉, ߩሻ 
runs the function ܥݎ݁ܽݐ݁ܯ݋݈݀݁ሺܺ, ݉, ߩሻ on the first ݐ௠௜௡ points of ܵ. The function 
ܥݎ݁ܽݐ݁ܯ݋݈݀݁ሺܺ, ݉, ߩሻ returns a new context model ܿ by using the collection of observa-
tions ܺ and target total variance retention percentage ߩ. Remember that the memory of a 
context model ܯ is a window (FIFO buffer) with a maximum length of ݉ (forgetting the 
oldest observations). Optionally, an initial set of models for ࡯ can be made from a set of 
observations pre-classified as known contexts of ܵ (e.g. a collection of points that capture 
 pcStream: A Stream Clustering Algorithm for Dynamically Detecting 127 
running and another that captures walking). From this point on, pcStream enters its running 
state (lines 4-5). 
On lines 4.1-4.3, point ݔറ௖ arrives and ݔറ௖ 's similarity score is calculated for all 
known contexts in ࡯. Stored in ݅ is the index to the model in ࡯ to whom ݔറ௖ is most 
similar. Reminder, the index of ࡯ is chronological by order of discovery. 
On line 4.4 we determine whether ݔറ௖ fits any of the contexts in ࡯. If it does, then 
we proceed to lines 4.4.1-4.4.3 where we update the model of best fit ሺܿ௜ሻ with in-
stance ݔറ௖, and update ܿ௧ accordingly. Since this breaks any consistent drift (between 
contexts) we empty the drift buffer ܦ into ܿ௜ as well (line 4.4.1). The function 
ܷ݌݀ܽݐ݁ܯ݋݈݀݁ሺܿ௜, ܺሻ  re-computes the tuple ܿ௜ from ࡯ after adding the observation(s) ܺ 
to the FIFO memory ܯ௜. 
If the check on line 4.4 indicates that ݔറ௧ does not any context in ࡯, then we add ݔറ௧ to 
the drift buffer ܦ, and subsequently check if ܦ is full. If ܦ has reached capacity (ݐ௠௜௡) 
then unseen context has been discovered. In which case, ܦ is then emptied and formed 
into a new context model (ܿ), which is added to ࡯ and set as ܿ௧. The function 
ܣ݀݀ܯ݋݈݀݁ሺܿ, ࡯ሻ adds ܿ to ࡯ as ܿ|࡯|ାଵ. If the additional model is too much for the memo-
ry space allocated to pcStream, then the function ݉݁ݎ݃݁൫ܿ௜, ௝ܿ൯ is used to free one space 
for ܿ (in ࡯) by merging the average oldest context model ܿ௜ with its nearest context 
model ௝ܿ. 
Online Algorithm 1: pcStream ሼܵሽ 
Input Parameters ሼ߮, ݐ௠௜௡, ݉, ߩሽ 
Anytime Outputs: ሼܿ௧, ݀࡯ሺݔറ௧ሻሽ 
1. ࡯ ՚ ݅݊݅ݐሺܵ, ݐ௠௜௡, ݉, ߩሻ 
2. ܿ௧ ՚ ܿଵ 
3. ܦ ՚ ׎ 
4. ݈݋݋݌ 
4.1. ݔറ௖ ՚ ݊݁ݔݐሺܵሻ 
4.2. ݏܿ݋ݎ݁ݏ ՚ ݀࡯ሺݔറ௖ሻ 
4.3. ݅ ՚ ܫ݊݀݁ݔܱ݂ܯ݅݊ሺݏܿ݋ݎ݁ݏሻ 
4.4. ݂݅ ݏܿ݋ݎ݁ݏሺ݅ሻ ൏ ߮ 
4.4.1.  ܷ݌݀ܽݐ݁ܯ݋݈݀݁൫ܿ௜, ܦݑ݉݌ሺܦሻ൯ 
4.4.2.  ܷ݌݀ܽݐ݁ܯ݋݈݀݁ሺܿ௜, ݔറ௖ሻ 
4.4.3.  ܿ௧ ՚ ܿ௜ 
4.5. ݈݁ݏ݁ 
4.5.1.  ܫ݊ݏ݁ݎݐሺݔറ௖, ܦሻ 
4.5.2.  ݂݅ ݈݁݊݃ݐ݄ሺܦሻ ൌൌ ݐ௠௜௡ 
4.5.2.1. ܿ ՚ ܥݎ݁ܽݐ݁ܯ݋݈݀݁ሺܦݑ݉݌ሺܦሻ, ݉, ߩሻ 
4.5.2.2. ܣ݀݀ܯ݋݈݀݁ሺܿ, ࡯ሻ 
4.5.2.3. ܿ௧ ՚ ܿ 
5. ݁݊݀ ݈݋݋݌  
4.6 The Algorithm’s Computational Cost 
In dealing with a streaming algorithm, it is important to understand pcStream’s processing 
rate ( ௣݂) as it relates to the stream’s arrival rate ( ௔݂). From a complexity standpoint, there 
are two calculations that occur on the arrival of ݔറ௖. The first is the calculation of all simi-
larity scores ݀஼ሺݔറ௖ሻ (line 4.2) and the second is a PCA calculation (performed in either 
ܥݎ݁ܽݐ݁ܯ݋݈݀݁ or ܷ݌݀ܽݐ݁ܯ݋݈݀݁). The complexity of calculating the similarity scores is 
|࡯|ܱሺ݊݇ሻ. Typically ݇ ا ݊ since most of a model’s variance is captured on a few PCs 
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(we found ݇ to range from 1 to 3 per context in our evaluations) making the complexity 
ܱሺ݊ሻ.  
The complexity of performing the PCA calculation using a naïve method is 
ܱሺ݉݊ଶሻ [12]. It may seem that such a high exponential complexity is unsuitable for a 
streaming environment since ௣݂ must keep up with ௔݂. However, for many applica-
tions (such as context awareness on a smartphone), ݊ will be in the order of tens and 
݉ will typically be in the scale of about a thousand. Therefore, the time it takes to 
perform the PCA is acceptable in the sense of practicality. 
Together, the two calculations that occur at each time tick have a rather linear com-
plexity. Using a dataset with an ݊ of 3, the average ௣݂ for pcStream, D-Stream, Den-
Stream, and CluStream was 0.4, 2.9, 44.6, 240.1 milliseconds respectively (R-Studio on a 
single core of an Intel i5 processor). Moreover, with an ݊ of 561, pcStream’s ௣݂ was 2ms. 
Therefore, pcStream is a practical stream clustering algorithm. 
For applications where ݊ and / or ݉ are very large, or where ܵ is a high velocity 
stream, we offer an addition to the core pcStream algorithm (described above) to help ௣݂ 
maintain a speed at least as fast as ௔݂. The addition entails decoupling the online calcu-
lations (similarity scoring) from the offline calculations (model upkeep) by placing 
model update, create, and merge procedures into a priority queue (the operation with 
the highest priority is merge, followed by create and then update). Whenever a point is 
assigned to context ܿ௜, it is added to the waiting list for ܿ௜’s update operation in the 
queue (if not already in the queue then the operation is added). Lastly, when it is ܿ௜’s 
update operation’s turn, the operation’s entire waiting list is added chronologically to ܯ௜ 
and ܷ݌݀ܽݐ݁ܯ݋݈݀݁ሺܿ௜, ܺሻ is performed. This operation essentially performs a mini-batch 
update on the context model. 
This addition makes ௣݂ dependent on the score calculations (negligible in respect to 
the PCA operations) and therefore enables pcStream to be scaled to many more appli-
cations. Furthermore, it is possible to parallelize the offline computations over a mul-
tiple threads or networked clusters.  
4.7 The Detection of Different Context Categories 
Each selection of the parameters ߮, ݐ௠௜௡, and ݉ changes pcStream’s perspective on ܵ. 
This essentially causes pcStream to focus on all contexts belonging to a single context 
category, where ߮ is the degree of distinction between contexts, and ݉ is the rate of 
concept drift (see Definition 6).  
Concretely, a small ߮ will give pcStream the perspective for indistinct contexts 
(i.e. small nuances) while a large ߮ will give the perspective for ones that are more 
unique. Similarly, a small ݐ௠௜௡ gives the perspective for short term-contexts as op-
posed to more long-term ones, and a small ݉, gives the perspective for sudden con-
cept drifts as opposed to more gradual. Table 2 summarizes the impact that the 
pcStream's parameters have on the perspective context category.  
Intuitively, multiple context categories are in a sensor stream at any given time. For ex-
ample, at a given moment, a smartphone’s accelerometer can capture the context whether 
a user is "awake or asleep", "running or walking", and "running to catch the bus, or run-
ning for sports". Therefore, should one be interested in different context categories  
at the same time, multiple instances of pcStream should be run in parallel with the respec-
tive settings. 
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5 Evaluation 
5.1 Datasets and Test Platform 
The pcStream algorithm was run in MATLAB, and the evaluation of the various other 
data-stream clustering algorithms were run in R (a software environment for statistical 
computing). The packages we used in R were stream and streamMOA [6, 7]. The 
streamMOA package provided an interface to algorithms implemented for the MOA 
(Massive Online Analysis) framework for data stream mining [7]. 
We used three datasets; each one for evaluating a different aspect. The first was the 
human activity recognition dataset (HAR) [2] for evaluating pcStream in large dimen-
sional spaces. The second was KDD’99 network intrusion dataset [4], selected for 
testing the effect that mini-batch updates have on high velocity streams. Lastly, the 
third was the HearO smartphone sensor dataset [25] selected for evaluating 
pcStream’s ability to detect different context categories. The HearO dataset is a sen-
sor-fused dataset obtained from smartphones. What makes it unique is its explicit 
context labels provided by the smartphone user at various times over several months. 
A summarized description of these datasets can be found in Table 3. 
Table 2. The effect pcStream’s parameter selection has on detecting contexts 
  Buffer Size ሺ࢚࢓࢏࢔ሻ 
  Small Large 
Threshold 
ሺ࣐ሻ 
Small Short-term indistinct contexts Long-term indistinct contexts 
Large Short-term distinct contexts Long-term distinct contexts 
Table 3. A description of the three datasets used for pcStream’s evaluation 
Dataset ݊ Examples of ݊ # of rows Context groups # labels Examples of labels 
HAR 561 Accl. (x,y,z), FFT… 347 Motion Activity 6 sitting, walking, going upstairs 
HearO 5 
Accl. correlation 
(xy,xz,yz), device 
temperature, battery 
level. 
1764 
High-level 4 at home, at work, on break 
Low-level 9 hungry, interested, shopping 
Phone Plugged In 2 yes, no 
KDD’99 38 src_bytes, dst_bytes, serror_rate 494,020 Network Attacks 23 buffer overflow, rootkit, teardrop 
5.2 Clustering Performance 
In the domain of stream clustering, it is common to evaluate the clustering quality by 
measuring the sum of square distances (SSQ) of every point in a cluster to its cluster’s 
median. However, this metric assumes that clusters do not overlap, and is therefore not 
suitable for our clustering problem. Therefore, we use the Adjusted Rand Index (ARI) 
[15].  
The ARI is a measure of similarity between two data clustering assignments re-
gardless of their spatial qualities. In our case, we measure an algorithm’s performance 
(of detecting contexts in a dataset) by calculating the ARI between the algorithm’s 
clustering assignment and the dataset’s context labels. 
The following was performed to evaluate an algorithm’s clustering performance with 
regard to detecting the hidden contexts of streams. First, the dataset was clustered as a 
stream. Afterward, the ARI of the resulting cluster assignments was calculated using the 
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the HearO dataset, each time targeting a different context category by using a differ-
ent ߮ and ݐ௠௜௡ (for simplicity we set ݉ to be very large for all trials). Then, for each 
of the three context groups (Plugged-In, High-level, and Low-Level), a plot was made 
where each coordinate’s color in the plot indicates the ARI achieved when using the 
respective parameters (see Fig. 6).  
It can be seen in Fig. 6 that each plot describes the context categories of the contexts 
in each respective group. For instance, these high-level contexts are generally long-term 
and semi-distinctive, while the low-level contexts are briefer and even more indistinct. 
Moreover, the context of the phone being plugged in or not is a distinct and short-term 
context. Note that there are multiple “hot” regions in each plot of Fig. 6. This is because 
each group has multiple contexts, each of which belong to a different context category. 
 
Fig. 6. ARI plots of pcStream for each HearO context group. A coordinate is a parameter selec-
tion and its color indicates the level of ARI achieved. The black arrows indicate the general 
trend of context categories based on Table 2. The labels of each context group form regions of 
“best parameter selections” correlated to the label’s context category. 
6 Conclusion 
In this paper we have presented a stream clustering algorithm that effectively and 
dynamically detects temporal contexts in sensor streams. In addition, we have pro-
vided mechanisms which account for gradual concept drifts, reoccurring concepts, 
and clusters that overlap in geometrical space. Moreover, we have provided a mechanism 
for dealing with high velocity streams. 
In our evaluations, we have determined that pcStream performs much better than 
other data-stream clustering algorithms on sensor-fused datasets. We have demon-
strated that pcStream is capable of detecting different context categories from the 
same dataset, and that pcStream is a useful tool for context analysis of sensor-streams. 
Although the focus of this paper was on sensor-fused data-streams and the application 
of context-awareness, pcStream is applicable to any data-stream with sequential tem-
poral clusters that have unique correlated distributions. 
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Abstract. Clustering data streams requires a process capable of parti-
tioning observations continuously with restrictions of memory and time.
In this paper we present a new algorithm, called G-Stream, for clustering
data streams by making one pass over the data. G-Stream is based on
growing neural gas, that allows us to discover clusters of arbitrary shape
without any assumptions on the number of clusters. By using a reservoir,
and applying a fading function, the quality of clustering is improved. The
performance of the proposed algorithm is evaluated on public data sets.
Keywords: Data stream clustering · Topological structure · GNG
1 Introduction
Clustering is the problem of partitioning a set of observations into clusters such
that observations assigned in the same cluster are similar (or close) and the
inter-cluster observations are dissimilar (or distant). The other objective of clus-
tering is to quantify the data by replacing a group of observations (cluster)
with one representative observation (or prototype). A data stream is a sequence
of potentially inﬁnite, non-stationary (i.e., the probability distribution of the
unknown data generation process may change over time) data arriving contin-
uously (which requires a single pass through the data) where random access
to data is not feasible and storing all arriving data is impractical. The stream
model is motivated by emerging applications involving massive data sets; for
example, customer click streams, ﬁnancial transactions, search queries, Twitter
updates, telephone records, and observational science data are better modeled
as data streams [9]. Mining data streams can be deﬁned as the process of ﬁnd-
ing complex structures in large data. Clustering data streams requires a process
capable of partitioning observations continuously with restrictions of memory
and time. In the literature, many data stream algorithms have been adapted
from clustering algorithms, e.g., the density-based method DBScan [7,10], the
partitioning method k-means [1], or the message passing-based method AP [18].
In this paper, we propose G-Stream, a novel algorithm for discovering clusters of
c© Springer International Publishing Switzerland 2015
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arbitrary shape in an evolving data stream, whose main features and advantages
are described as follows: (a) The topological structure is represented by a graph
wherein each node represents a cluster, which is a set of “close” data points and
neighboring nodes (clusters) are connected by edges. The graph size is not ﬁxed
but may evolve; (b) We use an exponential fading function to reduce the impact
of old data whose relevance diminishes over time. For the same reason, links
between nodes are also weighted by an exponential function; (c) Unlike many
other data stream algorithms that start by taking a signiﬁcant number of data
points for initializing the model (these data points can be seen several times),
G-Stream starts with only two nodes. Several nodes (clusters) are created in
each iteration, unlike the traditional Growing Neural Gas (GNG) [8] algorithm;
(d) All aspects of G-Stream (including creation, deletion and fading of nodes,
edges management, and reservoir management) are performed online; (e) A reser-
voir is used to hold, temporarily, the very distant data points, compared to the
current prototypes. The remainder of this paper is organized as follows: Section
2 is dedicated to related works. Section 3 describes the G-Stream algorithm.
Section 4 reports the experimental evaluation on both synthetic and real-world
data sets. Section 5 concludes this paper.
2 Related Works
This section discusses previous works on data stream clustering problems, and
highlights the most relevant algorithms proposed in the literature to deal with
this problem. Most of the existing algorithms (e.g. StreamKM++ [1], CluS-
tream [2], DenStream [7], or ClusTree [12]) divide the clustering process in two
phases: (a) Online, the data will be summarized; (b) Oﬄine, the ﬁnal clusters will
be generated. Both CluStream [2] and DenStream [7] use a temporal extension
of the Clustering Feature vector [17] (called micro-clusters) to maintain statisti-
cal summaries about data locality and timestamps during the online phase. By
creating two kinds of micro-clusters (potential and outlier micro-clusters), Den-
Stream overcomes one of the drawbacks of CluStream, its sensitivity to noise. In
the oﬄine phase, the micro-clusters found during the online phase are considered
as pseudo-points and will be passed to a variant of k -means in the CluStream
algorithm (resp. to a variant of DBScan in the DenStream algorithm) in order
to determine the ﬁnal clusters. StreamKM++ [1] maintains a small outline of
the input data using the merge-and-reduce technique. The merge step is per-
formed by a means of a data structure, named the bucket set. The reduce step is
performed by a signiﬁcantly diﬀerent summary data structure, the coreset tree.
ClusTree [12] is an anytime algorithm that organizes micro-clusters in a tree
structure for faster access and automatically adapts micro-cluster sizes based on
the variance of the assigned data points. Any clustering algorithm, e.g. k-means
or DBScan, can be used in its oﬄine phase. SOStream [10] is a density-based
clustering algorithm inspired by both the principle of the DBScan algorithm and
that of self-organizing maps (SOM) [11]. E-Stream [15] classiﬁes the evolution of
data into ﬁve categories: appearance, disappearance, self evolution, merge, and
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Table 1. Comparison between algorithms (WL: weighted links, 2 phases :
online+oﬄine)
split. It uses another data structure for saving summary statistics, named α-bin
histogram. StrAP [18], an extension of the Aﬃnity Propagation algorithm for
data streams, uses a reservoir for saving potential outliers. In SVStream [16],
the data elements of a stream are mapped into a kernel space, and the sup-
port vectors are used as the summary information of the historical elements to
construct cluster boundaries of arbitrary shape. SVStream is based on support
vector clustering (SVC) and support vector domain description (SVDD) [16].
AING [6], an incremental GNG that learns automatically the distance thresholds
of nodes based on its neighbors and data points assigned to the node of inter-
est. It merges nodes when their number reaches a given upper-bound. Table 1
summarizes the main features oﬀered by each algorithm in terms of: the basic
clustering algorithm, whether the algorithm identiﬁes a topological structure or
not, whether the links (if they exist) between clusters (nodes) are weighted, how
many phases it adopts (online and oﬄine), the types of operations for updat-
ing clusters (remove, merge, and split cluster), and whether a fading function is
used.
3 Growing Neural Gas Over Data Stream
In this section we introduce Growing Neural Gas over Data Stream (G-Stream)
and highlight some of its novel features. G-Stream is based on Growing Neu-
ral Gas (GNG), which is an incremental self-organizing approach that belongs
to the family of topological maps such as Self-Organizing Maps (SOM) [11] or
Neural Gas (NG) [13]. It is an unsupervised algorithm capable of representing
a high dimensional input space in a low dimensional feature map. Typically,
it is used for ﬁnding topological structures that closely reﬂect the structure of
the input distribution. We assume that the data stream consists of a sequence
DS = {x1,x2, ...,xn} of n (potentially inﬁnite) elements of a data stream arriv-
ing at times T1, T2, ..., Tn, where xi = (x1i , x
2
i , ..., x
d
i ) is a vector in d. The
notations used in this paper are presented in Table 2. At each time, G-Stream
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Table 2. Notations used in the algorithm
Notation Description
DS = {x1,x2, ...,xn} set of n (potentially inﬁnite) data streams
xi = (x
1
i , x
2
i , ..., x
d
i ) d-dimensional data point
ti time-stamp of data point xi
wc prototype wc = (w
1
c , w
2
c , ..., w
d
c ) of node c
δc threshold distance of node c
error(c) local accumulated error variable
weight(c) local weight variable
bmu best matching unit (the nearest node)
α1 winning node (the nearest node) adaptation factor
α2 winning node, neighbor adaptation factor
β cycle interval between node insertions
agemax oldest age allowed for an edge
λ1 decay factor in the fading function
λ2 strength factor in weighting edges
Fig. 1. Diagram of G-Stream algorithm
is represented by a graph C where each node represents a cluster. Each node
c ∈ C has a prototype wc = (w1c , w2c , ..., wdc ) (resp. a distance threshold δc) repre-
senting its position (resp. the distance from the node to the farthest data point
assigned to it). Starting with two nodes, and as a new data point is reached, the
nearest and the second-nearest nodes are identiﬁed, linked by an edge, and the
nearest node with its topological neighbors are moved toward the data point.
Each node has an accumulated error variable and a weight, which varies over
time using fading function. Using edge management, one, two or three nodes
are inserted into the graph between the nodes with the largest error values.
Nodes can also be removed if they are identiﬁed as being superﬂuous. Figure 1
represents a schematic diagram of the algorithm.
Fading function: In most data stream scenarios, more recent data can reﬂect
the emergence of new trends or changes in the data distribution [3]. There are
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three window models commonly studied in data streams: landmark, sliding and
damped. We consider, like many others, the damped window model, in which
the weight of each data point decreases exponentially with time t via a fading
function f(t) = 2−λ1(t−t0), where λ1 > 0, deﬁnes the rate of decay of the weight
over time, t denotes the current time and t0 is the timestamp of the data point.
The weight of a node is based on data points associated therewith: weight(c) =∑m
i=1 2
−λ1(t−ti0 ), where m is the number of points assigned to the node c at the
current time t. If the weight of a node is less than a threshold value then this
node is considered as outdated and then deleted (with its links).
Edge management: The edge management procedure performs operations
related to updating graph edges, as illustrated in steps 13-16 of Algorithm 1.
The way to increase the age of edges is inspired by the fading function in the
sense that the creation time of a link is taken into account. Contrary to the fading
function, the age of the links will be strengthened by the exponential function
2λ2(t−t0), where λ2 > 0, deﬁnes the rate of growth of the age over time, t denotes
the current time and t0 is the creation time of the edge. The next step is to add
a new edge that connects the two closest nodes. The last step is to remove each
link exceeding a maximum age, since these links are no longer useful because
they were replaced by younger and shorter edges that were created during the
graph reﬁnement in steps 18-22.
Reservoir management: The aim of using the reservoir is to hold, temporar-
ily, the distant data points. As mentioned before, each node has a threshold
distance. The ﬁrst batch of data is assigned to nearest nodes without comparing
distance thresholds. The distance threshold of each node is learned by taking the
maximum distance of the node to the farthest point that it has been assigned.
When the reservoir is full, its data is re-passed for learning. They are placed
in the heap of the data stream, DS, to be dealt with ﬁrst and the distance
thresholds of nodes are updated accordingly.
Computational complexity: It is obvious that the most consuming opera-
tions, in Algorithm 1, are steps 4, 18-22, 23, and 24 with O(k) time complex-
ity each, where k is the number of nodes in the graph. The node insertion
phase (step 22) is repeated 3.nβ times. Seeking the nearest node (step 4), fad-
ing function (step 22), and adjusting the error variable (step 24) phases are
repeated whenever a new data point is available, i.e. n times. The other steps
have a constant time complexity. Therefore, G-Stream has a complexity given
by n.(3.O(k)) + 3.nβ .O(k) = n.(3 +
3
β ).O(k) = O(nk).
4 Experimental Evaluations
In this section, we present an experimental evaluation of the G-Stream algorithm.
We compared our algorithm with the GNG algorithm and several well-known
and relevant data stream clustering algorithms, including StreamKM++, Den-
Stream, and ClusTree. Our experiments were performed on MATLAB platform
using real-world and synthetic data sets. All the experiments are conducted on a
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Algorithm 1. G-Stream
Data: DS = {x1,x2, ...,xn}
Result: set of nodes C = {c1, c2, ...} and their prototypes W = {wc1 ,wc2 , ...}
1 Initialize the node set C to contain two nodes, c1 and c2: C = {c1, c2};
2 while there is a data point to proceed do
3 Get the next data point in the data stream, xi;
4 Find the nearest node bmu1 ∈ C and the second nearest node bmu2 ∈ C;
5 if ‖xi − wbmu1‖ > δbmu1 then
6 put xi in the reservoir;
7 if the reservoir is full then Reservoir management ;
8 else
9 Increment the number of points assigned to bmu1;
10 error(bmu1) = error(bmu1) + ‖xi − wbmu1‖2;
11 Move bmu1 and its topological neighbors towards xi:
wbmu1 = wbmu1 + α1.(xi − wbmu1);
12 wc = wc + α2.(xi − wc) for all direct neighbors c of node bmu1;
13 Increment the age of all edges emanating from bmu1 and weight them;
14 if bmu1 and bmu2 are connected by an edge then set the age of this
edge to zero ;
15 else create an edge between bmu1 and bmu2, and mark its time stamp;
16 Remove the edges whose age is greater than agemax;
17 if the number of points passed is a multiple of a parameter β then
18 for i=1 to 3 do
19 Find the node q with the maximum accumulated error;
20 Find the neighbor f of q with the largest accumulated error;
21 Add the new node, r, half-way between nodes q and f ;
22 Insert the edges connecting the new node r with nodes q and f ,
and Remove the original edge between q and f ;
23 Apply fading, delete outdated and isolated nodes;
24 Finally, decrease the error of all units;
PC with Core(TM)i7-4800MQ with two 2.70 GHz processors, and 8GB of RAM,
which runs Windows 7 professional operating system.
4.1 Data Sets and Quality Criteria
To evaluate the clustering quality and scalability of the G-Stream algorithm
both real and synthetic data sets are used. The two synthetic data sets used
are DS1 and letter4. All the others are real-world publicly available data sets.
Table 3 overviews all the data sets used. DS1 is generated by http://impca.
curtin.edu.au/local/software/synthetic-data-sets.tar.bz2. The letter4 data set is
generated by a Java code https://github.com/feldob/Token-Cluster-Generator.
The Sea data set was taken from http://www.liaad.up.pt/kdus/products/
datasets-for-concept-drift. The HyperPlan data set was taken from [19]. The
real-world databases were taken from the UCI repository [4], which are the
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Table 3. Overview of all data sets
Datasets #records #features #classes
DS1 9,153 2 14
letter4 9,344 2 7
Sea 60,000 3 2
HyperPlan 100,000 10 5
KddCup99 494,021 41 23
CoverType 581,012 54 7
KDD-CUP’99 Network Intrusion Detection stream data set (KddCup99) and
the Forest CoverType data set (CoverType) respectively.
The algorithms are evaluated using three performance measures: Accuracy
(Purity), Normalized Mutual Information (NMI) and Rand index [14]. The value
of each measure lies between 0 and 1. A higher value indicates better clustering
results. The Accuracy (Purity) averages the fraction of items belonging to the
majority class of in each cluster. Acc =
∑K
i=1
|Ndi |
|Ni|
K × 100%, where K denotes the
number of clusters, Ndi denotes the number of points with the dominant class
label in cluster i, and Ni denotes the number of points in cluster i. Intuitively,
the accuracy (purity) measures the purity of the clusters with respect to the true
cluster (class) labels that are known for our data sets [7]. Normalized mutual
information provides a measure that is independent of the number of clusters
as compared to purity. It reaches its maximum value of 1 only when the two
sets of labels have a perfect one-to-one correspondence [14]. The Rand index
measures how accurately a clusterer can classify data elements by comparing
cluster labels with the underlying class labels. Given N data points, there are
a total of
(
N
2
)
distinct pairs of data points which can be categorized into four
categories: (a) pairs having the same cluster label and the same class label (their
number denoted as N11); (b) pairs having diﬀerent cluster labels and diﬀerent
class labels (their number denoted as N00); (c) pairs having the same cluster
label but diﬀerent class labels (their number denoted as N10); (d) pairs having
diﬀerent cluster labels but the same class label (their number denoted as N01).
The Rand index is deﬁned as: Rand = (N11 + N00)/
(
N
2
)
.
4.2 Evaluation and Performance Comparison
This section aims to evaluate the clustering quality of the G-Stream and compare
it to well-known data stream clustering algorithms, as well as the GNG algo-
rithm. As explained in section 3, the GNG and G-Stream algorithms start with
two nodes. We used an online version of GNG but without the parameters that
we added expressly to show the interest and contribution of these parameters
in G-Stream. Therefore, we carried out experiments by initializing two nodes
randomly among the ﬁrst 20 points and we repeated this 10 times. For com-
parison purposes, we used DenStream [7] and ClusTree [12] from the stream
R package [5]. Comparison is also performed with StreamKM++ [1] (this lat-
ter algorithm was coded in the C language). StreamKM++ was evaluated by
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choosing randomly the seed node (please refer to [1] for details) among the ﬁrst
20 points. DenStream was evaluated by performing a variant of the DBScan
algorithm in the oﬄine step. ClusTree was evaluated by performing the k-means
algorithm in the oﬄine step by setting the k parameter to 10. All experiments
were repeated 10 times and the results (the average value with its standard devi-
ation) are reported in Table 4. In this Table, it is noticeable that G-Stream’s
Accuracies (Acc) are higher for all data sets as compared to StreamKM++,
DenStream and CluStree, except for DenStream for the HyperPlan data set.
Its NMI values are higher than the other algorithms except for DenStream for
the Sea and HyperPlan data sets. Its Rand index values are higher than the
other algorithms except for StreamKM++ for the Sea data set. We recall that
G-Stream proceeds in one single phase whereas StreamKM++, DenStream and
ClusTree proceed in two phases (online and oﬄine phase).
Figure 2a (resp. Figure 2b) compares G-Stream (red line with circle) with
GNG (blue line with cross) with respect to accuracy (resp. RMS error, number
of nodes) for the letter4 data set. For almost all cases, the accuracy value (resp.
RMS error) of G-Stream is higher (resp. is less) than the one of GNG. Figure 2c
compares the two algorithms in terms of the number of nodes creating the graph.
Despite that we create several nodes at each iteration (against a single node for
GNG), the number of nodes created by G-Stream becomes steady (against a
continuous increase for GNG) due to the application of the fading function. The
same result can be seen for the remaining data sets.
Table 4. Comparing G-Stream with diﬀerent algorithms
Datasets G-Stream StreamKM++ DenStream ClusTree
DS1
Acc 0.9809±0.0061 0.6754±0.0183 0.7740±0.0000 0.6864±0.0275
NMI 0.7289±0.0113 0.7021±0.0209 0.6973±0.0000 0.7064±0.0168
Rand 0.8530±0.0024 0.8443±0.0048 0.8491±0.0000 0.8442±0.0066
letter4
Acc 0.9832±0.0050 0.6871±0.0263 0.8110±0.0000 0.8110±0.0000
NMI 0.6265±0.0064 0.5532±0.0219 0.1637±0.0000 0.2425±0.0000
Rand 0.8156±0.0015 0.7941±0.0145 0.5019±0.0000 0.5514±0.0000
Sea
Acc 0.8386± 0.0021 0.7886±0.0091 0.8240±0.0001 0.8224±0.0065
NMI 0.1380±0.0009 0.1463±0.0042 0.1646±0.0000 0.1583±0.0095
Rand 0.4707±0.0001 0.5072±0.0016 0.4700±0.006 0.4917±0.0034
HyperPlan
Acc 0.4238±0.0021 0.3966±0.0055 0.4250±0.0000 0.4380±0.0089
NMI 0.0186±0.0009 0.0103±0.0023 0.0208±0.0000 0.0170±0.0042
Rand 0.7042±0.0008 0.6674±0.0004 0.6038±0.0000 0.6529±0.0016
KddCup99
Acc 0.9805±0.0050 0.6922±0.1140 0.9544±0.0031 0.8182±0.1304
NMI 0.6670±0.0089 0.3926±0.2815 0.6290±0.0300 0.5724±0.2974
Rand 0.8380±0.0036 0.6339±0.2316 0.8164±0.0106 0.8289±0.1798
CoverType
Acc 0.6085±0.0087 0.5266±0.0074 0.5850±0.0011 0.5850±0.0000
NMI 0.1403±0.0029 0.0874±0.0086 0.0475±0.0201 0.0362±0.0042
Rand 0.6231±0.0008 0.6106±0.0018 0.4604±0.0070 0.5080±0.0005
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(a) accuracy (b) RMS error (c) Nb nodes
Fig. 2. Accuracy, RMS error, and number of nodes for G-Stream and GNG on letter4
4.3 Visual Validation
Figure 3 shows the evolution of the node creation by applying G-Stream on
the letter4 data set (green points represent data points of the data stream and
blue points are nodes of the graph with edges in blue lines). It illustrates that
G-Stream manages to recognize the structures of the data stream and can sep-
arate these structures with the best visualization. Figure 4 compares G-Stream
with GNG-online on 2-dimensional data sets (DS1 and letter4), in terms of
visual results i.e., the ﬁnal graph found by GNG-online/G-Stream for each data
set. As illustrated on these ﬁgures, the G-Stream algorithm is superior to the
GNG-online with respect to visual structures found.
Fig. 3. Evolution of graph creation of G-Stream on letter4 (data set and topological
result)
4.4 Evolving Data Streams
In this subsection, we perform G-Stream on diﬀerent data streams ordered by
class labels to demonstrate its eﬀectiveness in clustering evolving data streams
(i.e., data points of the ﬁrst class arrive in ﬁrst, then the ones of the second,
third, etc. class). In this case, old concepts (class labels) disappear due to the
use of fading function. In the same time, new concepts (class labels) appear as
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(a) G-Stream on
DS1
(b) GNG-online on
DS1
(c) G-Stream on let-
ter4
(d) GNG-online on
letter4
Fig. 4. Visual result comparison of G-Stream with GNG-online (dataset and topolog-
ical result)
new data points arrive. We use the same experimental protocol as described in
section 4.2, i.e., we did experiments by initializing two nodes randomly among
the ﬁrst 20 points, we repeated this 10 times, and we report the average value
with its standard deviation in Figure 5a. Figure 5a shows that G-Stream can
ﬁnd clusters with performance measures as comparable to those without ordering
classes.
(a) G-Stream with and without ordering
of classes
(b) Execution time (in seconds)
4.5 Execution Time
The eﬃciency of algorithms is measured by the execution time. Referring to
the computational complexity we calculated in Section 3, the execution time
strongly depends to the number of nodes creating the graph and the size of
the data stream. We recall that G-Stream is implemented in MATLAB and
SVStream is the only MATLAB program that we have (the other algorithms
are implemented in Java, R, or C languages). Figure 5b shows the execution
time of G-Stream and that of SVStream. We can see that both the execution
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time of G-Stream and SVStream grow as the size of the data stream grows, and
G-Stream is more eﬃcient than SVStream.
5 Conclusion
In this paper, we have proposed G-Stream, an eﬃcient method for topological
clustering an evolving data stream in an online manner. In G-Stream, the nodes
are weighted by a fading function and the edges by an exponential function.
Starting with two nodes, G-Stream confronts the arriving data points to the cur-
rent prototypes, storing the very distant ones in a reservoir, learns the threshold
distances automatically, and many nodes are created in each iteration. Experi-
mental evaluation over a number of real and synthetic data sets demonstrates
the eﬀectiveness and eﬃciency of G-Stream in discovering clusters of arbitrary
shape. Our experiments show that G-Stream outperformed the GNG algorithm
in terms of visual results and quantitative criteria such as accuracy, the Rand
index and NMI. Its performance, in terms of clustering quality as compared to
three relevant data stream algorithms are promising. We plan in the future to
implement adaptive windows, make our algorithm as autonomous as possible
and develop it in Spark Streaming.
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Abstract. A novel computational paradigm for clustering complex database 
objects extracted from distributed database settings via well-understood OLAP 
technology is proposed and experimentally assessed in this paper. This para-
digm conveys in the so-called ClustCube cubes, which define a novel multidi-
mensional data cube model according to which (data) cubes store clustered 
complex database objects rather than conventional SQL-based aggregations.  
A major contribution of this research is represented by effective and efficient 
algorithms for computing ClustCube cubes that, surprisingly, are capable of  
reducing computational efforts significantly with respect to traditional ap-
proaches. Our analytical contribution is completed by a comprehensive assess-
ment of proposed algorithms against both benchmark and real-life data sets, 
which clearly confirms the benefits deriving from our proposal. 
1 Introduction 
While lot of proposals on mining traditional data sets exist, Data Mining researchers 
have devoted poor attention to the problem of effectively and efficiently mining com-
plex objects, for instance extracted from distributed database settings [12]. Contrary 
to this actual trend, mining complex objects is indeed relevant in practical application 
scenarios, as modern database systems are more and more immersed in object-
oriented scenarios rather than tuple-oriented scenarios. In such applicative settings, 
it is important to exploit all the potentialities offered by object-oriented paradigms 
like inheritance, information hiding, polymorphism, and so forth, as, in turn, this al-
lows us to achieve more powerful functionalities. 
Note that, due to specialized business processes defined within the target applications, 
complex objects extracted from the underlying distributed database could represent de-
rived information that is significantly different from original information stored in the 
database itself. For instance, this could be the case of complex database objects extracted 
by means of (complex) SQL statements involving multiple JOIN queries across distri-
buted relational tables. As a consequence, derived knowledge kept in the application layer 
as a collection of complex database objects could result to be much more interesting to 
be mined rather than the primary knowledge kept in the data layer in the vest of a collec-
tion of tuples. From this breaking evidence, it clearly follows that taking advantages from 
a specialized Data Mining component devoted to mine complex objects extracted from 
data-intensive applications would be very beneficial. In fact, this would allow us to mag-
nify the effectiveness and the expressive power of the whole knowledge discovery phase 
over complex data-intensive software environments dictated by modern scenarios. 
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Among the wide family of Data Mining techniques available in the active literature, since 
objects essentially aggregate low-level fields (which, in turn, are extracted from attribute 
values of the underlying distributed database) into complex classes, it is natural to think 
of clustering (e.g., [5]) as the most suitable technique to mine such so-derived structures. 
Also, the combined action of clustering techniques and well-consolidated methodologies 
developed in the context of OnLine Analytical Processing (OLAP) [3] clearly offers 
powerful tools to mine clustered objects according to a multidimensional and multi-
resolution vision of the underlying object domain. 
Inspired by motivations above, in this paper we propose and experimentally assess 
an innovative OLAP-based framework for clustering and mining complex database 
objects extracted from distributed database settings, called ClustCube, which encom-
passes a number of research innovations beyond the capabilities of actual Data Min-
ing methodologies over large and complex-in-nature databases (e.g., [12]). To this 
end, ClustCube combines the power of clustering techniques over complex database 
objects and the power of OLAP in supporting multidimensional analysis and know-
ledge fruition of (clustered) complex database objects, with mining opportunities and 
expressive power infeasible for traditional methodologies. So-obtained ClustCube 
cubes store clustered complex database objects within cube cells, rather than conven-
tional SQL-based aggregations like in standard Business-Intelligence-oriented OLAP 
data cubes. According to our vision, the ClustCube proposal realizes a significant 
improvement towards achieving the integration of OLAP and Data Mining, which is 
a promising paradigm within the broad umbrella of the OnLine Analytical Mining 
(OLAM) discipline [4]. 
Figure 1 shows the “big picture” of the research we propose, i.e. the ClustCube over-
view. Basically, ClustCube defines a multiple-layer reference architecture that encom-
passes the following well-separated layers: (i) Distributed DataBase Layer (DDBL), 
where the target distributed database from which complex objects are extracted is lo-
cated; (ii) Complex Object Definition Layer (CODL), which supports primitives and 
functionalities for building and managing complex objects extracted from the DDBL 
layer; (iii) the Object Layer (OL), where complex objects are located, along with a suita-
ble object schema; (iv) the ClustCube Definition and Management Layer (CCDML), 
which supports primitives and functionalities for defining and managing ClustCube 
cubes; (v) the ClustCube Layer (CCL), which stores the final ClustCube cube(s). 
This paper represents a consistent extension of contribution [14], which has been 
accepted as short paper. Most part of the novel contribution focuses on a comprehen-
sive and wide experimental analysis addressing performance of algorithms embedded 
in the proposed framework (see Section 5). 
 
Fig. 1. ClustCube overview 
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2 From Tuple-Oriented Entities to Complex Database Objects 
Building and managing complex database objects extracted from the target distribute 
database located at the DDBL layer (see Figure 1) plays a critical role within the Clust-
Cube framework. Hence, in this Section we focus the attention on this aspect, which is 
based on consolidated software methodologies over data-intensive applications, but tar-
geted to the specific requirements delineated by ClustCube (see Section 1). 
From the DDBL layer of the ClustCube framework (see Figure 1), the CODL  
layer meaningfully extracts complex database objects used to populate the OL layer  
via a set of Complex Object Definition Queries (CODQ), denoted by ܳܵ஼ை஽௅ ൌ
ሼܳ଴, ଵܳ, … , |ܳொௌ಴ೀವಽ|ିଵሽ. CODQ queries are conceptually located at the CODL layer and 
defined by the administrator editing the whole analysis/mining process, on the basis of 
her/his analysis/mining tasks. CODQ queries in QSCODL are combined by the CODL layer 
into a singleton global CODQ query, denoted by QCODL, which involves in a singleton 
class/object-schema, denoted by OSCODL, to which the set of object instances, denoted by 
OICODL, adheres. Both schema OSCODL and set OICODL are located at the OL layer (see  
Figure 1). Global CODQ query QCODL can be simply obtained from CODQ queries in 
QSCODL according to several straightforward alternatives, such as union, i.e. ܳ஼ை஽௅ ൌ
ڂ ܳ௞|ொௌ಴ೀವಽ|ିଵ௞ୀ଴ , or join, i.e. ܳ஼ை஽௅ ൌڇ௞ୀ଴|ொௌ಴ೀವಽ|ିଵ ܳ௞, but, without any loss of generali-
ty, in the ClustCube framework the administrator is allowed to edit global CODQ queries 
QCODL of arbitrary nature, even based on complex user-defined SQL expressions. Look-
ing into practice, the CODQ query QCODL can be simply thought-of as a canonical SQL 
query involving multiple JOIN statements over distributed relational tables located at the 
DDBL layer. We denote as Sel(QCODL) the set of selection attributes of QCODL. As hig-
hlighted in Section 1, this query-based extraction mechanism allows us to define complex 
objects having no correspondence with singleton tuples stored in singleton local databas-
es of the DDBL layer. As a consequence, ClustCube framework makes it possible to 
define mining tasks which cannot be originally defined on singleton local databases of 
the DDBL layer, hence involving in powerful mining opportunities infeasible to tradi-
tional mining methodologies. It should be clear enough that this is one of the advantages 
of ClustCube methodology over conventional mining paradigms. 
To give an example of complex objects, consider Figure 2 (a), where the E/R 
schema of the hypothetical database DataBank storing bank data and located at the 
DDBL layer is depicted (up-side), along with complex objects extracted from it 
(down-side). DataBank is characterized by the following relational tables, whose 
semantics is obvious, hence not detailed for space reasons: (i) Employee(EmpId, 
Name, Surname, Address, Dept), (ii) Customer(CustId, Name, Surname, Ad-
dress, Group), (iii) SavingAccount(SavingId, CustId, OpenDate, Balance, Inte-
restRate), (iv) LoanAccount(LoanNumber, CustId, OpenDate, TermDate, 
Amount, InterestRate, MonthlyPayment), (v) CheckingAccount(CheckingId, 
CustId, OpenDate, OverdraftLimit). On top of the database DataBank, the CODQ 
query QCODL of the running example retrieves the set of employees who are also cus-
tomers and that, during the last year, have obtained a loan whose amount is between 
70,000$ and 80,000$ while the balance of their saving account is between 5,000$ and 
10,000$. QCODL can be reasonably intended as a mining query that expresses a derived  
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                        (a)                                                (b) 
Fig. 2. Complex database objects extracted from the example database DataBank via the CODQ 
query QCODL (a) and the overall process to extract complex database objects from the DDBL 
layer into the OL layer (b) 
knowledge that (i) is not directly kept within DataBank and (ii) defines a collection of 
complex database objects that are capable to support powerful mining tasks over Da-
taBank according to the ClustCube guidelines (see Section 1). 
The CODL layer takes as input the CODQ query QCODL, and returns as output a pair 
of kind: ⟨OSCODL, OICODL⟩, which is conceptually located at the OL layer, representing 
OSCODL the intensional part of the OL layer and OICODL the extensional part of the OL 
layer, respectively. In particular, OICODL is built in terms of a collection of complex 
objects generated via marshaling relational-tuple bags obtained as answers to the 
CODQ query QCODL. 
The structure of objects of class OSCODL is naturally defined by the structure of the 
SQL syntax of QCODL, as follows (assume that QCODL is characterized by N selection 
attributes, i.e. |Sel(QCODL)| = N): (i) N = |OSCODL| fields are introduced in OSCODL, de-
noted as ah, one for each selection attribute Ah in Sel(QCODL); (ii) type of the field ah 
depends on the type of the corresponding selection attribute Ah, and the final in-
memory-representation of ah is determined by the software platform on top of which 
complex objects are implemented in the AS layer (see Figure 1), e.g. SQL type Int is 
converted into 32-bit platform-dependent Integer type; (iii) for each attribute ah in 
OSCODL, two accessory methods are introduced, namely getA_h and setA_h, respec-
tively, which allow us to retrieve and set the actual value of the field ah in the corres-
ponding object, respectively. 
Looking at practical implementations, given the CODQ query QCODL, object in-
stances of class OSCODL populating the set OICODL generated by the CODL layer are 
obtained according to the following procedure: (i) retrieve the answer to query QCODL 
against the DDBL layer, denoted as RS(QCODL); (ii) for each tuple ݐ௢௜  in RS(QCODL), 
create an object instance o of class OSCODL by means of marshalling tuple ݐ௢௜  into 
object oi, being the baseline marshalling primitive supposed to be available in the AS 
layer (see Figure 1). This paradigm is reminiscent of similar operations performed to 
extract EJB objects from relational data sources. Figure 2 (b) sketches the overall  
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process used to extract complex objects from the DDBL layer into the OL layer (see 
Figure 1). Formally: 
 ܱܫ஼ை஽௅ ൌ  ൛݋௜ห݋௜ ൌ marsh൫ݐ௢௜൯ ٿ ݐ௢௜ א ܴܵሺܳ஼ை஽௅ሻ ൟ (1) 
such that marsh denotes the marshalling primitive (supposed to be) available at the AS 
layer. Without further investigation, it should be noted that OICODL depends on both the 
structure of E/R schemas stored at the DDBL layer and the CODQ query QCODL. 
3 Keeping Complex Object Clusters into Data Cube Cells 
In this Section, we provide details on the ClustCube data cube model, which is  
directly inspired from the traditional OLAP data cube model [3]. As mentioned in 
Section 1, ClustCube cubes store clustered complex objects within cube cells, con-
trary to traditional OLAP data cube that store SQL-based aggregations. Focus the 
attention on the structure of ClustCube cubes in a greater detail. Given a ClustCube 
cube C characterized by the set of dimensions D = {d0, d1, …, dN-1}, such that  
N = |OSCODL|, being dimensions in D corresponding to features in F(OSCODL), each 
ClustCube cube cell C[i0][i1]…[iN-1] ≡ C[ ॴ ] in C, such that 0 ≤ i0 ≤ |d0|,  
0 ≤ i1 ≤ |d1|, …, 0 ≤ iN-1 ≤ |dN-1|, denoting ॴ ൌ ۃ݅଴, ݅ଵ, … , ݅ேିଵۄ an N-dimensional entry 
in the N-dimensional space of C, stores a set of clustered objects, denoted by 
OICODL(C[ॴ]), that are obtained by simultaneously clustering objects in OICODL with 
respect to the dimensions/features d0, d1, …, dN-1 in D/F(OSCODL). Hence, it is trivial 
to observe that, for each ClustCube cube cell C[ॴ] in C, multidimensional boundaries 
of C[ॴ] along the dimension di, denoted by ܤௗ೔௟௢௪  and ܤௗ೔
௨௣, with ܤௗ೔௟௢௪ ൏ ܤௗ೔
௨௣, respec-
tively, are determined by the A-based clustering of objects in OICODL with respect to 
the feature di in D. In other words, while in traditional OLAP data cubes [3] the mul-
tidimensional boundaries of data cube cells along dimensions are determined by the 
input OLAP aggregation scheme, in ClustCube cubes multidimensional boundaries 
of ClustCube cube cells along dimensions are the result of the clustering algorithm A 
itself. 
    
              (a)                        (b)                      (c)                        (d) 
Fig. 3. A two-dimensional house sale data set (a) and its ClustCube clustering-guided aggrega-
tion (d) ((b) and (c) are intermediate steps) 
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This novelty has deep consequences on the way ClustCube cube aggregations are 
computed. To become convinced of this, consider a simple case study focused on an 
house sale data set that logically defines a two-dimensional space characterized by the 
following dimensions (features, respectively – see Figure 3 (a)): (i) Price, which 
represents the price at which a certain house is sold; (ii) Zipcode, which represents the 
zipcode of the city where the house is located. Figure 3 (b) shows a possible cluster-
ing of such a data set with respect to the features (dimensions, respectively) Price and 
Zipcode. Figure 3 (c) shows instead the projection of so-obtained clusters along both 
the dimensions, and, lastly, Figure 3 (d) shows the final (logical-representation) of the 
two-dimensional ClustCube cube, where blue lines denote cube cells boundaries.  
It should be noted that, contrary to traditional OLAP data cubes where tuples are  
aggregated according to regular and somewhat natural groups along dimensional 
hierarchies defined by the input OLAP aggregation scheme, thus determining regular 
partitions of the target data domain, in novel ClustCube data cubes groups of objects 
stored in (ClustCube) cube cells correspond to clusters computed by input clustering 
algorithm A, thus determining irregular partitions of the target object domain fol-
lowing sort of a clustering-guided ClustCube aggregation scheme (Figure 3 (d)). As 
shown in Figure 3 (d), given a ClustCube data cube C, every cell C[i0][i1]…[iN-1] in C 
may alternatively contain either a whole cluster generated from A or a sub-cluster of 
it. While it is obvious that other representation models exist (e.g., the one constrained 
to having each cluster stored within one ClustCube cube cell only), the approach we 
propose embeds several amenities, among which we recall: (i) achieving a low-
granular representation of clusters across ClustCube cube cells – this would expose us 
to a wide spectrum of advantages such as supporting meaningful multi-resolution [9] 
and sub-space [1] cluster analysis; (ii) achieving a better support for users during the 
multidimensional exploration of clustered complex objects by means of the nice prop-
erty stating that adjacent ClustCube cube cells store sub-clusters of the same original 
cluster, thus supporting meaningful similarity-based cluster analysis [12]. 
One of the most relevant contribution of our research consists in equipping the final 
ClustCube cube generated by the CCDML layer (see Figure 1) with the canonical cubod 
lattice [3]. In traditional OLAP, given an N-dimensional data cube C having D = {d0,  
d1, …, dN-1} as dimension set, the cuboid lattice associated to C, denoted by L, is a hie-
rarchical structure composed by 2N – 1 cuboids, denoted by Ci, i.e. data (sub-)cubes that 
aggregate original relational data according to arbitrary combinations of dimensions  
in D, each one at different cardinality. In other words, an n-dimensional cuboid Ci of a 
data cube C represents a particular n-dimensional view of C, such that 0 ≤ n ≤ N. For  
n = N, the base cuboid is defined, which corresponds to the original data cube C. For  
n = 0, the apex cuboid is defined, which corresponds to the empty data cube ∅. Cuboids 
of a certain cuboid lattice L are naturally ordered by means of the precedence relation ≺, 
such that, for each pair of cuboids Ci and Cj in L, Ci ≺ Cj holds iff Di ⊂ Dj, such that Di 
denotes the set of dimensions of Ci and Dj denotes the set of dimensions of Cj, respec-
tively. This finally determines a cuboid hierarchy (associated to C), denoted by H(L). 
For instance, Figure 4 (a) shows in the left side the cuboid lattice L for a four-
dimensional ClustCube cube C having D = {A, B, C, D} as dimension set. Here, for 
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instance, the property CD ≺ BCD holds in H(L), being the cuboids CD and BCD detailed 
greatly in Figure 4 (a) (right side). Also, from Figure 4 (a) (left side), it should be clear 
enough that in the cuboid lattice L of an N-dimensional data cube C, cuboids are structu-
rally organized according to N + 1 levels such that l-dimensional cuboids located at level 
l of L are hierarchically linked to cuboids at level l – 1 and l + 1 of L, respectively. This 
realizes the precedence relation ≺ in practice. 
Now, focus the attention on some important properties of the ClustCube data cube 
model with respect to the proper clustering. Figure 4 (a) (right side) shows clustered 
objects stored by the cuboids CD and BCD, respectively. Here, it should be clear enough 
that cuboid BCD stores clusters (of objects) that are conceptually obtained from clusters 
of cuboid CD (which precedes BCD in H(L), i.e. CD ≺ BCD) by distributing objects in 
CD with respect to the newly-added dimension/feature B. In the ClustCube framework, 
we fully take advantages from such a distributed nature of clustering across hierarchical 
cuboids, being this nice amenity the key property that allows us to significantly reduce 
computational needs due to computing ClustCube cube cuboid lattices. In fact, while 
clusters at level l = 1 are retrieved by means of the core algorithm A, thanks to this 
amenity, we do not need to compute remaining cuboids from the scratch but every cubo-
id Cj at level l of L, such that 2 ≤ l ≤ N, can be obtained from the cuboids at level l – 1, 
denoted by ቄܥ௞బ, ܥ௞భ, … , ܥ௞|೗షభ|షభቅ, such that |l – 1| denotes the cardinality of the level l – 
1 of L, simply by simultaneously distributing objects in Ci with respect to the features 
ቄܦ௞బ, ܦ௞భ, … , ܦ௞|೗షభ|షభቅ of ቄܥ௞బ, ܥ௞భ, … , ܥ௞|೗షభ|షభቅ, respectively. Starting from the cubo-
ids/clusters at level l = 1, by iterating the procedure above from cuboids at level l = 2 
towards cuboids at level l = N, the cuboid lattice L of the ClustCube cube C can be final-
ly obtained in a progressive manner. 
   
                        (a)                                        (b)                       (c) 
Fig. 4. ClustCube building technique hierarchy (a); a regular (b) and an irregular (c) traversal 
path for an example four-dimensional ClustCube cube 
4 How to Efficiently Compute ClustCube Cubes? 
Computing ClustCube cubes enriched by the respective cuboid lattices is the most 
probing research challenge to face-off within the whole ClustCube proposal, accord-
ing to guidelines provided in Section 1. In this Section, we provide a collection of 
algorithms that are capable of fulfilling this goal effectively and efficiently, as dem-
onstrated by our comprehensive experimental evaluation and analysis of ClustCube 
performance (see Section 5). 
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Given the input class OSCODL, the collection of complex objects OICODL and the input 
clustering algorithm A, the CCDML layer computes the final ClustCube cube to be 
stored at the CCL layer (see Figure 1). To this end, ClustCube framework comprises 
several kinds of techniques for efficiently building the ClustCube cube C plus its 
cuboid lattice L (each one codified by a respective ClustCube cube building algo-
rithm), which are distinctively characterized by two orthogonal strategies, namely 
materialization strategy and building strategy, both referring ways C is finally ob-
tained. Materialization strategies specify which cuboids, among the 2N – 1 cuboids of 
L, must be materialized, i.e. computed and stored (in secondary memory). On the 
other hand, building strategies specify how cuboids are computed actually. With re-
spect to the materialization strategy, the following two alternatives are introduced in 
the ClustCube framework: (i) full, denoted by FUL, according to which all cuboids of 
L are materialized; (ii) partial, denoted by PAR, according to which a sub-set of the 
2N – 1 cuboids of L is materialized. As regards the building strategy, ClustCube 
framework exposes the following two different approaches: (i) baseline, denoted by 
BAS, according to which, for each cuboid Ci in L, clusters are re-computed from the 
scratch (i.e., directly from input objects in OICODL); (ii) drill-down, denoted by DRI, 
according to which cuboids at level l of L, for 2 ≤ l ≤ N, are computed from cuboids 
at level l – 1 of L by means of a meaningfully distributive method. It is critical to 
notice here that, in the ClustCube framework, the target ClustCube cube C is obtained 
via computing the whole cuboid lattice L in terms of the base cuboid [3]. Also, it 
should be clear enough that the availability of multiple solutions for computing 
ClustCube cubes fully adheres to the principle of making this critical task adaptive, 
hence customizable to different application scenarios where ClustCube cubes can be 
applied, ranging from conventional centralized scenarios to more probing distributive 
and stream settings. 
Since materialization strategies and building strategies are orthogonal, four tech-
niques for computing the target ClustCube cube are finally obtained in terms of com-
binations of both materialization and building strategies, namely: ⟨FUL,BAS⟩, 
⟨FUL,DRI⟩, ⟨PAR,BAS⟩, ⟨PAR,DRI⟩. In the remainder of this Section, we thoroughly 
discuss each one of the ClustCube building techniques above, along with the respec-
tive ClustCube building algorithm. 
Looking at the ClustCube building technique hierarchy, it is obvious that 
⟨FUL,BAS⟩ is the most-straightforward technique among all the defined ones. Accord-
ing to ⟨FUL,BAS⟩, the whole cuboid lattice L is computed and materialized, and each 
cuboid Ci in L is computed by applying clustering algorithm A directly to the input 
objects in OICODL with respect to the features in Di, i.e. the dimension set of Ci (see 
Section 3). Algorithm BuildClustCube_FUL_BAS implements technique 
⟨FUL,BAS⟩. BuildClustCube_FUL_BAS simply computes L by visiting each 
level of L and, for each cuboid Ci in L, performing the following steps: (i) from cube 
metadata, determine Di; (ii) execute algorithm A on OICODL with respect to features in 
Di, thus obtaining the set of clusters Hi = {Λ0, Λ1,…, ΛK-1}; (iii) for each cluster Λk  
in Hi and for each dimension dm in Di, project Λk along dm thus selecting the set  
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Uk = {ρ0, ρ1 ,…, ρM-1} of dimensional members of dm – this finally originates a multi-
dimensional partition of the underlying object domain, denoted by Φ; (iv) materialize 
clusters Λk in Hi within (ClustCube) data cube cells of Ci based on Φ. Building tech-
nique ⟨FUL,DRI⟩ materializes all cuboids in L, but it avoids the computational costs 
of technique ⟨FUL,BAS⟩ due to running clustering algorithm A on each cuboid Ci of 
L. Contrary to technique ⟨FUL,BAS⟩, technique ⟨FUL,DRI⟩ instead employs clustering 
algorithm A to compute one-dimensional cuboids of L at level l = 1 and then it ex-
ploits the clustering results obtained for one-dimensional cuboids to compute all the 
remaining cuboids of L, by fully exploiting the distributed nature of clustering across 
hierarchical cuboids. Algorithm BuildClustCube_FUL_DRI implements tech-
nique ⟨FUL,DRI⟩ by performing the following steps: (i) execute clustering algorithm 
A on OICODL via considering the singleton feature corresponding to the singleton di-
mension of one-dimensional cuboids in L (level l = 1), thus obtaining clusters Hi = 
{Λ0, Λ1,…, ΛK-1} (it should be noted that this dimension set corresponds to the whole 
dimension set D of the target ClustCube data cube model); (ii) for each cluster Λk in 
Hi, project Λk along the singleton dimension dm in D thus selecting the set Uk = {ρ0, 
ρ1 ,…, ρM-1} of dimensional members of dm – this finally originates a one-
dimensional partition of the underlying object domain Φ; (iii) for each of the remain-
ing n-dimensional cuboid Ci in L at level l, such that 2 ≤ l ≤ N, perform the following 
steps: (iii.1) from cube metadata, determine Di; (iii.2) compute clusters Hi = {Λ0, 
Λ1,…, ΛK-1} associated to Ci by distributing objects in OICODL with respect to one-
dimensional partitions Φ associated to dimensions in Di (note that here further clus-
tering steps are not required); (iii.3) materialize clusters Λk in Hi within (ClustCube) 
data cube cells of Ci based on Φ. 
ClustCube partial materialization approaches introduce so-called complete traversal 
paths over cuboid lattices, denoted by T, as yet-another powerful mining capability of 
the proposed framework. Specifically, this interesting mining capability is inspired from 
[11], which focuses on the problem of computing iceberg cubes efficiently. 
The traversal path model is consistent for both traditional OLAP and actual Clust-
Cube data cubes. Given an N-dimensional data cube C with cuboid lattice L having N 
+ 1 levels, a complete traversal path T over L is defined in terms of a list of cuboids 
Ci in L of kind: T = C0, C1, …, C|T|-1, such that: (i) |T| ≤ 2N – 1; (ii) Ci ⊆ C for each i 
in {0, 1, …, |T| – 1}; (iii) for each pair i, j in {0, 1, …, |T| – 1} such that i < j, Ci ⊆ 
Cj; (iv) for each pair i, j in {0, 1, …, |T| – 1} such that j = i + 1, Ci ≺ Cj in H(L); (v) 
C0 in T corresponds to the apex cuboid [3] ∅ in the OLAP schema of C (i.e., C0 ≡ 
∅); (vi) C|T|-1 in T corresponds to the base cuboid (i.e., the cube) C (i.e., C|T|-1 ≡ C). 
The idea behind the ClustCube partial materialization approach relies on observing 
that, very often, the administrator is interested in analyzing/mining specialized portions of 
the whole cuboid lattice hierarchy rather than exploring all the available cuboids, which 
tend to an exponential number, on the basis of the particular application scenario and the 
particular analysis/mining goals [37G,36G]. While this gracefully involves in ClustCube 
cubes having a lower occupancy in secondary memory, non-materialized cuboids can be 
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still analyzed and mined, thanks to on-the-fly materialization primitives made available 
by most OLAP server platforms. It should be clear enough that ClustCube partial mate-
rialization approach is effective and efficient if the target traversal path T is carefully 
defined as representing sort of preferred mining patterns, i.e. T models a heavily-mined 
portion of the whole cuboid lattice. ClustCube framework supports both regular, i.e. the 
ones defined before, and irregular traversal paths, i.e. traversal path such that there ex-
ists at least one cuboid Ci that precedes more than one cudoid in the cuboid hierarchy 
H(L), i.e. ∃ Ci : ∃ Cj, Ck in T, Ci ≠ Cj ∧ Ci ≠ Ck : Ci ≺ Cj in H(L) ∧ Ci ≺ Ck in 
H(L). As meaningful examples, Figure 4 (b) shows a regular traversal path over the 
cuboid lattice L of a four-dimensional ClustCube cube C having D = {A, B, C, D} as 
dimension set, whereas Figure 4 (c) shows an irregular (b) traversal path over the same 
cuboid lattice. 
Algorithm BuildClustCube_PAR_BAS and algorithm BuildClust-
Cube_PAR_DRI implement the techniques ⟨PAR,BAS⟩ and ⟨PAR,DRI⟩, respectively. 
These algorithms are straightforward extensions of algorithms BuildClust-
Cube_FUL_BAS and BuildClustCube_FUL_DRI, respectively, with the sole 
difference that, here, cuboids to be (partially) materialized are taken from the input 
complete traversal path T rather than the OLAP schema of C (i.e., the whole cuboid 
lattice structure L) like in the previous solutions. 
5 Experimental Results 
In order to probe the effectiveness of the proposed ClustCube framework, we per-
formed an extensive experimental evaluation and analysis of the ClustCube perfor-
mance in computing (ClustCube) cubes on top of two well-known-in-literature data 
sets, namely the benchmark data set TCP-H [10] and the real-life data set Movie 
available at the UCI KDD Archive [6]. TCP-H stores data about an hypothetical 
supply company selling parts in several regions and throughout several classes of 
customers. Movie stores data on movies plus related information such as (movie) 
categories, casts, actors, studios, and so forth. In particular, we conducted two kinds 
of experiment aimed at probing the efficiency and the effectiveness of ClustCube 
framework, respectively. Each kind of experiment has been performed by adopting as 
core clustering algorithm A the following well-known-in-literature clustering algo-
rithms: BIRCH [13], CLARANS [8] and DBSCAN [2]. Briefly, recall that these algo-
rithms adhere to different-in-nature clustering approaches: BIRCH is a hierarchical 
clustering algorithm, CLARANS a partition-based clustering algorithm, and 
DBSCAN a density-based clustering algorithm. The variety of core algorithms em-
ployed in our experimental analysis conveys much more reliability to our experimen-
tal assessment. 
As regards the data layer of our experimental framework, we considered several 
ClustCube cubes built from the two reference data sets TPC-H and Movie at different 
dimensionalities (ranging from two to ten dimensions). On top so-obtained ClustCube 
cubes, we finally performed our comprehensive experimental campaign. For what 
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concerns ClustCube partial materialization approaches, we generated synthetic irregu-
lar complete traversal paths T by means of the following approach. Given the target 
cuboid lattice L of an N-dimensional data cube, traversal paths T have been incre-
mentally generated from L by randomly selecting, for each level l of L, a sub-set of 
cuboids of size ݉ܽݔ ቄ1 ;  ቔቀ݈ܰ ቁ · ߛቕቅ, such that ߛ denotes an input parameter ranging 
over the interval [0:1]. ߛ finally determines how many cuboids per-level are added to 
T, i.e. what we call as the selectivity of T, denoted by ߪ. In our experimental frame-
work, ߪ is measured in terms of a percentage value with respect to the total number 
of cuboids of L, 2N – 1. We preferred irregular complete traversal paths over regular 
complete traversal paths as, clearly (see Section 4), the former represent an applica-
tive setting that is more difficult than the latter, hence its testing provides us with a 
much more reliable assessment with respect to the case of handling regular complete 
traversal paths, still being capable to provide us with a yet trustworthy way of assess-
ing the performance of the latter case. The latter claim is supported by the clear evi-
dence stating that computational overheads due to computing partially-materialized 
ClustCube cubes with irregular complete traversal paths are (computational-
complexity) upper bounds for computational overheads due to computing partially-
materialized ClustCube cubes with regular complete traversal paths. 
    
            (a)                         (b)                       (c)                         (d) 
Fig. 5. ClustCube algorithms’ performance in computing ClustCube cubes over the benchmark 
data set TPC-H with building techniques FUL,BAS (a), FUL,DRI (b), PAR,BAS (c) and 
PAR,DRI (d) versus the number of dimensions N, in comparison with CLIQUE 
In our experimental assessment, we compared our proposed algorithms for compu-
ting ClustCube cubes against the case of using CLIQUE [1], which is a state-of-the-
art approach for subspace clustering of high-dimensional data, as baseline algorithm. 
Is should be noted that CLIQUE keeps several points of similarity with our approach 
for computing ClustCube cubes. Indeed, during the subspace clustering phase, 
CLIQUE searches across the lattice of all possible subspaces of a given high-
dimensional space in order to find subspaces that allow “better” clustering of actual 
data points rather than the original one (i.e., the clustering of the high-dimensional 
space). Thanks for this similarity, in our experimental campaign we used CLIQUE as 
an alternative method to compute ClustCube cubes along with the associated cuboid 
lattices, thanks to the meaningfully amenity of associating subspaces of the target 
multidimensional data set with cuboids of ClustCube cubes. 
For what concerns the experimental parameters of clustering algorithms used  
as ClustCube core algorithms (i.e., BIRCH, CLARANS and DBSCAN) as well  
as CLIQUE, we tried our best to set the combinations of those possible values that 
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provide us with the best performance, according to what suggested by the respective 
authors, or manually chosen based on a try-and-error procedure. This allowed us to 
obtain the best possible result from each clustering technique, hence achieving a fair 
experimental assessment. 
 
    
             (a)                        (b)                      (c)                         (d) 
Fig. 6. ClustCube algorithms’ performance in computing ClustCube cubes over the real-life 
data set Movie with building techniques FUL,BAS (a), FUL,DRI (b), PAR,BAS (c) and 
PAR,DRI (d) versus the number of dimensions N, in comparison with CLIQUE 
As mentioned earlier, in the first class of experiments we tested the efficiency of 
ClustCube in computing (ClustCube) cubes having different number of dimensions. 
Figure 5 shows the variation of the execution time of ClustCube algorithms on the 
benchmark data set TCP-H for the different building techniques ⟨FUL,BAS⟩ (Figure 5 
(a)), ⟨FUL,DRI⟩ (Figure 5 (b)), ⟨PAR,BAS⟩ (Figure 5 (c)) and ⟨PAR,DRI⟩ (Figure 5 
(d)), when adopting as core algorithms BIRCH, CLARANS and DBSCAN, respec-
tively, and ranging the number of dimensions N over the range [2:5], in comparison 
with the performance due to CLIQUE. Figure 6 shows instead the same experimental 
pattern of Figure 5 retrieved on the real-life data set Movie. 
From the experimental results shown in Figure 5 and Figure 6, it follows that the 
ClustCube framework performs consistently better than CLIQUE in most occur-
rences, especially when BIRCH and DBSCAN are employed as core algorithms. 
CLIQUE exposes instead a better performance in some occurrences when CLARANS 
is used as core algorithm, an in particular with BAS building techniques. This because, 
in the latter case, all cuboids must be computed from the scratch (see Section 4), 
hence the inefficiency of CLARANS (e.g., [2]) decreases, in turn, the performance of 
ClustCube in computing the whole cuboid lattice. However, as it will be clearer in the 
following, BAS ClustCube building techniques have a smaller spectrum of applicative 
settings rather than DRI ClustCube building techniques, hence this drawback does  
not limit the effectiveness and the efficiency of ClustCube in popular applicative 
settings [12]. 
As regards the second class of experiments, they are intended to assess the effec-
tiveness of ClustCube in terms of the accuracy of DRI ClustCube building tech-
niques, which are clearly the most significant to be stressed due to fact BAS Clust-
Cube building techniques compute all the cuboids of the lattice from the scratch (see 
Section 4). Indeed, as stressed before, due to their lower computational requirements, 
DRI ClustCube building techniques are the most popular to be exploited in a wide 
range of applicative settings [12]. Again, accuracy due to ClustCube computing algo-
rithms has been compared with the one of CLIQUE. 
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In particular, accuracy of ClustCube has been measured by computing the similari-
ty of the approximate clustering produced by DRI ClustCube building techniques with 
respect to the exact clustering produced by BAS ClustCube building techniques. Ac-
curacy of CLIQUE has been instead measured by considering the similarity of the 
approximate clustering obtained by means of a CLIQUE run over the entire target 
high-dimensional space on subspaces (i.e., cuboids) with respect to the exact cluster-
ing obtained by a CLIQUE run on each one of those subspaces solely. It should be 
noted that the latter is a reasonable solution for testing the accuracy of CLIQUE in our 
experimental framework, and even with respect to the goal of using CLIQUE as an 
alternative approach for computing ClustCube cubes. 
To convey more reliability to our analysis, in our experimental framework we 
computed the similarity between two different clustering ߅௜ ൌ ሼΛ଴, Λଵ, ڮ , Λ௄ିଵሽ and 
ܪ௜ᇱ ൌ ሼΛ଴, Λଵ, ڮ , Λ௄ᇲିଵ ሽ, such that ܭ ് ܭԢ, according to two different approaches, 
namely Clustering Similarity (Sim) [12] and Adjusted Mutual Information (AMI) [7]. 
In more detail, Sim [12] is defined in terms of the so-called degree of subsumption of 
clustering ߅௜  with respect to clustering ܪ௜ᇱ, denoted as ݀݁݃ሺ߅௜ ⊂ ܪ௜ᇱሻ, as follows: 
 ݀݁݃ሺ߅௜ ⊂ ܪ௜ᇱሻ ൌ ∑  ௠௔௫భರೕರ಼ᇲ൫ஃ೔תஃೕ ൯೔಼సభ ∑ |ஃ೔|೔಼సభ  (2) 
Based on (2), Sim between clustering ߅௜  and clustering ܪ௜ᇱ , denoted as 
ܵ݅݉ሺ߅௜, ܪ௜ᇱሻ, is defined as follows: 
 ܵ݅݉ሺ߅௜, ܪ௜ᇱሻ ൌ  ௗ௘௚൫௴೔⊂ு೔
ᇲ൯ାௗ௘௚൫ு೔ᇲ⊂௴೔൯
ଶ  (3) 
In our experimental evaluation, fixed an N-dimensional ClustCube cube C with the 
cuboid lattice L, we measured the average Sim, denoted by ܵ݅݉஺௏ீሺA, ݈, ܰሻ, of dif-
ferent clustering induced by groups of cuboids of L, such that these cuboids are  
obtained by means of core algorithm A according to different ClustCube building 
techniques. In more detail, for each level l of L, we computed the average similarity 
ܵ݅݉஺௏ீሺA, ݈, ܰሻ between the i-th cuboid at level l obtained by means of A and ac-
cording to the DRI approach, denoted by ܥ௟,௜ሺDRI,Aሻ, and the analogous cuboid ob-
tained by means of A and according to the BAS approach, denoted by ܥ௟,௜ሺBAS,Aሻ. 
ܵ݅݉஺௏ீሺA, ݈, ܰሻ is formally defined as follows: 
 ܵ݅݉஺௏ீሺA, ݈, ܰሻ ൌ  
∑ ௌ௜௠ቀ௴൫஼೗,೔ሺDRI,Aሻ൯,௴൫஼೗,೔ሺBAS,Aሻ൯ቁ
ቀಿ೗ ቁ
೔సబ
ቀே௟ ቁ
 (4) 
such that ߅൫ܥ௟,௜ሺDRI,Aሻ൯ and ߅൫ܥ௟,௜ሺBAS,Aሻ൯ denote the clustering associated to 
cuboids ܥ௟,௜ሺDRI,Aሻ and ܥ௟,௜ሺBAS,Aሻ, respectively. 
AMI [7] is instead defined on the basis of the mutual information (MI) between two 
clustering ߅௜  and clustering ܪ௜ᇱ, denoted as ܯܫሺ߅௜, ܪ௜ᇱሻ, which is defined as follows: 
 ܯܫሺܪ௜, ܪᇱ௜ሻ ൌ ∑ ∑ ܲሺ݅, ݆ሻ ڄ log ௉ሺ௜,௝ሻ௉ሺ௜ሻ௉ᇲሺ௝ሻ௞
ᇲିଵ௝ୀ଴௞ିଵ௜ୀ଴  (5) 
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such that: (i) ܲሺ݅, ݆ሻ ൌ |ஃ೔תஃೕ
ᇲ|
௡೅ ; (ii) ܲሺ݅ሻ ൌ
|ஃ೔|
௡೅ ; (iii) ܲԢሺ݆ሻ ൌ
|ஃೕᇲ|
௡೅ , being ்݊ the number 
of objects in the input data set. Based on (5), AMI between clustering ߅௜  and cluster-
ing ܪ௜ᇱ, denoted as ܣܯܫሺ߅௜, ܪ௜ᇱሻ, is defined as follows: 
 ܣܯܫሺܪ௜, ܪᇱ௜ሻ ൌ ெூሺு೔,ு
ᇲ೔ሻିாሼெூሺு೔,ுᇲ೔ሻሽ
maxሼ୻ሺு೔ሻ,୻ሺுᇱ೔ሻሽିாሼெூሺு೔,ுᇲ೔ሻሽ (6) 
such that: (i) ܧሼܯܫሺܪ௜, ܪᇱ௜ሻሽ denotes the expected value of MI; (ii) Γሺܪሻ (Γሺܪᇱሻ, 
respectively) denotes the entropy of clustering ܪ (ܪ’, respectively), which is defined 
as follows: 
 Γሺܪሻ ൌ െ ∑ ܲሺ݅ሻ ڄ log ܲሺ݅ሻ௞ିଵ௜ୀ଴  (7) 
Finally, similarly to ܵ݅݉஺௏ீ  (3), in our experimental framework we introduce the 
average AMI, denoted by ܣܯܫ஺௏ீ ሺA, ݈, ܰሻ, which is defined as follows: 
 ܣܯܫ஺௏ீሺA, ݈, ܰሻ ൌ  
∑ ஺ெூቀ௴൫஼೗,೔ሺDRI,Aሻ൯,௴൫஼೗,೔ሺBAS,Aሻ൯ቁ
ቀಿ೗ ቁ
೔సబ
ቀே௟ ቁ
 (8) 
such that such that ߅൫ܥ௟,௜ሺDRI,Aሻ൯ and ߅൫ܥ௟,௜ሺBAS,Aሻ൯ denote the clustering asso-
ciated to cuboids ܥ௟,௜ሺDRI,Aሻ and ܥ௟,௜ሺBAS,Aሻ, respectively. 
Figure 7 shows the variation of metrics ܵ݅݉஺௏ீ  and ܣܯܫ஺௏ீ  of DRI ClustCube 
algorithms on the benchmark data set TPC-H for the different building techniques 
⟨FUL,DRI⟩ (Figure 7 (a)) and ⟨PAR,DRI⟩ (Figure 7 (b)), when adopting as core algo-
rithms BIRCH, CLARANS and DBSCAN, respectively, and ranging the level l of the 
cuboid lattice L of a cube characterized by ܰ = 8 dimensions, still in comparison 
with the metric results due to CLIQUE. In particular, Figure 7 (a) and Figure 7 (b) 
show the variation of ܵ݅݉஺௏ீ  for the ClustCube building techniques ⟨FUL,DRI⟩ and 
⟨PAR,DRI⟩, respectively, whereas Figure 7 (c) and Figure 7 (d) show the same results 
for the case of ܣܯܫ஺௏ீ . To give more details, synthetic irregular complete traversal 
paths exposing a selectivity equal to ߪ= 20% have been considered in these experi-
ments. Finally, Figure 8 shows the same experimental pattern of Figure 7 retrieved on 
the real-life data set Movie. 
 
    
            (a)                         (b)                       (c)                           (d) 
Fig. 7. ClustCube algorithms’ accuracy in computing ClustCube cubes over the benchmark 
data set TPC-H with building techniques FUL,DRI (a) and PAR,DRI (b) according to  
SimAVG, and FUL,DRI (c) and PAR,DRI (d) according to AMIAVG, versus the cuboid level l, in 
comparison with CLIQUE 
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               (a)                       (b)                        (c)                        (d) 
Fig. 8. ClustCube algorithms’ accuracy in computing ClustCube cubes over the real-life data 
set Movie with building techniques FUL,DRI (a) and PAR,DRI (b) according to SimAVG, and 
FUL,DRI (c) and PAR,DRI (d) according to AMIAVG, versus the cuboid level l, in comparison 
with CLIQUE 
From the experimental results above, it clearly follows that the accuracy of Clust-
Cube is indeed comparable to the one of CLIQUE, and, in some occurrences, it even 
outperforms CLIQUE’s accuracy over both the data sets TPC-H and Movie. Summa-
rizing, by inspecting both efficiency- and effectiveness-oriented experimental results, 
it should be clear enough that our proposed ClustCube framework allows us to obtain 
the same (or better) accuracy than CLIQUE, a state-of-the-art subspace clustering 
method, but with a substantial improvement over the performance of CLIQUE in 
terms of computational costs in most occurrences, still furnishing meaningfully 
OLAP capabilities in exploring and mining complex database objects. This is a re-
markable contribution over state-of-the-art research. 
6 Conclusions and Future Work 
A complete OLAP-based framework for clustering and mining complex objects ex-
tracted from distributed database settings, called ClustCube, has been presented and 
experimentally assessed in this paper. ClustCube encompasses a spectrum of research 
innovations towards the seamless integration of consolidated clustering techniques 
over large databases and well-understood OLAP methodologies for accessing and 
mining (complex) objects. Future work is mainly oriented towards extending the pro-
posed framework in order to make it capable of dealing with classification issues over 
complex database objects, beyond clustering issues like those investigated in this 
research. 
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Abstract. This paper presents a novel approach for the detection of con-
textual anomalies. This approach, based on log-linear tensor factorization,
considers a stream of discrete events, each representing the co-occurence
of contextual elements, and detects events with low-probability. A para-
metric model is used to learn the joint probability of contextual elements,
in which the parameters are the factors of the event tensor. An eﬃcient
method, based on Nesterov’s accelerated gradient ascent, is proposed to
learn these parameters. The proposed approach is evaluated on the low-
rank approximation of tensors, the prediction of future of events and the
detection of events representing abnormal behaviors. Results show our
method to outperform state of the art approaches for these problems.
Keywords: Contextual anomaly detection · Tensor factorization · Low-
rank approximation · Future event prediction
1 Introduction
The recent commercialization of technologies for the real-time identiﬁcation,
location, and tracking of people and objects has opened the door to various
new applications in domains such as safety, logistics and retail. Among these
applications, the real-time detection of malicious or abnormal behaviors is of
critical importance to the safety of the population.
The approaches proposed for this problem over the years can be roughly
divided in two categories: the ones based on probabilistic generative models, and
those using trajectory patterns. Approaches in the ﬁrst category use a generative
model, for instance based on Markov [7] or Hierarchical Dirichlet [9] processes, to
determine the likelihood of a sequence of observed events/actions, and consider
as abnormal behaviors the ones with a low probability. On the other hand, the
second category of methods represent behaviors as trajectories through space,
and considers as anomalies the trajectories that are signiﬁcantly diﬀerent from
commonly observed ones. Trajectories can be encoded in various ways, such
as sequences of points [16] or cubic splines [18]. Moreover, several approaches
c© Springer International Publishing Switzerland 2015
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have been proposed to model the class of normal trajectories, for instance one-
class SVM (OCSVM) [16], Gaussian Mixture Model [18], sparse coding [14] and
frequent sub-sequence mining [10].
While these solutions are adequate in small and controlled environments, in
which well deﬁned activities occur, they usually perform poorly in large and dyna-
mic environments, where the same sequence of events is almost never observed
twice. In such complex environments, the context of events (such as location, dura-
tion, person ID, type of job, etc.) is often more important than their sequence.
Thus, a person might take a slightly diﬀerent route to go to the oﬃce, so analyz-
ing the exact trajectory would likely result in many false positives. Moreover, even
though the usual route is taken, this person’s behavior can be abnormal if he/she
goes to the oﬃce at an odd time (e.g., after 9 pm) or on a odd day (e.g., Sunday).
This behavior might however be considered normal for other employees, such as
security agents working on the evening or weekend shifts.
Although several approaches have been proposed to include contextual infor-
mation in generative models, for example [3] and [5], these approaches are limited
to speciﬁc contextual dimensions, such as the duration of events, and are unsuit-
able for complex environments. On the other hand, tensors have been recognized
as a powerful and eﬃcient method to model complex contextual information,
and have been used in diverse applications like item recommendation [17] and
analyzing email exchanges [1]. Recently, tensor factorization [4,12,21] has been
explored as a novel way to detect anomalies, for instance, by tracking the recon-
struction error over time [19], detecting outliers in the factor subspace [8,20], or
decomposing a tensor as the sum of a low-rank component and a sparse residual
representing the anomaly [11].
In this paper, we propose a novel method based on log-linear tensor factor-
ization to detect contextual anomalies in large and complex environments. The
advantages of this method are as follows:
1. Unlike existing tensor factorization approaches, which focus on detecting
global anomalies [11,19] or distance-based outliers [8,20], our method learns
the joint distribution of contextual dimensions. This allows it to evaluate the
true probability of incoming events and mark low probability ones as abnor-
mal. Our method also has the ability to detect speciﬁc types of anomalies
eﬃciently, by using the probability of a given dimension conditioned over
the other ones.
2. While most tensor factorization approaches are based on a linear model, our
method uses a log-linear model, which can learn more complex relations in
the data. Moreover, the proposed model implicitly enforces non-negativity in
the tensor, a useful property when dealing with count data. In comparison,
state of the art factorization techniques like Non-negative Tensor Factoriza-
tion (NTF) [21] and Alternating Poisson Regression (APR) [4] impose non-
negativity by constraining the factors, making the inference process more
complex.
3. The proposed method uses an eﬃcient inference strategy, based on Nesterov’s
accelerated gradient ascent, which has a complexity comparable to the state
of the art Alternating Least Square (ALS) method [17], but oﬀers more
ﬂexibility (e.g., ALS is limited to linear models and does not impose non-
negativity).
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The rest of this paper is divided as follows. In Section 2, we describe our
proposed model, its inference strategy, and the method used to detect anoma-
lies. Section 3 then evaluates our model on the tasks of approximating tensors
using a small number of parameters, predicting the occurrence of future events
and detecting abnormal events from their context. Finally, we summarize our
contributions and results in Section 4.
2 The Proposed Method
2.1 Model Description
We model the multi-dimensional context of an event using a set of discrete
random variables {X1, . . . , XD}, representing the identiﬁer (ID) of contextual
elements like person, zone, time of day, etc. Each variable Xj has domain Ωj =
{1, . . . , Nj}, and we denote as Xj = ij the observation of element ij ∈ Ωj for
dimension j. To simplify the notation, we use xij as shorthand for this observa-
tion. For example, if the ﬁrst dimension represents people, then xi1 means the
observation of person i1, from a group of N1 people, in the event.
We suppose that the observation of events depend on a set of latent fac-
tors Z = {Z1, . . . , ZD}, providing high-level information about the contextual
elements. We deﬁne as zij ∈ RK the latent factor vector corresponding to the
ij-th element of dimension j, where K is a user-supplied parameter. Using the
previous example, zi1 would be the latent factor vector of person i1.
To model the joint probability of contextual elements, we use the following
log-linear model:
p(xi1 , . . . , xiD | Z) =
exp
(〈zi1 , . . . , ziD 〉
)
N1∑
i′1=1
. . .
ND∑
i′D=1
exp
(〈zi′1 , . . . , zi′D 〉
)
, (1)
where 〈zi1 , . . . ,ziD 〉 is the inner product between D vectors of size K:
〈zi1 , . . . ,ziD 〉 =
K∑
k=1
zi1,k · zi2,k · . . . · ziD−1,k · ziD,k. (2)
To learn the model parameters, we suppose that a set X of M observed events
(xi1 , . . . , xiD ) is available. This set can also be represented as a D-dimension
tensor, in which element (i1, . . . , iD) contains the number of events of X having
context (i1, . . . , iD). We call this structure the event tensor.
Considering the events as i.i.d., the observation likelihood of the events in X
corresponds to
p(X |Z) =
∏
(xi1 ,...,xiD )∈X
p(xi1 , . . . , xiD | Z)
=
N1∏
i1=1
. . .
ND∏
iD=1
p(xi1 , . . . , xiD | Z)Mi1,...,iD , (3)
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where Mi1,...,iD is the number of events of X with context (i1, . . . , iD). Since the
number of events is small compared to the size of the multi-dimensional event
space (i.e., N1× . . .×Nj), only a few of these values are expected to be non-zero.
In other words, the event tensor should be very sparse. To regularize the solution,
we suppose the factor vectors as independent and following a zero-mean normal
distribution with uniform variance:
p(Z) =
D∏
j=1
Nj∏
ij=1
N (zij ; 0, σ−1I
)
. (4)
The latent factors Z are found using the maximum a posteriori (MAP) esti-
mate, which corresponds to maximizing the following cost function:
f(Z) = log p(X |Z) + log p(Z)
=
N1∑
i1=1
. . .
ND∑
iD=1
Mi1,...,iD log p(xi1 , . . . , xiD | Z) −
σ
2
D∑
j=1
Nj∑
ij=1
||zij ||2.(5)
Note that this is equivalent to minimizing the KL divergence between the model
and empirical distribution of events, as done in [4].
Since the cost function of Eq. (5) is both non-linear and non-concave, obtain-
ing globally optimum parameters is an intractable problem. Therefore, we must
optimize it using an iterative approach like the gradient ascent method, which
has a linear convergence rate. However, because this function is concave with
respect to each factor vector, we can instead use Nesterov’s accelerated gradient
method [15] for which the convergence rate is quadratic.
Unlike gradient ascent, Nesterov’s method performs two diﬀerent steps at
each iteration. The ﬁrst step is a simple gradient ascent step of size η from the
current solution z(t)ij to a intermediate solution y
(t+1)
ij
:
y
(t+1)
ij
= z(t)ij + η
∂f
∂zij
(Z(t)). (6)
Let Ri1,...,iD (Z) be the diﬀerence between the observed number of events in
context (i1, . . . , iD) and the expected one according to parameters Z:
Ri1,...,iD (Z) = Mi1,...,iD − M · p(xi1 , . . . , xiD | Z). (7)
The gradient with respect to zij is given by
∂f
∂zij
(Z) =
N1∑
i1=1
. . .
Nj−1∑
ij−1=1
Nj+1∑
ij+1=1
. . .
ND∑
iD=1
Ri1,...,iD (Z) · zˆij − σzij , (8)
where zˆij is deﬁned as the Hadamard (i.e., element-wise) product of all factor
vectors expect the one of dimension j:
zˆij =
(
zi1 ◦ . . . ◦ zij−1 ◦ zij+1 ◦ · · · ◦ ziD
)
, (9)
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Algorithm 1. Parameter inference using Nesterov’s method
The second step then ﬁnds the next solution z(t+1)ij as a convex combination of
the two last intermediate solutions:
z
(t+1)
ij
= (1 − γt)y(t+1)ij + γt y
(t)
ij
, (10)
where γt are constants controlling the search momentum (e.g., see Algorithm 1).
2.2 Algorithm Summary and Complexity
The complete inference process is summarized in Algorithm 1. For a greater eﬃ-
ciency, we group latent factor vectors of each dimension j in a single matrix Zj ,
and use standard matrix operations. We start by initializing the factor matrices
randomly following the prior distribution of parameter σ (lines 1-3). Then, at each
iteration of Nesterov’s method, the tensor Xˆ of expected counts is reconstructed
using the current intermediate factors Yj (line 6). Operator  corresponds to the
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Khatri-Rao product and X(j) denotes the unfolding of tensor X along dimen-
sion j (see [12] for more information). For each dimension j, the gradient is then
computed using the residual between the observed and expected counts (line
10), and used to update factor matrix Zj (line 11). If the step size η is too
large, the solution may diverge. A strategy is thus added to detect such problem
and adjust η automatically (lines 12-13), thereby eliminating the need to tune
η manually. This strategy is known as backtracking line search. The momentum
constant and intermediate factors are ﬁnally updated as per Nesterov’s method
(lines 14-16). The process is repeated until converge is attained, or a maximum
number of iterations is exhausted.
The computational complexity of this algorithm is as follows. For each iter-
ation, reconstructing the expected tensor Xˆ take O(K · ∏Dj=1 Nj) operations.
Likewise, updating the latent factors for each dimension can be done in O(K ·
∏D
j=1 Nj). Therefore, the total complexity is O(Tmax · K · D ·
∏D
j=1 Nj), where
Tmax is the maximum number of iterations.
2.3 Abnormal Event Detection
We use the latent factors learned during training to evaluate the joint proba-
bility of new events in real-time, and mark as abnormal those that have a low
probability. Let θ be a given probability threshold, an event (xi1 , . . . , xiD ) will
be marked as abnormal if p(xi1 , . . . , xiD | Z) < θ. By pre-computing the denom-
inator of Eq. (1), evaluating the joint probability of an incoming event requires
only O(D·K) operations.
To detect speciﬁc types of anomalies, we can instead evaluate the probability
of a single dimensional value, conditioned on all other dimensional values. For
example, we could evaluate the probability that the event occurs in a certain
zone, given the person, day, and time of day corresponding to that event. If the
conditional probability of the observed zone is much lower than that of other
zones, the event would then be marked as abnormal. Suppose, without loss of
generality that the query dimension is j = 1. The probability of xi1 , conditioned
on all other dimensions, is given by
p(xi1 |xi2 , . . . , xiD ,Z) =
exp
(〈zi1 , . . . , ziD 〉
)
N1∑
i1=1
exp
(〈zi1 , . . . , ziD 〉
)
. (11)
To evaluate the computational complexity of this query, we note that the inner
product can be decomposed as 〈zi1 , . . . , ziD 〉 = 〈zi1 , zˆi1〉. Thus, if we pre-
compute zˆi1 , each inner product computation has a time complexity in O(K),
where K is the size of the latent subspace. Since we have to compute N1 of these
inner products, the total cost of evaluating the query is in O(N1 ·K).
3 Experiments
We evaluated the performance of our method by conducting three sets of experi-
ments, related to the low-rank approximation of tensors, the prediction of future
events, and the detection of contextual anomalies.
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3.1 Low-Rank Approximation
The goal of this ﬁrst experiment is to measure the ability of our method to ﬁt
the event tensor using a small number of parameters.
Experimental Design. We generated two synthetic datasets, each containing
11 sparse 3D tensors of size 100×100×100 drawn from two types of distributions:
log-linear and Poisson. Each tensor was generated using three sets of 100 latent
factor vectors of size K=20, drawn from a Gaussian prior in the case of log-linear
tensors and a Gamma prior for Poisson tensors. The parameters of these priors
were selected to have a sparsity level between 70% and 90%, and the resulting
tensors normalized to have a total number of events equal to M = 106.
We used the ﬁrst tensor to tune the regularization parameter σ of our method,
and the remaining 10 to evaluate its average performance in terms of Mean Abso-
lute Error (MAE). Factor sizes of K=5, 10, 15, 20 were tested. We compared our
Log-Linear Tensor Factorization (LLTF) method to two state-of-the-art factor-
ization approaches: Alternating Poisson Regression (APR) [4] and Non-Negative
Tensor Factorization (NTF) [21]. The Matlab Tensor Toolbox v2.5 [2] implemen-
tation of these methods was used.
Results and Discussion. Figure 1 (left) gives the average MAE obtained by the
three tested approaches on the Poisson (blue curves) and log-linear (green curves)
tensors. As expected, the reconstruction error decreases with higher values of K.
Moreover, our LLTF method outperforms APR and NTF for log-linear tensors,
especially for K = 20 where LLTF obtains an average MAE 2.26 times smaller
than APR and 2.41 smaller than NTF. For Poisson data, LLTF performs as well
as APR, even though this data is tailored to APR’s Poisson model not LLTF’s
log-linear one. Since it is not designed for sparse count data, NTF obtains a
lower performance than LLTF and APR for both log-linear and Poisson data.
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Fig. 1. (left) Average MAE obtained by LLTF, APR and NTF on 10 Poisson (blue
curves) and log-linear (green curves) tensors, for latent factor sizes of K = 5, 10, 15, 20.
(right) Convergence of our Nesterov-based method on a sample tensor, compared to
simple gradient ascent (GA).
Figure 1 (right) illustrates the convergence rate of our Nesterov-based method
on a sample tensor, compared to simple gradient ascent (GA). We see that the
convergence in terms of Negative Log-Likelihood (NLL) (blue curves) is attained
within 60 iterations, with an average time of 0.3 seconds per iteration, whereas
GA has not converged after 100 iterations. In contrast to our method, APR takes
on average 1.3 seconds per iteration using the same hardware, and requires over
1000 iterations to converge.
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3.2 Future Event Prediction
The second experiment evaluates how well our method can predict the number
of future events occurring in a given context. As the event tensor is sparse, this
experiment measures the ability of the model to predict events that were not
observed in the training data.
Experimental Design. Two real-life datasets were used for this experiment.
– Reality Mining [6]: Contains the tracking information of 106 students and
faculty members from the MIT Media Laboratory and Sloan Business school,
collected through their cell-phones in 2004-2005. From the 106 participants,
we picked 87 students as the remaining ones had either less than 7 days of data
or no data at all. For the locations, we used the 1027 unique cell-tower IDs,
corresponding to the attribute areaID.cellID in the data. The timestamps of
the tracking events were encoded using 24 discrete values, one for each hour
of the day. Combining these three dimensions, we obtained a 87×1027×24
tensor, each cell containing the number of times a person was recorded as
being near a given cell tower, at a given time of the day.
– Geo-Life Taxi Trajectories [22]: Contains the GPS trajectories of 10,357
taxis during the period of Feb. 2 to Feb. 8, 2008 within the city of Beijing.
From the 10,357 taxis in the data, we selected 259 taxis as the remaining ones
had either less than 5000 records of temporal locations or no records at all.
Since most records are located near the center of Beijing, we converted the
Cartesian coordinates (longitude and latitude) to log polar ones (log radius,
angle θ) using the city’s center as origin. We divided θ into 12 bins of 30◦
each, and the log radius into 10 bins, giving a total of 120 zones. Similar
to the Reality Mining dataset, we encoded the timestamps using 24 discrete
values, one for each hour of the day. Combining these three dimensions, we
obtained a 259×120×24 tensor, each cell containing the number of times a
taxi was recorded as being in a speciﬁc zone, at a given hour of the day.
We split the datasets temporally, putting the ﬁrst 60% of each person or taxi’s
events in the training set, the following 20% in the validation set, which was used
to tune the regularization parameter σ, and the remaining 20% in the test set.
We predicted the number of events in the test set for each context (i.e., tensor
cell) by multiplying the probability obtained for this context during training
with the total number of events in the test set. We evaluated the prediction
accuracy of our method, in terms of MAE, RMSE (Root Mean Squared Error)
and NLL, and compared it once again to with APR and NTF. Note that the
Poisson distribution used in APR is speciﬁcally tailored to model count data. A
latent factor size of K=10 was used for all three methods.
Results and Discussion. The prediction accuracy of the three tested methods
on the Reality Mining and Taxi datasets is detailed in Table 1. We see that
LLTF outperforms APR and NTF, on both datasets and all three performance
metrics. Thus, LLTF obtains a MAE 2.32 times lower than APR in the Reality
Mining dataset, and 2.10 times lower in the Taxi dataset. We also note that APR
obtained inﬁnite NLL values. This is because it gave a zero probability to the
events in the test set that were not observed in the training set. By regularizing
the factors, our model can better predict such unobserved events.
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Table 1. Prediction error obtained by our LLTF method, as well as the NTF and APR
approaches, on the Reality Mining (with σ = 6) and Taxi (with σ = 4) datasets. NLL
values have been scaled for convenience.
(a) Reality Mining
Metric LLTF APR [4] NTF [21]
MAE 0.384 0.892 0.894
RMSE 8.906 19.134 19.743
NLL ×106 7.270 ∞ 7.814
(b) GeoLife Taxi
Metric LLTF APR [4] NTF [21]
MAE 1.691 3.549 3.084
RMSE 15.319 19.657 24.220
NLL ×106 9.158 ∞ 9.719
3.3 Abnormal Event Detection
In this last experiment, we assess the usefulness of our method to detect abnor-
mal events from their context.
Experimental Design. Once again, the Reality Mining and GeoLife Taxi Tra-
jectory datasets were considered for this experiment. Three types of synthetic
anomalies were generated.
– Swap People: This type of anomalies simulates a person (or taxi) behaving
like someone diﬀerent. To generate such anomalies, we ﬁrst computed the
KL divergence between the event distribution (i.e., number of events for
each time and zone) of all pairs of persons. We then used weighted sampling
to pick random person pairs, those with a higher KL divergence having a
greater chance of being selected, and swapped the personID of all events
involving the corresponding two persons.
– Swap Times: This type of anomalies corresponds to a person going to
the same places, but at odd times (hours of the day). To generate these
anomalies, we randomly picked a person and computed the KL divergence
between the event distribution (number of events for each zone) of all time
pairs, for this person. Once more, the time pairs were picked using the KL
divergence as sampling weight, and the timeID of these pairs were swapped
in all the events of the selected person.
– Swap Zones: This last type anomaly corresponds to a person being active
at the same times, but in unusual zones. These anomalies were generated
using the same strategy as in Swap Times, except that the KL divergence
between the time distribution of events of each zone pair was considered.
We split the dataset as in the previous experiment, and used the training
data as is to learn the distribution of normal events. For both the validation and
testing sets, we generated 10 diﬀerent sets of random anomalies, using the follow-
ing procedure. For Swap People anomalies, we swapped 5 pairs of people/taxis,
while for Swap Times and Swap Zones anomalies, we randomly picked 3 persons
and, for each of them, swapped 3 pairs of timeID or zoneID. The parameters of
the tested methods were tuned using the average Area Under the ROC Curve
(AUC) obtained over the 10 validation anomaly sets. Note that this tuning step
was necessary to have a fair comparison between the tested methods, but such
validation anomalies may not be available in real-life applications. Finally, the
performance of the tuned methods was evaluated as the mean AUC obtained
over the 10 test anomaly sets.
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We tested four variations of our proposed approach. In the ﬁrst one, called
LLTF-Joint, the ROC curves are generated by evaluating the joint probability of
test examples, as deﬁned in Eq. (1), and then computing the precision/recall for
increasing probability thresholds. The other three methods, denoted by LLTF-
D, where D = {Person,Time,Zone}, instead use the conditional probability of
a single dimension D given the other two dimensions, as described in Eq. (11).
We compared the performance of these methods with two well-known unsu-
pervised anomaly detection approaches: One-Class Support Vector Machines
(OCSVM) [16] and Kernel Density Estimation (KDE) [13]. For both of these
methods, the discrete dimensional values (e.g., personID) were ﬁrst converted
to binary features using an indicator function, giving a total of 1138 binary fea-
tures for Reality Mining and 403 binary features for Taxi. PCA was then applied
to these binary features, using a percentage of variance value of 95%, and the
resulting components were normalized to have uniform variance. For OCSVM,
two parameters required tuning: ν, which controls the fraction of training exam-
ples allowed outside the learned region, and the RBF kernel parameter γ. The
signed distance to the hyperplane was used to evaluate the normality of test
examples, while computing the ROC curves. For KDE, we evaluated the proba-
bility of a test example x (projected in PCA space) as
p (x) ∝ 1
N
N∑
n=1
exp
{
− 1
h
||x − xn||2
}
, (12)
where xn are the training examples (in PCA space) and h is the kernel bandwidth
parameter, tuned on the validation data.
Results and Discussion. The mean ROC curves (and corresponding AUC
values), computed over the 10 test sets of each anomaly type, are shown in
Figure 2. Except for the Swap Time anomalies, our LLTF-Joint method obtained
a higher mean AUC than OCSVM and KDE. In particular, the AUC of LLTF-
Joint is 9% to 35% higher than OCSVM, and 10% to 37% higher than KDE,
for Swap People anomalies. Furthermore, the conditional probability model can
improve the detection of speciﬁc types of anomalies. For instance, LLTF-Person
obtained mean AUC values of 0.97 and 0.93 on the Swap People anomalies,
compared to 0.95 and 0.92 for LLTF-Joint. Similarly, LLTF-Time obtained a
mean AUC of 0.85 on the Swap Time anomalies of the Reality Mining dataset,
whereas this value was only 0.63 for LLTF-Joint.
The proposed method is also faster and more robust than OCSVM and KDE.
Thus, training LLTF for the Taxi dataset took less than 10 minutes on a Quad-
Core AMD 2.3 GHz processor with 8 GB of RAM, whereas training OCSVM
on this dataset required over 7 hours using the same hardware (no training
is necessary for KDE). Likewise, predicting anomalies in the test set took on
average 0.03 ms for LLTF, compared to 61 ms for OCSVM and 7 ms for KDE.
Moreover, while the best parameters for each type of anomaly (as selected in
validation) varied greatly in OCSVM and KDE, our method was more robust to
the choice of parameters: K = 25, σ = 8 was used for all anomalies in the RM
dataset, and K = 15, σ = 6 for all anomalies in Taxi.
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Fig. 2. Average ROC curves and AUC obtained by our LLTF, as well as the OCVSM
and KDE approaches, on 10 sets of synthetic anomalies generated from the Reality
Mining (RM) and Taxi datasets. Three types of anomalies are considered: swapping
the events of two people/taxis, and swapping the time/zone of events corresponding to
a person/taxi.
4 Conclusion
We presented a new approach, based on log-linear tensor factorization, for the
detection of contextual anomalies. A parametric model was proposed to estimate
the joint probability of dimensional values, in which the parameters are the fac-
tors of an event count tensor. To learn the factors, an eﬃcient technique based
on Nesterov’s accelerated gradient ascent was presented. The proposed approach
was evaluated on three problems: the low-rank approximation of synthetic ten-
sors, the prediction of future of events in real-life data and the detection of events
representing abnormal behaviors. Results show our method to outperform state
of the art approaches for these problems, while being faster and more robust
than these approaches. As future work, we will investigate the use of additional
dimensions in the tensor, for instance to model the duration and sequence of
events, and extend the method to perform online learning.
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Abstract. Spammers create large number of compromised or fake acc-
ounts to disseminate harmful information in social networks like Twitter.
Identifying social spammers has become a challenging problem. Most of
existing algorithms for social spammer detection are based on super-
vised learning, which needs a large amount of labeled data for train-
ing. However, labeling suﬃcient training set costs too much resources,
which makes supervised learning impractical for social spammer detec-
tion. In this paper, we propose a semi-supervised framework for social
spammer detection(SSSD), which combines the supervised classiﬁcation
model with a ranking scheme on the social graph. First, we train an orig-
inal classiﬁer with a small number of labeled data. Second, we propose a
ranking model to propagate trust and distrust on the social graph. Third,
we select conﬁdent users that are judged by the classiﬁer and ranking
scores as new training data and retrain the classiﬁer. We repeat the all
steps above until the classiﬁer cannot be reﬁned any more. Experimental
results show that our framework can eﬀectively detect social spammers
in the condition of lacking suﬃcient labeled data.
Keywords: Semi-supervised Learning · Social Spam · Social Graph
1 Introduction
Social networks, like Twitter and Sina Weibo, are novel web services for online
communication and information dissemination. People in social networks can
share interested topics via sending short messages which contains plain text and
URLs. This kind of web services which combine both micro-blogging and social
relationship has attracted more and more users. At the same time, social network
have become the main target web platform for spammers to spread unwanted
information. It was reported that there had been a 335% growth of social spam
during the ﬁrst half of 20131.
1 http://www.nexgate.com.
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Social spammers create large number of compromised or fake accounts to
post phishing URLs, malwares, pornography information and lots of advertise-
ments. In order to spread these spam messages to more users, they pretend to be
legitimate that post messages mixed by normal and spam information and follow
a lot of legitimate users expecting to acquire more in-links. Moreover, similar to
link farming on the Web, social spammers often exchange reciprocal links with
other spammers[5] so that they look like more ’reputable’, which makes social
spammer detection more and more challenging.
Most of existing works adopt supervised machine learning, which extract dif-
ferent features and train a classiﬁer using labeled data to detect spam [11]. How-
ever, since a social networks like Twitter has huge amount of users, it is impossi-
ble to label abundant training data. This makes supervised learning algorithms
impractical. Meanwhile, some researchers proposed unsupervised strategies such
as ranking models [5,18] and community methods [4,14,19] that can automat-
ically ﬁlter spam messages or accounts based on social relationship. However,
this kind of methods often have high false positive rate [14] and are not robust
compared with supervised methods.
In this paper, we propose a novel semi-supervised framework for detecting
social spammers(SSSD), which take advantages of both supervised learning and
unsupervised learning algorithm, and overcomes their diﬃculties. The framework
iteratively trains a classiﬁer by exploring social graph. First, we extract features
inspired by previous studies [11,17] and learn an original classiﬁer f with a small
number of initial labeled users. Second, we use these labeled data as seeds to
propagate trust and distrust on the social graph according to users’ social rela-
tionships. Third, we use the classiﬁer f to label top ranked users and select most
conﬁdent users as new training data. Last we retrain the classiﬁer. We repeat
the above steps until the classiﬁer cannot be reﬁned any more. Experimental
results show that our framework can be eﬀectively detect social spammers in the
condition of lacking suﬃcient labeled data.
The rest of this paper is organized as follows. Section 2 states related work.
The whole framework is presented in Section 3. Section 4 shows the performance
of our framework and we conclude this paper in Section 5.
2 Related Work
Social spam detection has been actively studied in recent years. Heymann et al.
ﬁrstly made a survey of approaches and future challenges about defeating spam
in social networks [7] and then diﬀerent detection methods were proposed later.
Some researchers identify spam features and build supervised classiﬁcation
model to detect spammers. Benevenuto et.al [3] discussed video spammers by
extracting some features in YouTube. Lee et.al [11] statistically analyzed features
of spam proﬁles on social networks and apply machine learning methods to detect
spammers. Other researches [1,2,13,15] similarly extracted diﬀerent features for
spam and trained a supervised model in diﬀerent social network systems. Yang
et.al [17] proposed more comprehensive features and analyzed the robust of dif-
ferent features. Recently, Zhu et.al [21] and Hu et.al [8,9] used optimization
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Fig. 1. Social spam detection framework
models combining diﬀerent social information to detect social spammers. How-
ever, this kind of supervised learning models need adequate labeled data, which
seems impractical in real social networks due to their huge number of users.
Some other researchers proposed some unsupervised methods. Gao et al. [4]
presented a solution to ﬁrstly build similarity graph based on the URLs and
description texts, then quantiﬁed and characterized spam campaigns launched
using accounts on online social networks. Later, Zhang et al. [19] promoted the
campaigns detection by a novel similarity information entropy. Yang et al. [18]
analyzed spammers’ inner social relationships, characterized the spam supporters
and proposed a ranking model to ﬁnd more criminal accounts. Ghosh et al.
[5] investigated link farming in Twitter and proposed a ranking scheme that
penalized users creating link farms. Tan et al. [14] designed an unsupervised
spam detection scheme that clustered white users and detected suspected users
who frequently posted harmful links. Most of these methods mined the social
information on social graph.
Diﬀerent from previous studies, we propose a semi-supervised framework,
which focuses on the problem of building social spammer detection model based
on only a few labeled data.
3 The Proposed Framework
3.1 Framework Overview
In social networks, users can be formulated as a set of features. Let U = {ui}n
be the user account feature set, where ui is the feature vector of user i and
n is the number of users. From another perspective, users form a social graph
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G = (V,E), where V is a set of vertices for users and E is a set of relationships
between users. e(vi, vj) ∈ E denotes node i points to node j, which specially like
Twitter means user i follows user j.
Let L = {(ui, yi)} denotes the labeled data set, where  is the number of
labeled data, and yi ∈ {+1,−1} is the label of user i (+1 denotes the spam
user). Generally, the problem of social spam detection is to train a classiﬁer f
using labeled data L, and predict whether a user in unlabeled data U − L is a
spammer or not. In the real situation,   n, which means labeled data is far
less than unlabeled data with the limited resources.
The sketch of our proposed semi-supervised spammer detection framework
is shown in Fig. 1. Firstly, it starts with a small labeled users set and trains
an original classiﬁer; Secondly, it uses the labeled seeds to rank all unlabeled
users in social graph; Thirdly, it chooses the conﬁdent users as new labeled data;
Fourthly, it retrains the classiﬁer. The framework iteratively run the above steps
until the classiﬁer could not be reﬁned any further.
3.2 Identifying Spammer Features
Features are very important to build a classiﬁcation model, which have been well
studied to identify spammers. Inspired by [11,17], we consider four categories of
features: user proﬁles, user contents, user graph features and user neighbors,
deﬁned as followings:
– Proﬁle features. These features can be extracted from user proﬁles. The
number of followers, followings, all tweets and the account age are straight-
forward features. F-F ratio is the ratio of followers and followings. Following
rate is |followings|account age , which indicates whether the account creates much links.
– Content features. Content features are extracted from tweets. We calculate
the number of tweets in last three months, the average interval of posting
tweets and the average similarity of posting tweets of a user. In addition, the
count/rate of tweets with urls,@mentions rate, hashtags and retweets are
used as content features.
– Graph features. Graph features are extracted from the social graph G.
First we simply exploit the bi-directional links with numbers of bi-links and
bi-links ratio in graph G. Some other metric of graph are used, including
clustering coeﬃcient,eccentricity, closeness, and betweenness.
– Neighbor features. We also collect information of their following neigh-
bors, who can reﬂect the conﬁdence from its friends. We extract the average
number of followers, tweets of their following neighbors, and the ratio of
followings and the median number of followers (FMNF) of their neighbors.
Finally, we collect 28 features for each user, and then preprocess these features
with log ﬁlter and normalization, which is represented by a vector ui. All detailed
features are listed in Table 1. With the features and labeled data, we can train
a classiﬁcation model f using some learning algorithms like SVM, Naive Bayes
and so on. Later, we can apply the model f to predict the label yi of user i,
yi = f(ui).
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Table 1. User Features
Category Features in Our Study Used/Proposed in Study
proﬁle
number of followers [2,11,15]
number of followings [2,11,15,17]
number of tweets [17]
account age [11,17]
F-F ratio [1,2,11,17]
following rate [17]
content
number of recent tweets None
tweets rate [11,17]
tweets similarity [1,2,11,17]
url count/rate/unique [1,2,11,15]
@mention count/rate/unique [1,2,11]
hashtag count/rate [2,15]
re-tweet count/rate [2,11,15]
graph
bi-links [11]
bi-links ratio [17]
Clustering Coeﬃcient [17]
Eccentricity None
Closeness None
Betweenness [17]
neighbor
average neighbors’ followers [17]
average neighbors’ tweets [17]
FMNF [17]
3.3 Trust and Distrust Rank on Social Graph
There are a large number of links between users in social networks, which have
built a huge social graph. In some social networks like Twitter and Sina Weibo,
the social graph is directed. Inspired by TrustRank and Anti-Trust Rank algo-
rithms on the Web, in this subsection, we introduce a trust ranking scheme and
a distrust ranking scheme in social networks, which propagates both trust[6] and
distrust[10] respectively from labeled seeds.
In trust propagation, if a trust node links to node v, it will propagate its
trust score to v, because legitimate users always follow the legitimates who are
also trustful. Then the trust score of a user t(v) in social graph is recursively
deﬁned as follow:
t(v) = α
∑
p:p→v
t(p)
outdegree(p)
+ (1 − α)s(v) (1)
where α is a decay factor2, p represents all followers accounts of user v, outdegree
(p) is the number of followings of user p, and s(v) is the normalized indicator
function for legitimate seeds set S+ that s(v) = 1/|S+| if v ∈ S+ and s(v) = 0
if v /∈ S+.
In distrust propagation, if a node v links to a distrust node, the distrust
node will propagate the distrust to v and degrade the conﬁdence of v, based on
the observation that in general a legitimate user wouldn’t follow a spammer but
spammers often create link farms between them to make them more reputable.
The distrust score of a user d(v) is recursively deﬁned as follow:
d(v) = α′
∑
q:v→q
d(q)
indegree(q)
+ (1 − α′)s′(v) (2)
2 Like PageRank and TrustRank, α is set 0.85
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where α′ is a decay factor3, q represents all followings accounts of user v,
indegree(q) is the number of followers of user q, and s′(v) is the normalized
indicator function for spam seeds set S− that s′(v) = 1/|S−| if v ∈ S− and
s′(v) = 0 if v /∈ S− . To separate spammers more signiﬁcantly, we deﬁne the
ﬁnal distrust score[16] as d′ = d − t.
3.4 Sampling Initial Labeled Data
Note that the selection of seeds is an important issue because ranking models
are sensitive to these initial seeds and may be biased if run with unreasonable
seeds. In general ,we would like to select the most useful users to label as the
initial data, who can spread more information in graph and identify other users.
In our framework, Inverse PageRank [6] is adopted to select legitimate seeds
to label, and PageRank is applied for spammers seeds to label. Intuitively legit-
imate users with high Inverse PageRank ranking scores have more out-links and
can propagate much trust to its neighbors, while spammers with high PageRank
ranking scores can propagate much distrust. We select the initial labeled data
set L from these users to train the original classiﬁer and also use them as the
initial seeds of the ranking schemes.
3.5 Semi-Supervised Social Spammer Detection
In this subsection, we describe our Semi-Supervised Spammer Detection (SSSD)
framework in details. The main purpose of the framework is to iteratively learn
an optimized classiﬁer using enlarged training data set starting from a small
labeled data set.
In the real situation, we could get only a small number of labeled users
because of limited time and labor resources, while there are abundant unlabeled
data with a lot of social relationship information, which is the motivation of
the framework. The proposed framework exploits the large number of social
relationships of unlabeled data with the ranking model and select the most
conﬁdent users as new labeled data to retrain the classiﬁer iteratively. The details
of the detection framework are presented in Algorithm 1.
First, we initialize variables. Given social graph G, user feature set U and
labeled data set L as input. ΔL is the training data set in the current iteration
and ΔL′ is the new training set in the next iteration. e and e′ are the upper
bound of the classiﬁcation error rate in the current iteration and the next itera-
tion, respectively. Then, we learn the initial classiﬁcation model f using learning
algorithm c and labeled data L.
Second, we propagate trust and distrust on the graph G. InitialSeeds is the
function that initializes seeds set S+ and S− with users in labeled data set L
and new labeled set ΔL. After assigning S+ and S−, we run the ranking scheme
SocialTDRank which calculates trust and distrust scores of each user, t and d′.
3 Like Anti-Trust Rank, α′ is set 0.85.
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Algorithm 1. Semi-Supervised Spammer Detection
Input:
Social network, G;
User feature set U and Labeled data set L;
Classiﬁcation algorithm c;
Output: Classiﬁcation Model , f ;
ΔL ← ∅,ΔL′ ← L;
e ← 0,e′ ← 0.5;
f ← c.learn(L ∪ ΔL);
while True do
S+, S− ← InitialSeeds(L ∪ ΔL);
t,d′ ← SocialTDRank(G, S+, S−);
Rank unlabeled users with t , and select top k as set T ;
Rank unlabeled users with d′ , and select top ηk as set D;
for user u in T ∪ D do
if f(u) is +1 and u ∈ T then
ΔL ← ΔL ∪ {(u,+1)} ;
end if
if f(u) is −1 and u ∈ D then
ΔL ← ΔL ∪ {(u, −1)} ;
end if
end for
ΔL ← UnderSample(ΔL);
e ← TestError(f);
if e|ΔL| ≤ e′|ΔL′| then
e′ ← e,ΔL′ ← ΔL;
f ← c.learn(L ∪ ΔL);
else
break
end if
end while
return f ;
Third, we select conﬁdent users as new labeled data set ΔL. As shown in
Algorithm 1, T and D are made up by unlabeled users who have high t score
and d′ score. η is the ratio of spammers and legitimate users, which is used to
maintain the class distribution in training. We use the model f to predict label
of users in T and D. Users with high t score and predicted +1 (legitimate) or
users with high d′ score and predicted −1 (spam) are considered as conﬁdent,
and are put into the new labeled data set ΔL. To avoiding class imbalance, we
use under-sampling to sample the ΔL, which maintains the ratio of spammers
and legitimate users greater than η.
Last, we estimate the classiﬁcation error rate of f and retrain the classiﬁer
with the new training data. TestError(f) attempts to estimate the error rate
of f . Since it is diﬃcult to estimate the error on the unlabeled data, here we use
only the original labeled examples to test the error rate[20]. Whether the new
labeled data can be used for training a classiﬁer is determined by:
0 <
e
e′
<
|ΔL′|
|ΔL| < 1. (3)
If Eq.3 is satisﬁed, we retrain model f with L ∪ ΔL . If not, stop the iteration
and return the ﬁnal model f as output.
Note that our framework is an extension of self-training. The diﬀerence is
that self-training usually select new data according conﬁdence computed by
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itself, while our framework consider both the social relationships and classiﬁer,
introducing the ranking model to jointly select new training set from unlabeled
data.
4 Experiments
4.1 Dataset
To empirically study the social spammer detection framework, we use the UDI-
Twitter dataset [12], a subset of Twitter containing 50 million tweets for 140
thousand users and 284 million following relationships collected at May 2011.
Then we extract all features listed in Table 1 of 140 thousand users based on
their proﬁles and tweets content.
Next, we label the sampled users as spammers as long as satisﬁed one of
the following rules: i)Posting at least one malicious or phishing URLs, ii)Posting
much pornographic information or many URLs directed to pornographic web-
sites, iii)Posting a lot of advertisements or URLs directed to online shopping
websites for promotion. For the ﬁrst rule, we use Google Safe Browsing4, a widely
used blacklist, to detect the malicious or phishing URLs. For next two rules, we
manually scan the tweets content of all sampled accounts and click the URLs to
judge whether they are pornographic information or advertisements. We invite 50
volunteers to identify the spammers by majority vote. At last, we have extracted
2527 spammers from 140,000 users and sampled 11282 legitimate users as our
dataset, shown as Table 2
Table 2. Dataset
Total users Relationships Tweets Features
13809 860955 50,0000 28
Max indegree Max outdegree Spammers Legitimate users
675 649 2527 11282
4.2 Experiment Setup
In this subsection, we introduce the details about the experimental settings. To
simulate the problem of lacking suﬃcient labeled data, we use just only a few
data as the original labeled data. First, we discuss how the initial data aﬀect the
SSSD model with diﬀerent size of initial labeled set and diﬀerent seeds selection
strategy. Second, we compare the performance of SSSD with supervised models.
In supervised models, we use 5-fold cross validation, while in SSSD, we select
2400 users as its original labeled data and randomly test 20% unlabeled data.
Precision, Recall, F1-score and Accuracy are used as the performance metrics.
All the metrics are mainly measured for spammers.
4 http://code.google.com/apis/sfebrowsing/
A Semi-Supervised Framework for Social Spammer Detection 185
600 900 1,200 1,500 1,800 2,100 2,400 2,700 3,000
0.6
0.7
0.8
0.9
1
Number of Initial Seeds
 
 
F1−score
Accuracy
(a) Diﬀerent sizes of initial seeds
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Random1 Random2 Random3 SSSD-seeds
Precision
Recall
F1-score
Accuracy
(b) Diﬀerent seeds selection
Fig. 2. Performance of SSSD with diﬀerent seeds
We choose most popular learning models including SVM, Logistic Regression
(LR), Decision Tree (J48) and Naive Bayes in the experiments, which are imple-
mented by scikit-learn5. Note that the classes of spammers and legitimate users
are extremely imbalanced, where the proportion of spammers is nearly 18% of
our data set, we apply under-sampling to solve class imbalance by setting η = 0.5.
4.3 Experiments on Diﬀerent Initial Labeled Data
We apply the scheme introduced in 3.4 to select the initial labeled data, and the
performance of SSSD with diﬀerent seeds set is shown in Fig. 2(a). With the
size of seeds increasing, F1-measure and Accuracy are rising, which is because
that more initial labeled data can provide more precise training information
for SSSD. Note that two measure metrics tend to be stable when the size is
larger than 2400, we suppose that with our seeds selecting scheme it can provide
suﬃcient information for training when it reaches a threshold.
To illustrate the essential of seeds selecting scheme, we compare the perfor-
mance with random selecting strategy in Fig. 2(b), where the size of seeds is set
2400. As shown in Fig. 2(b), we implement 3 diﬀerent random seed sets to run
our framework and the results show that the random selecting performs some-
times well but it is not robust compared with our proposed strategy. The reason
is that propagating methods in graph are a little sensitive to the initial seed set,
which would aﬀect the selection of new labeled users in SSSD. Our selecting
scheme is more robust to build the detection model.
4.4 Experimental Results
In this subsection, we systematically show the robustness of SSSD via compar-
ing with supervised learning using diﬀerent feature sets and diﬀerent learning
models. For comparison of the diﬀerent feature sets, we concluded some previous
5 http://scikit-learn.org/
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Fig. 4. Results of Spammer Recall
studies, UML features[11], EEND features[17] and our selected features shown
in Table 1. The results of Precision and Recall are presented in Fig. 3 and Fig. 4,
where the item Original means that the classiﬁer only is trained by the original
data without SSSD. In general, high precision indicates that most of predicted
spammers are correct and only a few legitimate users are wrongly classiﬁed as
spammers. Table 3 and Table 4 show the F1-score and Accuracy.
For diﬀerent feature sets, we ﬁnd that no matter which feature set we choose,
the results are deﬁnitely optimized by running SSSD compared with the original
model. These results prove that SSSD have exploited the large number of social
network information of unlabeled data, and selected useful new labeled data
for reﬁning the model. From the results, SSSD performs almost as same as
supervised models and even better using some classiﬁes and features with less
labeled data. For example, when we use SVM on our feature set, we get 0.942
F1-score and 0.982 Accuracy, which is higher than the supervised original model.
Furthermore, we notice that our features is better than other feature schemes.
For diﬀerent learning models, SSSD is eﬀective to improve all classiﬁes from
original data with mining the social graph. SVM performs the best among dif-
ferent classiﬁers in our framework, So we suggest SVM as the ﬁnal classiﬁcation
model for our data set.
Overall, SSSD is a robust semi-supervised framework and it enhance the
performance of model from less labeled data, which also can be generalized on
diﬀerent classiﬁes and more new features.
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Table 3. Results of Detection F1-score
UML features EEND features Our features
Original Supervised SSSD Original Supervised SSSD Original Supervised SSSD
SVM 0.569 0.752 0.701 0.704 0.835 0.866 0.723 0.878 0.922
LR 0.607 0.777 0.843 0.720 0.814 0.838 0.730 0.861 0.840
J48 0.491 0.660 0.604 0.606 0.769 0.745 0.632 0.775 0.794
NB 0.582 0.644 0.664 0.622 0.796 0.772 0.599 0.789 0.753
Table 4. Results of Detection Accuracy
UML features EEND features Our features
Original Supervised SSSD Original Supervised SSSD Original Supervised SSSD
SVM 0.894 0.917 0.901 0.880 0.941 0.959 0.899 0.956 0.972
LR 0.849 0.922 0.952 0.853 0.927 0.950 0.865 0.939 0.952
J48 0.833 0.877 0.793 0.836 0.904 0.887 0.834 0.905 0.884
NB 0.806 0.840 0.822 0.818 0.913 0.893 0.801 0.917 0.900
5 Conclusion
Social networks have been the main targets for spammers to disseminate mali-
cious information and promote their advertisements. With the massive users,
only a very small fraction of the users could be labeled with limited resources
of labor. In this paper, we present a semi-supervised social spammer detection
framework to ﬁlter the spammers with a small labeled data set. We use ranking
models to rank unlabeled users with trust and distrust scores in social graph.
Integrating the ranking model into the classiﬁcation model, the framework auto-
matically labels the data with conﬁdence judged by both of them and retrains
the classiﬁer with most conﬁdent data iteratively, and ﬁnally gets a reﬁned classi-
ﬁcation model. The experimental results show that our framework is eﬀective to
ﬁnd most of social spammers with only a small labeled seed set. In the future, we
will investigate more complicated schemes to select conﬁdent users for training
such as active learning.
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Abstract. Novelty detection arises as an important learning task in sev-
eral applications. Kernel-based approach to novelty detection has been
widely used due to its theoretical rigor and elegance of geometric inter-
pretation. However, computational complexity is a major obstacle in this
approach. In this paper, leveraging on the cutting-plane framework with
the well-known One-Class Support Vector Machine, we present a new
solution that can scale up seamlessly with data. The first solution is exact
and linear when viewed through the cutting-plane; the second employed
a sampling strategy that remarkably has a constant computational com-
plexity defined relatively to the probability of approximation accuracy.
Several datasets are benchmarked to demonstrate the credibility of our
framework.
Keywords: One-class Support Vector Machine · Novelty detection ·
Large-scale dataset
1 Introduction
Real data rarely conform to regular patterns. Finding subtle deviation from
the norm, or novelty detection (ND), is an important research topics in many
data analytics and machine learning tasks ranging from video security surveil-
lance, network abnormality detection to detection of abnormal gene expression
sequence. Novelty detection refers to the task of of ﬁnding patterns in data that
do not conform to expected behaviors [4]. These anomaly patterns are interesting
because they reveal actionable information, the known unknowns and unknown
unknowns. Novelty detection methods have been used in many real-world appli-
cations, e.g., intrusion detection [8], fraud detection (credit card fraud detection,
mobile phone fraud detection, and insurance claim fraud detection) [7].
There are various existing approaches applied to novelty detection, including
neural network based approach [2], Bayesian network based approach [1], rule
based approach [6], kernel based approach [12,14]. However, these approaches are
either ad hoc (rule-based) or lacking a principled approach to scale up with data.
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Moreover, none of these methods has been experimented with large datasets.
In this paper, we depart from a kernel-based approach, which has a established
theoretical foundation, and propose a new novelty detection machine that scales
up seamlessly with data.
The idea of using kernel-based methods for novelty detection is certainly not
new. At its crux, geometry of the normal data is learned from data to deﬁne the
domain of novelty. One-Class Support Vector Machine (OCSVM) [12] aims at
constructing an optimal hyperplane that separates the origin and the data sam-
ples such that the margin, the distance from the origin to the hyperplane, is max-
imized. OCSVM is used in case data of only one class is available and we wish
to learn the description of this class. In another approach, Support Vector Data
Description (SVDD) [14], the novelty domain of the normal data is deﬁned as
an optimal hypersphere in the feature space, which becomes as a set of contours
tightly covering the normal data when mapped back the input space.
There are also noticeable research eﬀorts in scaling up kernel-based meth-
ods to linear complexity including Pegasos [13] (kernel case), SV MPerf [10].
However, to our best of knowledge, none has attempted at novelty detection
problem.
Starting with the formulation of cutting plane method [11], we propose in
this paper a new approach for novelty detection. Our approach is a combination
of cutting plane method applied to the well-known One-Class Support Vector
Machine [12] – we term our model Fast One-Class SVM (FOSVM). We propose
two complementary solutions for training and detection. The ﬁrst is an exact
solution that has linear complexity. The number of iterations to reach a very
close accuracy, termed as θ−precision (deﬁned later in the paper) is O ( 1θ
)
, mak-
ing it attractive in dealing with large datasets. The second solution employed
a sampling strategy that remarkably has constant computational complexity
deﬁned relatively to probability of approximation accuracy. In all cases, rigorous
proofs are given to the convergence analysis as well as complexity analysis.
2 Related Work
Most closely to our present work is the Core Vector Machine (CVM) [18] and
its simpliﬁed version Ball Vector Machine (BVM) [17]. CVM is based on the
achievement in computational geometry [3] to reformulate a variation of L2-SVM
as a problem of ﬁnding minimal enclosing ball (MEB). CVM shares with ours in
using the principle of extremity in developing the algorithm. Nonetheless, CVM
does not solve directly its optimization problem and does not oﬀer the insight
view of cutting plane method as ours.
Cutting plane method [11] has been applied to building solvers for kernel
methods in the work [9,10,15,16]. In [10], the cutting plane method is employed
to train SV Mstruct ; the N − slack optimization problem with N constrains is
converted to an equivalent 1 − slack optimization problem with 2N constrains
(binary classiﬁcation); the constrains are subsequently added to the optimization
problem. In [15,16], the bundle method is used for solving the regularized risk
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minimization problem. Though those work have been proven that bundle method
is very eﬃcient for the regularized risk minimization problem and the number
of iterations to gain −precision solution are O ( 1
)
for non-smooth problem and
O
(
log
(
1

))
for smooth problem, they are implausible to extend to a non-linear
kernel case.
3 Proposed Fast One-Class Support Vector Machine
(FOSVM1)
3.1 One-Class Support Vector Machine
We depart from the One-Class Support Vector Machine proposed by [12]. Given
a training set with only positive samples D = {x1, . . . , xN}, One-Class Support
Vector Machine (OCSVM) learns the optimal hyperplane that can separate the
origin and all samples such that the margin, the distance from the origin to the
hyperplane, is maximized. The optimization problem of soft model of OCSVM
is as follows:
min
w,ρ
(
1
2
‖w‖2 − ρ + 1
vN
N∑
i=1
ξi
)
(1)
s.t. : ∀Ni=1 : wT Φ(xi) ≥ ρ − ξi
∀Ni=1 : ξi ≥ 0
If the slacks variables are not used, i.e., all samples in the training set must be
completely stayed on the positive side of the optimal hyperplane, the soft model
becomes the hard model associated with the following optimization problem:
min
w,ρ
(
1
2
‖w‖2 − ρ
)
(2)
s.t. : ∀Ni=1 : wT Φ(xi) ≥ ρ
3.2 Cutting Plane Method for One-Class SVM
To apply the cutting plane method for the optimization problem of OCSVM, we
rewrite the OCSVM optimization problem as follows:
min
w,ρ
(
1
2
‖w‖2 − ρ
)
s.t. : ∀Ni=1 :
[
Φ (xi)
−1
]T [
w
ρ
]
≥ 0 (constrainstCi) (3)
The feasible set of the OCSVM optimization problem is composed by inter-
section of N half-hyperplanes corresponding to the constrains Ci (1 ≤ i ≤ N)
(see Figure 1). Inspired by the cutting plane method, the following algorithm is
proposed:
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Algorithm 1. Cutting method to ﬁnd the θ-approximate solution.
for n = 2, 3, 4...
(wn, ρn) = solve (n);
n + 1 = in+1 = argmin
i>n
[
Φ (xi)
−1
]T [
wn
ρn
]
= argmin
i>n
(
wTn Φ (xi) − ρn
)
;
on+1 = w
T
n Φ (xn+1) − ρn;
if (on+1 ≥ −θρn) return (wn, ρn);
endfor
The procedure solve(n) stands for solving the optimization problem in Eq. (3)
where ﬁrst n constrains Ci (1 ≤ i ≤ n) are activated. By convenience, we assume
that the chosen index in+1 = n + 1. The satisfaction of condition on+1 ≥ −θρn
where θ ∈ (0, 1) means that the current solution (wn, ρn) is that of the relax-
ation of the optimization problem in Eq. (3) while the constrains Ci (i > n) are
replaced by its relaxation C ′i (i > n) as follows:
min
w,ρ
(
1
2
‖w‖2 − ρ
)
s.t. : ∀ni=1 :
[
Φ (xi)
−1
]T [
w
ρ
]
≥ 0 (constrainstCi)
∀Ni=n+1 :
[
Φ (xi)
−1
]T [
w
ρ
]
≥ −θρn (constrainstC ′i )
Otherwise, the hyperplane corresponding with the constrains Cn+1 separates
the current solution sn = (wn, ρn) and the feasible set of the full optimiza-
tion problem in Eq. (1)
(
since
[
Φ (xn+1)
−1
]T [
wn
ρn
]
< −ρnθ < 0
)
; the constrains
Cn+1 is added to the active constrains set (see Figure 1). Furthermore, the dis-
tance from the current solution as shown in Eq. (4) to the chosen hyperplane is
maximized so that the current feasible set rapidly approaches the destined one
(see Figure 1).
dn+1 = d (sn,Cn+1) =
ρn − wTn Φ (xn+1)
‖wn‖ (4)
3.3 Approximate Hyperplane
We present an interpretation of the proposed Algorithm 1 under the framework of
approximate hyperplane. Let us start with clarifying the approximate hyperplane
notion. Let A ⊆ [N ] be a subset of the set including ﬁrst N positive integer
numbers and DA be a subset of the training set D including samples whose
indices are in A.
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Fig. 1. The constrains Cn+1 is chosen to add to the current active constrains set (red
is active and green is inactive)
Denote the optimal hyperplane induced by DA by (HA) : wTAΦ (x)− ρA = 0.
Given a sample x, let us deﬁne the membership of x with regard to the positive
side of the hyperplane (HA) by :
mA (x) =
{
1 − d(Φ(x),HA)d(0,HA) = 1 +
wTAΦ(x)−ρA
ρA
= w
T
AΦ(x)
ρA
if wTAΦ (x) − ρA < 0
1 otherwise
Intuitively, the membership of x is exactly 1 if Φ (x) lies on the positive side
of HA; otherwise this membership decreases when Φ (x) is moved further the
hyperplane on the negative side.
We say that hyperplane HA is an θ − approximate hyperplane if it is the
optimal hard-margin hyperplane induced by DA and the memberships with
respect to HA of data samples in D \DA are all greater than or equal 1− θ, i.e.,
∀x ∈ D \ DA : mA (x) ≥ 1− θ. The visualization of θ − approximate hyperplane
is shown in Figure 2.
Using the θ−approximate hyperplane, Algorithm 1 can now be rewritten as:
Algorithm 2. Algorithm to ﬁnd θ − approximate hyperplane.
A = {1, 2} ;
n = 2;
do
(wn, ρn) = OCSVM ({xi : i ∈ A});
n + 1 = in+1 = argmin
i∈Ac
(wTn Φ (xi) − ρn);
on+1 = w
T
n Φ (xn+1) − ρn;
if (on+1 ≥ −θρn) return (wn, ρn);
else A = [n + 1];
while (true)
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Fig. 2. θ − approximate hyperplane (green is active, black is inactive), the red line
stands for the optimal hard-margin hyperplane induced by DA
Algorithm 2 aims at ﬁnding a θ − approximate hyperplane in which θ −
approximate notion can be interpreted as slack variables of soft model. It is
worthwhile to note that the stopping criterion in Algorithm 2 means that ∀Ni=n+1 :
mA (xi) ≥ 1 − θ.
In the next section, we prove that Algorithm 2 terminates after a ﬁnite num-
ber of iterations independent of the training size N . To simplify the derivation,
we assume that isometric kernel, e.g., Gaussian kernel, is used which means that
‖Φ (x)‖ = K(x, x)1/2 = 1,∀x. Furthermore, let us deﬁne w∗ = w∞ = lim
n→∞wn
and d∗ = d∞ = lim
n→∞dn where dn = d (0,Hn) =
ρn
‖wn‖ is the margin of the
current active set D[n] and d∗ is the margin of the general dataset.
Theorem 1. Algorithm 2 terminates after at most n0 iterations where n0
depends only on θ and the margin of the general data set d∗ = d∞.
Proof. We sketch the proof as follows. The main task is to prove that:
∀Nj=1 : mn (xj) ≥ 1 −
(√
2
1+n/2 +
1
1+n/2
) (
1 − ‖d∗‖2
)
‖d∗‖2 = 1 − g(n)
It is easy to see that lim
n→∞g(n) = 0. Therefore, there exists n0 where n0 is a
constant which is independent with N such that mn (xj) > 1 − θ for all n ≥ n0.
Theorem 2. The number of iterations in Algorithm 2 is O (1/θ).
Proof. Let us denote θ′ = θd
∗2
1−d∗2 . We have:
1 − g(n) ≥ 1 − θ ⇔
√
2
1 + n/2
+
1
1 + n/2
≤ θ′ ⇐⇒ n
2
+ 1 ≥
√
2
(√
2θ′ + 1 + 1
)
2θ′
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It is obvious that:√
2
(√
2θ′ + 1 + 1
)
2θ′
≤ const
2θ′
∼ O(1/θ′) = O (1/θ)
Therefore, we gain the conclusion.
From Theorem 2, we also gain the number of iterations in Algorithm 2 is
O (1/θ). Theorem 1 reveals that the complexity of Algorithm 2 is O(N) since
the complexity of each iteration is O(N).
4 Sampling Fast One-Class Support Vector Machine
(FOSVM2)
In this section, we develop a second solution to train the proposed model using
sampling strategy. We now show how to use sampling technique to predict this
furthest vector with the accuracy can be made as close as we like to the exact
solution speciﬁed via a bounded probability similar to concept of p-value.
Let 0 <  < 1 and m vectors are sampled from N vectors of the training
set D. We denote the set of -top furthest vectors in D by B. We estimate the
probability in order that at least one of m sampled vectors belonging to B. We
call the probability of this event as Pr(-top). First, we note from our deﬁnition
that n = |B| = N. Hence, the probability of interest becomes Pr(-top) =
1 −
(
N − n
m
)
/
(
N
m
)
. With some eﬀort of manipulation, this reduces to:
Pr(-top) =1 − [(N − n)!(N − m)!] [N !(N − n − m)!]−1
=1 −
[
N−m∏
i=N−n−m+1
i
] [
N∏
i=N−n+1
i
]−1
Taking the logarithm yields
ln [1 − Pr(-top)] =
N−m∑
i=N−n−m+1
ln
(
i
i + m
)
=
N−m∑
i=N−n−m+1
ln
(
1 − m
i + m
)
Algorithm 3. Algorithm to ﬁnd θ − approximate hyperplane.
A = {1, 2} ;
n = 2;
do
(wn, ρn) = OCSVM ({xi : i ∈ A});
B = Sampling(Ac,m);
n + 1 = in+1 = argmin
i∈B
(
wTn Φ (xi) − ρn
)
;
on+1 = w
T
n Φ
(
xin+1
)− ρn;
if (on+1 ≥ −θρn) return (wn, ρn);
else A = [n + 1];
while (true)
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Now applying the inequality ln(1 − x) ≤ −x,∀x ∈ [0, 1), we have:
ln [1 − Pr(-top)] ≤ −
N−m∑
i=N−n−m+1
m
i + m
≤ −
N∑
i=N−n+1
m
i
≤ −mn
N
Therefore, Pr(-top) ≥ 1 − e−mnN = 1 − e−m. If we wish to have at least 95%
probability in approximate accuracy (to the exact solution) with  = 5%, we
can calculate the number of sampling points m from this bound: Pr(-top) ≥
1−e−m > 0.95. With  = 0.05 we have m ≥ 20 ln 20 ≈ 59. Remarkably, this is a
constant complexity w.r.t. to N . We note that the disappearance of N is due to
the fact that the accuracy of our approximation to the exact solution is deﬁned
in terms of the probability. What remarkable is that with a very tight bound
required on a accuracy (e.g., within 95%), the number of points required to be
sampled is remarkably small (e.g., 59 points regardless of the data size N).
Hence the complexity of Algorithm 3 is O(const).
5 Experimental Results
In the ﬁrst set of experiments, we demonstrate that our proposed FOSVM is
comparable with both OCSVM and SVDD in terms of the learning capacity
but are much faster. OCSVM and SVDD are implemented by using the state-
of-the-art LIBSVM solver [5]. All comparing methods are coded in C# and run
on a computer with 4 GB of memory.
The datasets in the experiment were constructed by choosing one class as the
normal class, appointing the remaining classes as the abnormal class, and ran-
domly removing the samples from the abnormal class such that the ratio of data
in the normal and abnormal classes are 50 : 1. The details of the experimental
datasets are given in Table 1.
We used three-fold cross validation. For the training folds, we only used the
positive samples to train the model and we used all samples of the testing folds for
testing. Gaussian kernel, which is given by K (x, x′) = e−γ‖x−x′‖2 , was employed.
The width of kernel γ was searched in the grid
{
2−15, 2−13, . . . , 25
}
. The trade-
oﬀ parameter C was varied in the grid
{
2−15, 2−13, . . . , 25
}
. For FOSVM2, we
set the parameter θ to 0.05 and m = 100 corresponding to the conﬁdence of
99.33% for obtaining the top  = 5% furthest samples. To measure the accuracy,
we applied the measurement given by acc = acc
++acc−
2 where acc
+, acc−are the
accuracies on the positive and negative classes, respectively. This measurement
is appropriate for ND because it encourages the high accuracies for both two
classes.
Table 2 shows the performance of our proposed models versus baselines on a
diverse set of datasets. As can be seen from Table 2, FOSVM1 and FOSVM2 are
comparable with others in terms of the accuracies but much faster. Particularly,
FOSVM2 is superior in its time complexity as expected from our theoretical
result. Surprisingly, FOSVM2 also gains the highest accuracies on 9 out of 13
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Table 1. The details of the experimental datasets
Datasets #Features #Pos #Neg
Satimage 36 1,072 21
Usps 256 1,194 23
News20 1,355,191 3,986 79
a9a 123 7,841 150
Porker 10 10,599 211
Acoustic 407 18,261 366
Seismic 60 18,320 366
Real-sim 20,958 22,213 444
Shuttle 9 34,108 682
Connect-4 126 44,473 889
CodRna 8 90,539 1,810
IJCNN 22 91,701 1,834
Covertype 54 297,711 5,954
Rvc1 47,236 355,460 7,190
datasets. This may partially be explained from the fact that the furthest sample
found by FOSVM1 may be noise or outlier. Hence, FOSVM1 and others are
more sensitive to noises and outliers than FOSVM2. In Table 2, we boldfaced
the datasets at which the training times are sped up more than 10 times. As
seen from Table 2, for the large-scale datasets including CodRna, Covertype, and
Rvc1 whose sizes amount greater than 90, 000, the training time speed-up ratios
are all greater than 10 and are approximately equal to 40, 12, 28, respectively.
Especially, for the dataset Seismic, our proposed method FOSVM2 are 808 times
faster than the baseline.
In the second experiment, we aim to investigate the behaviors of our proposed
methods. For each dataset, we randomly chose 10%, 20%, . . . , 100% of data and
Table 2. The accuracies on the experimental datasets
Datasets
SVDD OCSVM FOSVM1 FOSVM2
Acc Time Acc Time Acc Time Acc Time
Satimage 94% 63s 94% 45s 94% 35s 94% 20s
Usps 96% 113s 96% 85s 91% 117s 91% 85s
News20 60% 6,970s 60% 7,354s 59% 4,673s 61% 3,236s
a9a 65% 821s 58% 548s 65% 822s 69% 122s
Porker 50% 551s 50% 562s 50% 554s 53% 82s
Acoustic 66% 6,211s 67% 6,138s 60% 1,066s 70% 59s
Seismic 71% 54,177s 71% 42,244s 68% 924s 73% 67s
Real-sim 70% 8,690s 69% 8,885s 61% 3,566s 64% 529s
Shuttle 92% 723s 91% 726s 94% 167s 94% 43s
Connect-4 53% 1,772s 53% 1,022s 55% 460s 55% 157s
CodRna 62% 13,224s 62% 13,468s 60% 655s 64% 315s
Covertype 55% 105,157s 54% 107,760s 52% 78,942s 54% 8,151s
Rvc1 63% 204,331s 63% 204,298s 56% 9,236s 54% 7,439s
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evaluated both the training accuracies and times for each sub-dataset. To ensure
the stability of the proposed methods, we ran each case ten times. To explicitly
observe the complexities of FOSVM1 and FOSVM 2, we took average of the
training times of ten times for each percentage and then plotted them. As seen in
Figure 3 (left), the training times of FOSVM2 is increased at ﬁrst and eventually
does slightly change when the training size is suﬃciently large. As shown in
Figure 3 (right), the training time of FOSVM1 is approximately linear.
Fig. 3. The averages of the training times of FOSVM1 (right) and FOSVM2 (left)
6 Conclusion
In this paper, we integrate the formulation of cutting-plane method and the well-
known One-Class Support Vector Machine to propose Fast One-Class Support
Vector Machine (FOSCM) for novelty detection. We actually propose two com-
plementary solutions FOSVM1 and FOSVM2 for training and detection. The
ﬁrst is an exact solution thas has linear complexity. The number of iterations to
reach a very close accuracy, termed as θ-precision is O
(
1
θ
)
, making it attractive
in dealing with large datasets. The second solution employed a sampling strat-
egy that remarkably has constant computational complexity deﬁned relative to
probability of approximation accuracy. The experiment results indicate that our
proposed methods are comparable with OCSVM and SVDD in terms of accu-
racy but much faster than them. The speed-up in training time could reach 808
times for some dataset.
A Appendix
Because of the limit space, in this appendix, we only sketch out the theoretical
results used in the paper.
Lemma 1. The following holds:
1. ρn = ‖wn‖2 , dn = ‖wn‖
2. 1 > ‖w1‖ ≥ ‖w2‖ ≥ . . . ≥ ‖wn‖ ≥ . . . ≥ ‖w∗‖ where w∗ = w∞ = lim
n→∞ wn.
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Lemma 2. There exists xi (1 ≤ i ≤ n) such that ‖Φ (xi) − wn‖2 = 1 − ‖wn‖2
and (Φ (xi) − wn)T u ≤ 0 for any vector u = 0.
Lemma 3. The following holds:
1. ‖wj − Φ (xi)‖2 ≤ 1 − ‖wj‖2 (1 ≤ i ≤ j)
2. ‖wn‖2 − ‖wj‖2 ≥ ‖wn − wj‖2 (j ≥ n + 1)
3. ‖xn+1 − wn‖2 ≥ 1 − ‖w∗‖2
Lemma 4. Let us denote λn =
√
1−‖wn‖2
1−‖w∗‖2 . We have λn ≥ 1 − 11+n/2 .
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Abstract. Given the retweeting activity for the posts of several Twitter
users, how can we distinguish organic activity from spammy retweets by
paid followers to boost a post’s appearance of popularity? More gen-
erally, given groups of observations, can we spot strange groups? Our
main intuition is that organic behavior has more variability, while fraud-
ulent behavior, like retweets by botnet members, is more synchronized.
We refer to the detection of such synchronized observations as the Syn-
chonization Fraud problem, and we study a speciﬁc instance of it, Retweet
Fraud Detection, manifested in Twitter. Here, we propose: (A) ND-Sync,
an eﬃcient method for detecting group fraud, and (B) a set of carefully
designed features for characterizing retweet threads. ND-Sync is eﬀec-
tive in spotting retweet fraudsters, robust to diﬀerent types of abnormal
activity, and adaptable as it can easily incorporate additional features.
Our method achieves a 97% accuracy on a real dataset of 12 million
retweets crawled from Twitter.
1 Introduction
Suppose that Twitter user “John” posts a tweet, and in 10 minutes it is retweeted
by 3,000 people. Is this suspicious? Not necessarily. Suppose that this happens
for the next 5 tweets of John: roughly the same 3,000 people all retweet his post
in a few minutes.
Now, that is suspicious because such synchronized behavior among so many
users is not natural. This is exactly the main intuition behind our work: events
(like retweet threads) that belong to the same group are suspicious if they are
highly synchronized; that is, if all of the retweet threads for John’s tweets are
synchronized. The challenge therefore is, given many events belonging to many
groups (retweet threads for user “Jane”, etc.), ﬁnd the suspicious groups. We
assume that organic behavior is the norm, and deviations from it constitute
suspicious (anomalous, fraudulent) behavior.
Anomaly and outlier detection has attracted a lot of interest, both at the
individual level (e.g. a single retweet thread in our example) [3,12,20] as well
as group [25] or collective anomalies [6]. While most anomaly detection focused
c© Springer International Publishing Switzerland 2015
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on a cloud of p-dimensional points (entities), extensions to more complex data
have been proposed [6], such as for rare subsequences, subgraphs, and image
subregions. Here, we propose a novel, general approach to collective anomaly
detection, informally deﬁned as follows:
Informal Problem 1 (Synchronicity Fraud Detection)
Given: N groups of entities; a representation for each entity in a p-dimensional
space;
Identify groups of entities abnormally synchronized in some feature subspaces.
(a)
(b) Lifespan vs. Arr-MAD (c) Retweets vs. Responce time
Fig. 1. ND-SYNC detects outliers clearly separated from the majority of
users. In (1a), points right of the vertical dashed line are spotted as RT fraudsters.
(1b), (1c) reveal high synchronicity in the retweet threads of users RTFraudster1 and
RTFraudster2, for diﬀerent feature combinations.
At a high level, our proposed ND-Sync methodology is as follows:
1. Extract p features from each entity (i.e. retweet thread), such as the average
inter-arrival time of retweets, variance of it, and number of retweets.
2. Analyze the collective behavior of each group (the set of retweet threads for
posts from a given user), and compare it to the behavior of the rest of the
threads. Using the concepts of “intra-synchronicity” and “inter-synchronicity”
(see Section 4.2), assign a suspiciousness-score to each user in all 2p available
subspaces.
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3. Combine the scores for each user and report the most suspicious such groups.
Figure 1 illustrates the eﬀectiveness of ND-Sync in detecting Twitter acco-
unts whose posts trigger fake retweet threads. In Figure 1a each point is a user
plotted in terms of two dimensions that reﬂect deviation from normal users’
behavior. The vertical dashed line clearly separates fraudulent from normal users.
The most “anomalous” users (at the rightmost part of the ﬁgure) correspond to
bot accounts acting as professional promoters of content or other users. Figures
1b and 1c depict the retweet threads of normal users (grey points) along with
the retweet threads of the “signiﬁcantly outlying” caught users RTFraudster1
and RTFraudster2 projected in 2-D subspaces with respect to two pairs of our
proposed features. Compared to honest retweet threads, we can clearly observe
fraudulent users’ retweet threads are abnormaly clustered together.
The contributions of this work are the following:
– Methodology: ND-Sync is a general, eﬀective pipeline that automatically
detects group anomalies.
– Feature engineering: we customize ND-Sync for the case of retweet fraud,
using a carefully selected set of features.
Reproducibility: We share our (anonymized) data at: http://oswinds.csd.auth.
gr/project/NDSYNC.
2 Related Work
We ﬁrst discuss approaches addressing fraud detection in Twitter, and then
review eﬀorts on collective anomaly detection. Table 1 compares ND-Sync to
the methods that are most relevant to our problem setting. ND-Sync does not
require textual content, graph structure, or user attributes (such as account
creation date) to detect fraudsters.
Table 1. ND-Sync comparison against alternatives. (*: in multiple feature subspaces,
**: searches the best, ***: in a single 2D feature space)
Textual
content-
agnostic?
Graph
structure-
agnostic?
User
attributes-
agnostic?
Parameter
free?
Unsupervised?
Designed
for
RTFraud?
Detects syn-
chronicity
fraud?
ND-Sync ✓ ✓ ✓ ✓ ✓ ✓ ✓*
Twitter
Fraud
Detection
[23]    
[27]  
[7] 
[11]    **  
Collective
Anomaly
Detection
[25]   
[28]  
[16]     ***
Fraud on Twitter: Retweet Fraud Detection identiﬁes Twitter users that obtain
fake retweets for their posted content (RT fraudsters). Fraud is a serious problem
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on Twitter [24], with fraudsters exhibiting several classes of strange behaviors [8],
and varying degrees of automation. [9] lists several such attempts of fraudsters to
mimick organic behavior, for example by re-broadcasting others’ posts. Earlier
work focuses on account tweeting activity and/or social connectivity. [27] ana-
lyzes the relationships of fraudsters inside and outside of criminal communities
to infer types of accounts serving as criminal supporters. [7,8] leverage tweet-
ing behavior, tweet content and account properties to compute the likelihood
of an unknown user being a human, bot or cyborg. In general, such feature-
based methods (e.g. username pattern, age) have been shown to fail to catch
more sophisticated fraud schemes that exploit real users’ accounts, such as the
pyramid follower markets [22] and account compromization [1]. [23] shows the
eﬀectiveness of temporal features for distinguishing between account types. [11]
addresses a problem similar to ours but uses the URLs found in tweets instead
of retweet threads in conjunction with a time and user-based entropy to classify
posting activity and content.
Collective anomaly detection: The goal of collective anomaly detection is to
ﬁnd groups of entities that jointly exhibit abnormal behavior. Variants exist for
sequential [5], spatial [13] and graph [19] data, while other approaches are more
general, simply assuming p-dimensional points [25,26,28]. Synchronized (“lock-
step”) behavior is often an indication of fraud, like e.g. users Liking the same
Facebook Pages at the same time [2] or following the same accounts [16,17,21].
3 Background
This section provides the necessary background for ND-Sync: a formula to mea-
sure the suspiciousness of a group of 2-D points, given a large set of 2-D points
(Section 3.1) and a robust multivariate outlier detection method (Section 3.2).
3.1 Measuring Group Strangeness
Given a large cloud of 2-D points E , and a set of points E ′ ⊂ E , how unusual is E ′
with respect to E? [16] gave such a score, namely, the residual score (rs score,
see Eq. 4 below). The deﬁnition needs some auxiliary concepts: synchronicity
(how coherent/lockstep is the subset E ′) and normality (how similar it is to the
presumed-normal cloud E). In the next 3 paragraphs, we give their mathematical
deﬁnitions, as well as the equation for a crucial lower-bound.
Synchronicity: For a group E ′, it is the average closeness between all pairs of
its members
sync(E ′) = c¯(e, e′) e, e′ ∈ E ′ (1)
The closeness c(e, e′) of two entities e and e′, is a similarity function - in [16],
it was binary: after dividing the address space into grid-cells, the closeness is 1,
if the elements are in the same grid-cell, and zero otherwise.
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Normality: The normality, of a group E ′ with respect to a (superset) group
E , is the average closeness of the members of E ′ to the members of E .
norm(E ′) = c¯(e, e′) e ∈ E , e′ ∈ E ′ (2)
Lower bound: Given a group E ′, with normality value n with respect to a
(superset) group E , the synchronicity sync(E ′) is lower-bounded by syncmin(n):
syncmin(n) = (−Mn2 + 2n − sb)/(1 − Msb) (3)
where M is the count of non-empty grid-cells for E , and sb is the synchronicity
of E .
Residual score: For group E ′ with synchronicity sync(E ′) and normality
norm(E ′) wrt E , the residual score is given by:
rs score(E ′) = sync(E ′) − syncmin(norm(E ′)) (4)
3.2 Robust Outlier Detection
ROBPCA-AO [15] is a robust Principal Component Analysis (PCA) and outlier
detection method that is suitable for multivariate, high-dimensional data and
independent of their features’ distribution. Proposed as a robust alternative to
classic PCA, ROBPCA-AO identiﬁes Principal Components (PCs) that best
describe the uncontaminated data, while at the process, it detects outliers.
Initially, the method applies SV D on the set of observations to project
them into the (restricted) space they span. Then, the dimensionality of data
is reduced by keeping only the ﬁrst k PCs of the data’s covariance matrix.
Taking into account the possibility of skewed data, ROBPCA-AO computes a
robust k-subspace Vr that ﬁts the majority of observations and projects them
on it. Outliers are detected on subspace Vr based on two distance-based scores:
(a) the orthogonal distance (od) of each observation from its projection on Vr,
and (b) robust score distance (sd), which is taken as the adjusted outlyingness
of the observation. Adjusted outlyingness is a measure suitable for multivari-
ate, asymmetric data that estimates the distance of a given observation from
the bulk of observations as its maximum robust distance (outlyingness) over B
directions. Each such direction is perpendicular to the subspace spanned by k
randomly sampled observations. Observations whose od or sd score surpasses a
data-dependent cutoﬀ threshold (deﬁned as the upper whisker of the adjusted
boxplot [15]) are characterized as outliers.
4 Proposed Method: ND-SYNC
This section ﬁrst outlines Retweet Fraud Detection as a special case of the Syn-
chronicity Fraud problem, and then presents ND-Sync, an eﬀective and robust
solution.
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4.1 Problem Deﬁntition
Retweet fraud detection (RTFraud) is a problem of various dimensions since:
(a) it can be practiced by diﬀerent types of user accounts (automated or bot
orchestrated, semi-automated, human managed), (b) the inﬂation of content’s
popularity can be the sole purpose of the suspected user account or an occasional
tactic hidden (camouflaged) in organic activities, (c) the promoted content can
attract both fake and honest retweets. Thus, it is important to ﬁnd features
able to separate such diverse fraudulent activities from honest user behavior,
and to design a method that can eﬀectively leverage their variety. To study
the retweeting activity in terms of time and retweeting users, given a user um
(author) we represent the ith tweet posted by um with twm,i as a tuple (um, tm,i),
where tm,i is the tweet’s creation time. A retweet thread is deﬁned as follows:
Deﬁnition 1 (Retweet thread). Given an author um and a tweet twm,i, a
retweet thread Rm,i is defined as the set of all tweets that retweeted twm,i .
Here, we formulate RTFraud as an instance of the Synchronicity fraud
(SyncFraud) problem, which is deﬁned at two levels (group and entity) below:
Problem 1 (SyncFraud).
Given: N groups of entities G, where each group gm ∈ G comprises a vari-
able number of entities em,i ∈ Em, and a set of p features for the entities’
representation,
Extract: a set of features at the group-level, and
Identify: suspicious groups S that exhibit highly synchronized characteristics.
Even though essentially, the RTFraud problem involves three levels instead
of two – lower (individual retweets), middle (retweet threads) and upper (users)
– we simplify it by collapsing a post’s retweets into a single retweet thread and
by deﬁning features for its characterization. Then, RTFraud can be directly
mapped to the SyncFraud problem where each user um has a group gm con-
taining all retweet threads Rm,i for that user, and the suspicious groups S are
the detected fraudsters (RT fraudsters).
4.2 Proposed Approach
In this section we provide the pipeline of ND-Sync, our approach to the
SyncFraud problem, and describe its steps. Then, we propose a 7-dimensional
feature space for representing the retweet threads in the RTFraud problem.
ND-SYNC Pipeline. ND-Sync comprises three main steps: (1) Feature sub-
space sweeping, which generates and bins all entity-wise feature subspaces and
projects entities in them; (2) User scoring, which calculates the group-based
suspiciousness score vectors; (3) Multivariate outlier detection, which identiﬁes
suspicious groups based on their deviation from normal behavior. ND-Sync’s
pipeline is outlined in Algorithm 1.
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Data: E = {ei} : Set of p-dimensional entities, G = {gm} : Set of N groups
where gm = {em,i}, I : number of iterations
Result: S : suspicious groups
generate all 2p subspaces F and project ei in them ;
logarithmically segment all subspaces and assign ei to bins ;
for each group gm in G do
for each feature subspace fi in F do
calculate suspiciousness susp(gm, fi) (Def. 2);
combine susp over all subspaces in vector SU(gm) (Def. 3);
robustly scale and center SU(gi) vectors, i ∈ [1, N ] ;
for iter = 1 : I do
extract set of outliers Siter from SU(gi) applying multivariate outlier
detection ;
extract ﬁnal S set by applying majority voting on all Siter ;
Algorithm 1. Pseudocode for ND-Sync
Feature subspace sweeping. How can we detect microclusters in a p-dimensional
space? Given N groups of entities represented in a p−feature space, ND-Sync
ﬁrst: (a) projects all entities into the desired feature subspaces, and then (b)
reduces the statistical noise in each subspace to prepare the data for synchronic-
ity detection. Given a p-feature space, we take all possible q-feature combinations
for q ∈ [1, p]; this produces 2p possible subspaces to analyze. In anomaly detec-
tion, it is diﬃcult to estimate apriori the most eﬀective feature combinations
for discriminating suspicious groups from normal ones. Thus, a straightforward
approach is to generate and apply ND-Sync’s next steps on all 2p feature sub-
spaces. In cases when p is too high, though, practitioners can select a subset of
subspaces for extra eﬃciency. As we show in Section 5.2, considering only the
3-D and 2-D subspaces is relatively eﬀective for RTFraud.
To compute the suspiciousness score, we need to bin the feature space (see
subsection 3.1); we choose logarithmic binning, in powers of 2, for each dimen-
sion/feature.
User scoring. At this point, we need to combine the entity-level features in a
way that reﬂects the synchronicity of the group. These group features should
allow us to identify the suspicious set S from the normal groups. Here, on each
entity-feature subspace fi, where i ∈ [1, 2p], we calculate the intra-synchronicity
intra sync(gm, fi) and inter-synchronicity inter sync(gm, fi) measures for each
group of entities gm, based on Eq. 1 and Eq. 2, respectively.
We expect that suspicious groups will have signiﬁcantly higher intra-
synchronicity compared to normal groups. However, depending on the feature
subspace, the deviation between the intra-synchronicity of suspicious and normal
groups may vary (due to diﬀerences in the features’ discriminative power and dis-
tribution). Thus, given F = 2p feature subspaces, we generate an F -dimensional
feature vector for each group gm, i.e. the suspiciousness score vector, SV , where
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each dimension represents the group’s suspiciousness, susp, in the corresponding
subspace (given in Deﬁnition 2). The susp scores correspond to our user-level
features.
Deﬁnition 2 (Suspiciousness). For subspace fl and group gm with intra-
synchronicity intra sync(gm, fl) and inter-synchronicity inter sync(gm, fl), the
group’s suspiciousness is given by susp(gm, fl) = rs score(projection(gm, fl)).
Deﬁnition 3 (Suspiciousness score vector). For group gm and i ∈ [1, F ],
the suspiciousness vector is given by SV(gm) = [susp(gm, fi)]Fi=1.
Unlike previous approaches, here we do not assume that suspicious groups
are characterized by low inter-synchronicity. We claim that inter-synchronicity
is more diﬃcult to interpret as an indication of normality vs. suspiciousness,
since its value depends on the selected features and their distribution over
all entities in normal and suspicious groups. For example, our experiments on
RTFraud indicated that normal users are approximately at the same scale of
inter-synchronicity, whereas suspicious users can have either very low values
(retweet threads have rare feature values) or very high (retweet threads of sev-
eral suspicious users have the same feature values, e.g. zero inter-arrival time of
retweets; for normal users the corresponding values are more diverse).
Multivariate outlier detection. The last step of ND-Sync takes as input the set
of groups G with their F -dimensional suspiciousness score vectors, and proceeds
to the identiﬁcation of the suspicious groups S. First, we standardize the vectors
using their median and mean average deviation (MAD), which are considered
as robust estimators of center and scale. ND-Sync then spots as suspicious
the groups that largely deviate from the majority of groups in G, considering
their standardized scores in all feature subspaces, based on the outlier detection
approach described in Section 3.2.
To address the non-deterministic nature of this outlier detection method,
mainly in terms of entities positioned close to the distance cutoﬀs, ND-Sync
applies it iteratively, maintains a list of the identiﬁed outliers in each iteration,
and classiﬁes a group as suspicious based on the majority vote over all runs. Our
experiments on RTFraud revealed that even a small number of iterations (e.g.
10) is enough to estimate the suspicious groups. Moreover, to eliminate the need
for selecting parameters in ND-Sync:
1. We propose automatic selection of the k principal components via a heuris-
tic technique such as the 95% cumulative variance explained criterion [18].
According to this criterion, during dimentionality reduction, the ﬁrst k com-
ponents that together explain more than 95% of the data’s variance are
maintained;
2. We use all entities, instead of a subset of them (as in the approach of Section
3.2), to estimate the robust feature subspaces. This is reasonable since typi-
cally the percentage of outliers in a dataset is small, and diﬃcult to estimate
apriori.
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Feature Engineering for Retweet Threads. Earlier works have associated
bot activity with temporal activity anomalies, such as low entropy in the time
intervals between posts. Here, we also expect that the retweet threads of RT
fraudsters will exhibit diﬀerent inter-synchronicity and high intra-synchronicity
compared to honest users, with respect to their temporal characteristics. In
addition, due to automation tools, as well as due to the way retweet markets
operate, we expect RT fraudsters to be synchronized in terms of the number of
retweets their posts receive. Based on the above, after experimenting with several
features which are omitted here for brevity, we ended up with the following
features for a retweet thread’s representation:
– Retweets: number of retweets
– Response time: time elapsed between the tweet’s posting time and its ﬁrst
retweet
– Lifespan: time elapsed between the ﬁrst and last (observed) retweet, con-
strained to 3 weeks to remove bias with respect to later tweets
– RT-Q3 response time: time elapsed after the tweet’s posting time to gen-
erate the ﬁrst 3 quarters of the (observed) retweets
– RT-Q2 response time: time elapsed after the tweet’s posting time to gen-
erate the ﬁrst half of the (observed) retweets
– Arr-MAD: mean absolute deviation of inter-arrival times for retweets
– Arr-IQR: inter-quantile range of inter-arrival times for retweets
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Fig. 2. Synchronicity patterns are revealed as microclusters in RT fraudsters
behavior. a, b, c (d, e, f) correspond to the Lifespan vs. Arr-MAD (Retweets vs.
Response time) scatter plots for “honest”, “fraudulent”, and both types of users. The
majority of organic retweet threads are clustered around a limited range of values,
clearly separated from the fraudsters’ microclusters.
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To estimate the suitability of the proposed features for revealing retweet
fraud, we examined the projections of the retweet threads of the Twitter dataset
described in Section 5.1 in all 2-D feature subspaces derived by the proposed
feature set. To assist visualization, we binned all feature subspaces and generated
2-D heatmaps in logarithmic scales.
Figure 2 indicatively depicts the scatter plots of Lifespan vs. Arr-MAD and
Retweets vs. Response time for all dataset’s users (Fig. 2c and 2f), and only for
those annotated as “honest” (Fig. 2a and 2d) and “fraudulent” (Fig. 2b and 2e).
The Lifespan vs. Arr-MAD plots reveal microclusters of fraudulent retweet
threads (at very low values of Arr-MAD and at high Lifespan values), whereas
the majority of honest users’ retweet threads seem to be concentrated around
a certain area of the feature subspace, clearly separated from RT fraudsters.
Similar observations are made from the Retweets vs. Response time plots where
we observe a microcluster at abnormaly low values for both features, and another
one for high Response time. Some of these results were anticipated based on
our intuition, e.g. bots of the same network may retweet all at once, having on
average a zero Arr-MAD, but it seems that our proposed features can reveal more
complex retweet fraud practices. For example, promoted posts may continue to
receive retweets for a prolonged period of time, which explains the microcluster
of long Lifespan, whereas certain RT fraudsters may wait for some time, after
posting their tweets, before applying to some retweet market for their promotion.
5 Experiments
In this section, we evaluate ND-Sync by conducting a series of experiments
on a dataset crawled from Twitter which is comprised of over 130K retweet
threads characterizing more than 11M retweets to posts of several hundred active
Twitter users. We detail our data collection approach, describe the settings of our
numerous experiments, and ﬁnally present the performance of our ND-Sync.
5.1 Twitter Dataset
The evaluation of ND-Sync requires a dataset of several, complete retweet
threads of honest and fraudulent users, i.e. with no gaps in the tuples repre-
senting a given post’s retweets. Due to the Twitter Streaming API’s constraint
of allowing access to only a sample of published tweets, our requirement for com-
plete retweet threads, and the lack of a relevant (labeled) dataset, we manually
selected a set of target users for whom we could track all tweets and retweets in
a given time period.
Target user accounts were selected in several fashions. Firstly, we examined
a recent, 2-day sample of the global Twitter timeline and identiﬁed the users
who posted the most retweeted tweets and those who posted tweets containing
keywords heavily used in spam campaigns (casino, followback, etc). Our next
approach involved selecting users based on “Twitter Counter”1, a web applica-
tion that publishes lists ranking Twitter users based on criteria including follower
1 http://twittercounter.com/
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count and number of tweets. We chose users based on their posting frequency
and inﬂuence – speciﬁcally, we kept only users who tweeted several times per
week and received more than 100 retweets on their recent posts. Lastly, we col-
lected users active in speciﬁc topics (European aﬀairs and Automobile), given
that they were added in such topic-related lists by other Twitter users.
We manually labeled target users as “fraudulent” in cases where (a) inspec-
tion of their tweets’ content led to the discovery of spammy links to external web
pages, spam-related keywords, and multiple posts with similar promotions or
vacuous content (e.g. quotes), and (b) proﬁle information was clearly fabricated.
The rest of the target users were labeled as “honest”. We monitored the set of
target users for time periods spanning from 2 to 6 months and eliminated those
who had less than 20 retweet threads or a maximum-length retweet thread of
less than 50 retweets. This process left us with a total of 298 users in the dataset,
of which 270 were labeled honest and 28 labeled fraudulent. For each user, we
extracted the retweet threads and mapped them to our proposed 7-D feature
space. The dataset includes 134,022 retweet threads (83,587 with respect
to honest and 50,435 of fraudulent users) which in total comprise 11,727,258
retweets (2,939,455 to posts of honest and 8,787,803 to posts of fraudulent
users).
5.2 Results
Next, we present the experimental results of ND-Sync’s application on the
Twitter dataset described above. We discuss its eﬀectivess when ND-Sync was
applied on (a) all available 27 feature subspaces, (b) a restricted subset of the
feature subspaces.
Preliminary Observations on the Data. Before applying the ﬁnal outlier
detection step of ND-Sync, we examine the distribution of standardized user-
level scores for honest users with respect to each feature subspace. All score vari-
ables were found to be signiﬁcantly asymmetric, having a medcouple2 [4] between
0.16 and 0.46, and the corresponding p-values rejected the normality hypothesis
at the 1% signiﬁcance level. If honest users’ scores had symmetric distributions,
we could apply typical thresholded outlier detection techniques that assume nor-
mal distribution [10,14]. However, in our case, the skewness of the “uncontami-
nated” data would likely result in many false positives. Conversely, ND-Sync’s
outlier detection approach is rather suitable for the RTFraud problem.
Detection Eﬀectiveness on Real Data. Figure 3 shows ND-Sync’s per-
formance on detecting RT fraudsters in terms of F1-score and accuracy. To
examine robustness of ND-Sync to the number of dimensions maintained (k)
2 Medcouple measures the skewness of a distribution in [0, 1] range. Right and left
skewed distributions have positive and negative medcouple respectively; symmetric
distributions have zero medcouple.
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in the beginning of the outlier detection step, we provide perfomance measures
for k from 1 to 10 and all feature subspaces considered for the users’ suspicious-
ness estimation. We observe that ND-Sync is relatively robust with respect to
k: we attain [95% − 97%] accuracy and [0.73 − 0.82] F1-score. For k = 6, based
on the 95% cumulative variance explained criterion, ND-Sync has the best
performance with respect to precision-recall balance and accuracy. Our exper-
iments with ND-Sync considering only the 3-D and the 2-D feature subpaces
showed eﬀectiveness in catching several cases of fraud. Speciﬁcally, the accu-
racy (F1-score) with respect to the best performing ND-Sync run in all feature
subspaces was reduced only by 4.5% (0.4%) and 10.6% (1%) for 3-D and 2-D
subspaces, respectively.
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Fig. 3. ND-SYNC is highly accurate and robust to the selection of k (num-
ber of dimensions maintained). The best performance is at k = 6 which explain
approximately 95% of the data’s cumulative variance.
Observations on the Outlier Map. Figure 1a illustrates the outlier map
of sd and od scores generated for the best run of ND-Sync, where red lines
correspond to adaptive cutoﬀ values for sd and od – the plot clearly discerns
the outliers from the majority of users which lie in the bottom-left region. All
discovered outliers have an abnormal sd score, whereas 36% also have outlying
od scores (in the top-right quartile of the ﬁgure).
A closer examination of RT fraudsters that were caught by ND-Sync reveals
that the ones who scored high in sd and od were exemplary bot accounts that
are typically hired for promotion or advertisement. For example, RTFraudster1,
enclosed within a rectangle in the top-right quartile of Figure 1a, is an example
of such a promiscuous fraudster with 800 followers that had 65 retweet threads
in a 4-month time period – 80% (60%) of these were comprised of more than 1k
(10k) retweets and had almost 0 Arr-IQR3. The remainder of the “caught” RT
fraudsters have a more subtle proﬁle, resembling cyborg behavior: the accounts
often create vacuous posts, but occasionaly interact genuinely with other users,
thus indicating a human operator. We found that the ﬁve false positives detected
by ND-Sync (enclosed by a red circle in Figure 1a) belonged to media accounts
and politicians. Three of these accounts have signiﬁcantly abnormal sd and od
3 This account was later suspended by Twitter.
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scores, while the others are situated very close to RT fraudsters, suggesting that
they may have tampered with the organic behavior of their retweet threads.
6 Conclusions
In this work, we broach the problem of discerning fraudulent, group-based activ-
ity from organic online behavior. The contributions of this work are the following:
– Methodology: we present ND-Sync, a general, eﬀective pipeline, which
automatically detects group anomalies
– Feature engineering: a carefully designed set of features, that customize
ND-Sync for the case of retweet fraud.
We present experiments on real data from Twitter consisting of almost 12
million retweets, where the proposed ND-Sync achieved excellent classiﬁcation
accuracy of 97% in distinguishing fraudulent from honest users.
Reproducibility: For the reproducibility of our results we share an (anonymi-
zed) version of our data at: http://oswinds.csd.auth.gr/project/NDSYNC.
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Abstract. Graph-based anomaly detection plays a vital role in various
application domains such as network intrusion detection, social network
analysis and road traﬃc monitoring. Although these evolving networks
impose a curse of dimensionality on the learning models, they usually
contain structural properties that anomaly detection schemes can exploit.
The major challenge is ﬁnding a feature extraction technique that pre-
serves graph structure while balancing the accuracy of the model against
its scalability. We propose the use of a scalable technique known as
random projection as a method for structure aware embedding, which
extracts relational properties of the network, and present an analytical
proof of this claim. We also analyze the eﬀect of embedding on the accu-
racy of one-class support vector machines for anomaly detection on real
and synthetic datasets. We demonstrate that the embedding can be eﬀec-
tive in terms of scalability without detrimental inﬂuence on the accuracy
of the learned model.
Keywords: Anomaly detection · Block structured graph · One-class
SVM · Random projection · Embedding
1 Introduction
Anomaly detection or outlier detection refers to the study of a system’s normal
state and the detection of unusual patterns based on the learned normal model.
Mining abnormal, i.e., anomalous, patterns is a signiﬁcant component of many
data mining tasks. Numerous methodologies have been developed for detecting
anomalous data objects under the assumption that there is no relational infor-
mation between these objects [1]. However, in many scenarios such as biology,
social sciences and information systems, the data points cannot be considered
as independent entities. Data objects may demonstrate relationships or depen-
dencies that must be considered in the process of detecting abnormal behavior.
Graphs are known as a means of representing these relationships and network
structures in real world datasets.
Anomalies in graphs can be determined within one graph [2,3], i.e., static,
or over a sequence of graphs [4], i.e., dynamic. In this paper, we focus on the
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latter case where dynamic graphs can represent snapshots of evolving networks.
Our objective is to determine an anomalous graph by constructing a normal
model of the observed graphs. A major challenge in this task is to handle the
complexity of the relational data structure, and ﬁnd a technique that can exploit
the relational properties of a graph data structure and represent the graph in a
simple abstraction. We also need to ﬁnd a way to handle possible noisy datasets.
Therefore, we need a robust and scalable algorithm to summarize the graph
dataset and detect abnormal graphs instances among a set of graphs.
Graph embedding is a common approach for simplifying graph structure
and can be considered as a feature extraction process. Graph embedding meth-
ods assume that the data in a high dimensional space, i.e., a graph, usually
lies near a non-linear manifold with lower complexity [5]. Therefore, a required
pre-processing step in graph anomaly detection is graph embedding. Graph
embedding techniques can help us in devising more eﬃcient and interpretable
anomaly detection techniques. Moreover, they provide a method of visualization
for analyzing graph data [5,6]. However we need to extract features that preserve
structural information of a graph and help us in detecting abnormal patterns.
To address this challenge, we propose a structure aware graph embedding
scheme. Our embedding approach is based on random projection and exploits
the Johnson and Lindenstrauss lemma [7] to provide a theoretical proof of its
performance. Although random projection has been proven to preserve pair-
wise distances in Euclidean space, its suitability for non-relational datasets has
received little attention. As opposed to traditional object or vectorial datasets,
graphs are relational data structures known for their ability to capture topolog-
ical proximity and structural properties.
In order to conﬁrm that random projection has structure preserving proper-
ties for relational datasets, we need to prove that the Euclidean distance between
entities in a graph can be representative of node proximity. Therefore, we con-
sider the case of community structured graphs and assert that the Johnson and
Lindenstrauss theorem is also applicable in this case [7]. Moreover, we can infer
that the lower bound properties on the accuracy of random projection still holds
for the case of community structured graphs.
We apply these embedding techniques on community structured datasets and
analyze their inﬂuence on one-class Support Vector Machines (OCSVM) [8] as
the dimension of the embedding decreases. We demonstrate that for dimensions
much less than the Johnson and Lindestrauss lower bound, we can still achieve
high levels of accuracy. Moreover, we introduce perturbations to graphs in the
form of background noise and discuss their eﬀect on the performance of our
anomaly detection approach, i.e., OCSVM.
The main contributions of this paper are as follows: (i) We propose a structure
aware embedding of community structured graphs based on random projections
such that the proximity of the nodes comprising a community is maintained
during embedding. (ii) We provide an analytical proof on the structure preserving
property of our embedding approach as well as stating that the lower bound on
the dimension of the random projection technique can also be applicable in our
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embedding approach. (iii) We demonstrate the eﬀect of random projection on
the scalability and accuracy of OCSVM. (iv) We analyze the eﬀect of background
noise on the performance of OCSVM in addition to random projection.
2 Related Work
Detecting abnormal events in graphs has received considerable attention in var-
ious disciplines [9,10]. If we are presented with a set of evolving graphs, an
important form of actionable information that we may extract is the normal and
abnormal patterns in such a set of graphs. Due to the large volume of data and
lack of labels, this task is usually performed in an unsupervised manner.
We discuss anomaly detection in graph data only for plain graphs where there
are only nodes and edges representing the data without any associated feature.
However these techniques can be extended to attributed graphs as well. Nodes
and/or edges in an attributed graph represent various features. For instance, a
node in a social network may have various education levels or interests, and links
may have diﬀerent strengths.
Several approaches to pattern mining in graphs stem from distance based
techniques, which utilize a distance measure in order to detect abnormal vs.
normal structures. An example of such an approach is the k-medians algorithm
[11], which employs graph edit distance as a measure of graph similarity. Other
approaches take advantage of graph kernels [12], where kernel-based algorithms
are applied to graphs. They compare graphs based on common sequences of
nodes, or subgraphs. However, the computational complexity of these kernels
can become a limitation when applied to large graphs.
Graph centric features are common forms of information to extract from a
graph. These features can be computed from the combination of two, three or
more nodes, i.e., dyads, triads and communities. They can also be extracted
from the combination of all nodes in a more general manner [3]. Many intrusion
detection approaches [2] have utilized graph centric features in their process of
anomaly detection.
The main task in many graph-based anomaly detection schemes is to utilize
graph structure in the process of detecting anomalies. Many techniques try to
transform the problem of anomaly detection in graphs to the well-known prob-
lem of spotting outliers in an n-dimensional space. This step, known as graph
embedding, is considered as a necessary pre-processing phase in many domains.
Therefore we have considered a brief overview of embedding techniques. After
performing graph embedding, standard unsupervised anomaly detection schemes
such as OCSVM can be employed [13,14]. A thorough survey of such techniques
can be found in [1,15].
2.1 Large Scale Graph Embedding
Graphs represent relational information between various entities in a dataset.
However the structure of the graph is complex and is not readily suited to
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traditional classiﬁcation and anomaly detection techniques that assume the avail-
ability of input data in a d-dimensional space. The input of such techniques is
the adjacency or distance matrix of the graph, and the outcome is the equivalent
point coordinates for each vetrex. One of the techniques to transform a graph
into its corresponding point coordinates is spectral embedding [16]. This app-
roach employs singular value decomposition to the adjacency matrix of a graph.
The result is a set of eigenvalues and eigenvectors. The largest eigenvalues and
their corresponding eigenvectors correspond to the dimensions that capture the
variability in the input data. Therefore, spectral embedding preserves the eigen-
vectors corresponding to the largest eigenvalues [17].
Another technique that has been developed for graph embedding based on
eigendecomposition is proposed in [17] where they use the Laplacian instead
of the adjacency matrix. The Laplacian matrix represents the connectedness
of a graph and can be computed from the adjacency matrix. In addition to
eigendecomposition based approaches, techniques such as spring embedding have
been developed. The intuition behind spring embedding is to simulate nodes as
mass particles and edges as springs. The optimum state for such a system is the
state where the energy is minimized. Note that such an objective function is non-
convex, and due to random initialization the results may be highly suboptimal.
Both of the mentioned approaches ignore the topology of the graph. Therefore
the outcome of embedding is not reversible for these techniques. The authors
in [5] try to learn a positive semi-deﬁnite kernel matrix from the adjacency
matrix and apply eigendecomposition to the learned kernel matrix. This method
makes the following assumption: the data in a high dimensional space lies near
a low dimensional nonlinear manifold. The kernel matrix aims to preserve the
local pairwise distances between neighboring nodes in a graph and therefore
simulates the distances on the manifold, as opposed to spectral techniques where
the outcomes, i.e., eigenvectors, were arbitrary directions. The embedding results
may be reversible to the original input by using algorithms such as nearest
neighbor and maximum weight spanning tree.
However, these techniques do not consider the distances between non-
neighbor nodes. Therefore the outcome of the reversed embedding will not have
the same connectivity as the original graph. In order to handle this problem,
another technique called structure preserving embedding (SPE) has been devel-
oped [6]. The learned kernel matrix in this approach considers the distances
between neighbor and non-neighbor nodes. SPE uses semideﬁnite programming
to learn a kernel matrix, and then applies eigen-decomposition on this matrix in
order to ﬁnd the embedding coordinates.
In summary, graphs are complicated data structures and in order to detect
anomalies in these datasets, we need to begin by extracting the structural infor-
mation in the graphs. Many approaches try to embed these graphs into lower
dimensions without studying the structural proprieties that graphs oﬀer. More-
over, the features extracted by these techniques may not be useful in constructing
an anomaly detection model. Therefore, we have analyzed a speciﬁc graph struc-
ture before embedding and proven its suitability for a dimensionality reduction
An Embedding Scheme for Detecting Anomalous Block Structured Graphs 219
technique known as random projection. This graph embedding approach pre-
serves the structure of the graphs and makes the anomaly detection scheme
more scalable.
3 Problem Statement and Proposed Approach
In this section, we present our hybrid scheme that comprises random projection
with a OCSVM for the purpose of anomaly detection in block structured graphs.
3.1 Preliminaries
We begin by formally deﬁning the problem of anomaly detection in graphs. A
graph, G = (V,E), is characterized as a set of vertices V and edges E. In this
paper, we consider the case of observing a set of graphs evolving over time
with consistent node labeling, ϑ1..t = {G1n, G2n, ..., Gtn}. Note that the number of
vertices n does not change over time, but edges can be removed or added.
We assume the graphs are plain and directed, but the method can also be
applied to undirected graphs. The adjacency matrix A of such graphs is an
n × n matrix where each Aij ∈ {0, 1}. We also assume that the majority of the
observed graphs are normal and have a speciﬁc community structured model.
Block structured graphs are discussed in the following section.
Our aim is to detect abnormal graphs, i.e., graphs with diﬀerent structures,
by learning a normal model of the observed graphs. However, learning from
several hundreds of graphs that are each presented in an n × n matrix can be
computationally ineﬃcient. The problem we address is to make the learning
process more scalable without losing accuracy by extracting structure aware
features from the graphs. This approach can also be viewed as a graph embedding
scheme.
The key intuition behind our approach is the fact that normal graphs share
common topological features. However, one of the main challenges is to ﬁnd a
balance between the number of extracted features and the model accuracy. The
feature extraction phase results in A1...t = {A1n×d, A2n×d, ..., Atn×d} where d is
the number of extracted features from each node. Thereafter, we can determine
the abnormality of new graphs using the learned model of normal inputs.
3.2 Block Structured Graphs
We now deﬁne the properties of block structured graphs [18], speciﬁcally com-
munity structured graph models. In this paper, we mainly focus on unweighted
directed graphs. The edges in such graphs demonstrate the existence of links
between vertices and can be represented in an adjacency matrix, An×n, where
n is the number vertices.
Block structured graphs are abundant in real world application such as social
networks [19]. A simple approach to generating such graphs is applying a stochas-
tic block model, i.e., a generative model for creating blocks in graphs [18,19].
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Such models can build realistic network structures such as community, core-
periphery and hierarchical network structures [18].
A stochastic block model generates graphs with the following characteristics:
– They fall into the category of random graph models.
– They can be decomposed to a set of k, 1 ≤ k ≤ n, smaller blocks.
– The membership of each vertex to these blocks is demonstrated through a
membership matrix M ∈ [0, 1]n×k.
– The probability of a link between blocks is deﬁned in a matrix ωk×k.
The overall process of generating a block structured graph is formulated in
Equation 1:
ωij = λω
planted
ij + (1 − λ)ωrandomij . (1)
The variable ωplantedij creates the underlying blocks in the network based on
the block model that we choose. An example of a community structured graph
with four blocks is shown as follows:
⎡
⎢
⎢
⎣
b11 0 0 0
0 b22 0 0
0 0 b33 0
0 0 0 b44
⎤
⎥
⎥
⎦ (2)
However ωrandomij generates a random graph without any block model. The
parameter λ modiﬁes the form of the graph from the extreme cases of fully
random, i.e., λ = 0, to fully structured, i.e., λ = 1. A detailed description of this
method can be found in [18].
3.3 Proposed Graph-Based Anomaly Detection Scheme
We now describe the main phases of our graph-based anomaly detection scheme.
We ﬁrst deﬁne our structure aware embedding approach followed by an unsu-
pervised classiﬁer to learn the normal graph model.
Graph Embedding Scheme. Graph embedding approaches assign point coor-
dinates to each vertex of a graph by optimizing a speciﬁc objective. For instance,
a possible objective of graph embedding can be minimizing edge crossings
between nodes. These approaches can also aim to preserve properties like node
proximity in order to capture the topology of a graph [6].
Our aim is to preserve node proximity in our graph embedding scheme, in
order to help identify community structures present in the input graphs. We pro-
pose to use a dimensionality reduction technique known as random projections
for this purpose. Random projection approaches are based on the Johnson and
Lindenstrauss lemma [7]. This lemma asserts that a set of points in Euclidean
space, P 1...n ∈ Rn×m, can be embedded into a d-dimensional Euclidean space,
P ′1...n ∈ Rn×d while preserving all pairwise distances to within a small factor .
The Johnson and Lindenstrauss lemma is presented in Lemma 1.
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Lemma 1. Given an integer n and  > 0, let d be a positive integer such that
d ≥ d0 = O(−2 log n). For every set P of n points in Rm, there exists f : Rm →
R
d such that for all u, v ∈ P
(1 − )||u − v||2 ≤ ||f(u) − f(v)||2 ≤ (1 + )||u − v||2 (3)
We discuss three random projection matrices that have been shown to pre-
serve pairwise distances [20]. Since we are dealing with graphs, we consider each
node, vi, to be an instance and its associated row in the adjacency matrix, Ai,
as its m = n features. We denote n as the number of features in the original
space in the rest of the paper. The construction of the random projection matrix,
Rn×d = r
{i=1...n,j=1...d}
ij , can be based on the following structures formulated in
Equations 4 ,5, 6:
rij =
{
+1 with probability 1/2
−1 with probability 1/2 (4)
rij ∼
√
2N (0, 1) (5)
rij =
√
3
⎧
⎪⎨
⎪⎩
+1 with probability 1/6
0 with probability 2/3
−1 with probability 1/6
(6)
The embedded graph A′ is computed as A′n×d =
1√
d
AR. In order to prove
that random projection extracts structure aware features from the graph, we
propose Lemma 2 which asserts that the expected Euclidean distance between
the vertices within the same block is close to zero while nodes belonging to
diﬀerent blocks result in a larger expected Euclidean distance. Therefore, vertices
in a community structured graph can be treated as points in a Euclidean space
where the Euclidean distance reﬂects the nodes’ memberships to each block.
Lemma 2. Given a graph with a community block structure generated by ω, the
expected Euclidean distance between any two vertices u and v belonging to the
same block bii is close to zero.
E[||v − u||2]  0 (7)
Proof. The density of a single block bij in the adjacency matrix is generated by
a binomial distribution, B(n, p), where n is the number of trials and p is the
probability of success. The number of trials and probability of success are deter-
mined by the size of the block βij and pij ∼ N (μij , σ2ij) respectively. Assigning
0 or 1 to a cell in a block is determined according to a uniform distribution
where every element in a block has the same probability of being 1,
B(n, p)
βij
. We
assume that βij is large enough and 0 ≤ pij ≤ 1, so that we can approximate
B(n, p) with a normal distribution Bi(n, p) ∼ N (np, np(1 − p)).
According to the properties of the normal distribution, the sum or diﬀerence
of two normal distributions with the same mean μ and variance σ2 is another
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normal distribution N (0, 2σ2). The expected Euclidean distance of two vertices
in the same block bii can be determined by the sum of squared diﬀerences of
normal distributions within all blocks:
E[||u − v||2] = E[||D < bii > ||2 +
∑
i=j
||D < bij > ||2]
where D < bij >= Xi − Xj
Xi, Yj ∼ N (βijpij , βijpij(1 − pij))
D < bij >∼ N (0, 2βijpij(1 − pij))
(8)
Note that the parameter λ in Equation 1 controls the amount of background
noise, therefore we assume that (1 − λ) ≤ ε and as a result pij , i 	= j is a small
non-zero value. The expected value of Equation 8 is summarized in Equation 9
according to the rule E[X2] = dσ2 + μ2 for any random variable X ∈ Rd.
∑
i,j
E[||D < bij > ||2] =
∑
i,j
2dijβijpij(1 − pij) (9)
The same approach can be followed for determining the expected Euclidean dis-
tance of vertices coming from diﬀerent blocks. It can be shown that given a
reasonable level of noise in the graphs, λ, the Euclidean distance can be con-
sidered as a proximity measure of community structured graphs. Therefore by
preserving pairwise distances, we are also maintaining the structural information
of the adjacency matrix.
The embedded adjacency matrix A′n×d makes the learning model more scal-
able by reducing the number of inputs form n2 to n × d. The trade-oﬀ between
accuracy and scalability can be determined using the Johnson-Lindenstrauss
Lemma. However, our empirical results demonstrate that even for dimensions d
much less than the lower bound −2 log n, we achieve high levels of accuracy.
One-Class Support Vector Machine. We brieﬂy describe the use of the
OCSVM algorithm for the purpose of anomaly detection [8]. A OCSVM maps
the reshaped embedded graphs A′′ = [A′11...A
′
1dA
′
21...A
′
2d...A
′
n1...A
′
nd] into a high
dimensional feature space Φ by using a kernel k(x, y) = (Φ(x).Φ(y)) [8].
The dot product of the images in Φ(.) can be determined using a kernel
such as the radial basis function. OCSVM tries to ﬁnd the maximum margin
hyperplane that separates the majority of the observed data, assuming mostly
normal samples, from the origin. Let f(x) = 〈w, x〉 + b to denote the resulting
hyperplane where the terms w and b are the normal vector and bias term of
the hyperplane respectively. When a test graph arrives, we use the reshaped
embedded representation of the graph and determine its label, i.e., normal or
anomalous, using f(x) as a measure of how anomalous is the graph.
4 Empirical Results
In this section we evaluate the quality of our anomaly detection scheme with
graph embedding as a pre-processing phase. The main objective of this empirical
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study is to determine the eﬀect of dimensionality reduction on the computation
time, scalability and accuracy of our approach.
Lemma 2 provides the theoretical proof of the suitability of random pro-
jection as a graph embedding approach. In the beginning, the anomaly detec-
tion schemes have been provided with the reshaped adjacency matrix of the
graphs, i.e., high dimensional data. Thereafter, we apply random projection on
the input graphs and evaluate the accuracy and scalability of the anomaly detec-
tion scheme. We also study the inﬂuence of noise on the embedding technique.
We assume that the training data mainly consists of normal samples. How-
ever, in order to make the problem more realistic, we insert 5% of anomalous
instances into the unlabeled train dataset along with the normal instances.
4.1 Datasets
We generate the synthetic datasets with the aim of evaluating the structure
awareness of our embedding scheme and its robustness to the level of background
noise. In order to generate the datasets based on the stochastic block model, we
begin by deﬁning the number of communities in the normal and anomalous
networks, the distribution of the node-to-community assignment, the underlying
density of each community and the background noise level.
The distribution of node-to-community assignments is uniform. Therefore,
we can make sure that the graphs have a number of dominant communities.
We determine the node membership to blocks by drawing random values from
a hypergeometric distribution. The density of each block is determined by a
Gaussian distribution with μ = 0.6, σ2 = 0.1. There are 1000 normal graphs in
addition to 100 anomalous ones where the number of nodes in each graph is 200.
In order to generate multiple normal and anomalous graphs, we preserve the
node-to-community assignments but modify the density of blocks. The levels of
introduced noise can be adjusted using the parameter λ in Equation 1. We have
varied the noise level from 1% to 19%. The number of communities in the normal
and anomalous graphs are 3 and 5, respectively. All other parameters remain the
same for the normal and abnormal graphs.
In addition to this synthetic dataset, we have used the network of American
football games, Karate club social network and 1997 US Air ﬂights graph as
base datasets [21]. We added 1% noise by changing the values of 1% of the edges
in the adjacency matrix and created the anomalous dataset by introducing 10%
noise to the original dataset.
4.2 Results and Discussion
In order to evaluate the results, we have applied random projection with three
diﬀerent methods according to Equations 4, 5, 6. The embedded graphs are then
used as training instances for OCSVM. We have used the hyperbolic tangent
kernel and polynomial kernel for our synthetic and real datasets. These kernel
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functions are formulated as k(u, v) = tanh(γ ×u′ × v+ coef) and k(u, v) = (γ ×
u′ ×v+coef)3 respectively. The settings used for the real and synthetic datasets
are summarized in Table 1. The results on the synthetic dataset demonstrate
Table 1. Dataset Description and OCSVM parameter settings
Dataset Number of Nodes OCSVM Kernel OCSVM kernel parameters
Synthetic 200 Hyperbolic Tangent γ = 0.00000001, coef = 0
Football 115 Polynomial γ = 1.0 × 10−8, coef = 1
Karate 34 Hyperbolic Tangent γ = 1.0 × 10−8, coef = 0
US Air 332 Hyperbolic Tangent γ = 1.0 × 10−11, coef = 0
that the outcome of OCSVM varies when the embedding dimension is well below
the lower bound deﬁned in Equation 3. We consider  = 0.25, therefore the lower
bound on this dataset is 85. Fig. 1, 2 and Table. 2 depict the average training and
test accuracy over various levels of noise against the number of dimensions in the
projected space. As can be seen using Method 1 (Equation 4), we can achieve high
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Fig. 1. Synthetic graphs: Average
training accuracy vs. the dimension
of embedding, where randomization
methods 1, 2 and 3 are deﬁned accord-
ing to Equations 4, 5, 6.
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Fig. 2. Synthetic graphs: Average test
accuracy vs. the dimension of embed-
ding, where randomization methods 1,
2 and 3 are deﬁned according to Equa-
tions 4, 5, 6.
levels of accuracy from approximately 80% up to 100% given a graph embedding
with dimensions as low as d = 2 in most cases. The ﬂuctuations in the diagrams
demonstrate the appropriate dimension and accuracy trade-oﬀ.
It is worth mentioning that the computation time of OCSVM as shown in
Table 3 on the original dataset without the embedding, i.e., d = 200, is dramat-
ically higher than when random projection is used, i.e., d < 20. Therefore we
achieve the scalability without losing high levels of accuracy.
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Table 2. Test accuracy of OCSVM using various dimensions of random projection on
Football and Karate datasets. Note that d = 115 and d = 34 in the top and bottom
tables corresponds to no embedding.
Football Method 1 Method 2 Method 3
d=2 93.43 ± 0.78 95.13 ± 0.086 13.2 ± 3.76
d=50 91.12 ± 0.24 98.73 ± 0.65 91.45 ± 6.04
d=115 100 ± 0.0 100 ± 0.0 100 ± 0.0
Karate Method 1 Method 2 Method 3
d=2 90.93 ± 0.52 91.13 ± 3.25 91.87 ± 0.31
d=7 90.13 ± 0.09 91.13 ± 0.26 93.07 + 0.74
d=34 96.33 ± 0.47 96.33 ± 0.47 96.33 ± 0.47
Table 3. Processing time in seconds of OCSVM using various dimensions of random
projection on the synthetic dataset. Note that d = 200 corresponds to no embedding.
Random Projection d = 2 d = 10 d = 20 d = 100 d = 200
Method 1 1.1 × 10−6 1.2 × 10−6 1.0 × 10−6 1.1 × 10−6 24.627
Method 2 1.1 × 10−6 1.0 × 10−6 1.3 × 10−6 1.1 × 10−6 26.551
Method 3 1.0 × 10−6 1.1 × 10−6 1.1 × 10−6 1.0 × 10−6 24.566
5 Conclusion and Future Work
In this paper, we have presented an approach for graph embedding and provided
an analytical proof as well as empirical evidence that this embedding technique
can preserve the underlying structure of communities in graph databases such
as social networks. This graph embedding technique has been used as a pre-
processing step for anomaly detection, i.e., using a OCSVM. We achieved high
accuracy after performing the graph embedding, therefore this technique can
provide a balance in terms of anomaly detection precision as well as scalability.
After applying diﬀerent levels of perturbation to the real and synthetic
datasets, we observed that OCSVM still performs well after the embedding.
Therefore, we can infer that random projection is a robust technique for graph
embedding. According to the experimental studies, the combination of embed-
ding and OCSVM achieves high accuracy for dimensions much less that the lower
bound of Johnson and Lindenstrauss.
As a follow-up to this preliminary work, we are investigating the use of matrix
re-ordering techniques in order to pre-process other types of block structured
graphs such as core-periphery and hierarchy for random projection embedding.
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Abstract. Indentifying protein complexes is essential to understanding
the principles of cellular systems. Many computational methods have
been developed to identify protein complexes in static protein-protein
interaction (PPI) network. However, PPI network changes over time, the
important dynamics within PPI network is overlooked by these methods.
Therefore, discovering complexes in dynamic PPI networks (DPN) is
important. DPN contains a series of time-sequenced subnetworks which
represent PPI at diﬀerent time points of cell cycle. In this paper, we
propose a dynamic core-attachment algorithm (DCA) to discover protein
complexes in DPN. Based on core-attachment assumption, we ﬁrst detect
cores which are small, dense subgraphs and frequently active in the DPN,
and then we form complexes by adding short-lived attachments to cores.
We apply our DCA to the data of S.cerevisiae and the experimental result
shows that DCA outperforms six other complex discovery algorithms,
moreover, it reveals that our DCA not only provides dynamic information
but also discovers more accurate protein complexes.
Keywords: Clustering · Protein complexes · Dynamic PPI networks ·
Core-attachment
1 Introduction
Detecting protein complexes in available PPI networks is an important and chal-
lenging task in the post-genomic era. Protein complexes are molecular aggrega-
tions of proteins assembled by multiple PPIs. They are key molecular entities
to perform cellular functions. For example, complex “RNA polymerase II” tran-
scribes genetic information into messages for ribosomes to produce proteins [1].
Up to now, many computational methods have been proposed to detect com-
plexes in static PPI networks. Bader et al. [2] presented an algorithm MCODE,
its a local-searched method which relies on the topological structure of the PPI
network. Altaf-UI-Amin et al. [3] proposed a complex discovery method called
DPClus which based on the combination of density and peripheral proteins to
mine densely connected subgraphs. Moreover, the core-attachment concept has
been proposed to identify complexes. Gavin et al. [4] illustrated the protein
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complex generally contain a core and attachments. The core is a small group
of proteins with high degree of functional similarity, its the heart of a complex.
While attachments are several peripheral neighbors of a core that assist their
core to perform subordinate functions, which are often short-lived. Wu et al.
[1] proposed the COACH algorithm which deﬁned the core vertices among the
neighborhood graphs, this method added attachments into the cores to form
protein complexes.
However, all these methods discussed above only consider PPI networks
as a static graph and overlook the dynamics inherent within them. In fact,
PPI networks are varying with time and space. Therefore, understanding the
dynamics of PPI networks is important to further understand molecular systems.
Tang et al. [5] used gene expression data construct DPN by splitting the static
PPI network into a series of time-sequenced subnetworks. In the framework of
DPN, Li et al. [6] proposed a new framework to identify protein complexes and
functional modules in DPN. Li et al. [7] discovered a novel method to identify
dynamic complexes that integrate PPI network and gene expression data. All
these eﬀorts have made signiﬁcant progress in protein complex discovery. How-
ever, only a few of these algorithms can both achieve high accuracy and capture
the dynamic topology structure of DPN.
The protein complex consists of two parts in this paper: frequently active core
and almost short-lived attachments. So our DCA operates in two phases: it ﬁrst
detects protein-complex cores and then identiﬁes protein complexes by including
attachment into cores. We compare our DCA with six competing complex dis-
covery algorithm: DFM-CIN [6], COACH [1], ClusterOne [8], MCL [9], MCODE
[2] and SPICI [10], which including the clustering method on the same DPN
(DFM CIN) and core-attachment method (COACH). Experiment results based
on core analysis, F-measure, Coverage rate and functional enrichment show that
our DCA performs better than these algorithms and can eﬃciently acquire the
dynamic features of complexes.
2 Method
The static PPI network is generally considered as an undirected graph G(V, E),
where a vertex in vertex set V represents a protein and an edge in edge set E
represents an interaction between two proteins.
The dynamic PPI network (DPN) is constructed from static PPI network,
which containing n time-sequenced subnetworks denoted as {D1,D2, . . . , Dn},
as reported by Tang et al [5]. In each subnetwork of DPN, all the proteins and
interactions activate at the same time, eg., subnetwork Di is modeled as(Vi, Ei)
where Vi represents the protein set and Ei represents the interaction set in the
ith subnetwork.
Our DCA is diﬀering from the previous core-attachment method. We redeﬁne
the proteins in one core are not only highly connected with each other but also
simultaneously occur at multiple subnetworks. Figure1 shows an example to
illustrate the cores in DPN. While, attachments have much interact with cores
and often short-lived. We ﬁrst introduce some related deﬁnitions below.
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Fig. 1. Protein-complex cores in dynamic PPI
networks: The nodes in pink, yellow, and blue
color represent diﬀerent cores in DPN. The pink
core appears 4 times in DPN; the yellow and
blue cores active 3 times in DPN; the purple
nodes denote the remainder proteins in DPN.
For a protein v, its active sub-
network set can be abstracted into
Protein actives(v) = {i, j, . . . ,
k, . . . }, where i, j, . . . , k denote
the corresponding subnetworks
that v appeared in. For a core
S, Core actives(S) = {i, j, . . . ,
h, . . . } represents the subnetwork
set that S active in. Where
i, j, . . . , h denote the correspond-
ing subnetworks that the whole
vertices of S are completely
appeared in, it can be acquired by
computing the intersection of all
the proteins’ Protein actives(),
that is,
Core actives(S) = ∩v∈SProtein actives(v) (1)
2.1 Complex Cores Mining
Based on the deﬁnition of DPN and complex cores, we assume n is the total
number of subnetworks and m(1 < m ≤ n) is the least number of subnetworks
where a core must be appeared in. In this paper, we deﬁne complex core in
DPN should satisfy following four constrains with considering its topological
structure and dynamic properties: (1) it’s a dense subgraph of the PPI; (2) the
core should active in no less than m subnetworks; (3) a core should include at
least k proteins; (4) every two cores have no common proteins.
Algorithm 1 illustrates the detailed procedure on detecting cores in DPN.
Before clustering, we should initialize the proteins in line 1-3. For each pro-
tein v ∈ V , we ﬁrst calculate Protein actives(v) in line 1-2, which is the set
of subnetworks that v appeared in, eg., if v ∈ Vi, we then put i into the set
Protein actives(v), we iteratively traverse all the subnetworks in DPN to obtain
Protein actives() of each vertices. Next, we calculate the local clustering coeﬃ-
cient (CC) of v in graph G in line 3, CC(v) quantiﬁes how close the v’s neighbors
are to being a clique or complete graph. The CC(v) is deﬁned as the number
of edges between v’s neighbors, divided by the maximum number of edges that
might potentially include in v’s neighbors [11]:
CC(v) =
∑
u,w∈Nv e(u,w)|e(u,w) ∈ E
dv × (dv − 1)/2 (2)
Where Nv is the set of all v’s neighbors. It is obvious that protein with high
CC value more tends to be involved in the core, and has a higher priority to be
considered as a seed.
After initialization, all the vertices are queued into Q in descending order in
terms of their CC in line 4. The ﬁrst unused vertex v in Q is selected as a seed
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to expand a new probable complex core S in line 5-15. When we expand the
seed v, we should ﬁrst collect the New Nv of v in line 7, New Nv are the core’s
candidate proteins and consist of v’s direct neighborhoods that are still in Q.
Then we will calculate the closeness(cl) between S and each vertex u ∈ New Nv
in line 9, the closeness function [3] is given as follows:
cl(u, S) =
EuS
dS × |VS | (3)
Where EuS is the number of edges that connect vertex u to core S; |VS | is
the number of vertices in core S; dS is the density of core S which is formed in
the equation (4):
dS =
2 × |ES |
|VS | × (|VS | − 1) (4)
Algorithm 1. Cores Mining
Input:
G = (V,E): static PPI network
DPN = {D1,D2, . . . , Dn}: n time-sequenced dynamic PPI subnetwork
α : closeness threshold for expanding cores
m: the threshold of subnetworks number that a core active in
k : the threshold of vertices number in each core
Output:
CS: the set of cores in DPN
Protein actives(v1), P rotein actives(v2), . . . , P rotein actives(vp): subnetwork
set of each protein active in
1. for i = 1 : n do
2. for each vertex v in Vi, Protein actives(v) = Protein actives(v) ∪ {i}
3. for each protein v ∈ V , compute CC(v)
4. sort proteins into queue Q in descending order by CC
5. for v ← Q //the ﬁrst vertex v in Q is selected as a seed to expand core S
6. S = {v} // initialize v as a singleton core S
7. New Nv = {u | u ∈ Nv ∧ u ∈ Q}
8. while New Nv = φ
9. for all the ui ∈ New Nv, compute cl(ui, S)
10. if maxui∈New Nvcl(ui, S) ≥ α
11. if comNetwork(ui, S) ≥ m, then add ui into S
12. remove ui from New Nv
13. else break //stop expanding core S
14. if number of proteins in S ≥ k
15. remove all proteins of S from Q, and put S into CS
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A higher cl value of a neighbor indicates that it is part of the core while a
lower cl indicates that it’s part of the periphery. Next we choose the neighbor
ui with maximum cl, if cl(ui, S) is smaller than a preﬁxed threshold α, we will
stop expanding S. Otherwise, we should determine whether ui has no less than
m common subnetworks with proteins in S, as comNetwork(ui, S) ≥ m, and
comNetwork(ui, S) = ∩w∈SProtein actives(w) ∩ Protein actives(ui) (5)
If ui shares m common subnetworks with core S, add ui into core S. Next, ui is
removed from New Nv to prevent recalculated in line 10-13. We will repeatedly
add neighbor to S until all the vertices in New Nv is removed in line 8-13.
Once the preliminary core S is formed, we need to judge whether S includes
at least k proteins, if it is, put S into ﬁnal core set CS, and remove the whole
vertices of S from Q to avoid being included into any other cores in line 14-15.
Another round of expanding is performed until Q is empty in line 5-15, and
output CS.
2.2 Protein Complexes Formation
Considering that cores in DPN have been generated, we should select attach-
ments to cores to construct complexes. As attachments are often short-lived, we
will detect attachments on each subnetwork of DPN respectively. The description
of forming protein-complexes is shown in Algorithm 2.
Algorithm 2. Complexes Formation
Input:
DPN = {D1,D2, . . . , Dn}: n time-sequenced dynamic PPI subnetwork
CS: the set of cores in DPN
Protein actives(v1), P rotein actives(v2), . . . , P rotein actives(vp): subnetwork
set of each protein active in
Output:
DC: the set of complexes in DPN
1. for each S ∈ CS
2. computer Core active(S)
3. for each i ∈ Core active(S) //form a complex Ci of S in Di
4. Ci ← S //initialize core S as a complex Ci in the ith subnetwork
5. compute neighborhood proteins NS i of S in Di
6. for each u ∈ NS i
7. if EuS ≥ 0.5 × |VS | then
8. put u into Ci //select u as an attachment of core S
9. C = ∪i∈Core actives(S)Ci, and put C into DC
10. ﬁltering DC
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For each core S ∈ CS. First, we need to calculate Core actives(S) in line
2, which is the subnetwork set that S appeared in. And then, for every sub-
network Di with i ∈ Core Active(S), we add attachments to S to construct
temp complex Ci in line 3-8. The ﬁnal complex C is made up of all the
temp complexes in corresponding subnetworks in line 9. When we choose attach-
ments of core S, we based on the idea of majority rule that neighbor vertices
interacting with no less than half of the proteins in the core S will be selected as
attachments [1] in line 6-8. Although our cores are non-overlapped, the complexes
detected by DCA may be overlapped as they could have common attachments.
So we need to ﬁlter completely overlapped complexes, and output the ﬁltered
complexes of DPN in line 10. Its obvious that attachments may be active in one
or several subnetworks and usually short-lived.
The time complexity is O(cV 3) of algorithm 1 and O(ncV 2) of algorithm 2 in
the worst case. Where V is the number of whole vertices in PPI, c is the number
of vertices in a core and n is the number of subnetworks. As n, c 
 V , the time
complexity of our DCA is approximating O(V 3).
3 Experiments and Results
3.1 Datasets and DPN Construction
We performed our method on two diﬀerent yeast PPI networks, including DIP
[12] and Krogan [13] data. The DIP data consist of 4930 proteins and 17201
interactions, while Krogan contain 3581 proteins and 14076 interactions. The
gene-expressing proﬁles of S.cerevisiae were retrieved from Ref. [14] with the
accession number GSE3431, there are 4851 genes involved in DIP and 3509 genes
in Krogan. GO data was downloaded from Ref.[15]. For evaluating our identiﬁed
complexes, the benchmark set consists of 428 complexes[16], from three source:
(I)MIPS, (II)Aloy et al. and (III)SGD database based on GeneOntology(GO)
annotations.
Previous studies [5,6] have shown that integrating gene expression proﬁles
with the PPI networks can acquire eﬃcient DPN. So we construct DPN as Tang
et al have done in Ref. [5]. Considering that GSE3431 covers three successive
cell cycles and each cycle includes 12 time points, the average expression value
of gene at the same time point for three cycles is used as its expression value at
the given time point. We normalize the expression values of each gene to make
the values of genes range from 0 to 1, and use a proper threshold value 0.3 to
screen gene products at each time point. Finally, we create the DPN based on
these ﬁltered expression values and obtain 12 time-sequenced subnetworks.
For the sake of evaluating our algorithm DCA, we compared it with six com-
peting clustering algorithms: DFM-CIN[6], COACH[1], ClusterOne[8], MCL[9],
MCODE[2] and SPICI[10]. DFM-CIN is a functional module detecting algo-
rithm which performs on the same DPN. The others are all well-known complex
discovery algorithms.Their values of the parameters are selected from those rec-
ommended by the authors.
234 J. Luo et al.
3.2 Core Analysis
As core is the key functional unit of protein complex, we will analyze the biologi-
cal similarity of our cores on DIP data. The GO annotations are used to evaluate
the GO functional similarities of cores, complexes, DPN and PPI network. Two
interacting proteins can have a similarity score based on their GO terms. Here,
functional similarity between two proteins is calculated by the method in [17].
We sum up the similarity of all interactions in each component using three
sub-ontologies (BP, CC, MF) of GO, and then average the overall similarity.
Table 1 shows the average similarity of each component detected by our DCA
and COACH algorithms respectively, as COACH is developed based on core-
attachments and achieves an excellent performance among current algorithms.
Table 1. Average similarity of interactions involved in Cores, Complexes and PPI data
on DIP
(a)Extracted by DCA (b)Extracted by COACH
Interactions BP CC MF Interactions BP CC MF
In DCA cores 0.335 0.451 0.233 In COACH cores 0.241 0.436 0.185
In DCA complexes 0.243 0.447 0.193 In COACH complexes 0.190 0.440 0.155
In DPN 0.117 0.244 0.112 In PPI network 0.115 0.242 0.111
In PPI network 0.115 0.242 0.111
Fig. 2. The percentage of cores discov-
ered by DCA and COACH with the
CMR threshold from 1.0 to 0.1 on DIP
Table 1(a) shows the interactions
within cores in DCA achieve the high-
est similarity on DIP dataset, no mat-
ter which GO domain (BP,CC,MF) they
are. The GO similarity scores are declined
orderly in these four components, which
suggests the cores have higher degree of
functional similarities, and can be seen
the biological hearts of protein complexes.
From Table 1(b) we can see that, although
cores identiﬁed by COACH is of highly
biological similarities, their GO similarity
score is much less than that of our DCA,
which also indicates our DCA is better
than COACH for producing high biologi-
cal signiﬁcance cores.
To further evaluate the quality of cores detected by our DCA, we quote the
Core Matching Rate(CMR) [7] to measure the quality of complexes cores, which
is deﬁned as:
CMR(C) = max
( |C ∩ Ki|
|C|
)
, Ki ∈ K (6)
Where K is the known benchmark complexes set [16]. |C ∩ Ki| denotes the
number of proteins of core C included in one known complex; When a core C
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is completely included in a known complex Ki, CMR(C) = 1. Figure 2 shows
the comparison results with respect to diﬀerent CMR ranging from 1.0 to 0.1 on
DIP. From Figure 2 we can see that as the threshold of CMR changing from 1.0
to 0.1, the percentage of DCA cores remains higher than that of COACH cores,
which indicates that our DCA can produce more accurate cores than COACH
method.
3.3 Functional Enrichment Analysis
To evaluate the biological enrichment and functional relevance of identiﬁed com-
plexes, the functional homogeneity P-value [3] is applied. Accordingly, a pre-
dicted complex with a low P-value indicates it achieves a high statistical signif-
icance. The complex with corrected P-value of less than 0.01 [1] is considered
signiﬁcant. The proportion of signiﬁcant complexes over the predictions can be
used as an evaluation for assess the overall performance of various algorithms.
Table 2 shows the comparison results obtained from six algorithms on DIP and
Krogan datasets respectively.
Table 2. Functional enrichments of the identiﬁed complexes detected by DCA and
other algorithms on DIP and Krogan datasets
Dataset Algorithms Identiﬁed
complexes
% of
signiﬁcant
complexes
Average
P-values
Signiﬁcant complexes (P)
<
E-15
E-15 to
E-10
E-10 to
E-5
E-5 to
E-0.01
DIP
DCA 381 94.23% 1.63E-04 30.45% 21.26% 25.46% 17.06%
DFM CIN 395 74.94% 3.56E-04 20.3% 9.1% 25.3% 20.3%
COACH 746 87.67% 3.02E-04 19.6% 14.7% 27.6% 25.7%
ClusterOne 343 67.64% 2.25E-04 10.8% 11.1% 26.5% 19.2%
MCL 1246 30.74% 8.21E-04 2.6% 2.6% 8.5% 17%
MCODE 59 89.83% 1.36E-04 18.7% 18.7% 37.3% 15.3%
SPICI 583 53.52% 9.11E-04 5.8% 5.5% 15.6% 26.6%
Krogan
DCA 240 94.17% 1.55E-04 43.33% 16.67% 17.5% 16.67%
DFM CIN 358 75.42% 2.58E-04 21.23% 10.61% 26.26% 17.32%
COACH 570 87.89% 3.85E-04 22.46% 10.53% 28.07% 26.84%
ClusterOne 225 78.67% 4.42E-04 14.67% 12.89% 28.44% 22.67%
MCL 834 37.89% 9.17E-04 3.12% 19.06% 12.47% 19.06%
MCODE 50 94% 1.04E-04 24% 20% 36% 14%
SPICI 383 59.53% 8.27E-04 7.83% 6.01% 18.02% 27.68%
From Table 2, it is easy to see that the percentage of signiﬁcant complexes
predicted by our DCA achieves the highest in the fourth column on both DIP
and Krogan datasets. Moreover, the average P-values of DCA is much smaller
than other algorithms except MCODE, the percentage of complexes produced by
DCA with P-values less than E-15 is much higher than that of other algorithms,
especially higher than DFM CIN which is perform on DPN as well. This indicates
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that complexes predicted by DCA are quite accurately and have good functional
enrichments.
3.4 F-measure and Coverage Rate
In order to estimate the performance of protein complexes discovered by DCA,
two comprehensive evaluation methods called F-measure and Coverage rate
(CR)[1] are used. F-measure is the harmonic mean of Precision and Recall.
Precision measures how many correct predictions that matched real complex,
Recall measures how many real complexes that matched predicted complex. CR
evaluates the amount of proteins in the real complexes that can be covered by
the predicted complexes. Generally, high F-measure and CR values indicate that
the prediction has good eﬃciency.
Table 3. The precision and recall results of various algorithms on DIP and Krogan
datasets
DIP Krogan
Algorithms Precision Recall Precision Recall
DCA 0.546 0.437 0.704 0.348
DFM CIN 0.387 0.4 0.492 0.418
COACH 0.382 0.582 0.421 0.449
ClusterOne 0.347 0.367 0.453 0.322
MCL 0.17 0.598 0.176 0.46
MCODE 0.525 0.143 0.56 0.105
SPICI 0.226 0.488 0.272 0.416
Fig. 3. The performance comparison for DCA and other algorithms on F-measure and
Coverage rate on DIP(left) and Krogan(right) datasets
The basic informations for prediction by various algorithms on DIP and Kro-
gan datasests are presented in Table 3, the precision of our DCA achieves the
highest on two datasets showing DCA can identify precise complexes. In Figure 3
A Core-Attach Based Method for Identifying Protein Complexes 237
we can see that DCA achieves the best performance on F-measure. In detail, on
DIP dataset, the F-measure of SCAIA is 48.5%, which is 2.4% higher than the
second one COACH. For the number of proteins in DPN is less than that in
static PPI network [6], the CR of complexes detected by DCA couldn’t achieve
a rather high value, but its better than ClusterOne and MCODE. All above
results demonstrate that our algorithm can obtain good performance, and com-
plexes detected by DCA match quite well with benchmark complexes.
3.5 An Example of Protein-Complex
Fig. 4. An Example of pro-
tein complexes generated by
DCA on DIP: 1,2,3 repre-
sent three sets of attachments
in diﬀerent timestamps; the
red nodes represent the Core’s
proteins; the yellow nodes in
yellow cycle denotes attach-
ment set1; the nodes in blue
cycle belong to attachment
set2; the nodes in purple cycle
belong to attachment set3
To further reveal the results obtained by our algo-
rithm, we display one of our protein complex that
generated by DCA on DIP dataset. Figure 4 shows
an example of complex#238. The biological pro-
cess of complex#238 is “nuclear pore organization
and biogenesis”(annotated in GO:0006999) with
the lowest P-value=8.23E-26 which is carried out
at the cellular level that results in the assembly,
arrangement of constituent parts, or disassembly
of the nuclear pore [18]. It contains 10 proteins and
all of them are participating in the mechanism of
nuclear pore organization.
As shown in Figure 4, the core of complex#238
contains 5 proteins that simultaneously active in
the 2th, 3th, 7th, 8th, 9th, 10th, 11th and 12th sub-
networks. It is a complete graph in which every
pair of distinct proteins is connected by a unique
edge. The core is perfectly recalled by the bench-
mark complex#50. However, three groups of
attachments active in diﬀerent subnetworks, eg.,
attachment YKL068W actives in the 8th, 9th, 11th
and 12th subnetworks, while YJR042W is
expressed in the 2th, 3th, 8th, 9th, 10th, 11th and
12th subnetworks. It illustrates the dynamic prop-
erties of our complexes detected in DPN.
3.6 Eﬀects of Parameters
We now discuss the eﬀects of parameters of DCA in F-measure and CR, on
DIP data. The parameters are the closeness threshold α for expanding cores,
the number of subnetworks m that a core active in, the least vertices number k
of each core.
As we can see from Figure 5(a), when α is small enough, the nodes with a
very low value of cl are allowed to be included in the core, the core’s size is
much bigger than the real one, so the F-measure increases while α increases and
achieves highest when α =0.8. As CR is not very sensitive to α , the optimum
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α value is 0.8. Figure 5(b) reveals that as subnetwork number m increases, the
number of cores decreases, thus leading to decreases in CR. Here, we set m=5,
which obtains the best F-measure and comparable CR. Figure 5(c) shows that
our algorithm can achieve a good balance between F-measure and CR while k=3
in our experiments.
Fig. 5. The eﬀects of α , m and k: (a)the variation of α aﬀects the F-measure and CR;
(b)the plot of the F-measure and CR for diﬀerent values m; (c)the relation between k
and F-measure and CR
4 Conclusion
Exploring biologically signiﬁcant protein complexes are important challenges
in post-genomic era. However, current complexes discovering algorithms have
mainly focused on the static PPI network and failed to consider the inherent
dynamics within them. Hence, we proposed a DCA algorithm to identify protein
complexes in DPN. The DPN is constructed according to Tang et al’ study[5].
We ﬁrst detect cores which active frequently in DPN, and then extract the short-
lived attachment to form complexes.
We tested our DCA on two yeast PPI data. First, we use GO similarity and
CMR to analyze our core by comparing with another core-attachment method
COACH. It demonstrates that proteins in our cores have high functional similar-
ity and are highly recalled by known complexes. Second, we employ the P-value
to evaluate the functional enrichment of predict complexes, the proportion of sig-
niﬁcant complexes over the predicted ones by DCA is much greater than other
algorithms. The last, a lot of comparison based on F-measure and CR reveals
our DCA outperforms other six algorithms, as we achieve the highest F-measure
and get a comparable CR values. In conclusion, all the experiments show our
DCA can not only provide a new way of detecting complexes in DPN but also
identify more accurate protein complexes.
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Abstract. This paper proposes a sequential pattern mining (SPM) algo-
rithm in large scale uncertain databases. Uncertain sequence databases
are widely used to model inaccurate or imprecise timestamped data in
many real applications, where traditional SPM algorithms are inapplica-
ble because of data uncertainty and scalability. In this paper, we develop
an eﬃcient approach to manage data uncertainty in SPM and design
an iterative MapReduce framework to execute the uncertain SPM algo-
rithm in parallel. We conduct extensive experiments in both synthetic
and real uncertain datasets. And the experimental results prove that our
algorithm is eﬃcient and scalable.
Keywords: Uncertain databases · Sequential pattern mining
1 Introduction
Sequential pattern mining (SPM) is an important data mining application. It
provides inter-transactional analysis for timestamped data which are modeled by
sequence databases. In real applications, uncertainty is almost everywhere and
it may cause probabilistic event existence in sequence databases. For example,
in an employee tracking RFID network, the tag read by sensors are modeled by
a relation see(t, aId, tId), which denotes that the RFID tag tId is detected by
an antenna aId at time t. Since an RFID sensor can only identify a tag with
a certain probability within its working range, the PEEX system [10] outputs
an uncertain event such as meet(100, Alice, Bob, 0.4), which indicates that the
event that Alice and Bob meet at time 100 happens with probability 0.4.
Possible world semantics is widely used to interpret uncertain databases[5,
17]; however, it also brings eﬃciency and scalability challenges to uncertain SPM
problems. Meanwhile, applications in the areas of biology, Internet and business
informatics encounter limitations due to large scale datasets. While MapReduce
is a widely used programming framework for processing big data in parallel, its
basic framework can not directly be used in SPM because it does not support
the iterative computing model which is required by most SPM algorithms.
c© Springer International Publishing Switzerland 2015
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In this paper, we propose a sequential pattern mining algorithm in itera-
tive MapReduce for large scale uncertain databases. Our main contributions are
summarized as follows:
(1) We use possible world semantics to interpret uncertain sequence databases
and analyze the naturally correlated possible worlds.
(2) We design a vertical format of uncertain sequence databases in which we
save and reuse intermediate computational results to signiﬁcantly reduces the
time complexity.
(3) We design an iterative MapReduce framework to execute our uncertain algo-
rithm in parallel.
(4) Extensive experiments are conducted in both synthetic and real uncertain
datasets, which prove the eﬃciency and scalability of our algorithm.
2 Related Works
A lot of traditional database and data mining techniques have been extended to
be applied to uncertain data [2]. Muzammal and Raman propose the SPM algo-
rithm in probabilistic database using expected support to measure pattern fre-
quentness, which has weakness in mining high quality sequential patterns[14,15].
Zhao et al. deﬁne probabilistic frequent sequential patterns using possible world
semantics and propose their complimentary uncertain SPM algorithm UPreﬁxS-
pan [17,18]; however, it uses the depth-ﬁrst strategy to search frequent patterns
and cannot be directly extended to MapReduce framework. A dynamic pro-
gramming approach of mining probabilistic spatial-temporal frequent sequential
patterns is introduced in [11]; Wan et al. [16] propose a dynamic programming
algorithm of mining frequent serial episodes within an uncertain sequence. How-
ever, dynamic programming also cannot be directly extended to MapReduce.
Jeong et al. propose a MapReduce framework for mining sequential patterns
in DNA sequences with only four distinct items [8], in contrast to this paper
where unlimited number of items are allowed; Chen et al. extend the classic
SPAM algorithm to its MapReduce version SPAMC [7]. However, SPAMC relies
on a global bitmap and it is still not scalable enough for mining extremely large
databases. Miliaraki et al. propose a gap-constraint frequent sequence mining
algorithm in MapReduce [13]. However, all these algorithms are applied in the
context of deterministic data, while our work aims to solve large scale uncertain
SPM problems.
3 Problem Statement
3.1 Uncertain Model
An uncertain database contains a collection of uncertain sequences. An uncertain
sequence is an ordered list of uncertain events. An uncertain event is represented
by e = 〈sid, eid, I, pe〉. Here sid is the sequence id and eid is the event id.
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Fig. 2. possible worlds table
〈sid, eid〉 identiﬁes a unique event. I is an itemset that describes event e, and pe is
the existential probability of event e. Figure 1 shows an example of an uncertain
sequence database. Here, for instance, the uncertain event e11 = 〈1, 1, {AB}, 0.8〉
indicates that the itemset {AB} occurs in e11 with probability 0.8.
We use possible world semantics to interpret uncertain sequence databases.
A possible world is instantiated by generating every event according to its exis-
tential probability. The number of possible worlds grows exponentially to the
number of sequences and events. It is widely assumed that uncertain sequences
in the sequence database are mutually independent, which is known as the tuple-
level independence [2,9] in probabilistic databases. Events are also assumed to be
independent of each other [5,17], which can be justiﬁed by the assumption that
events are often observed independently in real world applications. Therefore,
we can compute the existential probability of a possible world w in Equation (1).
Pe(w) =
∏
∀di∈w
{
∏
∀eij∈di
P (eij) ∗
∏
eij /∈di
(1 − P (eij))} (1)
Where di ∈ w is a sequence in w and eij ∈ di is an event in di. Here eij is instanti-
ated from the original database and P (eij) is its existential probability. Figure 2
is a table which contains four possible worlds of the uncertain sequence database
in Figure 1. Then, for example, we can compute the existential probability of
possible world w1 by P (w1) = (0.8 ∗ 0.2) ∗ (1 ∗ 0.8 ∗ 0.4) = 0.0512.
When one or more uncertain event occurs multiple times in the sequence
such as C in e22 and e23, some possible worlds are correlated even under the
independent assumptions. For example, w1 and w3 in Figure 2 are correlated in
supporting a pattern, because each event in w1 is also present in w3.
3.2 Uncertain SPM Problem
A sequential pattern α = 〈X1 · · ·Xn〉 is supported by a sequence β = 〈Y1 · · ·Ym〉,
denoted by α  β, if and only if there exists integers 1 ≤ k1 < · · · < kn ≤ m so
that Xi.I ⊆ Yki .I, ∀i ∈ [1, n]. In deterministic databases, a sequential pattern s is
frequent if and only if it satisﬁes sup(s) ≥ ts, where sup(s) is the total number
of sequences that support s and ts is the user-deﬁned minimal threshold. In
an uncertain database D, the frequentness of s is probabilistic and it can be
computed by Equation (2).
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P (sup(s) ≥ ts) =
∑
∀w,sup(s|w)≥ts
P (w) (2)
Where w is a possible world in which s is frequent and P (w) is the existential
probability of w.
Then the uncertain sequential pattern mining problem is deﬁned as follows.
Given an uncertain sequence database D, a minimal support threshold ts and
a minimal frequentness probability threshold tp, ﬁnd every probabilistic frequent
sequential pattern s in D which has P (sup(s) ≥ ts) ≥ tp.
4 Solution
4.1 Approximation of Frequentness Probability
Suppose D = {d1, . . . , dn} is an uncertain database and s is a sequential pattern.
Because d1, . . . , dn in D are mutually independent, the probabilistic support of
s in D, denoted by sup(s), can be computed by Equation (3).
sup(s) =
n∑
i=1
sup(s|di) (3)
Where sup(s|di) (i = 1, . . . , n) are Bernoulli random variables, whose suc-
cess probabilities are P (sup(s|di) = 1) = P (s  di). And we will discuss the
computation of P (s  di) in section 4.2.
We ﬁnd that sup(s) is a Poisson-Binomial random variable, because it is the
sum of n independent but non-identical Bernoulli random variables. And sup(s)
can be modeled by its probability mass function (pmf), denoted by sup(s) =
{sup(s)|0 : p0, 1 : p1, . . . , n : pn}. Here n = |D| is the number of sequences in D.
According to central limit theorem, sup(s) converges to the Gaussian distri-
bution when n goes to inﬁnity. Therefore, in the large scale database D, we can
approximate the distribution of sup(s) by Equation (4).
sup(s) =
n∑
i=1
Xi −→ N(
n∑
i=1
pi,
n∑
i=1
pi ∗ (1 − pi)) (4)
Here we approximate sup(s) by the Gaussian distribution N (μ, σ2), and then
the approximated frequentness probability P (sup(s) ≥ ts) can be computed in
linear time.
4.2 Support Probability
The support probability P (s  d) is the probability that a sequential pattern s
is supported by an uncertain sequence d and it can be computed in (5) according
to possible world semantics.
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P (s  d) =
∑
∀w,sw
P (w) (5)
Where w is a possible world of d which supports s and p(w) is its existential
probability. However, suppose each item in a k-length pattern s has m multiple
occurrences in d in average, there are O(km) possible worlds that may support
s in the worst case. And directly enumerating all of them is usually too complex
in practice.
Therefore, we design an incremental approach to compute support probabil-
ity eﬃciently. Let l be the last item of sequential pattern s. In uncertain sequence
d, suppose there are q possible occurrences of l in events ek1 , . . . , ekq , then all
the possible worlds that may support s can be divided into q disjoint subsets
(g1, . . . , gq) by the most recent occurrence of item l.
Let P (gi) be the probability that the latest occurrence of item l (the last
item of s) is in eki , then it can be computed by Equation (6).
P (gi) = P (l ∈ eki) ∗
q∏
t=i+1
P (l /∈ ekt) (6)
The amortized cost of Equation (6) is O(1), when events are pre-sorted by
their eids. And the support probability P (s  d) can be computed in (7).
P (s  d) =
q∑
i=1
P (s  d|gi) ∗ P (gi) = P (s  d ∩ gi) (7)
For example, given d =
〈
(B : 0.5)(C1 : 0.4)(C2 : 0.4)
〉
and s = 〈BC〉, accord-
ing to possible world semantics, there are three possible worlds of d that may
support s: w1 = {BC1}, w2 = {BC2} and w3 = {BC1C2}, and we divide them
into two disjoint groups by the latest occurrence of item C in the possible worlds
as g1 = {w1} and g2 = {w2, w3}. We ﬁrst compute P (g1) = 0.4 ∗ 0.6 = 0.24 and
P (g2) = 0.4, then we have P (s  d) = 0.5 ∗ 0.24 + 0.5 ∗ 0.4 = 0.22.
Suppose l is the last item of s, then s′ = s−{l} is a (k−1)-length sequential
pattern. P (s  d|gi) in (7) can be computed by (8).
P (s  d|gi) =
p∑
j=1
P (s′  d|gj) ∗ P (gj |gi) =
p∑
j=1
P (s′  d ∩ gj) ∗ δ(gi, gj) (8)
Where gj (∀j ∈ [1, p]) are p disjoint subsets of possible worlds in which the latest
occurrence of the last item of s′ in the event ekj . And δ(gj , gi) = 1, if the last
item of s′ occurs before the last item of s; otherwise, δ(gj , gi) = 0.
By substituting (8) into (7), we can compute the support probability in (9).
P (s  d) =
q∑
i=1
p∑
j=1
P (s′  d ∩ gj) ∗ P (gi) ∗ δ(gi, gj) (9)
Therefore, if we save and reuse the values of P (s′  d ∩ gj), we can avoid
repeated computation which reduces the time complexity of support probability
computation from exponential to O(p ∗ q).
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Fig. 3. An example of constructing the vertical data structure
4.3 Vertical Data Structure
We develop a vertical data format Dk to save occurrences of k-length candidate
patterns. The schema of Dk is 〈sid, c, tid, Pc, Pi〉, where sid identiﬁes an uncer-
tain sequence d, c is a candidate pattern and 〈tid, Pc, Pi〉 records an occurrence
of c in d. Suppose i is the last item of c and e is the event identiﬁed by (sid, tid),
then we have Pc = P (c  d ∩ gi), where gi is a subset of possible worlds in
which the latest occurrence of item i locates in event e. And Pi = P (i ∈ e) is
the existential probability of i in e.
We transform the original sequence database into its vertical format which
is a set of candidate occurrences. Figure 3 shows an example of constructing the
vertical data format Dk. Here D is the original database, and D1 is transformed
from D. For example, let s = 〈A〉, then we have two groups g1 and g2 of occur-
rences of s in sequence d1. We compute Pc1(s) = 1 ∗ P (g1) = 0.3 ∗ 0.5 = 0.15
and Pc2(s) = 0.5 and save the results in D1. Thereafter, we can compute the
support probabilities P (s  d1) = 0.65 and P (s  d2) = 0.4 from D1, which
are used to calculate the frequentness probability. In this example, if we set
minsup = 1 and minprob = 0.5, then 〈A〉 and 〈B〉 are two frequent pat-
terns. 2-length candidates are generated by self-joining 1-length frequent pat-
terns, and their occurrences are saved in D2. For example, let s′ = 〈AB〉, then
P (s′  d1) = 0.65 ∗ 0.4 = 0.26. Since there are two occurrences of item B in
d2, we ﬁrst compute P (g1) = 0.8 ∗ 0.3 = 0.24 and P (g2) = 0.7, then we have
Pc1(s′) = 0.4 ∗ 0.24 = 0.096 and Pc2(s′) = 0.4 ∗ 0.7 = 0.28. Thereafter, the
support probability P (s′  d2) = 0.376.
In our approach, we only refer to Dk in searching k-length frequent patterns.
And Dk is usually in a much smaller size than the original database because it
only contains occurrences of potential frequent candidate patterns.
4.4 Uncertain SPM in Iterative MapReduce
Our iterative MapReduce framework helps to traverse a huge sequence tree[4] in
searching frequent patterns in parallel. In each iteration, we start a MapReduce
job to search k-length frequent patterns on a cluster of computers.
Fig. 4 shows our iterative MapReduce framework for uncertain SPM. In
the ﬁrst iteration, the original database is split and input to mappers; in the
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ALGORITHM 1. Map(Key key, Value value, Context context)
dk−1 ← pase(value) /* dk−1 ∈ Dk−1 parsed from value */
Ck ← DistributedCache.ﬁle
dk ← construct from Ck and dk−1
foreach c ∈ Ck do
p ← P (c  dk) /* computed by summing Pc(c) in dk */
key ← c;
value ← 〈p, p ∗ (1 − p)〉 /* composited value */
context.collect(key, value)
end
DFS.ﬁle f = new DFSFile(“Dk”);
f .append(d);
kth (k > 1) iteration, the input data of a mapper is a chunk of Dk−1. We
modify the data split function in MapReduce to make sure that all occurrences
in one sequence are input to the same map function. A set of k-length candidate
patterns are distributed to mappers, which is denote by Ck.
(1) Mapper Function: The mapper function is shown in Algorithm 1. It ﬁrst
constructs dk from dk−1 and Ck, where dk−1 ∈ Dk−1 contains occurrences of
(k − 1)-length frequent patterns in one uncertain sequence. Given a candidate
pattern c, the mapper computes the support probability p = P (c  dk) using
the newly updated data structure and outputs a key-value pair
〈
c,
〈
μ, σ2
〉〉
if
p = P (c  d) > 0. Here μ = p and σ2 = p ∗ (1− p) are the mean and variance of
the Bernoulli random variable sup(c|dk). Thereafter, dk is written to distributed
ﬁle system (DFS) to be used in the next iteration.
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ALGORITHM 2. Combine(Key key, Iterable values, Context context)
μ ← 0, σ2 ← 0
foreach value ∈ values do
μ = μ + value.μ
σ2 = σ2 + value.σ2
end
context.collect(key,
〈
μ, σ2
〉
)
ALGORITHM 3. Reduce(Key key, Iterable values, Context context)
c ← key
μ ← 0, σ2 ← 0
foreach value ∈ values do
μ = μ + value.μ
σ2 = σ2 + value.σ2
end
sup(c) ∼ N(μ, σ2)
ts ← context.minsup, tp ← context.minprob
if P (sup(c) ≥ ts) ≥ tp then
DFS.ﬁle f = new DFSFile(“frequent pattern”);
f .append(c);
end
(2) Combiner Function: We design a combiner function in Algorithm 2 to help
improve the performance. Suppose a mapper function emits n key-value pairs〈
c,
〈
μi, σ
2
i
〉〉
(i = 1, . . . , n) which are associated with the identical pattern c. As
the value ﬁled of the mapper output is associative and commutative, they can
be condensed to a single pair
〈
c,
〈∑n
1 ui,
∑n
1 σ
2
i
〉〉
. Then each mapper sends only
one key-value pair to the reducer for each candidate pattern, which dramatically
reduce the total bandwidth cost of data shuﬄing.
(3) Reducer function: Algorithm 3 shows the reducer function. The input key-
value pair of the reducer is in the form of
〈
c,
〈
μi, σ
2
i
〉〉
, where μi =
∑
p and σ2i =∑
p ∗ (1 − p) are the partially aggregated mean and variance of the probabilistic
support of candidate c. The reducer function accumulates the overall mean and
variance of c in the entire uncertain database and uses the Gaussian distribution
to approximate the distribution of overall support sup(c). Given minsup = ts
and minprob = tp, the reducer outputs the probabilistic frequent sequential
patterns to the ﬁle, if P (sup(c) ≥ ts) ≥ tp; otherwise, c is not probabilistic
frequent and is discarded by the reducer.
A MapReduce iteration is ﬁnished after all k-length probabilistic frequent
sequential patterns are discovered and written to DFS ﬁles. After that, we self-
join k-length frequent patterns to generate (k + 1)-length candidate patterns
for the next iteration. This process continues until all frequent patterns are
discovered.
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5 Evaluation
In this section, we implement our uncertain SPM algorithm in iterative MapRe-
duce, denoted by IMRSPM, and evaluate its performance using both synthetic
and real world datasets in a 10-node Hadoop cluster.
A naive method directly enumerates possible worlds table without reusing
previous computational results. We implement this naive approach in Iterative
MapReduce as baseline, which is denoted by BL here. We also compare our algo-
rithm with the single-machine uncertain sequential pattern mining algorithm,
denoted by UPreﬁx [17,18], to show the beneﬁt from parallel computing.
5.1 Synthetic Dataset Generation
The IBM market-basket data generator [3] uses the following parameters to
generate sequence datasets in various scales: (1) C : number of customers; (2)
T : average number of transactions per sequence; (3) L: average number of items
per transaction per sequence; (4) I : number of diﬀerent items.
We assume that an event existential probability follows normal distribution
t ∼ N(μ, σ2), where μ is randomly drawn from range [0.7, 0.9] and σ is randomly
drawn from range [1/21, 1/12]. Then we draw a value from t and assign it to
an event in the original synthetic datasets as its existential probability. This
approach has been used in previous work [1] to generate synthetic uncertain
datasets. We name a synthetic uncertain dataset by its parameters. For example,
a dataset T4L10I10C10 indicates T = 4, L = 10, I = 10∗1000 and C = 10∗1000.
5.2 Scalability
In Figure 5, we evaluate the scalability of IMRSPM on synthetic datasets gen-
erated by diﬀerent parameters. Here we set minsup = 0.2% and minprob = 0.7.
Fig. 5(a) shows the running time variations of IMRSPM when C varies from
10 000 to 10 000 000, where T = 4, L = 4, I = 10 000. Fig. 5(b) shows the run-
ning time variations of IMRSPM when T varies from 5 to 25, where C = 100 000,
L = 4, I = 10 000. Fig. 5(c) shows the running time variations of IMRSPM when
L varies from 2 to 32, where C = 100 000, T = 4, I = 10 000. Fig. 5(d) shows the
running time variations of IMRSPM when I varies from 2 000 to 32 000, where
C = 100 000, T = 4, L = 4.
In Figure 5, we observe the following phenomenons:
(1) IMRSPM outperforms BL under every setting of the parameters, which
proves the eﬀectiveness of our incremental temporal uncertainty management
approach; meanwhile, IMRSPM is much more scalable than UPreﬁx, which
demonstrates the advantage of using iterative MapReduce framework.
(2) The running time increase with the increment of C, T , L, as increasing these
parameters generates larger scale datasets. Furthermore, when T or L are set
to larger values, there are more repeated items in uncertain sequences. And our
incremental uncertainty management approach shows its eﬀectiveness in improv-
ing the eﬃciency especially in such cases.
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Fig. 5. Scalability of IMRSPM-A algorithm
(3) The running time slightly drops with the increment of I. When the value of
I grows, the number of repeated item in one sequence become less because items
are randomly selected from a ﬁxed set of items.
5.3 Mining Customer Behavior Patterns from Amazon Reviews
We apply our IMRSPM algorithm in Amazon review dataset[12] to discover
customer behavior patterns. The Amazon review dataset includes 34 686 770
reviews of 2 441 053 products from 6 643 669 customers between June 1995 to
March 2013. Each review is scored by an integer between 1 to 5, which indicates
a user opinion toward a product. However, this score is a lose measurement of
subjective satisfaction. Suppose a customer gives a score t to a product, then we
believe that the probability that this customer likes this product is p = t/5. An
ordered list of user reviews is regarded as an uncertain sequence. A probabilistic
frequent sequential pattern 〈A,B〉 mined from this database can be explained as:
if a customer likes product A, then it is very likely that he/she will like product
B in the future.
For example, given minsup = 0.005% and minprob = 0.7, we have discovered
the sequential pattern 〈B000TZ19TC → B000GL8UMI〉. Here B000TZ19TC is
the Amazon Standard Identiﬁcation Number (ASIN) of the book Fahrenheit
451 published in 1953. And this pattern reveals that users who now like prod-
uct B000TZ19TC may also like B000GL8UMI in the future, which is a newer
edition of the same book published in 1963. We also discover other non-trivial
patterns as 〈B000MZWXNA → B000PBZH6Q〉, where B000MZWXNA is asso-
ciated with the book The Martian Way and ASIN B000PBZH6Q identiﬁes the
book Foundation.
Figure 6 and Figure 7 show the eﬀect of user-deﬁned parameters minsup
and minprob in Amazon dataset. We initially set minprob = 0.7 and minsup =
0.04%. In Figure 6(a) and 7(a), we vary the value of minsup from 0.02% to
0.04%; while minprob is varied from 0.5 to 0.8 in Figure 6(b) and 7(b). From
Figure 6 and Figure 7 , we observe that:
(1) In Figure 6(a), the running time of IMRSPM decreases with the increment of
minsup; meanwhile, the eﬀect of minsup to the computing time is more signiﬁ-
cantly than that to the shuﬄing time. The reason is that fewer frequent patterns
are mined when minsup is larger, which can be proved by Figure 7(a).
(2) The performance remains relatively stable to the variation of minprob.
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Fig. 7. Eﬀect of user-deﬁne parameters in number of patterns
The probabilistic support of a sequential pattern is bounded to its expected value
(Chernoﬀ bound). Thus, the frequentness of a large number of candidate patterns
becomes deterministic, and this explains why the running time and the number
of frequent patterns do not signiﬁcantly ﬂuctuate in Figure 6(b) and 7(b).
6 Conclusions
In this paper, we propose a SPM algorithm in an iterative MapReduce framework
for large scale uncertain databases to discover customer behavior patterns in
Amazon review dataset. In the future, we will continue to explore the facilitation
of other distributed platforms in solving uncertain SPM problems.
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Abstract. Crowdsourcing allows human intelligence tasks to be out-
sourced to a large number of unspeciﬁed people at low costs. However,
because of the uneven ability and diligence of crowd workers, the quality
of their submitted work is also uneven and sometimes quite low. There-
fore, quality control is one of the central issues in crowdsourcing research.
In this paper, we consider a quality control problem of POI (points of
interest) collection tasks, in which workers are asked to enumerate loca-
tion information of POIs. Since workers neither necessarily provide correct
answers nor provide exactly the same answers even if the answers indicate
the same place, we propose a two-stage quality control method consist-
ing of an answer clustering stage and a reliability estimation stage. Imple-
mented with a new constrained exemplar clustering and a modiﬁed HITS
algorithm, the eﬀectiveness of our method is demonstrated as compared
to baseline methods on several real crowdsourcing datasets.
Keywords: Quality control · POI · Constrained exemplar clustering ·
HITS
1 Introduction
The idea of crowdsourcing is to outsource human intelligence tasks to a large
number of unspeciﬁed people via the Internet. Stimulated by the successes of
varioius crowdsourcing projects, and the emergence of crowdsourcing market-
places, such as Amazon Mechanical Turk, crowdsourcing is rapidly expanding in
various areas. Since crowd workers comprise people with diﬀerent skill levels and
diligence, the quality of their work is quite uneven, and sometimes untrustworthy
workers called spam workers produce signiﬁcantly low-quality work. Therefore,
quality control of crowdsourcing is one of the central issues in crowdsourcing
research [8]. A common strategy for controlling crowdsourcing quality is to
introduce redundancy, that is, to assign a single task to multiple workers and
c© Springer International Publishing Switzerland 2015
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Fig. 1. Illustration of our problem setting and quality control method in POI collection
aggregate their answers to obtain a more reliable answer. Not only simple aggre-
gation methods, such as majority voting and averaging have been proposed but
also various sophisticated statistical models [2,4,12,17,18]. Recently, beyond
multiple-choice tasks, tasks with more complex structured responses, such as
orders [3,11,20], sequences [19], spatial data [15], and general tasks [1,9], have
been addressed.
Although a number of eﬀorts have been made to develop quality control
methods for respective tasks, there has been no quality control method for POI
(point of interest) collection tasks, which require workers to enumerate POIs,
in spite of its great signiﬁcance. One of the important applications is citizen
science, which calls for voluntary participation of amateur people in collecting
scientiﬁc information to cover wide areas of interests. There are several citizen
science projects collecting location information on animals, such as birds’ nests1
and diseased or bleached points of the coral reefs of Hawaii2. POI collection
tasks also appear in crowdsensing, which asks people to submit current location
information together with additional information such as pictures of POIs. Col-
lecting location information such as road-side parkings [10] can be considered as
POI collection tasks.
However, the quality control issue of a POI task has not been addressed
because of its task-speciﬁc uncertainty. The intrinsic diﬃculty of quality con-
trol in POI collection tasks is the lack of correspondence between each POI and
each of workers’ answers. In other words, we cannot distinguish between two
given answers corresponding to two distinct POIs and those corresponding to
the identical POI. Therefore, the ideas in existing studies assuming the corre-
spondences between questions and answers cannot be directly applied to the
POI collection task.
We consider that the diﬃculty involved in the quality control issue of POI
tasks is caused by the fact that there are two types of uncertainties in POI
collection tasks: workers neither necessarily provide correct answers nor provide
exactly the same answers for a speciﬁc POI because of the variations in numer-
ical values. Considering these two types of uncertainty enables us to propose a
1 http://nestwatch.org/learn/how-to-nestwatch/understanding-nestwatch-data/
2 http://eorhawaii.org/
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quality control method for POI collection tasks. Our quality control method has
two-stages: answer clustering followed by reliability estimation. As illustrated in
Figure 1, the ﬁrst stage is designed to select the representative answers that indi-
cate distinct POIs, and the second to ﬁnd the correct answers from among them.
The technical contributions of our quality control method are twofold. First,
we construct an answer clustering method by incorporating cannot-link con-
straints [16] into the exemplar clustering formula proposed by Elhamifar et al. [5].
Our new clustering formula enables us to divide answers into clusters and choose
the most representative answer from each cluster, while the answers given by
the identical worker are separated from each other by cannot-link constraints.
Second, we develop a new reliability estimation method by modifying the HITS
algorithm [7]. The modiﬁed HITS algorithm using a normalized iterative matrix
handles “streakers,” who give many more answers in crowdsourced enumera-
tion [6,14], while the original HITS algorithm suﬀers from these workers.
We conducted experiments using four real-world datasets on POI collection
tasks and evaluated the performance of our two-stage quality control method.
Our method appropriately handles the two types of uncertainties pertaining
to the answers and provides high quality answer lists. In fact, it makes 6.4%
to 19.4% improvements of the F-measures over the baseline methods in four
experimental tasks. In addition, we synthetically added spam workers to the
original datasets and conﬁrmed that our method is robust against the presence
of spam workers. Our method curbed the decreases of the F-measures by 8.2%
to 72.5% of those of NONE in four tasks.
In summary, this paper makes three main contributions:
1. We indicate there are two types of uncertainties in crowdsourced POI col-
lection.
2. We introduce a two-stage quality control method that deals with the two
types of uncertainties in the enumeration tasks. Our quality control method
yields a constrained exemplar clustering formulation.
3. We describe experiments using four POI collection tasks and investigate
worker characteristics that aﬀect the performance of our quality control
method.
2 Two-stage Quality Control Method for POI Collection
Tasks
We propose a two-stage quality control method to obtain the set of correct
answers from the answers enumerated by workers. As shown in Figure 1, all the
answers are clustered so that those in each cluster indicate the same POI in
the ﬁrst stage. Each cluster is represented by a single answer, which we call a
representative answer. The objective of this answer clustering stage is to reduce
the uncertainty due to noises in answers, and remove redundant answers indi-
cating the same POIs. Subsequently, the second stage estimates the reliability
of each representative answer, and then, we remove representative answers with
low reliability.
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2.1 Problem Setting
We ﬁrst deﬁne the quality control problem in crowdsourced POI collection. A
POI collection task requires crowdworkers to enumerate location information
(i.e., longitude and latitude) of POIs. The workers are usually expected to give
one or more answers (as many as they can provide) that indicate distinct POIs
according to explicit instructions.
Let us assume that there are W workers. Let Ti denote the set of answers
given by worker i, N the total number of the answers collected from all the
workers, and T = T1 ∪ T2 ∪ · · · ∪ TW the set of all the answers. In addition, we
assume that we have a distance duv between every pair of answers u and v in T .
Given the answer set {Ti}i=1,...,W and the distance matrix D =
(duv)u,v=1,...,N , our goal is to obtain a subset of given answers, P ⊆ T , such that
each answer in the answer subset correctly satisﬁes the task requirement and
indicates a distinct POI.
2.2 Answer Clustering
To select representative answers from noisy and duplicate answers, we apply a
clustering method and consider that the answers in each cluster indicate the
identical POI. Standard clustering methods usually adopt the cluster centers
as the representatives of the obtained clusters; however, this often results in
undesirable representatives because the middle point of several data points, such
as locations of restaurants, frequently falls in unreasonable points, such as the
middle of a road. This observation leads us to resort to exemplar clustering,
which chooses representatives from among data points.
We assume that the answers given by a single worker indicate distinct POIs
even if some of the answers are close to each other. This assumption motivates us
to introduce cannot-link constraints in the exemplar clustering. The cannot-link
constraints assign the answers given by a single worker to distinct clusters. We
believe this is a reasonable assumption, because we can prevent workers from
providing multiple answers indicating the identical POI by giving appropriate
instructions, and simple methods may be eﬀective for detecting untrustworthy
workers who provide the same answer many times to earn easy money.
Although several constrained clustering methods such as COP-Kmeans [16]
have been proposed, no constrained extensions of exemplar clustering methods
exist; therefore, we formalize a constrained exemplar clustering by incorporating
cannot-link constraints into an exemplar clustering method.
Exemplar Clustering. We ﬁrst review the convex exemplar clustering pro-
posed by Elhamifar et al. [5]. Let zuv ∈ [0, 1] denote the probability that answer
v belongs to the cluster represented by answer u and Z = (zuv)u,v=1,...,N denote
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the representative matrix. Given the distance matrix D, the exemplar clustering
problem is deﬁned as
min
Z
N∑
v=1
N∑
u=1
duvzuv + λ
N∑
u=1
||zu,:||q (1)
s.t.
N∑
u=1
zuv = 1, ∀v, zuv ≥ 0, ∀u, v,
where zu,: denotes the u-th row of Z and λ > 0 is a regularization parameter
that indirectly controls the number of clusters. When q is chosen appropriately,
the regularization term ||zu,:||q forces zu,: = 0 for some u; q ∈ {2,∞} is chosen
to ensure the convexity of the object function (1).
Constrained Exemplar Clustering. We create a constrained exemplar clus-
tering method by appending cannot-link constraints to the exemplar clustering
problem (1). We ﬁrst assume that zuv ∈ {0, 1}. We can ensure that none of two
answers of worker i belongs to representative answer u by adding the constraint,∑
v∈Ti zu,v ≤ 1. In order to force any pair of the answers given by a single worker
to belong to distinct clusters, we add the constraints
max
u
∑
v∈Ti
zu,v =
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∑
v∈Ti
z:,v
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∞
≤ 1, ∀i,
where z:,v denotes the v-th column of Z. We relax zuv ∈ {0, 1} into the interval
zuv ∈ [0, 1], and then, our constrained exemplar clustering is formulated as
min
Z
N∑
v=1
N∑
v=1
duvzuv + λ
N∑
u=1
||zu,:||q
s.t.
N∑
u=1
zuv = 1, ∀v, zuv ≥ 0, ∀u, v,
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∑
v∈Ti
z:,v
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∞
≤ 1, ∀i.
We then adopt answer u such that ‖zu,:‖ > 0 as a representative answer, which
represents the cluster. Let U = {u ∈ T | ‖zu,:‖ 
= 0} denote a set of representa-
tive answers.
2.3 Reliability Estimation
As discussed in the Introduction, some of the representative answers given by
the ﬁrst answer clustering stage may not be correct; hence, we next estimate
the reliability of each representative answer, as shown in Step 2 of Figure 1.
We assume that an answer is reliable if it is supported by multiple reliable
workers; a worker is reliable if s/he provides many reliable answers. This notion
is similar to that employed in the HITS algorithm [7], a link analysis algorithm
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for estimating the importance of Web pages. In HITS, a Web page is considered
highly authoritative if it has links from multiple good hub pages, and a Web page
is regarded as a reliable hub if it has links to multiple authorities. The HITS
algorithm estimates both the authority and hub values of each Web page using
the link structure between the pages. We modify the HITS algorithm by using
a normalized iterative matrix and apply it to the answer reliability estimation
with analogies between authorities and answers and between hubs and workers.
The modiﬁed HITS using the normalized iterative matrix performs well even
when we have some streakers.
Modified HITS. We ﬁrst introduce how to apply the HITS algorithm to reli-
ability estimation. Let a = (a1, . . . , aM ) denote a vector of authority values of
representative answers in U , where M is the size of U , and h = (h1, . . . , hW )
denote a vector of hub values of workers. Instead of the hyperlink structure used
in the HITS, in reliability estimation we exploit the connection weights between
workers and answers. Let us denote by (u1, u2, . . . , uM ) the indices of repre-
sentative answers in T . We deﬁne the connection weight matrix L = (ik)i,k
as Lik =
∑
v∈Ti zv,uk , which represents the total amount of supports for the
representative answer uk of worker i.
Given L and the initial values of authority a and of hub h, the HITS algo-
rithm updates a and h iteratively as a ← αLh, h ← βLa, where α > 0
and β > 0 are normalization constants to keep the norms of a and h constant.
The update operations can be combined into a ← cLLa, where c = αβ. The
solution of a that we seek is obtained by ﬁnding the eigenvector corresponding
to the largest eigenvalue of LL. We ﬁnally output a set of answers P whose
authority values are greater than some threshold, .
In order to estimate the reliability of workers accurately in the presence of
streakers, we updated the authority scores by a normalized matrix instead of
LL as a ← cN−1/2LLN−1/2a, where N = diag(n1, n2, . . . , nW ) and ni
denotes the number of answers given by the i-th worker.
3 Experiments
We evaluated the eﬀectiveness of the proposed two-stage quality control method,
using four real-world datasets, on POI collection tasks. A comparison with two
baselines demonstrates that our method appropriately handles the two types
of uncertainties of the answers in these tasks and provides high quality answer
lists. In addition, we conﬁrm the robustness of the proposed method against
the participation of spam workers by synthetically adding spam workers to the
original datasets.
3.1 Datasets
We conducted experiments on several POI collection tasks posted to the Lancers
crowdsourcing marketplace (http://www.lancers.jp). A POI collection task asks
Quality Control for Crowdsourced POI Collection 261
(a) Task 1 (b) Task 2 (c) Task 3 (d) Task 4
Fig. 2. Distribution of the accuracy and the number of answers provided by each
worker. Spam workers are observed in Tasks 1 and 3, and unreliable streakers are
observed in Tasks 2 and 4.
workers to enumerate the longitude and latitude of points that satisfy a given
requirement of the task. We ordered four collection tasks for POIs in Japan
asking for locations of telephone booths around Shimbashi station (Task 1),
noodle restaurants around Takamatsu station (Task 2), mail boxes around Ueno
station (Task 3), and public toilets around Shinjuku station (Task 4). Workers
were shown a Google Maps-based interface where a target area was speciﬁed,
and asked to extract the latitude and longitude of a point that they thought
satisﬁed the given requirement. The workers were instructed to enumerate as
many points as possible but not to provide multiple points indicating the same
POI. Their rewards were propotional to the number of their answers.
We collected ground truth data from authoritative Web pages that list the
spots satisfying the requirement of each task. We obtained the list of noodle
restaurants near Takamatsu station from an online restaurant review portal
(http://tabelog.com/) as the ground truth for Task 2. The other online por-
tals we used to create the ground truths for Tasks 1, 3, and 4 were http://www.
telmap.net/, http://postmap.org/ and http://toilet.blog.shinobi.jp/. The num-
ber of answers, workers, and ground truth answers in Tasks 1, 2, 3, and 4 were
(133,4,96), (63,7,58), (122,14,84), and (82, 11, 150), respectively. Figure 2 shows
the distribution of the accuracy and the number of answers provided by each
worker.
3.2 Evaluation Methodology
We used precision, recall, the F-measure, and AUCs (areas under the receiver
operation characteristic curve) as our evaluation metrics. We now explain the
method of judging whether each answer is correct by using coordinate data. Let v
denote an answer represented as a two-dimensional vector, (longitude, latitude).
In POI tasks, we considered that each obtained answer v ∈ P was correct if it
was close to one of the answers appearing in the ground truth dataset, namely,
∃g ∈ G, ||v−g||2 < d, where G denotes a set of ground truth answers for a given
task. d denotes a distance threshold value; we set d = 0.0003 degrees3. Since our
3 Varying the value of d resulted in no signiﬁcant change in the overall trends.
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goal was to ﬁnd distinct POIs, we judged that only a single answer was correct if
multiple answers in P were suﬃciently close to the identical ground truth answer
in G, and that a single answer was tied with a single ground truth answer even
if there were multiple ground truth answers near it.
We conducted two types of experiments. First, we compared the quality of
the answers selected by our method (called CL+modHITS), those selected only
by the clustering stage (called CL), and the original set of the answers with-
out any quality control (called NONE) to verify the eﬀectiveness of each stage
of our two-stage method, by calculating precisions, recalls, and the F-measures
as the evaluation metrics. We employ these metrics because the baseline meth-
ods have no threshold hyperparameter. Note that we only used the subset of
the ground truth answers that were enumerated by at least one of the workers,
because the rest of them were not useful for comparing the methods. Second,
we compared the performance of our method with one consisting of the clus-
tering and HITS (called CL+HITS) and one consisting of the clustering and
a majority vote, which regards the number of workers indicating a cluster as
the cluster’s reliability (called CL+MAJ) by calculating AUCs as the evaluation
metrics. We employ the AUC because all the tested methods have threshold
hyperparameters. It should be noted that the set of answers obtained by NONE
corresponds to T , CL corresponds to U , and CL+modHITS, CL+HITS, and
CL+MAJ corresponds to P.
We calculated the Euclidean distance between each pair of answers u and
v as the distance matrix D. In the answer clustering stage, we set q = ∞ for
solving the problem as a linear program. The regularization parameter λ was set
to λ = 0.2.
3.3 Evaluation with Original Data
We ﬁrst conducted experiments with the original datasets, (i.e., without syn-
thetic spam workers). Figure 3 shows the comparison of the F-measures and
Figure 4, and Table 1 show the comparisons of precision-recall curves and AUCs.
In all the tasks, our two-stage method achieved higher F-measures than any
other method. The improvements of the F-measure of CL+modHITS from that
of NONE for Tasks 1, 2, 3, and 4 were 8.1%, 18.1%,19.4%, and 6.4%, respectively.
We observed the eﬀectiveness of both the answer clustering and the reliability
estimation by comparing NONE with CL, and CL with CL+modHITS, respec-
tively. The F-measures were improved by the answer clustering in Tasks 2, 3,
and 4, while not in Task 1 because the number of workers and that of multiple
answers indicating the identical POI were so small that the decrease of recall
aﬀected the F-measure more than the increase of precision. Nonetheless, the
reliability estimation was eﬀective in all the tasks, which indicates the answer
clustering appropriately clustered the answers given by workers. Moreover, we
observed our method still allows us to control a balance between precision and
recall or improve either of them to attain the objectives of tasks by adjusting
the threshold in the reliability estimation, , as shown in Figure 4.
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Fig. 3. Comparison of the F-measures in the experiments with original data. In all the
tasks, our two-stage control method improved the F-measures of answers.
Table 1. Comparison of the AUCs with the majority vote, the HITS algorithm, and
the modiﬁed HITS algorithm. The AUCs of the modiﬁed HITS were approximately
the best for all tasks.
Task Majority vote HITS Modiﬁed HITS
1 0.68 0.76 0.77
2 0.91 0.78 0.89
3 0.77 0.83 0.82
4 0.65 0.62 0.66
Then, we veriﬁed the eﬀectiveness of the modiﬁed HITS algorithm by com-
paring the AUCs with those of the majority vote and the HITS algorithm as
shown in Table 1. In all the tasks, the performance of the modiﬁed HITS algo-
rithm was the best, or at least, comparable to the best one. The HITS algorithm
also performed well in some tasks, but not in Task 2 or 4 because in these tasks,
streakers provided relatively unreliable answers as compared to the other work-
ers, as shown in Figure 2. When a part of the answers given by an unreliable
streaker accidentally coincide with those by trustworthy workers, the streaker
acquires a high reliability value in the reliability estimation stage; therefore, the
answers of the unreliable streaker are considered reliable. In order to prevent the
reliabilities of streakers from rising up too much, the modiﬁed HITS normalized
the iterative matrix by the number of answers given by each worker, and thereby,
it successfully handled this problem.
3.4 Evaluation with Synthetic Spam Workers
Although we observed only a few apparent spam workers in our experiments as
shown in Figure 2, the number of workers may easily increase if we pay them
more money or we use a diﬀerent crowdsourcing service. In order to investigate
the robustness of our proposed method against the presence of spam workers, we
synthetically added spam workers to our datasets and investigated the eﬀects.
Speciﬁcally, we generated artiﬁcial datasets by the following steps. In each task,
we ﬁrst ﬁxed the number of spam workers, and sampled the number of answers
of each spam worker from a Poisson distribution xi ∼ Po(ν), where ν is the
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(a) Task 1 (b) Task 2
(c) Task 3 (d) Task 4
Fig. 4. Comparison of the precision-recall curves for the experiments with original
data. Our reliability estimation stage improved the precision of answers and enabled
us to control a balance between precision and recall by adjusting .
average number of answers per worker in the original dataset. Next, we sampled
pairs of longitude and latitude from inside the speciﬁed area from a uniform
distribution and counted the pairs as answers of spam workers. We added the
synthetic data to the original datasets. We repeated the experimental procedure
20 times for each setting.
Figure 5 shows the F-measures for diﬀerent numbers of spam workers. In
all the tasks, our two-stage quality control method is quite robust to the pres-
ence of spam workers; the CL+modHITS method more eﬀectively curbed the
performance reduction as compared with NONE and CL.
4 Related Work
A number of unsupervised methods have been proposed for quality control in
crowdsourcing. A groundbreaking study was conducted by Dawid and Skene [4],
who modeled the diﬀerences in reliabilities of workers (doctors in their context)
to estimate true answers (diagnoses). Extensions of the Dawid-Skene model have
recently been studied in depth by, for example, introducing task diﬃculty [18]
or incorporating the aﬃnity between workers and tasks [17].
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(a) Task 1 (b) Task 2
(c) Task 3 (d) Task 4
Fig. 5. Comparison of the F-measures together with the number of synthetic spam
workers with the three values of , 0.02, 0, 04, and 0.06. Because the reliability esti-
mation step successfully removed spam workers, our two-stage quality control method
curbed the decreases of the F-measures by, at least, 13.4%, 43.0%, 72.5%, and 8.2% of
those of NONE in Tasks 1, 2, 3, and 4, respectively.
While most of the existing approaches focused on binary question tasks (e.g.,
yes-or-no questions) or multiple-choice questions, several studies addressed the
quality control problem in more complex tasks. Chen et al. [3], Yi et al. [20],
and Matsui et al. [11] proposed quality control methods for item ordering tasks;
Wu et al. [19] focused on tasks with annotation tasks on sequential data, such
as a named entity recognition task in natural language texts; Venanzi et al. [15]
showed community-based aggregation can learn accurate estimations of worker
accuracies from a limited amount of interactions; Lin et al. [9] addressed tasks
with unstructured output formats, and Baba and Kashima [1] focused on more
general tasks where workers do not necessarily agree on one answer.
Although Trushkowsky et al. [14] stated the necessity of quality control in
enumeration tasks, no quality control method was provided for them. Tian
and Zhu [13] proposed a quality control method for tasks with multiple cor-
rect answers; however, their method cannot be applied to the POI collection
tasks where candidates of answers are not explicitly given to the workers. To the
best of our knowledge, our work is the ﬁrst attempt to address quality control
for crowdsourced POI collection tasks.
266 S. Kajimura et al.
5 Conclusion
We addressed the quality control problem for POI collection tasks that ask
workers to enumerate correct location information of POIs. In order to resolve the
uncertainties of enumerated answers and obtain reliable answers, we proposed a
two-stage quality control method consisting of an answer clustering stage and a
reliability estimation stage. The answer clustering stage was designed for ﬁltering
out redundant answers indicating the same POIs. We formalized a constrained
exemplar clustering to utilize the assumption that multiple answers given by a
single worker indicate distinct POIs. The reliability estimation stage used the
HITS algorithm to estimate the reliability of answers as well as that of workers
in order to select the correct answers from among the representative answers
obtained in the previous stage, and modiﬁed it to handle the problem caused by
streakers.
The experimental results on four POI collection tasks showed that our method
successfully produced reliable answer sets and was quite robust to the presence
of spam workers. Our future work includes developing a model that can usefully
be applied to general enumeration tasks where workers can be asked to provide
character strings and the distances between answers are not given.
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Abstract. Uncertain sequence databases are widely used to model data
with inaccurate or imprecise timestamps in many real world applica-
tions. In this paper, we use uniform distributions to model uncertain
timestamps and adopt possible world semantics to interpret temporal
uncertain database. We design an incremental approach to manage tem-
poral uncertainty eﬃciently, which is integrated into the classic pattern-
growth SPM algorithm to mine uncertain sequential patterns. Extensive
experiments prove that our algorithm performs well in both eﬃciency
and scalability.
Keywords: Temporal uncertainty · Sequential pattern mining
1 Introduction
Sequential pattern mining (SPM) provides inter-transactional analysis for times-
tamped data and mines frequent patterns in sequence databases. However, it is
very common that timestamps of events might be inaccurate or imprecise in
real applications. And temporal uncertainty is usually caused by the following
reasons:
– The exact time of an event is often unavailable. For example, in temperature
monitoring sensor networks, temperatures are measured periodically. The
exact time of a sudden temperature change is unknown, and it can only be
inferred from raw data probabilistically.
– Temporal uncertainty arises when data are collected in diﬀerent temporal
scales. For example, a handhold GPS device may update the position every
10 minutes; while a GPS on a fast-moving vehicle may report every 5 sec-
onds. And the temporal relationship is uncertain between two events within
diﬀerent granularities.
– Temporal uncertainty can also be caused by aggregation operations on tem-
poral scales. For example, an economic indicator may be aggregated from
weekly or monthly data to represent high level abstracted information in this
time period.
c© Springer International Publishing Switzerland 2015
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– Temporal uncertainty is also used to protect privacy and conﬁdentiality.
Precise time information in monitoring data usually is not released if there
is a potential to identify individuals. Therefore, uncertainty is introduced to
original time points, which is unquantiﬁable and unknown by the data user.
A time series T = {t, (t + 1), . . . , (t + n)} that bounds a set of consecutive
timestamps is used to model an uncertain event time in probabilistic temporal
databases, where it assumes that all events are deﬁned within the same discrete
time domain. However, this model becomes inaccurate and inconvenient when
data are actually collected in diﬀerent time scales. Instead, we use uniform dis-
tributions to represent uncertain timestamps in our model, which do no rely on
any discrete time domain.
It is very important to carefully manage temporal uncertainty in SPM prob-
lems; otherwise, the mined patterns might be inaccurate. Possible world seman-
tics is widely used to interpret probabilistic databases; however, it also brings
eﬃciency and scalability challenges to uncertain SPM problems. Therefore, in
this paper, we propose an eﬃcient SPM algorithm in temporal uncertain sequence
databases. Our main contributions are listed as follows:
(1) We model uncertain timestamps by uniform distributions. And we use pos-
sible world semantics to interpret this type of temporal uncertainty.
(2) We develop a novel approach to manage temporal uncertainty in the process
of mining uncertain sequential patterns by a pattern-growth algorithm.
(3) We conduct extensive experiments to demonstrate the eﬃciency and scala-
bility of our algorithm.
2 Related Works
Data mining in uncertain databases has been an active area of research recently.
A lot of traditional database and data mining techniques have been extended
to be applied to uncertain data [1]. Particularly, Muzammal and Raman pro-
posal the SPM algorithm in probabilistic database using the expected support
as the measurement of pattern frequentness [10]; however, expected support
has inherent weakness in mining high-quality sequential patterns[12]. Zhao et
al. measure pattern frequentness using possible world semantics and propose a
pattern-growth uncertain SPM algorithm [14,15]. Miliaraki et al use approxi-
mation with probabilistic guarantee to improve the eﬃciency of uncertain SPM
problem [9]. A dynamic programming approach is used to mine probabilistic
spatial-temporal frequent sequential patterns [8]. However, these methods are
all designed for sequence databases with accurate timestamps.
Dyreson and Snodgrass introduced probabilistic temporal databases which
models uncertain timestamp by a set of time points with equal probabilities [4].
Zhang et al. proposed a pattern recognition algorithm in temporal uncertain
streams[13]; while pattern queries in temporal uncertain sequences is studied
in [16]. However, our work distinguishes from the above in that we use uniform
distributions to represent uncertain timestamps, which is more ﬂexible in mod-
eling data collected from diﬀerent scales. Meanwhile, the above works focused on
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Fig. 1. An example of uncertain database
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Fig. 2. An example of a possible world
matching patterns in one sequence, while the SPM problem is more complicated
because it mines patterns from a large number of uncertain sequences so that
their techniques cannot be directly employed.
3 Problem Statement
3.1 Temporal Uncertain Sequence Database
A temporal uncertain sequence database contains a collection of uncertain seque-
nces, and an uncertain sequence is a set of temporal uncertain events. A temporal
uncertain event is represented by e = 〈sid, eid, T, I〉. Here sid is the sequence-
id, eid is the event-id and 〈sid, eid〉 identiﬁes a unique event. Note that events
are not guaranteed to be ordered by their eids. An uncertain timestamp T is
modeled by a uniform distribution T ∼ U(t−, t+), where [t−, t+] is the range of
T . I is an itemset that describes the content of event e.
Fig. 1 shows an example of temporal uncertain database. A sequence is a list
of events that are associated with the same sid and an event identiﬁed by sid = i
and eid = j is denoted by eij . For example, e11 = 〈1, 1, {[100, 103]}, {A,C}〉
indicates that event {A,C} occurs at time T , where T ∼ U(100, 103) is uniformly
distributed within 100 and 103.
3.2 Temporal Possible Worlds
We use possible world semantics to interpret temporal uncertain databases. Tem-
poral possible worlds of an uncertain database D are generated by instantiating
all possible values of each uncertain timestamp. Fig. 2 shows an example a tem-
poral possible worlds that are instantiated from the uncertain database in Fig. 1,
in which the time point of an event is randomly drawn from the corresponding
uncertain timestamps.
It is widely assumed that uncertain sequences in D are mutually indepen-
dent, which is known as the tuple-level independence [1,7] in probabilistic data-
bases. Meanwhile, event time are also assumed to be independent of each other
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[3,5,6,14], which can be justiﬁed by the fact that events are often observed inde-
pendently in real applications. Thus, the probability density function (pdf) of
the possible words can be computed by Equation (1).
f(w) =
m∏
i=1
f(di) =
m∏
i=1
ni∏
j=1
f(Tij = tij) (1)
Where di is a sequence in the database D and eij is an event in di. m = |D|
is the number of sequences in D and ni = |di| is the number of events in di. Let
Tij ∼ U(t−ij , t+ij) be the uncertain time of event eij , then its pdf f(Tij = tij) is
shown in Equation (2).
f(Tij = tij) =
{
1
t+ij−t−ij
, t ∈ [t−ij , t+ij ]
0 , otherwise
(2)
3.3 Uncertain Sequential Pattern Mining Problem
A sequential pattern α = 〈X1 · · ·Xn〉 is supported by a sequence β = 〈Y1 · · ·Ym〉,
denoted by α  β, if and only if there exists integers {k1, . . . , kn} so that we
have Xi.I ⊆ Yki .I (∀i ∈ [1, n]) and l ≤ Yki+1 .t − Yki .t ≤ h (∀i ∈ [1, n − 1]). Here
l = mingap is the minimal time gap constraint between two adjacent events of
α and h = maxgap is the maximal time gap constraint.
In deterministic databases, a sequential pattern s is frequent if and only if it
satisﬁes sup(s) ≥ ts, where sup(s) is the total number of sequences that support
s and ts is the user-deﬁned minimal threshold. However, In an uncertain database
D, the frequentness of s is probabilistic and it can be computed by Equation (3).
P (sup(s) ≥ ts) =
∫
sup(s|w)≥ts
f(w)dw (3)
Where w is a possible world in which s is frequent and f(w) is the pdf of w.
The SPM problem in temporal uncertain databases can be deﬁned as follows.
Given a minimal support ts, a minimal frequentness probability threshold tp, a
minimal time gap l and a maximal time gap h, ﬁnd every probabilistic frequent
sequential pattern s in a temporal uncertain database, which has P (sup(s) ≥
ts) ≥ tp.
4 Solution
4.1 Frequentness Probability
Suppose D = {d1, . . . , dn} is a temporal uncertain database and s is a sequential
pattern. Because d1, . . . , dn in D are mutually independent, the probabilistic
support of s in D, denoted by sup(s), can be computed by Equation (4).
sup(s) =
n∑
i=1
sup(s|di) (4)
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Where sup(s|di) (∀i ∈ [1, n]) is a Bernoulli random variable, whose success
probability is P (sup(s|di) = 1) = P (s  di).
sup(s) is a Poisson-Binomial random variable, since it is the sum of n inde-
pendent but non-identical Bernoulli random variables. And the probability mass
function (pmf) of sup(s) is P (sup(s) = i) = pi, where pi is the probability that
the support of s in D equals to i (i ∈ [1, |D|]). Here we adopt the Fast Fourier
Transform (FFT) technology in [14] to compute the pmf of sup(s) in O(nlogn)
time . Thereafter, the frequentness probability of s is computed by Equation (5).
P (sup(s) ≥ ts) =
∑
i≥ts
pi = 1 −
∑
i<ts
pi (5)
Where, ts is the minimal support threshold and pi = P (sup(s) = i) (i ∈ [1, n])
is the probability that the support of s in D equals to i. Given the minimal
frequentness probability threshold tp, s is probabilistically frequent if and only
if P (sup(s) ≥ ts) ≥ tp.
4.2 Support Probability
We ﬁrst deﬁne the minimal possible occurrence of a sequential pattern s in an
uncertain sequence d.
Deﬁnition 1. Given a sequential pattern s and an uncertain sequence d, a sub-
set d′ of d (e.g. d′ ⊆ d) is called a minimal possible occurrence of s if and only
if (1) P (s  d′) > 0; (2) ∀d′′ ⊂ d′, P (s  d′′) = 0.
For example, in Fig. 1, {e21, e22} and {e21, e23} are two minimal possible
occurrences of the sequential pattern 〈A,B〉 in the sequence s2; while {e21, e22, e23}
is not a minimal occurrence of 〈A,B〉. Then the support probability P (s  d)
can be computed by Equation (6), since event timestamps are independent.
P (s  d) =
N∑
i=1
P (s  osi) (6)
Here osi (i = 1, . . . , N) are N minimal possible occurrences of s, and the
computation of P (s  osi) is discussed in section 4.3.
4.3 Probability of Satisfying Time Constraints
Let os = {ek1 , . . . , ekn} be a minimal possible occurrence of sequential pattern
s = 〈s1, . . . , sn〉. Suppose Ti is the uncertain time of the event eki , then P (s 
os), denoted by P (〈T1 · · ·Tn〉), is the probability that T1, · · · , Tn satisfy time
constraints l ≤ Ti+1 − Ti ≤ h, ∀i ∈ [1, n). Here l is the minimal time gap
between two adjacent timestamps and h is the maximal time gap.
Towards Eﬃcient SPM in Temporal Uncertain Databases 273
A naive approach of computing P (〈T1 · · ·Tn〉) is to use the chain rule, which
is shown in Equation (7).
P (〈T1 · · ·Tn〉) =
∫
· · ·
∫
l≤ti−ti−1≤h
f(Tk1 = t1, . . . , Tkn = tn)dt1 · · · dtn
=
∫
· · ·
∫
l≤ti−ti−1≤h
f(tn|t1 · · · tn−1) · · · f(t2|t1)f(t1)dt1 · · · dtn
(7)
However, this method is usually too complex in practice. Therefore, we design
a new approach to compute P (〈T1 · · ·Tn〉) eﬃciently.
Basic Case. We ﬁrst consider the basic case of two uncertain timestamps X ∼
U(x−, x+) and Y ∼ U(y−, y+). Given time constraints mingap = l, maxgap =
h, P (〈XY 〉) can be computed in Equation (8).
P (〈XY 〉) =
∫ min(y+,x++h)
max(y−,x−+l)
∫ min(x+,y−l)
max(x−,y−h)
1
(x+ − x−)(y+ − y−)dxdy (8)
Equation (8) is decomposed into p deterministic cases, if [y−, y+] is divided
into p disjoint subintervals by the endpoints {x+ + l, x− + l, x+ + h, x− + h} as
[y−, y+] =
⋃
[y−i , y
+
i ],∀i ∈ [1, p]. Here Yk ∼ U [y−k , y+k ] is a uniformly distributed
random variable, and P (〈XY 〉) can be computed by Equation (9).
P (〈XY 〉) =
p∑
k=1
P (〈XYk〉)P (Y = Yk) (9)
Where P (Y = Yk) = (y+k − y−k )/(y+ − y−). We use a geographic method to
compute P (〈XYk〉) in O(1) time, which is shown in Equation (10).
P (〈XYk〉) = Sk
Ak
=
(1/2) ∗ (L1 + L2) ∗ H
(y+k − ylk)(x+ − x−)
(10)
Where, Ak is the area of the rectangle deﬁned by the 2-dimensional uniform
distribution of X and Yk, and Sk is the area within Ak which satisﬁes the time
constraints. Here H = y+k − y−k , L1 and L2 are computed as follows.
L1 = max(0, L′1), L
′
1 = min(y
−
k − l, x+) − max(y−k − h, x−)
L2 = max(0, L′2), L
′
2 = min(y
+
k − l, x+) − max(y+k − h, x−)
Fig. 3(a) shows an example of computing P (〈XY 〉) with l = 0 and h = 5,
where X ∼ U[60, 63] and Y ∼ U[62, 68]. There two endpoints {63, 65} within
the range of Y , which divide [62, 68] into three disjoint subintervals as [62, 68] =
[62, 63] ∪ [63, 65] ∪ [65, 68].
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(a) compute P (〈XY 〉)
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(b) compute P (〈XY Z〉)
Fig. 3. An example of compute the probability of satisfying time constraints
Let Y1 ∼ U[62, 63], Y2 ∼ U[63, 65] and Y3 ∼ U[65, 68], then we have
P (Y = Y1) =
1
6
P (〈XY1〉) = S1
A1
=
2.5
3
P (〈XY1〉 ∩ Y1) = 2.518
P (Y = Y2) =
2
6
P (〈XY2〉) = S2
A2
=
6
6
P (〈XY2〉 ∩ Y2) = 13 (11)
P (Y = Y1) =
3
6
P (〈XY3〉) = S3
A3
=
4.5
9
P (〈XY3〉 ∩ Y3) = 14
Thereafter, P (〈XY 〉) = ∑3i=1 P (〈XYi〉 ∩ Yi) = 0.72.
General Case. Given uniformly distributed uncertain timestamps T1, . . . , Tn,
suppose the range of Tn is divided into p sub-partitions as [t−n , t
+
n ] =
⋃p
i=1[t
−
ni , t
+
ni ],
and Tni ∼ U(t−ni , t+ni) is a uniform distributed random variable, then we can com-
pute P (〈T1 · · ·Tn〉) by Equation (12).
P (〈T1, . . . , Tn〉) =
p∑
i=1
P (〈T1, . . . , Tni〉) ∗ P (Tn = Tni)
=
p∑
i=1
P (〈T1, . . . , Tni〉 ∩ Tni)
(12)
Where P (〈T1 · · ·Tni〉) can be computed by Equation (13).
P (〈T1, . . . , Tni〉) =
q∑
j=1
P (
〈
T1, . . . , T(n−1)j
〉
)P (
〈
T(n−1)jTni
〉
)P (T(n−1)j )
=
q∑
j=1
P (
〈
T(n−1)jTni
〉
)P (
〈
T1, . . . , T(n−1)j
〉 ∩ T(n−1)j )
(13)
Let s′ = 〈s1, . . . , sn−1〉 be a sequential pattern by removing the last
element of s = 〈s1, . . . , sn〉. In SPM process, we have already computed
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P (
〈
T1, . . . , T(n−1)j
〉∩T(n−1)j ) in searching s′. Thus, we can save and reuse these
values when we search pattern s, in order to avoid repeated computation.
Given another uncertain time Z ∼ U[65, 70], Fig. 3(b) shows the process
of computing P (〈XY Z〉) by reusing previous computational results. First, we
compute potential end points by the ranges of Y1, Y2 and Y3 as follows.
z11 = y−1 + l = 62, z12 = y
+
1 + l = 63, z13 = y
−
1 + r = 67, z14 = y
+
1 + h = 68
z21 = y−2 + l = 63, z22 = y
+
2 + l = 65, z23 = y
−
2 + r = 68, z24 = y
+
2 + h = 70
z31 = y−3 + l = 65, z32 = y
+
3 + l = 68, z33 = y
−
3 + r = 70, z34 = y
+
3 + h = 73
Therefore, the range of Z is divided into three disjoint sub-partitions as
[65, 70] = [65, 67] ∪ [67, 68] ∪ [68, 70]. Let Z1 ∼ U[65, 67], Z2 ∼ U[67, 68] and
Z3 ∼ [68, 70]. Here we take the computation of P (〈XY Z1〉) in Equation (14) as
an example.
P (〈XY Z1〉) =
3∑
i=1
P (〈XYi〉 ∩ Yi)P (〈YiZ1〉) (14)
Where P (〈XYi〉 ∩ Yi) is already computed in Equation (11). Referring to Equa-
tion (10), we can compute P (〈Y1Z1〉) = 1, P (〈Y2Z1〉) = 1, P (〈Y3Z1〉) = 1/3.
Thereafter, we have P (〈XY Z1〉) = 1 ∗ 16 ∗ 2.53 + 1 ∗ 26 ∗ 66 + 13 ∗ 36 ∗ 4.59 = 0.5555.
Similarly, we can compute P (〈XY Z2〉) = 0.6111 and P (〈XY Z3〉) = 0.3333.
Therefore, we arrive to the ﬁnal result P (〈XY Z〉) = 0.4 ∗ 0.5555+0.2 ∗ 0.6111+
0.4 ∗ 0.3333 = 0.4777.
4.4 Uncertain SPM Algorithm
We integrate our uncertain management approach into the classic SPM algo-
rithm PreﬁxSPan[11]. There are two major modiﬁcations to the original Pre-
ﬁxSpan in our uncertain SPM algorithm.
(1) We project the database by minimal possible occurrences. Suppose os =
{ek1 , . . . , ekn} is a minimal possible occurrence of s in sequence d. The projec-
tion of d w.r.t. os, denoted by d|os , eliminates any event ei in d if P (ei.T ≥
ekn .T + mingap) = 0. A projected database D|s = {d1|o1,...,op , . . . , dt|o1,...,oq}
is a collection of projected sequences, where di|o1,...,op = {di|o1 , . . . , di|op} is a
set of p projected sequences of di w.r.t. to the minimal occurrences o1, . . . , op of
s in di. For example, in Fig. 1, if we set mingap = 1 and let s = 〈AB〉, then
D|s = {d2|o1,o2}, where d2|o1 = {e23, e24} and d2|o2 = {e24}.
(2) We save intermediate computational results for each minimal possible occur-
rence. Let os = {ek1 , . . . , ekn} be a minimal possible occurrence of s in d and
Ti = eki .T ∀i ∈ [1, n]. Suppose the range [t−n , t+n ] of Tn is divided into k subin-
tervals [t−n , t
+
n ] =
⋃
[t−ni , t
+
ni ] (∀i ∈ [1, k]), then we compute pi = P (〈T1, . . . , Tni〉)
by Equation (12) and save the results in the form as T (os) = {[t−n1 , t+n1 ] :
p1, . . . , [t−nk , t
+
nk
] : pk}. Therefore, we can reuse T (os) in searching longer
sequences.
We adopt the pattern-growth approach to search new patterns in Algo-
rithm 1. We ﬁrst mine frequent items in D|s, denoted by I = {i1, i2, ..., in}.
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ALGORITHM 1. USPM(s,D|s)
Input: sequential pattern s, uncertain projected database D|s,
minsup = ts, minprob = tp
Output: L: a set of frequent sequential patterns
Find all frequent items I = {i1, i2, ..., in} in D|s
if D|s = φ or I = φ then
return L
end
foreach item i ∈ I do
s′ = s + {i}
for di|o1,...,on ∈ D|s do
for di|oj ∈ di|o1,...,on do
construct a projected sequence di|os′ from di|oj
compute T (os′) from T (osj ) in di by Equation (12) and Equation (13)
end
compute the support probability P (s′  di) by Equation (6).
end
use FFT to compute the Poisson Binomial distribution of sup(s′)
if P (sup(s′) ≥ ts) ≥ tp then
L = L ∪ {s′};
USPM(D|s′ , s′);
end
end
This process is straightforward because it does not need to consider temporal
uncertainty. A candidate pattern s′ = s + {i} is generated for each i ∈ I. Then,
we extract all minimal possible occurrences of s′ and construct their projected
databases. For each minimal possible occurrence os′ of s′, we compute and save
its probability of satisfying time constraints by Equation (12) and Equation (13).
We compute the support probability of s′ in each uncertain sequence by
Equation (6). Thereafter, we adopt the FFT technique in [14] to compute the
Poisson Binomial distribution of the overall support sup(s′). The frequentness
probability is computed in Equation (5), by which we can determine if s′ is a
probabilistic frequent sequential pattern. The searching process stops until no
frequent patterns are mined.
5 Evaluation
5.1 Synthetic Data Generation
We use the IBM market-basket data generator [2] to generate synthetic sequence
datasets in diﬀerent scales with the following parameters: (1)C : number of
sequences; (2)T : average number of transactions/itemsets per data-sequence;
(3)L: average number of items per transaction/itemset per data-sequence; (4)I :
number of diﬀerent items.
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Fig. 4. Scalability of uSPM in synthetic uncertain datasets
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Fig. 5. Eﬀect of parameters in synthetic uncertain datasets
To add temporal uncertainty, we replace a point-value timestamp t in the
original synthetic datasets by a uniform distribution in [(1 − r) ∗ t, (1 + r) ∗ t],
where r is randomly drawn from the uniform distribution U(0, 1). We name
the generated synthetic dataset by parameters. For example, the dataset named
T4L10I1C10 indicates that T = 4, L = 10, I = 1 ∗ 1000 and C = 10 ∗ 1000.
Our uncertain sequential pattern mining algorithm is called uSPM for short.
Recall from Section 4.3 that a naive method to compute the probability of an
occurrence satisfying time constraints is to directly evaluate Equation (7) using
chain rule. This naive method is implemented and abbreviate as NV . We com-
pare uSPM with NV to evaluate the performance of our algorithm. All the
experiments were done in the desktop with Intel(R) Core (TM) Duo CPU @
2.33GHz and 4GB memory.
5.2 Scalability and Eﬃciency
In Fig. 4, we compare the running time of uSPM and NV on synthetic datasets
with diﬀerent scales, where we set minsup = 0.5%, minprob = 0.7, mingap = 1,
and maxgap = 10. We initially have C = 10 000, T = 4, I = 10 000 and L = 2.
In Figigure 4(a), C varies from 1 000 to 100 000; In Fig. 4(b), T varies from 5
to 30; In Fig. 4(c), L varies from 2 to 10; and In Fig. 4(c) I varies from 500 to
10 000.
In Fig. 4, we observe the following phenomenons: (1) uSPM is signiﬁcantly
faster than NV under every setting of the parameters, which proves the eﬀective-
ness of our temporal uncertainty management approach. (2) The running time
increases with the increment of C, T , L, as the increment of these parameters
generates larger synthetic datasets. (3) The running time drops slightly with the
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Fig. 6. Performance of uSPM in real stock dataset
increment of I, because there are less repeated items in sequences when I is set
to a larger value.
Fig. 5 compares the running time of uSPM and NV with diﬀerent of user-
deﬁned parameters in the dataset T4L2I10C10. We initially set minsup = 0.2%,
minprob = 0.7, mingap = 1, and maxgap = 10. In Fig. 5(a), minsup decreases
from 0.8% to 0.1%; in Fig. 5(b), minprob varies from 0.4 to 0.9; and maxgap
varies from 5 to 80 in Fig. 5.
In Fig. 5, we observe that: (1) The running time of uSPM increase with the
decrement of minsup; however, the performance is relatively stable to the vari-
ations of minprob. The probabilistic support of a sequential pattern is bounded
to its expected value (Chernoﬀ bound) so that the frequentness of a large num-
ber of patterns become deterministic. This explains why the running time of
uSPM does not ﬂuctuate signiﬁcantly in Fig. 5(b). (3) The running time of
uSPM increases when we set a larger value to maxgap. This is intuitive because
a larger maxgap indicates a less strict constraint of sequential patterns.
We also apply uSPM to a real world stock market dataset. The prices for
882 stocks are extracted from Shanghai Stock Exchange Center in 16 weeks
from 12-03-2012 to 03-24-2013. Each stock corresponds to a sequence. We deﬁne
three events such as price going up (+), going down (−) and no change (0).
An uncertain event is aggregated from consecutive events. For example, if price
goes up at time 1, 2 and 3, then we aggregate them to form an uncertain event
([1,3], +).
Here we set minprob = 0.7, mingap = 1 and maxgap = 5. Fig. 6(a) shows
that the running time of uSPM in the stock dataset increases with the decrement
of minsup. As we only deﬁne three distinct events, there are many repeated items
in sequences; however, uSPM still signiﬁcantly outperforms NV in this dataset.
In Fig. 6(b), we can see that the number of frequent sequential patterns in the
stock dataset increases signiﬁcantly when we decrease the value of minsup from
10% to 2%. And a mined pattern 〈+,−,+,−〉 from this dataset reveals that
stock prices are ﬂuctuated in general during the time when data are collected,
which is consistent with intuitive observations.
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6 Conclusion
In this paper, we study the problem of mining probabilistic frequent sequen-
tial patterns in databases with temporal uncertainty. We design an incremental
approach to manage temporal uncertainty eﬃciently and integrate it into classic
pattern-growth SPM algorithm. The experimental results prove that our algo-
rithm is eﬃcient and scalable.
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Abstract. Top-k representative skyline queries are important for multi-criteria 
decision making applications since they provide an intuitive way to identify the 
k most significant objects for data analysts. Despite their importance, top-k rep-
resentative skyline queries have not received adequate attention from the  
research community. Existing work addressing the problem focuses only on 
certain data models. For this reason, in this paper, we present the first study  
on processing top-k representative skyline queries in uncertain databases, based 
on user-defined references, regarding the priority of individual dimensions. We  
also apply the odds ratio to restrict the cardinality of the result set, instead of us-
ing a threshold which might be difficult for an end-user to define. We then  
develop two novel algorithms for answering top-k representative skyline queries 
on uncertain data. In addition, several pruning conditions are proposed to  
enhance the efficiency of our proposed algorithms. Performance evaluations are 
conducted on both real-life and synthetic datasets to demonstrate the efficiency, 
effectiveness and scalability of our proposed approaches.  
1 Introduction 
Extracting a few interesting data objects from a potentially huge database to support 
multi-criteria decision making is challenging for the database community. There is an 
increasing number of real-world applications where the end-users need to make their 
selections by ranking multi-dimensional objects. If user-defined scoring functions 
over the objects’ dimensions are available, a subset of the most interesting objects can 
be returned based on their corresponding scores. However, in some scenarios, the 
users may find it difficult to formulate a proper scoring function due to conflicting 
multiple ranking criteria. Consider the following example. A tourist wants to book a 
hotel for a holiday on the hotel reservation system with conditions of cheapest in 
price, closest distance to CBD and good facilities in room. It is clear that the room 
price and the good facilities are contradictory criteria. Driven by these multi-criteria 
decision-making applications, ranking queries which retrieve the most important  
answers to help users make better decisions have received considerable attention in 
recent years. 
In the literature, there are a number of ranking tools that have been studied exten-
sively in order to assist users in ranking processes. Top-k and skyline queries are two 
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classic types of these ranking tools. A top-k query retrieves k objects having the high-
est scores that are based on some user-defined scoring functions. However, in multi-
criteria decision making applications, it might be rather difficult for an end-user to 
formulate a proper scoring function to best describe the trade-offs offered by different 
ranking criteria, e.g. room price and quality of  hotels [1]. A skyline query is an alter-
native ranking approach which relies on the dominance relationship. Specifically, a 
skyline query aims at efficiently retrieving a subset of points, called “skyline points”, 
which are not dominated by any other point when all dimensions are considered to-
gether. However, the size of the skyline answer set is arbitrarily large even if there are 
only a few criteria involved. 
To overcome the deficiencies of these two ranking techniques, a number of va-
riants of ranking approaches have been proposed recently to identify the truly interest-
ing objects. Yiu and Mamouslis [2,3] propose top-k dominating queries which return 
k data objects which dominate the highest number of other objects. However, this 
ranking approach is unstable since the final results can be affected by the addition of 
unimportant data objects (non-skyline objects) [3]. Another limitation is that this ap-
proach does not always return the skyline objects which present all best possible 
trade-offs among different ranking dimensions [4]. Top-k dominating queries have 
been explored further in the context of uncertain databases [1,5-7] and continuous 
processing [8].  
Motivation and Challenges 
In recent years, uncertain data has emerged in many real-world application domains 
including sensor networks, moving object tracking, data integration, data cleaning, 
information extraction and others. The uncertainty is inherent in such application 
domains due to various factors, including data randomness and incompleteness, limi-
tations of measuring equipment, delay or loss of data updates, etc. Since the number 
of such application domains is rapidly increasing, developing advanced data analysis 
tools over uncertain data has become more crucial.  
As aforementioned, skyline, top-k and top-k dominating queries have been widely 
studied in uncertain environments. However, these ranking approaches have their own 
deficiencies as analyzed above. By contrast, top-k representative queries play an im-
portant role as they provide a novel ranking mechanism for applications where multi-
criteria are involved. This approach has been studied widely in traditional databases. 
However, to the best of our knowledge, no previous work has been undertaken on 
top-k representative queries in the context of uncertain data. Motivated by this, we 
develop novel algorithms to efficiently compute top-k representative skyline queries 
in uncertain databases. Dealing with imprecise data in the ranking processes is much 
more complex and challenging since there are many factors that need to be taken into 
account, such as the existent probabilities of objects, the skyline probability calculated 
for each instance, the uncertainty of the results, and the exponential number of possi-
ble instance combinations, and so on. 
Our Principal Contributions Can be Summarized as Follows: 
• We introduce, for the first time, a new formalization of probabilistic top-k 
representative skyline queries in uncertain databases based on user-
specified preferences regarding the priority of individual dimensions.  
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• We apply odds ratios to control the size of the answer set. We also prove 
that, by using odds ratios, our methods are not sensitive to the rescaling of 
any dimension or the insertion of the non-skyline instances. 
• We propose two efficient algorithms based on the R-Tree indexing struc-
ture to answer preference-based top-k representative queries on uncertain 
data. 
• We present a detailed performance evaluation of our proposed algorithms 
based on real-life and synthetic datasets to demonstrate the efficiency, ef-
fectiveness and the scalability of our proposed algorithms. 
Organization of the Paper: The rest of this paper is organized as follows.  Section 2 
describes the preliminary concepts related to the proposed topic and clearly presents 
the data model to be used and the problem definition. In Section 3, we develop two 
novels algorithms for answering top-k representative queries in uncertain databases. A 
number of pruning conditions to enhance the efficiency of our methods are also pro-
posed in this section. Section 4 briefly analyses related work in this area. Section 5 
demonstrates the performance of the proposed algorithms through extensive experi-
ments. Finally, section 6 concludes this research and briefly discusses future work. 
2 Preliminaries 
2.1 Data Model 
In this section, we present the data model to be used for formulating our framework 
and related concepts regarding ranking queries on uncertain databases. 
Let ௡ܲ  be a set of n uncertain data objects in an m-dimensional space ܦ௠ ൌ
ሼ݀ଵ, ݀ଶ, … , ݀௠ሽ, where each dimension has a domain ݀݋݉ሺ݀௜ሻ of a non-negative ra-
tional number. In our data model, each uncertain object ௟ܱ א ௡ܲ may have a set of 
mutually exclusive alternatives (or instances) ௟ܱ ൌ ሼ݋ଵ, ݋ଶ, … , ݋௝ሽ. For 1 ൑ ݅ ൑ ݆, an 
instance ݋௜  may appear with non-zero probability ܲݎሺ݋௜ሻ ൐ 0, and ∑ ܲݎሺ݋௜ሻ௝௜ୀଵ ൑ 1. 
As a result, the existing probability of each uncertain object is presented by the prob-
ability distribution over its instance set.  
Generally, we consider each instance of an uncertain object as an m-dimensional 
point. The j-th dimensional coordinate value of an instance ݋௜  is denoted by ݋௜ሾ ௝݀ሿ. 
Without loss of generality, we assume that ׊ ௝݀:  ݋௜ሾ ௝݀ሿ ൒ 0.  
Given a set of uncertain objects ௡ܲ, a possible world ܹ is a combination of in-
stances where each instance represents an uncertain object uniquely. The probability 
of the appearance of possible world W, denoted by ܲݎሺܹሻ, is the product of the exist-
ing probabilities of all instances in the world W and the absence of all other objects in 
the dataset. Let ࣱ be the set of all possible worlds, and then ∑ ܲݎሺܹሻ ൌ 1ௐאࣱ . We 
use ܵܭܻሺܹሻ to denote the skyline set of possible world ܹ. 
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Object A B C 
Instance a1 a2 a3 b1 b2 b3 c1 c2 
Value (1,1) (4,4) (5,2) (2,2) (3,5) (5,3) (3,1) (6,4) 
Existing 
probability 
0.2 0.3 0.5 0.4 0.2 0.2 0.2 0.8 
Personalized 
skyline prob. 
0.2 0.096 0.16 0.32 0.128 0 0.096 0 
 
Fig. 1. An example of uncertain dataset containing 3 objects and 8 instances 
Consider the example given in Figure 1, there are 3 uncertain objects (A, B and 
C). Each uncertain object has a number of its instances and each instance is associated 
with an existing probability. It is noted that object B does not exist with probability 
0.2 as the total probability of its three instances is 0.8 ൏ 1.  
2.2 Problem Definition 
The notion of user preference has been widely exploited in a number of important 
research areas, such as Information Retrieval Systems [9,10] and Recommender Sys-
tems [11]. The authors in [12] have proved that applying user preferences to reduce 
the volume of data presented to the user is an efficient strategy when explicit scoring 
functions are not available.  
The main limitation of the previously proposed ranking methods is that they as-
sume all dimensions of objects are equally important and totally ignore user prefe-
rences on the priority of the individual dimensions. In fact, a user may be interested in 
only a subset of dimensions or may prefer one specific dimension which is more im-
portant than the others. Motivated by this, we complement existing work by exploit-
ing user-specified preferences in identifying top-k representative skyline objects in 
uncertain databases.  
User Preference 
The formal definition of the user-specified preferences is defined as an ordered subset 
of dimensions in ܦ௠. 
Definition 1 (User Preference). Given a set of all dimensions ܦ௠, a user preference 
ܷं ൌ ሼݑଵ, … , ݑंሽ ሺं ൐ 1ሻ is an ordered subset of ܦ௠ ሺܷं ك  ܦ௠ሻ, such 
that ׊݅, ݆ ሺ1 ൑ ݅ ൏ ݆ ൑ ंሻ: ݑ௜, ݑ௝ א ܷं , then  ݑ௜ ٟ ݑ௝ (i.e. users prefer ݑ௜ over  ݑ௝).  
Definition 2 (Personalized Dominance Relationship). Given two instances ݌, ݍ א ௡ܲ 
and a user preference  ܷं ൌ ሼݑଵ, … , ݑंሽ (ं ൐ 1, ܷं ك  ܦ௠), we say ݌ dominates  ݍ 
based on ܷं , denoted by ݌ ط௎ं ݍ, if and only if ׌ ݑ௜ א ܷं, ݌ሾݑ௜ሿ ൏ ݍሾݑ௜ሿ and for 
all ݆ ൏ ݅, we have ݌ሾݑ௝ሿ ൌ ݍሾݑ௝ሿ. 
Based on the personalized dominance relationship against two instances, we now can 
compute the personalized skyline probability of an instance as follows. 
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Definition 3 (Personalized Skyline Probability). Given a set of uncertain 
jects ௡ܲ ൌ ሼ ଵܱ, ܱଶ, … , ௡ܱሽ and a user preference ܷं ൌ ሼݑଵ, … , ݑंሽ (ं ൐ 1, ܷं ك ܦ௠), 
the personalized skyline probability of an instance ݋௜ א ௟ܱ ሺ1 ൑ ݈ ൑ ݊ሻ, denoted 
by ܲݎௌ௄௒ೆं ሺ݋௜ሻ, is the probability that ݋௜  exists multiplied by the probability that no 
instance of other uncertain objects dominating ݋௜ exists. 
                 ܲݎௌ௄௒ೆं ሺ݋௜ሻ ൌ ܲݎሺ݋௜ሻ . ∏ ቀ1 െ ∑ ܲݎሺݍሻ௤אைೕ,௤طೆं ௢೔ ቁ௡௝ୀଵ,௝ஷ௟                    ሺ1ሻ   
The personalized skyline probability of an object ܱ א ܲ is defined as: 
                                           ܲݎௌ௄௒ೆं ሺ ௟ܱሻ ൌ ෍ ܲݎௌ௄௒ೆं ሺ݋௜ሻ
௢೔אை೗
                                             ሺ2ሻ 
Theorem 1. Given a possible world ܹ ሺܹ א ࣱ and |ܹ| ൐ 0) and a user preference 
 ܷं ൌ ሼݑଵ, … , ݑंሽ (ं ൐ 1, ܷं ك ܦ௠), there is an unique order among instances in ܹ. 
Let ܵܭ ௎ܻं ሺܹሻ be a personalized skyline set of the possible world ܹ, there only one 
instance exists in ܵܭ ௎ܻं ሺܹሻ, |ܵܭ ௎ܻं ሺܹሻ| ൌ 1. 
Lemma 1. Given a set of uncertain objects  ௡ܲ ൌ ሼ ଵܱ, ܱଶ, … , ௡ܱሽ and a user prefe-
rence  ܷं ൌ ሼݑଵ, … , ݑंሽ (ं ൐ 1, ܷं ك ܦ௠), let | ௜ܱ | be the number of instances of 
௜ܱ and ܫ௦ be the set of all instances in ௡ܲ where ݏ ൌ ∑ | ௜ܱ|௡௜ୀଵ , the total of the persona-
lized skyline probabilities of all instances in ௡ܲ equals to 1. 
                                                    ෍  ܲݎௌ௄௒ೆं ሺ݋௜ሻ ൌ 1
௢೔אூೞ
                                                      ሺ3ሻ 
Due to the space limitation, the proof of the correctness of Theorem 1 and Lemma 1 
have been omitted. The next stage of our proposed method is to efficiently extract a 
small subset (say k) of truly interesting objects from the others in the skyline set. The 
method of using a threshold to control the size of the answer set has its own limita-
tions which may cause difficulty for the user in defining an appropriate threshold. To 
alleviate this shortcoming, in this paper, we apply the odds ratio instead of using a 
probability threshold to narrow down the whole skyline to a subset of a controllable 
size. The odds ratio is one of the important statistics which is commonly used in in-
formation retrieval [13] and data mining [14]. Specifically, we define the odds of an 
instance as follows. 
Definition 4 (Odds Ratio of an Instance): The odds of an instance ݋, denoted 
by ߶ሺ݋ሻ, is the ratio of the probability that the instance will be in the personalized 
skyline set to its existing probability. 
                                                   ߶ሺ݋ሻ ൌ ܲݎௌ௄௒ೆं
ሺ݋ሻ
ܲݎሺ݋ሻ                                                              ሺ4ሻ 
Definition 5 (Preference-Based Top-k Representative Skyline Query): Given a set 
of uncertain objects ௡ܲ ൌ ሼ ଵܱ, ܱଶ, … , ௡ܱሽ, a user preference ܷं ൌ ሼݑଵ, … , ݑंሽ 
(ं ൐ 1, ܷं ك ܦ௠), and an integer ݇ ሺ݇ ൒ 1ሻ, the preference-based top-k representa-
tive skyline query retrieves k instances with the highest odds ratio such that k in-
stances belonging to k different objects. 
We define the odds ratio of a skyline instance based on intuition: the larger the odds 
ratio of an instance, the more interesting the instance. 
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Significance of Using Odds Ratio 
In the context of top-k representative skyline queries, our approach using the odds 
ratio to limit the size of the result set satisfies two basic properties of the top-k repre-
sentative skyline query, namely as scale invariance and stability, which are proposed 
in [15-17]. Scale invariance means that the result is not sensitive to the scaling of 
dimensions. That is, rescaling the values of any dimension should not alter the final 
result (only positive rescaling factors are used). Stability means that the addition of 
non-skyline instances should not affect the final result. Satisfying this property is 
important as it can avoid the scenario where malicious users manipulate databases to 
reach their objective by simply adding non-skyline (unimportant) instance. 
3 Computing Preference-Based Top-k Representative Skyline 
Queries in Uncertain Databases 
The Naïve approach for the problem of top-k representative skyline queries is to first 
calculate the skyline probabilities for each instance by conducting dominance checks 
against instances of other objects.  Then, we compute the odds ratio of each instance 
and return k instances (belonging to k objects) having the highest odds. However, this 
method is inefficient as the total number of instances may be too large and performing 
pair-wise dominance checks between instances is too costly. Motivated by this limita-
tion, we now present two algorithms, namely Sweep-Based Algorithm and Bounding 
Probabilities Algorithm, which are efficient and effective in terms of the response 
CPU time and number of objects pruned, especially with high dimensional datasets. 
3.1 Pruning Techniques 
The objective of this section is to define a number of sufficient pruning conditions 
which allow us to reduce the number of dominance checks by eliminating redundant 
instances or objects. Hence, the computational cost will be significantly reduced. 
Eliminating Redundant Instances and Objects 
The instances/objects having personalized skyline probabilities equal to 0 are defined 
as redundant instances/objects. We exploit an important technique using the minimum 
bounding box of each uncertain object to eliminate redundant instances/objects. Let ܱ 
be an uncertain object having ℓ  instances, ܱ ൌ ሼ݋ଵ, … , ݋ℓሽ and  ܷं ൌ ሼݑଵ, … , ݑंሽ be a 
user-defined preference. We denote  ܱ௠௔௫ and ܱ௠௜௡  for the upper-right corner and 
the lower-left corner of the minimum bounding box (MBB for short) of the uncertain 
object ܱ respectively. 
Pruning Rule 1 (Eliminate Redundant Instances): Let ܱ be an uncertain object that 
has ݈ intances and ݍ is an instance such that ݍ ב ܱ 
 If ܱ௠௔௫ ط௎ं ݍ and ∑ ܲݎሺ݋௜ሻ ൌ 1 ௟௜ୀଵ then ܲݎௌ௄௒ೆं ሺݍሻ ൌ 0 
Pruning Rule 2 (Eliminate Redundant Objects): Let ܱ be an uncertain object that 
has ݈ intances and ܻ is another uncertain object such that ܱ ് ܻ 
If ܱ௠௔௫ ط௎ं ௠ܻ௜௡ and ∑ ܲݎሺ݋௜ሻ ൌ 1 ௟௜ୀଵ then ܲݎௌ௄௒ೆं ሺܻሻ ൌ 0 
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3.2 Sweep-Based Algorithm 
The main idea of this algorithm is that we use lines sweeping across dimensions  
specified in the user-defined preference  ܷं  to efficiently identify the most k repre-
sentative skyline points. To facilitate the sweep-based algorithm, we assume that all 
instances are lexicographically sorted based on ܷं  and it is named as the input list ܮ. 
We also maintain a SKY list which is a maximal heap based on the odds ratio to store 
the processed instances having non-zero odds ratios.  
Suppose we are processing instance ݐ௜ א ܶ in ܮ and we denote  ݐ௝భ, ݐ௝మ, … . , ݐ௝೔షభ  to 
be instances of object  ܶ with position before ݐ௜. Then, we define the ܽܿܿݑ݉ value of 
an instance as follows: 
ܽܿܿݑ݉ሺݐ௜ሻ ൌ 1 െ ܲݎ൫ݐ௝భ൯ െ ܲݎ൫ݐ௝మ൯ െ ڮ െ ܲݎ൫ݐ௝೔షభ൯ െ ܲݎሺݐ௜ሻ 
The parameter ܽܿܿݑ݉ acts as a stopping condition for our algorithm as it enables 
us to terminate the searching process as early as possible since it guarantees that the 
rest of the instances in the list ܮ are redundant. In our example given in Figure 1, we 
can terminate the iteration after processing instance ܽଷ as all instances with positions 
after  ܽଷ  in ܮ  have zero personalized skyline probabilities. Algorithm 1 illustrates the 
pseudo code of the Sweep Based Algorithm. We assume that the first k instances in 
ܮ have existing probabilities smaller than 1 to guarantee that at least k instances are 
returned. 
Algorithm 1. Sweep-Based Algorithm 
Input: An input list ܮ of uncertain instances which are lexicographically ordered based on the 
user-specified preference  ܷं 
Output: k representative instances which belong to k different objects 
Method: 
For each instance ݋௜ in list ܮ do 
Compute ܲݎௌ௄௒ೆ ं ሺ ݋௜ሻ and ߶ሺ݋௜ሻ 
If there exists an instance ݋௝ in the SKY list such that ݋௜ ് ݋௜ and  ݋௜, ݋௝ א ܱ௟ then 
If  ߶ሺ݋௜ሻ ൐ ߶൫݋௝൯ then replace ݋௝ by ݋௜ in SKY 
  Else 
   Update ݋௝. ܽܿܿݑ݉ 
 Else 
Compute ݋௜. ܽܿܿݑ݉ and insert ݋௜ to SKY 
If there exists an instance ݒ in SKY where  ݒ. ܽܿܿݑ݉ ൌ 0 and |ܵܭܻ| ൒ ݇ then terminate 
the search and return k instances having the highest values of ߶ in SKY; 
3.3 Bounding Probabilities of Instances 
The limitation of the sweep-based algorithm is that it requires the instances in the 
input list to be lexicographically sorted, based on ܷं  and the cost of sorting is consi-
derably expensive when the number of dimensionalities increases. We develop an 
efficient algorithm to answer the top-k representative queries based on R-tree index-
ing structure. Specifically, this algorithm exploits an upper bound for the existing 
probabilities to check whether an instance needs further consideration or should be 
pruned. 
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Pruning Rule 3: Let ݋௜ be the current processing instance and ܲݎା be the upper 
bound probability. If ܲݎሺ݋௜ሻ ൐ ܲݎା then ݋௜  is pruned where ܲݎା can be obtained as 
follows: 
                                                         ܲݎା ൌ  1 െ ܲݎܵܭ ௦ܻ௨௠߶௠௜௡                                                    ሺ5ሻ 
Proof:  In formula ሺ5ሻ, we refer ߶௠௜௡ to the current smallest odds ratio of instances 
in ܵܭܻ and ܲݎܵܭ ௦ܻ௨௠ to the current sum of personalized skyline probabilities of all 
instances that have been processed so far. The numerator of the above equation acts as 
an upper bound of the personalized skyline probabilities of all unseen instances (i.e. 
the maximum personalized skyline probability of any unseen instance). If instance 
݋௜ wants to be inserted into ܵܭܻ, its odds value has to be greater than ߶௠௜௡. This 
means ଵି௉௥ௌ௄௒ೞೠ೘P୰ ሺ௢೔ሻ ൐  ߶௠௜௡.  
Algorithm 2 illustrates the pseudo code of the Bounding Probabilities Algorithm. 
Specifically, the minimum corners of MBBs of all uncertain objects in ௡ܲ are orga-
nized into a global R-tree. As the personalized skyline probability of an object de-
pends on only the objects or instances that dominate it (based on formula (1)), the 
calculation of the personalized skyline probability of an object ܱ is performed by a 
window query on the R-tree with the origin and ܱ௠௔௫ as the opposite corners. Specif-
ically, the minimum corners of MBBs of all uncertain objects in ௡ܲ are organized into 
a heap. The top instance of the heap is iteratively processed. We also create a minimal 
heap ܵܭܻ to store k instances having the highest odds ratio so far. To support efficient 
processing, the pruning rules are firstly checked to reduce the number of instances 
that need to be processed. When the heap top cannot be pruned, its personalized sky-
line probability and odds ratio are computed. If there is another instance of the same 
object that is already in the SKY, the odds ratios of both are compared and the  
instance having the lower odds ratio is discarded. The variables  ߶௠௜௡, 
ܲݎܵܭ ௦ܻ௨௠ and ܲݎା are updated when there is an addition or replacement performed 
in the SKY heap accordingly. Once the instance of an object is processed, the existing 
probability of the next instance of the object is compared with the upper bound before 
it is inserted into the heap. As shown in our experimental results, in our proposed 
algorithms, only a small portion of instances are involved in the searching processes. 
Therefore, it is clear that our proposed algorithms have good scalability on large data 
sets. 
Algorithm 2. Bounding Probability Algorithm 
Input:  ࣬௉ : the R-Tree of ௡ܲ which is built based on ܱ௠௜௡ of all object ܱ א ௡ܲ and an integer k 
Output: k representative instances which belong to k different objects 
Method: 
ܵܭܻ ൌ ׎; ܲݎܵܭ ௦ܻ௨௠ ൌ  ߶௠௜௡ ൌ ܲݎା ൌ 0; 
Build a heap ࣢on ܱ௠௜௡ for all ܱ א ௡ܲ 
While ࣢ ് ׎ 
 Let ݋ א ܱ be the top instance in ࣢ 
 If ݋ is redundant then NEXT; (Pruning rule 1 and 2) 
If  ܲݎା ് 0 
If ܲݎሺ݋ሻ ൐ ܲݎା then NEXT; (Pruning rule 3) 
 Compute ܲݎௌ௄௒ೆ ं ሺ݋ሻ and ߶ሺ݋ሻ; 
 If |ܵܭܻ| ൏ ݇ then 
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  Add ݋ to ܵܭܻ and update ߶௠௜௡, ܲݎܵܭ ௦ܻ௨௠,  ܲݎା; 
 Else // |ܵܭܻ| ൒ ݇ 
  If ߶ሺ݋ሻ ൐ ߶௠௜௡then 
If there exists another instance ݋௫ א ܱ and ߶ሺ݋ሻ ൐ ߶ሺ݋௫ሻ then 
 Replace ݋௫ by ݋; 
    Update ߶௠௜௡, ܲݎܵܭ ௦ܻ௨௠ and ܲݎା; 
   Replace instance having ߶௠௜௡ by ݋; 
   Update ߶௠௜௡, ܲݎܵܭ ௦ܻ௨௠and ܲݎା; 
 If ܲݎሺ݊݁ݔݐ ݅݊ݏݐܽ݊ܿ݁ ݋݂ ܱሻ ൏ ܲݎା 
Insert ݊݁ݔݐ ݅݊ݏݐܽ݊ܿ݁ ݋݂ ܱ into ࣢; 
4 Related Work 
Skyline computation has received considerable attention in the database community 
in recent years. While the skyline processing on certain data is straightforward and 
well defined for the domination relationship, the skyline computation on uncertain 
data (also known as probabilistic skyline queries) is much more complicated and chal-
lenging since each uncertain object takes a probability of not being dominated by any 
other objects. In addition, returning the full skyline set would be impractical and may 
cause serious confusion for users in the selection processes. Therefore, significant 
research efforts have been devoted to restrict the size of the skyline set. The authors in 
[18] and [19] aimed to return k uncertain objects that have the highest skyline proba-
bilities while other researchers assigned the quantity of subsets of uncertain objects 
based on their dominant power (i.e. the number of objects dominated by the subset) 
[5,7,1]. Pei et al. [20] proposed the p-skyline query which  retrieves  those objects 
with the skyline probabilities above a given threshold p. However, these aforemen-
tioned methods have one of the following limitations: (1) they totally ignore the user 
preferences on the priority of dimensions; (2) it might be difficult for end-users to 
specify an appropriate threshold value when the end-users have limited knowledge 
about the dataset; (3) the final result sets are unstable since they can be controlled by 
the addition of unimportant (non-skyline) points. 
Motivated by these identified weaknesses, top-k representative skyline queries are 
developed as a novel ranking mechanism for applications where multi-criteria are 
involved. The work in [4] is the first to study top-k representative skyline queries and 
aims to return k skyline objects so that the number of objects that are not dominated 
by any of k representative objects is minimized. Paper [21] proposed an alternative 
approach for top-k representative skyline queries by retrieving k skyline points that 
minimize the Euclidean distance between a non-representative skyline point and its 
nearest representative skyline point.    Paper [22] explored the queries under the set-
ting of distributed data. However, these aforementioned methods focus on traditional 
certain data and cannot be applied directly to uncertain datasets. Our study extends 
top-k representative skyline queries to uncertain data. To the best of our knowledge, 
this is the first study of top-k representative skyline queries in uncertain databases.  
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5 Experimental results 
In this section, we present the experimental results of comprehensive performance 
studies to evaluate the efficiency, effectiveness and scalability of our proposed algo-
rithms on both real-life and synthetic datasets. We have implemented all the algo-
rithms presented in this paper using Java programming language. The experiments 
were conducted on a PC computer with a Core-2 Duo CPU running Windows 7 with 
4 GB of main memory. We evaluate the algorithms proposed in this paper for the 
issues of efficiency, effectiveness and scalability. 
In our experiments, we use the NBA data set which is downloaded from 
www.basketball-reference.com as the real data set. The real data set contains 260,599 
records of 1,092 players from the 1999 to 2008 season. We treat each player as an 
uncertain object and the records of the players in each game as instances with three 
dimensions: number of points, number of assists, and number of rebounds. Existing 
probabilities are randomly assigned to instances of the same object such that the total 
value of existing probabilities of an object is up to 1.We also employ two synthetic 
datasets, Anti-correlated (ANT) and Independent (IND) which are produced by fol-
lowing the same data generator in [23] regarding the parameters: dimensionality d, 
the number n of uncertain objects (i.e. cardinality), the value k and the edge size h of 
the hyper-rectangle region of each object where the instances of the object appear. 
5.1 Evaluating Efficiency and Scalability  
In this subsection, we evaluate the efficiency and scalability of our proposed algo-
rithms by conducting extensive experiments regarding to the response time over vary-
ing parameters. 
We evaluate the efficiency of our proposed algorithms over varying dimensionality 
d, cardinality n, retrieval size k and the average edge length h of the objects’ mini-
mum bounding rectangle, as reported in Figure 2, 3, 4 and 5. It is observed that our 
algorithms are faster than the Naive approach by orders of magnitude. We also ob-
serve that the response time on the anti-correlated dataset increases more sharply than 
the relative performance on the independent dataset. This is because when the dimen-
sions are anti-correlated, the number of skylines exponentially increases with the 
growth of dimensions. The results also consistently show that our proposed algo-
rithms achieve high scalability, low response time and are much more efficient than 
the Naive approach. It is clear that the growth in the size of the dataset leads to a 
slower response time since the cost of the pruning processes becomes more expen-
sive.  In addition, the average edge length of the objects’ minimum bounding rectan-
gle is another factor that can directly affect the response time. The larger the average 
edge length of the objects’ minimum bounding rectangles, the higher the cost of the 
pruning processes (due to the fact that there are more overlapping regions between 
sibling nodes in R-tree). The smaller the average edge length of the objects’ minimum 
bounding rectangles, the more effective the pruning processes. 
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5.2 Evaluating Effectiveness 
We also evaluate the effectiveness of our proposed algorithms by investigating the 
percentage of uncertain objects pruned by the pruning rules proposed in this paper. 
We conducted experiments on both real-life and synthetic data sets. Our results in 
Figure 6 show that our proposed pruning rules are highly effective in filtering out 
unqualified instances and  that BOUND is more effective than SWB since it prunes 
not only redundant objects/instances but also non-promising objects/instances by 
using the upper bound on the probability. 
 
 
Fig. 6. Effectiveness of pruning rules by measuring the percentage of objects pruned 
6 Conclusion 
In this paper, we are the first to study the problem of top-k representative queries on 
uncertain databases. One of the main drawbacks of previous work is that their ranking 
approaches totally ignore user-defined preferences on the priority of individual di-
mension or a subset of dimensions. Moreover, applying the odds ratio to restrict the 
cardinality of the answer set is more effective than those techniques using a given 
threshold as it may be inconvenient for an end-user. We also investigated the efficien-
cy, effectiveness and scalability of our proposed algorithms by conducting extensive 
experiments on both real and synthetic datasets. An interesting direction for future 
work is to consider the problem in a streamed or distributed setting, offering addition-
al scalability, especially for massive big data. 
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Abstract. We propose a pattern mining algorithm for numerical mul-
tidimensional event sequences, called cluster sequence mining (CSM).
CSM extracts patterns with a pair of clusters that satisﬁes space proxim-
ity of the individual clusters and time proximity in time intervals between
events from diﬀerent clusters. CSM is an extension of a unique algorithm
(co-occurrence cluster mining (CCM)), considering the order of events
and the distribution of time intervals. The probability density of the
time intervals is inferred by utilizing Bayesian inference for robustness
against uncertainty. In an experiment using synthetic data, we conﬁrmed
that CSM is capable of extracting clusters with high F-measure and low
estimation error of the time interval distribution even under uncertainty.
CSM was applied to an earthquake event sequence in Japan after the
2011 Tohoku Earthquake to infer causality of earthquake occurrences.
The results demonstrate that CSM suggests some high aﬀecting/aﬀected
areas in the subduction zone farther away from the main shock of the
Tohoku Earthquake.
Keywords: Hierarchical clustering · Pattern mining · Bayesian learn-
ing · Earthquake
1 Introduction
In this study, we focus on a task that combines well-known clustering techniques
and the concept of frequent pattern mining. Clustering[3,12] attempts to produce
groups of similar objects within a so-called data space or feature space, which
is typically represented by a multidimensional numerical vector. In contrast,
frequent pattern mining[1,5] attempts to extract and list frequently appearing
item sets, wherein an item is typically identiﬁed via nominal variables.
In this study, given a sequence of events, where each event is represented
by a multidimensional numerical vector (e.g., sequence of signal events, image
events, and position events), the goal is to ﬁnd and list pairs of clusters that
frequently appear in a sequence. This task may induce novel applications, e.g.,
c© Springer International Publishing Switzerland 2015
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identiﬁcation of weather change patterns from a sequence of satellite images,
inference of health change patterns from a sequence of medical inspection data,
and inference of mechanical interaction patterns between components from a
sequence of sounds caused by damage.
Various studies have been conducted in the ﬁeld of spatio-temporal data
mining. Spacetime scan statistics[7] detects outbreak regions (clusters) in certain
periods on the basis of statistical tests, e.g., detecting region(s) and period(s) of
infectious disease. However, spacetime scan statistical methods do not extract
causality between diﬀerent regions; the purpose is to detect a single region and
its period.
We have proposed a unique algorithm called co-occurring cluster mining
(CCM)[6]. CCM extracts and lists pairs of clusters with both high intra-cluster
density in the data space and high inter-cluster co-occurrence in the sequence
of events. They applied CCM to extract co-occurrence patterns from acoustic
emission (signal) events in a fuel cell to infer mechanical interactions among com-
ponents. In addition, they also applied CCM to extract earthquake co-occurrence
patterns wherein diﬀerent areas may aﬀect each other[4].
However, to accommodate model simplicity, CCM does not consider the order
and time intervals of events when evaluating co-occurrence. Obviously, order
and time intervals play important roles because causal events must precede an
observable eﬀect. In this work, we extend CCM by introducing the order and
time intervals of events into co-occurrence. We refer to this algorithm as cluster
sequence mining (CSM) because co-occurrence does not imply an order of events.
In physical phenomena such as earthquakes, there is no typical time interval, i.e.,
power law. Therefore, we utilize a Bayesian framework to infer a probability den-
sity function (pdf) of time intervals. Bayesian inference is robust for a relatively
small number of observations and noise because it combines a prior distribution
and observations, i.e., Bayesian learning. We then introduce the inferred pdf of
the time intervals into the evaluation of candidate patterns in CSM. To the best
of our knowledge, no other method can extract such a sequence of clusters from
multidimensional event sequence with order and time intervals.
In our experiment, we validated CSM using synthetic data. CSM is capable
of extracting more precise cluster patterns than CCM under uncertainty of time
intervals in terms of the F-measure between an embedded true pattern and an
extracted pattern. We then applied CSM to earthquake event sequence data to
infer the causality of earthquake occurrences. The patterns extracted from the
hypocenter catalog data from the 2011 Tohoku Earthquake indicated that high
aﬀecting/aﬀected areas were identiﬁable in the subduction zone farther away
from the main shock.
2 Proposed Method: Cluster Sequence Mining
2.1 Problem Definition
This section introduces the characteristics of data addressed by this work. We
then deﬁne the requirements of cluster sequence patterns.
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Fig. 1. Example of time intervals for a candidate cluster sequence pattern
Definition 1 (event sequence with time). Assume a data set D with N numer-
ical event data points xi = (xi,1, · · · , xi,v), (i = 1, · · · , N) in v-dimensional
space obtained in order x1 ≺ · · · ≺ xN with occurrence time t(xi).
Given the above deﬁnition, the extracted patterns must meet the following
requirements:
Requirement 1 (time proximity). Given two clusters A,B ⊂ D (A ∩ B =
∅), and assuming that causality depends on time proximity, corresponding
events in diﬀerent clusters x(A) ∈ A and x(B) ∈ B must occur near in time
with order x(A) ≺ x(B), i.e., 0 < tAB ≡ t(x(B)) − t(x(A)) < .
Requirement 2 (frequency). Assuming that the conﬁdence of a pattern depends
on occurrence frequency, the number of times inwhich the events fromA andB
occur near in time must be high, i.e., #{tAB|0 < tAB < } > Suppmin, where
Suppmin is the minimum support threshold.
Requirement 3 (space proximity). For the given two clusters A and B, events
in each cluster must be similar, e.g., the sum of squares within (SSW) clus-
ters, SSW(A) and SSW(B) must be small. Note that clusters A and B
should be evaluated independently.
The correspondence of events to calculate tAB in requirement 1 is introduced in
the next section. Given the above requirements, we deﬁne the cluster sequence
pattern as follows:
Definition 2 (cluster sequence pattern). Let a set of time intervals between
corresponding events in clusters A and B be TAB = {tAB}. Assuming the
time intervals follow a probability distribution function ψ(θ), i.e., tAB ∼
ψ(θ), where θ is a parameter, if A and B meet the above three requirements,
then PA→B =< A,B, ψ(θ) > is called a cluster sequence pattern. Here, A
refers to a prior cluster and B is a posterior cluster.
2.2 Calculation of Time Intervals
The CSM algorithm employs candidate generation and a testing procedure. An
example in this section shows calculation of time intervals for a given candidate
cluster pair. Assume that the candidate clusters are given as shown in Fig. 1;
events x2, x8 and x9 are assigned to cluster A, and x3, x5, x10, and x11 are
assigned to clusterB. Note that other events are not assigned to any cluster. Then,
the time intervals are evaluated in the time line. A problem here is how to deﬁne
corresponding events between two clusters in order to calculate time intervals.
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For the prior event x(A), the nearest posterior event x(B) is the corresponding
event. However, multiple correspondences are not permitted in this work. For
the example shown in Fig. 1, for prior event x(A)2 , x
(B)
3 is the nearest posterior
event; therefore, t(1)AB = t(x
(B)
3 ) − t(x(A)2 ). If more than two prior events occur
successively as x(A)8 and x
(A)
9 , the ﬁrst event x
(A)
8 is selected, i.e., t
(2)
AB = t(x
(B)
10 )−
t(x(A)8 ) because the time interval at the most is t
(2)
AB. x
(B)
5 remains because there is
no prior corresponding event. Note that calculation of time intervals has several
options; however, in this work we employ the simplest deﬁnition, i.e., the nearest
posterior event for a prior event with a single correspondence.
2.3 Inference of Probability Density Function of Time Intervals
Observed time intervals have uncertainty caused by noise, the number of obser-
vations, and the deﬁnition of time interval calculation. Therefore, we introduce a
Bayesian framework based on a probabilistic model. Assume that time intervals
are distributed by a pdf, e.g., a Gaussian, gamma, or exponential distribution.
For an earthquake event application, we assume an exponential distribution,
i.e., ψ(tAB) = λ exp(−λtAB), where λ is a slope parameter. All other parts use
an exponential distribution for pdf in this paper. Let π(λ) be a prior distribution
of parameter λ, ψ(tAB|λ) be a likelihood function for time intervals given λ, and
π(λ|tAB) be a posterior distribution of λ given time intervals. From Bayes’ rule,
π(λ|tAB) ∝ ψ(tAB|λ) × π(λ). (1)
Here, because we assume exponential distribution for the likelihood, π(λ) and
π(λ|tAB) are both gamma distributions; Ga(αprior, βprior) and Ga(αpost, βpost)
as gamma distributions are conjugate distributions of the exponential distribu-
tion. αprior and βprior are pre-deﬁned parameters given by the user. In this work,
Ga(1,1) was used for all experiments. By using Bayes’ rule (Eq. (1)), the update
rule of the posterior is given by
αpost = αprior + n, βpost = βprior + nt¯AB, (2)
where t¯AB denotes the average of the time intervals {tAB}, and n is its number
#{tAB}. From Eq. (2), when the number of observations is small, the prior
distribution has greater eﬀect. From the deﬁnition of gamma distribution, we
obtain the average of the posterior as μpost = αpost/βpost. We then estimate an
optimal parameter of the pdf for a given pattern PA→B as λˆAB = μpost.
2.4 Evaluation Function
Here, we deﬁne an evaluation function to search for cluster sequence patterns.
We search pairs of clusters A,B ⊂ D using the following evaluation function:
L(PA→B) = F(λˆAB)γ · G(A,B)(1−γ), (3)
F(λˆAB) = 1
1 + exp
(−τ λˆAB
) , (4)
G(A,B) = exp
(
−SSW(A)
2 + SSW(B)2
2σ2
)
. (5)
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Function F(λˆAB) evaluates the time proximity for requirement 1. The higher the
F(λˆAB) value, the higher the time proximity. λˆAB is the estimated parameter
of the pdf of time intervals described in Section 2.3. We assume an exponential
distribution for the pdf; therefore, greater λˆAB gives steeper distribution. Thus,
time proximity can be interpreted as greater λˆAB. Then, a sigmoid function is
wrapped for normalization, where τ > 0 is an adjusting parameter.
Function G(A,B) denotes the space proximity for requirement 3. Note that
greater G(A,B) values result in denser clusters. SSW indicates the (SSW) clus-
ters. Here, a Gaussian function is used to adjust the bias of SSW in a dataset,
where a radius σ is a parameter to control correction of the bias. Note that
function G is the same as CCM[6]; however, we replace F for our purpose.
Evaluation function L is deﬁned as the product of F and G to simultaneously
meet the requirements of time and space proximity. γ is a hyper parameter
to weight F or G. In this work, γ = 0.5 is used for simplicity. In addition,
requirement 2 for occurrence frequency can be met using minimum support
Suppmin as a threshold.
2.5 The CSM Algorithm
Most of the CSM algorithm is similar to that of CCM, with the exception of
the Bayesian inference. To generate candidate clusters A and B, CSM utilizes
aggregative hierarchical clustering (AHC), similar to CCM. In AHC, once the
clustering merge process is obtained, cluster sequence patterns can be searched
within the dendrogram of the merge process. The other beneﬁt of using AHC
is reduction of the search space, although the degree of freedom for the cluster
shape decreases.
The pseudo-code of the CSM algorithm is presented in Algorithm 1. The
algorithm ﬁrst generates possible sub-clusters from the dendrogram obtained by
AHC in the data space. All combinations of sub-clusters can be candidate pat-
terns (Step 1; Algorithm 1 l. 1-2, Fig. 2(a)). Second, the algorithm evaluates each
candidate pattern via function L. If the evaluation score exceeds the minimum
3
Candidate pattern 1
Data space
2 ...
(a) Step 1: Generation of
candidate patterns
Candidate pattern
Evaluation(pattern) = (Proximity in time)
                               x (Proximity in data space)
Cluster A Cluster B
time
* A   *  *  B  *  A  *  *  *  B  B  *  A  *  *  *  A  
assign
cluster labels
(b) Step 2: Evaluation of candi-
date patterns
P1
P2
If Evaluation(P1) > Evaluation(P2)
then remove P2
Cluster sequence patterns
with higher evaluation value
(c) Step 3: Removing
overlapped patterns
Fig. 2. Cluster sequence mining algorithm
298 Y. Okada et al.
thresholds Lmin and Suppmin , then these patterns are added to the output pat-
tern list P (Step 2; Algorithm 1 l. 3-10, Fig. 2(b)). Here, Supp(PHi→Hj ) denotes
the number of time intervals between Hi and Hj described in Section 2.2. Third,
to eliminate similar patterns, the algorithm checks the inclusion between the
patterns and removes patterns from P that have lower evaluation score (Step 3;
Algorithm 1 l. 11-15, Fig. 2(c)). Here, in the algorithm description, P(l) ∩ P(m)
(Algorithm 1 l. 12) means Al ∩ Am and Bl ∩ Bm, i.e., P(l) ∩ P(m) 
= ∅ indi-
cates, due to a property of AHC, that both prior and posterior clusters from two
patterns are an inclusion relation.
Algorithm 1. CLUSTER SEQUENCE MINING
Input: event sequence with occurred time
D = {< xk, t(k) > |x1 ≺ · · · ≺ xN}Nk=1
dendrogram by hierarchical clustering (HC) from D′ = {xk}Nk=1
minimum evaluation score Lmin
minimum support score Suppmin
parameters τ, σ, γ, αprior, βprior
Output: cluster sequence patterns P = {P(k)A→B =< A,B, ψ(λˆAB) > |A ∩ B =
∅,A,B ⊆ D}
Step 1: Generate candidate patterns
1: Generate possible sub-clusters
H1,H2, · · · ,HN−2 ⊂ HC;
2: ∀i, j(i = j) PHi→Hj =< Hi,Hj , ∗ >;
Step 2: Evaluate candidate patterns
3: Initialize k ← 0;
4: for all combinations of H do
5: Infer λˆHiHj by Bayesian inference (section 2.3)
6: if Hi ∩ Hj = ∅ and L(PHi→Hj ) > Lmin and Supp(PHi→Hj ) > Suppmin then
7: P
(k)
A→B ← PHi→Hj =< Hi,Hj , ψ(λˆHiHj ) >
8: k ← k + 1;
9: end if
10: end for
Step 3: Eliminate patterns with inclusion relation
11: for all combinations of P do
12: if P(l) ∩ P(m) = ∅ then
13: Remove P(i) from P
s.t. i = argmin{L(P(l)),L(P(m))};
14: end if
15: end for
3 Validation by Synthetic Data
3.1 Data Generation Process
The synthetic data were generated as follows:
1. Generate N data points in two-dimensional space from a normal distribution
for two classes; x ∼ N(m,Σ), where the center of class 1 m1 = (−2, 0) and
of class 2 m2 = (2, 0) with a standard deviation 1.0. (Fig. 3(a))
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Fig. 3. Examples of synthetic data with T = 300 embedded true pairs, where * are
samples of true cluster patterns and  are false samples
2. Select T pairs of data points from classes 1 and 2 in order of closer points
from the class center. These data points are embedded as a true cluster pair
Atrue and Btrue (Fig. 3(b)). The rest of the data points are false points that
exhibit noise in the data space.
3. For the selected T pairs, the time intervals of each pair are generated from an
exponential distribution; ttrue ∼ exponential(λtrue), where λtrue is a param-
eter of an exponential distribution. Then, true pairs are allocated in the
time line with a suﬃciently large constant gap between pairs; gaptrue =
10 · maxi{t(i)true}. (Fig. 3(c))
4. ime intervals for the remaining false pairs are generated from a uniform dis-
tribution that exhibits noise in the time line; tfalse ∼ U(0, ttotal/(N − T )],
where ttotal =
∑
i t
(i)
true + (T − 1)gaptrue. Then, false pairs are allocated with
a constant gap given by gapfalse = (ttotal−
∑
i t
(i)
false)/(N −T −1). (Fig. 3(c))
In this experiment, we generated N = 500 samples for each cluster. Parameter
T controls the balance between the amount of a true cluster sequence pattern
and noise, and λtrue controls the intensity of causality of the pattern in the time
line. These parameters were varied in the experiment, where λtrue = 0.05 was
used as a default setting.
3.2 Extraction Accuracy
Figure 4 shows the precision, recall, and F-measure of clusters for an extracted
pattern PA→B when varying the number of true pairs T . For example, CSM(A)
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Fig. 4. Extraction accuracy of the embedded cluster pair when varying the number of
true pairs (λtrue = 0.05)
indicates an evaluation score for cluster A extracted by CSM. An extracted pat-
tern with the highest L score was evaluated. As for the parameters in CSM, τ =
100.0 and σ = 1.0 in functions F and G were used. Then an average of 30 trials
with varying random numbers is plotted in the graph. Here, since CCM extracts a
pair of clusters without distinguishing a prior or a posterior cluster P(A,B), we
employed F-measure(PCCMA→B) = max{F-measure(P(A,B),F-measure(P(B,A)}
to compare with CSM.
Note that since CSM uses an assumption on a pdf that is also used in the
generation process of the synthetic data, it is obvious that CSM outperforms
CCM, however we refer CCM as a baseline. In addition, CSM can infer a prior
and a posterior clusters and time intervals between them.
From the ﬁgures, CSM obtained high precision in cluster A (greater than
0.8) and high recall in cluster B (greater than 0.95) for all true pairs. Especially,
CSM maintains a high F-measure with a lower number of true pairs, i.e., with
signiﬁcant amounts of noise. When T = 400, CCM is competitive with CSM;
however, the standard deviation of the scores in 30 trials was lower than that
of CSM (0.015 (CSM) and 0.14 (CCM)), which means that CSM is more stable
than CCM.
We also deﬁned Eλ = |λˆAB −λtrue| as error for the estimation of the param-
eter of time interval distribution of a pattern. Even when varying the number
of true pairs, CSM can stably estimate λtrue as shown in Table 1. However, the
estimated λˆAB were always lower than λtrue, due to existence of the false pairs
which have longer intervals than the true pairs.
Table 1. Average of estimated parameter of the time interval distribution λˆAB and its
error Eλ (λtrue = 0.05); standard deviation is indicated in the bracket
# true pairs T λˆAB Eλ
200 0.0324 (0.0133) 0.0185 (0.0120)
300 0.0282 (0.0120) 0.0222 (0.0109)
400 0.0312 (0.0186) 0.0221 (0.0143)
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Table 2. Average of F-measure for clusters A and B, the estimated time interval
parameter λˆAB, and its estimation error Eλ when varying λtrue (T = 400); standard
deviation is indicated in the bracket
F-measure for CSM
λtrue Cluster A Cluster B λˆ
CSM
AB λˆ
CCM
AB
0.01 0.897 (0.015) 0.937 (0.018) 0.0048 (0.0032) 0.0017 (0.0007)
0.05 0.900 (0.015) 0.945 (0.016) 0.0312 (0.0186) 0.0097 (0.0040)
0.10 0.892 (0.014) 0.944 (0.013) 0.0526 (0.0369) 0.0172 (0.0074)
Next, when we varied λtrue, i.e., with diﬀerent slope degrees, CSM can obtain
the clusters with a high F-measure robustly (approximately 0.9 and 0.94) as
shown in Table 2. Regading estimation of λAB, CSM can estimate more accurate
than CCM, where we apply CCM and then estimate λAB by the same Beyesian
inference as the CSM. The result shows that two-step of the time interval esti-
mation cannot provide accurate estimation at all. Nevertheless, λˆCSMAB is still far
from λtrue, which can be improved if we ﬁne tune the parameters as described
in the next section.
3.3 Parameter Study
Here, we examine the eﬀects of control parameters τ and σ in the evaluation
functions F and G. Figure 5 shows clear stable regions for both parameters
because the F-measure suddenly drops after a certain value. In addition, note
that values lower than those illustrated in the graph are impractical regions
because L scores are nearly equal; thus, it is diﬃcult to ﬁnd a distinguishing
pattern. The results shown in the graphs indicate that these parameters are not
sensitive to the results and are easy to adjust.
Moreover, Eλ has a trend wherein low error can be obtained when decreasing
the parameter in F or G. The parameter study revealed that high F-measure
in clusters and a low Eλ in time interval estimation is possible to obtain by
adjusting the main parameters of CSM.
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Fig. 5. Eﬀects of parameters in F and G (T = 400, λtrue = 0.05)
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4 Application to Causal Inference of Earthquake
Occurrences
We applied the proposed CSM to earthquake event data to identify seismic
causality between diﬀerent areas aﬄicted by the 2011 Tohoku Earthquake. The
purpose of this study is not earthquake prediction but to advance the under-
standing of the mechanical interactions of seismic induced activity.
4.1 Earthquake Event Data and Settings
We applied CSM to the hypocenter catalog data recorded from Jan. 1st, 2011 to
Dec. 31st, 2012 released by the Japan Meteorological Agency1. Each event has an
origin time (JST), hypocenter (latitude, longitude, and depth), and magnitude.
We omitted events distant from Japan, i.e., only events between 23 ◦N and 50 ◦N
and between 129 ◦E and 156 ◦E were used. The events within this region with
a magnitude greater than four were used for analysis; 5954 seismic events were
recorded in that period, and these events are plotted in Fig. 6(a).
Regarding AHC in CSM, we used latitude and longitude as attributes for
merging clusters, and Euclidean distance was used for the distance metric. We
did not include depth because there were only minor diﬀerences in depth in the
same areas. We employed Ward’s method empirically by checking the dendro-
gram, e.g., a chaining eﬀect and monotonicity.
In seismology, Bayesian learning has been widely utilized for long-term pre-
diction [8] or aftershock activity forecasting [10]; however, it has not been applied
to causal inference. In these methods, earthquake occurrence is modeled by a
Poisson process; thus, an exponential distribution is also assumed.
We used the following parameters in CSM. The thresholds were set to Lmin =
0.8 and Suppmin = 8, the balancing parameter in L was set to γ = 0.5, which
is equal weights in F and G, and the sharpness parameters in F and G were set
to τ = 1.0, σ = 0.03 in order to obtain wide ranging scores. Although we have
used several parameters, most of the parameters are not diﬃcult to adjust if a
user knows the meaning and eﬀects of each parameter. Note that we performed
approximately 10 trials to adjust these parameters. With these parameters, 37
patterns were extracted. The average of estimated time intervals λˆAB among the
37 patterns was 3.71 days.
4.2 Extracted Patterns
Figure 6 shows the extracted representative patterns. A cluster with red events
indicates a prior cluster, and a cluster with green events indicates a posterior
cluster. Some clusters in the patterns could be geographically close or an inclu-
sion relation of AHC or identical clusters. Most of the patterns are located oﬀ
1 The data is distributed via the Japan Meteorological Business Support Center:
http://www.jmbsc.or.jp (in Japanese).
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(a) Hypocenters in
2011-2012 (≥ M4.0)
(b) Highly aﬀecting area (c) Highly aﬀected area
Fig. 6. Hypocenters and representative patterns extracted by CSM. Average of time
intervals (days) of each pattern are indicated together.
the coast of the Tohoku area, even though earthquakes also occurred in the mid-
island, as is shown in Fig. 6(a). Moreover, both neighboring prior and posterior
clusters were obtained, which may indicate interesting causality.
The shared prior clusters shown in Fig. 6(b) indicate aﬀecting areas, while
the shared posterior clusters shown Fig. 6(c) indicate aﬀected areas, which may
indicate high causality areas. Here, CCM[6] and KeyGraph[9] cannot identify the
direction of such eﬀects. Note that this is the greatest advantage of the proposed
method.
A possible cause of these patterns could be interaction between asperities[11].
An asperity is an area in a normally stable subduction zone that suddenly slips
and produces an earthquake when it reaches its limit. In seismology, a hypothesis
about interactions between asperities exists [2]. As far as we have surveyed, no
method exists for determining the actual interactions among asperities, whereas
the proposed method is promising in that it can suggest such hidden interactions.
5 Conclusion
We have proposed a pattern mining algorithm called cluster sequence mining
(CSM) that can extract pairs of clusters that satisfy time and space proximity for
a multidimensional event sequence. In calculating time proximity, a probability
distribution function of time intervals of events in diﬀerent clusters is inferred
by utilizing Bayesian inference.
In our experiment, we validated the performance of the proposed CSM using
synthetic data. The results revealed that CSM was able to extract a prior and a
posterior clusters with high F-measure and low estimation error of the time inter-
val distribution, even under uncertainty. We then applied CSM to an earthquake
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event sequence to infer causality between diﬀerent areas. The results demon-
strated that CSM extracts highly aﬀecting/aﬀected earthquake occurrence pat-
terns. Note that the current calculation of time intervals in CSM uses only a
single correspondence between events; thus, in future DP (dynamic program-
ming) matching could be employed to allow multiple correspondences properly.
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Achieving Accuracy Guarantee for Answering
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Abstract. In this paper, we develop a novel strategy for the privacy
budget allocation on answering a batch of queries for statistical databases
under diﬀerential privacy framework. Under such a strategy, the noisy
results are more meaningful and achieve better utility of the dataset.
In particular, we ﬁrst formulate the privacy allocation as an optimiza-
tion problem. Then derive explicit approximation of the relationships
among privacy budget, dataset size and conﬁdence interval. Based on
the derived formulas, one can automatically determine optimal privacy
budget allocation for batch queries with the given accuracy requirements.
Extensive experiments across a synthetic dataset and a real dataset are
conducted to demonstrate the eﬀectiveness of the proposed approach.
1 Introduction
Diﬀerential privacy (DP), is a promising strategy for providing privacy for data
publishing and data queries [6,8]. A simple but feasible method to achieve dif-
ferential privacy is to insert noises to the query outputs [4]. Currently, most
of the related work focus on privacy protection but don’t further analyze how
useful of the noisy results. If these noise results show what level of accuracy
can be achieved, they will help data analysts further investigate and improve
the eﬀectiveness of them. Moreover, the privacy allocation is very important to
how useful of the noisy results. To answer multiple queries, a simple way is to
allocate the privacy budget to these queries equally [7]. However, such a strategy
may cause some noisy results to be unmeaningful due to large noise magnitude
relative to the original results.
We use the following intuitive example to illustrate the problem. The Adult
dataset, extracted from UCI machine learning repository [2], has 32, 561 indi-
viduals. Suppose we want to use two queries q = [q1, q2] on the Adult dataset
to infer the real values of the whole population, where q1 is the proportion
of individuals with Sex=“Male”, Race=“Black” and Income=“>50K” over the
number of individuals with Sex=“Male” and Income=“>50K”, which is equal
to 0.0446; q2 is the proportion of individuals with Sex=“Male”, Race=“White”
and Income=“>50K” over the number of individuals with Sex=“Male” and
Income=“>50K”, which is equal to 0.9140.
We observe that the returned real value from q1 (i.e. 0.0446) is much smaller
than that from q2 (i.e. 0.9140). Under the aforementioned “uniformly split”
strategy, equal budgets will be assigned to q1 and q2, e.g. each gets a budget 0.5.
c© Springer International Publishing Switzerland 2015
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Table 1. Statistics of the Adult dataset
Income
Sex Race > 50K <= 50K
Male Amer-Indian-Eskimo 24 168
Male Black 297 1272
Female Other 6 103
Male White 6089 13085
· · · · · · · · · · · ·
Correspondingly, the noise magnitude for q1 will be larger compared with its
smaller value, making its noisy result less useful, although the q2’s noisy result
could be relatively close to its true value. Ideally, we should assign a higher
budget for q1 and lower budget for q2, such that the lower noise magnitude will
be added to q1, making both of them are useful. As such, how to reasonably
allocate the limited privacy budget to multiple queries is a crucial problem to
ensure the overall accuracy guarantee for all the queries.
For the impact of noise on the noisy results, while most existing work provide
the analysis of the upper error bound [3,17] in implementing diﬀerential privacy,
this is not suﬃcient for the utility evaluation of the noisy results. From datamining
perspective, it will be helpful for data analysts to understand the utility of the noisy
results if they can visualize the level of accuracy achieved after adding noise.
The objective of this research is thus to design a framework to allocate privacy
budget among the queries with diﬀerential privacy and further provides analysis
of how useful of the noisy results. We have further investigated the framework
proposed by A. Smith [14]. We consider the problem of multiple queries with
-diﬀerential privacy under this framework, where the queries studied in the
paper are the ratios of multiple subsets to the given dataset. The contributions
of this paper can be summarized as follows:
– We formulate the optimization problem with accuracy guarantee in terms
of conﬁdence interval (CI). This enables data analysts to better understand
what are the accuracy guarantee of the noisy statistical results.
– We formulate the noisy results with normal-Laplace distribution. This prop-
erty enables us to derive its cumulative distribution function (i.e. cdf).
– We further approximate the minimum privacy budget required for given level
of accuracy with explicit formulas.
The remaining parts of the paper are organized as follows: First, section 2 pro-
vides a brief discussion about the related work. Then, we describe the background
information in Section 3. Next, section 4 presents the diﬀerential privacy frame-
work and discusses the normal-Laplace distribution. Section 5 introduces our novel
approximation formulas for accuracy guarantee. Finally, we evaluate the proposed
approach and conclude the paper in section 6 and section 7 respectively.
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2 The Related Work
Currently, most of existing work studied the noise reduction in terms of sen-
sitivity. For example, a data publishing technique, Privelet, based on wavelet
transforms, was proposed in [16]. Privelet not only ensures - diﬀerential privacy,
but also guarantees that the variance of the noisy results is polylogarithmic in
terms of m where m denotes the number of queries. There are some database/
data mining applications, where the given dataset is a correlated time-series data
or the dataset is distributively collected. For such types of the applications, a
diﬀerential privacy framework, PASTE, was proposed in [12]. To provide dif-
ferential privacy for time-series data, PASTE developed a Fourier perturbation
algorithm. For the case of absence of a trusted central server, PASTE used a
distributed Laplace perturbation algorithm to guarantee diﬀerential privacy. In
order to publish cuboids for data cubes with small noise, an eﬃcient method
was proposed in [5]. The proposed method ensures that the maximal noise in
all published cuboids will be within a factor (ln |L| + 1)2 of the optimal, where
|L| is the number of cuboids to be published. To handle the problem of diﬀeren-
tial private data release for a class of counting queries, a new computationally
eﬃcient method based on learning thresholds was proposed in [9].
We notice that privacy budget has important impact on the noise magnitude.
A few related work on this topic have been investigated. For example, K. Nissim
et al. have proposed a framework, subsample and aggregate, to reduce the noise
magnitude [11,14]. In such a framework, the dataset is ﬁrst divided into k groups.
Then it estimates theparameters based on thek results.Comparedwith traditional
Laplacemechanism in [8], the framework reduces the error dramatically, where the
errors decreasewith the increasingnumber of data.TheGUPTwasproposed in [10]
to allocate the privacy budget by ensuring the samenoisemagnitude for each query.
3 Background
Deﬁnition 1 ([15]). Two databases x, x′ ⊆ Dn are neighbouring databases if
they diﬀer on exactly one record, i.e.,
x = {x1, . . . , xi, . . . , xn} and x′ = {x1, . . . , x′i, . . . , xn}
From the deﬁnition, note that two neighbouring databases diﬀer only one record
while they have the same cardinality. Before discussing the Laplace mechanism,
we ﬁrst give the deﬁnition of -diﬀerential privacy proposed by Dwork [8].
Deﬁnition 2 ([8]). With  > 0, a randomized algorithm K : Dn → Rl is said to
satisfy -diﬀerential privacy, if for any two neighbouring databases x, x′ ⊆ Dn
and for any subset of outputs S ⊆ Range(K), the following condition holds:
Pr(K(x) ∈ S)
Pr(K(x′) ∈ S) ≤ exp() (1)
where the probability is taken over the randomness of K.
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A simple way to achieve -diﬀerential privacy is to insert noise to the true
value. For instance, the Laplace mechanism (LM) generates the noise by using a
random variable of Laplace distribution with mean equal to 0 and scale param-
eter equal to ST /,where ST is the sensitivity of T (X).
Deﬁnition 3 ([11]). The sensitivity of a function T : Dn → Rd is
ST = max
x,x′:d(x,x′)=1
‖T (x) − T (x′)‖. (2)
Lemma 1 (Laplace Mechanism [8]). Given  > 0, a statistic T (X) ∈ Rl and
its sensitivity ST , the noisy result
T ∗(X) = T (X) + Lap(ST /)) (3)
satisﬁes -diﬀerential privacy.
For the convenience of discussion, we deﬁne the Laplace mechanism with accu-
racy guarantee as follows.
Deﬁnition 4 (Accuracy Guarantee). Let θ ∈ Rl be the true value of the
statistic T (X). Suppose Φ(W ) is the cumulative distribution function of a ran-
dom variable of Laplace distribution with mean equal to 0 and scale parameter
equal to ST /. If there exist d = (d1, . . . , dl) > 0 and α = (α1, . . . , αl) ∈ (0, 1)
such that
Φ(di) ≥ 1 − αi/2,∀i = 1, 2, . . . , l,
then the noisy results obtained from Eq. (3) is at least 100(1 − α)% to be ±d of
the true value θ.
Note that the accuracy achieved by LM may be smaller than the required
accuracy since there exists estimation error between the statistic T (X) and the
true value θ but the error is not considered for the accuracy estimation (i.e., only
the variance of the Laplace noise is considered here). We need to ﬁnd a more
accurate formula to describe the relationships among the accuracy achieved and
other related parameters in order to ensure the accuracy achieved is close to the
required accuracy. Speciﬁcally, we focus on the maximum likelihood estimator
(MLE), which is obtained by maximizing the likelihood function.
Theorem 1 (Asymptotic Distribution). Let x1, x2, . . . , xn be independently
identically distributed with density f(x|θ), θ ∈ Θ and let θ0 denote the true value
of θ. Suppose the MLE estimator of θ0 is T (x). Then the probability distribution
of √
nI(θ0)(T (x) − θ0)
tends to be a standard normal distribution, i.e.,
√
nI(θ0)(T (x)) − θ0) D−→ N(0, 1)l, (4)
where I(θ0) is Fisher information.
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4 Diﬀerential Privacy Framework
In this section, we ﬁrst formulate the optimization problem and then show the
relationship between the problem and normal-Laplace distribution.
4.1 Problem Deﬁnition
The scenarios we consider in the paper is illustrated in Figure 1. Users ﬁrst send
queries with accuracy requirements to the database server, then the database
server passes the requirements to the computing server to optimize the param-
eters such as privacy budget and conﬁdence interval in order to minimize the
expectation of the errors in Eq. (5). Finally, the database server executes queries
based on the optimized parameters and returns users the noisy results with
accuracy description.
Fig. 1. The query execution model
Given a dataset x = (x1, . . . , xn) ∈ Dn, the value of xi in D is a real number,
where D is a value space of xi. Here, we use the capital letter X = (X1, . . . , Xn)
to denote a random vector variable and lower case x = (x1, . . . , xn) ∈ Dn to
denote a speciﬁc value in Dn. Suppose X = (X1, . . . , Xn) is drawn according to
the distribution f(x|θ), where θ ∈ Rl is unknown parameter vector. Let
T (X) = [T1(X), . . . , Tl(X)]
be the estimator of θ. In this paper, we study the problem of how to ensure that
the parameter estimations under -diﬀerential privacy satisfy the given level of
precision. In other words, we wish to estimate θ using an estimator based on the
given dataset x = (x1, . . . , xn) ∈ Dn with α = [α1, . . . , αl] conﬁdence interval to
be ±d, where d = [d1, . . . , dl], of the true value θ0. Here, we want to minimize
the expected squared deviation from the real parameter θ. Speciﬁcally, we wish
to minimize the following objective function:
min Jθ(T ∗(X)) = E{‖T ∗(X) − θ‖2} (5)
s.t Pr(|T ∗i (X) − θi| ≤ di) ≥ 1 − αi,∀i ∈ {1, 2, . . . , l} (6)
∑
i = total,∀i ∈ {1, 2, . . . , l} (7)
0 < k ≤ n (8)
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where total is the total privacy budget and k is the number of blocks. In order
to solve this problem, we need to derive explicit formula to characterize the rela-
tionships among the privacy budget, the number of blocks, the statistics of the
data and accuracy guarantee. Without loss of generality, we assume the solution
of the problem in Eqs. (5)-(8) always exists. Speciﬁcally, the multiple queries we
consider in this paper are the ratios of multiple subsets to the given dataset.
Speciﬁcally, suppose users send queries Q1(q,χ), where q = [q1, . . . , ql] deno-
tes the query vector while χ represents the corresponding accuracy constraints.
The database server then passes the queries with privacy budget, Q2(q,χ,ϑ,
total), where ϑ denotes the required statistics of related dataset for parameter
optimization, to the computing server. It optimizes the privacy budget among the
queries by solving the problem in Eqs. (5)-(8) and returns the execution queries
with optimized parameters, Q3(q,χ, , ς), where  = [1, . . . , l] denotes the pri-
vacy budget allocation for the query vector q and ς is the number of blocks, to the
execution server. Finally, the execution server executes the queries according to
given optimized parameters and returns the noisy results, R(q,χ′), where χ′ is
the accuracy obtained, to users. In order to illustrate the model clearly, we use an
example to show how is the process of our proposed model.
Example 1. Consider the Adult dataset. Suppose users are interested in two que-
ries q = [q1, q2] where q1 is the ratio of individuals with race=“black”, sex=
“female” and income=“> 50K” to those with sex=“female” and income=“>
50K” and q2 is the ratio of individuals with race=“white”, sex=“female” and
income=“> 50K to those with sex=“female” and income=“> 50K. The corre-
sponding accuracy requirement for the two queries is χ = [χ1, χ2], where χ1
is that the noisy result should be ±d1 with d1 = 0.05 of the true value with
α1 = 95% and χ2 denotes that the noisy result should be ±d2 with d2 = 0.1
of the true value with α2 = 90%. Suppose total = 1. The database server will
pass Q2(q,χ,ϑ, 1) to the computing server after it receives the queries Q1(q,χ).
Here ϑ may include the mean and variance of an estimator, sample size and the
sensitivity of a query. The computing server then optimizes the privacy bud-
get between the two queries by solving the problem in Eqs. (5)-(8). Finally, the
database server returns users the query results, R(q,χ′).
4.2 Diﬀerential Privacy Framework
In this paper, we apply the diﬀerential privacy framework proposed by [14],
called “sample and aggregate” [11]. It is an eﬀective method to decrease the
noise magnitude, where it randomly divides the data set into k blocks with size
roughly equal to n/k. Then the estimation is applied in each block and ﬁnally the
estimates are aggregated by using a diﬀerentially private function. Especially,
the MLE estimator developed by Algorithm 1 [15] can asymptotically appro-
ach the true value θ0.
Lemma 2 ([15]). Algorithm 1 satisﬁes -diﬀerential privacy.
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Algorithm 1. An -Diﬀerential Privacy Algorithm
Input: x = (x1, . . . , xn) ∈ Dn,  > 0
Output: T ∗i (x), i = 1, . . . ,m
1: Let Γ be the range of Ti(x) or diameter of the parameter space
2: Suppose T1(x), . . . , Tm are the suﬃcient statistics for a set of parameters
θ1, . . . , θm.
3: Calculate Ti, i = 1, . . . ,m based on the input data x
4: for i = 1 to m do
5: Draw a random observation Ri from a laplace distribution with mean 0 and
standard deviation
√
2Γ/(n)
6: end for
7: Output T ∗i (x) = Ti(x) + Ri
4.3 The Normal-Laplace Distribution
Suppose an MLE estimator is used to estimate the ratios of multiple subsets
to a given dataset in Algorithm 1. Then the output T ∗ is the summation of
two independent random variables Z and Y , where Z is drawn from the normal
distribution with N(Eθ(T (X)),Var(T (X))) and Y is drawn from the Laplace
distribution with Lap(λ). The distribution of T ∗ is called normal-Laplace distri-
bution [13]. In general, let W = Z +Y , where Z and Y are independent random
variables with Z ∼ N(μ, σ2) and Y with following an asymmetric Laplace dis-
tribution with pdf
fY (y) =
{
η
2 e
ηy, for y ≤ 0
η
2 e
−ηy, for y > 0
The distribution of W is called normal-Laplace distribution. We use
W ∼ NL(μ, σ2, η, η)
to denote such a distribution.
From the properties of characteristic function [1], we can derive the mean
and variance of W as
E{W} = μ, and Var(W ) = σ2 + 2/η2.
A closed-form expression for the cumulative distribution function of the normal-
Laplace distribution can be expressed as [13]
F (W ) = Φ(
W − μ
σ
) − φ(W − μ
σ
)
R(ϕ1) − R(ϕ2)
2
(9)
with ϕ1 = ησ − (W − μ)/σ and ϕ2 = ησ + (W − μ)/σ, where Φ and φ are the
cdf and the pdf of a standard normal random variable, respectively. R is Mill’s
ratio.
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5 Accuracy Guarantee
Suppose μ and σ are the mean and standard deviation of variable X. Let
T1(X) = 1n
∑n
i=1 Xi be the estimator of μ. The noisy result is derived from Algo-
rithm 1. We approximate the minimum privacy budget required for given level
of precision requirement according to Eq. (9). In general, constructing an exact
conﬁdence interval requires complete information about the distribution of the
variable. However, this information is not available in practice. Note that it is
not easy to derive Wα/2 such that F (Wα/2) = 1−α/2 in Eq. (9). A feasible way
is to construct conﬁdence interval based on the large sample theory. Suppose√
nI(θˆ)(θˆ − θ0) is approximately the standard normal distribution, then we get
Pr(−yα/2 ≤
√
nI(θˆ)(θˆ − θ0) ≤ yα/2) ≈ 1 − α.
That is, we can get an approximate 100(1 − α)% conﬁdence interval such that
θˆ − yα/2 1√
nI(θˆ)
≤ θ0 ≤ θˆ + yα/2 1√
nI(θˆ)
.
Inﬁnite Case. Consider the population is inﬁnite. Let X be a variable. Assume
X has a normal, bell-shaped frequency distribution. We wish to estimate the
mean of the population subject to the following constraint
Pr(θˆ − yα/2sθˆ < θ < θˆ + yα/2sθˆ) = 1 − α,
where sθˆ =
1√
nI(θˆ)
is the estimated standard deviation. We can determine the
sample size by
n = (
yα/2s
d
)2,
where d is the desired absolute error and s is the standard deviation. Suppose
X ∼ NL(μ, σ2n , kΓ , kΓ ). Then we get Y ∼ NL(0, 1, kσΓ√n , kσΓ√n ). Here, we can
characterize the accuracy guarantee as
yα/2 ·
√
σ2
n
+
2Γ 2
k22
≤ d.
Given accuracy requirement and dataset size, minimum the privacy budget
 required is expressed as
 = φ1(n, σ2, Γ, d, yα/2) =
Γ
k
·
√
2
(d/yα/2)2 − σ2/n. (10)
Finite Case. When the population is ﬁnite, the accuracy guarantee is diﬀerent.
Suppose the population is N . We need to derive explicit formula to express the
relationships among those parameters discussed above for given level of precision
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1−α. Let x1, . . . , xN be the population and X1, . . . , Xn be the variables selected
for estimation. Let pi ∈ {0, 1} be the indicator variable. pi = 1 if xi belongs to
a given sample. Then we can see that
∑n
i=1 Xi =
∑N
i=1 pixi. Therefore,
E{1/n
n∑
i=1
Xi} = 1/n · n/N
N∑
i=1
xi = m.
Let X ∼ NL(μ, σ2n · N−nN−1 , kΓ , kΓ ). If Y = (X − μ)/( σ√n ·
√
N−n
N−1 ), then we have
Y ∼ NL(0, 1, kΓ · σ√n ·
√
N−n
N−1 ,
k
Γ · σ√n ·
√
N−n
N−1 ). The accuracy guarantee can be
expressed as
yα/2 ·
√
σ2
n
· N − n
N − 1 +
2Γ 2
k22
≤ d.
Here, we also derive similar function such that
 = φ2(n, σ2, Γ, d, yα/2) =
Γ
k
·
√
2
(d/yα/2)2 − σ2 · (N − n)/(n · (N − 1)) (11)
for the minimum privacy budget required.
Wehavederived explicit formulas to describe given accuracy guarantee in terms
of the privacy budget, number of blocks and dataset size. These formulas charac-
terize how the parameters aﬀect mutually. Thus, we can solve the optimization
problem in Eqs. (5)-(8)) based on Lagrangian method. In the following section, we
conduct simulations to demonstrate the eﬀectiveness and feasibility of them.
6 Empirical Evaluations
In this section, we evaluate the performance of the proposed algorithm (denoted
as NL) by comparing it with two state-of-the-art mechanisms, including LM
and GUPT, which are proposed in [8] and [10] respectively. Particularly, we ﬁrst
evaluate the eﬀectiveness and feasibility of the proposed algorithm based on a
synthetic data and a real dataset. Then we further study the privacy budget
allocation for the optimization problem in Eqs. (5)-(8).
6.1 Approximation Formulas Evaluation
We evaluate the relationships among accuracy, dataset size and privacy budget
for the inﬁnite case through synthetic data. We ﬁrst generate the synthetic data
with binomial distribution and dataset size n1 = 200 and n2 = 100 by Monte
Carlo method. Two cases are considered, where p = 0.4. We wish to estimate
the mean here. Then we test the cumulative accuracy of noisy results derived
from Algorithm 1 falling into the given interval with d = 0.05, where the number
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Fig. 2. Comparison of privacy budget, , versus accuracy for the inﬁnite case
of generations is set to 1000. The results are shown in Figure 2, where NL and
MC denote the theoretical results obtained by the proposed algorithm and the
true results obtained by Monte Carlo method, LM and GUPT are the results
obtained by Laplace mechanism and the GUPT algorithm, respectively.
From the above ﬁgure, the accuracy increases with the increase of . The
results obtained by NL are the most close to those of MC. Especially in the case
of high accuracy. In contrast, the theoretical accuracy obtained by LM is much
higher than the true accuracy while the theoretical accuracy obtained by GUPT
is much lower. This demonstrates that NL is able to achieve higher accurate
estimation than the two state-of-the-art techniques.
Next, we employ a real dataset, (i.e., Adult dataset from UCI dataset), to
further prove the correctness of the approximation for ﬁnite case. Consider the
estimation of the proportion of individuals with race=“black” and sex=“females”
with income=“> 50K” in terms of race=“black” and income=“> 50K”. The
total number of individuals with race=“black” and income=“>50K” is N =
387. We ﬁrst randomly select n1 = 100 and n2 = 200 samples from the 387
individuals. Then we calculate the theoretical accuracy by using NL, LM and
GUPT for diﬀerent privacy budget.
The results are shown in Figure 3. The results are very similar to the inﬁ-
nite cases, as shown in Figure 2. This means that the proposed NL algorithm
accurately characterizes the relationships among the three parameters.
6.2 Privacy Budget Allocation for Multiple Queries
We further investigate the expected squared estimation errors of multiple queries
from the optimization problem in Eqs. (5)-(8)).We consider two queries q = [q1, q2]
with α = (0.05, 0.1) and d = (0.05, 0.1). Figure 4(a) shows the comparison of the
cases with diﬀerent dataset size. It can be observed that the expected squared
errors obtained from diﬀerent cases decrease with the increasing total. Partic-
ularly, given a total, the expected squared errors decrease with the increasing
dataset size. Figure 4(b) shows the comparison of the corresponding privacy bud-
get allocation under diﬀerent datasets for the two queries. It can be seen that the
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Fig. 3. Comparison of privacy budget, , versus accuracy for the ﬁnite case
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Fig. 4. Performance comparison of privacy budget allocation
privacy budget allocated to q2 linearly increases with the privacy budget allocated
to q1. Moreover, given a total privacy budget total, when the dataset size increases,
the privacy allocated to it decreases while the privacy allocated to q2 increases.
In summary, the above simulation results demonstrate that the proposed NL
algorithm accurately describes the relationships among the parameters, namely
the privacy budget, dataset size, accuracy and conﬁdence interval, as well as how
the privacy budget varies with the accuracy requirement.
7 Conclusion
In this paper, we have investigated the problem of how to allocate privacy budget
among a batch of queries under the diﬀerential privacy framework. Particularly,
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we formulated the level of accuracy in terms of privacy budget and dataset
size, and we proposed a novel NL algorithm to determine the optimal privacy
budget for the given accuracy guarantee. We further derived explicit formulas
to accurately characterize the relationships among three parameters.
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Mining Temporal and Spatial Data
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Abstract. A knowledgeable observer of a game of football (soccer) can
make a subjective evaluation of the quality of passes made between
players during the game. In this paper we consider the problem of pro-
ducing an automated system to make the same evaluation of passes.
We present a model that constructs numerical predictor variables from
spatiotemporal match data using feature functions based on methods
from computational geometry, and then learns a classiﬁcation function
from labelled examples of the predictor variables. In addition, we show
that the predictor variables computed using methods from computational
geometry are among the most important to the learned classiﬁers.
1 Introduction
There is currently considerable research into developing objective methods of
analysing sports, including football. Football analysis has practical applications
in player evaluation for coaching and scouting; development of game and compe-
tition strategies; and also to enhance the viewing experience of televised matches.
Currently, football analysis is typically done manually or using simple frequency
analysis, and thus applying probabilistic algorithms may oﬀer more sophisticated
analysis of player and team performance.
In this paper we use methods from computational geometry to compute com-
plex predictor variables, and then apply machine learning classiﬁcation algo-
rithms to produce a quantitative measure of passing performance. The results
show that this combination is promising, and may be applied to problems in
domains other than football.
The application of geometric and stochastic algorithms to facilitate sports
analysis is a relatively recent innovation. Initial eﬀorts were focussed was on
sports where play was structured where the collection of raw performance data
was a more straightforward proposition, such as baseball and cricket. Within the
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past decade, advances in computer vision and image processing have resulted in
systems that can capture accurate positional data about players in less struc-
tured games like football, hockey and basketball. However, the analytic capabil-
ities that have been built on these types of data are fairly limited.
Analysing the performance of football players during matches is important for
eﬀective coaching. However, experiments have found that the level of recollection
of critical events in football matches is as low as 42% [4]. Given this level of
recall, the use of a systematic approach to collecting data about events occurring
during matches is desirable. The performance evaluation on these data have
typically been through frequency analysis of events, such as the number of passes
made by a player, or the number of unforced errors [2]. However, the actions
taken by players in a match are inﬂuenced by the interactions with other players,
and simple frequency data may not fully capture the situation.
Event data represents only a small proportion of the data that could be cap-
tured from football matches. Collecting positional data is possible using modern
image capture and processing technology [11,16]. There are commercial compa-
nies with similar systems such as Prozone [14] and TRACAB [3] which are used
in professional leagues. State of the art systems are currently able to do this with
high precision, for example the Prozone system computes trajectories accurate
to 10cm at an frequency of 10Hz [14].
The availability of accurate positional and event data provides the basis for
complex analysis of matches and player performance. To date, a range of diverse
approaches have been explored.
Pattern matching has been used in a number of applications. Borrie et al. [2]
uses T-pattern detection to extract similar passing sequences from matches.
Gudmundsson and Wolle [5] analysed sub-trajectories using the Fre´chet distance
as a metric to cluster sub-trajectories that occurred multiple times.
Taki and Hasegawa [16] deﬁned a geometric subdivision called a dominant
region, similar to a Voronoi region [1], that subdivides the pitch into cells owned
by players such that the player can reach all areas of the cell before any other
player. The dominant region considers the direction and velocity of the players.
Gudmundsson and Wolle [6] consider a related problem of computing the passing
options that the player in possession has, based on the areas of the pitch that
are reachable by the other players.
The remainder of the paper is structured as follows. Section 2 deﬁnes the
problem and the model. The feature functions that compute the predictor varia-
bles used for the pass classiﬁcation are described in Section 3. The learning
algorithms used are described in Section 4. The experimental setup and results
are reported in Section 5, and an analysis of the results is provided in Section 6.
2 Problem Definition
We will consider the problem of classifying passes made during a football match
based on the quality of the pass. A pass is an event where the player in posses-
sion of the ball kicks the ball to a teammate with the intention that the receiver
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will be able to control the ball and thus obtain possession. The approach that
we selected was to use supervised machine learning algorithms to learn a clas-
siﬁcation function. A signiﬁcant component of our approach was thus to take
the raw spatiotemporal signal and transform it to an appropriate format for the
learning algorithms.
The input to the framework consists of three datasets for each match: a set of
trajectories for each player; a sequence of events that occurred during the match;
and a mapping of players to their respective teams. We had data available from
four home matches played by Arsenal Football Club in the English Premier-
ship during the 2007/08 season. The data was provided by Prozone [14]. These
matches contained 2,932 passes in total. The input data is used to construct a
vector of predictor variables for each pass made during the match.
Furthermore, a rating of the quality of each of the passes made in the four
matches was made by two human observers. The ratings were combined and
used to train and evaluate the classiﬁers. A detailed description of the rating
process is provided in a longer version of this paper [7].
2.1 Preliminaries
For a given match, assume that there is a global clock which increment in steps
of uniform size where S = {si : i ∈ N}. Here, the step size is 10Hz.
Let P = {p1, p2, ..., pn} be the set of players who appeared in the match.
Associated with each player pj is a trajectory tpj = {(xi, yi, si) : si ∈ TI(pj)},
where TI(pj) is the time interval when the player pj is on the ﬁeld.
Each player belongs to a team and, although there are ﬁve teams included in
our experimental dataset, it is only necessary to consider the two teams playing
in a particular match, and we use the convention of denoting these the home-
team and away-team. We thus deﬁne a mapping from player to team as M =
{(pj , l) : pj ∈ P, l ∈ {home, away}}.
Associated with each match is a set of events E. Each event ek ∈ E has a
type (from a ﬁxed-set), such as a pass, a shot, a tackle, etc. Formally, an event
ek is a triple ek = (si, u,R). Here si is the time step when the event occurred,
u is the type of the event and R is the set of players involved in the event. The
event that is of particular interest is the pass event, which is characterized as
{(si, u, {pj}) : si ∈ S, u = pass, pj ∈ P}, where pj is the player who makes the
pass at time step si.
Now, the predictor variables associated with each event are deﬁned as follows.
The predictor variables can (in principle) depend upon all the previous and
future events. Similarly, a predictor variable can depend on the current location
of all players, and possibly their previous and future locations.
Thus, the trajectory sequences, event sequence and player mappings are used
to compute the predictor variables for each pass event. Let φj be the feature
function that produces the j-th predictor variable: φj : E × Tr × E × M → R.
We deﬁne vector x(i) of predictor variables for the i-th pass event. In order
to train the learning algorithms, example labels are required for each class as res-
ponse variables. The response variable is drawn from a discrete set Y = {1, 0,−1},
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corresponding to {good,OK,bad}. Combining the response variable vectors with
the corresponding predictor variables provides the training set for the machine
learning algorithms.
x(i) =
⎡
⎢
⎢
⎢
⎣
φ1(ei, T r, E,M)
φ2(ei, T r, E,M)
...
φn(ei, T r, E,M)
⎤
⎥
⎥
⎥
⎦
X =
⎡
⎢
⎢
⎢
⎣
(x(1))
(x(2))
...
(x(m))
⎤
⎥
⎥
⎥
⎦
y =
⎡
⎢
⎢
⎢
⎣
y(1)
y(2)
...
y(m)
⎤
⎥
⎥
⎥
⎦
x(i) ∈ Rn X ∈ Rm×n y ∈ Rm
The classiﬁcation problem is deﬁned as follows: given the training set of pass
events X and labels y, and a cost function J(X, y, θ), the objective is to learn
a parameterisation, θ such that: θˆ = argminθ J(X, y, θ) This parameterisation
characterizes the classiﬁer function hθ(x(i)) that will predict the response vari-
able y(i), given the input vector x(i).
3 Predictor Variables
The challenge of the feature engineering task is to extract information from
the spatiotemporal match data so that the classiﬁers are able to make accurate
inferences about the quality of the passes made in a match. The objective is
to ensure that suﬃcient information about the match state is inherent in the
constructed predictor variables. To motivate this task, consider how an informed
observer of a football match would make an assessment about the quality of a
pass.
At a basic level, the observer would consider the fundamentals of the pass,
such as the distance and speed of the pass and whether the intended recipient
of the pass was able to control the ball. These are the basic geometric aspects of
the pass, but even at this level, the observer is required to make some inferences,
such as who the intended recipient of the pass is. They would also likely consider
the context of the match state when the pass was made. For example, was the
passer under pressure from opposition players? To make such assessments, the
observer would consider the positions of the players and the speed and direction
that they were moving in, and the observer would make assumptions about
whether the players are physically able to inﬂuence the pass by pressuring the
passer or intercepting the pass. The observer thus has an idea of the physiological
capabilities of the players, and will consider this in their estimation of the quality
of a pass made.
At a higher level, passes are not made simply to move the ball from one
player to a teammate, but also to improve the tactical or strategic position of
their team. Passes can be made to improve the position of the ball, typically
by trying to move the ball closer to the opponent’s goal in order to have an
opportunity to score. Passes may also be made to improve the match state
by moving the ball from a congested area of the pitch to an area where the
team in possession has a numerical or positional advantage. Meanwhile, the
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opposition will be actively trying to reduce the options of the player in possession
to make passes. Thus, the match observer would need to consider the tactical
and strategic objectives of the passer, and thus would have an understanding
of the tactics and strategies employed by the player and team, and apply them
to their estimate [18]. Likewise, the observer would consider the defensive team
and their strategies and tactics.
A football match can also be viewed as a sequence of events occurring at
particular times. The event-type that we are concerned with, pass, can thus
be viewed as part of a sequence. This sequence can be subdivided in various
ways, for example by unbroken sub-sequences of events where a single player or
team is in control of the ball, or by a sub-sequence of events that occur between
stoppages in play such as fouls, goals or injuries. When assessing the quality of a
pass, the observer may consider the context of the pass in the sequence of events.
Finally, the observer may also consider the opportunity cost of the pass. By
making the pass, the player forsook the other options available, such as passing
to other players, dribbling or shooting.
For the trained observer, synthesising all this disparate information and mak-
ing a prediction is a mental exercise that can be done in a matter of seconds. The
problem described in this paper is to replicate this in a computational process.
3.1 Feature Functions
Feature functions are used to compute the predictor variables that are input to
the classiﬁer. The feature function φj(ek, T r, E,M) outputs the j-th predictor
variable for the k-th pass event. The predictor variables are divided into the
following categories in a manner consistent with our analysis of the types of
information discussed above. The full list of features is provided in [8].
Basic geometric predictor variables are the predictor variables derived
from the basic orientation of the players and ball on the football pitch.
Sequential predictor variables are constructed from the event sequence
data. Currently three types of sequences are modelled: player possession;
team possession; and play possession.
Physiological predictor variables are predictor variables that incorporate
some aspect of the physiological capabilities of the players, generally how
quickly they can reach a given point, given their current location and veloc-
ity.
Strategic predictor variables are predictor variables that are designed to
provide some information about the strategic elements of the match.
3.2 Player Motion Model
The physiological and strategic features used in the model are based to some
degree on an estimate of how quickly a player currently travelling at a given
speed and direction can reach a given point. In particular, if a player can reach
a point before any other player, then that player is said to dominate the point.
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This notion is the basis for the physiological and strategic predictor variables we
have deﬁned in our model. In order to determine the time required to reach a
given point, a motion model of the player is required.
The motion model is deﬁned as a function g(x, tpj , si) for a player pj that
takes as arguments: the coordinates of a point x ∈ R2, the time step si at which
to determine the distance, and the trajectory tpj of the player pj . The function
returns the time t ∈ R+ it would take for the player to reach the point. As
this time is dependent on the existing direction and velocity of the player, these
factors are extrapolated from the players trajectory immediately prior to si.
Gudmundsson and Wolle [6] propose three simple motion models to approxi-
mate the reachable region for a player, that is, the region a player can in a given
time. The models discretize the reachable region by introducing a time-step
τ ∈ T to approximate t. The motion model would thus map a series of boundary
curves that surround the initial starting point of the player. Furthermore, each
curve is approximated by an n-sided polygon. The three motion models consid-
ered are based on a circular boundary, an elliptical boundary and a boundary
constructed by sampling from the trajectory sequences.
Fig. 1. Reachable region
boundaries using ellipse
motion model
Fig. 2. Dominant regions constructed using ellipse motion
model
The motion models are used in several of the feature functions, in particular
those based on the dominant region, below. We evaluated all three motion models
in [6], however since the variance between the models is small, particularly for
small distances such as on a football ﬁeld, we consider only the ellipse motion
model in this paper, see Figure 1.
3.3 The Dominant Region
Taki and Hasegawa [16] presents the dominant region as a dynamic area of
inﬂuence that a player in a football match can exert dominance over, where
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dominance is deﬁned as being the regions of the pitch that the player is able
to reach before any other player. We propose to use the dominant region as
a measure to approximate the strategic position of a team at a given point in
time, and to subsequently construct feature functions based on it. Furthermore,
we use the dominant region to also construct predictor variables that model the
pressure exerted on the player in possession of the ball by opposition players in
close proximity.
Intuitively, these appear to be useful predictors for the task of rating passes.
The passing player wants to put the ball at a point where the intended recipient
can reach it ﬁrst, and this is, by deﬁnition, in the receiving player’s dominant
region. Thus, the proportion of the pitch that the team in possession dominates
is a factor in the passing options of the passing player. Similarly, the size of the
dominant region surrounding the passing and receiving players provide informa-
tion about the pressure the player is under.
The football pitch can be partitioned into a subdivision of dominant regions,
each dominated by a particular player. It is thus conceptually similar to the
Voronoi region [1], the diﬀerence being the function that determines the region
that a particular point belongs to: the function for a Voronoi region is usually
the Euclidean distance; and for the dominant region is the time it takes for a
player to reach a given point.
The dominant region is deﬁned in [16] by the following equation for a player
pj at time-step si, where g is deﬁned in Section 3.2.
D(pj , si) = {x ∈ R2|g(x, tpj , si) ≤ g(x, tpm , si) for m = j, pm ∈ P, si ∈ S} (1)
The subdivision of the dominant regions for all players will thus partition
the football pitch into cells, as can be seen in Figure 2. However, x ∈ R2 is
continuous, and there is currently no algorithm available to eﬃciently compute
this continuous function. In fact, the dominant region of a player may not even
be a single connected region [16]. Computing the intersection of surfaces in three
dimensions, as required in Equation (1) is non-trivial and time-consuming. As
such, we use an approximation algorithm to compute the dominant region. Taki
and Hasegawa [16] and Nakanishi et al. [13] both present approximation algo-
rithms where x is approximated by a discrete grid Y ⊂ N2, and the dominant
regions are thus computed for all points in Y .
We implemented an approximation algorithm to compute the dominant reg-
ion using the motion models in [6]. The algorithm has three steps. First, for
every pairwise combination of players, the intersection points are determined
between the reachable region polygons for each time-step. In the second step, the
intersection points at each time-step are used to produce a reachable boundary
between each pair of players. This is done using a modiﬁed version of Kruskal’s
minimum spanning tree algorithm [10], constrained so that the degree of every
vertex is at most two. The third step constructs the smallest enclosing polygon
around each player from the boundaries, and this is the player’s dominant region.
Pseudo-code for the algorithm is provided in Algorithm 1. This algorithm was
able to eﬃciently compute the dominant region arrangement in quadratic time
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Algorithm 1. Approximation algorithm to compute the dominant region at a
given time
P ← {po, · · · , pn}  The players
T ← {τ0, · · · , τmax}  The time-steps for boundaries
VMSP ← ∅, EMSP ← ∅  The vertices and edges of candidate boundaries between
players’ regions
for all (pi, pj) ∈ {(pi, pj) : pi, pj ∈ P, pi = pj} do
V ← ∅, E ← ∅
for all τ ∈ T do  Step 1
V ′ ← IntersectionPoints(pi, pj , τ)
E′ ← {(vp, vq) : (τ(vq) = τ(vp) + 1) ∨
(τ(vp) = τ(vq) = min({τ(vr) : r ∈ V ′}))}
V ← V ∪ V ′, E ← E ∪ E′
end for
(V ′MSP , E
′
MSP ) ← MinimumSpanningPath(V,E)  Step 2
VMSP ← VMSP ∪ V ′MSP
EMSP ← EMSP ∪ E′MSP
end for
D ← ∅
for all p ∈ P do  Step 3
Ep ← {e : e ∈ EMSP ∧ p(e) = p}
d ← SmallestEnclosingPolygon(Ep)
D ← D ∪ {d}
end for
D is the set of dominant regions for all players
on the number of players, albeit with a large constant dominated by the square
of the number of line segments in the boundary polygons.
Seven of the feature functions constructed are based on the dominant region
and motion model. Examples of these feature functions are the computation of
the dominant region when the player in possession passes; the net change in
dominant region area between when a pass is made and when it is received;
and the pressure the passer is under, deﬁned by the area of the passers domi-
nant region [8]. Our intuition is that the computed predictor variables will be
important to the classiﬁer, as they provide domain-speciﬁc information about
the physiology and strategy of the players; and this information would not other-
wise be available to the classiﬁer. We examine the importance applied to features
in Section 6.2.
4 Learning Algorithms
The pass rating task is a classiﬁcation problem and we evaluate several super-
vised machine learning algorithms for this task. The goal of the learning algo-
rithm is to produce a hypothesis function hθ(x(i)) that can predict the ground
truth variable y(i) for a given input vector of predictor variables, x(i). The algo-
rithm is trained on the labelled example data with the objective of learning a
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parameterisation θ for the hypothesis function hθ(x(i)) such that the prediction
error is minimised.
The distribution of example data used in our experiments is unevenly dis-
tributed amongst the classes. The majority of examples were clustered towards
the middle of the scale, see Table 1, and thus learning algorithms designed to
handle class imbalance were selected. We examined a support vector machine
(SVM) classiﬁer; a RUSBoost classiﬁer; and the multinomial logistic regression
(MLR) with three diﬀerent cost functions. The intention was to perform the
experiments using diverse types of classiﬁers: SVM being a maximum margin
classiﬁer [17] and RUSBoost is an ensemble method that utilises sampling and
boosting of weak classiﬁers [15].
For multinomial logistic regression, we evaluated three models learned using
diﬀerent empirical risk functions. The function (2) is the risk function derived
from the maximum likelihood estimation of θ. The arithmetic (3) and quadratic
(4) risk functions are intended to perform better under class imbalance conditions
by computing the per-class risk [12]. The arithmetic risk takes the sum of the per-
class values, whereas the quadratic risk uses the root of the sum of the squared
values.
RL(X, y, θ) = − 1
m
⎡
⎣
m∑
i=1
k∑
j=1
1{y(i)=j} log
eθ

j x
(i)
∑k
l=1 e
θl x
(i)
⎤
⎦ (2)
RA(X, y, θ) = −1
k
k∑
j=1
[
1
mj
mj∑
i=1
1{y(i)=j} log
eθ

j x
(i)
∑k
l=1 e
θl x
(i)
]
(3)
RQ(X, y, θ) = −
√
√
√
√1
k
k∑
j=1
[
1
mj
mj∑
i=1
1{y(i)=j} log
eθ

j x
(i)
∑k
l=1 e
θl x
(i)
]2
(4)
θˆ = argmin
θ
R(X, y, θ) + λ‖θ‖p (5)
Included in the cost function J is a regularization term. We evaluate the 1-
and 2-norms in our experiments, i.e. p ∈ {1, 2} in Equation 5. Moreover, the
1-norm will induce a sparse parameterisation of θ [9], and we investigate the
predictor variables whose corresponding value in θ is non-zero as a measure of
the importance of the predictor variable.
5 Experiments
The experiments were intended to answer the following questions:
1. Is it possible to ﬁnd a classiﬁcation function and set of predictor variables
to accurately predict the quality of a pass?
2. To what extent are the predictor variables computed using algorithms from
computational geometry contributors to the performance of the classiﬁer?
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5.1 Setup
The objective of the experiments conducted for this research was to learn an
optimal set of parameters θˆ that characterize the hypothesis function hθ(x) such
that the hypothesis function makes correct predictions on unseen examples. We
held out 20% of the labelled data for testing, stratiﬁed in proportion to the
class frequencies detailed in Table 1. The classiﬁers were trained using tenfold
cross-validation of the training examples, and evaluated comparing the classiﬁer
prediction to the ground-truth label on the test examples.
We evaluated the hypothesis functions using the following objective func-
tions: accuracy; precision; recall and Fβ=1-score. The metrics for precision, recall
and Fβ=1-Score are calculated on a per-class basis, and a simple mean of the
per-class values was used.
5.2 Results
The results of the experiments are summarised in Table 2. The overall accuracy
of the classiﬁers shows that SVM is the best conﬁguration. The multinomial
logistic regression classiﬁers using the arithmetic and quadratic loss functions
showed improved recall, but this was at a cost of precision. This is consistent
with expectations, as these cost functions are less sensitive to the class imbalance,
and would be more likely to assign examples to the minority classes. However, the
improvement in recall was not suﬃcient to outweigh the reduction in precision,
and so the overall accuracy was reduced. Similarly, RUSBoost learned a classiﬁer
with good recall, but at the cost of relatively poor precision.
Table 1. Per-class frequencies
Class Relative Frequency Count
Good 0.066 193
OK 0.789 2314
Bad 0.145 425
Table 2. Summary results
Classiﬁer Accuracy Precision Recall Fβ=1-Score
MLR 0.829 0.666 0.752 0.638
MLR-Arith 0.730 0.580 0.780 0.612
MLR-Quad 0.741 0.581 0.784 0.617
SVM 0.858 0.713 0.734 0.711
RUSBoost 0.756 0.600 0.781 0.646
6 Analysis
This section analyses the performance of the learned classiﬁers and considers the
results in the context of football analysis.
6.1 Classifier Performance
The experimental results show that it is possible to learn a classiﬁer that per-
forms better than random, and also better than deterministically selecting the
majority class. The error present in these classiﬁers appears to be the result of
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bias, as the accuracy of the classiﬁers on the unseen test data is close to the
accuracy on the training data. For example, the SVM classiﬁer has an accuracy
of 85.8% on the test data and 85.9% on the training data.
6.2 Predictor Variable Importance
The predictor variables were computed by feature functions of varying com-
plexity. This begs the question whether the eﬀort involved in implementing
and computing complex feature functions resulted in improved performance. We
selected the features that were computed using the dominant region described
in Section 3.3. Seven of the 49 features constructed were based on the dominant
region.
In this situation, none of the predictor variables was a strong predictor of the
quality label assigned to the pass. A visual examination of scatter-plots of pairs
of response variables did not reveal any pairs that clearly separated the labelled
data. Moreover, applying principal component analysis produced a coeﬃcient of
0.03 on the ﬁrst eigenvector. Therefore, the importance of any given feature is
likely to be incremental.
We investigated the importance that various algorithms assigned to these
seven features based on the dominant region. The ﬁrst approach was to inves-
tigate the weights learned when using sparsity-inducing 1 regularization [9].
Informally, this means that features that are of low importance will have a zero
weight and important features will be non-zero. We examined the weights vector
for the MLR classiﬁer using 1 regularization. Seven variables were assigned non-
zero weights and three of these were based on the dominant region. Furthermore,
we considered the predictor importances derived from the RUSBoost classiﬁer.
In this case, the predictor variable of the dominant region of the passer was
ranked the most important variable. Thus, in both these cases, features based
on the dominant region were important to the classiﬁers, suggesting that the
eﬀort computing them is worthwhile.
7 Conclusion
In this paper we present a model that is able to learn a classiﬁer to rate the
quality of passes made during a football match with an accuracy of up to 85.8%.
The model uses feature functions based on methods from computational geome-
try, in particular the dominant region [16]. This structure is intended to provide
information about the strategic and physiological state of the match, however it
is costly to compute. We evaluate the importance to the classiﬁer of the predictor
variables based on the dominant region, and ﬁnd them to be important to the
classiﬁers, suggesting that the cost of computation is worthwhile in this case.
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Abstract. Stability in clinical prediction models is crucial for transfer-
ability between studies, yet has received little attention. The problem is
paramount in high dimensional data, which invites sparse models with
feature selection capability. We introduce an eﬀective method to stabilize
sparse Cox model of time-to-events using statistical and semantic struc-
tures inherent in Electronic Medical Records (EMR). Model estimation
is stabilized using three feature graphs built from (i) Jaccard similarity
among features (ii) aggregation of Jaccard similarity graph and a recently
introduced semantic EMR graph (iii) Jaccard similarity among features
transferred from a related cohort. Our experiments are conducted on two
real world hospital datasets: a heart failure cohort and a diabetes cohort.
On two stability measures – the Consistency index and signal-to-noise
ratio (SNR) – the use of our proposed methods signiﬁcantly increased
feature stability when compared with the baselines.
1 Introduction
Stability is fundamental to prognosis. Besides good performance, a prognostic
model needs to be interpretable and stable to warrant clinical adoption. This
translates to a small group of succinct predictors that are consistent in the face
of data re-sampling. Hence strong feature selection is key when deriving clinical
models.
When data is high dimensional and correlated, automated feature selection
causes instability in linear [1] and survival models [2]. These aspects are intrin-
sic to modern healthcare data. Medical events often co-occur, especially in aged
cohorts. Comorbidities or diseases that co-exist with the primary disease in a
patient, cause multiple diagnoses that are strongly correlated to each other.
For example, Fig. (1a)1 shows the common complications in a diabetic cohort.
1 Image courtsey: http://www.clker.com/clipart-human-body-anatomy-basics-no-
lines.html
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Fig. 1. Extracting disease correlations in diabetic cohort. Common comorbidities and
diagnosis codes are shown in (a). A portion of the disease graph constructed using
Jaccard similarity between EMR features in a diabetic cohort is shown in (b). The
nodes represent EMR features, and links represent interaction strength, measured using
Jaccard index. Blue nodes are co-occurring diseases, green nodes are diagnosis codes
for diabetes, orange nodes for heart diseases, and yellow nodes for urinary diseases.
These correlations can be visualized as a network, as in Fig. (1b). When deriv-
ing a prediction model from such data, we have to account for the complex
interconnectedness of the features.
Integrating domain knowledge to improve learning has been gaining much
attention recently [3]. Biological understanding of gene-disease networks, for
example, has enabled discovery of what genes contribute to a disease, and what
proteins would bind with a particular chemical compound [4]. However, little
has been explored in networks derived from the healthcare processes and their
contribution to prediction models. Domain knowledge, represented as networks,
should ideally guide the feature selection process in clinical prediction.
In this paper, we address the problem of stabilizing a high dimensional model
derived from routinely collected EMR data. We focus on minimizing the vari-
ance in feature subsets and model estimation parameters. We construct a feature
graph with nodes as EMR features and edges as relationship between the fea-
tures. We look at three feature relationships: (i) Jaccard score between features
(ii) aggregate of Jaccard score and the semantic EMR link used in [5] (iii) Jaccard
scores between features transferred from a related cohort. A random walk reg-
ularization of the proposed graphs is used to stabilize a sparse Cox model that
predicts time to readmission. Our experiments are conducted on 2 real world
hospital datasets: a heart failure cohort and a diabetes cohort. We measure fea-
ture stability using the Consistency index and model estimation stability using
signal-to-noise ratio (SNR). Our proposed method, when compared with elastic
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net and recently introduced semantic EMR graph regularization [5], conﬁrmed
better feature and model stability when validated against both cohorts.
In summary, our main contributions are:
1. Representation of medical domain knowledge as feature graphs that embed
(i) statistical correlations between features using Jaccard index (ii) aggre-
gate of statistical and semantic correlation among features (iii) correlations
between features transferred from a related cohort.
2. A random walk regularizer based on the proposed feature graphs to stabi-
lize a Cox model as opposed to the traditional Laplacian regularizer. While
Laplacian regularizer focuses on pairwise similarity, the random walk regu-
larizer encourages groupwise similarity.
3. Demonstration of improved feature stability as measured by the Consistency
index and improved model stability as measured by signal-to-noise ratio
(SNR) for model regularization using proposed feature graphs. The stability
measures were compared with lasso, elastic net and a recently introduced
Laplacian semantic EMR graph regularization [5] on a cohort of 1, 784 index
admissions in heart failure patients and 2, 370 index admissions in diabetic
patients admitted to a regional hospital in Australia.
4. Demonstration of improved stability, using transfer learning on related coho-
rts. Related cohorts like heart failure and diabetes share comorbidities and
predictors. Hence, the feature graph constructed from one cohort is used to
stabilize the model derived from related cohort. Stability is measured using
the Consistency index and SNR.
The signiﬁcance of our study lies in understanding the importance of incorporat-
ing underlying feature relationships into model learning. This promotes stable
feature selection in a clinical setting.
2 Related Background
Stabilizing clinical prediction has received little attention, partly because most
models are built using a small subset of well-deﬁned predictors, chosen either by
domain experts or from prior knowledge. In most high dimensional models, the
primary regularizer of choice is the lasso because of its convexity and sparsity
inducing property [6]. However, when data is correlated, as in the healthcare
domain, lasso regularized models are susceptible to data variations resulting in
loss of stability [1]. The inconsistency of Lasso to handle data correlation has
been demonstrated for linear models [7] and recently for survival models [2].
When prior knowledge about feature relationships are available, Sandler et al.
proposed additional regularization using graph networks where the nodes are fea-
tures and edges represent relationships [3]. Graph regularization ensures statis-
tical weight sharing among related features. In such scenarios, the ﬁrst challenge
is to identify useful prior information.
High-dimensional models in bioinformatics domain often resort to online
databases like KEGG, Pathway Commons and BioCarta to extract context spe-
ciﬁc data to build feature graphs [8]. Recent linear classiﬁcation models have
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started using such gene-pathway networks and protein interaction networks to
improve prediction accuracy and model interpretability [9]. For genomic data,
a recent study employed a quadratic Laplacian regularizer into Cox regression,
where the Laplacian graph was derived from prior gene regulatory network infor-
mation [10]. Another study investigated the signiﬁcance of including domain
knowledge as network information into Cox model for identifying biomarkers in
breast cancer [11]. Speciﬁcally, the study compared eight network based regu-
larizers and three non-network based regularizers for Cox regression. All meth-
ods were validated on ﬁve public breast cancer datasets. The study observed
no signiﬁcant advantage for network-based approaches over non-network-based
approaches in terms of prediction performance or signature stability.
In the healthcare domain, elastic net regularized Cox model showed superior
performance over Lasso for prostate cancer dataset [12]. Though elastic net reg-
ularization can handle correlated features, it cannot incorporate structural rela-
tionships. Vinzamuri et al. introduced a modiﬁcation to the elastic net involving
an RBF kernel for handling feature correlations to improve accuracy and reduce
redundancy [13]. In contrast, our work focuses on handling correlations to stabi-
lize the model estimation and top predictors. Feature similarity is captured by
building a Jaccard similarity graph for additional regularization. Recent stud-
ies use semantic graphs constructed from ICD-10 code relations and temporal
relations in medical events to stabilize linear readmission models derived from
electronic medical records [5]. We compare our approach with this EMR graph
regularization. Further, we investigate the eﬀect of aggregating the semantic
EMR graph with the statistical Jaccard graph on model stability.
3 Framework
3.1 Sparse Cox Model
We use Cox regression to model risk of readmission (hazard function) at a future
time instance, based on data from EMR. Unlike logistic regression where each
patient is assigned a nominal label, Cox regression models the readmission time
directly [13]. The proportional hazards assumption in Cox regression assumes a
constant relationship between readmission time and EMR-derived explanatory
variables. Let D = {xn, yn}Nn=1 be the training dataset with N observations,
ordered on increasing yn, where xn ∈ RK denotes the feature vector for nth
index admission and yn is the time to next unplanned readmission. When a
patient withdraws from the hospital or does not encounter readmission in our
data during the follow-up period, the observation is treated as right censored. Let
M observations be uncensored and R(tn) be the remaining events at readmission
time tn.
Since the data D is high dimensional (possibly K  N), we apply lasso regu-
larization for sparsity induction [14]. The feature weights w ∈ RK are estimated
by maximizing the 1-penalized partial likelihood:
Llasso = 1
N
L (w;D) − α
∑
k
|wk| (1)
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where ‖w‖1 =
∑
k |wk|, α > 0 is the regularizing constant, and L (w;D) is the
log partial likelihood [15] computed as:
L (w;D) =
M∑
m=1
⎧
⎨
⎩
wxm − log
⎡
⎣
∑
j∈R(tm)
exp
(
wxj
)
⎤
⎦
⎫
⎬
⎭
Lasso induces sparsity by driving the weights of weak features towards zero.
However, sparsity induction is known to cause instability in feature selection [16].
Instability occurs because Lasso randomly chooses one in two highly correlated
features. Each training run with slightly diﬀerent data could result in a diﬀerent
feature from the correlated pair. The nature of EMR data further aggravates
this problem. The EMR data is, by design, highly correlated and redundant.
Also, features in the EMR data maybe weakly predictive for some task, thereby
limiting the probability that they are selected. These sum up to lack of repro-
ducibility between model updates or external validations, hindering the method
credibility and adoption by clinicians.
A popular solution to instability is elastic net [12]. Elastic net regularization
modiﬁes the likelihood function in Eq. (1) as:
Lelastic.net = 1
N
L (w;D) − α
(
λ
∑
k
|wk| + (1 − λ)
∑
k
w2k
)
(2)
Here, the ridge regression term
∑
k w
2
k tends to give equal weights to corre-
lated features, while the lasso term
∑
k |wk| introduces sparsity. However, this
formulation ignores domain knowledge.
3.2 Stabilization Using Feature Graph
Medical events often co-occur, especially in aged cohorts. For example, the pres-
ence of comorbidities causes multiple diagnoses at the same time. We capture
feature correlation in a knowledge network, with features as nodes and relations
between features as edges. Let the adjacency matrix of the feature graph be G,
where Gij = g∈(0, 1) represents the weighted similarity score between features i
and j. We ensure all features have equal prominence by constraining the out-links
of each node to sum to one. The medical events linked together in the feature
graph should have similar weights.We introduce a random walk regularizer [3]:
Ω(w; G) =
∑
k
(
wk −
∑
i
Gkiwi
)2
= w (I − G) (I − G)w (3)
where I is the identity matrix. The graph stabilized model likelihood can be
written as:
Lgraph = Llasso − 12βw
 (I − G) (I − G)w (4)
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Here the 1regularizer introduces sparsity by pushing weak features towards
zero, while the random walk regularizer distributes smoothness equally among
correlated features. The gradient of Eq. (4) becomes:
∂Lgraph
∂w
=
M∑
m=1
⎧
⎪⎨
⎪⎩
xm −
∑
j∈R(tm)
xj exp(wxj)
∑
j∈R(tm)
exp(wxj)
⎫
⎪⎬
⎪⎭
− α sign(w) − β (I − G) (I − G)w (5)
Parameter estimation is done by maximizing the likelihood in Eq. (4) using
L-BFGS algorithm [17]. We build and compare diﬀerent feature graphs to sta-
bilize our model. Each feature graph diﬀers in the construction of its adjacency
matrix G. A recent study [5] introduced a semantic EMR graph, where nodes
denoted features and edges denoted a temporal relation or ICD-10 structural
relation between features (Fig. 2b). Using this as a baseline, we construct G
using the following methods. First, we represent the edges using the Jaccard
index between features, as in Fig. 2a. Second, we aggregate the baseline seman-
tic EMR graph and the Jaccard graph. Here, each edge is the maximum of
Jaccard and semantic scores between the features (Fig. 2c). Finally, we inves-
tigate transferring the adjacency matrix between related cohorts. Speciﬁcally,
the Jaccard similarity scores between features in one cohort is transferred to a
related cohort (Fig. 2d). We detail these methods below.
Jaccard Graph. The Jaccard index measures the percentage of agreement
between components among feature vectors. Given two feature vectors Fi and
Fj , the pairwise Jaccard score reads:
Jij =
a
a + b + c
(6)
where a is the number of non-zero components in Fi and Fj , b is the number of
non-zero components in Fi but not in Fj and c is number of non-zero components
F1
F2
F3
(a) Jaccard
F1
F2
F3
(b) semantic
F1
F2
F3
(c) aggregate
F1 F2
F1 F2
Cohort 1
Cohort 2
(d) TL Jaccard
Fig. 2. Feature correlation captured by constructing feature graph with nodes as fea-
tures and edges as: (a) statistical correlation measured using Jaccard score (b) semantic
relations derived from temporal and ICD-10 structures (c) aggregation of Jaccard and
Semantic graphs. (d) transfer of Jaccard similarity between features from a related
cohort
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Table 1. Characteristics of training and validation cohorts
Heart failure Diabetes
Training set Testing set Training set Testing set
Checkpoint Sep 2010 Dec 2008
Number of admissions 1, 415 369 1, 341 1, 029
Unique patients 1, 088 317 951 765
Gender
Male 541 (49.7%) 155 (48.9%) 501 (52.68%) 407 (53.20%)
Female 547 (50.2%) 162 (51.1%) 450 (47.32%) 358 (46.80%)
Mean age (years) 78.3 79.4 57.8 56.4
in Fj but not in Fi. We construct an undirected graph with nodes as features
and edges representing the Jaccard score between features.
Graph Aggregation. We investigate the eﬀect of combining the semantic EMR
graph with Jaccard graph on model stability and feature stability. The semantic
EMR graph captures the general relationship between diagnostic codes based on
the ICD-10 structures, while the Jaccard graph is cohort speciﬁc. Here, we use
a simple aggregation technique to construct the ﬁnal 〈EMR; Jaccard〉 graph as:
G〈EMR;Jaccard〉 = max(GEMR, GJaccard) (7)
Transfer Learning. Finally, we examine the capability of our proposed method
in transfer learning. Knowledge from one domain can be transferred to a related
domain when data is scarce or expensive to collect [18]. Getting high quality
training data is often diﬃcult, particularly in a medical setting. Cohorts that
share comorbidities and diagnoses, as in diabetes and cardiovascular diseases,
are likely to have similar correlations among features. Accordingly, we propose
to stabilize a Cox model derived from one cohort using the Jaccard similarity
graph constructed from a related cohort. We denote the transferred graph as:
TL-Jaccard graph. Further, we use TL-Jaccard graph to construct the aggre-
gated graph:
G〈EMR;TL-Jaccard〉 = max(GEMR, GTL-Jaccard)
Here, the temporal and hierarchical feature relations in the cohort are captured
by the EMR graph. The statistical relations among features, which can be expen-
sive to calculate, are transferred from the related cohort using TL-Jaccard graph.
4 Experiments
In this section, we evaluate feature and model stability of our framework. The
results are reported on two cohorts: heart failure (HF) and diabetes (DB), pro-
vided by Barwon Health, a regional health service provider which has been
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Fig. 3. Stabilization using statistical and semantic structures. Feature stability mea-
sured by the Consistency index as functions of the subset size for readmission predic-
tion within 6 months for heart failure (Fig. 3a) and 12 months for diabetes patients
(Fig. 3b). Larger indices imply more stability.
serving more than 350, 000 residents in Victoria, Australia2.We collect retro-
spective data for heart failure and diabetes patients from the hospital EMR
database. The heart failure cohort contains all patients with at least one ICD-10
diagnosis code I50, while the diabetes cohort includes all patients with at least
one diagnosis code between E10-E14. This resulted in 1, 885 heart failure admis-
sions and 2, 840 diabetes admissions between January 2007 and December 2011.
Patients of all age groups were included whilst inpatient deaths were excluded.
We focus our study on emergency attendances and unplanned admissions of
patients.
We use the one-sided convolutional ﬁlter bank introduced in [19] to extract
a large pool of features from EMR databases. The ﬁlter bank summarizes event
statistics over multiple time periods and granularities. The feature extraction
process resulted in 3, 338 features for heart failure cohort and 7, 641 features
for diabetes cohort. The extracted features are used to derive a sparse Cox
model. Our proposed feature graphs capture correlations between these features
to stabilize model learning.
4.1 Evaluation Protocol
The baseline regularization methods for Cox regression are chosen to be (i) lasso
(ii) elastic net (iii) semantic EMR graph (as in [5]). Based on the construction
of the feature graph, we arrive at four diﬀerent models: (i) Jaccard graph regu-
larized model: feature graph is the Jaccard similarity graph among features in
2 Ethics approval was obtained from the Hospital and Research Ethics Commitee at
Barwon Health (number 12/83) and Deakin University.
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Fig. 4. Stabilization using transfer of Jaccard graph (TL Jaccard). Stabilization using
statistical and semantic structures. Feature stability measured by the Consistency index
as functions of the subset size for readmission prediction within 6 months for heart
failure (Fig. 4a) and 12 months for diabetes patients (Fig. 4b). Larger indices imply
more stability.
the given cohort (ii) EMRJaccard regularized model: feature graph is the aggre-
gation of Jaccard graph with semantic EMR graph, as in Eq. (7) in the given
cohort (iii) TL Jaccard regularized model: feature graph is the Jaccard similar-
ity graph transferred from a related cohort (iv) EMR; TL Jaccard regularized
model: feature graph is the aggregation of semantic EMR graph from the given
cohort and Jaccard graph transferred from a related cohort.
Temporal Validation. We ensure that the training and testing sets are com-
pletely separated in time. This validation strategy is chosen because it better
reﬂects the common practice of training the model in the past and using it in
the future.We gather admissions which have discharge dates before September
2010 for heart failure and before 2009 for diabetes patients to form the training
set and after that for testing. Next we specify the set of unique patients in the
training set. We then remove all admissions of such patients in the testing set
to guarantee no overlap between two sets. The statistical characteristics of two
cohorts are summarized in Table 1.
Our model is then learned using training data and evaluated on testing data.
Model performance is evaluated using measures of AUC (area under the ROC
curve) with conﬁdence intervals based on Mann-Whitney statistic. The AUC is
computed from the ranking of hazard rates of the patient readmissions.
Measuring Model Stability. We use the Consistency index [20] to measure
stability of feature selection process. The Consistency index (CI) supports fea-
ture selection in obtaining several desirable properties, i.e., monotonicity, limits
and correction for chance. To simulate data variations due to sampling, we cre-
ate B data bootstraps of original size n. For each bootstrap, a model is trained
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and a subset of top k features is selected. Features are ranked according to their
importance, which are product of feature weight and standard deviation. Finally,
we obtain a list of feature subsets S = {S1, S2, ..., SB} where |Sb| = k.
The Consistency index corrects the overlapping due to chance. Considering
a pair of subsets Si and Sj , the pairwise Consistency index IC is deﬁned as:
CI(Sa, Sb) =
rd − k2
k(d − k) (8)
in which |Sa ∩ Sb| = r and d is the number of features. The stability for the set
S = {S1, S2, ..., SB} is calculated as average across all pairwise CI(Sa, Sb). The
Consistency index is bounded in [−1,+1].
We further our investigations on the model stability. The model estimation
stability is deﬁned as variance in parameters. A measure is the signal-to-noise
ratio (SNR): SNR (i) = w¯i/σi in which w¯i is the mean feature weight across
bootstraps for feature i, and σi is its standard deviation. We take the average of
the 20 highest SNR values. Higher score indicates better stability.
4.2 Results
Our models are designed using two hyper-parameters: lasso regularization
parameter α and graph regularization parameter β. We empirically tune these
parameters to improve feature stability without hurting model discrimination.
Fig. 5. Model estimation stability measured by signal-to-noise ratios (SNR) of feature
weights. High value of SNR indicates more stability. “TL Jaccard” means the Jaccard-
graph used in transfer learning settings: heart failure Jaccard graph for stabilizing
diabetes data and diabetes Jaccard graph for stabilizing heart failure cohort.
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Overall, feature stability depended more on graph parameter β, while model
discrimination was more sensitive to α. A good tradeoﬀ was achieved at α = 0.003
and β = 0.8. All models are externally validated against (i) heart failure cohort
with a 6-month horizon (ii) diabetes cohort with a 12-month horizon. Table 2
reports the AUC scores with conﬁdence intervals for the diﬀerent models. The
predictive performance of our proposed graph stabilization models and transfer
learning techniques are comparable with the baselines.
Table 2. AUC scores with conﬁdence intervals for readmission prediction within 6
months for heart failure and 12 months for diabetes patients. Model performance on
individual cohorts and on cohorts with Jaccard graph transferred from the other cohort
is shown in separate sections.
Heart failure Diabetes
Lasso 0.60 [0.55; 0.66] 0.74 [0.70; 0.77]
Elastic net 0.61 [0.55; 0.67] 0.75 [0.72; 0.79]
EMR-graph+Lasso 0.61 [0.56; 0.67] 0.76 [0.72; 0.79]
Jaccard-graph+Lasso 0.62 [0.56; 0.67] 0.76 [0.73; 0.79]
〈EMR; Jaccard〉-graph+Lasso 0.62 [0.56; 0.67] 0.76 [0.73; 0.79]
Stabilization using Transfer Learning
TL Jaccard-graph+Lasso 0.62 [0.56; 0.67] —
〈HF EMR;TL Jaccard〉-graph+Lasso 0.62 [0.57; 0.68] —
TL Jaccard-graph+Lasso — 0.76 [0.73, 0.79]
〈DB EMR;TL Jaccard〉-graph+Lasso — 0.75 [0.72, 0.79]
Stabilization Using Statistical and Semantic Graphs. Graph regularized
models consistently produced more stable features than lasso and elastic net reg-
ularized models. When comparing diﬀerent graph regularizations, we found the
semantic EMR graph to be more eﬀective for small feature subsets (see Fig. 3).
For increasing feature subset sizes (>100), Jaccard graphs proved eﬀective. The
temporal and structural relations of diagnosis codes have stronger eﬀect for small
set of features, while Jaccard index was eﬀectual on larger sets. This behavior
suggests aggregating statistical and semantic structures. For the top 100 predic-
tors, EMRJaccard graph stabilization demonstrated the highest feature stability
in both cohorts (see Fig. 3).
Next, we compare variance in parameter weights using SNR measures. In
Fig. 5, each model is represented by average of its 20 highest SNR values. The
Jaccard graph regularized model proved to be most robust in both cohorts.
Interestingly, model stability using EMRJaccard graph was similar to elastic net
and was not able to improve upon semantic EMR graph or Jaccard graph.
Stabilization Using Transfer Learning. We investigate transfer of feature
graphs between related cohorts. For the heart failure cohort, TL Jaccard graph
represents the Jaccard scores transferred from diabetes cohort, while EMR;TL
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Jaccard graph is the aggregation of the semantic EMR graph of heart failure
cohort and Jaccard graph transferred from diabetes cohort. The same technique
is applied to stabilize diabetes cohort, where the Jaccard scores are transferred
from heart failure cohort. We compare the transferred graph stabilizations with
lasso and elastic net. Figs. (4;5) show that the cross-domain graphs also help the
stabilities of feature selections and model estimation.
5 Discussion and Conclusion
Novel methods in feature selection often concentrate on model performance
and overlook stability [21,22]. Stability facilitates reproducibility between model
updates and generalization across medical studies. Stable predictors inspire con-
ﬁdence in prognosis, as they are often subjected to further examinations. In this
paper, we utilize statistical and semantic relations in EMR data to stabilize a
sparse Cox model for predicting readmission. The model is validated on two dif-
ferent retrospective cohorts. The random walk regularization of the aggregated
feature graph promotes group level selection and rare-but-important features. On
two stability measures, the proposed method has demonstrated largely improved
stability. In related cohorts, when collecting data becomes expensive, transferring
domain knowledge using TL-Jaccard graph was also found to improve stability.
Also, our proposed model is derived entirely from commonly available data in
medical databases. All these factors suggest that our model could be easily inte-
grated into the clinical pathway to serve as a fast and inexpensive screening tool
in selecting features and patients for further investigation. Future work includes
applying the same technique for a variety of cohorts and investigating other
latent correlations in EMR to enhance feature stability.
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Abstract. Next location prediction is of great importance for many
location based applications. In many cases, understanding the similar-
ity between objects and the similarity between trajectories may lead to
more accurate predictions. In this paper, we propose two novel models
exploiting these two types of similarities respectively. The ﬁrst model,
named object-clustered Markov model (object-MM), ﬁrst clusters simi-
lar objects based on their spatial localities, and then builds variable-
order Markov models with the trajectories of objects in the same cluster.
The second model, named trajectory-clustered Markov model (tra-MM),
considers the similarity between trajectories, and clusters the trajecto-
ries to form the training set used in building the Markov models. The
two models are integrated to produce the ﬁnal next location predictor
(objectTra-MM). Experiments based on a real data set demonstrate sig-
niﬁcant increase in prediction accuracy of objectTra-MM over existing
methods.
Keywords: Next location prediction · Object similarity · Trajectory
similarity
1 Introduction
With the wide spread use of positioning technology and the increasing deploy-
ment of surveillance infrastructures, it is increasingly possible to track the
movement of people and other objects (e.g., vehicles). The availability of such
trajectories gives rise to a dazzling array of location-based applications, such as
route planning [2,7] and location-based recommendations [1,13]. One key oper-
ation in such applications is predicting the next location of a moving object.
For example, if we could predict the next locations of vehicles given the past
trajectories, this knowledge can help us forecast traﬃc conditions and routes the
drivers so as to alleviate traﬃc jams.
As another example, consider the location-based social network applications
(e.g., Foursquare) that allow users to automatically check in at locations they are
c© Springer International Publishing Switzerland 2015
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visiting. A set of check-ins can be regarded as a trajectory because each check-
in has a location tag and a time-stamp respectively, corresponding to where and
when the check-in is made. For instance, let us assume that Emma has just checked
in at a shopping mall in Foursquare. If we could predict the location (the area in
the mall) that she will pass by, we can provide some useful information to her,
such as the dress on promotions or the most popular restaurant in the area.
The existing approaches to next location prediction are based on discover-
ing the individual movement patterns [15], the collective movement patterns of
a group [10], or both of them [3]. However, these methods have some serious
drawbacks. First, prediction based on individual patterns may suﬀer from the
data sparsity problem, as in some circumstances (e.g., social check-in, and traﬃc
surveillance), an object usually has few past trajectories available, and mean-
ingful movement patterns thus cannot be mined. Second, both individual and
collective patterns fail to give proper consideration to the similarity between
objects. Since diﬀerent objects may have diﬀerent travel preferences, objects
with similar preferences tend to have similar moving patterns. Finally, methods
based on collective patterns of all available trajectories make predictions at too
coarse a granularity, and do not make good use of the inherent similarity between
some trajectories.
In this paper, we propose two novel models to predict the next locations of
moving objects, given the sequences of locations that they have just passed by.
Inspired by user-based collaborative ﬁltering adopted in recommender systems,
we ﬁrst propose a model named object-clustered Markov model (object-MM ). The
basic idea of object-MM is to predict the next location of an object using the
mobility patterns of similar objects. We ﬁrst compute the spatial distribution of
each object, and then cluster the objects with similar localities. Finally, variable-
order Markov models are constructed with trajectories in each cluster, which can
quantify the movement patterns within that cluster.
In addition to object-MM, we propose a model called trajectory-clustered
Markov model (tra-MM ) that exploits the similarity between trajectories. In tra-
MM, we ﬁrst cluster similar trajectories according to a given similarity metric,
and then for each cluster, train a variable-order Markov model using the trajecto-
ries contained therein. Since object-MM and tra-MM focus on diﬀerent aspects of
the movement patterns and thus complement each other, we propose to combine
them using logistic regression. This results in a new model termed objectTra-MM,
which is capable of producing more complete and accurate predictions.
When making predictions, given the sequence of locations the object has just
passed by, we ﬁrst identify the most relevant cluster based on the object (for
object-MM ) or the sequence (for tra-MM ), and then obtain the probability of
reaching each possible next location. Finally, the top ranked ones are returned
as answers.
We present experimental results on a real data set consisting of the vehicle
passage records over a period of 31 days in a metropolitan area. The quantita-
tive results show that objectTra-MM signiﬁcantly outperforms the other existing
methods.
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The contributions of this paper can be summarized as follows.
– We propose object-MM, an object-clustered Markov model that utilizes the
past trajectories of similar objects to predict the next location of a given
object.
– We present tra-MM, a trajectory-clustered Markov model that predicts the
next location using patterns mined from similar trajectories.
– We build objectTra-MM, a model that integrates object-MM and tra-MM.
To the best of our knowledge, objectTra-MM is the ﬁrst model that takes
a holistic approach and considers the similarity between objects and the
similarity between trajectories in making next location predictions.
– We conduct extensive experiments with real-world traﬃc data to investi-
gate the eﬀectiveness of objectTra-MM, showing remarkable improvement as
compared with baselines.
Roadmap. The rest of the paper is organized as follows. We review the related
work in Section 2, and give the preliminaries of our work in Section 3. In Section
4, we present an object-clustered Markov model. In Section 5, we propose a
trajectory-clustered Markov model, and integrate the proposed two models. We
present the experimental results and performance analysis in Section 6, and
conclude this paper in Section 7.
2 Related Work
2.1 Trajectory Mining
There have appeared a considerable body of studies that use only the individ-
ual movements to predict the next locations [9,12,15]. Xue et al. [15] use taxi
traces to construct a Probabilistic Suﬃx Tree and predict short-term routes with
Variable-order Markov Models. Simmons et al. [12] build a hidden Markov model
(HMM) for every driver, which can predict the future destination and route of
the target driver. Liao et al. [9] introduce a hierarchical Markov model that can
learn and infer a user’s daily movements through an urban community.
The other direction focuses on predicting next locations with the historical
movements of all the moving objects [10,11,14]. Monreale et al. [10] build a T-
pattern tree with all the trajectories to make future location predictions. Morzy
[11] uses all the moving objects’ locations to discover frequent trajectories and
movement rules with the PreﬁxSpan algorithm. Xue et al. [14] decompose histori-
cal trajectories into sub-trajectories, and connects the sub-trajectories into “syn-
thesised” trajectories, and then predict the destination with a Markov model.
In addition, Chen et al. [3] consider both individual and collective movement
patterns in predicting next locations.
2.2 Social-Media Mining
In addition to the trajectories of moving objects, there has also appeared work
on trajectory mining using social-media data [6,17,19]. Zheng et al. [19] mine
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interesting locations and classical travel sequences in a given region with multiple
users’ GPS trajectories. Yin et al. [17] investigate the problem of trajectory
pattern ranking and diversiﬁcation based on geo-tagged social media. Hasan
et al. [6] analyze urban human mobility and activity patterns using location-
based data collected from social media applications.
Probably more related to the problem addressed in this paper is the work
[16,18] on predicting next locations with semantic trajectories, where semantic
trajectories are a sequence of visited places tagged with semantic information.
Ye et al. [16] ﬁrst predict the category of user activities with a hidden Markov
model and then predict the most likely locations, given the estimated category
distribution. Ying et al. [18] improve the accuracy of predicting future locations
by integrating the semantic information with the location data.
3 Preliminaries
In this section, we ﬁrst introduce some concepts which are required for the
subsequent discussion, and then give an overview of the problem addressed in
this paper.
Definition 1 (location). An object o passes through a set of locations, where
each location l is defined as a point or a region where the position of o is recorded.
Definition 2 (Trajectory). The trajectory T is defined as a time-ordered
sequence of locations: < l1, l2, . . . , ln >.
Definition 3 (Prefix Sequence). For a location li and a given trajectory
T =< l1, l2, . . . , ln >, its preﬁx sequence L
j
i refers to a length-j subsequence
of T ending with li.
4 Object-Clustered Markov Modeling
A naive approach to predicting next locations is to train a Markov model for
each object using his/her past trajectories. However, this can be problematic:
the individual trajectories are often spotty, and when the object goes to some
locations that he (she) has not visited before, the Markov model has no ground
to make a prediction. Indeed, the movement patterns of diﬀerent objects exhibit
similarity, and we can infer some unseen patterns of an object through modeling
the trajectories of similar objects. This prompts us to propose an object-clustered
Markov model (object-MM).
object-MM predicts a given object’s next locations based on the past tra-
jectories of similar objects. The group of similar objects can be identiﬁed by
analyzing the spatial distributions. For a known object’s testing trajectory, only
the trajectories of similar objects are used, and the posterior probabilities are
computed with variable-order Markov models.
348 M. Chen et al.
4.1 Computing the Spatial Locality Matrix
For the objects, who are usually localized to the same area are more likely to have
similar spatial distributions, and their frequencies of visited locations are usually
similar. So the spatial localities of objects may be expressed as the frequency
of each location that one object has visited, which can be described with the
formalized deﬁnition of global location probability.
Definition 4 (global location probability). For an object o, the global loca-
tion probability of location li ∈ Lo is defined as
p (o, li) =
 (li)
∑
l∈Lo  (l)
.
In the above deﬁnition, Lo is the location set of object o and  (·) is the counting
number of corresponding location.
We then build an object spatial locality matrix P with global location prob-
ability. The row of P represents the objects; the column stands for the locations;
the element of P represents the frequency that an object arrives at a location.
A row vector reﬂects the frequency that one object arrives at every location.
The matrix P can be described as follows:
P =
⎛
⎜
⎜
⎜
⎝
p11 p12 · · · p1l∗
p21 p22 · · · p2l∗
...
... · · · ...
po∗1 po∗2 · · · po∗l∗
⎞
⎟
⎟
⎟
⎠
pij = p (i, j) , (1)
where o∗ is the number of unique objects and l∗ is the number of unique locations.
pij stands for the global location probability of object i arriving at location j.
The matrix P may contain a few zero probabilities, and we can adopt a standard
technique (e.g., smoothing) to obtain non-zero conditional probabilities for such
states.
4.2 Clustering Objects
Having computed the spatial locality matrix, we cluster the similar objects to
mine some unseen patterns. Here, the similarity between two objects can be
measured by calculating the Kullback-Leibler divergence [4] between the corre-
sponding row vectors of P, but the same methodology still applies when other
distance metrics (e.g., the cosine value) are used.
For the object i and j, Pi and Pj respectively stand for the ith and jth
row vector of P, which indicates the object’s frequency of arriving at diﬀerent
locations, and the similarity between object i and j is measured by
Sim(Pi,Pj) = 1 − 12
l∗∑
w=1
(
piw log
piw
pjw
+ pjw log
pjw
piw
)
. (2)
With the similarity metric deﬁned, we use a method like K-means[5] to perform
clustering for the objects.
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4.3 Markov Modeling
The result of the object clustering process is Kc clusters, each containing a set of
similar objects. We then train Kc Markov models for each cluster using only the
trajectories contained therein. Let T be an object’s trajectory of length n (i.e.,
it contains n locations), and let p (ln+1|T ) be the probability that the object will
arrive at location ln+1 next. The location ln+1 is given by
ln+1 = argmax
li∈L
{
p
(
ln+1 = li|ln−(m−1), ln−(m−2), . . . , ln
)}
, (3)
where L is the set of all the locations. The number m is the order of the Markov
model.
In order to use the mth-order Markov model, we learn ln+1 for each preﬁx
sequence containing m locations, Lmn =
(
ln−(m−1), . . . , ln−1, ln
)
, by estimating
the various conditional probabilities,
p (li|Lmn ) =
(Lmn , li)
(Lmn )
, (4)
where (Lmn ) is the number of times that preﬁx sequence L
m
n occurs in the train-
ing set, and (Lmn , li) is the number of times that location li occurs immediately
after Lmn .
For Kc clusters, we need to train Kc variable-order Markov models from the
ﬁrst-order to the mth-order with trajectories in every cluster. For the cluster c,
the location ln+1 that the object will arrive at next is given by
ln+1 = argmax
li∈L
{p (ln+1 = li|Lmn , Tc)}
= argmax
li∈L
{
(Lmn , li, Tc)
(Lmn , Tc)
}
,
(5)
where Tc is the training set of trajectories in cluster c, and (Lmn , Tc) is the
number of times that preﬁx sequence Lmn occurs in Tc, and (Lmn , li, Tc) is the
number of times that location li occurs immediately after Lmn in Tc.
In order to make predictions, for a given sequence of locations that object o
has just passed by, we ﬁrst identify the cluster that o belongs to, and then adopt
the principle of longest match to predict next locations with the most relevant
model. That is, if we build the ﬁrst-, second-, and mth-order Markov models, for
the given sequence, we ﬁrst try to make predictions using the mth-order model.
If this model does not contain the corresponding state, we then try to predict
next locations using the (m − 1)th-order model, and so on.
5 Trajectory-Clustered Markov Modeling
The movement of people often exhibits strong collective characteristics, and we
can build a Markov model using the trajectories of all moving objects. How-
ever, the model makes predictions at too coarse a granularity, and does not con-
sider the inherent similarity between diﬀerent trajectories. Therefore, we present
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a trajectory-clustered Markov model (tra-MM), which predicts next locations
with the mobility patterns mined from the historical trajectories similar to the
testing trajectory sequence.
5.1 Trajectory Clustering
One critical step in tra-MM is to cluster the similar trajectories. A trajectory
consists of a time-ordered sequence of locations, and is a kind of time series data.
There exist a large volume of distance measures for similarity of time series data,
e.g., Euclidean distance and Dynamic Time Warping (DTW). Every distance
measure has its own particular superiority, and here we choose to use DTW to
measure the distance between two trajectories, but other distance metrics can
also be used. The distance between trajectory Ti and Tj is formalized as follows:
DTW (Ti, Tj) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
0 if |Ti| = |Tj | = 0
∞ if |Ti| = 0 or |Tj | = 0
dist(li1, l
j
1) + min {DTW (Rest(Ti), Rest(Tj)), otherwise
DTW (Rest(Ti), Tj), DTW (Ti, Rest(Tj))} ,
(6)
where |T | is the length of trajectory T and Rest(T ) is the subsequence of T
without the ﬁrst location. dist(li1, l
j
1) is the distance between a pair of location
li1 and l
j
1, in which l
i
1 and l
j
1 represent the ﬁrst location in the trajectory Ti and
Tj respectively. In our experiments, we set dist(li1, l
j
1) at 1 if l
i
1 is not the same
as lj1 and 0 otherwise.
With the distance metric deﬁned, we perform clustering on the trajectories.
Since huge amounts of trajectories are often received incrementally, clustering
should be processed eﬃciently. However, traditional clustering algorithms are
developed for static and small data sets, they are not suitable for large-scale tra-
jectory clustering. Therefore, we propose an Incremental Trajectory Clustering
method similar to Trajectory Micro-Clustering used in [8], which is detailed in
Algorithm 1.
5.2 Next Location Prediction
After clustering trajectories, we train a variable-order Markov model with order
ranging from 1 to m for every cluster using only the trajectories contained
therein. Specially, we ﬁrst compute the transition probability of P (ln+1|L1n) from
preﬁx sequence L1n to next location ln+1, followed by P (ln+1|L2n) from preﬁx
sequence L2n to ln+1, until P (ln+1|Lmn ) is computed, to train a variable-order
tra-MM. For a given trajectory, we ﬁrst compute its closest cluster and then
choose the corresponding model of the cluster to predict the next locations.
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Algorithm 1. Incremental Trajectory Clustering
Input: New trajectories {T1, T2, . . . , Tn}, existed clusters C = {C1, C2, . . . , Cr} and
distance threshold δ;
Output: Updated clusters with new trajectories;
1: for every new trajectory Ti do
2: Find the closest cluster Cj ;
3: if DTW (Ti, Cj) < δ then
4: Add Ti into Cj and update Cj accordingly;
5: else
6: Create a new cluster for Ti;
7: end if
8: end for
5.3 Integration of object-MM and tra-MM
object-MM and tra-MM concentrate on diﬀerent aspects of the movement pat-
terns and thus complement each other, so we integrate them through logistic
regression to obtain the ﬁnal objectTra-MM.
For the given i-th trajectory sequence, we can get a vector of probabilities,
pwi =
(
pi1, p
i
2, · · · , pin
)′ (w = 1 for object-MM and w = 2 for tra-MM ), where
n is the number of the locations, and pij is the probability of location j being
the next location. Let yi = (yi1, y
i
2, · · · , yin)′ be a prediction vector for the i-th
trajectory sequence, and
yi = β01+
2∑
w=1
βwpwi , (7)
where 1 is a unit vector, and βw is the coeﬃcient for diﬀerent individual models.
We also have a vector of indicators ri = (ri1, r
i
2, · · · , rin)′ for the i-th trajectory
sequence, where rij = 1 if the actual next location is j and 0 otherwise. We can
predict ri through the logistic regression approach:
rˆi =
1
1 + exp(−1 ∗ yi) . (8)
The optimal values of βw can be easily obtained through the logistic regres-
sion approach. Then the proposed objectTra-MM is trained again using the same
parameters on the entire training set. For a testing trajectory sequence, we can
predict the next location by identifying the largest elements in the estimator rˆ.
6 Performance Evaluation
We present experiments using a real vehicle passage data set to conduct quan-
titative evaluation for the proposed models. In this section, we ﬁrst describe
the data set and settings adopted in our empirical study, and then present the
experimental results of our proposal. Finally, we compare the objectTra-MM
with other state-of-the-art strategies.
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6.1 Datasets and Settings
In our study, we exploit a real vehicle passage data set which is collected over
the traﬃc surveillance system in a major metropolitan city. We accumulate
10,344,058 records from the data center during a period of 31 days. Each record
here contains a vehicle ID, a location of the surveillance camera, and a timestamp
of passage. We pre-process them to formulate trajectories, and only consider tra-
jectories that contain at least three locations to make the model more robust.
According to statistics, one vehicle only has about 28 trajectories in a month
on average, which validates the data sparsity problem mentioned above. In the
task of predicting next locations, we ﬁrst choose trajectories in the ﬁrst 20 days
to construct the models, and adopt the data in the next 7 days to ﬁne tune the
parameters. Next, 746,790 trajectories in the ﬁrst 27 days are used to train the
ﬁnal models with the tuned parameters. Finally, we use the remaining 4-day
104,129 trajectories to formulate the test data set.
To compare diﬀerent Markov model-based methods, we use two evaluation
metrics, namely, accuracy and average precision.
Accuracy is deﬁned as the ratio of the number of trajectories for which the
model is able to correctly predict to the total number of trajectories in the test
set. That is, accuracy =
∑
p (l) /|T ′|, where |T ′| is the number of trajectories
in the testing set, and p (l) is 1 if l is the true next location and 0 otherwise.
Average precision is deﬁned as ap =
∑
(p (li) /i) /|T ′|, where i denotes the
position in the predicted list, and p (li) takes the value of 1 if the predicted
location at the i-th position in the list is the actual next location and 0 otherwise.
6.2 Evaluation of Models
In this section, we evaluate the performance of our proposed models, namely,
object-MM, tra-MM and their integration objectTra-MM. For each experiment,
we perform 50 runs and report the average of the results. First, we study the
eﬀect of the order of Markov model by varying order from 1 to 5. We respectively
set diﬀerent parameters for the models: object-MM (cluster number Kc = 40,
80), tra-MM (distance threshold δ = 6, 8), and objectTra-MM (Kc = 80, δ =8).
Since the values of cluster number and distance threshold are estimations, we
vary them in a range to obtain more comprehensive performance evaluation.
We demonstrate the performances using top-1 accuracy (accuracy@1) and top-5
average precision (ap@5).
As shown in Fig. 1, the accuracy and average precision of all the models have
an apparent improvement when the order increases from 1 to 2, and start to
decrease as we further continue to increase the order. The higher-order model
has a number of limitations associated with high state-space complexity, and
gradually deteriorates the overall prediction accuracy. So we set the order of
Markov model at 2 in the following experiments.
Next, We study the eﬀect of the cluster number Kc on the performance of
object-MM. To this end, we vary Kc from 5 to 200 at a step of 5, and demonstrate
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Fig. 2. Eﬀect of parameters
the results in Fig. 2(a). Clearly, as we increase the cluster number, the object-
MM achieves its maximum accuracy at the cluster number 80, and the accuracy
starts to decrease when we continue to further increase the cluster number. The
decrease is because having too many or too few clusters with either hurts the
cohesiveness or the separation of the clusters. The average precision has similar
change, and comes to the maximum when the cluster number is around 80.
We then vary the distance threshold δ from 3 to 11 to study the eﬀect of
it on tra-MM. The results are shown in Fig. 2(b). Initially an increase in the
threshold, is accompanied by an increase in the accuracy and average precision,
and they reach the peak values when the threshold is 8. As we continue to
further increase the distance threshold, the accuracy and average precision start
to decrease and remain stable. This decrease is because we have to put some
dissimilar trajectories in the same cluster, aﬀecting the overall accuracy.
Finally, we predict top k next locations with object-MM (cluster number
Kc = 80), tra-MM (distance threshold δ = 8) and objectTra-MM (Kc = 80,
δ = 8), and evaluate their performances. A number of interesting observations
can be made from Fig. 3. On one hand, for the three models, it is obvious that the
accuracy and average precision improve as we increase k. On the other hand, for
any k, tra-MM performs better than object-MM, and objectTra-MM obtains the
best performance, validating the eﬀectiveness of the integration of two models.
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Fig. 3. Performance of object-MM, tra-MM and objectTra-MM
6.3 Comparisons with Baselines
To evaluate the eﬀectiveness of objectTra-MM, we compare against some start-
of-the-art approaches including VMM [15], WhereNext [10] and NLPMM [3].
VMM discovers individual patterns for each object based on its own historical
data; WhereNext uses the previous movements of all moving objects to make
future location predictions; NLPMM considers both individual and collective
movement patterns in making predictions. We choose the optimal parameters for
the start-of-the-art approaches after many experiments. The parameters of VMM
are set as follows: memory length N=2, σ=0.3, and Nmin=1. For WhereNext,
the support for constructing T-pattern tree is 20. For the NLPMM, the Markov
order is 2. For the objectTra-MM, the cluster number Kc is 80, and the distance
threshold δ is 8.
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Fig. 4. Performance comparison with baselines
Fig. 4 shows the performance comparison of objectTra-MM with baselines
in terms of top-1 accuracy and top-5 average precision. objectTra-MM performs
better than the start-of-the-art approaches, as it considers the spatial localities of
diﬀerent objects and the similarity between trajectories in location prediction. In
addition, we also evaluate the performances of all the models with diﬀerent sizes
of training set. It is apparent that objectTra-MM has the best top-1 accuracy
over other methods for any training set size.
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7 Conclusions
In this paper, we have proposed a next location predictor objectTra-MM to
predict the next location of an object with a given sequence of locations. The
proposed objectTra-MM consists of two models: object-clustered Markov model
(object-MM) and trajectory-clustered Markov model (tra-MM). object-MM ana-
lyzes the objects’ spatial localities, and clusters the objects with similar localities.
For each cluster, object-MM trains a variable-order Markov model using the tra-
jectories contained therein. tra-MM clusters trajectories using a given similarity
metric, and trains a series of Markov models with trajectories in each cluster.
We have evaluated the proposed models using a real vehicle passage record data
set, and the experiments show that the proposed model signiﬁcantly outperforms
the state-of-the-art methods (VMM, WhereNext and NLPMM ).
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Abstract. In this paper, a plane moving average algorithm is proposed
for solving the urban road ﬂow forecasting problem. This new approach
assembles information from relevant traﬃc time series and has the follow-
ing advantages: (1) it integrates both individual and similar ﬂow patterns
in making prediction, (2) the training data set does not need to be large,
(3) it has more generalization capabilities in predicting unpredictable and
much complex urban traﬃc ﬂow than previously used methods. To assess
the new model, we have performed extensive experiments on a real data
set, and the results give evidence of its superiority over existing methods.
Keywords: Plane moving average(PMA) · Time series · Flow pattern ·
Traﬃc ﬂow prediction
1 Introduction
Traﬃc ﬂow forecasting is a vital component of transportation planning, traﬃc
control, intelligent transportation systems, and forecasting accurate traﬃc ﬂow
conditions has long been considered as an active approach to regional traﬃc con-
trol [16]. The approach can be broadly classiﬁed under: i) short-term and ii) long-
term traﬃc ﬂow forecasting [1]. Long-term forecasting provides monthly or yearly
traﬃc ﬂow forecasting conditions and is commonly used for long-term planning
of transportation or construction. Short-term forecasting focuses on making pre-
dictions about traﬃc ﬂow changes in the short-term, typically within one hour. In
particular, short-term traﬃc volume forecasts support proactive dynamic traﬃc
control. As a result, prediction technologies have gotten the attention of traﬃc
engineers and researchers. A wide variety of techniques have been applied in the
context of short-term traﬃc ﬂow forecasting, depending upon the type of data
that are available and the potential end use of the forecast. These techniques
include moving average methods [17], k-nearest-neighbor methods [8], autore-
gressive MA (ARIMA) model or seasonal ARIMA (SARIMA) [19,20], neural
networks (NNs) [9], and combining technologies such as DA approach [18].
c© Springer International Publishing Switzerland 2015
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Development of traﬃc ﬂow forecasting models relies mainly on historical and
current traﬃc ﬂow data. The problem of traﬃc ﬂow forecasting is a standard time
series prediction task and the goal is to approximate the function that relates
future values of traﬃc ﬂow to previous and current observations of traﬃc ﬂow,
and the short-term traﬃc ﬂow predictor represents a multi-input-single-output
system, which relates the past traﬃc ﬂow conditions to the future traﬃc ﬂow
conditions. Recent literatures have been concentrating on three aspects: i). pre-
senting new or enhanced approaches [2,11,15], ii). merging eﬃcient forecasting
results [3,7,18], and iii). proposing eﬀective pre-processing technologies [4,5,10].
However, it becomes clear that there are a few major problems with the
existing methods. Firstly, those methods use data collected from motorways and
freeways, where the change of traﬃc ﬂow seems quite stable. Secondly, they use
data collected from single point sources, which are limited in a more complicated
situation. Thirdly, existing forecasting methods do not consider the temporal
data as complex interactions in densely populated urban road networks and
fresh comprehensive enough as well. Precisely, short-term traﬃc forecasting at
urban arterials forms a more complex problem than freeway predictions due to
constraints such as signalization, and urban ﬂow collections contain lots of data
points that previous models cannot handle their relations. The irrelevant traﬃc
junctions may get the similar change rule and present the same ﬂow pattern.
The traditional methods do not consider the similar ﬂow patterns and mine
these similarities as well, they are often narrow in the angle of the data source
and some of them are modeled so complicated, these reasons make them not
appear to get practical application.
To solve those problems, we propose a Plane Moving Average (PMA) algo-
rithm. The main idea of PMA is that it uses the closest ﬂow data to make
predictions through a new perspective. The PMA model is simple but eﬀective
and builds upon two models: the Individual Model and the Similarity Model.
The ﬁrst one, focuses on individual traﬃc junction using its own past vehicle
volumes, the second one utilizes all traﬃc junctions’ vehicle ﬂow data based on
the customized WWL (Where We Like) method which is a kind of Top-K tech-
nology and both of two sub-models use PMA algorithm to make predictions.
Finally, We combine these two forecasting results by neural network to produce
a more accurate predictor.
The contributions of this paper can be summarized as follows.
– We propose a Plane Moving Average to predict the short-term traﬃc ﬂow. It
is much simple but eﬀective and uses a new angle of ﬂow patterns in making
prediction.
– To the best of our knowledge, PMA is the ﬁrst model that takes similar-
ity ﬂow patterns into account and integrates both individual and similarity
outcomes.
– We perform extensive experiments using a real data set and the results
demonstrate the eﬀectiveness of PMA.
The rest of this paper is organized as follows. Section 2 reviews related work.
Section 3 provides a brief description of preliminary preparation. Section 4
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designs and describes the PMA Modeling of the short-term traﬃc ﬂow pre-
dictor. In Section 5, the performance is discussed. Finally, the discussion of the
conclusions and the future visions, regarding short-term traﬃc ﬂow predictor
design using the PMA with WWL algorithm, is presented in Section 6.
2 Related Work
For the past two decades, a considerable eﬀort has made to develop eﬃcient
traﬃc prediction methods, which is backed by a huge number of literatures in
this ﬁeld. In what follows, we will describe three categories of studies that are
most closely related to us.
Long-term prediction: Long-term prediction is researched in [13,14] and pro-
vides monthly or yearly ﬂow forecasting conditions that is commonly used for
long-term planning. Papagiannaki explores the properties of the network traf-
ﬁc, and propose a methodology that can be applied to forecast network traﬃc
volume months in the future.
Short-term prediction: Short-term prediction has been widely investigated [2,
3,7,11,15,18–20], which is concerned with the prediction of only the nearly next
period of time. Some of these methods make prediction with only the individual
models [19,20], while others use the combination models [3,7,18]. Williams uses
the well-known time series model ARIMA and SARIMA to make vehicular traf-
ﬁc ﬂow prediction [19,20]. Tan et al. proposes an aggregation model (DA) that is
elaborated using diﬀerent ﬁtting functions: the moving average (MA), exponential
smoothing (ES), ARIMA and simple neural network for evaluation of prediction
values [18]. Chan et al. provides a neural-network-based models for short-term
traﬃc ﬂow forecasting using a hybrid exponential smoothing and levenberg?
Cmarquardt algorithm [3]. Davarynejad describes a multi-phase time series archi-
tecture to solve the motorway ﬂow forecasting problem [7]. [2,11,15] incorporate
multiple factors more or less, such as travel speed, weather conditions and geo-
graphical features of a road. Given the travel speed and traﬃc volume of a road
segment, more accurate predicting model can be built.
Preprocessing techniques: Several studies adopt data preprocessing technique
to improve the ﬁnal forecasting results [4,5,10]. Chan et al. proposes a simple
but eﬀective training method to pre-process traﬃc ﬂow data before training
purposes and the pre-processing approach intends to aid the back-propagation
algorithm to develop more accurate neural networks [4,5]. Gao et al. decomposes
the original data into burst data traﬃc and non-burst data and be predicted,
respectively [10]. These techniques indicate that the ﬂow predictor based on
these pre-processed data outperform those that are developed based on original
data.
3 Preliminary Preparation
In this section, we will deﬁne a few terms that are required for the subsequent dis-
cussion and describe our modeling strategy for the vehicle traﬃc ﬂow forecasting.
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Definition 1 (Sampling Flow). The traﬃc ﬂow data are collected all the time,
each sampling ﬂow refers to a total number of passed vehicles during a certain
period of time. Unaﬀectedly, we choose Δt minutes per period that the traﬃc
ﬂow is collected within the time interval (t − Δt, t], t is an integer. q(t) is also
an integer and stands for the traﬃc volume in the No.t periods.
Definition 2 (Flow Pattern). For each sampling ﬂow, q(t) is the source time
series. By analyzing the observed traﬃc ﬂow data, it can be found that the traﬃc
ﬂow pattern is almost cyclical every day. Thus, two relevant time series are con-
structed as the period series sa(t) and the daily series sb(t), denoted as follows:
I. sa(t) is a set that includes the previous ka periods traﬃc ﬂow data before q(t).
sa(t) = {q(t − kaΔt), q(t − (ka − 1)Δt), ..., q(t − Δt), qˆ(t)}.
II. sb(t) is a set that includes the previous traﬃc ﬂow record within the same
time interval on kb days before q(t).
sb(t) = {q(t − 1440kb), q(t − 1440(kb − 1)), ..., q(t − 1440), qˆ(t)}.
4 PMA Modeling
We use a new PMA model to solve the short-term traﬃc ﬂow prediction problem.
PMA is an improvement algorithm of moving average(MA). Speciﬁcally, PMA
runs on the plane ﬂow pattern (a 2-dimensional data structure).
Fig. 1. Plane ﬂow pattern of individual model. qˆ(t) is the predicted value.
In order to take into account both individual and similar ﬂow patterns to
make the prediction, we propose two models, an Individual Model to model the
individual ﬂow patterns by using its own past traﬃc ﬂow data and a Similarity
Model to model the similar ﬂow patterns by using alike historical traﬃc ﬂow
data. They are combined by using neural network to generate a predictor. What
calls for special attention is that these two models share the PMA algorithm.
Next we will present data construction methods about similarity model, individ-
ual model, the PMA training approach and the model integration.
A Plane Moving Average Algorithm for Short-Term Traﬃc Flow Prediction 361
4.1 Individual Model
We call sa(t) the horizontal ﬂow pattern and call sb(t) vertical ﬂow pattern, and
propose a new perspective to build a plane ﬂow pattern (PFP) (see Figure 1).
There are sa(t), sb(t), ka periods before sb(t − kaΔt) and kb days before
sa(t − 1440kb) combined together to build plane ﬂow pattern (PFP) and each
two adjacent value q’s timestamp diﬀers either of Δt minutes and a day. We may
ﬁnd out it is possible that kaΔt probably equals to 1440 which means that a
typical sampling ﬂow will appear more than once in PFP and get reutilization.
Fig. 2. Diﬀerent size of PFP during the PMA training process and yˆ is the forecasting
value
PMA algorithm is used to produce the forecasting results. For convenience,
we will use y(i, j) to refer the ith line of the jth column’s value of the plane ﬂow
pattern. In order to describe PMA algorithm, we must deﬁne two factors in the
ﬁrst place.
Pattern Weight. Each one of ﬂow pattern could be beneﬁted to the forecasting
accuracy, so we deﬁne a kind of pattern weight ρ to describe diﬀerent pattern’s
contribution to the target predictions.
ρ(m − i) = 1
L
L∑
ka=1
y(m, δ) / y(m − i, δ − ka) 0 < i < m (1)
where L is the length of the PFP (see Figure 2) and δ refers to qˆ(t)’s column, m
is the target day number of the data set.
PMA Forecasting Value. The computing method is similar to MA, a kind of
simple smoothing technique.
PMA(δ) =
1
W
W∑
kb=1
y(m − kb, δ) × ρ(m − kb) (2)
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where W is the width of the PFP (see Figure 2). Each PMA forecasting value
corresponds to a speciﬁc PMA size Li × Wi.
For example, consider this PFP
3 4 5 10
2 3 4 8
1 2 3 [4]
that consists of three kinds of sa
patterns and four kinds of sb patterns, updown adjacent patterns are one day
apart, the target value is 4. If we simply use ﬂow pattern {1, 2, 3} and {10, 8} to
make the average forecasting value, we receive value 2 and 9 but none of them
is closed to 4. Using pattern weight we will get two weight 0.478 and 0.639, and
the ﬁnal forecasting value would change to (10 × 0.478 + 8 × 0.639)/2 = 4.946.
Obviously, 4.946 is the nearest value.
Algorithm 1. PMA Algorithm
1: Firstly, for the PFP, work out the pattern weight ρ by (1);
2: 〈X, Y 〉 is the size of the training set;
3: for L = 1...X do
4: for W = 1...Y do
5: To each 〈L, W 〉, compute PMA forecasting value of all training samples by
(2);
6: Calculate the average RMSE between the each pair of forecasting value and
the actual value;
7: Update the optimal PMA size according to the minimum RMSE;
8: end for
9: end for
10: Use the optimal PMA size to make predictions.
In designing PMA training approach, the PMA size in the training set is
an important feature that needs to be carefully chosen. The PMA algorithm is
detailed in Algorithm 1. To obtain a PMA size that is capable of generalizing
and performing well with new cases, data samples are usually subdivided into
two sets: 1) a training set, 2) a testing set.
4.2 Similarity Model
In most cases, time series in the same category show the similar change rule, espe-
cially in a certain ﬁeld (e.g., same area). For example, a ﬂow that over 1000 vehi-
cles /h must not happen in a small town’s main road. Therefore, we put forward
a hybrid distance calculation criterion which combined Euclidean Distance and
Pearson Correlation Coeﬃcient to evaluate time series similarity, and select top-
N similar time series to make predictions. Notice that the comparable time series
should be at least one day before and if not, no known value could be available.
WWL(WhereWeLike)Algorithm. Between each two time series(equilong),
we come up with a hybrid distance calculation which combined Euclidean Dis-
tance and Pearson Correlation Coeﬃcient as the distance metric to deﬁne their
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similarities. Minimizing these two metrics can both ensure a highly similar level
about traﬃc volume and landmark as well. Firstly, ﬁlter time series by calculat-
ing Pearson Correlation Coeﬃcient pcc(si, sj) =
∑m
t=1(s
i(t)−s¯i)(sj(t)−s¯j)√∑m
t=1(s
i(t)−s¯i)2∑mt=1(sj(t)−s¯j)2
that pcc value is over 0.8 to obtain the highly closed shape. Secondly, calculate
Euclidean Distance by equation ed(si, sj) = ||si − sj || to make sure that the traf-
ﬁc volume is as much as close and order them in the following way.
PFPsimilarity(t) = {s(t), s1(t), ..., si(t), ..., sd(t)}. (3)
where s(t) is the target ﬂow pattern, si(t) stands for the No.i similar ﬂow pattern
to s(t) and the number d is the parameter of WWL algorithm. Remember that
each si(t) should be at least one day before.
Empirically, in terms of ﬂow data, the more similar the shape, the more useful
the ﬂow pattern. Hence, for ease of running PMA, we put them bottom-top in
a straight line according to the order of similarity by WWL algorithm just the
same as PFPindividual(t) does in individual model and PMA algorithm is used
to produce its forecasting results.
4.3 Integration
Choosing a proper model to merge these two forecasting results is the primary
task. There are many popular ways can be applied to do combination, such as
Linear Regression, Logistic Regression, Neural Network, etc. For the eﬀectiveness
and simplicity, we choose neural network to integrate these two models that we
have proposed.
As a result, the similarity model and individual model can get a series of
predicting values, Pw = (pw1 , p
w
2 , ..., p
w
m) (w = 1 for similarity model and w = 2
for individual model), where m is the number of the time-ordered sampling
results, and pwi is the forecasting value of time m. Certainly, we have a series of
real traﬃc ﬂow, R = (r1, r2, ..., rm) as the predicting target. Then we can build
a data set like (P1,P2,R).
In designing NN models, the activation functions in the hidden layer and
the output layer are tansig and purelin, respectively. We use the Levenberg-
Marquardt BP algorithm as the learning algorithm because LM algorithm has
the quickest convergence and it is the best learning rule in this case.
hi = tansig(
2∑
j=1
wijp
j − θ1)
net = purelin(
n∑
i=1
wihi − θ2)
(4)
where n is the number of neurons in hidden layer and hi is the hidden layer
output and net is the ﬁnal output. Although there is no precise rule on the
optimum size of the training set and testing set, it is recommended that the
training set should be larger.
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5 Performance Evaluation
We have made extensive experiments to evaluate the performance of the pro-
posed PMA model by using a real traﬃc ﬂow data set. In this section, we will
ﬁrst explain the dataset and experimental settings, followed by the evaluation
metrics to measure the performance and then, show the experimental results.
5.1 Study Area
The dataset used in the experiments consists of real vehicle passage records from
April 1, 2013 to May 5, 2013 that collected from the traﬃc surveillance system
of a major metropolitan area [6]. The dataset contains 140,440,933 real vehicle
passage records, involves totally 308 camera locations on the main roads and
we divide it into two parts, training set and testing set. The training set for the
above models covers the data from April 1, 2013 to May 2, 2013 and the testing
set is the traﬃc records from May 3 to May 5, 2013. We average the experi-
mental results of all camera locations. The traﬃc ﬂow data were aggregated and
averaged into Δt minutes per period.
5.2 Pre-processing
We pre-process the dataset to form the ﬂow patterns, counting the number of
vehicles in each peroid of time, [18] suggests setting time interval Δt as 60. If
a sampling ﬂow is missing (always be 0 in this case) due to the camera’s break
or any other reason, we ﬁx it by averaging the adjacent values. After the pre-
processing, we get a total of 10780 horizontal ﬂow patterns and 7392 vertical
ﬂow patterns and we predict traﬃc ﬂow of future one period in the experiments.
5.3 Goodness-of-Fit Statistics
We use two widely employed evaluation statistics to assess the forecast accuracy
of the results.
1) The Root Mean Squared Error (RMSE) is a way to measure the average
error about the forecasting results and is calculated as
RMSE =
√
√
√
√ 1
N
N∑
n=1
(yn − yˆn)2 (5)
2) The Mean Absolute Percentage Error (MPAE) is a way to measure the
proportional error about forecasting results and is calculated as
MPAE =
1
N
N∑
n=1
|yn − yˆn|
yn
× 100% (6)
Here, yn and yˆn are the observed and the forecast values of observation n, respec-
tively, and N is the total number of observations.
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Fig. 3. The training RMSEs of the individual models and similarity models with dif-
ferent values of 〈L, W 〉, respectively
5.4 Evaluation of PMA
We evaluate performance of PMA algorithm in these two sub-models, individual
model and similarity model, and their integrations. For each experiment, we
make predictions for all camera locations and report the average of the evaluation
statistics.
Firstly, We vary the parameters 〈L,W 〉 (mentioned before, is the size of
plane series) in (1) and (2) of individual model and similarity model. By reason
of the RMSE could reﬂect the absolute error in traﬃc volume, we choose it to
help training our models. Figure 3(a) and (b) show the RMSEs of the individual
models and similarity models with diﬀerent values of 〈L,W 〉, in which the RMSE
is calculated based on 24 observations (60 mins, one day). Based on the results
showed in the picture, we choose L = 6,W = 2 for individual model and L =
7,W = 2 for similarity model as the optimal PMA size, when the RMSE is the
smallest, respectively.
Fig. 4. Hidden-node numbers versus the RMSE on the training set and testing sets,
and performance comparison among sub-models and their integration
Secondly, for the NN integration model, a series of NNs with diﬀerent num-
bers of neurons in the hidden layer are trained. The number of neurons varies
from 4 to 12, and the RMSEs are calculated for both the training set and the
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testing set. According to its generalization ability on the testing set, the lower
the value of the RMSE is, the better the network model is. Figure 4(a) shows the
curve of the RMSE versus the number of hidden-layer neurons. In Figure 4(a),
we ﬁnd that the best number of hidden-layer neurons is 8. Therefore, a 2-8-1 NN
model is selected for the further predictions. Figure 4(b) shows performance
comparison among two sub-models and their integration. We can see that the
RMSEs are signiﬁcantly reduced and MPAEs are modestly improved.
5.5 Comparison of Results
Several single-source models including the na¨ıve, MA, ARIMA, and NN model,
and an aggregation model are applied to time series sa(t) and sb(t). We compare
their predictions on the testing sets with the PMA model.
1) Na¨ıve (or no-change) model for traﬃc ﬂow forecasting has the simplest
form
qˆNa(t) = q(t − 1)
where qˆNa(t) is the forecast value at time interval t.
2) MA Model: An MA of order is computed by
yˆt+1 =
yt + yt−1 + tt−2 + ... + tt−k+1
k
where k is the number of terms in the MA [12]. The MA technique deals only
with the latest k periods of known data; the number of data points in each
average dose not change as time continues.
3) ARIMA Model: A general ARIMA model of order (r, d, s), where d is the
order of diﬀerencing. and orders r and s are the AR and MA operators.
4) Artificial NN: It is a single-source model that used for comparison with the
PMA. The NN model is used to ﬁt the nonlinear relationship
qˆNN (t) = f1(q(t − 1), q(t − 2), ..., q(t − l))
The inputs of NN model are the traﬃc ﬂow records at previous l successive time
intervals, and its output is the prediction of traﬃc ﬂow at time interval t. The
number of inputs l and the number of hidden neurons in the NN model are also
optimized by experimentation.
5) Aggregation Model (DA): It integrates three submodels (MA, ES and
ARIMA) using simple neural network to combine the forecasting results.
Note that diﬀerent models (na¨ıve, MA, ARIMA, NN, DA) may need a diﬀer-
ent length of historical data. Hence, the sample size should be properly chosen
for each model. For example, the length of time of the training data for the na¨ıve
model is no more than one hour before the forecasting time, while that for the
training data for the ARIMA model at least covers two days before. For each
model, we choose the parameters by observing the best ﬁtting or forecasting and
compare their forecasts on the same test sets.
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Fig. 5. RMSE and MPAE of diﬀerent models in comparison
We generate forecasts for the future one period. Figure 5 show the RMSEs
and MAPEs of testing set with the diﬀerent forecasting models. For the Na¨ıve,
we simply use the last value as the forecasting value. As to the MA model, we
set k = 3 which is the most optimal parameter. For the ARIMA model, we set
parameter as (1, 1, 0) where RMSE is the smallest. We set α = 0.1 and γ = 0.1
in the ES model to build DA approach. For the last one, we select a 3-12-1 NN
model for comparison. Figure 5 (a) and (b) show the predictions that resulted
from the PMA model are better than the predictions that resulted from the
other ﬁve models.
6 Conclusion
In this paper, aiming at the repeatable pattern of the similar traﬃc ﬂow time
series that previously methods did not consider, PFP has been constructed, a
PMA algorithm and an aggregation strategy have been proposed to build a short-
term traﬃc ﬂow predictor. The PFP can be easily constructed from the source
time series and the forecasting value of the PMA model can be automatically
obtained by a computer program once the parameters are speciﬁed. Therefore,
this new proposed approach is not a time-consuming but, rather a feasible job.
The PFP make full use of the information in the source time series which is
collected on individual model as well as similarity model. By analyzing the fore-
casting performance of the na¨ıve,MA, ARIMA, NN, DA and PMA, we have shown
that the PMA can provide more accurate results than those of the other models.
For the further work, with the development of big data, data mining and
machine learning, not limited to digital correlation, it is possible that we can
consider the geographic correlation and even each ﬂow movements to describe
more potential characteristics and relationships of traﬃc ﬂow. This problem
deserves further study.
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Abstract. Recommending routes with the shortest cruising distance based on big 
taxi trajectories is an active research topic. In this paper, we first introduce a tem-
poral probability grid network generated from the taxi trajectories, then a profitable 
route recommendation algorithm called Adaptive Shortest Expected Cruising 
Route (ASECR) algorithm is proposed. ASECR recommends profitable routes 
based on assigned potential profitable grids and updates the profitable route con-
stantly based on taxis’ movements as well as utilizing the temporal probability grid 
network dynamically. To handle the big trajectory data and improve the efficiency 
of updating route constantly, a data structure kdS-tree is proposed and implemented 
for ASECR. The experiments on two real taxi trajectory datasets demonstrate the 
effectiveness and efficiency of the proposed algorithm. 
Keywords: GPS-trajectory · Route recommendation · kdS-tree 
1 Introduction 
Taxi is an important way of transportation as it provides fast, secure and personalized 
travels for passengers. However, taxis spend 35%-60% of their time cruising along the 
roads looking for passengers [1]. With the advent of GPS tracking technology on taxis, 
improving taxis’ performance based on taxi GPS trajectory data becomes a promising 
solution [2,3,4,5,6].  
A few challenges exist when using GPS trajectories to improve taxi performance. 
Firstly, most route recommendations are based on the shortest traveling path to a lo-
cation that passengers may appear [7]. However, usually the locations of potential 
passengers are unknown and may vary as time changes. How to summarize and 
represent the passenger information from the big historical taxi trajectory data and 
utilize the information to calculate the expected cruising distance of taxis is still chal-
lenging. Secondly, most existing works do not consider temporal factor and the route 
recommendation is not customized for the individual taxi. It may result in sending all 
cruising taxis to the same location to compete for the same group of passengers. 
Thirdly, taxi trajectories are big temporal and spatial datasets. For example, the size of 
daily trajectories of a taxi with 5 second interval could be around 4 GB [8]. Therefore, 
how to make recommendation based on the big trajectory data is still challenging. 
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To address above problems, we propose a temporal probability grid network gen-
erated from historical taxi trajectories. Then a profitable route recommendation algo-
rithm based on map-reduce technology is proposed to reduce the cruising distances. 
Specifically, the contributions of the paper are summarized as follows.  
First, we present a temporal probability grid network by modeling potential profit-
ability of locations based on the taxis historical GPS data. The grid network separates 
the interested region into small grids. Each grid of the grid network includes two 
temporal properties, probability of finding a passenger and capability of accommo-
dating the cruising taxis.  
Second, a profitable grid assignment algorithm is proposed based on the spatial and 
temporal factors of taxis. The assignment algorithm distributes the potential profitable 
grids among taxis according to the probability and capacity of grids. The assignment 
also balances the workload among a group of taxis.   
Third, a concept of the shortest expected cruising distance is proposed. The shortest 
expected cruising distance indicates the potential cruising distance from a taxi to po-
tential passenger based on the probability of picking up a passenger at the locations. 
Based on it, an Adaptive Shortest Expected Cruising Route (ASECR) algorithm, which 
can dynamically recommend the route, is implemented by finding the most potential 
profitable locations based on the current time and taxi’s movement. In addition, the 
temporal probability grid network will also be updated via different time stamps.  
Fourth, to efficiently handle the big trajectory data and support updating k nearest 
profitable grids, a new data structure kdS-tree is implemented in ASECR. 
The remainder of this paper is organized as follows. Section 2 reviews some related 
works. Section 3 formally defines the problem discussed in the paper. Section 4 presents a 
temporal probabilistic grid network model. ASECR algorithm is discussed in details in 
Section 5. Section 6 presents the experimental results and Section 7 concludes the paper.  
2 Related Works 
In this section, we briefly review some related works on taxi route recommendation. Ge et 
al. [3] develop a mobile recommender system that recommends a sequence of pick-up 
points to maximize a taxi’s profit. They propose two algorithms, called LCP and Sky-
Route, to find a route with minimal potential travel distance before finding a passenger. 
Specifically, for the length of suggested route L, the LCP algorithm enumerates all the 
L-length sub-routes from all pick-up points and recommends the best route among these 
candidate routes to the taxi driver. The SkyRoute algorithm efficiently computes the 
candidate routes. However, these two methods do not consider temporal factor. Yama-
moto et al. [4] and Powell et al. [5] present the probabilistic based methods for routing 
multiple taxis. In [4], roads are divided into road segments based on the appearance fre-
quency of passengers and vacant taxis are assigned to the locations based on the expecta-
tion of potential passengers. In [5], a Spatio-Temporal Profitability Map (STP map) is 
used to guide cruising taxis to better profitability locations. However, none of the above 
methods provide personalized route recommendation to individual taxi drivers based on 
their locations and times. Yuan et al. [6] present a method to calculate the fastest route to 
destination at a given departure time. Zhang et al. [9] propose a cruising system called 
PCruise that can find the shortest route for one taxi to pick up a passenger. However, they 
do not consider other taxis that may lead to the overall imbalance taxi load.  
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3 Preliminary 
Definition 1. A taxi ݐ is defined as a 5-tuple, denoted as: 
ݐ ൌ ሺ݃௢, ݃ௗ, ݎ, ߬, ݏሻ, 
where  ݃௢ and ݃ௗ are the origin and destination of the taxi. ݎ is a route from the 
origin to the destination. ߬ is the starting time of the route ݎ. ݏ is a Boolean value to 
show whether the taxi is occupied. 
Definition 2. A GPS-reading ߛ௧of a taxi ݐ is defined as a 3-tuple, denoted as: 
ߛ௧ ൌ ሺ߬, ݈, ݏሻ, 
where ߬ is the time stamp of the GPS-reading. ݈ is the location of the taxi at time ߬  
and ݏ is a Boolean value showing whether taxi is occupied by a passenger at time ߬.  
The state of a taxi can be determined using its GPS-readings. When a taxi has a 
passenger, it is in occupied state. Otherwise, it is in cruising state. However, if the time 
difference between the two consecutive GPS-readings is greater than a defined thre-
shold ߠ, then the taxi is in out-of-service state. The out-of-service state divides tra-
jectories into sub-trajectories, or called “trips”. 
Definition 3. A trip of a taxi ݐ is defined as a set of GPS readings, denoted as: 
ݐݎ݅݌௧ ൌ ሺߛଵ௧, ߛଶ ௧ , ߛଷ ௧ , … , ߛ௠ ௧ ሻ; where 0 ൏ ߛ௜ ௧. ߬ െ ߛ௜ିଵ ௧ . ߬ ൑ ߠ, 1 ൏ ݅ ൑ ݉. 
Each trip is a sub-trajectory during which the taxi ݐ is in service.  
Since GPS-readings from taxis are generally imprecise, directly matching the 
GPS-readings on existing road network could be problematic. In addition, the opera-
tions on the existing road network are computational expensive due to the large amount 
of vertices (i.e. junctions) and edges (i.e. road segments) on the road network. In this 
paper, a temporal probabilistic grid network from historical GPS trajectories is defined 
to divide the interested region into small grids and summarize the temporal and spatial 
information from taxis’ GPS trajectories. 
Definition 4. A grid ݃ is a 4-tuple, denoted as: 
݃ ൌ ሺ݈, ݌, ܿ, ߬ሻ, 
where ݈ is the center location of the grid ݃, ݌ and ܿ are the temporal probability and 
capacity of ݃ at time ߬.  The temporal probability is the probability that a taxi finds a 
passenger in the grid ݃ at the time ߬. The capacity is the number of the possible pas-
sengers of the grid ݃ at the time ߬.  
Definition 5. A grid network ܩܰ is a weighted directed graph, denoted as: 
ܩܰ ൌ ሺܩ, ܧ, ܦሻ, 
where ܩ is a set of grids, and ܧ is a set of edges connecting grids. An edge is built to 
connect two neighbor grids if consecutive GPS-readings exist between the two grids. ܦ 
is a set of weights of the edges, representing the physical traveling distances of edges.  
Definition 6. Given a set of taxis T and the time interval ሾ߬1, ߬2ሿ, the taxis’ distance 
performance starting between ሾ߬1, ߬2ሿ is defined as: 
ܲሺܶሻ ൌ  ∑೟ച೅∑೟.ೝௗ௜௦௧೚೎೎ೠ೛೔೐೏∑೟ച೅∑೟.ೝሺௗ௜௦௧೚೎೎ೠ೛೔೐೏ାௗ௜௦௧೎ೝೠ೔ೞ೔೙೒ሻ  , 
where ݀݅ݏݐ௖௥௨௜௦௜௡௚is the travelled distance that a taxi is in cruising state. ݀݅ݏݐ௢௖௖௨௣௜௘ௗ  
is the travelled distance that a taxi is in occupied state.  
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To determine the grid size, the first step is to identify the out-of-service states from 
each trajectory because the distance between the two consecutive readings is not 
meaningful when the taxi is out-of-service. The out-of-service state can be determined 
by analyzing the frequency of GPS-readings. To do so, the time intervals between 
every pair of consecutive GPS-readings are plotted based on the following empirical 
distribution function: 
ܲ ሺݔ௜ ൑ ߱ሻ ൌ  
|ݔ௜ | ݔ௜ ൑ ߱|
݊   ;    ݔ௜ ൌ  ߛ௜. ߬ െ ߛ௜ିଵ. ߬ , 
where ݊ is the total number of the time intervals of two consecutive GPS-readings and 
ݔ௜ is the time interval between two consecutive GPS-readings less than ߱. The time 
interval threshold is set to the value when gradient of the curve dramatically dropped. 
Fig. 1 shows an example plot of the time interval distribution. In this example, we 
can assume that taxi is out-of-service if the time interval between two GPS-readings is 
over 420 seconds, i.e. 7 minutes, because the gradient of the curve dramatically des-
cend and almost keep even after it. It means most time intervals between consecutive 
GPS-readings are less than 420 seconds.After identifying the time interval threshold for 
out-of-service consecutive GPS-readings, we can use the similar method to plot the 
distances between two consecutive GPS-readings so as to determine the grid size. Fig. 
2 shows a plot of the distribution of distances between consecutive GPS-readings. The 
gradient of distribution curve approaches to zero at around 550 meters, which 
represents the consecutive GPS-readings are at most 550 meters apart. Then 550 meters 
can be a good value for the grid size. 
4.2 Calculation of Probability and Capacity of Grids  
Probability of finding a passenger in a location and capacity of a grid are two temporal 
properties of the grid. After generating the primary grid network, the two temporal 
properties will be calculated. The definitions are given as follows. 
Definition 8. The probability of finding a passenger in a grid ݈ in a given time interval 
ሾ߬1, ߬2ሿ is defined as: 
݌ ሺ݈, ߬1, ߬2ሻ ൌ  |ܲ||ܧ| , 
where |ܲ| is the number of taxis showing pickups in grid ݈  in the time interval 
ሾ߬1, ߬2ሿ and |ܧ|  is the total number of taxis entering grid ݈  in the time interval 
ሾ߬1, ߬2ሿ.  
However, if all taxis are assigned to the same set of grids, it may result in 
non-equilibrium of supply and demand. To avoid that, the capacity of a grid is defined 
to control the number of taxis assigned to it. 
Definition 9. The capacity of a grid ݈ in a time interval ሾ߬1, ߬2ሿ is defined as: 
ܿሺ݈, ߬ሻ ൌ  ܿሺ݈, ߬1, ߬2ሻ ൌ |ܲ|, 
where |ܲ| is the number of pickups in the grid in the given time interval.  
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5 Profitable Route Recommender 
The profitable route recommendation algorithm consists of two steps. At the first step, in 
order to reduce the total cruising distance, potential profitable grids are assigned to each 
taxi with respect to the probability and capacity of the grids. Then the potential profitable 
route is recommended for each taxi. The recommended route connects assigned potential 
profitable grids with potential minimum cruising distance. The capacity of each released 
potential profitable grid is updated after a taxi picks up a passenger.  
5.1 Potential Profitable Grids Assignment 
The potential profitable grid assignment aims to assign a set of grids that have the 
probability to pick up passengers to each taxi. Each potential profitable grid can only be 
assigned to the limited number of taxis based on its capacity. First, the potential profitable 
grid assignment algorithm examines all potential profitable grids with the capacity 
greater than the number of taxis in the grid. If c is the capacity of the grid, it assigns the 
grid to the c-nearest taxis. Then, all taxis are checked to see whether it is a starving taxi. A 
starving taxi is a taxi which has no potential profitable grid assigned. For each starving 
taxi, the algorithm identifies the closest rich taxi that has been assigned to multiple grids, 
removes one potential profitable grid from it and assigns to the starving taxi.  
5.2 Profitable Route Recommendation  
Profitable route recommendation is to find a route with the shortest expected cruising 
distance that connects the assigned potential profitable grids of each taxi. First, the 
concept of the expected cruising distance is introduced. Then a method to search the 
route with the shortest expected cruising distance route is proposed. 
5.2.1   Expected Cruising Distance 
The most profitable route for a taxi is the route with the minimum cruising distance. 
However, the potential passengers’ locations are unknown in advance. To find a profitable 
route for each taxi, we find the passengers through the expected cruising distance.  
The expected cruising distance from the taxi to a potential passenger is calculated 
based on the grids’ probabilities. If a taxi is assigned n potential profitable grids and 
going to move along a route ݎ ൌ ሼ݈ଵ, ݈ଶ, … , ݈௡ሽ in time interval ሾ߬1, ߬2ሿ from grid ݈଴, it 
may pick up passengers at any grid of the route. For each grid ݈௜ሺ1 ൑ ݅ ൑ ݊ሻ, the 
probability that the taxi pick up a passenger at the grid can be calculated with the 
following equation: 
݌ሺ݈௜|ݎ, ߬1, ߬2ሻ ൌ ቐ
݌ሺ݈௜, ߬1, ߬2ሻ,                                                        ݅ ൌ 1
݌ሺ݈௜, ߬1, ߬2ሻ ෑ ሺ1 െ ݌ሺ݈௜, ߬1, ߬2ሻ ሻ, ݅ ൐ 1
௜ିଵ
௝ୀଵ
     , 
where ݌ሺ݈௜|ݎ, ߬1, ߬2ሻ is a conditional probability that taxi does not pick up a passenger 
at previous grids but in grid ݈௜.  
Note that the cruising distance before picking up a passenger at ݈௜ is 
∑ ݀݅ݏݐሺ ௝݈, ௝݈ାଵሻ௜ିଵ௝ୀ଴ , where ݀݅ݏݐሺ ௝݈, ௝݈ାଵሻ is the Euclidean distance between grid ௝݈ and 
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grid ௝݈ାଵ. The expected cruising distance could be calculated by integrating the dis-
tribution of the conditional probability with the distribution of the cruising distance 
before picking up a passenger. We define the expected cruising distance as follows: 
Definition 10. Given a taxi ݐ located at grid ݈଴, and a set of potential profitable grids 
with a route sequence ݎ ൌ ሼ݈ଵ, ݈ଶ, … , ݈௡ሽ, the expected cruising distance in the time 
interval ሾ߬1, ߬2ሿ is defined as: 
݀݅ݏݐ௘௫௣௘௖௧௘ௗሺݐ. ݎሻ ൌ ෍ ቆ݌ሺ݈௜|ݎ, ߬1, ߬2ሻ ෍ ݀݅ݏݐ൫ ௝݈, ௝݈ାଵ൯
௜ିଵ
௝ୀ଴
 ቇ
௡
௜ୀଵ
, 
Definition 11. Given a taxi ݐ and a set of potential profitable grids ܩ ൌ ሼ݈ଵ, ݈ଶ, … , ݈௡ሽ, 
the shortest expected cruising distance in the time intervalሾ߬1, ߬2ሿ is the minimal 
expected cruising distance of all possible routes which connect all grids in ܩ.  
5.2.3   Adaptive Shortest Expected Cruising Route (ASECR) Algorithm 
To find the shortest expected cruising distance, a naive solution is to check all possible 
combinations of the assigned profitable grids and find the shortest cruising routes 
among them. However, the time complexity for this solution is O(n!), where n is the 
number of assigned grids. In this paper, a heuristic method ASECR is proposed with a 
threshold K on the number of assigned profitable grids in a recommended route.  
 
 
Fig. 3. ASECR Algorithm 
As shown in Fig. 3, for all empty taxis, the ASECR algorithm updates the potential 
profitable grids in line 4 and then finds the k nearest potential profitable grids at each 
grid along the recommended route (line 5). Next, it calculates the shortest expected 
cruising route based on taxi’s current location and current time in line 6. The process 
continues until the taxi picks up a passenger. Finally, it updates the capability of the 
grid network in line 7. 
The most time consuming operation of the ASECR algorithm is to generate and 
update a profitable route to each taxi based on its current time and location. However, 
the volume of GPS dataset is so large that the response time on a single computer is too 
long to be practically useful. Furthermore, the data cannot be all loaded into memory 
and will lead to frequent disk accesses. ASECR is built based on the grid network that 
partitions the space into regular regions and the simple structure is inherently suitable 
for parallel. Therefore, we utilize a kdS-tree data structure to tackle the problems. 
Algorithm findAdaptiveShorestExpectedCruisingRoute (T, G, k)  
Input: T is a set of empty taxis; G is the grid network. 
1.  for each taxi t in T { 
2.     while taxi t is empty {   
3.        currentGrid = t. getCurrentLocation( ); 
4.        assignGridstoTaxis (T, G, currentTime, currentGrid);  
5.        assignGrids = t.getTopKNearestAssignedGrid(k); 
6.        t.findShortestExpectedCruisingRoute(currentGrid, assignGrids); }  
7.     G.updateCapacity(t); } 
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5.2.4   kdS-Tree  
As mentioned, ASECR algorithm constantly updates the K nearest potential profitable 
grids based on current time and taxi’s current location. Finding K nearest neighborhood 
(kNN) has been discussed in many literatures and can be solved through spatial index 
structures, such as kd-tree[10] and R-tree[11]. However, these spatial index structures 
do not perform well for continuous kNN because they are not designed for frequently 
updating tree structures and efficiently querying profitable potential grids. A new data 
structure named kdS-tree is proposed to solve the problem. 
kdS-tree is extended from kd-tree and ball-tree[12]. It is a binary tree in which each 
node is associated with a circle. Instead of only having one point on splitting line for 
2-dimensional kd-tree, at least two points are on the splitting circles for kdS-tree. kdS-tree 
is constructed in a top-down manner. Given a set of profitable potential grids, first, a 
minimum enclosing circle is created to include all grids. Each node of kdS-tree contains 
five fields: center and radius of the associated splitting circle, profitable grid nodes located 
on the circle, left and right subtrees. The root node of a kdS-tree has the circle including all 
potential profitable grids. Then, two grid nodes are identified inside the circle as two seeds, 
between which is the largest distance among all pairs of grid nodes inside the circle. All 
other grid nodes inside the circle are assigned to the closer seed to form two clusters, and 
two minimum enclosing circles are formed for two clusters. Based on the x-coordinate of 
center of these two clusters, two circles will be added to the left and right subtrees. The 
procedure repeats until no profitable grid is inside the circle. As shown in Fig. 4, (a) shows 
21 profitable potential grids. (b) shows the generated minimum enclosing circles based on 
the 21 grids, and (c) is the resulting kdS-tree. 
 
       
                 (a)                          (b)                          (c) 
Fig. 4. kdS-tree for 21 grids: (a) the profitable grids; (b) the circles; (c) the kdS-tree 
To retrieve k nearest grids for a given taxi, the query starts with traversing the tree 
from root to locate the lowest level node that contains the location of the requested taxi. 
Meanwhile, all distances between grids on visited nodes and location of the taxi are 
computed. The top-k nearest distances from the taxi to the grids are recorded. Then a 
query circle can be generated with the center as the location of the taxi and the radius as 
the current k-th nearest distance. Therefore, the upper bound for searching the k nearest 
grids is the radius of the query circle. Next, for each node whose splitting circle over-
laps with the query circle, the distances from profitable grid nodes located on the circle 
to the taxi location are calculated. If the distance is less than the upper bound, the upper 
bound is updated. To speed up the query process, two pruning rules are proposed based 
on the branch-and-bound technique in [13]:  
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The Downward Pruning rule removes tree nodes whose circle does not intersect the 
query circle. If a tree node does not intersect the query circle, then it is impossible for 
any of the grid in the tree node and its subtree nodes inside the query circle. So the 
entire branch of that tree node can be pruned. The Upward Pruning rule removes tree 
nodes whose circle completely contains the query circle. If query circle is completely 
inside the circle of a tree node, the tree node cannot have any grids closer to than any of 
the current k nearest grids as well as its ancestor nodes. So this tree node and its an-
cestor tree nodes can be pruned. The two rules can be specifically represented as: 
Downward Pruning: If dist ( TC, QC ) > r( TC )+r( QC ), then for each grid gj on TC, 
dist ( gj, QC ) > r ( QC ). Therefore, the tree node of TC can be pruned. 
Upward Pruning: If dist ( TC, QC ) < r( TC ) – r ( QC ), then for each grid gj on the 
corresponding circle of the node TC, dist ( gj, QC) > r( QC ). Therefore, TC can be pruned. 
Note that TC presents the circle corresponding to the tree node, r( TC ) is the radius 
of TC, QC represents the query circle of the requested taxi, r( QC ) is the radius of QC, 
gj is a grid point located on the TC, dist ( TC, QC ) is the distance between the center of 
TC and the center of QC (i.e. taxi location）, and dist ( gj, QC) is the distance between 
gj and the center of QC. Meanwhile, a heap H of size K is used to hold the current 
candidates for the kNN and allows fast check and insertion. 
6 Experiments 
In this section, we evaluate the performance of ASECR algorithm on two real taxi data-
sets. The algorithms are implemented in Java. All the reported values are the average of 20 
runs. Two real taxi datasets are from San Francisco, USA and Shenzhen, China. The San 
Francisco dataset contains GPS trajectories of more than 500 taxis in a 25-day period with 
the frequency of 10 minutes per reading and the Shenzhen dataset contains GPS trajecto-
ries of more than 13,000 taxis in a 30-day period with the frequency of 15 seconds per 
reading. Each GPS-reading includes fields: unique taxi ID, longitude and latitude, status 
(occupied/empty) and the time stamp. The grid networks are generated using 2-hour 
intervals. The grid size is set to 550 meters for San Francisco dataset and 350 meters for 
Shenzhen dataset by using the grid determination method discussed above. 
6.1 Parameter Study on the Number of Potential Profitable Grids K 
K is the number of potential profitable grids assigned to each taxi to generate the profitable 
route. Since the passenger’s location cannot be predicted, it is difficult to set the value for 
the parameter. In this experiment, we investigate the distance performance of taxis 
changing over the different values of K. The parameter K is set from 2 to 12. Fig. 5 shows 
a progressive increase of the distance performance until some certain K value, beyond 
which the distance performance levels off. The reason is when K increases, more assigned 
profitable potential grids lead to higher pick-up probability. Therefore, the distance per-
formance for taxis increases with decreasing cruising distances. However, after the certain 
value (e.g. when more than 8 grids for San Francisco dataset) is assigned to each taxi, the 
distance performance stabilized. The reason is that most taxis would have already picked 
up passengers after visiting K number of potential profitable grids. The level off value for 
San Francisco dataset is 8 grids, which indicates assigning more than 8 potential grids does 
not improve taxis distance performance very much. Similar observations can be found 
from Shenzhen dataset, which the level off K value is 6. 
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We also investigate the running time of querying the K potential profitable grids 
with respect to different K values. As shown in Fig. 6, the running time increases with 
the increasing of K value. In practice, the distance performance and the computation 
time needs to be balanced. So, we set K to 8 for San Francisco dataset and 6 for 
Shenzhen dataset for the rest of experiments. 
 
 
Fig. 5. Distance Performance vs. K Fig. 6. Running time vs. K 
6.2 KdS-Tree Performance Pruning Effectiveness and Query Efficiency 
In this section, we first compare the query efficiency of the proposed kdS-tree over the 
kd-tree. The query efficiency is defined as the difference of the query response CPU 
time between kdS-tree and kd-tree over the query response CPU time of kd-tree. Fig. 7 
shows the query efficiency over different K values. The figure shows that kdS-tree 
outperforms the kd-tree and the query efficiency increases as K increases. The reason is 
that the radius of query circle extends as K increases, and the larger query circle leads to 
more nodes which need to be examined by kd-tree than kdS-tree. 
 
 
Fig. 7. Query Efficiency vs. K 
Table 1. The number of kdS tree nodes 
visited with and without pruning rules 
 
Value 
of K 
San Francisco 
Dataset 
Shenzhen  
Dataset 
Before 
Pruning 
After 
Pruning 
Before 
Pruning 
After 
Pruning 
2 13 11 16 14 
4 52 31 89 67 
6 108 53 562 388 
8 361 197 1498 864 
10 776 397 3168 2082 
12 1298 695 4398 3602 
 
Then we evaluate the effectiveness of the proposed pruning rules on the kdS-tree. 
We build one kdS-tree of Shenzhen dataset contains 6612 nodes and the one of San 
Francisco dataset contains 1862 nodes. Table 1 shows the average number of visited 
kdS-tree nodes for one taxi to find K nearest profitable grids with and without the two 
pruning rules. The number of potential profitable grids K varies from 2 to 12. As ex-
pected, the pruning rules can reduce the number of visited nodes. For example, when K 
is set to 8, 197 nodes are visited with pruning rules while 361 nodes are visited without 
pruning rules. It shows that with two pruning rules, about 45% of the nodes can be 
eliminated during the search process.   
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6.3 Evaluation on Recommendation 
In this experiment, we compare the ASECR algorithm with two other methods: the 
LCP method[3] and the baseline method. Here, the length of route for LCP method is 
set to the same value as the number of potential profitable grids for ASECR. The 
baseline method recommends all taxis to their nearest profitable grid with respect of 
each grid’s capacity. In the experiments, we evaluate algorithms by simulating the real 
world events on every 2-hour time window of a day.  
 
 
Fig. 8. San Francisco: Distance Performance  Fig. 9. Shenzhen: Distance Performance 
Fig. 8 and 9 study the overall performance of the algorithms based on San Francisco 
data and Shenzhen data on weekday. The ASECR algorithm outperforms LCP method 
and baseline method in term of distance performance of taxis, which show the effec-
tiveness of the algorithm. This is because during rush hours, the ASECR algorithms 
assigns more taxis to the grids which have more passengers, which leads to the sig-
nificant improvement for both distance performance. The other observation from Fig. 8 
and 9 is that during the rush hours of a weekday, the percentage of distance perfor-
mance is higher than that of non-rush hours. This is because during rush hours, there are 
more passengers, which indicates more pick-up opportunities during rush hours. 
 
 
Fig. 10. San Francisco: Distance Performance Fig. 11. Shenzhen: Distance Performance 
For further investigations, Fig. 10 and 11 give the average distance performance on 
weekend in 2-hour time windows. Similar conclusions can be drawn from the two 
figures. Different than weekdays, the distance performance of ASECR are better than 
LCP and baseline algorithms from 10:00 to 22:00 for both San Francisco and Shenzhen 
data. It shows that people take taxis at different times on weekends than weekdays. 
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7 Conclusions and Future Works 
In this paper, a temporal profitable grid network is built by mining taxis historical GPS 
data. Based on it, we define an expected cruising distance to formulate the potential 
cruising distance. In order to find the shortest expected cruising distance for taxis, 
regarding the time and location of a taxi are changing over time we propose the ASECR 
algorithm, an adaptive route searching method based on the continuous movement of 
taxis. To improve the efficiency of the algorithm, a new data structure called kds-tree 
and map-reduce models are implemented in the algorithm. The experiments show that 
the method can provide better profitable routes to a group of taxis to improve the taxis 
performance. 
Taxi GPS trajectories are big spatial and temporal data. Future research will focus 
on the evaluating of the proposed algorithm on larger datasets. In addition, more efforts 
will be taken on exploring new architecture and data structures to efficiently update 
and query for the big data. 
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Abstract. Most of the approaches for classifying evolving data stream
divide the stream into ﬁxed size chunks to address inﬁnite length and
concept drift problems. These approaches suﬀer from trade-oﬀ between
performance and sensitivity. To address this problem, existing adaptive
sliding window techniques determine chunk boundaries dynamically by
detecting changes in classiﬁer error rate which requires true labels for all
of the data instances. However, true labels are scarce and often delayed in
reality. In this paper, we propose an approach which determines dynamic
chunk boundaries by detecting signiﬁcant changes in classiﬁer conﬁdence
scores using only limited number of labeled data instances. Moreover,
we integrate suitable classiﬁcation technique with it to propose a com-
plete semi supervised framework which uses dynamic chunk boundaries
to address concept drift and concept evolution eﬃciently. Results from
the experiments using benchmark data sets show the eﬀectiveness of our
proposed framework in terms of handling both concept drift and concept
evolution.
Keywords: Dynamic chunk size · Change detection · Concept drift
1 Introduction
Data streams have inherent properties which make it diﬃcult for the traditional
data mining techniques to classify stream data. Some of the most challenging
properties of data streams include but not limited to inﬁnite length, concept
drift, concept evolution, limited labeled data and delayed labeling. Since data
stream is an inﬁnite stream of data, it cannot be stored into any storage for
analyzing, e.g., labeling. So, data stream classiﬁcation is essentially a single pass
process. Concept drift occurs when the target class or concept evolves within
the feature space such that, the class encroaches or crosses previously deﬁned
decision boundaries of the classiﬁer [1]. So, any classiﬁcation method used in the
context of data streams need to be updated to cope up with changing concepts.
Concept evolution occurs when a new class emerges in the data stream [2,3].
c© Springer International Publishing Switzerland 2015
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To address inﬁnite length and concept drift problems, most of the approaches
in the literature divide the data stream into ﬁxed size chunks [2–4]. As a result,
these approaches fail to adapt to the change of concepts immediately. If the chunk
size is too small, classiﬁcation method may end up with frequent training during
stable period when there is no concept drift, causing performance drawback due
to unnecessary update of the classiﬁer. On the contrary, if the chunk size is too
large, the classiﬁer may remain outdated for a long period of time. Some other
approaches [5,6] use gradual forgetting to address inﬁnite length and concept
drift problems. These approaches use various decay functions to assign weight
to the instances based on their age. This strategy also suﬀers from similar trade-
oﬀ while choosing the decay rate to match unknown rate of change.
To solve the problems due to ﬁxed chunk size or decay rate, a dynamic sliding
window is maintained in [7,8] by tracking any major change in error rate of the
classiﬁer. These approaches mostly assume that, true labels of the data instances
will be available to calculate the error rate as soon as it is tested. However, in
the real world, labeled data is scarce since labeling data instances manually is
costly and time consuming [9]. In data streams, where data arrives very quickly,
it may not be possible to label all the data instances as soon as they arrive.
So, a good classiﬁer in streaming context should be able to defer the training
until true labels become available yet continuing labeling newly arrived instances
using the current classiﬁer. Moreover, it should be able to use partially labeled
training data [9].
In this paper, we present a complete framework which addresses all of the
above challenges. It uses similar semi supervised approach as [2] for classiﬁcation
and novel class detection. However, unlike [2], our proposed framework divides
the data stream into dynamically determined chunks using change detection
technique. To avoid the use of true labels of data instances for change detection,
our proposed framework calculates a conﬁdence value while predicting label of
each data instance. It then uses a change point detection technique to detect any
signiﬁcant change in the classiﬁer conﬁdence scores and determines the chunk
size dynamically. If a signiﬁcant change is detected, the classiﬁer is updated
using only recent labeled training data instances. To address the concept drift
problem, our framework maintains an ensemble of classiﬁer models, each trained
on diﬀerent dynamically determined chunks. Both of classiﬁcation and conﬁ-
dence value calculation in our framework are semi supervised. So, the proposed
framework can work with delayed labeling and partially labeled training data. To
the best of our knowledge, our framework is the ﬁrst semi supervised approach
which addresses both of concept drift and concept evolution using dynamically
determined chunk boundaries.
The primary contributions of our work are as follows: 1) We present a
technique to estimate classiﬁer conﬁdences in predicting labels of stream data
instances. 2) We propose a change detection approach which takes classiﬁer conﬁ-
dence values as input and detects if there is any signiﬁcant change in the classiﬁer
conﬁdence. It detects the chunk boundary dynamically if there is a signiﬁcant
change, which triggers updating of the existing classiﬁer on recent labeled train-
ing data. Unlike other adaptive sliding window techniques which detect changes
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in error rates of the classiﬁer, our approach does not need true labels of all the
data instances for determining the chunk boundary dynamically. 3) We present
a semi supervised framework by integrating classiﬁcation and novel class detec-
tion technique with the change detection approach to address both of concept
drift and concept evolution using dynamic chunk sizes. 4) We implement and
evaluate our proposed framework on several benchmark and synthetic data sets.
Results from the experiments show that, our framework outperforms other state
of the art approaches for data stream classiﬁcation and novel class detection.
The rest of the paper is organized as follows: In Section 2, we brieﬂy discuss
some related works. Section 3 describes our approach in detail. We describe the
data sets, evaluation metrics and present experiment results in Section 4. Finally,
Section 5 concludes the paper.
2 Related Works
Typically, existing data stream classiﬁcation approaches address inﬁnite length
and concept drift in data stream by dividing it in ﬁxed length chunk sizes [2–4] or
using gradual forgetting [5,6]. However, setting a ﬁxed size of the chunks or ﬁnd-
ing the perfect decay function for gradual forgetting are challenging tasks if the
information on time-scale of change is not available [8]. Unlike these approaches,
we determine the chunk size dynamically based on a signiﬁcant change in clas-
siﬁer conﬁdence in predicting labels of test data instances.
There are two types of techniques in terms of change detection, i.e., detect-
ing change in the posterior distribution of the classes given the features P (y|X),
another one is detecting change in the generating distribution P (X) [10]. In the
literature, several methods[11,12] exist to deal with change of P (X) in multidi-
mensional data. However, detecting change in P (X) is a hard problem especially
in case of multi-dimensional data and does not work well to detect change of con-
cept in multi-dimensional multi-class data streaming context [13]. In this paper,
we focus on detecting changes in one dimensional classiﬁer conﬁdence values.
Various techniques to detect changes in P (y|X) have been proposed in [7,
8,13], which are mostly based on loss estimation of a predictor performance.
These approaches track any signiﬁcant change in classiﬁer error rate over time
which requires the true labels of the data instances. Instead of using the error
rate, we calculate classiﬁer conﬁdence in the prediction. Monteith et al. propose
a method to estimate classiﬁer conﬁdence in [14], but they use conﬁdence scores
only for weighted voting. Unlike this approach, we use conﬁdence scores both
for weighted voting and for determining chunk boundaries dynamically. We use
two sample t-test for one sided right tail hypothesis testing to detect changes
in classiﬁer conﬁdence scores. Our proposed framework uses this change detec-
tion technique to address both of concept drift and concept evolution problems
where [7,8,13] address only the concept drift problem. Unlike most of the above
approaches, both of the classiﬁcation and change detection of our approach are
semi supervised in nature.
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3 Proposed Approach
As discussed in Section 2, ﬁnding the ﬁxed size of chunks or rate of decay
is a non trivial task without prior knowledge on time-scale of change [8,10].
Moreover, approaches which use dynamic sliding window using change detection
techniques [7,8,13] are based on loss estimation of predictor performance. This
estimation needs true labels of the data instances to calculate the predictive per-
formance. However, in the real world data streams, labeled data is scarce and
not readily available. The above mentioned approaches might suﬀer in these
scenario.
Fig. 1. High level work ﬂow of the framework
In this paper, we present a complete framework SCDMiner (Adaptive Semi
supervised Concept Drift Miner with novel class detection and delayed labeling)
for classifying evolving data streams with novel class detection. It predicts the
label of a data instance along with a conﬁdence behind this prediction. Moreover,
we also propose a change detection technique which takes these conﬁdence values
as input and detects any signiﬁcant change in the classiﬁer conﬁdence over the
time. If a signiﬁcant change is detected, chunk boundary is determined and the
classiﬁer is updated using only the recent labeled data. In this way, SCDMiner
addresses diﬀerent challenges of data stream mining discussed in Section 1.
Figure 1 depicts the high level workﬂow of SCDMiner. It maintains an
ensemble of L classiﬁcation models and a dynamic window W containing clas-
siﬁer conﬁdence scores in predicting labels of data instances in the stream. Let
{M1, ...,ML} be the models in the ensemble. As soon as an instance of the
data stream arrives, label for this instance is predicted by the current ensem-
ble along with a conﬁdence score which is inserted into W . Subsequently, a
change detection technique is executed on W . If it detects a signiﬁcant change in
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the conﬁdence scores, i.e., values stored in W , SCDMiner determines the chunk
boundary which contains all the instances corresponding to the values stored
in W . A new model is trained on the instances which are already labeled in this
chunk, and the ensemble is updated by including the newly trained model. On the
other hand, if the change detector ﬁnds no signiﬁcant change in the conﬁdence
scores, the current ensemble is retained and W keeps growing. Since, SCDMiner
tracks changes in the conﬁdence values instead of the predictive performance, so
it does not need all the true labels immediately after the prediction.
3.1 Classification and Novel Class Detection
SCDMiner uses similar techniques as ECSMiner [2] for classiﬁcation and novel
class detection. A k-NN based classiﬁer is trained with the training data. Rather
than storing the raw training data, K clusters are built using a semi-supervised
K-means clustering, and the cluster summaries (mentioned as pseudopoints) of
each cluster are saved. These pseudopoints constitute the classiﬁcation model.
The summary contains the centroid, radius, and frequencies of data points be-
longing to each class. The radius of a pseudopoint is equal to the distance between
the centroid and the farthest data point in the cluster. The raw data points are
discarded after creating the summary. Therefore, each model Mi is a collection of
K pseudopoints. A test instance xj is classiﬁed using Mi as follows. Let h ∈ Mi
be the pseudopoint whose centroid is nearest from xj . The predicted class of xj
is the class that has the highest frequency in h. A conﬁdence score between 0
to 1 is calculated based on certain criteria (will be discussed shortly) which is
used as the weight of this prediction. The data point xj is classiﬁed using the
ensemble M by taking a weighted majority vote among all the classiﬁers.
Each pseudopoint corresponds to a “hypersphere” in the feature space with a
corresponding centroid and radius. The decision boundary of a model Mi is there-
fore the union of the feature spaces encompassed by all pseudopoints h ∈ Mi. The
decision boundary of the ensemble M is the union of the decision boundaries of
all models Mi ∈ M . If a test instance is outside of the ensemble decision bound-
ary, it is declared as an F-outlier, or ﬁltered outlier. These are potential novel
class instances, and are temporarily stored in a buﬀer buf to observe whether
they are close to each other (cohesion) and farther apart from the data points
of other classes (separation) [2]. A new class is declared if there are suﬃcient
number of F-outliers fulﬁlling these conditions.
3.2 Calculation of Confidence Scores
We calculate three diﬀerent conﬁdence estimator values on each of the test
instance to calculate conﬁdence of each individual model. Finally, we combine
all these individual model conﬁdences to calculate the overall conﬁdence of the
ensemble classiﬁer. Assuming h is the closest pseudopoint from labeled data
instance x in model Mi, our proposed conﬁdence estimators are as follows:
– Association is calculated by Rh − Di(x), where Rh is the radius of h and
Di(x) is the distance of x from h.
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– Purity is calculated by Nm/Ns, where Ns is the sum of all the frequencies
and Nm is the highest frequency in h.
– Representativeness is calculated by Ns/Nt, where Nt is the number of labeled
training instances used to build Mi and Ns is the sum of all the frequencies
in h.
Association, Purity and Representativeness of the model Mi for instance x
are denoted by Axi , Pxi and Rxi respectively. Each of the conﬁdence estimators
contribute to the ﬁnal conﬁdence in prediction of a model according to their
estimation capability. We measure this capability by calculating the correlation
coeﬃcient between conﬁdence estimator values and classiﬁcation accuracy for
each model Mi using the labeled training instances as follows. Mi calculates
conﬁdence estimator values for each of the labeled training instances. Let hkij be
the value of jth conﬁdence estimator in Mi’s classiﬁcation of instance k. Since
we use three conﬁdence estimators, j ∈ {1, 2, 3}. Let yˆki be the prediction of Mi
on instance k and yk be the true label of that instance. Let vi be the vector
containing vki values indicating whether the classiﬁcation of instance k by model
Mi is correct or not. In other words, vki = 1 if yˆ
k
i = y
k and vki = 0 if yˆ
k
i = yk.
Finally, correlation vector ri is calculated for model Mi. It contains rij values
which are pearson’s correlation coeﬃcients between hij and vi for diﬀerent j.
Correlation coeﬃcients calculated in the training phase are used for classiﬁca-
tion and conﬁdence estimation during testing phase as follows. First, SCDMiner
calculates conﬁdence estimator values hxi for a test instance x. Let c
x
i be the
conﬁdence value of model Mi in predicting test instance x. cxi is calculated by
taking the dot product of hxi and vi, i.e., c
x
i = h
x
i .vi. Similarly, SCDMiner cal-
culates conﬁdence value of each of the models in the ensemble along with the
prediction for each test instance. Each conﬁdence value is normalized between 0
and 1. Normalized conﬁdence value is treated as the weight of the prediction
yˆi by model Mi. Finally, to estimate conﬁdence of the entire ensemble denoted
by cx, SCDMiner takes the average conﬁdence of the models in the ensemble
towards the predicted class.
3.3 Change Detection and Updating the Ensemble
As discussed earlier, SCDMiner maintains a variable size window W to mon-
itor conﬁdence scores of the ensemble classiﬁer on recent data instances. The
expectation is, the size of W will increase during stable period, and will decrease
when there is a concept drift. The basic intuition behind this is, concept drift or
concept evolution causes change of class boundaries which worsens performance
of the classiﬁer if not updated timely [15]. Conﬁdence estimators are chosen in
such a way that estimator values are expected to be decreased if class bound-
aries are changed. For example, if class boundaries are changed due to concept
drift, more recent instances will be nearby the decision boundary or outside of
the decision boundary of the ensemble classiﬁer. So, in case of these instances,
classiﬁer models will have low association values. A change detection algorithm
is therefore applied on the conﬁdence values stored in W to detect any signiﬁcant
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change in classiﬁer conﬁdence scores. If a change is detected, the base learning
algorithm is invoked to build a new model on data instances corresponding to
the current window W and subsequently W is shrinked. On the contrary, if no
change is detected, W keeps growing indicating a stable period.
Algorithm 1.. Change detection algorithm
1: W ← ∅
2: while true do
3: x ← the latest data point in the stream
4: [yˆ, cx] ← Classify(x) // cx is calculated as discussed in Section 3.2
5: W ← W ∪ cx
6: for n ←  to N −  do
7: Wb ← W [1 : n]
8: Wa ← W [n + 1 : N ]
9: tobs ← calcObsStat()
10: pV al ← Pr(t ≥ tobs | H0)
11: if pV al ≤ α then
12: RetrainClassiﬁer()
13: ShrinkW()
14: end if
15: end for
16: end while
Algorithm 1 sketches our proposed change detection method. The variable
size window W is maintained as follows. After inserting each conﬁdence value of
the ensemble classiﬁer, our change detection technique divides W into two sub
windows. Let Wb and Wa are two sub windows within W , where Wa contains
performance values on more recent data instances than Wb. Change detection
algorithm detects any signiﬁcant change of statistical properties between con-
tents of the sub windows for all possible combinations of suﬃciently large Wa
and Wb (Lines 6 to 15). By mentioning suﬃciently large, we mean that each of
the sub windows must have atleast  number of values. We use one tenth of the
size of W as  in our experiments.
We use statistical hypothesis testing to detect change of a statistical prop-
erty θ between elements of Wb and Wa. In this paper, we use the mean of the
population as θ. Let μa and μb be the mean of population of distribution in
Wa and Wb respectively. Let D be the diﬀerence between the mean of two sub
windows, i.e., D = μb −μa. Since we want to detect the case where Wb contains
greater average conﬁdence value than Wa, i.e., decreasing classiﬁer conﬁdence,
we perform a one sided right tail hypothesis testing. In this hypothesis testing,
Null Hypothesis is D ≤ δ; in other words μb is at most δ more than μa. On the
contrary, Alternative Hypothesis is D > δ; in other words μb is greater than μa
and diﬀerence between them is more than δ. Here, δ is a small real number and
an user deﬁned parameter.
Sample average X¯ is the estimator of the mean of the population μ. Let
X¯a and X¯b be the sample averages of the values in Wa and Wb respectively.
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According to Central Limit Theorem, if sample size n is large, X¯ follows a normal
distribution with expectation μ and variance σ2/n, where σ2 is the variance of
the population. Since we expect each of the sub windows Wa and Wb to contain
suﬃciently large number of values and true variance of the distribution of these
values are unknown, we perform a two-sample t-test for the hypothesis testing.
Let n and m be the number of values in Wb and Wa respectively. Test statistic
for our case is the following-
t =
X¯b − X¯a − δ
√
sb2
n +
sa2
m
(1)
Where sa2 and sb2 are the sample variances of elements in Wa and Wb respec-
tively. Since the samples in Wa and Wb are not paired, i.e., independent samples,
the test statistic in Equation 1 follows a Student’s t-distribution with degree of
freedom γ, which is the Null Distribution in our case. The value γ is approx-
imated using the following Satterthwaite’s Formula. To limit the possibility
of false positives, we use a small value α as the level of signiﬁcance so that
Pr[Reject H0 | H0 is true] ≤ α. H0 is rejected and a change point is detected if
tobs ≥ tγ,α holds. We build a new model on the data instances corresponding to
conﬁdence values stored in W and drop the sub window Wb subsequently. Once
a new model is trained, it replaces the oldest model in the ensemble classiﬁer.
This ensures that we have exactly L models in the ensemble at any given point
of time.
4 Experiment Results
We evaluate our proposed approach SCDMiner both on several benchmark real
world and synthetic data sets. In this section, we present and analyze the exper-
iment results.
4.1 Data Sets
We use three real and four diﬀerent types of synthetic data sets to test perfor-
mance of SCDMiner along with some other baseline approaches. Table 1 depicts
the characteristics of the data sets.
ForestCover [16] contains geospatial descriptions of diﬀerent types of forests.
We normalize the data set, and arrange the data in order to prepare it for novel
class detection so that in any chunk at most three and at least two classes co-
occur, and new classes appear randomly. In PAMAP [17], nine persons were
equipped with sensors that gathered a total of 52 streaming metrics features
whilst they performed activities. Electricity [16] data set contains data collected
from the Australian New South Wales Electricity Market.
SynCN (Synthetic Data with Concept-Drift and Novel Class) is a synthetic
data set generated using the following equation:
∑d
i=1 aixi = a0 as explained
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Table 1. Characteristics of Data Sets
Name of Num of Num of Num of
Data set Instances Classes Features
ForestCover 150,000 7 54
PAMAP 150,000 19 52
Electricity 45,312 2 8
SynCN 100,000 20 40
SynRBF@0.001 100,000 7 70
SynRBF@0.002 100,000 7 70
SynRBF@0.003 100,000 7 70
in [2]. SynRBF@X are synthetic data sets generated using RandomRBFGener-
atorDrift of MOA [18] framework where X is the Speed of change of centroids
in the model. We generate three such data sets using diﬀerent X to check how
eﬃciently diﬀerent approaches can adapt to a concept drift.
We use ForestCover, PAMAP and SynCN data sets for simulating both con-
cept drift and novel classes. On the contrary, rest of the data sets are used to
test only concept drift capturing ability of diﬀerent approaches.
4.2 Experiment Setup
We implement SCDMiner in Java version 1.7.0.51. To evaluate performance, we
use a virtual machine which is conﬁgured with 8 cores and 16 GB of RAM. The
clock speed of each virtual core is 2.4 GHZ.
We compare classiﬁcation and novel class detection performance of our app-
roach SCDMiner with ECSMiner [2]. We choose ECSMiner since it is one of
the most robust and eﬃcient frameworks available in the literature for classi-
fying data streams having both concept drift and concept evolution. However,
ECSMiner uses ﬁxed chunk size where our proposed approach uses variable
chunk size based on the change in classiﬁer conﬁdence.
Other than that, we compare performance of SCDMiner with OzaBagAdwin
(OBA) and Adaptive Hoeﬀding Tree (AHT) implemented in MOA [18] frame-
work, since these approaches seem to have superior performance than others on
the data sets used in the experiments. Both of OBA and AHT use ADWIN [8] as
the change detector. These approaches do not have novel class detection feature.
So, we compare these approaches with SCDMiner only in terms of classiﬁcation
performance.
We evaluate the above classiﬁers on a stream by ﬁrst testing and then train-
ing. To evaluate SCDMiner and ECSMiner, we use 50 pseudopoints, ensemble
size 6, and 95% of labeled training data as suggested in [2]. On the contrary,
we use 100% labeled training data in case of OzaBagAdwin (OBA) and Adaptive
Hoeﬀding Tree (AHT), since training and updating of these approaches are fully
supervised.
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4.3 Performance Metrics
Let FN = total number of novel class instances misclassiﬁed as existing class,
FP = total number of existing class instances misclassiﬁed as novel class, TP =
total number of novel class instances correctly classiﬁed as novel class, Fe =
total number of existing class instances misclassiﬁed (other than FP ), Nc = total
number of novel class instances in the stream, N = total number of instances
the stream. We use the following performance metrics to evaluate our technique:
1. ERR: Total misclassiﬁcation error (percent), i.e., (FP+FN+Fe)∗100N .
2. Mnew: % of novel class instances Misclassiﬁed as existing class, i.e., FN∗100Nc .
3. Fnew: % of existing class instances Falsely identiﬁed as novel class, i.e.,
FP∗100
N−Nc .
4. F2: Fβ score provides the overall performance of a classiﬁer. In this paper,
we use β = 2, which gives us F2 = 5∗TP5∗TP+4∗FN+FP .
Table 2. Summary of classiﬁcation results
Name of SCDMiner ECSMiner AHT OBA
Data set Error% Error% Error% Error%
ForestCover 2.62 4.23 22.89 18.06
PAMAP 4.96 35.26 8.76 7.27
Electricity 0.0 0.02 27.72 22.26
SynCN 1.20 0.01 4.81 4.5
SynRBF@0.001 9.26 34.64 18.82 11.31
SynRBF@0.002 19.72 63.43 38.75 37.04
SynRBF@0.003 39.77 65.39 48.65 46.86
4.4 Classification Performance
As discussed earlier, SCDMiner avoids unnecessary training during stable period
and frequently updates the classiﬁer when needed using dynamically deter-
mined chunks. As an instance, with increasing speed of change of centroids
X in SynRBF@X data sets, our change detection technique helps SCDMiner
to update the ensemble classiﬁer more frequently to cope up with increasing
concept drift. SCDMiner creates 111 and 160 number of chunks while classify-
ing SynRBF@0.001 and SynRBF@0.003 data sets respectively where ECSMiner
creates same 69 number of chunks in both of the cases. We do not report the
number of chunks for all the data sets due to limited space in this paper.
Table 2 summarizes the classiﬁcation error of the techniques on each data set
described in Section 4.1. In almost all the cases, our proposed approach SCD-
Miner clearly outperforms all the other approaches by large margin in terms of
classiﬁcation accuracy. For example, in case of ForestCover data set, SCDMiner
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Table 3. Summary of novel class detection results
Data set Method Mnew Fnew F2
ForestCover
SCDMiner 0.07 2.39 0.95
ECSMiner 8.42 2.13 0.88
PAMAP
SCDMiner 0.09 13.65 0.98
ECSMiner 0.05 37.53 0.45
SynCN
SCDMiner 0.0 0.01 0.99
ECSMiner 0.0 0.0 1.0
shows around 38%, 89% and 85% better performance than ECSMiner, AHT and
OBA respectively. Only in case of SynCN data set, ECSMiner shows slightly
better performance than SCDMiner. It can be observed that, in case of SynCN
data set, all the approaches show comparatively better result than the other data
sets which indicates that SynCN data set contains less frequent concept drift.
Since, ECSMiner uses ﬁxed chunk size, it updates the model more frequently
during stable time period comparing with SCDMiner. From the experiment, we
know that SCDMiner updates the ensemble classiﬁer only 7 times comparing
with 44 number of updates by ECSMiner. So, ECSMiner gains slightly better
accuracy in expense of more frequent training and updating the ensemble.
4.5 Novel Class Detection
Table 3 summarizes novel class detection performance of SCDMiner and ECS-
Miner on diﬀerent data sets. From the experiment data, it is clear that SCD-
Miner outperforms ECSMiner by a large margin based on F2 measure on all
the data sets except SynCN . For example, in case of ForestCover data set,
SCDMiner shows 8% better performance than ECSMiner in terms of F2 mea-
sure. In case of SynCN data set, SCDMiner shows competitive performance.
ECSMiner gains slightly better performance due to more frequent updates as
discussed above.
5 Conclusion
In this paper, we present a framework SCDMiner which addresses most of the
challenges of classifying evolving data streams. It exploits a change detection
technique to determine the chunk boundaries dynamically. As a result, SCD-
Miner determines number of training based on the frequency and intensity of
concept drift. Results from the experiments show that, SCDMiner outperforms
other approaches in the stream mining domain in terms of both classiﬁcation
and novel class detection accuracy.
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Abstract. Evaluation functions, used to measure the quality of fea-
tures, have great inﬂuence on the feature selection algorithms in areas of
data mining and knowledge discovery. However, the existing evaluation
functions are often inadequately measured candidate features on cost-
sensitive heterogeneous data. To address this problem, an entropy-based
evaluation function is ﬁrstly proposed for measuring the uncertainty for
heterogeneous data. To further evaluate the quality of candidate features,
we propose a multi-criteria based evaluation function, which attempts to
ﬁnd candidate features with the minimal total costs and the same infor-
mation as the whole feature set. On this basis, a cost-sensitive feature
selection algorithm on heterogeneous data is developed. Compared with
the existing feature selection algorithms, the experimental results show
that the proposed algorithm is more eﬃcient to ﬁnd a subset of features
without losing the classiﬁcation performance.
Keywords: Feature selection · Cost-sensitive · Entropy · Heterogeneous
data · Rough sets
1 Introduction
Handling high-dimensional data represents one of the most challenging problems
in areas of data mining and knowledge discovery. Dimensionality reduction has
been shown eﬀective in dealing with high-dimensional data for learning, which
refers to the study of methods for reducing the number of dimensions describing
data [1]. It can bring many potential beneﬁts: alleviating the curse of dimen-
sionality, speeding up the learning process, and improving the generalization
capability of a learning model.
Many dimensionality reduction algorithms have been developed at present.
In general, they can be broadly classiﬁed into two categories: feature extraction
and feature selection [3,5]. Feature extraction constructs new features with a
linear or nonlinear transformation by projecting the original feature space to
a lower dimensional one. Unlike feature extraction methods, feature selection
methods preserve the original meaning of the features after reduction, which
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can be broadly categorized into wrapper and ﬁlter methods [2,4]. The wrapper
method uses the predictive accuracy of a predetermined learning algorithm to
determine the quality of selected features. One drawback of the wrapper method,
however, is that it is very expensive to run for data with numbers of features.
The ﬁlter method separates feature selection from classiﬁer learning so that the
bias of a learning algorithm does not interact with feature selection algorithms.
It relies on many feature measures. Much attention has been paid to ﬁlter fea-
ture selection. Rough set theory oﬀers a formal methodology for ﬁlter feature
selection. The main advantage of rough set theory is that no additional infor-
mation about the data is required for data analysis such as thresholds or expert
knowledge on a particular domain. It provides a mathematical tool to handle
uncertainty in many data analysis tasks [6]. From the perspective of evaluation
functions in rough set theory, the feature selection algorithms encountered in the
literature can be mainly categorized into three representative types: consistency-
based feature selection [7], discernibility matrix-based feature selection [10], and
entropy-based feature selection [9]. The main diﬀerences of these algorithms lie
in the metrics that are used to evaluate the quality of candidate features to ﬁnd
optimal solutions.
It should be noticed that the classical feature selection algorithms established
on the rough set theory are developed for a single type of features. However,
there often coexist some heterogeneous features, such as missing, categorical and
numerical ones, in data sets of most practical problems. For example, in a clinic
data set, some clinic results of a patient cannot obtain due to the expense or dif-
ﬁculty for some unconventional clinical measurements. In addition, most feature
selection techniques assume the data are already stored in data sets and available
without cost. But data are not free in real-world applications. In general, there
are two main types of cost [11]. i.e.,the test cost and misclassiﬁcation cost, in real
applications, they are intrinsic to data. It is important to consider both types of
costs together. Under this context, the classical feature selection algorithms can-
not deal with the heterogeneous data. Thus, it is meaningful and challenging to
eﬀectively perform feature selection for heterogeneous data. In the literature, a
simple method to deal with heterogeneous data is to preprocess them into single-
typed data [14]. For instance, numerical features can be discreted as categorical
ones, and missing features can be ﬁlled with known ones. This transformation of
feature types might cause the loss of information. Recently, the methods found
that deal with heterogeneous data [15,16]. However, they have not taken into
the cost-sensitive data consideration. In most real-world applications, a user is
not only interested in removing irrelevant and redundant features, but also in
reducing costs that may be associated to features. The methods found that deal
with cost-sensitive data [11–13]. Min et al. [11] used the covering rough set to
deal with the minimal test cost feature selection problem on complete data with
test cost constraint. Weiss et al. [12] proposed the CASH algorithm cost-sensitive
feature selection using histograms. Bolon-Canedo et al. [13] proposed a new gen-
eral framework for cost-based feature selection, together with the ﬁlter approach.
Based on the above observations, it is challenging to eﬀectively perform the fea-
ture selection issue from both of heterogeneous features and costs intrinsic to
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data. In this paper, we will focus on the feature selection work for selecting a fea-
ture subset with a minimal total cost as well as preserving a particular property
of the heterogeneous data.
This paper is organized as follows. In Section 2, we introduce some relevant
concepts involved in the paper. In Section 3, a multi-criteria based evaluation
function for selecting features is proposed, and a cost-sensitive feature selec-
tion algorithm on heterogeneous data is developed. In Section 4, comparison
experiments are made to show the eﬃciency and eﬀectiveness of the proposed
algorithm. Finally, the conclusions are presented in Section 5.
2 Preliminaries
In this section, we brieﬂy review the basic concepts of rough set theory [6–8],
and introduce a hybrid decision system with costs to represent the cost-sensitive
heterogeneous data.
Rough set based data analysis starts from a data table called an informa-
tion system [4–11]. More formally, an information system is a 4-tuple IS =<
U,A, V, f >, where U is a set of nonempty and ﬁnite objects; A is the set
of features characterizing the objects; V is the union of feature domains, i.e.,
V = ∪a∈AVa, where Va is the value set of feature a, called the domain of a;
and f : U × A → V is an information function, which assigns feature values
from domains of feature to objects such as ∀a ∈ A, x ∈ U , and f(x, a) ∈
Va, where f(x, a) denotes the value of feature a for object x. Each nonempty
subset B ⊆ A determines an indiscernibility relation, which is IND(B) =
{(x, y) ∈ U × U : f(x, a) = f(y, a),∀a ∈ B}, the relation IND(B) parti-
tions U into some equivalence classes given by U/IND(B) = {[x]B , x ∈ U},
where [x]B denotes the equivalence class determined by x with respect to B, i.e.,
[x]B = {y ∈ U : (x, y) ∈ IND(B)}. If the feature set A is divided into condition
feature set C and decision feature set D, the system is called a decision system.
In the rough set theory, the heterogeneous data can be expressed as a hybrid
decision system. A hybrid decision system can be written as HDS =< U,C ∪
D,V, f >, the heterogeneous data mainly include three parts: categorical, numer-
ical and missing feature values, where Cc is a categorical feature set and Cn is a
numerical feature set, respectively. To simplify this, we denote the i th numeric
or categorical feature in C as cni or c
c
i . In addition, if there exist x ∈ U and c ∈ C
such that f(x, c) is equal to a missing value (a null or unknown value, denoted
as ∗), i.e., ∗ ∈ VC .
In real applications, both test and misclassiﬁcation costs are taken into
account in data sets. The cost-sensitive heterogeneous data can be expressed
as a hybrid decision system with test and misclassiﬁcation costs (HDS-TMC),
it is represented as the 6-tuple S =< U,C ∪ D,V, f, tc,mc >, where U , V and
f have the same meanings as HDS, tc : C → R+ ∪ {0} is the test cost func-
tion of feature set, R+is the set of positive real numbers. Test costs are inde-
pendent of one another, that is, tc(B) =
∑
b∈B tc(b) for B ⊆ C, where tc(b)
is the test cost of single feature b. Central to the test cost is a vector, which
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can be easily be represented by tc = [tc(c1), tc(c2), · · · , tc(c|C|)]. In addition,
mc : k × k → R+ ∪ {0} is the misclassiﬁcation cost function, which can be
represented by a matrix MC = {mck×k}, where k = |VD|. Fundamental to the
misclassiﬁcation cost is the concept of the cost matrix. The cost matrix can be
considered as a numerical representation of the penalty of classifying objects
from one class to another.
3 Cost-Sensitive Feature Selection on Heterogeneous
Data
In this section, an entropy based evaluation function is ﬁrstly proposed to
measuring the uncertainty for heterogeneous data. On this basis, we present
a multi-criteria based evaluation function for selecting candidate features that
achieve the balance between the informative power and computational cost on
cost-sensitive heterogeneous data. Finally, based on the proposed multi-criteria
evaluation function, we develop a cost-sensitive feature selection algorithm on
heterogeneous data.
3.1 Evaluation Function on Heterogeneous Data
Since the indiscernibility relation in the classical rough set is inapplicable to het-
erogeneous data, we ﬁrst propose the hybrid relation to handle the heterogeneous
data, including categorical, numerical and missing feature values.
Definition 1. Given a hybrid decision system HDS =< U,C ∪ D,V, f >, for
B = Bc ∪ Bn ⊆ C , let HR(B) denote the hybrid relation between objects
that are possibly indiscernible in terms of B, HR(B) = {(x, y) ∈ U × U |∀b1 ∈
Bc, f(x, b1) = f(y, b1) ∨ f(x, b1) = ∗∨ f(y, b1) = ∗} ∧ {(x, y) ∈ U × U |∀b2 ∈
Bn, |f(x, b2)− f(y, b2)| ≤ ε∨ f(x, b2) = ∗∨ f(y, b2) = ∗}, where ε is a threshold.
The hybrid relation can be used to deal with the heterogeneous data, which
greatly enhances the application scope of rough sets. In this sense, it natu-
rally extends the deﬁnition of indiscernibility relation in rough sets to deal with
numerical, categorical and missing feature values without resorting to the dis-
cretization process. Obviously, HR(B) is reﬂexive and symmetric but not tran-
sitive. It can be easily shown that HR(B) = ∩b∈BHR({b}).
The neighborhood information granule of object x with reference to a hybrid
feature set B is denoted as δB(x) = {y ∈ U |(x, y) ∈ HR(B)}. Let U/HR(B)
denote the family set {δB(x)|x ∈ U}, which is the classiﬁcation induced by
B. For X ⊆ U , the lower and upper approximations of X in B are B(X) =
{x ∈ U |δB(x) ⊆ X} and B(X) = {x ∈ U |δB(x) ∩ X = ∅}. Furthermore, since
∗ /∈ VD, ∗ ∈ VC , U/IND(D) = {Y1, Y2, · · · , Yn} is a partition of U , the lower
and upper approximations with respect to the decision D are B(D) = ∪ni=1B(Yi)
and B(D) = {x ∈ U |δB(x) ∩ X = ∅}. To further analyze the essential principle
of feature selection with rough sets, we introduce the entropy as feature measure
to evaluate the uncertainty of heterogeneous data.
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One of the main problems in real life data analysis is uncertainty. In this back-
ground, uncertainty measures evaluate the roughness and accuracy of knowledge,
which can provide us with principled methodologies to analyze uncertain data
and unveil the substantive characteristics of the data sets. As common mea-
sures of uncertainty, various entropies as well as their conditional ones, and the
extended one have been widely applied to devise feature selection algorithms.
The conditional entropy can be used as a reasonable information measure in
incomplete decision systems [17], and it is quite representative among other
entropies. We extend the entropy to the hybrid data environment.
Definition 2. Let HDS =< U,C ∪ D,V, f > be a hybrid decision system,
∗ /∈ VD, ∗ ∈ VC , U/IND(D) = {Y1, Y2, · · · , Yn}, for B ⊆ C, ∀xi ∈ U , the
entropy of D with respect to B is deﬁned by
H(D|B) = −
|U |∑
i=1
n∑
j=1
|δB(xi)∩Yj |
|U | log
|δB(xi)∩Yj |
|δB(xi)|
Lemma 1. Given a hybrid decision system HDS =< U,C ∪ D,V, f >, for
B1, B2 ⊆ C, and B1 ⊆ B2, with the same threshold ε for computing neighbor-
hoods, we have the following relation H(D|B2) ≤ H(D|B1).
Lemma 1 indicates the validity of the proposed entropy. The validity of the
entropy is important for constructing a greedy search algorithm. In the following,
an evaluation function for measuring the signiﬁcance of candidate features is
deﬁned as follows.
Definition 3. Let HDS =< U,C ∪ D,V, f > be a hybrid decision system, for
B ⊆ C, ∀b ∈ B, the evaluation function for measuring the feature b in B is
denoted by E(b) = H(D|B) − H(D|B ∪ {b}).
The higher the change in the entropy, the more signiﬁcant the feature is. We
can sort all the features according to the evaluation values in descending order
and select the top feature in the feature selection process.
To further evaluate the signiﬁcance of candidate features on the cost-sensitive
heterogeneous data, a new term is added to the above evaluation function so that
the cost is taken into account. The multi-criteria based evaluation function is
given as follows.
Definition 4. Given a hybrid decision system with costs (HDS-TMC) S =<
U,C∪D,V, f, tc,mc >, for B ⊆ C, ∀b ∈ B, the evaluation function for measuring
the feature b is deﬁned by M(b) = E(b)+λ.(tc(b)+mc(b)), where λ is a parameter
introduced to weight the inﬂuence of the cost in the evaluation function, tc(b) is
the test cost of the feature b, and mc(b) is the misclassiﬁcation cost induced by
feature b.
3.2 Cost-Sensitive Feature Selection Algorithm on Heterogeneous
Data
Based on the proposed multi-criteria evaluation function, we can develop a fea-
ture selection algorithm to ﬁnd a feature subset with cost minimization and
402 W. Qian et al.
the same information power as the whole feature set. However, to quicken the
feature selection process, we will introduce a strategy to speed up this pro-
cess in this subsection. Given a hybrid decision system with costs (HDS-TMC)
S =< U,C ∪ D,V, f, tc,mc >, for B ⊆ C, B is the selected feature subset, the
objects in U have been partitioned into two parts with respect to B, i.e., recog-
nized objects UR ⊆ U and unrecognized objects UR ⊆ U , where UR ∩ UR = ∅
and UR∪UR = U . For the recognized objects UR, we have the following property.
For the objects UR ⊆ U recognized by B, if b ∈ C − B is a candidate feature,
then b is redundant to the objects UR, i.e., E(B ∪ {b}) = E(B).
From above, it indicates that any candidate feature b has no impact on the
objects that have been recognized by the selected feature subset B. Thus in
the process of feature selection, the recognized objects UR can be deleted from
the whole object set U , and the remaining objects get fewer as the selection
of candidate features goes on. Incorporated into this strategy, we will develop
the feature selection algorithm with the forward greedy on the hybrid decision
system with costs (HDS-TMC) as follows.
Algorithm 1. Cost-sensitive feature selection algorithm on heterogeneous data
(Algorithm CSFS)
Input: A hybrid decision system with costs S =< U,C ∪ D,V, f, tc,mc >, λ;
Output: A feature subset Red.
Begin
1. Initialize Red ← ∅; UR ← ∅; UR ← U ;
2. For ∀ci ∈ C (1 ≤ i ≤ |C|) do
3. compute E(C − {ci}) and E(C) on UR;
4. if E(C − {ci}) = E(C) then Red ← Red ∪ {ci};
5. End for
6. Compute the recognized objects UR from UR induced by Red, and let UR ←
UR − UR;
7. Sort the features in C − Red by M(c) in a descending order, and record the
results by {c′1, c′2, · · · , c′|C−Red|};
8. While (UR = ∅) do
9. for i = 1 to |C − Red| do
10. let Red ← Red ∪ {c′i};
11. compute the recognized objects UR from UR induced by c
′
i, and let UR ←
UR − UR;
12. End while
13. For ∀p ∈ Red do
14. if E(Red − {p}) = E(Red) then Red ← Red − {p};
15. End for
16. Return Red.
End
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As shown above, to select relevant features with low associated costs, Algo-
rithm CSFS uses a greedy forward strategy combined with the multi-criteria
evaluation function to estimate the merit of candidate features. Steps 2-5 are to
select the indispensable features from the whole feature set. Step 6 is to delete
the objects recognized by the selected features. Steps 7-12 are to add the current
best feature c′i(1 ≤ i ≤ |C − Red|) to Red by the multi-criteria based evalua-
tion function until satisfying the unrecognized object set is empty. In addition,
the objects recognized by the selected features are deleted from the object set,
this process is the key step of this framework. Steps 13-15 are to delete some
redundant features from the selection result Red.
4 Experimental Analysis
In order to test the eﬃciency and eﬀectiveness of the proposed feature selection
algorithm, we conduct some experiments on a PC with Windows 7, Intel (R)
Core(TM) Duo CPU 2.93 GHz and 4GB memory. Algorithms are coded in C++
and the software being used is Microsoft Visual 2010. We perform the experi-
ments on six real UCI data sets [18]. The characteristics of six heterogeneous
data sets are described in Table 1. The data sets have no intrinsic test and mis-
classiﬁcation costs associated. In order to study the performance of the feature
selection algorithm, we will generate the random costs for their input features
for experiments. For each feature, the costs are generated as a random number
between 0 and 1.
Table 1. A description of six data sets
Data sets No. of Instances No. of Features Classes
Adult 48842 14 2
Annealing 798 38 5
Arrhythmia 452 279 16
Dermatology 366 33 6
Hepatitis 155 19 2
Stat Credit 1000 20 2
In what follows, to illustrate the eﬀectiveness and eﬃciency of the proposed
algorithm, three feature selection algorithms are used for comparisons. One is
the positive region-based feature selection algorithm [7], the other is the rough
entropy-based feature selection algorithm [9], and another is the discernibility
matrix-based feature selection algorithm [10]. For convenience, the three feature
selection algorithms are denoted as PRFS, REFS and DMFS, respectively.
4.1 Optimum Value of the Parameter λ
To determine the optimum value of the parameter λ in the multi-criteria evalu-
ation function, extensive experiments are done on the six data sets. In general,
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diﬀerent values of λ may lead to diﬀerent feature subsets selected. The proposed
algorithm CSFS runs 10 times with diﬀerent λ settings on each data set. The
values of λ investigated are from 0 to 0.5 with step 0.05. With diﬀerent λ settings
on the data set, there are diﬀerent test and misclassiﬁcation costs, we use the
minimal total cost to evaluate the quality of a particular feature subset. Table 2
records the optimal value λ∗ on the eight data sets for selecting feature subset
with minimal costs.
Table 2. The optimal value λ∗ on diﬀerent data sets
Dataset Adult Annealing Arrhythmia Dermatology Hepatitis Stat Credit
λ∗ 0.10 0.15 0.25 0.10 0.35 0.20
From Table 2, we can observe that the optimal value λ∗ varies for diﬀerent
data sets. There does not exist a rational setting of λ∗ for all data sets, the
optimum value is hard to specify for all data sets.
4.2 Feature Subset Size and Total Costs
For the data sets shown in Table 1, to compare the size of the selected feature
subsets, Table 3 records the results of the four feature selection algorithms in
terms of the feature subset size.
Table 3. Size of feature subsets selected by four algorithms
Dataset PRFS REFS DMFS CSFS
Adult 10 10 12 10
Annealing 13 13 15 11
Arrhythmia 26 28 31 25
Dermatology 11 11 12 9
Hepatitis 8 8 7 7
Stat Credit 6 6 8 6
From Table 3, we can observe that the number of the selected features has
largely been reduced by the four feature selection algorithms. However, the size
of selected features by CSFS is fewer than other three algorithms at most cases.
The detailed observations can be seen as follows. Take the data set Annealing as
an example, CSFS selects 11 features, while PRFS, REFS and DMFS select 13,
13 and 15 features, respectively. The reason why the number of feature subset
selected by the proposed algorithm CSFS is fewer than other three algorithms
attributed to a redundancy-removing step, some redundant features are removed
from the selected feature subset.
To compare the total costs of the selected feature subsets, Fig.1 records the
results of the four feature selection algorithms in terms of the total costs. For
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this ﬁgure, the x-axis represents the six diﬀerent data sets, for instance, the
coordinate value “1” correspond to the Adult data set. And the y-axis repre-
sents the total costs of the selected feature subset. Also, we can see that the
Fig. 1. Costs of features selected by the four algorithms on diﬀerent data sets
cost values of the selected feature subset by CSFS are lower than that of other
three algorithms in most of the data sets. Take the data set Arrhythmia as an
example, the cost value of the feature subset selected by CSFS is 12.35, while the
cost value of the feature subset selected by PRFS, REFS and DMFS is 15.19,
16.83 and 17.46, respectively. This may happen due to the multi-criteria based
evaluation function, the proposed evaluation function considers the test and mis-
classiﬁcation cost of candidate features. The cost value of the selected features in
CSFS, however, remains expensive in the Annealing date set. This phenomenon
happens attributed to the costs have a greater eﬀect than information power in
this data set.
4.3 Computational Time
A summary of computational time for the four feature selection algorithms is
given in Table 4. The computational time is expressed in seconds.
Table 4. Comparison of computational time for the four algorithms
Dataset PRFS REFS DMFS CSFS
Adult 290.583 367.411 541.275 56.201
Annealing 20.062 18.235 26.308 4.9132
Arrhythmia 59.127 67.460 83.159 15.360
Dermatology 3.895 4.521 4.036 1.148
Hepatitis 1.670 1.914 2.210 0.531
Stat Credit 4.521 4.805 5.169 1.407
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The experimental results on Table 4 show that the computational time cost
of CSFS is much less than other three algorithms. The advantage of CSFS over
other three algorithms is evident for large-scale data sets. Take the Adult data set
as another example, the time cost of CSFS is about 1/5, 1/6 and 1/9 than that
of PRFS, REFS, and DMFS, respectively. The results can be caused because the
objects that have been recognized by the selected features in CSFS are deleted
from the object set, such that the selection of features is in a compact search
space. In contrast, the objects in other three algorithms always keep the same
in the process of selecting candidate features.
4.4 Classification Accuracy
In the process of classiﬁcation, ten-fold cross validation is applied on the data
sets shown in Table 1. We randomly divide the objects into ten parts, and nine
of them are used as the training data and the rest one as test data. The process
is repeated for 10 times, after ten rounds, the results achieved on each time
are recorded and averaged to obtain the ﬁnal performance. The four feature
selection algorithms are performed on each partition. To evaluate the subsets of
features selected for diﬀerent feature selection methods, the redial base function
support vector machine (SVM) classiﬁer, is trained on these subsets. The results
achieved on each partition in terms of classiﬁcation accuracy are recorded and
averaged to obtain the ﬁnal results. The recorded accuracy values are presented
as a percentage.
Table 5. Comparison of classiﬁcation accuracy for the SVM classiﬁer
Data sets Raw PRFS REFS DMFS CSFS
Adult 83.65±3.17 83.27±3.95 84.01±3.68 82.49±4.22 84.71±3.50
Annealing 99.15±0.41 100.00±0.0 100.00±0.0 100.00±0.0 100.00±0.0
Arrhythmia 71.60±7.53 74.68±8.26 72.15±6.97 72.78±7.02 74.29±6.84
Dermatology 90.35±2.64 88.50±2.91 89.31±3.40 86.53±3.74 89.17±2.15
Hepatitis 82.97±4.21 84.16±3.10 84.27±4.78 85.21±4.39 86.03±3.77
Stat Credit 62.18±5.95 67.72±6.79 67.03±5.92 66.24±7.58 68.90±5.36
Average 81.65 83.06 82.79 82.21 83.85
The results shown in Table 5 indicate that the four feature selection algo-
rithms produces better classiﬁcation performances after feature selection, when
compared with the raw data sets. Considering the average results in the last
low, we see that there are no big diﬀerences among these four algorithms. How-
ever, there is a diﬀerence in the classiﬁcation results among the four algorithms.
CSFS outperforms the other three comparative algorithms slightly as to SVM. To
illustrate the variation of classiﬁcation accuracies versus the number of selected
features, we choose two data sets Adult and Hepatitis to make an experimental
comparison. Fig.2 shows the plots of the classiﬁcation accuracies for the four
feature selection algorithms.
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Fig. 2. Variation of classiﬁcation accuracies versus the number of selected features
From the results presented in Fig.2, it is seen that the classiﬁcation accuracies
of the four algorithms increases rapidly at ﬁrst, then the classiﬁcation perfor-
mance of them is relatively stable as the number of features increases. However,
CSFS yields superior classiﬁcation accuracy comparing with other three algo-
rithms in most cases. Take the data set Adult as an example, when selecting
5 features, the classiﬁcation accuracy of CSFS is 79.58%, which is higher than
that of PRFS, REFS and DMFS 15.46%, 7.13% and 10.29%, respectively. The
same phenomenon occurs as to the Hepatitis data set. With diﬀerent number
of selected features, CSFS always gives feature selection that is better than or
comparable to that of others. The better performance of the algorithm CSFS
is achieved in most cases, due to the fact that the multi-criteria can identify
relevant and signiﬁcant features from the data sets more eﬃciently than other
algorithms. From the experimental results, we conﬁrm that the proposed algo-
rithm can ﬁnd a feature subset without losing the classiﬁcation performance.
5 Conclusions
In this paper, we introduce a multi-criteria based evaluation function to develop
a feature selection algorithm with forward greedy search on cost-sensitive het-
erogeneous data. Two main conclusions are drawn as follows. On the one hand,
compared with the existing feature selection algorithms, the proposed algorithm
can ﬁnd a feature subset with costs minimization. The main reason attributed to
the multi-criteria based evaluation function that not only describes the informa-
tion power of candidate features, but also considers the test and misclassiﬁcation
cost of candidate features. On the other hand, compared with other algorithms,
the proposed algorithm can ﬁnd a feature subset in a much shorter time without
losing the classiﬁcation performance.The main reason attributed to the multi-
criteria based evaluation function implemented in dwindling object set in the fea-
ture selection process.Therefore, the proposed algorithm supplies a reasonable
solution for feature selection on cost-sensitive heterogeneous data.
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Abstract. Multiple variables and high dimensions are two main challenges for 
classification of Multivariate Time Series (MTS) data. In order to overcome 
these challenges, feature extraction should be performed before performing 
classification. However, the existing feature extraction methods lose the impor-
tant correlations among the variables while reducing high dimensions of MTS. 
Hence, in this paper, we propose a new feature extraction method combined 
with different classifiers to provide a general classification strategy for MTS da-
ta which can be applied for different area problems of MTS data. The proposed 
algorithm can handle data of high feature dimensions efficiently with unequal 
length and discover the relationship within the same and between different 
component univariate time series for MTS data. Hence, the proposed feature ex-
traction method is application-independent and therefore does not depend on 
domain knowledge of relevant features or assumption about underling data 
models. We evaluate the algorithm on one synthetic dataset and two real-world 
datasets. The comparison experimental result shows that the proposed algorithm 
can achieve higher classification accuracy and F-measure value.  
Keywords: Multivariate time series · Time series classification · Intra-temporal 
patterns · Inter-temporal pattern 
1 Introduction 
A multivariate time series (MTS) can be considered as made up of a collection of data 
values taken by a set of temporally interrelated variables monitored over a period  
of time at successive time instants spaced at uniform time intervals [4]. Effective 
classifying of such data can be applied into various problem domains. For example, in 
medicine and healthcare, the values taken by many variables representing different 
signs and symptoms may be temporally related or interrelated and they have to be 
monitored for a patient over a period of time for such relationship or interrelationship 
to be discovered. In financial analysis, as another example, the performance of a stock 
in terms of such variables as highs and lows, opening and closing prices, trading vo-
lumes, may also be temporally related or interrelated and for such relationship or 
interrelationship to be understood. 
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Time series classification has received a great deal of attention in the past, and it 
also brings some new challenges to the data mining and machine learning community 
[1]. A number of different approaches have been proposed for univariate time series 
classification [9-11], however, few papers are found about multivariate time series 
classification in the literature [6]. 
Generally, to classify MTS data, feature extraction need to be performed for the 
original data, and then the classifiers, such as Support Vector Machine (SVM) or 
Artificial Neural Network (ANN), is used to classify the feature vectors [14-16]. The 
challenges of the classification process can be summarized as follows [2,7]: i) The 
most of the classifiers (e.g. decision trees, neural networks) can only take input data 
as a vector of features, but there are no explicit features in sequence data. ii) The di-
mensionality of feature space should be very high and the computation is costly. iii) 
The important correlations information among variables may be lost if the value of 
one variable is broken into MTS or each processed separately. Finally, the MTS can 
be of different lengths that cannot be extracted features by traditional method easily. 
Hence, for satisfying the above requirement, we propose a new feature extraction 
algorithm combined with traditional classifier that provides a general classification 
strategy, called as Multivariate Time Series Classifier (MTSC). The algorithmic con-
tributions of the proposed algorithm are: i) it can handle MTS data of high feature 
dimensions efficiently with unequal length; ii) it focuses on discovering the relation-
ship in the same or among different variables; iii) it is a general method that can be 
applied to different problems on MTS data. 
The structure of this paper is arranged as follows. In Section 2, we present a  
summary of existing work on feature extraction and classification for MTS data.  
In Section 3, we describe the details of the proposed algorithm. In Section 4, the results 
of the algorithm for both simulated and real world data sets are performed and  
presented. In the same section, we discuss results of the various tests carried out for 
effectiveness of its tasks. In the last section, we present a summary of the paper and the 
possible directions for future work. 
2 Literature Survey 
A multivariate time series (MTS) can be defined as a sequence of vectors, which may 
carry a class label [2]. For example, Electrocardiography (ECG) is a kind of MTS 
data, which is recorded from several sensors to describe the electrical activity of the 
heart, and it may come from either a healthy or ill person, labeled as “healthy” and 
“ill”. The classification of MTS is the problem of classifying a set of MTS samples 
into a pre-defined set of classes [8]. To summary the existing algorithms of classifica-
tion for MTS data, two main steps are considered: extract features using classical 
feature extraction method as pre-processing for MTS data, and classify feature vectors 
using classifier.  
Feature extraction greatly affects the design and performance of the classifier and 
feature extraction is to use the existing feature parameters to comprise a lower-
dimensional feature space, map useful information contained by original features to a 
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small number of features, ignoring redundant and irrelevant information [15]. The 
classical feature extraction methods are based on statistical analysis. As the represent-
ative, there are some classical methods such as Principal Component Analysis (PCA), 
Linear Discriminant Analysis (LDA) [16], Factor Analysis [16], and so on [15]. In 
addition, for improving the performance of classification MTS data, some new feature 
extraction methods are proposed. Li et al. [7] proposed a feature extraction method, 
Singular Value Decomposition (SVD), to reduce the different length of data to feature 
vectors, and then apply SVM on the feature vectors to classify MTS data. Weng et al. 
[6] project original MTS into PCA subspace by throwing away the smallest principal 
components firstly, and then MTS samples in the PCA subspace are projected into a 
lower-dimensional space by using supervised Locality Preserving Projection (LPP). 
However, the above existing extraction method may lose the dependency relationship 
information among different univariate time series.  
Hence, to extract the features among the same and different variables can retain 
more significant information for further classification. For proving the efficiency of 
the proposed algorithm, we compare the proposed algorithm with classical feature 
extraction methods, PCA. We focus on discovering the relationship within the same 
variable (intra-temporal patterns) and between different variables (inter-temporal 
patterns) at different time points, and combine the degree value of all patterns as fea-
ture vector.    
After extracting features from original MTS data, a classifier, such as Support Vec-
tor Machine (SVM) [18] and Artificial Neural Networks (ANN) [19] can be applied 
to classify output feature vectors. The SVM transforms original input data into a 
higher dimensional space using a nonlinear mapping and then searches for a linear 
separating hyper-plane [20]. Considering the input vector is a mൈn matrix, m is the 
number of MTS, n is the number of features, in order to classify MTS, it applies a 
kernel function to the original input data. ANN is composed of interconnecting artifi-
cial neurons that can compute values from inputs. Multi-Layer Perceptron (MLP) and 
Radial Basis Function (RBF) are two of the most widely used neural network archi-
tecture in literature for classification or regression problems. RBF is a local type of 
learning which is responsive only to a limited section of input space, and MLP is a 
distributed approach [21].  
3 Methodology 
With the above requirements in mind, we developed a feature extraction method to 
catch the dependency relationship between different variables, and classify MTS data 
based on feature vectors. Combining the proposed feature extraction method and clas-
sical classifier, the proposed strategy is called as Multivariate Time Series Classifier 
(MTSC).  
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Fig. 1. The process of the proposed algorithm 
The task of the proposed algorithm is to uncover the temporal relationship or inter-
relationships between different variables. These temporal relationship or interrelation-
ships constituent what we call intra- and inter- temporal patters respectively. The 
proposed algorithm performs its tasks in several steps: 1) discretize MTS data into 
level value using Equal Frequency; 2) extract features from MTS data which contains 
three sub-steps: 2.1) discover intra-temporal patterns within each component time 
series in each MTS; 2.2) discover inter-temporal patterns between different compo-
nent time series within each MTS; 2.3) combine the value of degree of patterns disco-
vering in 2.1) and 2.2); 3) classify MTSs based on feature vectors outputting in 2.3) 
using SVM with RBF-kernel function or MLP ANN. The structure of our proposed 
algorithm is shown in Figure 1. The definitions and notations are given in the Section 
3.1, and then Section 3.2 specifies the proposed algorithm in detail. 
3.1 The Problem Definition and Notations 
Let S represent a set of MTS with the following characteristics: 
1. S consists of m MTS represented as Sൌ ሼ܁ଵ, ܁ଶ, … , ܁௠ሽ. 
2. For ith MTS, ܁௜, ݅ ൌ ሼ1, … , ݉ሽ consists of n components univariate time series 
(variables) that can be represented as ௝ܵ௜, j=1, ….,n, so that ܁࢏ = { ଵܵ௜ , ܵଶ௜ , … , ܵ௡௜ }, 
and ௝ܵ௜ represent the jth univariate time series in ith MTS. 
3. The values in the vector ௝ܵ௜, j =1, …., n, takes on the time instants of 1, … , ݌ can 
be represented as ௝ܵ௜ ൌ ൫ݏ௝,ଵ௜ , ݏ௝,ଶ௜ , … , ݏ௝,௧ିఛ௜ , … , ݏ௝,௧௜ , … , ݏ௝,௣௜ ൯, 1 ൑ ߬ ൑ ݌, ߬ א Ժା. 
4. The domains of the value of variable, ௝ܸ , ݆ ൌ 1, … , ݊,, are represented as ( ௝ܸ) = 
[ܮ௏ೕ, ܷ௏ೕሿ, ݆ ൌ 1, … , ݊,  ܮ௏ೕ  represent the lower bound and ܷ௏ೕrepresent the upper 
bound of the values that ௝ܸ can take on. 
Given a set of MTS, S, with characteristics as described above, they are pre-classified 
into k classes, where, ܥଵ = { ܁஼భ
ሺଵሻ, ܁஼భ
ሺଶሻ, … , ܁஼భ
ሺ௡భሻ }, ܥଶ ={ ܁஼మ
ሺଵሻ, ܁஼మ
ሺଶሻ, … , ܁஼మ
ሺ௡మሻሽ , …, 
ܥ௞=ቄ܁஼ೖ
ሺଵሻ, ܁஼ೖ
ሺଶሻ, … , ܁஼ೖ
ሺ௡ೖሻቅ. To classify these MTS, we need to find their class labels ܥଵ  
to ܥ௞.  
3.2 The Proposed Algorithm 
3.2.1   Discretization 
Before discovering patterns from MTS data, the preprocessing is needed. For reduc-
ing and simplifying the original data, numerous values of a continuous variable is 
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always be replaced by a small number of interval labels, which leads to a concise, 
easy-to-use, knowledge-level representation of mining results [22]. Data discretiza-
tion is a frequently used technique to partition the value space of a continuous varia-
ble into a finite number of intervals and assigning a nominal value of each of them 
[23, 24]. Equal Width and Equal Frequency are two simplest discretization methods. 
However, if uncharacteristic extreme values (outliers) exist in the data set, Equal 
Width can hardly handle this situation. Hence, in our case, we transform original nu-
merical ݏ௝,௧௜  which represents the ith MTS of jth variable at t time point into D௝,௧௜  us-
ing Equal Frequency [17] algorithm. And we set the number of bins is three, that is to 
say, the original numerical data is transformed into three levels (such as {high, me-
dium, low}).  
3.2.2 Discover Intra-/Inter-Temporal Patterns 
After preprocess, discovering intra- and inter-temporal patterns among one MTS is 
applied. As one MTS contains several variables (univariate time series) which are 
temporally interrelated, the value that a particular variable take on at any time instant 
can be related to the variable’s previous values or to the previous values of other va-
riables. These interrelationships constitute, respectively, the intra- (within one univa-
riate time series) and inter- (between different univariate time series) temporal pat-
terns in one MTS. We use the proposed significant discrepancy measures to evaluate 
these patterns, and use a set of value of these measures to represent MTS. This 
process can be treated as feature extraction process from MTS, and the value of de-
gree that describes dependency patterns can be treated as Feature Vectors. Two main 
sub-steps are specified as following. 
Step One: Discovering Intra-Temporal Patterns. 
Given a value, say, ௝ܵ,௧௜ , which represents the value on the time point t in jth time 
series in ith MTS, the magnitude of the difference between the conditional probability 
Pr(ݏ௝,௧௜ |ݏ௝,௧ିఛ௜ ), 1≤߬ ൑ ߬௠௔௫ ൏ ݐ, and the a priori probability Pr(ݏ௝,௧௜ ) can be estimated as 
follows: 
ܲݎ൫ ௝ܵ,௧௜ ห ௝ܵ,௧ିఛ௜ ൯ ൌ
௙௥௘௤ቀௌೕ,೟೔ ,   ௌೕ,೟షഓ೔ ቁ
௙௥௘௤ቀௌೕ,೟షഓ೔ ቁ
                           (1) 
where ݂ݎ݁ݍሺ ௝ܵ,௧௜ , ௝ܵ,௧ିఛ௜ ሻ is the number of instants of the value, ௝ܵ,௧௜ , being preceded at 
߬ instants ahead by ௝ܵ,௧ିఛ௜  and ݂ݎ݁ݍሺ ௝ܵ,௧ିఛ௜ ሻ is the number of instants of the value 
௝ܵ,௧ିఛ௜  that appear in ௝ܵ௜ in ࡿ࢏. As for Pr( ௝ܵ,௧௜ ), it can be estimated as follows: 
ܲ ݎ൫ ௝ܵ,௧௜ ൯ ൌ
௙௥௘௤ቀௌೕ,೟೔ ቁ
௣  ሺ݌ is the total number of time pointsሻ       (2) 
Given these probability estimations, the magnitude of the difference between the 
conditional probability ܲݎ൫ ௝ܵ,௧௜ ห ௝ܵ,௧ିఛ௜ ൯  and the apriori probability ܲݎሺ ௝ܵ,௧௜ ሻ  can be 
defined simply as: ܲݎ൫ ௝ܵ,௧௜ ห ௝ܵ,௧ିఛ௜ ൯ െ ܲݎሺ ௝ܵ,௧௜ ሻ. And the differences in the two probabil-
ities are normalized using (3) [23].  
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௝݀,ఛ௜ ൌ
௣כ ቀ௉௥ቀௌೕ,೟೔ ቚௌೕ,೟షഓ೔ ቁି௉௥ቀௌೕ,೟೔ ቁቁ
ට௣೔ೕ ௉௥ቀௌೕ,೟೔ ቁ ௉௥ቀௌೕ,೟షഓ೔ ቁቀଵି௉௥ቀௌೕ,೟೔ ቁቁቀଵି௉௥ቀௌೕ,೟షഓ೔ ቁቁ
               (3) 
The significance of the temporal relationship depends on the magnitude of norma-
lized difference, ௝݀,ఛ௜  [23] which can be either ≥ 0 or ≤ 0. If | ௝݀,ఛ௜ | is large, the presence 
or absence of ௝ܵ,௧ିఛ௜  would likely imply that at ߬ time instants later, the component 
univariate time series will or will not take on the value ௝ܵ,௧௜ , respectively. The magni-
tude of the normalized differences in conditional captures the strength of the temporal 
relationships [23] and they constitute the intra-temporal patterns for ௝ܵ௜. Hence, ௝݀,ఛ௜  
can be defined as the significant discrepancy measure to evaluate the relationship of 
two values within the same variable.   
Step Two: Discovering Inter-Channels Temporal Patterns. 
Similar to Step One, the inter-temporal patterns can be also discovered. The inter-
temporal patterns are defined between two different variables say, ௝ܵ௜, and ௝ܵᇱ௜ , both 
within ܁࢏, to consist of a set of temporal relationships or interrelationships detected 
between a value of ௝ܵ௜ at a particular time instant, t, and those that it takes on at an 
earlier time instant, ߬, 1≤߬ ൑ ߬௠௔௫ ൏ ݐ. These temporal relationships or interrelation-
ships can be determined as follows.  
 
Algorithm 1. The Proposed Feature Extraction Method 
Input:܁ ൌ ሼ܁ଵ, ܁ଶ, … , ܁୫ሽ(m is the number of MTS) 
      ܁ܑ = {Sଵ୧ , Sଶ୧ , … , S୬୧ } (n is the number of variable) 
      τ(the time window 1•τ< t) 
Output: finalResult(feature vector for one MTS) 
 
for each MTS ܁ܑ in S 
Discretization using Equal Frequency for ܁ܑ 
for each univariate time series S୨୧ in ܁ܑ 
       Calculate ௝݀ ,ఛ௜  
Result + = ௝݀ ,ఛ௜  /*degree vector of intra-patterns*/ 
    end 
for each channels s୨ᇱ,୲୧ ് s୨,୲୧   in MTS 
       Calculate ௝݀௝ᇲ,ఛ
௜
   
Result + = ௝݀௝ᇲ,ఛ
௜
 /*degree vector of inter-patterns*/ 
end 
finalResult += Result  
end /*finalResult is a set of degrees of all patterns*/ 
 
Given a value, say, ௝ܵ,௧௜ , and another value, say, ௝ܵᇲ,௧ିఛ
௜ , The magnitude of the dif-
ferences can be determined by first estimating the two probabilities Pr( ௝ܵ,௧௜ | ௝ܵᇲ,௧ିఛ௜ ) and 
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Pr( ௝ܵ,௧௜ ), 1≤߬ ൑ ߬௠௔௫ ൏ ݐ, based on the data and calculated using (1) and (2). And simi-
larly, the differences in the two probabilities, ௝݀௝ᇲ,ఛ
௜ , are normalized using same equa-
tion of (3). As the significant discrepancy measure can evaluate the relationship between 
two variables ௝ܵ௜ and ௝ܵᇱ௜  in MTS, ௝݀௝ᇲ,ఛ௜  is used to represent degree of relationship between 
௝ܵ௜ and ௝ܵᇱ௜ . The pseudo code of the whole process of the feature extraction method is 
shown in Algorithm 1. 
3.2.3 Classification Using SVM or ANN 
Once all the temporal patterns are discovered, for MTS, we get a set of intra-temporal 
patterns measure ௝݀,ఛ௜ , (i = 1, 2, …, m, j = 1, 2, …, n, and ߬ = 1,2,… ݌), and a set of 
inter-temporal patterns measure ௝݀௝ᇲ,ఛ
௜  (i = 1, 2, …, m; jj’ = 1, 2, …, n, j ്j’ and ߬ = 
1,2,… ݌௜௝), associated with it. These intra- and inter- temporal patterns forms feature 
vectors:{݀ଵ,ఛ௜ , … ௝݀,ఛ௜ , ݀ଵ ଶ,ఛ௜ , ݀ଵ ଷ,ఛ௜ , … , ௝݀௝ᇱ,ఛ௜ , … ݀௠ିଵ ௠,ఛ௜ }, where n is the total number of 
variables, 1≤߬ ൑ ߬௠௔௫ and i = 1, 2, …, m. In addition, each ௝݀௝ᇱ,ఛ௜  may contain a set 
of value for when ݐ௝,௧௜  equal to different discrete value. And then the classifier, SVM 
with RBF or MPL ANN, can be used to classify these feature vectors. The detail of 
classification algorithm has been specified in Section 2. 
4 Experimental Result 
To evaluate the performance of MTSC, a number of different experiments were car-
ried out using both synthetic and real world data. In order to prove the proposed algo-
rithm can handle both categorical and numerical data, the synthetic data set is a dis-
crete data set which was generated by embedding different temporal patterns in the 
data to see if MTSC can discover them for classification. The other two real world 
data sets included EMG: Physical Action data set and ECG data set. For the purpose 
of performance evaluation, the test samples are compared with the known class labels 
using two performance measures: F-measure and classification accuracy. In the fol-
lowing, we describe the data set in section 4.1; and then the experimental results using 
the proposed algorithm are provided in section 4.2; finally, a comparison result be-
tween the proposed algorithm and traditional methods are given in section 4.3.  
4.1 Data Set Description  
4.1.1 Discrete Data Set: Synthetic Data Set 
The synthetic data set is a discrete dataset that consists of 45 MTS generated random-
ly. Each of these MTS consists, in turn, of 5 variables, vଵ, … vହ, and v௜ = (ܣ௜, ܤ௜, ܥ௜), 
i= 1,2,…5. There are total of 500 data values are generated for each variable to make 
all 5 univariate time series consists of 500 time points. Hence the synthetic data set is 
a 45 (MTS) ൈ 5 (variables) ൈ 500 (time points) dimensions data set. 
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Table 1. The Inserted Rules for Synthetic Dataset 
Classes Rules 
Class 1 1. vଵ and vହ are totally random.   
2. vସ takes on “ܣସ” at every interval of 2 time units and then V2, at next time 
point, is generated to be “ܤଶ”, others are “ܣଶ” or “ܥଶ” randomly. 
3. If vସ not to be “ܤସ”, vଷtakes on “ܣଷ” at the next time instant 50% or 
“ܥଷ” at the next time instant 50% of the time. 
Class 2 1. vଶ and vହ are totally random. 
2. If vଶin ܣଶ then vଵ in ܤଵ, others are random 
3. If vଶin ܤଶ,vଷtakes values in ܥଷ, others are random 
4. If vଶin ܥଶ, then vସin ܣସ others are random 
Class 3 1. vଷ and vହ  are totally random. 
2. If vଷ in  ܣଷ then vଶ in ܥଶ, others are random 
3. vଵ takes on ܣଵat every interval of 3 time units and then at the next time 
points, vସ is generated to be within ܣସ, others are random. 
The different rules that belong to three classes are shown in Table 1. For example, 
in Class 1, we generate vଵ to vହ randomly that takes on the value of v௜ = (ܣ௜, ܤ௜, ܥ௜), 
i = 1,2,…5 firstly. The Rule 2 in Class 1 means, we insert patterns into vସ to make it 
take on “ܣସ” at every interval of 2 time units, and 1hen Variable 4 takes on value of 
“ܣସ”, vଶ is generated to be “ܤଶ” at next time point. Similarly, Rule 3 means, if value 
of vସ is not equal to “ܤସ”, the value of vଷ is generated as “ܣଷ” at the next time in-
stant 50% or “ܥଷ” at the next time instant 50% of the time. Hence, for Class 1 vଵ and 
vହ are noise data since they are totally random.  
4.1.2 Numerical Real-World Data Set 1: EMG Physical Action Dataset 
Physical Action Dataset (EMG) which is a benchmark data set from UCI repository 
[12]. The subjects are three male and one female (age 25 to 30), who have expe-
rienced aggression in scenarios such as physical fighting, took part in the experiment. 
Throughout 20 individual experiments, each subject had to perform ten normal and 
ten aggressive activities. 8 skin-surface electrodes correspond 8 input time series, 
muscle channel 1 to muscle channel 8, placed on the upper arms and upper legs to 
detect the position of actions of muscle. Each time series contains ~10000 samples 
(time points) with sampling frequency of 200Hz. Hence the EMG data is a 80 (MTS) 
ൈ 8 (channels) ൈ ~10000 (time points) dimensions data set. 
4.1.3   Numerical Real-World Data Set 2: ECG Dataset 
The other real-world dataset is ECG data set [13]. This data set comprises a collection 
of time-series data sets where each file contains the sequence of measurements rec-
orded with two electrodes by one electrode during one heartbeat. Each heartbeat has 
an assigned classification of normal or abnormal. It contains 200 data sets where 133 
were identified as normal and 67 were identified as abnormal. Hence, in this dataset, 
there are 200 MTS in total, each MTS contains 2 univariate time series, and 39-152 
records are collected for each univariate time series with sampling 200HZ. The di-
mension of this data set is 200 (MTS) ൈ 2 (electrodes) ൈ ~150 (time points). 
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4.2 Experiment Process and Evaluation 
The dataset can be processed as described in the methodology section. For the pur-
pose of performance evaluation, 80% data are selected randomly as training data and 
the rest 20% as testing data. Two evaluation measures are used F-measure [14] and 
Classification Accuracy (CA).  
The traditional F-measure or balanced F-score (F1 score) is the harmonic 
mean of precision and recall [14] that can be defined as below. Let C୮, p א{1, …,k}, 
be a class after classification using MTSC and C୯, q א{1, …,k}, be the class that is 
previous known, (k is the number of classes), so the F-measure is defined for C୮ and 
C୯as equal (4) shows [14]. 
F൫C୮, C୯൯ ൌ  ଶൈோ௘௖௔௟௟ ሺ஼௣,஼௤ሻ ൈ ௉௥௘௖௜௦௜௢௡ሺ஼௣,஼௤ሻோ௘௖௔௟௟ሺ஼௣,஼௤ሻା௉௥௘௖௜௦௜௢௡ሺ஼௣,஼௤ሻ , 
Recall൫C୮, C୯൯ ൌ ௙௥௘௤൫஼೛,஼೜൯௙௥௘௤൫஼೛൯ , Precision൫C୮, C୯൯ ൌ  
௙௥௘௤ሺ஼೛,஼೜ሻ
௙௥௘௤ሺ஼೜ሻ           (4) 
݂ݎ݁ݍሺܥ௣, ܥ௤ሻ represents the number of MTS with the cluster label ܥ௣ in the discov-
ered cluster, ܥ௤ ,  ݂ݎ݁ݍሺܥ௣ሻ  is the number of records with class label ܥ௣  and 
݂ݎ݁ݍሺܥ௤ሻ, is the number of records in the predicted class label ܥ௤. Given this defini-
tion, F-measure therefore takes on values in the interval [0, 1]. The large its value is, 
the better the classification quality it reflects. In addition to the F-measure, due to the 
classes are pre-known, classification accuracy (CA) can be used evaluate how accu-
rate MTSC is and the definition of CA is shown in equation (5) 
CA =
்௢௧௔௟ ே௨௠௕௘௥ ௢௙ ௠௩௧௦ ௜௡ ௧௛௘ ௖௢௥௥௘௖௧ ௖௟௔௦௦௘௦
்௢௧௔௟ ௡௨௠௕௘௥ ௢௙ ெ்ௌ                   (5) 
4.3 Experimental Result for the Proposed Algorithm 
In synthetic data set, we only insert rules for one time intervals. So, we consider the 
intra-temporal patterns within one variable and inter-temporal patterns among differ-
ent variables only between the previous time point and next one time point (τ=1). We 
use the proposed feature extraction to process the MTS data firstly and then use SVM 
or ANN to classify them. Table 2 summarizes the classification result for synthetic 
dataset using different classifier. The result table shows the value of Mean Acc. (the 
average of classification accuracy), Highest Acc. (the highest classification accuracy) 
and F-measure (the average value of F-measure). When MTSC is applied for ANN 
classifier, the highest accuracy is 100% and the average of classification accuracy is 
98.6% with F-measure is 0.99 for synthetic data set and the average of accuracy is 
more than 75% with F-measure is 0.72 for SVM classifier. Hence, in this experiment, 
ANN can get the higher value for both classification accuracy and F-measure than 
SVM.  
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Table 2. The result of synthetic dataset using the proposed algorithm 
Evalua-
tion 
Mean Acc. (Highest 
Acc.) 
F-
measure 
SVM 76.67% (87.5%) 0.72 
ANN 98.6% (100%) 0.99 
 
In addition, for real-world data sets, considering the dependency or relationship 
within one variable or between different variables may not only in one time interval, 
we set τ=1 to 5 for intra-/inter-temporal patterns. Table 3 and Table 4 show the result 
for the two real data sets using MTSC with SVM or ANN classification algorithm for 
different time intervals.  
In summary, ANN can get higher classification accuracy and F-measure than SVM 
for the most of classification result. In EMG dataset, when τ=5, the proposed algo-
rithm can achieve highest average classification accuracy of 90.6% with the average 
F-measure being 0.89 for SVM classifier, and accuracy of 91.78% with the average F-
measure being 0.92 for ANN classifier. Hence, the intra- and inter- relationship be-
tween variables are the most significant for classification in 5 time intervals. In ECG 
data set, when τ=4, the proposed algorithm can achieve a slightly higher average 
classification accuracy of 77.37% with the average F-measure being 0.72 for SVM 
classifier, and accuracy of 75.89% with the average F-measure being 0.7 for ANN 
classifier. Hence, when setting time interval equal to 4, the relationship within the 
same variable and between different variables can distinguish different samples best. 
Table 3. The result of EMG dataset using the proposed algorithm with different time intervals 
 Evaluation τ=1 τ=2 τ=3 τ=4 ૌ=5 
SVM 
Mean Acc. 
(Highest Acc.) 
73.92% 
(92.31%) 
74.94% 
(76.92%) 
74.97% 
(84.62%) 
81.94% 
(100%) 
90.60% 
(100%) 
F-measure 0.79 0.74 0.69 0.89 0.89 
ANN 
Mean Acc. 
(Highest Acc.) 
89.80% 
(100%) 
88.41% 
(100%) 
85.01% 
(87.50%) 
83.00% 
(92.31%) 
91.78% 
(93.75%) 
F-measure 0.85 0.88 0.81 0.83 0.92 
Table 4. Theresult of ECG dataset using the proposed algorithm with different time intervals 
 Evaluation τ=1 τ=2 τ=3 τ=4 ૌ=5 
SVM 
Mean Acc. 
(Highest Acc.) 
75.45% 
(80.56%) 
71.32% 
(73.17%) 
70.30% 
(73.17%) 
77.37% 
(81.40%) 
73.75% 
(80.65%) 
F-measure 0.73 0.71 0.66 0.72 0.72 
ANN 
Mean Acc. 
(Highest Acc.) 
78.21% 
(88.89%) 
68.12% 
(70.30%) 
69.08% 
(73.17%) 
75.89% 
(80.00%) 
70.09% 
(72.97%) 
F-measure 0.783 0.60 0.57 0.7 0.70 
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4.4 Comparison Experimental Result 
For performance benchmarking, we compare the proposed MTSC algorithm with 1) 
classification using SVM or ANN classification without feature extraction method 
(No FE), 2) SVM or ANN classification with PCA for MTS data. The Principle Com-
ponent Analysis (PCA) method can reduce high dimensions of MTS data and trans-
form original data into a feature vector. However, PCA can only applied into MTS 
with equal length. So we cut unequal length time series into minimum length. And 
then we use the same classifiers, SVM with RBF kernel function and MPL ANN to 
classify feature vectors. Table 5 and Table 6 summarize the comparison result in clas-
sification accuracy and F-measure. 
Table 5. Comparison of the average of classification accuracy between different algorithms 
Data Sets 
SVM ANN 
No FE PCA MTSC No FE PCA MTSC 
Synthetic 50.46% 67.2% 76.67% 68% 76.45% 98.6% 
EMG 85.71% 86.73% 90.6% 74.73% 78.64% 91.78% 
ECG 75% 75.05% 76.52% 75% 74.96% 77.37% 
Table 6. Comparison of the average of F-measure between different algorithms 
Data Sets 
SVM ANN 
No FE PCA MTSC No FE PCA MTSC 
Synthetic 0.46 0.60 0.72 0.69 0.77 0.99 
EMG 0.71 0.85 0.89 0.70 0.78 0.92 
ECG 0.707 0.67 0.75 0.727 0.66 0.7 
For synthetic dataset, when no feature extraction method is applied, the classifica-
tion accuracy is 50.46% and 68% with F-measure of 0.46 and 0.69 for SVM classifier 
and ANN classifier respectively. PCA+SVM can only achieve an accuracy of 67.2% 
with average F-measure of 0.41, and PCA+ANN can achieve a higher accuracy of 
76.45% with F-measure of 0.67. When comparing with the proposed algorithm, the 
performance of traditional algorithm is worse. Similarly, for two real-world datasets, 
MTSC can get higher both classification accuracy and F-measure than two other tra-
ditional methods. We can conclude from the result table, the value of the average of 
classification accuracy using MTSC is higher than the result using PCA with SVM or 
ANN for all data sets.  
Besides the classification performance comparison, the complexity analysis is 
another significant target. Suppose that we have m MTS with n variables and t time 
points for each univariate time series (n<<t). If there is no feature extraction method is 
used, the classifier has to process for mnt dimensions data. When some feature extrac-
tion method, such as PCA, is used, the run-time complexity of the PCA is mO(ݐଶ), 
and the run-time of complexity of our proposed algorithm could be ܱ݉ሺݐ כ ݊ଶሻ . 
Generally, the MTS contains very high dimensions of time points with less variables, 
so in this case, the advantage of MTSC just need to count once for the value of each 
time points.  
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5 Conclusion 
This paper has presented a classification strategy that combining the proposed feature 
extraction method and classifier for classifying MTS data. Unlike many existing me-
thods, it is able to handle multivariate time series that may consist of either conti-
nuous or discrete data or both. As the proposed feature extraction method can perform 
its tasks without requiring any special assumption about data models, it is generic and 
application-independent. Given that MTSC performs classification for MTS data by 
discovering patterns within each time series independently of the others, it can also 
handle time series of different length. For performance evaluation, FEMTS was tested 
with both artificial and real data. The results show that it can be a promising algo-
rithm for multivariate time series classification. The future work could be investigated 
into the possibility of improving the current work in three aspects: 1) after discovering 
intra- and inter- patterns in MTS, the dimensions of each MTS need to be reduced 
using attribute selection method to make algorithm speed up; 2) for improving the 
classification accuracy, fuzzy data/classes can be investigated so that MTS which 
belongs to overlapping classes can be discovered; 3) the more verification to verify 
how the algorithm can be more generally applicable. 
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Abstract. In outlying aspects mining, given a query object, we aim
to answer the question as to what features make the query most out-
lying. The most recent works tackle this problem using two diﬀerent
strategies. (i) Feature selection approaches select the features that best
distinguish the two classes: the query point vs. the rest of the data. (ii)
Score-and-search approaches deﬁne an outlyingness score, then search
for subspaces in which the query point exhibits the best score. In this
paper, we ﬁrst present an insightful theoretical result connecting the two
types of approaches. Second, we present OARank – a hybrid frame-
work that leverages the eﬃciency of feature selection based approaches
and the eﬀectiveness and versatility of score-and-search based methods.
Our proposed approach is orders of magnitudes faster than previously
proposed score-and-search based approaches while being slightly more
eﬀective, making it suitable for mining large data sets.
Keywords: Outlying aspects mining · Feature selection · Feature rank-
ing · Quadratic programming
1 Introduction
In this paper, we are interested in the novel and practical problem of investigat-
ing, for a particular query object, the aspects that make it most distinguished
compared to the rest of the data. In [5], this problem was coined outlying aspect
mining, although it has also been known as outlying subspaces detection [15],
outlier explanation [10], outlier interpretation [2], and object explanation [12].
Outlying aspects mining has many practical applications. For example, a home
buyer would be highly interested in ﬁnding out the features that make a par-
ticular suburb of interest stand out from the rest of the city. A recruitment
panel may be interested in ﬁnding out what are the most distinguishing merits
of a particular candidate compared to others. An insurance specialist may want
to ﬁnd out what are the most suspicious aspects of a certain insurance claim.
A natural complementary task to outlying aspects mining is inlying aspects min-
ing, i.e., what features make the query most usual.
c© Springer International Publishing Switzerland 2015
T. Cao et al. (Eds.): PAKDD 2015, Part II, LNAI 9078, pp. 422–434, 2015.
DOI: 10.1007/978-3-319-18032-8 33
Scalable Outlying-Inlying Aspects Discovery via Feature Ranking 423
0 0.2 0.4 0.6 0.8 1
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Player Kyle Korver Rank 198
Rebounds (Offensive)
Fre
e th
row
 (P
erc
ent
age
←
(a) 2D inlying subspace
0
0.5
1 0
0.5
10
0.2
0.4
0.6
0.8
1
Free throw (Percentage
Player Kyle Korver Rank 168
←
Rebounds (Offensive)
Fie
ld g
oa
l (P
erc
en
tag
e)
(b) 3D inlying subspace
0 0.2 0.4 0.6 0.8 1
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
Player Kyle Korver Rank 2
3−Points (Made)
3−
Po
int
s (
Att
em
pte
d) ←
(c) 2D outlying subspace
0
0.5
1 0
0.5
10
0.2
0.4
0.6
0.8
1
3−Points (Attempted)
←
Player Kyle Korver Rank 5
3−Points (Made)
3−
Po
int
s (
Pe
rce
nta
ge
)
(d) 3D outlying subspace
Fig. 1. OARank inlying/outlying subspaces for NBA player Kyle Korver (red circle)
A practical example of outlying aspects mining is given in Fig. 1, where
we present the outlying-inlying aspects returned by our proposed approach–
OARank–for player Kyle Korver in the NBA Guards dataset (data details
given in Section 4.1). NBA sports commentators are interested in the features
that make a player most unusual (and maybe also usual). If we take the kernel
density rank as an outlyingness measure, then it can be observed that in the
top 2D and 3D-inlying subspaces, Kyle has very low density ranking (198th and
168th over 220 players respectively). The attributes in which Kyle appears most
usual are “Rebound (Oﬀensive)”, “Free throw (Percentage)” and “Field goal
(Percentage)”. On the other hand, in the top outlying subspaces, Kyle has very
high density rank (2nd and 5th over 220 players respectively). Kyle is indeed
very good at 3-points scoring: “3-points (Attempted)”, “3-points (Made)”, and
“3-points (Percentage)”.
Outlying aspects mining (or outlier explanation) has a close relationship with
the traditional task of outlier detection, yet with subtle but critical diﬀerences.
In this context, we only focus on the query object, which itself may or may not
be an outlier. It is also not our main interest to verify whether the query object is
an outlier or not. We simply are interested in subsets of features (i.e., subspaces)
that make it most outlying. We are also not interested in other possible outliers
in the data, if any. In contrast, outlier detection aims to identify all possible
outlying objects in a given data set, often without explaining why such objects
are considered as outliers. Outlier explanation is thus a complementary task to
outlier detection, but could be used in principle to explain any object of interest.
Thus, in this paper, we shall employ the term outlying aspects mining, which is
more generic than outlier explanation.
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1.1 Related work
The latest work on outlying aspects mining can be categorized into two main
directions, which we refer to as feature selection approaches [4], and score-and-
search approaches [5].
– In feature selection approaches [10,12], the problem of outlying aspects mining
is ﬁrst transformed into the classical problem of feature selection for classiﬁca-
tion. More speciﬁcally, the two classes are deﬁned as the query point (positive
class) and the rest of the data (negative class). In [4], to balance the classes,
the positive class is over-sampled with samples drawn from a Gaussian distri-
bution centred at the query point, while the negative class is under-sampled,
keeping k full-space neighbors of the query point and some other data points
from the rest of the data. Similarly in [12], the positive class is over-sampled
while keeping all other data points as the negative class. The feature subsets
that result in the best classiﬁcation accuracy are regarded as outlying features
and selected for user inspection.
A similar approach to feature selection is feature transformation [2], which
identiﬁes a linear transformation that best preserves the locality around the
neighborhood of the query point while at the same time distinguishing the
query from its neighbors. Features with high absolute weights in the linear
transformation are deemed to contribute more to the outlyingness of the query.
– In score-and-search based methods, a measure of outlyingness degree is needed.
The outlyingness degree of the query object will be compared across all pos-
sible subspaces, and the subspaces that score the best will be selected for
further user inspection. In [5], the kernel density estimate was proposed as an
outlyingness measure. It is well known, however, that the raw density mea-
sure tends to be smaller for subspaces of higher dimensionality, as a result of
increasing sparseness. For this reason, the rank statistic was used to calibrate
the raw kernel density to avoid dimensionality bias. Having deﬁned an outly-
ingness measure, it is necessary to search through all possible subspaces and
enumerate the ones with lowest density rank. Given a dataset of dimension d,
the number of subspaces is (2d − 1). If the user speciﬁes a parameter dmax as
the maximum dimensionality, then the number of subspaces to search through
is in the order of O(ddmax ).
1.2 Contribution
In this paper, we advance the state of the art in outlying aspects mining by
making two important contributions. First, we show an insightful theoretical
result connecting the two seemingly diﬀerent approaches of density-based score-
and-search and feature selection for outlying aspects mining. In particular, we
show that by using a relevant measure of mutual information for feature selec-
tion, namely the quadratic mutual information, density minimization can be
regarded as contributing to maximizing the mutual information criterion. Sec-
ond, as exhaustive search for subspaces is expensive, our most important con-
tribution in this paper is to propose an alternative scalable approach, named
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OARank, in which the features are ranked based on their potential to make
the query point having low density. The top-ranked features are then selected
either for direct user inspection, or for a more comprehensive score-and-search
with the best-scored subspaces then reported to the user. The feature ranking
procedure takes only quadratic time in the number of dimensions and scales
linearly w.r.t the number of data points, making it much more scalable and suit-
able for mining large and high dimensional datasets, where a direct enumeration
strategy is generally infeasible.
2 Connection Between Density-Based Score-and-Search
and Feature Selection Based Approaches
In the feature selection approach, the problem of explaining the query is ﬁrst
posed as a two-class classiﬁcation problem, in which we aim to separate the
query q (positive class c1) from the rest of the data O (negative class c0) of
n objects {o1, . . . ,on}, oi ∈ Rd. Let D = {D1, . . . , Dd} be a set of d numeric
features (attributes). In the feature selection approaches [4,12], to balance the
class distribution, the positive class c1 is augmented with synthetic samples from
a Gaussian distribution centred at the query. The task is then to select the top
features that distinguish the two classes. These features are taken as outlying
features for the query.
We now show that there exists a particular feature selection paradigm which
has a close connection to density based approaches. Let us form a two-class data
set
X = {x1 ≡ o1, . . . ,xn ≡ on
︸ ︷︷ ︸
c0
,xn+1 ≡ q, . . . ,x2n ≡ q
︸ ︷︷ ︸
c1
}
Note that here we have over-sampled the positive class simply by duplicating
q n times, so that the classiﬁcation problem is balanced. Mutual information
based feature selection aims to select a subset of m features such that the
information shared between the data and the class variable is maximized, i.e.,
maxS⊂D,|S|=m I(XS;C), where XS is the projection of the data onto the sub-
space S and C is the class variable. We will show that by using a particular
measure of entropy coupled with the Gaussian kernel for density estimation, we
arrive at a formulation reminiscent of density minimization. In particular, we
shall make use of the general Havrda-Charvat’s α-structural entropy [6], deﬁned
as:
Hα(X) = (21−α − 1)−1
[∫
f(x)αdx− 1
]
, α > 0, α = 1 (1)
Havrda-Charvat’s entropy reduces to Shanon’s entropy in the limit when α → 1,
hence it can be viewed as a generalization of Shannon’s entropy [7,9].
In order to make the connection, we shall make use of a particular
version of Havrda-Charvat’s entropy with α = 2, also known as quadratic
Havrda-Charvat’s entropy H2(X) = 1 −
∫
f(x)2dx (with the normalizing con-
stant discarded for simplicity).
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Using the Gaussian kernel G(x − Xi, σ2) = (2πσ2)−d/2 exp(−‖x−Xi‖
2
2σ2 , the
probability density of X is estimated as fˆ(x) = 12n
∑2n
i=1 G(x − Xi, σ2). The
quadratic entropy of X can be estimated as:
H2(X) = 1 − 1
(2n)2
∫
x
(
2n∑
i=1
G(x − Xi, σ2)
)2
dx = 1 − 1
(2n)2
2n∑
i=1
2n∑
j=1
G(Xi − Xj , 2σ2)
wherein we have employed a nice property of the Gaussian kernel, which is that
the convolution of two Gaussian remains a Gaussian [14]:
∫
x
G(x−Xi, σ2)G(x−Xj , σ2) dx = G(Xi −Xj , 2σ2) (2)
The conditional quadratic Havrda-Charvat’s entropy of X given a (discrete)
variable C is deﬁned as H2(X|C) =
∑K
k=1 p(ck)H2(X|C = ck). We have:
H2(X|C = c0) = 1 − 1
n2
n∑
i=1
n∑
j=1
G(Xi −Xj , 2σ2)
H2(X|C = c1) = 1 − 1
n2
2n∑
i=n+1
2n∑
j=n+1
G(Xi −Xj , 2σ2)
then H2(X|C) = 12H2(X|C = c0) + 12H2(X|C = c1). Finally, the quadratic
mutual information between X and C is estimated as:
I2(X;C) = H2(X) − H2(X|C) = 1(2n)2 (CC + CS )
where
CC =
n∑
i,j=1
G(Xi −Xj , 2σ2) +
2n∑
i,j=n+1
G(Xi −Xj , 2σ2)
CS = −2
n∑
i=1
2n∑
j=n+1
G(Xi −Xj , 2σ2)
An interesting interpretation for the quadratic mutual information is as fol-
lows: the quantity G(Xi −Xj , 2σ2) can be regarded as a measure of interaction
between two data points, which can be called the information potential [3]. The
quantity
∑n
i,j=1 G(Xi − Xj , 2σ2) is the total strength of intra-class interaction
within the negative class and
∑2n
i,j=n+1 G(Xi − Xj , 2σ2) is the total strength
of intra-class interaction within the positive class (within-class total informa-
tion potential), thus CC is a measure of class compactness. On the other hand,
∑n
i=1
∑2n
j=n+1 G(Xi−Xj , 2σ2) measures inter-class interaction (cross-class infor-
mation potential), thus CS is a measure of class separability. For maximizing
I2(X, C), we aim to maximize intra-class interaction while minimizing inter-class
interaction.
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Theorem 1. Density minimization is equivalent to maximization of class sep-
arability in quadratic mutual information based feature selection.
Proof. Note that since the positive class contains only q (duplicated n times),
we have
CS = −2n
n∑
i=1
G(Xi − q, 2σ2) = −2n2fˆ(q),
where fˆ(q) = 1n
∑n
i=1 G(Xi − q, 2σ2) is nothing but the kernel density estimate
of q. Thus, it can be seen that minimizing the density of q is equivalent to mini-
mizing inter-class interaction (cross-class information potential), or equivalently
maximizing class separability. unionsq
This theoretical result shows that there is an intimate connection between
density-based score-and-search and feature selection based approaches for out-
lying aspects mining. Minimizing the density of the query will contribute to
maximizing class separation, and thus maximizing the mutual information cri-
terion. This insightful theoretical connection also points out that the mutual-
information based feature selection approach is more comprehensive, in that it
also aims to maximize the class compactness. The relevance of class-compactness
to outlying aspects mining is yet to be explored.
3 Outlying Aspects Mining via Feature Ranking
We now present the main contribution of this paper—OARank—a hybrid app-
roach for outlying aspects mining that leverages the strengths of both the feature
selection and the score-and-search paradigms. This is a two-stage approach. In
the ﬁrst stage, we rank the features according to their potential to make the
query outlying. In the second (and optional) stage, score-and-search can be per-
formed on a smaller subset of the top-ranked m  d features.
3.1 Stage 1: OARank–Outlying Features Ranking
We aim to choose a subset of m features S ⊂ D such that the following criterion
is minimized:
SS : min
S⊂D
|S|=m
⎧
⎪⎨
⎪⎩
C(m)
n∑
i=1
∑
t,j∈S
t<j
K(qj − oij , hj)K(qt − oit, ht)
⎫
⎪⎬
⎪⎭
(3)
where K(x − μ, h) = (2πh2)−1/2 exp{−(x − μ)2/2h2} is the one dimensional
Gaussian kernel with bandwidth h and center μ, and C(m) = 2nm(m−1)2m−2 is a
normalization constant.
We justify this subset selection (SS) objective function as follows: the objective
function in SS can be seen as a kernel density estimate at the query point q. To
see this, we ﬁrst develop a novel kernel function for density estimation, which
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is the sum of 2-dimensional kernels. Herein, we employ the Gaussian product
kernel recommended by Scott [11], deﬁned as:
K(q− oi,h) = 1
(2π)d/2
∏d
j=1 hj
d∏
j=1
exp(
−(qj − oij)2
2h2j
) (4)
where hj ’s are the bandwidth parameters in each individual dimension. We note
that, in the product kernel (4), a particular dimension (feature) can be ‘de-
emphasized’, by assigning its corresponding 1D-kernel to be the ‘uniform’ kernel,
or more precisely, a rectangular kernel with suﬃciently large bandwidth σu, i.e.,
Ku(qj − oij , σu) =
{
1/(2σu) if
|qj−oij |
σu
≤ 1
0 otherwise
(5)
Note that σu can be chosen to be arbitrarily large, so that we can assume that
any query point of interest q will lie within σu-distance from any kernel center
oi in any dimension. In our work, we normalize the data (including the query) so
that oij ∈ [−1, 1] in any dimension, thus σu could simply be chosen as σu = 1.
From the product kernel (4), if we de-emphasize all dimensions, but keeping only
two ‘active’ dimensions {t, j}, then we obtain the following d-dimensional kernel:
Ktj(q− oi,h) = 1(2σu)d−2K(qj − oij , hj)K(qt − oit, ht) (6)
Averaging over all d(d − 1)/2 pairs of dimensions yields the following kernel:
K(q− oi,h) = 2
d(d − 1)(2σu)d−2
d∑
j<t
Ktj(q− oi,h) (7)
Theorem 2. The kernel function K(q − oi,h) as defined in (7) is a proper
probability density function.
Proof. It is straightforward to show that K(q−oi,h) ≥ 0 and
∫
Rd
K(q−oi,h) =
1 unionsq
Employing this new kernel to estimate the density of the query point q in
a subspace S ⊂ D, we obtain exactly the objective function in SS, which when
minimized will minimize the density at the query q, i.e., making q most outlying.
3.2 Solving the Outlying-Inlying Aspects Ranking Problem
The subset selection problem SS can be equivalently formulated as a quadratic
integer programming problem as follows:
min
w
{
wTQ′w
}
s.t. wi ∈ {0, 1},
∑
wi = m (8)
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where Q′tj =
∑n
i=1
1
hj
Kj(
qj−oij
hj
) × 1ht Kt(
qt−oit
ht
), t = j and Q′tt = 0. Equiva-
lently, we can rewrite it in a maximization form as
QIP : max
w
{
wTQw
}
s.t. wi ∈ {0, 1},
∑
wi = m (9)
where Qtj = Φ − Q′tj and Φ = maxi,j Q′ij . While (8) and (9) are equivalent,
the Hessian matrix Q is entry-wise non-negative, a useful property that we will
exploit shortly. The parameter m speciﬁes the size of the outlying subspace we
wish to ﬁnd. It is noted that SS and QIP are not monotonic with respect to
m, i.e., with two diﬀerent m values, the resulting outlying subspaces are not
necessarily subsets of one another.
As QIP is well known to be NP-hard [1], we relax the problem to the real
domain, as follows. Note that with wi ∈ {0, 1},
∑
wi = m, we also have ‖w‖2 =√
m. We shall now drop the integral 0-1 constraint, which in fact causes NP-
hardness, while keeping the norm constraint:
max
w
{
wTQw
}
s.t. ‖w‖2 =
√
m, wi ≥ 0 (10)
The additional non-negativity constraints wi ≥ 0 ensure that the relaxed solu-
tion can be reasonably interpreted as feature ‘potential’ in making q outlying.
Also note that we can replace ‖w‖2 =
√
m with ‖w‖2 = 1 without changing
the optimal relative weight ordering (all the weights wi are scaled by the same
multiplicative constant 1/
√
m). Thus, we arrive at
QP : max
w
{
wTQw
}
s.t. ‖w‖2 = 1, wi ≥ 0 (11)
Observe that since Qij ≥ 0, the solution to this problem is simple and straight-
forward: it is the dominant eigenvector associated with the dominant eigenvalue
of the Hessian matrix Q [13]. Note that with this relaxation scheme, the param-
eter m has been eliminated, thus OARank will produce a single ranking. The
outcome of this quadratic program can be considered as feature potentials: fea-
tures that have higher potentials contribute more to the outlyingness of the
query. Features can be ranked according to their potentials. The top-ranked m
features will be chosen for the next score-and-search stage.
Note that an interesting novel by-product of this ranking process is the inlying
aspects, i.e., features with the lowest potentials. These inlying aspects are features
(subspaces) in which the query point appears to be most usual.
3.3 Stage 2: OARank+Search
Having obtained the feature ranking in stage 1, there are two ways to proceed:
(i) One can take the top k-ranked features as the single most outlying subspace
of size k. A more ﬂexible way is to (ii) perform a comprehensive score-and-
search on the set of top-ranked m  d features, and report a list of top-scored
subspaces for user inspection. The search on the ﬁltered feature set is however
much cheaper than a search in the full feature space.
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3.4 Complexity Analysis
Ranking stage: The cost of building the Hessian matrix Q is O(d2n). The cost
for ﬁnding the dominant eigenvector of Q is O(d2). Thus overall, the complexity
of the ranking process is O(d2n).
Score-and-Search stage: If we employ the density rank measure, the cost for
scoring (i.e., computing the density rank for the query) in a single subspace is
O(n2) time. The number of subspaces to score is O(2m−1) for exhaustive search,
or O(mdmax ) if a maximum subspace size is imposed. Note that for practical
applications, we would prefer the subspaces to be of small dimensionality for
improved interpretability, thus it is practical to set, for example, dmax = 5. The
overall complexity of this stage is O(n2mdmax )
Overall, the complexity of both stages is O(d2n + n2mdmax ) for the pro-
posed two-stage approach. For comparison, a direct density rank based score-
and-search approach on the full space costs O(n2ddmax ), which is infeasible when
d is moderately large.
Techniques for further improving scalability: While the ranking phase
of OARank is generally very fast, the search phase can be slow, even on the
reduced feature set. To further speed up the search phase, one can further prune
the search space. In particular, the search space can be explored in a stage-
wise manner, expanding the feature sets gradually. In exhaustive search, every
feature set of size k will be expanded to size k+1 by adding 1 more feature. We
can improve the eﬃciency of this process, sacriﬁcing comprehensiveness, by only
choosing a small subset of most promising subspaces (i.e., highly-scored) of size
k to be expanded to size k + 1.
4 Experimental Evaluation
In this section, we experimentally evaluate the proposed approaches, OARank
and OARank+Search. We compare our approaches with the density rank
based approach in [5] and Local Outlier with Graph Projection (LOGP) [2].
LOGP is the closest method in spirit to OARank, in that it also learns a set
of weights: features with higher weights contribute more to the outlyingness of
the query. These weights are from a linear transformation that aims to separate
the query from its full-space neighborhood. LOGP was proposed as a method
for both detecting and explaining outliers. We implemented all methods in Mat-
lab/C++ except LOGP for which the Matlab code was kindly provided by the
authors. The parameters for all methods were set as recommended in the original
articles [2,5]. The bandwidth parameter for OARank was set according to [5],
i.e., h = 1.06min{σ, R1.34}n−
1
5 with σ being the standard sample deviation, and
R being the diﬀerence between the ﬁrst and third quartiles of the data distribu-
tion. In order to improve the scalability of score-and-search based methods, we
apply a stage-wise strategy as discussed in Section 3.4 where only at most 100
top-scored subspaces are chosen for expansion at each dimension k < dmax = 5.
All experiments were performed on an i7 quad-core PC with 16Gb of main mem-
ory. The source code for our methods will be made available via our website.
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4.1 The NBA Data Sets
We ﬁrst test the methods on the NBA data available at http://sports.yahoo.
com/nba/stats. This data set was previously analyzed in [5], where the authors
collected 20 attributes for all NBA guards, forwards and centers in the 2012-2013
season, resulting in 3 data sets. We compare the quality of the ranking returned
by OARank and LOGP. More speciﬁcally, for each player, we ﬁnd the top 1, 2
and 3 inlying and outlying features, and then compute the density rank for the
player in his outlying-inlying subspaces.
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Fig. 2. Outlying Feature Ranking: OARank vs. LOGP on NBA Forwards data set
(best viewed in color)
The results of this analysis on the NBA Forwards data set are presented
in Fig. 2. It can be clearly seen that OARank is able to diﬀerentiate between
inlying and outlying aspects. More precisely, in the outlying subspaces (of the
top-ranked 1/2/3 features), all players tend to have higher density rank than
their ranks in the inlying subspaces (of the bottom-ranked 1/2/3 features). On
the same data set, LOGP ranking does not seem to diﬀerentiate well between
outlying and inlying features. In particular, the rank distribution appears to
be uniform in both inlying and outlying subspaces. Thus, in this experiment,
qualitatively we can see that OARank is more eﬀective at identifying inlying-
outlying aspects. The same conclusion applies for the NBA Guards and Centers
data sets, for which we do not provide detailed results due to space restrictions.
We have seen the detailed analysis for a speciﬁc player, Kyle Korver, in Figure 1.
The feature weights and ranking returned by OARank for Kyle Korver can be
inspected in Fig. 3(e).
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4.2 Mining Non-Trivial Outlying Subspaces
For a quantitative analysis, we employ a collection of data sets proposed by Keller
et al. [8] for benchmarking subspace outlier detection algorithms. This collection
contains data sets of 10, 20, 30, 40, 50, 75 and 100 dimensions, each consisting of
1000 data points and 19 to 136 outliers. These outliers are challenging to detect,
as they are only observed in subspaces of 2 to 5 dimensions but not in any
lower dimensional projection. We note again that our task here is not outlier
detection, but to explain why the annotated outliers are designated as such.
For this data set, since the ground-truth (i.e., the outlying subspace for each
outlier) is available as part of Keller et al.’s data, we can objectively evaluate
the performance of all approaches. Let the true outlying subspace be T and
the retrieved subspace be P . To evaluate the eﬀectiveness of the algorithms, we
employ the Jaccard index Jaccard(T, P )  |T ∩ P |/|T ∪ P |, and the precision,
precision  |T ∩P |/|P |. The average Jaccard index and precision over all outliers
for diﬀerent approaches on all datasets are reported in Figure 3(a,b).
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Fig. 3. (a)-(c): Performance on identifying non-trivial outlying high-dimensional sub-
spaces; (d) Scalability; (e): OARank feature weights for Kyle Korver
We can observe that OARank and the density based score-and-search app-
roach both outperform LOGP. OARank (without search) obtains relatively good
results, slightly better than density rank score-and-search at higher dimensions.
OARank (with search) did not seem to improve the results signiﬁcantly on this
data set. In terms of execution time (Fig. 3c), OARank is the fastest, being orders
of magnitude faster than density rank score-and-search. It can also be observed
that the OARank+Search approach admits a near-ﬂat time complexity proﬁle
with regards to the number of dimensions. This agrees well with the theoreti-
cal complexity of O(d2n) for ranking and O(n2mdmax ) for search. On these data
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sets, the ranking time was negligible compared to search time, while the search
complexity of O(n2mdmax ) is independent of dimensionality.
4.3 Scalability
We tested the method on several large datasets. We pick the largest of Keller’s
data sets of 1000 points in 100 dimensions, and introduce more synthetic exam-
ples by drawing points from a Gaussian distribution centred at each data points,
resulting in several large data sets of size ranging from 50,000 to 1 million data
points. The run time for OARank and LOGP is presented in Figure 3(d). It is
noted that for these large datasets, the search phase using the density score is
computationally prohibitive, due to quadratic complexity in data size n. Both
LOGP and OARank deal well with large datasets, with linear time complexity
in the number of data points. This observation matches well with OARank’s
theoretical complexity of O(d2n) and demonstrates that OARank is capable of
handling large data sets on commodity PCs.
We shall note that another prominent feature of OARank is that it is suitable
for applications on streaming data: as data come in, entries in the Hessian matrix
Q can be updated gradually. Feature weights can also be updated on-the-ﬂy in
real time, given that there exist very eﬃcient algorithms for computing the
dominant eigenvector of symmetric matrices.
5 Conclusion
In this paper, we have made two important contributions to the outlying aspects
mining problem. First, we have made an insightful connection between the den-
sity based score-and-search and the mutual information based feature selection
approach for outlying aspects mining. This insight can inspire the development
of further hybrid approaches, which leverage the strengths of both paradigms.
Second, we proposed OARank, an eﬃcient and aﬀective approach for outlying
aspects mining, which is inspired by the feature ranking problem in classiﬁcation.
We show that OARank is suitable for mining very large data sets.
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A DC Programming Approach for Sparse
Optimal Scoring
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Abstract. We consider the supervised classiﬁcation problem in the
high-dimensional setting. High-dimensionality makes the application of
most classiﬁcation diﬃcult. We present a novel approach to the sparse
linear discriminant analysis (LDA) based on its optimal scoring inter-
pretation and the zero-norm. The diﬃculty in treating the zero-norm is
overcome by using an appropriate continuous approximation such that
the resulting problem can be formulated as a DC (Diﬀerence of Convex
functions) program to which DCA (DC Algorithms) is investigated. The
computational results on both simulated data and real microarray cancer
data show the eﬃciency of the proposed algorithm in feature selection
as well as classiﬁcation.
Keywords: Classiﬁcation · Feature selection · Optimal scoring · DC
programming · DCA
1 Introduction
We focus on the multiclass classiﬁcation problem. Let X be an n×p data matrix
with observations xi (i = 1, ..., n) on the rows and features on the columns.
Denote by ni the number of observations in the cluster Ci. We assume that the
features have been standardized to have mean 0 and variance 1.
Discriminant analysis (DA) is widely used in classiﬁcation problems. The
traditional way of DA was ﬁrst introduced by Fisher in [3], known as the linear
discriminant analysis (LDA). The basic idea of LDA is to ﬁnd a linear trans-
formation W = [w1, ..., wQ−1] that best discriminates between classes, the clas-
siﬁcation is then performed in the transformed space based on some distance
metrics such as Euclidean distance.
There are three diﬀerent approaches to tackle LDA: the normal model, the
optimal scoring problem, and the Fisher discriminant problem (see e.g [7,8]).
In this paper we are interested in the optimal scoring problem which can be
described as follows. Let Y ∈ Rn×Q with Yik = 1 if xi ∈ Ck and 0 otherwise. To
ﬁnd the linear transformation W = [w1, ..., wK ], K ≤ Q− 1, the optimal scoring
criterion successively solves the problem
c© Springer International Publishing Switzerland 2015
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min
wk,θk
{||Y θk − Xwk||22
}
subject to
1
n
θTk Y
TY θk = 1; θTk Y
TY θl = 0, l = 1, ..., k − 1,
(1)
where θk is a Q-vector of scores and wk is a p-vector of discriminant vectors.
LDA often performs quite well in simple, low-dimensional setting and it is
known to fail when the number of features p is larger than the number of observa-
tions n. In many applications such as information retrieval, face recognition and
microarray analysis, we often meet problems having a small number of obser-
vations but a very large number of features. In such cases, one challenge of the
classical LDA is the diﬃculty in interpreting the classiﬁcation rule. To overcome
this, the most suitable approach is feature selection. A sparse classiﬁer leads to
easier model interpretation and may reduce overﬁtting of the training data.
In the literature, there exists a number of works to extend LDA to the
high-dimensional setting in such a way that the resulting classiﬁer involves a
sparse linear combination of the features (see e.g. [14],[23],[2],[5],[21],[22],[6]).
These approaches use the 1-norm to deal with sparsity. More precisely, the 1-
regularization is added to the objective function of the normal model and/or the
optimal scoring problem, and/or the Fisher discriminant problem.
In this work, we propose an algorithm for solving the sparse optimal scoring
(SOS) problem. A natural way to deal with feature selection in machine learning
is using 0-norm. Using 2 − 0 regularization for the optimal scoring problem
(1) leads us to consider the following optimization problem
min
wk,θk
{
1
2n
||Y θk − Xwk||22 + λ
[
1
2
(1 − γ)||wk||22 + γ||wk||0
]}
subject to
1
n
θTk Y
TY θk = 1; θTk Y
TY θl = 0, l = 1, .., k − 1.
(2)
Here γ ∈ [0, 1] and λ ≥ 0 are tuning parameters, and ||wk||0 denotes the 0-norm
of wk, i.e. the number of non-zero components of vector wk.
The problem (2) is nonconvex, discontinuous, and NP-hard. Optimization
methods involving the 0-norm can be divided into three categories according to
the way to treat the 0-norm: convex approximation, nonconvex approximation,
and nonconvex exact reformulation. We refer to [13] for an excellent review on
exact/approximation approaches to deal with the 0-norm. The best known and
widely used convex approximation of 0-norm is 1-norm, called Lasso [20]. For
the problem (2), Clemmensen et al. [2] replaced the 0-norm by the 1-norm and
applied an alternating scheme for solving the resulting problem. DC (Diﬀerence
of Convex functions) approximation approaches for 0-norm have been studied
extensively on both theoretical and practical aspects in [13]. Theoretical results
from [13] showed that the piecewise linear function [17] (Capped-1) is the best
approximation for 0-norm. This has been justiﬁed via the numerical results for
the problem of feature selection in SVM. The success of Capped-1 motivated
us to apply it for the SOS problem.
Our method is based on DC programming and DCA (DC Algorithms) intro-
duced by Pham Dinh Tao in their preliminary form in 1985. They have been
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extensively developed since 1994 by Le Thi Hoai An and Pham Dinh Tao
and become now classic and increasingly popular (see e.g. [11],[12],[18],[19] and
the list of references in http://lita.sciences.univ-metz.fr/∼lethi/DCA.html). Our
motivation is based on the fact that DCA is a fast and scalable approach which
has been successfully applied to many large-scale (smooth or non-smooth) non-
convex programs in various domains of applied sciences, in particular in data
analysis and data mining, for which it provided quite often a global solution
and proved to be more robust and eﬃcient than standard methods (see e.g.
[11],[12],[18],[19] and references therein).
The paper is organized as follows. In Section 2, we present DC programming
and DCA for general DC programs, and show how to apply an alternating scheme
based on DCA to solve the problem (2). The numerical experiments are reported
in Section 3. Finally, Section 4 concludes the paper.
2 Our Algorithms
First let us describe the notations used in this paper. All vectors will be col-
umn vectors unless transposed to a row vector by a superscript T . For vec-
tors x, y ∈ Rn and 1 ≤ p < ∞, the inner product and p-norm are 〈x, y〉 =
∑n
i=1 xiyi, ‖x‖p = (
∑n
i=1 |xi|p)
1
p respectively.
For α > 0, let ηα be the function deﬁned by ηα(x) = min{1, α|x|}, x ∈ R.
The piecewise linear approximation of the 0-norm [17] is given by
||wk||0 ≈
p∑
i=1
ηα(wki). (3)
Using the approximation (3), we can reformulate the problem (2) in the form
min
wk,θk
{
1
2n
||Y θk − Xwk||22 + λ
[
1
2
(1 − γ)||wk||22 + γ
p∑
i=1
ηα(wki)
]}
subject to
1
n
θTk Y
T Y θk = 1; θTk Y
T Y θl = 0, l = 1, ..., k − 1.
(4)
We use an alternating scheme for ﬁnding a local optimum of (4). The algo-
rithm consists of holding θk ﬁxed and optimizing with respect to wk based on
DCA, and then holding wk ﬁxed and optimizing with respect to θk.
Let D = 1nY
T Y and Qk−1 be the Q × (k − 1) matrix containing the pre-
vious k − 1 solutions θ1, ..., θk−1. For a ﬁxed wk, the problem (4) can then be
formulated as
min
θk∈RQ
{||Y θk − Xwk||22 : θTk Dθk = 1; θTk Dθl = 0, l = 1, ..., k − 1
}
. (5)
Let s = (I − Qk−1QTk−1D)D−1Y TXwk. Then θ̂k = s/
√
sTDs solves (5) [2].
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For a ﬁxed θk, we have to solve the following problem
min
wk
{
F (wk) =
1
2n
||Y θk − Xwk||22 + λ
[
1
2
(1 − γ)||wk||22 + γ
p∑
i=1
ηα(wki)
]}
.
(6)
The problem (6) is nonconvex nondiﬀerentiable and we will investigate DC
programming and DCA for solving it. First, let us give a brief description of DC
programming and DCA.
2.1 DC Programming and DCA
A general DC program is that of the form:
α = inf{F (x) := G(x) − H(x) |x ∈ Rn} (Pdc),
where G,H are lower semi-continuous proper convex functions on Rn. Such
a function F is called a DC function, and G − H a DC decomposition of F
while G and H are the DC components of F . Note that, the closed convex
constraint x ∈ C can be incorporated in the objective function of (Pdc) by using
the indicator function on C denoted by χC which is deﬁned by χC(x) = 0 if
x ∈ C, and +∞ otherwise.
For a convex function θ, the subdiﬀerential of θ at x0 ∈ domθ := {x ∈ Rn :
θ(x) < +∞}, denoted by ∂θ(x0), is deﬁned by
∂θ(x0) := {y ∈ Rn : θ(x) ≥ θ(x0) + 〈x − x0, y〉,∀x ∈ Rn},
and the conjugate θ∗ of θ is
θ∗(y) := sup{〈x, y〉 − θ(x) : x ∈ Rn}, y ∈ Rn.
Then, the following program is called the dual program of (Pdc):
αD = inf{H∗(y) − G∗(y) | y ∈ Rn} (Ddc).
One can prove (see, e.g. [18]) that α = αD and that there is a perfect sym-
metry between primal and dual DC programs: the dual to (Ddc) is exactly (Pdc).
The necessary local optimality condition for the primal DC program (Pdc) is
∂H(x∗) ⊂ ∂G(x∗). (7)
The condition (7) is also suﬃcient for many important classes of DC pro-
grams, for example, for DC polyhedral programs, or when function F is locally
convex at x∗ ([11]).
A point x∗ is called a critical point of G−H, or a generalized Karush-Kuhn-
Tucker point (KKT) of (Pdc)) if
∂H(x∗) ∩ ∂G(x∗) = ∅. (8)
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Based on local optimality conditions and duality in DC programming, the
DCA consists in constructing two sequences {xl} and {yl} (candidates to be
solutions of (Pdc) and its dual problem respectively). Each iteration l of DCA
approximates the concave part −H by its aﬃne majorization (that corresponds
to taking yl ∈ ∂H(xl)) and minimizes the resulting convex function (that is
equivalent to determining xl+1 ∈ ∂G∗(yl)).
Generic DCA scheme
Initialization: Let x0 ∈ Rn be an initial guess, l ← 0.
Repeat
- Calculate yl ∈ ∂H(xl)
- Calculate xl+1 ∈ arg min{G(x) − 〈x, yl〉 : x ∈ Rn} (Pl)
- l ← l + 1
Until convergence of {xl}.
Convergences properties of DCA and its theoretical basic can be found in
[11],[18]. It is worth mentioning that
– DCA is a descent method (without linesearch): the sequences {G(xl)−H(xl)}
and {H∗(yl) − G∗(yl)} are decreasing.
– If G(xl+1) − H(xl+1) = G(xl) − H(xl), then xl is a critical point of G − H
and yl is a critical point of H∗ −G∗. In such a case, DCA terminates at l-th
iteration.
– If the optimal value α of problem (Pdc) is ﬁnite and the inﬁnite sequences
{xl} and {yl} are bounded then every limit point x (resp. y) of the sequences
{xl} (resp. {xl}) is a critical point of G − H (resp. H∗ − G∗).
– DCA has a linear convergence for general DC programs, and has a ﬁnite
convergence for polyhedral DC programs.
A deeper insight into DCA has been described in [11]. For instant it is crucial
to note the main feature of DCA: DCA is constructed from DC components and
their conjugates but not the DC function f itself which has inﬁnitely many DC
decompositions, and there are as many DCA as there are DC decompositions.
Such decompositions play a crucial role in determining the speed of convergence,
stability, robustness, and globality of sought solutions. Therefore, it is important
to study various equivalent DC forms of a DC problem. This ﬂexibility of DC
programming and DCA is of particular interest from both a theoretical and an
algorithmic point of view.
For a complete study of DC programming and DCA the reader is referred to
[11],[18],[19] and the references therein.
In the last decade, a variety of works in Machine Learning based on DCA
have been developed. The eﬃciency and the scalability of DCA have been proved
in a lot of works (see e.g. [9],[10],[16],[15] and the list of references in http://lita.
sciences.univ-metz.fr/∼lethi/DCA.html). These successes of DCA motivated us
to investigate it for solving the problem (6).
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2.2 DCA for Solving the Problem (6)
The approximation ηα can be presented as a DC function [9]:
ηα(x) = gα(x) − hα(x), (9)
where gα(x) = α|x| and hα(x) = −1 + max{1, α|x|}. Then, the problem (6) can
be rewritten as follows
min{F (wk) = G(wk) − H(wk)}, (10)
where
G(wk) :=
1
2n
||Y θk − Xwk||22 + λ
[
1
2
(1 − γ)||wk||22 + γ
p∑
i=1
gα(wki)
]
, (11)
and
H(wk) := λγ
p∑
i=1
hα(wki) (12)
are clearly convex functions. According to the generic DCA scheme, at each
iteration l, we have to compute a subgradient vl of H at wlk and then solve the
convex program of the form (Pl), namely
min{G(wk) − 〈vl, wk〉}. (13)
H is diﬀerentiable and vl = ∇H(wlk) is calculated as follows:
vlj =
{
λγα.sgn(wkj) if α|wlkj | ≥ 1
0 otherwise
j = 1, ..., p, (14)
where sgn(wkj) is the sign of wkj .
DCA for solving (10)-(12) can described as follows
Algorithm 1. . (DCA applied to (10)-(12))
Initialization: Let τ be a tolerance suﬃcient small, set l = 0 and choose w0k ∈ Rp.
repeat
1. Compute vl by vlj =
{
λγα.sgn(wkj) if α|wlkj | ≥ 1
0 otherwise
j = 1, ..., p.
2. Solve the following convex problem to obtain wl+1k
min
wk
{
1
2n
||Y θk − Xwk||22 + λ
[
1
2
(1 − γ)||wk||22 + γα||wki||1
]
− 〈vl, wk〉
}
. (15)
3. l ← l + 1.
until |F (wl+1k ) − F (wlk)| ≤ τ(|F (wlk)| + 1).
Remark 1. For solving the convex problem (15), we use the coordinate descent
method [4].
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2.3 Description of the Main Algorithm
Finally, our main algorithm for ﬁnding K sparse discriminant vectors based on
DCA can be described as follows.
Algorithm 2.
Let D = 1nY
TY .
for k = 1 to K, compute k-th discriminant vector wk follows:
Initialization:
- Let θk = θ˜
√
θ˜TDθ˜, where θ˜ is a random Q-vector.
repeat
- For ﬁxed θk, compute wk by Algorithm 1.
- For ﬁxed wk, compute θ˜k = (I − Qk−1QTk−1D)D−1Y T Xwk and
θk = θ˜k/
√
θ˜Tk Dθ˜k.
until convergence.
end for
3 Numerical Experiments
We use the SOS for supervised classiﬁcation problems in high dimension. The
SOS transforms the set of labelled data points in the original space into a labelled
set in a lower-dimensional space and selects relevant features. The classiﬁcation
is then performed in the transformed space based on Euclidean distance, i.e. the
predicted class for a test observation x is
argmin
k
||xT W − μTk W ||22, (16)
where the linear transformation W = [w1, ..., wK ] is computed by Algorithm 2
and μk is the mean vector of the k-th class.
3.1 Comparative Algorithms
We will compare our proposed Algorithm 2 (AS DCA) with the methods pro-
posed in [2] (SDA) and [23] (PLDA). SDA applied an 1 penalty in the optimal
scoring problem, namely
min
wk,θk
{
1
n
||Y θk − Xwk||22 + γwTk Ωwk + λ||wk||1
}
subject to
1
n
θTk Y
TY θk = 1; θTk Y
TY θl = 0, l = 1, ..., k − 1,
(17)
where Ω is a positive deﬁnite matrix, γ and λ are nonnegative tuning parameters.
In [2], the author used an alternating scheme for ﬁnding a local optimum of this
problem.
PLDA penalized the objective function of the Fisher’s discriminant problem
with an 1 penalty on the discriminant vectors. The R package penalizedLDA
is available from CRAN (http://cran.r-project.org/).
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3.2 Datasets
We evaluate the performance of the AS DCA approach on three synthetic datasets
and a collection of real world datasets. The three synthetic datasets are summa-
rized in Table 1 and generated as follows:
The ﬁrst setup: we generate a three classes classiﬁcation problem. Each class
is assumed to have a multivariate normal distribution N(μk, Σ), k = 1, 2, 3 with
dimension p = 500. All elements on the main diagonal of covariance matrix Σ
are equal to 1 and all other elements are equal to 0.6. The ﬁrst 35 components
of μ1 are 0.7, μ2j = 0.7 if 36 ≤ j ≤ 70 and μ3j = 0.7 if 71 ≤ j ≤ 105 and 0
otherwise. For each class, we generate 100 training samples, 100 tuning samples
and 500 test samples.
The second simulation setup: there are two classes of multivariate normal dis-
tributions N(μ1, Σ) and N(μ2, Σ), each of dimension p = 500. The components
of μ1 are assumed to be 0 and for μ2, μ2j = 0.6 if j ≤ 200 and 0 otherwise. The
covariance matrix Σ is the block diagonal matrix with ﬁve blocks of dimension
100 × 100 whose element (j, j′) is 0.6|j−j′|. For each class, 100 training samples,
100 tuning samples and 10000 test samples are generated.
In the last setup, we generate a three-class classiﬁcation problem as follows:
i ∈ Ck then Xij ∼ N((k − 1)/2, 1) if j ≤ 100, k = 1, 2, 3 and Xij ∼ N(0, 1)
otherwise, where N(μ, σ2) denotes the Gaussian distribution with mean μ and
variance σ2. A total of 300 training samples, 300 tuning samples and 1500 test
samples are generated with equal probabilities for each class.
Table 1. Synthetic datasets used in experiments
Dataset #Features #Train #Test #Classes
Simulation 1 (S1) 500 300 1500 3
Simulation 2 (S2) 500 200 20000 2
Simulation 3 (S3) 500 300 1500 3
The real world datasets consist of six real microarray gene expression datasets
(SRBCT1, ALL/AML2, Leukemia microarray3, MLL-Leukemia4, Ovarian Can-
cer5 and Nakayama6). All the datasets are preprocessed by normalizing each
dimension of the data to zero mean and unit variance. The detailed information
of these datasets is summarized in Table 2.
1 http://research.nhgri.nih.gov/microarray/Supplement/
2 http://www-genome.wi.mit.edu
3 http://datam.i2r.a-star.edu.sg/datasets/krbd/
4 http://research.dfci.harvard.edu/korsmeyer/Supp pub/Supp Armstrong Main.html
5 http://datam.i2r.a-star.edu.sg/datasets/krbd/
6 http://www.ncbi.nlm.nih.gov/geo/query/acc.cgi?acc=GSE6481
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Table 2. Microarray datasets used in experiments
Dataset #Features #Samples #Classes
SRBCT (SRB) 2308 83 4
ALL/AML (ALL) 7129 72 4
Leukemia (LEU) 12558 248 6
MLL-Leukemia (MLL) 12582 72 3
Ovarian Cancer (OVA) 15154 253 2
Nakayama (NAK) 22283 86 5
3.3 Experimental Setups
AS DCA and SDA were implemented in the Visual Studio 2012, and performed
on a PC Intel i7 CPU3770, 3.40 GHz of 8GB RAM.
The value γ in (2) is set to 0.2 and the approximation parameter (3) is chosen
as α = 5 which gives a reasonable approximation of 0-norm as suggested in [1].
The stop tolerance of DCA is τ = 10−5 while the starting point of DCA is
zero. We select relevant features as follows: feature i is deleted if |wki| < 10−6
for all k = 1, ...,K. The values of parameters λ and K are chosen through a
5-fold cross-validation procedure on tuning or training set from the sets Λ =
{0.01, 0.02, 0.04, 0.06, 0.1, 0.4, 2} and {1, ..., Q − 1}, respectively.
For the experiment on synthetic data, we generate training, tuning, and test
sets in the same manner as described in Sect. 3.2. The test sets are used to mea-
sure the accuracy of various classiﬁers trained on the training sets. We perform
10 trials for each experimental setting.
For the experiments on the real datasets, we use the cross-validation scheme
to validate the performance of various classiﬁers. Each real dataset is split into
a training set containing 2/3 of the samples and a test set containing 1/3 of
the samples. This process is repeated 10 times, each with a random choice of
training set and test set.
Table 3. Numerical results on synthetic data. The best results are in bold fonts.
Selected features Accuracy of classifiers
AS DCA SDA PLDA AS DCA SDA PLDA
S1 (#) 107.30 ± 1.55 132.50 ± 3.65 170.2 ± 19.93
100 100 82.94 ± 9.77
(%) 21.46 ± 0.31 26.50 ± 0.73 34.04 ± 3.98
S2 (#) 89.40 ± 4.35 181.30 ± 6.70 159.5 ± 9.34
94.82 ± 0.58 93.72 ± 0.94 96.62 ±0.45
(%) 17.88 ± 0.87 36.26 ± 1.34 31.9 ± 1.86
S3 (#) 115.60 ± 6.25 159.20 ± 7.55 293.7 ± 7.53
96.97 ± 0.64 96.73 ± 0.60 96.58 ± 0.34
(%) 23.12 ± 1.25 31.84 ± 1.51 58.74 ± 1.5
Average 20.82% 31.53 % 41.56 % 97.26 % 96.82% 92.04%
444 H.A. Le Thi and D.N. Phan
3.4 Numerical Results
The experimental results on synthetic data and real microarray data are given
in Table 3-5. We are interested in the eﬃciency (the sparsity and the accuracy
of classiﬁers) of the three approaches as well as the rapidity of the AS DCA
and SDA approaches. The numbers of discriminant vectors used K are reported
in Table 5. The discriminant vectors can be used to visualize the datasets, for
example, as in Figure 1.
Table 4. Numerical results on the real data. The best results are in bold fonts.
Selected features Accuracy of classifiers
AS DCA SDA PLDA AS DCA SDA PLDA
SRB (#) 70.6±6 246±9.69 1324.9 ± 147.15
99.64±1.12 97.46±3.88 97.44 ± 3.66
(%) 3.05±0.26 10.66±0.42 57.4 ± 6.37
ALL (#) 159±19.77 240.5±32.5 4300.7 ± 699.06
92.6±4.25 91.75±5.21 86.81 ± 7.57
(%) 2.13±0.27 3.37±0.4 60.32 ± 9.8
LEU (#) 37.9±5.65 94.7±3.89 4421.9 ± 29.04
95.52±2.49 95.39±2.17 96.86 ± 1.33
(%) 0.3±0.05 0.75±0.03 35.21 ± 0.23
MLL (#) 132.6±15 216.9±8.81 6996.3 ± 172.56
97.92±2.19 97.08±2.81 87.42± 5.94
(%) 1.05±0,12 1.72 ± 0.07 55.6 ± 1.37
OVA (#) 27.7±2.35 125.4±15.5 4160.8 ± 80.6
100 100 89.57 ± 4.27
(%) 0.18±0.01 0.83±0.1 27.45 ± 0.53
NAK (#) 520.1±24.1 756.7±23.8 15242.4 ± 1587.61
83.7±4.53 83.35±4.17 87.1 ± 7.13
(%) 2.33±0.1 3.39±0.1 68.4 ± 7.12
Table 5. The number of discriminant vectors used K (second row) and comparative
results of AS DCA and SDA approaches in terms of the average of CPU time in second.
The best results are in bold fonts.
Datasets S1 S2 S3 SRB ALL LEU MLL OVA NAK
K AS DCA/SDA/PLDA 2 1 1 3 3 5 2 1 4
CPU
AS DCA 0.81 0.03 0.17 3.93 100.83 78.18 173.76 24.54 406.53
SDA 1.74 0.07 0.49 23.32 253.29 384.69 387.13 110.46 1726.02
We observe from computational results that:
Sparsity: In all the datasets, the AS DCA approach gives much better results in
terms of feature selection than the SDA and PLDA approaches. On average of
3 synthetic datasets, the AS DCA approach selects 20.82% of features while the
SDA and PLDA approaches select 31.53% and 41.56% of features, respectively.
We also see that the AS DCA approach is better than the SDA and PLDA
approaches on all the real datasets. The AS DCA approach selects from 0.18%
to 3.05% of features while the SDA (resp. PLDA) approach selects from 0.75%
to 10.66% (resp. 27.45% to 68.4%) of features.
Accuracy of classifiers: The AS DCA approach not only provide a good perfor-
mance in terms of feature selection, but also gives a high accuracy of classiﬁers
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on almost all the datasets. These results are higher than (or quite closed to) that
of the SDA approach. The AS DCA approach is better than the PLDA approach
on the 6/9 datasets. The PLDA approach is slightly better than the AS DCA
approach on the three datasets (S2, LEU and NAK). This can be explained by
the fact the PLDA approach selects 116 (resp. 29) times more features than the
AS DCA approach on the LEU (resp. NAK) dataset.
Training time: The training time given in Table 5 shows that the AS DCA
approach is faster than the SDA approach on both synthetic datasets and real
datasets.
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Fig. 1. The SRBCT dataset was projected onto the ﬁrst three sparse discriminant
vectors. The samples in each class are shown by using a distinct symbol.
4 Conclusions
We have proposed an eﬃcient approach for solving the Sparse Optimal Scoring
(SOS) problem. Using an appropriate approximation of the 0 regularization
term, we reformulated the SOS problem as a continuous nonconvex optimization
problem and then investigated an alternating scheme based on DCA for it. The
computational results show the robustness, the eﬀectiveness of the AS DCA
approach and it superiority with respect to the 1-norm approaches.
In the future we will study feature selection and dimension reduction for other
models such as the partial least squares, or the principal component analysis, or
the Fisher’s discriminant problem.
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Abstract. Statistical Relational Learning (SRL) methods have shown
that classiﬁcation accuracy can be improved by integrating relations
between samples. Techniques such as iterative classification or relaxation
labeling achieve this by propagating information between related sam-
ples during the inference process. When only a few samples are labeled
and connections between samples are sparse, collective inference methods
have shown large improvements over standard feature-based ML meth-
ods. However, in contrast to feature based ML, collective inference meth-
ods require complex inference procedures and often depend on the strong
assumption of label consistency among related samples. In this paper, we
introduce new relational features for standard ML methods by extract-
ing information from direct and indirect relations. We show empirically
on three standard benchmark datasets that our relational features yield
results comparable to collective inference methods. Finally we show that
our proposal outperforms these methods when additional information is
available.
1 Introduction
Statistical relational learning (SRL) methods are used when samples are con-
nected by one or more relation. These relations are helpful in tasks like sci-
entiﬁc article classiﬁcation where patterns ssuch as “connected samples have
similar labels” are very predictive. Feature based ML methods in contrast often
assume that samples are independently, identically distributed (iid). This app-
roach is well established, allows for eﬃcient parameter estimation and simpli-
ﬁed prediction but ignores the relational information available in SRL settings.
Recently, a number of methods have been proposed [11,13,18,31] that signiﬁ-
cantly improves over classical methods by using joint inference. Exact joint infer-
ence have high runtime complexity which often requires approximate solutions
[30]. These approximated joint inference techniques introduce new diﬃculties
such as the need for specialized implementations that are expensive to run and
diﬃcult to tune [30].
In this paper we propose to transfer the relational information into classical
features. This allows a straightforward combination of relational and classical
(attribute) information. It also renders traditional, feature based ML methods
c© Springer International Publishing Switzerland 2015
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competitive in settings where relational information is available and allows to
leverage the large body of classical ML methods and their scalable algorithms.
We use three standard collective classification (CC) benchmark datasets to
show that classical ML with relational features are strong competitors for state
of the art SRL methods on this task. Note that on these datasets, collective clas-
siﬁcation are considered the best performing methods in the current literature
[7,14]. In particular, we make the following contributions:
– We discuss how joint inference could be avoided by extending the sample
description with relational features (Section 2.1).
– We extend relational features to indirect relations (Section 2.2). This is new
and crucial to achive high accuracy when only few samples are labeled (Section
4.3).
– We introduce a new cluster based relational feature (Section 2.2) that provides
strong results and is cheap to compute.
– We show that our approach improves state of the art collective classiﬁcation
even in network only settings (Section 4.2).
2 Problem Setting
We start by giving the necessary deﬁnitions with the traditional setting of sam-
ples D = {(xi, yi)}Ni=1 where yi is the class label and xi is a feature vector
describing sample i. We assume that for the ﬁrst u samples (i ∈ {1, . . . , u}),
the class label yi is known and for the samples with index i > u, the class
label is unknown. Relations among samples are represented by weighted, sym-
metric adjacency matrices Rk ∈ Rn×n and the complete relational information
is denoted as R = {Rk}Kk=1. While in the general case, each of the k relations
could be complete, i.e. provide some similarity between each pair of samples, we
explicitly consider the case of sparse, unweighted relations where only a minority
of node pairs are connected by an edge. We start with a statistical argument to
motivate the representation of relational information in a way that is compatible
with the iid assumption.
2.1 Preserving IID
Many machine learning algorithms are based on the maximum likelihood prin-
cipal to learn the optimal value θ∗ for model parameters given a dataset D
(c.f. [17])
θ∗ := argmax
θ
p(θ|D) = argmax
θ
p(D|θ)
where l(θ) := p(D|θ) is called the likelihood. A very common assumption in
many ML approaches is that the samples in the dataset D are independent and
identically distributed (iid). This assumption simpliﬁes the likelihood to
p(D|θ) iid∝
N∏
i=1
p(yi|xi, θ).
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One of the central arguments of relational learning is that examples are not iid. In
particular for any pair of examples (xi, yi) and (xj , yj) conditional independence
does not hold
p((xi, yi), (xj , yj)|θ) ∝ p(yi|xi, θ) p(yj |xj , θ).
Note that in this formulation the relational information R is completely
neglected. However if R is used, it can render the probabilities independent
p((xi, yi), (xj , yj),R|θ)
∝ p(yi|xi,R, θ) p(yj |xj ,R, θ).
(1)
This formulation is close to standard non-relational ML with iid of samples.
Standard ML algorithms assume that all information about a sample can
be encoded in a (usually real-valued) feature vector x. Let us assume that the
inﬂuence of R on sample i can be described through a ﬁnite number of real
valued variables xri . We call x
r
i relational features. To simplify notation, we can
deﬁne x˜i as the extended feature vector of an example i that combines both non-
relational features xi and relational features xri . In total, this allows to rewrite
Equation 1
p(D|θ) iid∝
N∏
i=1
p(yi|x˜i, θ).
Note that due to the relational information in x˜i, the iid assumption can be
preserved. In the remainder of this section, we discuss several ways to generate
relational features.
2.2 Graph Based Relational Features
Samples can be linked through multiple relations each of which can be described
as a graph. Representing each relation by an independent set of features allows
us to integrate an arbitrary number of relations per problem into a standard
feature matrix. All of the proposed features have in common that the encoded
relational information does not only consist of direct relations but in addition
captures indirect relations which we found to be the key to their performance.
Neighbor Ids. Encoding the direct neighbors of a sample i in relation Rk
can be achieved by treating each sample as a categorical variable which is true
when samples are connected and false otherwise [1,24,25]. As this information is
very local and yields limited information about i’s position in Rk, we extend it
by additionally including indirect neighbors at various distances to i. Distance
refers to the number of edges dk(i, j) on a shortest path connecting i and j in
Rk. In particular, for a (small) set of distances d ≥ 1 we describe each relation
Rk by the distance-d neighborhood matrices Ddk ∈ {0, 1}n×n with
(
Ddk
)
i,j
= 1,
if dk(i, j) = d and 0 otherwise. We illustrate the derivation of this feature in
Figure 1.
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Fig. 1. Feature matrix for the node
neighborhoods of a relation. The edges of
the original relation are depicted as gray
lines, while connections in distance two
and three are shown as blue/short dashed
and red/long dashed curves.
Aggregated Neighbor Attributes. Relational position can also be described
by individual features of direct and indirect neighbors [20,21]. As before we
extend the idea by calculating individual features at various distances. For a
categorical attribute with categories 1, . . . , c, we deﬁne an n × c matrix L with
Li,j = 1 if xi is labeled as j and Li,j = 0 otherwise. Then the count matrix
Cdk =: D
d
kL can be derived as the projection of the corresponding neighborhood
matrix to the label matrix L such that (Cdk)i,j yields the number of category j
nodes in distance d of sample i. We denote this feature by neighbor class counts
(NCC) and provide an illustration in Figure 2. An additional row normalization
yields a probability matrix for the class labels in distance d, which we will denote
by neighbor class probabilities (NCP).
Fig. 2. Aggregation for attribute counts
on distances one, two and three in the
relation Rk. Labels are given in text and
as color (1-blue, 2-red). Sample 1 has a
single node of each label as direct neigh-
bors which is reﬂected in the ﬁrst two
columns(C1k) of its row, while the next two
columns (C2k) encode the single 2-labeled
node in distance 2. Note that unlabeled
nodes (white) are ignored in the features.
Random Walk Similarity. While the features described above are based
strictly on shortest paths, random walks with restart (rwr) incorporate a dif-
ferent notion of connectivity. They have been proposed as a similarity measure
in the context of auto-captioning of images [22].
The similarity between two nodes is measured as the probability of a random
walk connecting them, i.e. the probability of the random walk process visiting
one node when started from the other. To control for locality this includes a
restart probability: in each step the walk will jump back to the starting point
with probability r. This can be modeled as
pi = (1 − r)Wpi + rei (2)
where the column vector pi of matrix P describes the steady-state probability
distribution over all samples for walks starting at i. W is the matrix encoding
transition probabilities, i.e. a L1 row normalized version of Rk, ei is the vector of
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zeros and unit value at position i and the parameter r is the restart probability.
P can be determined as the solution of a linear system or approximated eﬃ-
ciently [32], leaving r as free parameter. We derive Pˆ from P by column wise L2
normalization and use analogous to the neighbor features row i of Pˆ as features
for sample i.
Fig. 3. An example for encoding a clus-
tering of a relation as a feature vector.
Memberships of samples in clusters are
represented as binary features.
Clustering Memberships. Clustering methods can be used to identify groups
of similar samples. Clustering features encode this information by representing
this group membership. Given a clustering of the graph representing relation
Rk into c clusters, we obtain an n × c feature matrix M ck with (M ck)i,m = 1 if
sample i belongs to cluster m and zero otherwise. Since a single clustering yields
limited information about the dense groups in the graph, we create features for
various clusterings, i.e. diﬀerent c. We limit c to c = 2j subject to 2 ≤ c ≤ n
which limits the number of clusterings to log2(n) while also providing a wide
range of cluster sizes. This results in O(n) features per relation that are very
sparse with only O(log(n)) non-zero features for per sample. The clusters can
be calculated with negligible runtime using the METIS clustering framework1
[8]. Note that the dense subgroups identiﬁed in the clusterings can be directly
related to the homophily assumption often exploited in relational learning.
3 Related Work
We build on two main categories of related work. The ﬁrst, in Section 3.1 uses fea-
tures derived from the network structure to improve iid based inference. The sec-
ond, discussed in Section 3.2 is work that views collective classiﬁcation as a joint
inference problem, simultaneously inferring the class label on every instance. The
challenges speciﬁc to problems with few labeled data points have received spe-
cial attention [4,5,14,29] and helped us to understand the importance of indirect
relations.
3.1 Relational Features
Relational features can be combined with collective inference or directly used
with standard ML methods as we argue in Section 2.1. Models such as Relational
1 We used the implementation available at http://glaros.dtc.umn.edu/gkhome/views/
metis with default parameters.
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Probabilistic Trees [20], Relational Bayes Classiﬁer [21] and the Link Based
Classiﬁer (LBC, [11]) concentrate primarily on the aggregation of attributes
of connected samples. Others use rows from the (weighted) adjacency matrix
as basis for feature construction [1,24,25]. We were especially inspired from
the suggestion to extend the neighborhood of samples with few neighbors with
distance-two neighborhoods [26] or ghost edges [5]. In contrast to previous work
we keep the information from various neighborhood distances separated and
introduce the concept of multiple indirect relations.
3.2 Collective Inference
Full relational models such as Markov Logic Networks (MLN, [28]) or the Prob-
abilistic Relational Model [31] can be used for CC [3]. We refer to Sen et al. [30]
for a comprehensive overview of collective inference based CC algorithms. Their
strength in high label autocorrelation settings and the problem of error prop-
agation has been examined [7,33] and improved inference schemes have been
proposed [15]. Recently, stacking of non relational model has been introduced
[9] as a fast approximation of Relational Dependency Networks [19].
4 Evaluation
In our experiments we investigate the following three questions:
1. Are classical ML methods with relational features competitive to MLN and
Collective Classiﬁcation approaches.
2. What are the main ingredients that make relational features eﬀective.
3. Does the combination of relational and attribute information improve results?
4.1 Experimental Setup
Datasets. We use three standard benchmark SRL datasets. The Cora and Cite-
Seer scientiﬁc paper collections have been used in diﬀerent versions, we chose
the versions2 presented in [30] and the IMDb dataset3. Both, Cora and CiteSeer
include text features in form of bag of words (bow) representations. We give
some statistics of these datasets in Table 1.
Benchmark Models. As baseline models we use the well established relational
learning methods wvRN [12,13], nLB [11] and MLN [3]. We chose relaxation
labeling [2] as the collective inference method for wvRN and nLB as it has
been shown to outperform Gibbs sampling and iterative classiﬁcation on our
datasets [14]. For MLN we used the rules HasWord(p,+w)=>Topic(p,+t) and
Topic(p,t)^Link(p,p’)=>Topic(p’,t) together with discriminative weight
learning and MC-SAT inference as recommended for Cora and Citeseer in a
previous study [3].
2 http://linqs.cs.umd.edu/projects/projects/lbc/index.html
3 http://netkit-srl.sourceforge.net/data.html
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Table 1. Summary statistics of the datasets
Nodes Links Classes |Dictionary| avg. Degree
Cora 2708 5278 7 1433 3.8981
CiteSeer 3312 4660 6 3703 2.8140
IMDb (all) 1377 46124 2 - 66.9920
Measures and Protocol. We follow [14] and remove samples that are not con-
nected to any other sample (singletons) in all experiments. Each experiment is
repeated 10 times with class-balanced splits into ratios of 0.1, 0.2, . . . , 0.9 for the
train-test set (shown as percentage in the ﬁgures). The MLN experiments are
only repeated 3 times due to their extremely high evaluation time. We calculate
multi-class accuracies by micro averaging and plot them on the y-axis of each
ﬁgure in this section. We used the netkit-srl framework [14] in version (1.4.0)4
to evaluate the wvRN and nLB classiﬁers and the Alchemy 2.0 framework5 to
evaluate the MLN model. The graph clusterings were obtained using METIS [8]
version 5.1.0. Relational features are learned with an L2 penalized logistic regres-
sion model6 included in scikit-learn [23] version 0.14.01. The penalty hyperpa-
rameter C is optimized via grid search over {0.001, 0.01, 0.1, 1, 10, 100, 1000} on
the training set.
4.2 Comparing Relational Features to SRL
This section examines whether feature based relational models (without collec-
tive inference) are able to compete with the prediction quality of specialized
relational learning methods. Consequently, the benchmark is a task where only
relational data is available. In the ﬁrst experiment, we compare wvRN and nLB
with two logistic regression models that use only our relational features. The
ﬁrst relational feature model (rwr) is based on a random walk. The second model
uses both, neighborhood and aggregated (NCP) features with distances 1,2,3.
We exclude distances higher than three, since almost every node can be reached
over three edges from every other node and therefore further distances do not
provide additional information.
Figure 4 illustrates two problems of SRL models: (i) nLB performs poorly7
when labels are sparse and (ii) wvRN is sensitive to violations of its built in
assumptions – i.e. if label consistency among neighbors is not met, as with the
IMDb dataset.
The relational feature based models show a very consistent performance not
much aﬀected by the number of labeled samples. The results of the neighbor and
NCP feature combination on IMDb illustrate the ﬂexibility of relational features.
4 http://netkit-srl.sourceforge.net/
5 https://code.google.com/p/alchemy-2/
6 We use a one-vs-all scheme for multiclass classiﬁcation.
7 This has been attributed to a lack of training data [14].
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Fig. 4. Comparison between two SRL methods (nLB, wvRN) with relaxation labeling
and two relational feature based models on network only data. The dashed black lines
indicate base accuracy.
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Fig. 5. Inﬂuence of the distance parameter for label dependent and independent rela-
tional features. Including information from indirect neighbors improves results espe-
cially if few samples are labeled.
4.3 Engineering Relational Features
We now examine the diﬀerent relational features and the inﬂuence of their
parameters. Two questions will be addressed: (i) How important are indirect
relations? (ii) Which of the proposed relational features lead to the best results?
All relational features that we consider can incorporate information about indi-
rect neighbors. Each method has parameters that adjusts the locality of the
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Fig. 6. Comparison of using only labeled vs all neighbors to construct relational neigh-
bor features (NCC). Including unlabeled neighbors improves the results in all settings.
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Fig. 7. Inﬂuence of various restart values on the prediction accuracy. While as a general
trend larger values of r (c.f. Equation 2) lead to better results, the value r = 0.9 yield
consistently good results.
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Fig. 8. Examination of various clusterings of the dependency network and their usage
as relational feature. The optimal number of clusters strongly depends on the dataset
and ratio of labeled samples. The combination of all clusterings, however, is consistently
superior to individual clusterings.
resulting features. We ﬁrst examine the eﬀect of including indirect neighbors
(Figure 5) and the importance of unlabeled neighbors (Figure 6) for relational
neighbor features. The inﬂuence of the restart parameter r (c.f. Equation 2) for
the rwr features can be seen in Figure 7 and an informative subset of results
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Fig. 9. Comparison of attribute only
(bow), network only (NCC), MLN and
our combination of relational features
with local attributes
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for various numbers of clusters is shown in Figure 8. The results suggest that
the inclusion of indirect neighbors in the relational features is beneﬁcial inde-
pendently of whether they are used directly or for aggregation. Figure 6 shows
that unlabeled neighbors contribute signiﬁcantly to the overall performance.
Together this answers our ﬁrst question: unlabeled samples and indirect neigh-
borhood relations are essential ingredients for relational features. Regarding the
second question, the results show that the choice of relational features depends
on the particular problem.
4.4 Combining Relational and Local Information
In the following, we examine the eﬀect of adding local attributes. Figure 9 shows
results with neighborhood count features (NCC) of distances 1,2,3. Interestingly,
the bag of words model performs better than network only models on Citeseer
but worse on Cora. Combining relational and local attributes on the other hand,
improves results in both cases. The ﬁgure further shows that our features out-
perform MLN on both datasets. In summary, our experiments suggest that the
combination of relational features and attributes is beneﬁcial even with a simple
model such as logistic regression.
4.5 Discussion
Our experiments indicate that relational feature based models compare well to
specialized relational learners even in network only and sparse labeling settings.
This has been veriﬁed on three standard SRL benchmark datasets and with
three state of the art SRL methods for comparison. The inclusion of indirect
neighbors has proven extremely important, especially in sparse label settings.
We have further shown that the combination of relational features and local
attributes is both straightforward and has the potential to improve considerably
over both, feature only and network only models.
Note, that our relational features can lead to very high dimensional repre-
sentations. Such feature spaces are, however, common in recommender systems,
click-through rate prediction and websearch where regularized logistic regres-
sion has been shown to be very eﬀective [6], [10]. In addition, we use a standard
implementation of logistic regression and can consequently employ scalable ver-
sions that can be trained with billions of samples of high dimensions [16] [27].
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We are further not committed to the logistic regression model as our features
could be used as input for arbitrary vector space models.
5 Conclusion
We have shown that dependencies between samples can be exploited using rela-
tional feature engineering. Our method allows to combine relational informa-
tion from various sources with attributes attached to individual samples. We
tested this on standard SRL benchmark datasets, showing that even on network
only data our features are competitive to specialized relational learning mod-
els. In addition, our features can outperform them when additional information
is available. Note that in contrast to the SRL methods, our proposal achieves
these results without collective inference. While we restricted our experiments
to logistic regression as prediction model, the proposed features could be used
as input to any other feature based learning algorithm such as SVM, neural
networks or random forests. Extending the use of relational features to multi
relational datasets would be straight forward and a interesting direction for fur-
ther research.
Acknowledgments. This work was supported by the DFG under grants Re 3311/2-1
and Br 2158/6-1.
References
1. Bernstein, A., Clearwater, S., Provost, F.: The relational vector-space model and
industry classiﬁcation. In: IJCAI Workshop, vol. 266 (2003)
2. Chakrabarti, S., Dom, B., Indyk, P.: Enhanced hypertext categorization using
hyperlinks. ACM SIGMOD Record 27(2), 307–318 (1998)
3. Crane, R., McDowell, L.: Investigating markov logic networks for collective classi-
ﬁcation. In: ICAART (1), pp. 5–15 (2012)
4. Gallagher, B., Eliassi-Rad, T.: Leveraging Label-Independent Features for Classi-
ﬁcation in Sparsely Labeled Networks: An Empirical Study. In: Giles, L., Smith,
M., Yen, J., Zhang, H. (eds.) SNAKDD 2008. LNCS, vol. 5498, pp. 1–19. Springer,
Heidelberg (2010)
5. Gallagher, B., Tong, H., Eliassi-Rad, T., Faloutsos, C.: Using ghost edges for clas-
siﬁcation in sparsely labeled networks. In: KDD, pp. 256–264 (2008)
6. Graepel, T., Candela, J.Q., Borchert, T., Herbrich, R.: Web-scale bayesian click-
through rate prediction for sponsored search advertising in microsoft’s bing search
engine. In: ICML, pp. 13–20 (2010)
7. Jensen, D., Neville, J., Gallagher, B.: Why collective inference improves relational
classiﬁcation. In: KDD, pp. 593–598 (2004)
8. Karypis, G., Kumar, V.: A fast and high quality multilevel scheme for partitioning
irregular graphs. SIAM Journal on Scientiﬁc Computing 20(1), 359–392 (1998)
9. Kou, Z., Cohen, W.W.: Stacked graphical models for eﬃcient inference in markov
random ﬁelds. In: SDM, pp. 533–538. SIAM (2007)
10. Liu, J., Chen, J., Ye, J.: Large-scale sparse logistic regression. In: KDD, pp. 547–
556. ACM (2009)
458 I. Bayer et al.
11. Lu, Q., Getoor, L.: Link-based classiﬁcation. In: ICML, vol. 3, pp. 496–503 (2003)
12. Macskassy, S.A.: Improving learning in networked data by combining explicit and
mined links. AAAI 22, 590–595 (2007)
13. Macskassy, S.A., Provost, F.: A simple relational classiﬁer. In: KDD-Workshop,
pp. 64–76 (2003)
14. Macskassy, S.A., Provost, F.: Classiﬁcation in networked data: A toolkit and a
univariate case study. JMLR 8, 935–983 (2007)
15. McDowell, L.K., Gupta, K.M., Aha, D.W.: Cautious collective classiﬁcation. JMLR
10, 2777–2836 (2009)
16. Mukherjee, I., Canini, K., Frongillo, R., Singer, Y.: Parallel Boosting with Momen-
tum. In: Blockeel, H., Kersting, K., Nijssen, S., Zˇelezny´, F. (eds.) ECML PKDD
2013, Part III. LNCS, vol. 8190, pp. 17–32. Springer, Heidelberg (2013)
17. Murphy, K.P.: Machine learning: A probabilistic perspective. The MIT Press (2012)
18. Neville, J., Jensen, D.: Iterative classiﬁcation in relational data. In: Proc. AAAI-
2000 Workshop on Learning Statistical Models from Relational Data, pp. 13–20
(2000)
19. Neville, J., Jensen, D.: Collective classiﬁcation with relational dependency net-
works. In: UAI, pp. 77–91 (2003)
20. Neville, J., Jensen, D., Friedland, L., Hay, M.: Learning relational probability trees.
In: KDD, pp. 625–630 (2003)
21. Neville, J., Jensen, D., Gallagher, B.: Simple estimators for relational bayesian
classiﬁers. In: ICDM, pp. 609–612 (2003)
22. Pan, J.Y., Yang, H.J., Faloutsos, C., Duygulu, P.: Automatic multimedia cross-
modal correlation discovery. In: KDD, pp. 653–658. ACM (2004)
23. Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O.,
Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A.,
Cournapeau, D., Brucher, M., Perrot, M., Duchesnay, E.: Scikit-learn: Machine
learning in Python. JMLR 12, 2825–2830 (2011)
24. Perlich, C., Provost, F.: Distribution-based aggregation for relational learning with
identiﬁer attributes. Machine Learning 62(1), 65–105 (2006)
25. Perlich, C., Provost, F.: Aggregation-based feature invention and relational concept
classes. In: KDD, pp. 167–176. ACM (2003)
26. Preisach, C., Schmidt-Thieme, L.: Relational ensemble classiﬁcation. In: ICDM,
pp. 499–509 (2006)
27. Rendle, S.: Scaling factorization machines to relational data. In: VLDB. vol. 6, pp.
337–348. VLDB Endowment (2013)
28. Richardson, M., Domingos, P.: Markov logic networks. Machine Learning 62,
107–136 (2006)
29. Saar-Tsechansky, M., Provost, F.: Handling missing values when applying classiﬁ-
cation models. JMLR (2007)
30. Sen, P., Namata, G.M., Bilgic, M., Getoor, L., Gallagher, B., Eliassi-Rad, T.:
Collective classiﬁcation in network data. AI Magazine 29(3), 93–106 (2008)
31. Taskar, B., Segal, E., Koller, D.: Probabilistic classiﬁcation and clustering in rela-
tional data. IJCAI 17, 870–878 (2001)
32. Tong, H., Faloutsos, C., Pan, J.Y.: Fast random walk with restart and its applica-
tions. In: ICDM, pp. 613–622 (2006)
33. Xiang, R., Neville, J.: Understanding propagation error and its eﬀect on collective
classiﬁcation. In: ICDM, pp. 834–843. IEEE (2011)
A New Feature Sampling Method in Random
Forests for Predicting High-Dimensional Data
Thanh-Tung Nguyen1, He Zhao2, Joshua Zhexue Huang3,
Thuy Thi Nguyen4, and Mark Junjie Li3(B)
1 Faculty of Computer Science and Engineering, Thuyloi University, Hanoi, Vietnam
tungnt@tlu.edu.vn
2 Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences,
Shenzhen, People’s Republic of China
he.zhao@siat.ac.cn
3 College of Computer Science and Software Engineering, Shenzhen University,
Shenzhen, China
{zx.huang,jj.li}@szu.edu.cn
4 Faculty of Information Technology, Vietnam National University of Agriculture,
Hanoi, Vietnam
ntthuy@vnua.edu.vn
Abstract. Random Forests (RF) models have been proven to perform
well in both classiﬁcation and regression. However, with the randomizing
mechanism in both bagging samples and feature selection, the perfor-
mance of RF can deteriorate when applied to high-dimensional data. In
this paper, we propose a new approach for feature sampling for RF to deal
with high-dimensional data. We ﬁrst apply p-value to assess the feature
importance on ﬁnding a cut-oﬀ between informative and less informa-
tive features. The set of informative features is then further partitioned
into two groups, highly informative and informative features, using some
statistical measures. When sampling the feature subspace for learning
RFs, features from the three groups are taken into account. The new
subspace sampling method maintains the diversity and the randomness
of the forest and enables one to generate trees with a lower prediction
error. In addition, quantile regression is employed to obtain predictions
in the regression problem for a robustness towards outliers. The exper-
imental results demonstrated that the proposed approach for learning
random forests signiﬁcantly reduced prediction errors and outperformed
most existing random forests when dealing with high-dimensional data.
Keywords: Subspace feature selection · Regression · Classiﬁcation ·
Random forests · Data mining · High-dimensional data
1 Introduction
High-dimensional data has become common in today’s applications. State-of-
the-art machine learning methods can work well for data sets of moderate size
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but they suﬀer when scaling for high-dimensional data. It is well-known that in
a high-dimensional data set only a small portion of the predictor features are
relevant to the response feature, the irrelevant features may even degrade the
performance of the model. This requires methods for selecting good subsets of
features for learning eﬃcient prediction models.
Random forests (RF) [1] [2], an ensemble learning machine composed of
decision trees for prediction, is deﬁned as follow: Given a training data set
L = {(Xi, Yi),X ∈ RM , Y ∈ Y}Ni=1, where Xi are features (also called pre-
dictor variables) and Y is the target (also called response feature), Y ∈ R1 for
a regression problem and Y ∈ {1, 2, ..c} for a classiﬁcation problem (c ≥ 2), N
and M are the number of training samples and features, respectively. A stan-
dard version of RF independently and uniformly resamples observations from
the training data L to draw a bootstrap data set L∗ from which a decision tree
T ∗ is grown. Repeating this process K times produces a series of bootstrap data
sets L∗k and corresponding decision trees T ∗k (k = 1, 2, ...,K), that form a RF.
Given an input X = x, the predicted value by the whole RF is obtained by
aggregating the results given by individual trees. Let fˆk(x) denote the prediction
of unknown value y of input x ∈ RM by kth tree, we have
fˆ(x) =
1
K
K∑
k=1
fˆk(x) for regression problems, and (1)
fˆ(x) = argmaxy∈Y
{ K∑
k=1
I[fˆk(x) = y]
}
for classiﬁcation problems, (2)
where I(·) and fˆ(x) denote the indicator function and RF prediction, respec-
tively.
RFs have shown to be a state-of-the-art tool in machine learning. RF model
can be used for both feature selection and prediction, and it can perform well in
both classiﬁcation and regression problems. However, the performance of random
forests suﬀers when applied to high-dimensional data, i.e., data with thousands
to millions of features. The main cause is that in the process of growing a tree
from the bagged sample data, the subspace of features randomly sampled from
the thousands of features in the training data to split a node of the tree is
often dominated by less important features. The tree grown from such randomly
sampled subspace features will have low accuracy in prediction, hence aﬀects the
ﬁnal prediction of the random forests.
In this paper, we propose a new approach for feature weighting subspace
selection to improve the accuracy of prediction for RF, meanwhile maintain-
ing the diversity and the randomness of the forest. Given a training data set
L, we ﬁrst use a feature permutation technique [3] [4] to measure the impor-
tance of features and produce raw feature importance scores. Then we apply
p-value assessment on ﬁnding the cut-oﬀ between informative and less informa-
tive features. For all informative features, the Spearman rank test is then used
for regression problem and the χ2 statistic is used for classiﬁcation problem to
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ﬁnd the subset of highly informative features. The separation forms three sub
sets of features. When sampling the feature subspace for learning, features from
these three groups of highly informative, informative and less-informative fea-
tures are taken into account for splitting the data at a node. Since the subspace
always contains highly informative features, it can guarantee a better split at a
node, therefore assuring a qualiﬁed tree. This sampling method always provides
enough highly informative features for the subspace feature at any levels of the
decision tree. By using taking into account features from all three subsets, the
diversity and the randomness of the forests in the Breiman’s framework [1] are
maintained.
The above feature subspace selection will be used for building trees in our new
random forests algorithm, called ssRF, for dealing with both classiﬁcation and
regression problems. With the ssRF model, the quantile regression is employed
to predict both point prediction and range prediction in regression problems.
Our experimental results have shown that with the proposed feature sampling
method, our random forests ssRF model outperformed existing random forests
in reduction of prediction errors, even though a small feature subspace size of
log2(M)+1 is used, and especially they performed well in range prediction on
high-dimensional data.
2 Feature Weighting Subspace Selection
2.1 Importance Measure of Features from a Random Forest
The feature importance measure obtained from the random forest is described
as follows [5], [6]. At each node t in a decision tree, a split on feature Xj is
determined by the decrease in node impurity ΔR(Xj , t). For a regression tree,
the node impurity R(t) = σ2(t)p(t), where p(t) = N(t)/N is the probability for
the impurity reduction that an sample chosen at random from the underlying
theoretical distribution falls into t, N(t) is the total number of samples and
σ2(t) =
∑
xi∈t(Yi − Y¯t)2/N(t) is the sample variance of Y. Then the decrease of
impurity in node t after splitting into tL and tR is
ΔR(Xj , t) = R(t) − [R(tL) + R(tR)]
= σ2(t)p(t) − [σ2(tL)pL + σ2(tR)pR],
(3)
where pL, pR are the proportions of samples in t that go left and right, respec-
tively.
For classiﬁcation trees, the Gini index is used to reﬂect the node impurity
R(t). Suppose there are S categorical values in node t (s ∈ S). Let πt(s) be the
proportion of the samples from the sth category in node t. The node impurity
is deﬁned as
R(t) = N(t)
S∑
s=1
πt(s)[1 − πt(s)].
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The chosen split of feature Xj for each node t is the one that maximizes ΔR(Xj , t).
Let ISk(Xj) denotes the importance score of feature Xj in a single decision tree
Tk, we have
ISk(Xj) =
∑
t∈Tk
ΔR(Xj , t).
Let ISj be an importance score of feature Xj , ISj is computed over all K trees
in a random forest, deﬁned as
ISj =
K∑
k=1
ISk(Xj)/K.
It is worth noting that a random forest uses in-bag samples (i.e. the set of
the bagged samples used in building the trees) to produce importance scores
ISj . This is the main diﬀerence between this importance score and an out-of-bag
measure, which requires so much computational time using OOB-permutation
[7], [3]. We can normalize them into [0, 1] using the min-max normalization as
follows:
V Ij =
ISj − min(ISj)
max(ISj) − min(ISj) . (4)
Having the raw importance scores V Ij determined by Equation (4) we can eval-
uate the contributions of the features in predicting the response feature.
2.2 A New Feature Sampling Method for Subspace Selection
We ﬁrst compute importance scores for all features according to Equation (4).
Denote the feature set as LX = {Xj}, j = 1, 2, ...,M , we randomly permute
all values in each feature to get a corresponding shadow feature set, denoted as
LA = {Aj}M1 . The shadow features do not have prediction power to the response
feature. Following the feature permutation procedure recently presented in [3], we
ran RF R times on the extended data set {LX ∪LA, Y } to get importance scores
V IrXj and V I
r
Aj
, and the samples for comparison denoted as V ∗ = max{Arj , r =
1, ..R}.
The unequal variance Welch’s two-sample t-test [8] is then used to compare
the importance score of each feature with the maximum importance scores of
generated shadows. The non-parametric statistical test is required because the
importance scores across the replicates are not normal distribution. Having com-
puted the t statistic, we can compute the p-value for the features and perform
hypothesis test on V IXj > V
∗
. This test conﬁrms that if a feature is impor-
tant, it consistently scores higher than the shadow over multiple permutations.
Therefore, any feature whose importance score is smaller than the maximum
importance score of noisy features, is considered less important, otherwise, it is
considered important.
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The p-value of a feature indicates the importance of the feature in prediction.
The smaller the p-value of a feature, the more correlated the predictor feature
to the response feature, and the more powerful the feature in prediction. Given
a statistical signiﬁcance level, we can identify informative features from low-
informative ones. Given all p values of features, we set a signiﬁcance level as a
threshold λ, for instance λ = 0.05. Any feature whose p-value is greater than λ is
added to the low-informative feature subset denoted as Xl, the direct relationship
with the Y values is assessed otherwise.
The non-parametric Spearman ρ test is used to measure the strength of
the relationship between Xj and Y ∈ R1 in regression problems. The value
|ρ| ∈ [0, 1], where |ρ| = 1 means a perfect correlation, 0 means that there is no
correlation. Spearman rank correlation coeﬃcient performs well in cases when
the conditional distribution is not normal, each pair (Xj , Y ) is converted to ranks
(R(xi), R(yi)), (i = 1, .., N) and ρ is the absolute value, computed as follows:
ρj =
∣
∣
∣
∣
∑
j(R(xi) − X)(R(yi) − Y )
√
∑N
i=1(R(xi) − X)2
∑N
i=1(R(yi) − Y )2
∣
∣
∣
∣ (5)
where X,Y are the average values of important feature Xj and response feature
Y , respectively. Given all ρ values in the remaining features {X \ Xl}, we take
the mean of all ρ values as the threshold γ,
γ =
1
Mλ
Mλ∑
j=1
ρj , (6)
where Mλ is the number of numerical features in the important feature subset
{X \Xl}. Let Xh denote a subset of highly informative features, all features Xj
are added to Xh whose ρ-value is greater than γ. The remaining features includ-
ing categorical features are added to the informative feature subset, denoted
as Xm.
For the classiﬁcation problem, χ2(X,Y ) is used to test the association between
the class label and each feature Xj . For the test of independence, a chi-squared
probability of less than or equal to 0.05 is commonly interpreted for rejecting the
hypothesis that the feature is independent of the response feature. All features Xj
whose p-value is smaller than 0.05 from the results of χ2-test are added into Xh,
the remaining features are added to Xm otherwise.
Given Xh,Xm and Xl, at each node, we randomly select mtry (mtry > 1)
features from three separated groups. For a given subspace size, we can choose
proportions between highly informative, informative and less-informative fea-
tures depending on the size of the three groups. That is mtryhigh = mtry ×
(Mhigh/M), mtrymid = mtry×(Mmid/M) and mtrylow = mtry−mtryhigh−
mtrymid, where Mhigh and Mmid are the number of features in Xh and Xm,
respectively. These are merged to form the feature subspace for splitting nodes
of trees.
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3 The Proposed ssRF Algorithm
The new feature subspace sampling method is now used to grow decision trees
for building RFs. In regression problem, we propose to use quantile regression to
obtain both point and range prediction, this idea was introduced in [9]. Using the
notations as in [1], let θk be the random parameter vector that determines the
growth of the kth tree and Θ = {θk}K1 be the set of random parameter vectors
for the forests generated from L. In each regression tree Tk from Lk, we compute
a positive weight wi(xi, θk) for each case xi ∈ L. Let l(x, θk, t) be a leaf node t
in Tk. The cases xi ∈ l(x, θk, t) are assigned the same weight wi(x, θk) = 1/N(t),
where N(t) is the number of cases in l(x, θk, t). In each classiﬁcation tree,
wi(x, θk) = 1 if
N(t)∑
n=1
I(Yn = Yi) ≥
N(t)∑
n=1
I(Yn = Yj)∀Yi 
= Yj .
This means the prediction for a regression problem is simply the average and for
the classiﬁcation problem is the category received by a majority votes by all Y
values in node t. In this way, all cases in Lk are assigned positive weights and
the cases not in Lk are assigned zero weight.
For a single tree prediction, given X = x, the prediction value is
Yˆ k =
N∑
i=1
wi(x, θk)Yi =
∑
x,Xi∈l(x,θk,t)
wi(x, θk)Yi. (7)
The new random forests algorithm ssRF is summarized as follows.
1. Given L, separate the highly informative features and the informative features
from the less informative ones to obtain three feature subsets Xh, Xm and
Xl as described in Section 2.2.
2. Sample the training set L with replacement to generate bagged samples
Lk, k = 1, 2, ..,K.
3. For each Lk, grow a regression tree Tk as follows:
(a) At each node, select a subspace of mtry (mtry > 1) features randomly
and separately from Xl, Xm and Xh and use the subspace features as
candidates for splitting the node.
(b) Each tree is grown nondeterministically, without pruning until the min-
imum node size nmin is reached. At each leaf node, all Y ∈ R1 values of
the samples in the leaf node are kept.
(c) Compute the weights wi(x, θk) of each Xi by individual tree Tk using
out-of-bag samples.
4. Compute the weights wi(x) assigned by RF which is the average of weights
by all trees:
wi(x) =
1
K
K∑
k=1
wi(x, θk) (8)
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5. Given an input X = x, use Equation (2) to predict the new sample for the
classiﬁcation problem. For the regression problem, we can ﬁnd the leaf nodes
lk(x, θk) from all trees where X falls and the set of Yi in these leaf nodes.
Given all Yi and the corresponding weights wi(x), the conditional distribution
function of Y given X is estimated as Fˆ (y|X = x) = ∑Ni=1 wi(x)I(Yi ≤ y),
where I(·) is the indicator function that is equal to 1 if Yi ≤ y and 0 otherwise.
Given a probability α, the quantile Qα(X) is estimated as Qˆα(X = x) =
inf{y : Fˆ (y|X = x) ≥ α}. Given a probability τ , αl and αh for αh−αl = τ , τ
is the probability that prediction Y will fall in the range of [Qαl(X), Qαh(X)],
we have
[Qαl(X), Qαh(X)] = [inf{y : Fˆ (y|X = x) ≥ αl},
inf{y : Fˆ (y|X = x) ≥ αh}]
(9)
For the point regression, the median Qˆ0.5 can be chosen in a range as the
prediction of Y given input X = x.
4 Experiments and Evaluation
4.1 Data Sets
We conducted experiments to test our proposed system on high-dimensional data
sets for both classiﬁcation and regression problems. Table 1 lists the real data
sets used to evaluate the performance of random forests models. The Fbis data
set was compiled from the archive of the Foreign Broadcast Information Service
and the La1s, La2s data sets were taken from the archive of the Los Angeles
Times for TREC-51.
The Rivers2 data set was used to predict the ﬂow level of a river. It is based
on a data set containing river discharge levels of 1, 439 Californian rivers for a
period of 12, 054 days. This data set contains 48.6% missing values, all values
were used to train the model. The level of the 1, 440-th river was predicted in
our experiments, the target values were converted from [0.062; 101, 000] to [0; 1].
The LOG1P data set was used in [10]. The Stock data set was described in [11]
to make a stock price prediction. This data set has about 8.35% missing values
in the predictor features. The original Y value is between 880 and 82, 710, these
target feature values were converted to [0; 1] using linear scale. Regarding the
characteristics of the data sets given in Table 1, the proportion of the sub-data
sets for training was separately from the testing.
4.2 Experimental Setting
Evaluation Measure: We used Breiman’s method of measurement as described
in [1]. The accuracy of prediction of RF models was evaluated on test set.
1 http://trec.nist.gov
2 http://www.usgs.gov
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Table 1. Description of high-dimensional data sets sorted by the number of features
and grouped into two groups - for regression and classiﬁcation problems, accordingly
Data set #Train #Test #Features #Classes
Stock 1,942 785 495
Rivers 8,345 3,709 1,439
LOG1P 16,087 3,308 4,272,227
Fbis 1,711 752 2,000 17
La2s 1,855 845 12,432 5
La1s 1,963 887 13,195 5
In which, for the regression problem the mean of square residuals (MSR) mea-
sure was computed, for the classiﬁcation problem the test error measure was
used.
The latest RF [12], QRF [13], cRF (cForest) [14] and GRRF R-packages [15]
in CRAN3 were used in R environment to conduct these experiments. For the
GRRF model, we used a value of 0.1 for the coeﬃcient γ because GRRF(0.1)
has shown competitive prediction performance in [16]. The novel SRF model
[17] using the stratiﬁed sampling method was intended to solve the classiﬁca-
tion problem. The QRF and eQRF [18] models were developed for solving only
regression problems. The ssRF model with the new subspace sampling method
is a new implementation. In that implementation, we called the corresponding
R/C++ functions in R environment.
From each training data set we built 10 random forest models and the average
of MSRs and the test errors of the models were computed; each of the RF
models had 200 and 500 trees, respectively. The number of the minimum node
size nmin was 5 for regression and 1 for classiﬁcation problems. The number of
features-candidates was set with the default setting to mtry = log2(M) + 1.
The parameters R, mtry and λ for pre-computation of feature partition used
in ssRF were 30,
√
M and 0.05, respectively. In order to process the large-scale
data set LOG1P, only 5% of the samples was used to train the eQRF and ssRF
models for feature partition and subspace selection, since the computational time
required for all the samples is too long.
To address the missing values in the data set, we separate all samples con-
taining missing values and create an extra ”missing” group for them. We then
treat this ”missing” class as a predictor feature of the response feature. If missing
values occur in the response feature, those samples are routinely omitted. After
separation, missing values are typically treated as if they were actually observed.
All experiments were conducted on the six 64-bit Linux machines, each one
equipped with IntelR XeonR CPU E5620 2.40 GHz, 16 cores, 4 MB cache, and
32 GB main memory. The ssRF and eQRF models were implemented as multi-
thread processes, while other models were run as single-thread processes.
3 http://cran.r-project.org/
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4.3 Results on Real Data Sets
The performance of RF models is evaluated when the number of trees and fea-
tures are varied, those are two key parameters in the RF models. Figures 1(a), (b)
show the regression errors of the random forest models varied with the number
of K trees used with mtry = log2(M) + 1. Figures 1(c), (d) present the plots
of curves when the number of random features mtry in the subspace increases
while the number of trees is ﬁxed (K = 200), the vertical line in each plot indi-
cates the size of a subspace of features mtry = log2(M) + 1, this subspace
was suggested by Breiman [1] for the case when applying RF to low-dimensional
data sets. Table 2 shows the test errors on the classiﬁcation data sets against
the number of trees and features. The RF, QRF and eQRF models were unable
to build their models on the data sets Stock and Rivers containing missing val-
ues. The imputation function in randomForest R-package was used to recover
missing values on the two data sets. The eQRF model was not considered in this
experiment because its prediction accuracy is last in this ranking on imputed
data sets. The cRF model was processed well on data set containing missing
values, however this model crashed when applied to the large-size data sets. The
results of RF models when applied to imputed data sets are denoted as RF.i,
QRF.i in the plots, respectively.
(a) (b)
(c) (d)
Fig. 1. The prediction performance of regression random forest models changes against
the number of trees and features on real data sets. (a), (c) Stock data. (b), (d) Rivers
data.
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Table 2. The prediction test error of the RF models against the number of trees K
and features mtry on classiﬁcation data sets. Numbers in bold are the best results.
Data Model The number of trees The number of features
set K=50 100 150 200 300 mtry=10 20 30 40 50
Fbis RF .2307 .2241 .2254 .2261 .2279 .2434 .2351 .2156 .2303 .2187
GRRF .2394 .2407 .2287 .2314 .2340 .2527 .2101 .1955 .1862 .1981
SRF .1689 .1649 .1622 .1569 .1618 .1569 .1702 .1636 .1715 .1715
ssRF .1676 .1676 .1543 .1689 .1569 .1822 .1556 .1503 .1503 .1522
La2s RF .2303 .2363 .2256 .2315 .2280 .2536 .1611 .1586 .1432 .1402
GRRF .2476 .2121 .2180 .2156 .2192 .2820 .1860 .1540 .1505 .1386
SRF .1327 .1517 .1493 .1445 .1410 .1244 .1315 .1374 .1386 .1434
ssRF .1078 .1066 .1102 .1185 .1090 .1149 .1102 .0995 .1002 .1014
La1s RF .6708 .6697 .6731 .6742 .6488 .6776 .6032 .4543 .3337 .2052
GRRF .1928 .1759 .2063 .1849 .1966 .1905 .1691 .1612 .1577 .1409
SRF .1308 .1353 .1330 .1353 .1488 .1330 .1375 .1387 .1364 .1398
ssRF .1354 .1321 .1322 .1321 .1264 .1477 .1432 .1443 .1319 .1387
We can see that ssRF always provided good results and achieved lower pre-
diction error in Figure 1 and Table 2 when varying K and mtry on both kind of
data sets. In some cases where the ssRF model did not obtain the best results
compared with SRF on the data sets Fbis and La1s, the diﬀerences from the
best results were minor. These results demonstrated that, at lower levels of the
tree, the gain is reduced because of the eﬀect of splits on diﬀerent features at
higher levels of the tree. The other random forests models increase prediction
errors while the ssRF model always produces better results. This was because
the selected subspace of features contains enough highly informative features at
any levels of the decision tree. The eﬀect of the new sampling method is clearly
demonstrated in this result.
In Figures 1 (c), (d) and the right panel of Table 2, the RF and QRF mod-
els require larger number of features to achieve the lower prediction error. This
means the RF and QRF models could achieve better prediction performance
only if they are provided with a much larger feature subspace. For solving the
regression and classiﬁcation problem, the size of the subspace in the default set-
tings of RF and QRF R-packages were set to mtry = M/3 and mtry = √M,
respectively. With this size, the computational time for building a RF is still too
high, especially for large high-dimensional data. These empirical results indicated
that, the ssRF model does not need many features in the subspace to achieve
good prediction performance. For application on high-dimensional data, when
the ssRF model uses a subspace of features of size mtry = log2(M)+1 features,
the achieved results can be satisfactory. In general, when the feature subspace
of the same size as the one suggested by Breiman is used, the ssRF model gives
lower prediction error with a less computational time than those reported by
Breiman. This achievement is considered to be one of the contributions in this
work.
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Figure 2 shows the point and 90% range prediction results of the large high-
dimensional data set LOG1P by the eQRF and ssRF models. The green and red
points show the predictions inside and outside the predicted ranges, respectively.
Figure 2 (a) shows the point and 90% range predictions of the eQRF model, we
can see that the point prediction is more scattered than that of the ssRF model
in the results. Signiﬁcant improvement in the prediction results of the ssRF
model can be observed in Figure 2 (b). We can see that, the predicted points are
closer to the diagonal line which indicates that the predicted values were close
to the true values in data, and there are less red points in the Figure 2 (b) which
indicates that a large number of predictions were within the predicted ranges.
These results clearly demonstrate the advantages of the ssRF model over very
recently proposed eQRF model.
(a) Range predictions by eQRF. (b) Range predictions by ssRF.
Fig. 2. Comparisons of range predictions by the regression eQRF and ssRF models on
large high-dimensional data sets LOG1P
5 Conclusions
We have presented a new approach for feature subspace selection for eﬃcient
node splitting when building decision trees in random forests. Based on that,
a new random forest algorithm, ssRF, has been developed for prediction high-
dimensional data. The quantile regression is employed to obtain predictions in
the regression problem, which makes the RF more robust towards outliers. With
the new subspace feature selection, the small subspace size mtry = log2(M)+1
reported by Breiman can be used in our algorithm to get lower prediction error.
With ssRF, the performance for both classiﬁcation and regression problems (the
point and range prediction) is preserved and improved. Experimental results have
demonstrated the improvement of our ssRF in reduction of prediction errors
in comparison with existing recent proposed random forests including eQRF,
GRRF and SRF, and especially it performed well on large high-dimensional
data.
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Abstract. Networked data is emerging with great amount in various
ﬁelds like social networks, biological networks, research publication net-
works, etc. Networked data classiﬁcation is therefore of critical impor-
tance in real world, and it is noticed that link information can help
improve learning performance. However, classiﬁcation of such networked
data can be challenging since: 1) the original links (also referred as rela-
tions) in such networks, are always sparse, incomplete and noisy; 2) it
is not easy to characterize, select and leverage eﬀective link informa-
tion from the networks, involving multiple types of links with distinct
semantics; 3) it is diﬃcult to seamlessly integrate link information with
attribute information in a network. To address these limitations, in this
paper we develop a novel Seamlessly-integrated Link-Attribute Collec-
tive Matrix Factorization (SLA-CMF) framework, which mines highly
eﬀective link information given arbitrary information network and lever-
ages it with attribute information in a uniﬁed perspective. Algorithm-
wise, SLA-CMF ﬁrst mines highly eﬀective link information via link path
weighting and link strength learning. Then it learns a low-dimension link-
attribute joint representation via graph Laplacian CMF. Finally the joint
representation is put into a traditional classiﬁer such as SVM for classi-
ﬁcation. Extensive experiments on benchmark datasets demonstrate the
eﬀectiveness of our method.
Keywords: Networked data classiﬁcation · Heterogeneous information
fusion · Collective matrix factorization
1 Introduction
In recent years, with the advance of the World Wide Web and social networks
such as Twitter, YouTube, Facebook and Flickr, more and more networked data
are available on the web. Compared with traditional data, the networked data
brings us a lot of extra meaningful link information besides their attribute (con-
tent) information. In the majority cases, such data contains more than one
types of entities and links, and is always referred as Heterogeneous Information
Network [5,11].
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The link information in these networks has been proved beneﬁcial for classiﬁ-
cation [2,6,9,11] in many works. However, classiﬁcation of such networked data
can be challenging since: 1) the original links (also referred as relations) in such
networks, are always sparse, incomplete and noisy; 2) it is not easy to character-
ize, select and leverage eﬀective link information from the networks, involving
multiple types of links with distinct semantics; 3) it is diﬃcult to seamlessly
integrate link information with attribute information in a network.
A great deal of recent works have shown their interests in networked data
classiﬁcation and try to utilize link information in a network to enhance the
classiﬁcation performance, unfortunately, none of them simultaneously address
the three challenges well, as far as we know. Information fusion based methods
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Fig. 1. (a)Entity types and original relations in Digg dataset;(b)The process of mining
eﬀective link information
[2] try to combine the link information and attribute information together and
perform quite well because of their ability to exploit correlation between the two
aspects of the network. These methods treat the link information as another kind
of attribute which directly decompose the original link information and attribute
information simultaneously. But their results are always limited to noises and the
sparsity of the links. Graph-based techniques [6] treat the link information in the
view of manifolds which assume that the linked nodes have similar labels. They
are sensitive to the quality of the graph and inclined to fail when the network is
intrinsically of low label consistency. Collective classiﬁcation based methods [7–
9,11] predict the unlabeled nodes with the help of related labeled nodes. What
makes it powerful for networked data classiﬁcation is its great ability to learn and
make use of various kinds of dependency structures. But at the same time the
performance might be largely degraded due to the lack of neighbours when given
a sparse network. Another obvious limitation is that most of these methods use
link information and attribute information non-synchronously so that the links
and attributes cannot be integrated well.
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To summarize, most of the existing research suﬀers from three limitations:
1) only utilizing the original link information but ignoring mining richer seman-
tics conveyed by the link paths; or 2) intuitively selecting and indiscriminately
utilizing diﬀerent types of link paths; and/or 3) utilizing link information and
attribute information in distinct perspectives.
In this study, we mine highly eﬀective link information given arbitrary infor-
mation network (as shown in Fig.1(b)) and leverage it with attribute information
in a uniﬁed perspective. First, we learn the weights of diﬀerent link paths under
the guidance of a few labeled nodes sampled from the training set. Second,
we learn link strength of the selected link paths, and get a weighted combina-
tion of all the selected link paths. Then in a uniﬁed perspective, we learn a
low-dimension link-attribute joint representation via CMF for networked data
classiﬁcation. Finally the joint representation is put into a traditional classiﬁer
such as SVM for classiﬁcation. Experiments on three real datasets demonstrate
the eﬀectiveness of our SLA-CMF method.
The primary contributions of SLA-CMF are as follows.
– We propose to integrate link path weighting, link strength learning and
graph-regularized CMF to select, characterize and leverage eﬀective link
information, and it is ﬁnally seamlessly integrated with attribute informa-
tion.
– We adopt a simple but eﬀective strategy to learn the weights of diﬀerent link
paths, which can be used for link path selection. Then we propose a general
link path based similarity computing method, through which the strength of
either symmetric or asymmetric link path can be accurately characterized.
These two processes not only mine richer semantics conveyed by link paths,
but also alleviate noise and sparsity of link information. (Section 4.1, 4.2).
– We treat both the links and the attributes in a uniﬁed perspective. Pre-
cisely, we treat the attributes as a kind of link path when characterizing
the link structure. Meanwhile, we treat the link information as a kind of
attribute when directly decomposing it in an attribute perspective. This
scheme ensures the seamless integration by mutual penetration. (Section
4.3).
2 Related Work
In this section, we review some of the research literatures related to networked
data classiﬁcation.
To combine text content and the explicit links for classiﬁcation, informa-
tion fusion based method [2] simultaneously decomposes the adjacency matrix
of the original cite relation and the bag-of-word attribute matrix by collective
matrix factorization and gets great enhancement on the results. However, it is
under the assumption of only one type of links and therefore does not apply in
heterogeneous information networks.
Unlike [2] directly learning from the link information, graph-based technique
[6] interprets it in a manifolds view and utilizes it to build up a graph Laplacian
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regularization to constraint the encoding matrix of attribute information. This
method is eﬃcient and can outperform [2] in some cases. But it is still lack of
mining link paths so that the result will inevitably be sensitive to the outliers in
the original relation.
Recent researches [7,8] propose a tensor factorization method, which has the
eﬀect of collective classiﬁcation and solve the classiﬁcation problem by recon-
structing the appropriate slice of the class relation. The three-way tensor puts
all of the entities into the tensor and every frontal slice of the tensor is an obser-
vation matrix that describes one type of relation. So this model supports the
representation of Heterogeneous Information Networks and linked data classiﬁ-
cation. Unfortunately, blindly utilizing diﬀerent types of links without distinc-
tion and decomposing two many types of link information simultaneously leads
to strong disturb from each other.
Collective classiﬁcation based method [9] seeks to combine the explicit links
with the the links mined from local attribute similarity to increase the informa-
tion in the network, and it adopts a node-based assortativity coeﬃcient to com-
bine diﬀerent edges with diﬀerent weights, which greatly inspires us. However,
the big diﬀerence is that, it adopts wvRN-RL as the classiﬁer and just utilizes
the link information and attribute information in a link perspective while we
leverage both of them in both link perspective and attribute perspective.
Another collective classiﬁcation method [11] is an two-stage method, which
utilizes the attributes only for bootstrap, simply adopts the generation scheme
of link path deﬁned in [5] and iteratively infer the unlabeled entities based on
the neighbours with respect to diﬀerent link paths. It is limited because it pays
no attention to link path weights and utilizes the links and attributes separately.
3 Problem Formulation
The networked data classiﬁcation in this paper is in a supervised or semi-
supervised setting. Given a network with known labels for the nodes in training
set, we predict the labels of the nodes in testing set. In a certain network, the
content matrix and the original link (relation) adjacency matrices of diﬀerent
types can be easily extracted. To leverage the link information and attribute
information for an enhanced classiﬁcation performance, the main idea behind
this paper is selecting and characterizing eﬀective link information, and then
seamlessly integrating it with attribute information to get a link-attribute joint
representation that is more appropriate for classiﬁcation.
First, we need to specify the type of objects in the network we will classify,
and it is called the target entity type. If the number of entity type or that
of the relation type a certain network is more than one, the network can be
called a heterogeneous information network [5], otherwise homogeneous
information network. And we call the adjacency matrix of the original link path
original adjacency matrix.In this paper, Link path, or referred as meta
path [5], is a path that connects object types via a sequence of relations. It
includes the original relations whose length is one. In this paper, in order to
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facilitate the weighted combination of diﬀerent link paths, we integrate all the
relations related to the target entity type, including inter-type relations (e.g.,
R4 : User comment−−−−−−→ Story in Fig.1) and inner-type relations (e.g., R2 :
User
contact−−−−−→ User in Fig.1), to construct the link information of the inner-type
link paths (e.g., Story comment
−1
−−−−−−−−→ User comment−−−−−−→ Story and story comment
−1
−−−−−−−−→
user
contact−−−−−→ user comment−−−−−−→ story, they can also be represented by multiplying
adjacency matrices for each relation along the link path, i.e., R4T × R4 and
R4
T × R2 × R4). Note that, comment−1 is the inverted relation of comment,
which may means commentedby.
In the process of seamless link-attribute integration, Xk(k = 1, · · · ,m) is
the adjacency matrix of a certain selected link path with the size n × n, where
n is the number of objects of target entity type. and m is the number of the
selected link paths. X is the weighted combination of selected link paths. D is
the attribute information matrix with the size n × l, where l is the number of
attributes. Z is the latent relation space matrix, whose size is r × r. V is the
basis matrix in attribute information matrix factorization with the size l × r. A
is the encoding matrix in which every row present one object of target entity
type, and the size of it is n × r.
4 Details of SLA-CMF
In this section, we will detail the proposed SLA − CMF model. We ﬁrst intro-
duce a link path weighting strategy by which we can characterize the importance
of a certain link path and ﬁlter out less important ones whose weights are less
than the threshold. Then we learn the link strength by the method proposed
by us. Finally we get a weighted combination of the selected link paths, and
utilize a Laplacian regularized CMF to integrate the eﬀective link information
with attribute information, and get a joint link-attribute representation.
4.1 Link Path Weighting and Selection
Diﬀerent link paths always have diﬀerent semantics so that have diﬀerent degree
of impact in label consistency. Unlike many existing work intuitively selects and
indiscriminately utilizes diﬀerent types of link paths, we employ a novel strategy
to learn the weights of diﬀerent link paths under the guidance of some sampled
labeled nodes from the training set. The weight is evaluated by the correlation
between a certain link path and the label consistency of the sampled nodes,
which can also be seen as the conditional probability of the label consistency
w.r.t. (with respect to) a certain link path. The strategy is very simple but
eﬀective, and the weighting function and the threshold function of the k-th link
path are deﬁned as follows.
Weightk =
∑ns
i=1
∑ns
j=1 Consistency(oi, oj)Strength(oi
LinkPathk−−−−−−−→ oj)
∑ns
i=1
∑ns
j=1 Strength(oi
LinkPathk−−−−−−−→ oj)
(1)
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Thresholdk =
∑ns
i=1
∑ns
j=1 Consistency(oi, oj)NotLink(oi
LinkPathk−−−−−−−→ oj)
∑ns
i=1
∑ns
j=1 NotLink(oi
LinkPathk−−−−−−−→ oj)
(2)
where ns is the number of sampled nodes, Strength( ) is the link strength of a
certain link between two nodes; Consistency( ) is a two-valued function that sets
the value to be 1 if two nodes have the same label, 0 otherwise; and NotLink( )
is also is a two-valued function that sets the value to be 1 if two nodes are not
linked by a certain link path, 0 otherwise. Note that, if Weightk is less than the
Thresholdk, this link path has negative impact in label consistency and should
be ﬁltered out because it means the k-th link path makes the nodes linked by it
less possible to have the same label than the nodes not linked by it.
4.2 Link Strength Learning
As the selected meta-paths are all inner-typed, we propose a link path based
similarity calculation method g-PathSim (general Path Similarity) to charac-
terize the strength of pairwise interactions among the objects via calculating the
similarity of the two objects connected along a certain link path. The basic idea
is that similar objects are not only strongly connected but also have few connec-
tion with others. Given an arbitrary link path P : P1 × P2 × · · · × Pn of length
n(n>1), it can be decomposed into two shorter link paths PL : P1 × · · · × Pm
and PR : Pm+1 × · · · × Pn. The g-PathSim is deﬁned as follows,
g-PathSim(oi
P−→ oj) = 2 ∗ (|oi
P−→ oj | + |oj P−→ oi|)
|O(oi | PL)| + |O(oj | PL)| + |I(oi | PR)| + |I(oj | PR)|
(3)
where | | is a counter function, |oi P−→ oj | is the number of link path instances
from object oi to oj along the link path PLR, |O(oi | PL)| is the weighted out-
degree of object oi along the link path PL, and |I(oi | PR)| is the weighted
in-degree of object oi along the link path PR. Note that if oi and oj are the same
object, g-PathSim(oi, oj | PLR) is directly set to 1.
W.r.t. objects of the same entity type, the g-PathSim of them can be calcu-
lated in matrix or vector manner as follows, where ‖∗‖ is the L2-norm function,
L and R are the adjacency matrices corresponding to the left and the right link
paths respectively.
g-PathSim(oi
P−→ oj) = 2 ∗ (Li,∗R∗,j + Lj,∗R∗,i)‖Li,∗‖2 + ‖Lj,∗‖2 + ‖R∗,i‖2 + ‖R∗,j‖2 (4)
W.r.t. a single relation, or referred as one-length link path, we add an imagi-
nary entity type between the real object type and decompose the atomic relation
into two relations as applied in [10]. The g-PathSim of one-length link path is
calculated as follows, where P is the original adjacency matrix of the one-length
link path.
g-PathSim(oi
P−→ oj) = 2(Pi,j + Pj,i)‖Pi,∗‖2 + ‖Pj,∗‖2 + ‖Pi,∗‖2 + ‖Pj,∗‖2 (5)
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PathSim [5] is a special case of g-PathSim with symmetry link paths. Com-
pared with PathSim and HeteSim [10], the advantages of g-PathSim are as
follows: 1) our method refers to the two objects’ information of both the left and
right sides, so the similarity search result is more synthesized; 2) the result main-
tains symmetry in arbitrary link path, so we only need to search the similarities
of the upper triangular matrix at half of the computational cost.
4.3 Seamless Link-Attribute Integration
To seamlessly integrate the selected link information and attribute information,
we design a graph Laplacian regularized CMF method, whose structure and the
setting of X enables it to realize this goal. The objective function is
f = flink(A,Z) + fattrubute(A, V ) + fgraphLapl.(A)
=
1
2
‖X − AZAT ‖2F +
α
2
‖D − AV T ‖2F +
β
2
n∑
i=1
n∑
j=1
X̂i,j‖Ai,∗ − Aj,∗‖2
=
1
2
tr(XXT − 2AZAT XT + AZAT AZT AT )
+
α
2
tr(DDT − DV AT − AV T DT + AV T V AT ) + β
2
tr(AT LA)
(6)
where X =
∑m
k=1 Weightk · g-PathSimk(k = 1, · · · ,m). Note that, to ensure
the weighted adjacency matrix for graph Laplacian regularization highly reliable,
we choose the top-K highest-weighted links for every node in X and construct
a ﬁltered adjacency matrix X̂ to construct L 1.
This model simultaneously decomposes link information in attribute per-
spective and utilizes it as graph Laplacian regularization in link perspective.
Meanwhile we treat the attributes as a kind of link path ( i.e., the attribute
similarity ) when constructing the combined graph X, so attribute information
is also taking part in graph Laplacian regularization and is utilized in link per-
spective. Therefore the seamless integration of link information and attribute
information is ensured by mutual penetration. (Our regularization means that,
the more eﬀective links and similar attributes two nodes have, the more closer
the encoding vectors of them will be.)
W.r.t. optimization, we adopt an alternating projection method to learn the
parameters A, Z, V . More speciﬁcally, each time we update one parameter and
ﬁx the others. This procedure will be repeated for several iterations until the
termination condition is satisﬁed. One straightforward way to learn the param-
eters is to set the gradient of f w.r.t. A, Z, V to 0 and solve the corresponding
linear system or nonlinear system. And the gradients of the objective function
w.r.t. variable A, Z and V are as follows.
1 L = S−X̂ is known as the Laplacian matrix with S being a diagonal matrix whose
diagonal elements Si,i =
∑
j X̂i,j .
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∂f
∂A
= AZT AT AZ + AZAT AZT − XAZT − XT AZ
+ α(AV T V − DV ) + β(LT + L)A,
∂f
∂Z
= AT AZAT A − AT XA, ∂f
∂V
= V AT A − DT A
(7)
R , V can be updated directly by solving the linear system as follows.
Z ⇐ (AT A)−1AT XA(AT A)−1, V ⇐ DT A(AT A)−1 (8)
As this equation of A can not be solved directly, an alternative approach is to
approximate this nonlinear problem by solving only for the left A with underlines
while holding the right A constant in the same way as [7,8]. The experiments
show the viability of the update of A in this situation. A can be updated by
A ⇐ [XAZT +XT AZ +αDV −β(LT +L)A][ZT AT AZ + ZAT AZT + αV T V ]−1 (9)
Alternatively, the update of A can also be implemented through gradient meth-
ods, such as the conjugate gradient method and quasi-Newton methods or just
the gradient descent method. In this paper we choose the gradient descent
method to update the coding matrix A since the equation solution has a bit
large errors especially in the early steps of updating, and the trick initializing A
from the eigendecomposition of X is adopted.
5 Experiments
5.1 Datasets and Evaluation Scheme
The Cora1 [3] and Cora2 [4] datasets contain research papers from the computer
science community. And we adopt the whole Cora2 and the subset EC, OS, NW,
DB of Cora1. In Cora2,there is only one type of original links and the original
adjacency matrix MPP describes the relation Paper
cite−−→ Paper. We ﬁrst char-
acterize Cora2 by the link paths of MPP ,MPP ×MPP T ,MPP T ×MPP ,MPP ×
MPP and augment them by MPAttri × MPAttriT . And then we do link path
weighting and selection, link strength learning via g-PathSim and ﬁnally get a
weighted combination of the selected link paths. Although Cora2 is originally
a sparse homogeneous information network, we can mine abundant and eﬀec-
tive link information through learning. Meanwhile, the subsets of Cora1 have
one more original adjacency matrix MPA which is corresponding to the relation
Paper
write−1−−−−−→ Author. It is a simple heterogeneous information network, and
we augment the candidate link paths by MPA × MPAT .
The Digg [1] dataset we utilize in this paper consists of stories, users and
their actions (submit, digg, comment) w.r.t. the stories, as well as the explicit
contact relation among these users, and the attribute of Digg stories is made
up of keywords extracted from the story titles. In this paper we choose stories
of ﬁve topics (i.e., pc games, space, pets/animals, linux/unix, political news) as
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the objects of target entity type, 200 from each, as well as the related users. As
described in Fig.1, Rk(k = 1, · · · , 5) are original adjacency matrices of the ﬁve
original relations. The candidate link paths of this network are quite various,
including symmetric link path such as R1 ×R1T , R3T ×R3, R3T ×R2 ×R2 ×R3,
as well as many asymmetric ones such as R3T ×R2, R3T ×R2 ×R3, R3T ×R2 ×
R2
T × R4. We traverse the link paths with the length constraint 4 according to
cross-validation. And it is processed just via the schema described in Section 4.
W.r.t. evaluation scheme, we take accuracy as evaluation criteria, we adopt
5-fold cross validation to evaluate our method, set the rank of latent factor A
to be 50, and put A into Linear SVM for classiﬁcation (all as the same as [2,6])
after seamless link-attribute integration through graph regularized CMF.
5.2 Baselines and Parameters Setting
The compared approaches include the state-of-art information fusion based
method Link-content MF [2], Graph based method RRMF [6], Collective classi-
ﬁcation based method RESCAL [7,8], HCC [11], wvRN-RL [9]. Meanwhile, we
also compare SLA-CMF with several variants of it. Each variant diﬀers from
SLA-CMF just in one aspect while consistent in others. Among them, SLA-
CMF(naive-link) is a variant with only one link path without link strength
learning (just as the same as Link-content MF and RRMF), SLA-CMF(naive-
link+attri.-simil.) is the variant with attribute similarity directly added to the
naiva link described above, SLA-CMF(PathSim) and SLA-CMF(HeteSim) are
the variants replacing g-PathSim with PathSim and HeteSim correspondingly for
link strength learning, and SLA-CMF(NAC) is the one replacing our link path
weighting method with node-based assortativity coeﬃcient [9]. Note that, there
is no naive link between Story, it is selected from R3T ×R3, R4T ×R4, R5T ×R5.
To ensure the weighted adjacency matrix for graph Laplacian regularization
highly reliable, we choose the top-K highest-weighted links for every node in X,
where the K is set to be 6 through cross validation, and the relative importance
parameters (i.e., α and β) are set by searching the grid of {0.01, 0.03, 0.1, 0.3, 1, 3}.
And the parameters in baselines are set to respect the original settings as much
as possible. In all the methods that need labeled seeds, the ratio of the sampled
labeled nodes are set to be 20%.
5.3 Performance and Result Analysis
What motivates SLA-CMF most is the assumption that both mining eﬀective
link information and seamlessly integrating links with attributes will enhance
networked data classiﬁcation. This is the primary hypothesis we want to verify.
Second, we want to test the validity of the link path weighting method and the
link strength learning method proposed by us. Finally, we try to observe its
sensitivity to the ratio of the sampled labeled nodes and the rank of the latent
latent factor A.
We independently repeat the experiments for 10 times and report the best
average result in Fig.2 and Fig.3. As the degree of label consistency varies in dif-
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Fig. 2. Average classiﬁcation accuracies of the compared methods
ferent networks, Link-content MF and RRMF have strong or weak performance
respectively, which should be decided by their diﬀerent mechanisms for utiliz-
ing link information. SLA-CMF(naive-link) outperforms Link-content MF and
RRMF in all the datasets. As the link information and the attribute information
of all the three methods are set in the same way, the result shows that, simulta-
neously decomposing the link information in attribute perspective and utilizing
it as graph Laplacian regularization in link perspective, will lead to better result
than separately processing it in either perspective. That is to say, the structure
of graph Laplacian regularized CMF, which is designed to seamlessly integrating
links with attributes, will indeed improve the robustness to label consistency and
enhance networked data classiﬁcation. Meanwhile, SLA-CMF(naive-link+attri.-
simil.) performs a little better than SLA-CMF(naive-link), which indicates that
utilizing attributes in link perspective can increase the information in the net-
work and improve the performance. When it comes to other baselines, their
performance is roughly consistent with the analysis of their strengths and weak-
nesses which can be referred in Section 2. RESCAL and HCC fail due to their
ignorance of weighting diﬀerent links, while HCC is also suﬀers from utilizing
attributes and links separately. wvRN-RL is limited by only utilizing all the
information in link perspective.
We can easily see that SLA-CMF, SLA-CMF(PathSim), SLA-CMF(HeteSim)
and SLA-CMF(NAC) all outperform the former two SLA-CMFs, which conﬁrms
the validity of link path weighting and link strength learning. And the advan-
tage of HeteSim and g-PtahSim to PathSim is obvious, because of their ability
to computing the strength of asymmetric links and g-PathSim characterizes the
link strength best. Moreover, the comparison between the performance of SLA-
CMF and SLA-CMF(NAC) proves that our link path weighting method with
the threshold check is more suitable for link path selection. In a word, the stable
advantages shown in the experiments conﬁrms that SLA-CMF indeed solve the
3 challenges well.
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Fig. 3. (a) Average classiﬁcation accuracies w.r.t. the ratio of sampled labeled nodes;
(b) Average cassiﬁcation accuracies w.r.t. the rank of the latent relation space
We can learn from Fig.3 that, the performance of SLA-CMF slightly improves
with the increasing of the ratio of the sampled labeled nodes, but it changes very
little, which may be due to the stability of our link path weighting method, or
because we use a variety of information and they are related and redundancy. The
performance of SLA-CMF w.r.t. the rank r of the latent factor A changes greatly
when k is small, and then tend to remain unchanged. This feature indicates that
SLA-CMF is suitable for networked data dimensionality reduction.
6 Conclusion and Discussion
In this paper, we propose a novel SLA-CMF framework for networked data clas-
siﬁcation, which mines highly eﬀective link information given arbitrary informa-
tion network by integrating link path weighting with link strength learning, and
leverages it with attribute information in a uniﬁed perspective. First, we learn
the weights of diﬀerent link paths under the guidance of a few labeled nodes
sampled from the training set, and utilizing these weights we select eﬀective
link paths. Second, we learn link strength of the selected link paths, and get a
weighted combination of all the selected link paths. Finally, in a uniﬁed perspec-
tive, we learn a low-dimension link-attribute joint representation via CMF for
networked data classiﬁcation. Through these our method is enabled to solve the
3 challenges well and the experiments demonstrate its superiority for networked
data classiﬁcation compared with state-of-the-art approaches.
In our study, to facilitate the weighted combination of diﬀerent link paths,
we integrate the relations related to the target entity type to construct the link
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information of the inner-type link path. This schema works well, however, there
may be the other schemas that work better, and it is worth deeper researching.
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Abstract. With advances in data collection technologies, multiple data
sources are assuming increasing prominence in many applications. Clus-
tering from multiple data sources has emerged as a topic of critical signiﬁ-
cance in the data mining and machine learning community. Diﬀerent data
sources provide diﬀerent levels of necessarily detailed knowledge. Thus,
combining multiple data sources is pivotal to facilitate the clustering
process. However, in reality, the data usually exhibits heterogeneity and
incompleteness. The key challenge is how to eﬀectively integrate infor-
mation from multiple heterogeneous sources in the presence of missing
data. Conventional methods mainly focus on clustering heterogeneous
data with full information in all sources or at least one source with-
out missing values. In this paper, we propose a more general framework
T-MIC (Tensor based Multi-source Incomplete data Clustering) to inte-
grate multiple incomplete data sources. Speciﬁcally, we ﬁrst use the ker-
nel matrices to form an initial tensor across all the multiple sources. Then
we formulate a joint tensor factorization process with the sparsity con-
straint and use it to iteratively push the initial tensor towards a quality-
driven exploration of the latent factors by taking into account missing
data uncertainty. Finally, these factors serve as features to clustering.
Extensive experiments on both synthetic and real datasets demonstrate
that our proposed approach can eﬀectively boost clustering performance,
even with large amounts of missing data.
1 Introduction
Due to the recent advances of data collection technologies, many application
ﬁelds are facing various data with complex multiple sources (i.e., multi-source
data), where diﬀerent data sources provide diﬀerent levels of necessarily detailed
knowledge. For example, in a user-oriented recommendation system, data sources
can be user proﬁle database, users’ log data, users’ credit score and users’ social
connections (as shown in Fig. 1). Diﬀerent from traditional data with a single
source, these multi-source data commonly have the following properties:
1. Each data source can have its own feature sets. For example, users’s credit
score (Fig. 1c) has numerical features; the user’s proﬁle has mixed features
c© Springer International Publishing Switzerland 2015
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Name Age Country
User1 Bob 31 USA
User2 Angeli 21 USA
User3 ? ? ?
User4 Tom 40 Canada
(a) User proﬁle.
User1
User2 ? ? ?
User3
User4 ? ? ?
(b) Browsing behaviors.
Credit Score
User1 Fair
User2 Good
User3 ?
User4 ?
(c) Credit scores. (d) Social links
Fig. 1. Diﬀerent sources for grouping the users in the recommendation systems
(numerical features and nominal features as shown in Fig. 1a) and the social
relation (Fig. 1d) provides graph relational features. Such data is called
heterogeneous data.
2. Each data source may be incomplete. For example, in Fig. 1a, User3 does
not complete her proﬁle. From Fig. 1b, we can see that User2 and User4
do not have browsing behavior history. In Fig. 1c, only User1 and User2
have credit scores. User3 does not have any social connection information in
Fig. 1d.
3. Data can be with an arbitrary number of sources. In some applications, the
number of available data sources may be small while in other applications,
it may be quite large.
The above properties raise one fundamental challenge for datamining research:
the complex structure and lack of consistent and complete representation of data.
Multiple sources may provide complementary data, and multi-source data fusion
can produce a better understanding of the observed situation by decreasing the
uncertainty related to the individual sources. An eﬀective model for multi-source
data should be able to integrate or extract information from these multiple sources
in order to perform analysis or management steps. Motivated by these challenges,
multi-source mining, in particular multi-source clustering, have received consid-
erable attention in the last decade.
In the literature, multi-source/multi-view clustering problem has been exten-
sively studied [1,11,15,17]. Speciﬁcally, the majority of studies have focused
on clustering heterogeneous data with an arbitrary number of sources. How-
ever, these studies either assumed that data have full information in all sources
[11,15,17], or that there exists at least one source which is complete with no
missing values [25]. Although the most advanced methods [14,21] do not require
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the completeness of each source, the application of these two methods is limited
to two-source situation. Multi-source clustering is still challenging on multiple
heterogeneous sources in the presence of missing data of each source.
A straightforward solution to this problem is that we can remove the data
samples that suﬀer from missing information. However, this clearly contradicts
with the target of clustering which aims at distributing all samples to their
corresponding cluster. In this paper, we focus on clustering the multi-source
incomplete data by handling the missing information with the help of tensor
algebra, which is the extension of vector and matrix algebra. More speciﬁcally,
we develop a tensor-based modeling and factorization framework, called T-MIC
(Tensor based Multi-source Incomplete data Clustering). We ﬁrst construct an
initial tensor over the multi-source incomplete data based on kernel matrices.
Then we formulate a joint tensor factorization process with the sparsity con-
straint and use it to iteratively push the initial tensor towards a quality-driven
exploration of the latent factors by taking into account missing data uncertainty.
This leads to obtain the common latent features across all the data sources, as
well as a common latent feature space. We can then use any standard clustering
algorithm for grouping the objects in this space. As compared with previous
approaches, this paper has several advantages:
1. The proposed T-MIC framework can be used in situations even when all the
sources are incomplete, in which the other methods are not applicable.
2. T-MIC uses kernel matrices to form the tensor across all multiple data
sources. The use of kernel matrices makes it able to handle the heterogeneity
of data, while the nature of tensor makes it easily extended to any arbitrary
number of sources.
3. T-MIC produces a uniﬁed, non-redundant, consistent and complete set of
data in the feature vector space, that can be fed into any standard clustering
algorithm.
In order to evaluate the clustering results based on the proposed T-MIC, we
conduct several experiments on synthetic data and real-world data. The proposed
approach outperforms the comparison algorithms in all the scenarios in both
normalized mutual information and average purity.
The rest of this paper is organized as follows: In the next section, we will
describe the notation and background knowledge. In Section 3, we will describe
the formulation of the problem and the proposed T-MIC framework. Experi-
mental settings and result analysis are described in Section 4.
2 Notation and Background
Before proceeding, we introduce some related concepts and notation of tensors
used throughout of the paper. For more details about tensor algebra, please refer
to [7].
Tensors are higher-order arrays that generalize the notions of vectors (ﬁrst-
order tensors) and matrices (second-order tensors). The order of a tensor is the
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number of dimensions, also known as ways or modes. We denote tensors of order
N ≥ 3 by calligraphic letters (X , Y, Z), matrices by boldface capital letters
(A, B, C), vectors by boldface lowercase letters (a, b, c), scalars by lowercase
letters (a, b, c). Columns of a matrix are denoted by boldface lower letters with
a subscript, e.g., ar is the rth column of matrix A. Entries of a matrix or a
tensor are denoted by lowercase letters with subscripts, i.e., the (i1, i2, . . . , iN )
entry of an N-th order tensor X is denoted by xi1i2...iN .
Given two equal-sized tensors X ,Y ∈ RI1×I2×···×IN , their Hadamard (ele-
mentwise) product is denoted by X ∗ Y and deﬁned as
(X ∗ Y)i1i2...iN = xi1i2...iN yi1i2...iN
for all values of the indices. Their inner product, denoted by 〈X ,Y〉, is the sum
of the products of their entries, i.e.,
〈X ,Y〉 =
I1∑
i1=1
I2∑
i2=1
· · ·
IN∑
iN=1
xi1i2...iN yi1i2...iN. (1)
The Frobenius norm of a tensor X ∈ RI1×I2×···×IN is deﬁned as
‖X‖F =
√
〈X ,X〉.
Given a sequence of matrices A(n) ∈ RIn×R for n=1, 2, . . . , N, the notation
[[A(1),A(2), . . . ,A(N)]] deﬁnes an N-th order tensor of size I1 × I2 × · · · × IN
whose elements are given by
([[A(1),A(2), . . . ,A(N)]])i1i2...iN =
R∑
r=1
N∏
n=1
a
(n)
inr
(2)
for in ∈ {1, 2, . . . , In}, n ∈ {1, 2, . . . , N}.
The outer product of two vectors a ∈ RI1 and b ∈ RI2 , denoted by a ◦ b,
represents a matrix of size I1 × I2 with the elements (a ◦ b)ij = aibj .
It is worth noting that mathematically a tensor is an element of the outer
product of vector spaces, each of which has its own coordinate system. The outer
product of vector spaces forms an elegant algebraic structure for the theory
of tensors. Such structure endows the tensor with the inherent advantage in
representing real-world data, which naturally results from the interactions of
multiple factors or multiple sources.
The two most commonly used factorizations are the Tucker model and CAN-
DECOMP/PARAFAC (CP) model, both of which can be regarded as higher-
order generalizations of the matrix singular value decomposition (SVD). The CP
model factorizes a tensor into a sum of rank-1 tensors, where each rank-1 tensor
is the outer product of vector loadings in all modes, whereas in Tucker variants
the factor interactions are modelled via a core tensor. This rank-1 component
factorization of CP and its intrinsic axis property from parallel proportional pro-
ﬁles [4], along with uniqueness of solutions [9], gives it a very strong interpretive
power. The Tucker model is more ﬂexible, though, the complex interactions and
non-uniqueness of solutions make its interpretation more diﬃcult. Therefore, we
adapt an underlying CP factorization for our model.
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Fig. 2. The tensor construction
Formally, given an N -th order tensor X ∈ RI1×I2×···×IN , the CP factorization
[7] is deﬁned by factor matrices A(n) ∈ RIn×R for n = 1, 2, . . . , N , respectively,
such that
X =
R∑
r=1
a(1)r ◦ a(2)r ◦ · · · ◦ a(N)r = [[A(1),A(2), . . . ,A(N)]], (3)
where R is the rank of the tensor X , deﬁned as the smallest number of rank-1
tensors in an exact CP factorization. The factor matrices A(1),A(2), . . . ,A(N)
can be viewed as the common latent feature matrices in diﬀerent modes.
3 T-MIC framework
In this section, we discuss our approach T-MIC for multi-source incomplete
clustering. The key challenge is how to eﬀectively integrate information from
multiple heterogeneous sources in the presence of missing data. Here we identify
three broad goals: incorporating heterogeneous sources, extracting latent fea-
tures, handling the incompleteness. In each of the following three subsections,
we try to achieve one of the above goals respectively. Before we give more detailed
discussions for each part, we ﬁrst formulate the problem as below.
Given N distinct objects with K (K > 2) related data sources, their object-
feature matrices are denoted as X1,X2, ...,XK . We assume that none of the
related data sources is complete. The goal is to derive a clustering solution
based on all the incomplete sources.
3.1 Tensor Construction
Tensor has been used to model multiple data sources for many years. There
are several ways to construct a tensor from multiple data sources. One natural
way is stacking the object-feature matrices derived from multiple data sources
in a tensor. This construction requires that all the object-feature matrices has
the same dimension. However, in real-world problems, the data sources usually
exhibit heterogeneous properties, i.e., the dimension of the feature space for
490 W. Shao et al.
diﬀerent source is diﬀerent. Taking the recommendation system in Section 1 as
an example, the dimensions of available sources are diﬀerent. Just stacking the
object-feature matrices cannot form a tensor.
In order to deal with the heterogeneity of the data sources, we construct
a tensor in a way that is independent of data dimension. In [16], a tensor is
constructed by stacking the object-object similarity matrices derived from all
the sources. Inspired by this, we choose the homogeneous kernel as the similar-
ity measure to form a shared latent tensor. Assume there are K data sources
with diﬀerent feature dimensions available. Each of the sources has the same N
objects. Although the feature dimensions of each source are diﬀerent, the ker-
nel matrices are all with dimension of N × N . A tensor can be constructed by
stacking the K kernel matrices together as shown in Fig. 2. However, in our
problem, all the sources are incomplete. Thus, we ﬁll in the missing entries with
average value or majority value. We denote the feature matrices with missing
value ﬁlled as Xˆ1, Xˆ2, ..., XˆK . The initial kernel matrices Sˆ1, Sˆ2, ..., Sˆn ∈ RN×N
can be calculated and form an initial tensor T ∈ RN×N×K in the way as shown
in Fig. 2.
3.2 Latent Features Extraction
Using the tensor construction approach described in Section 3.1, we can get an
initial tensor T . In order to get the common factor matrices across all the sources,
we need to factorize the tensor. As mentioned above, we use the CP factorization
model to achieve this goal. In order to impose the sparsity constraints on the
latent factor matrices to get more concise latent factors, we add l1 penalty on the
latent factor matrices A and B to the objective function. The objective function
for CP factorization with sparsity constraints can be stated as:
min
A,B,C
‖T − [[A,B,C]]‖2F + λα‖A‖1 + λβ‖B‖1, (4)
where A ∈ RN×R, B ∈ RN×R, C ∈ RK×R are the latent factor matrices of T ,
λα and λβ are sparsity tradeoﬀ parameters for latent factors A and B and ‖.‖1
is the l1 norm. Here, A and B can be interpreted as the common latent factor
across all the data sources. Note that the kernel matrix is symmetric, this will
lead to the equality of A and B. Thus, we can apply any standard clustering
algorithm (i.e., k-means ) on A to get a clustering solution.
There exists quite a few algorithms to solve the optimization problems in
Equation (4) [13,20]. We will not discuss the details of the optimization in this
paper. In the following, We will illustrate how to use the optimization to reﬁne
the initial tensor T and learn the common latent factor simultaneously.
3.3 Quality-Driven Integration
By solving the optimization problem in Equation (4), we can get an “optimal”
common factor A and the estimated tensor Tˆ :
Tˆ = [[A,B,C]]. (5)
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Algorithm 1.T-MIC for Clustering Multi-source Incomplete Data
Input: Incomplete sources X1, ...,XK , cluster number C, parameters λα, λβ and α
Output: The clustering index
1: Give initial values to the missing features in the K data sources.
2: Calculate the kernel matrices S1,S2, ...,SK .
3: Stack the kernel matrices to construct tensor T .
4: Calculate the weight tensor W according to Equation (6).
5: repeat
6: Solve optimization problem in Equation (4).
7: Calculate the current estimated tensor by Equation (5).
8: Update the tensor by Equation (7).
9: Update the weight tensor by Equation (8).
10: until Convergence
11: Apply k-means to the common latent feature matrix A to get clustering index.
However, the “optimal” common factor A may not be exact because of the
inaccuracy of the initial tensor T . We use an iterative way to get a better result
by taking into account the incompleteness of data sources. we deﬁne a weight
tensor W ∈ RN×N×K :
wijk =
{
0 if (Xk)i,: or (Xk):,j is a missing entry,
1 otherwise.
(6)
Note that the weight tensor W represents the reliability of the entries in tensor T .
We want to retain the most reliable entries in tensor T and update those that
are not reliable. Thus, we can use W to update the original tensor T :
T ← W ∗ T + (1 − W) ∗ Tˆ , (7)
where ∗ is Hadamard (elementwise) product and 1 is the tensor with all ones.
After T is updated, A,B and C can be updated using Equation (4). This pro-
cedure will repeat until convergence. The learned optimal common factor A can
be used by any standard clustering algorithm (i.e., k -means).
As the iteration continues, we can start to give the missing value more weight
(the initial weight is 0 according to Equation (6)). We update the weight tensor
at the end of each iteration as follows:
W ← 1 − (α × (1 − W)), (8)
where α is a decay parameter. We set α to be 0.95 for all experiments. From
Equation (8), we can see that W will converge to 1 as the number of iterations
goes up. Thus, the whole framework will converge. The framework is shown in
Algorithm 1.
4 Experimental Evaluation
In this section, we validate the eﬀectiveness of the proposed T-MIC framework
for multi-source incomplete clustering on both synthetic and real-world data.
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4.1 Baselines and Metrics
We compare the proposed T-MIC framework with a number of baselines. In
particular, we compare with:
– Feature Concatenation (Concat): Concatenating the features of each
view, and then running standard k -means clustering (after dimension reduc-
tion, if needed).
– Canonical Correlation Analysis based Feature Extraction (CCA):
Applying CCA for feature fusion from multiple views of the data [6], and
then running standard k -means clustering using these extracted features.
– Co-regularized Spectral Clustering (Co-regSC): Using co-regularized
framework to spectral clustering [11]. We choose Gaussian kernel to build
the aﬃnity matrix for each view and set the parameter in this algorithm to
be 0.01 as suggested.
– Collective Kernel Learning (CoKL-KCCA): Collectively learn the ker-
nel matrices for each source and applying kernel canonical correlation analy-
sis [21]. This algorithm does not require the completeness of the data sources.
However, CoKL-KCCA can only be applied to two sources. It also assumes
two sources can cover all the instances, which may not be true in many
real-world applications. This assumption makes it diﬃcult to extend CoKL-
KCCA to more than two sources.
– Tensor based Multi-source Incomplete data Clustering (T-MIC):
This is the proposed framework. In the experiments, we empirically set λα =
λβ = 1. Considering the fact that there is no known closed-form solution to
determine the rank R of a tensor a priori, and rank determination of a tensor
is still an open problem [23], we set R equal to the number of clusters C.
In addition, Gaussian kernel is used and the width parameter is set as the
median pairwise distance between instances.
Note that Concat, CCA and Co-regSC only work for complete data sources.
We ﬁrst ﬁll the incomplete sources with average values, then we apply these
approaches.
The clustering result is evaluated by comparing the clustering index of each
data point with the label provided by the data sources. Two metrics, the aver-
age purity (Purity) and the normalized mutual information (NMI) are used to
measure the clustering performance. Since k -means is sensitive to initial seed
selection, we run k -means 30 times on each parameter setting, and report the
averaged NMI and purity. All the data we used in the experiments are complete,
but we randomly delete some of the instances in each data source. The incom-
plete percentage for each source is equal in the experiments. To generate 30%
incomplete data, we randomly delete 30% of the instances from every sources.
We compare the clustering results for diﬀerent incomplete percentage (from 5%
to 50%).
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Fig. 3. NMIs for Synthetic
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Fig. 4. Purities for Synthetic
4.2 Dataset Collection
One synthetic and two real-world data are used in the experiments.
– Synthetic data (Synthetic): The synthetic data consists of two sources
for generated data in a two dimensional space. Each source contains samples
randomly selected from three diﬀerent distributions. In either source, two of
the three randomly generated distributions are made to be very close, and
therefore diﬃcult to distinguish. In this experiment, we randomly select 500
samples from each of the three diﬀerent distributions. Each source contains
1500 samples.
– Internet Advertisements (ADs): This data represents a set of possible
advertisements on Internet pages [12]. 772 instances are randomly selected
in a balanced manner from two classes. Two sources are considered in our
experiments. The ﬁrst source is the size of this advertisement (4 continuous
features) and the second source is the url terms (457 binary features).
– Handwritten Dutch Digit Recognition (Digit): This data contains
2000 handwritten numerals (“0”-“9”) extracted from a collection of Dutch
utility maps [5]. The following feature spaces (sources) with diﬀerent vector-
based features are available for the numbers: (1) 76 Fourier coeﬃcients of the
character shapes, (2) 216 proﬁle correlations, (3) 64 Karhunen-Love coeﬃ-
cients, (4) 240 pixel averages in 2×3 windows, (5) 47 Zernike moments, and
(6) 6 morphological features. All these features are conventional vector-based
features but in diﬀerent feature spaces.
4.3 Experimental Results
Fig. 3 - Fig. 8 demonstrate the clustering performance of diﬀerent methods on
all the three data. In order to randomize the experiments, 30 test runs on every
parameter settings were conducted and the average performance are reported.
From the results, we can observe that as the incomplete percentage goes up,
the clustering performance goes down. This is because when the incomplete per-
centage gets larger, the amount of useful information remained in the incomplete
sources gets less. However, we can still observe that T-MIC outperforms all the
other four comparison methods for all the settings.
On the synthetic data, T-MIC outperforms the best baseline method with a
margin as large as 17% in NMI and 16.8 % in average purity. We can also observe
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from Fig. 3 and Fig. 4, that when the incomplete percentage is 0 (i.e., both
sources are complete), CoKL-KCCA is slightly better than T-MIC. However,
as the incomplete percentage increases, the performance of CoKL-KCCA gets
worse. It is also worth mentioning that when the incomplete percentage is large
(30%-50%), CCA becomes the best baseline (closest to T-MIC).
On the Internet advertisements data, we also observe that T-MIC achieves
the best performance in both NMI and average purity compared with the base-
lines. One interesting observation from Fig. 5 and Fig. 6 is that Concat performs
better than other baselines in many situations. The reason behind this may be
that the data itself does not contain too much useful information (with complete
sources, we only get around 0.3 for NMI). For a less informative data, the eﬀorts
to ﬁnd latent spectral feature (Co-regSC) or maximize the correlation (CCA and
CoKL-CCA) may lead to worse performance.
For the handwritten digit data, we cannot apply CoKL-KCCA since it can
only be applied to two-source incomplete data. From Fig. 7 and Fig. 8, we can
observe that T-MIC still achieves the best performance in NMI and average
purity compared with the baselines. It is also worth mentioning that Co-regSC
remains the best baseline method for almost every settings, while for Synthetic
data and Ads data, Co-regSC is not that good. The reason why Co-regSC is
better than other baselines is that Co-regSC co-regularizes the latent feature
matrices for all the sources towards a common consensus while the other two
baselines don’t. Thus, for a complex task (more sources and more clusters) Co-
regSC can get better performance. However, T-MIC uses tensor to model the
multi-source incomplete data, which can better capture the relationship between
sources. So the iteratively tensor factorization with sparsity constraint can learn
the common latent features more accurately.
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5 Related Work
Our work is related to both multi-view learning and data fusion techniques.
We brieﬂy discuss both of them. Multi-view learning [3,8,18,22], is proposed
to learn from instances which have multiple representations in diﬀerent feature
spaces. Speciﬁcally, Multi-view clustering [1,17] is most related to our work. For
example, [1] developed and studied partitioning and agglomerative, hierarchical
multi-view clustering algorithms for text data. [10,11] are among the ﬁrst works
proposed to solve the multi-view clustering problem via spectral projection. [17]
proposed a novel approach to use mapping function to make the clusters from
diﬀerent pattern spaces comparable and hence an optimal cluster can be learned
from the multiple patterns of multiple views. Linked Matrix Factorization [24]
is proposed to explore clustering of a set of entities given multiple graphs. [15]
used nonnegavite matrix factorization to integrate multi-view data. Recently,
[25] proposed a kernel based approach which allows clustering algorithms to be
applicable when there exists at least one complete view with no missing data.
As far as we know, [14,21] are the only two works that do not require the
completeness of any view.
Data fusion from multiple sources have been investigated by many researchers.
The goal of such approaches is to integrate information from multiple data
sources to create a single representation that are more complete and accurate
than those derived from any individual data source, i.e., the whole is greater than
the sum of its parts. So far, many integration architectures have been proposed,
a thorough survey of these techniques can be found in [2]. Here we only focus
on tensor based data fusion architecture. The work most closed to our method
are [16] and [19]. In [16], a clustering method based on Tucker decomposition
was proposed to integrate multiple view data without the sparsity constraint.
In [19], a multi-view clustering method based on CP factorization and sparsity
constraint was proposed for multi-view graph data. However, all of the above
mentioned methods can only deal with complete multi-source data.
There are some diﬀerences between our work and the previous approaches.
First, to the best of our knowledge, we take the ﬁrst step toward studying the
problem of multi-source clustering, in which each data source suﬀers from missing
information and data. Second, T-MIC has no constraints on the feature space
of the datasets. T-MIC constructs a tensor by only using the kernel matrices,
which is independent of the types/dimensions of the data sources. Third but not
last, T-MIC does not have limitation for the number of available data sources.
The high order/dimension nature of tensor makes it suitable for modeling multi-
source problems. Clustering via T-MIC framework can be easily extended to K
(K > 2) data sources.
6 Conclusions
In this paper, we study the problem of clustering on multi-source incomplete
data. We proposed a tensor-based modeling and factorization framework,
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T-MIC, to integrate multiple incomplete data sources. We ﬁrst construct an
initial tensor from the multi-source incomplete data using kernel matrices. Then
a joint tensor factorization process with sparsity constraint is applied to itera-
tively factorize the tensor. A common latent feature space across all the sources
can be learned simultaneously. The experiments on both synthetic and real-world
data were conducted to evaluate the clustering performance. It can be clearly
observed that the proposed approach outperforms the comparison algorithms in
almost every scenario.
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Abstract. Fast nearest neighbor search (NNS) is becoming important
to utilize massive data. Recent work shows that hash learning is eﬀective
for NNS in terms of computational time and space. Existing hash learning
methods try to convert neighboring samples to similar binary codes,
and their hash functions are globally optimized on the data manifold.
However, such hash functions often have low resolution of binary codes;
each bucket, a set of samples with same binary code, may contain a
large number of samples in these methods, which makes it infeasible
to obtain the nearest neighbors of given query with high precision. As a
result, existing methods require long binary codes for precise NNS. In this
paper, we propose Locally Optimized Hashing to overcome this drawback,
which explicitly partitions each bucket by solving optimization problem
based on that of Spectral Hashing with stronger constraints. Our method
outperforms existing methods in image and document datasets in terms
of quality of both the hash table and query, especially when the code
length is short.
Keywords: Similarity search · Nearest neighbor search · Hashing
1 Introduction
Nearest neighbor search (NNS) is a fundamental task with various applications in
machine learning, data mining and information retrieval. Exact search is done by
linear scan through all data for each query, which costs prohibitive time and space
when the dataset is large and cannot ﬁt into the main mamory. Consequently,
we should approximately ﬁnd the nearest neighbors (NNs) of the query in short
time with less memory.
Binary hashing is an approximate method for NNS which meets the time and
space requirements. It consists of r hash functions which translates each datum
as an r-bit code preserving the local structure of the data. We call a set of data
with same binary code a bucket. The NNs of a novel query are approximately
found by searching buckets corresponding to binary codes similar to that of the
query. Hamming distance, for instance, is used as similarity measure of binary
codes, because its computation is far more eﬃcient than similarity calculation
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Fig. 1. Embedding results of one dimensional artiﬁcial data (blue points) into R3 using
(a) Spectral Hashing and (b) our method. Positive and negative elements are binarized
to 1 and −1, respectively. Each dashed box represents a bucket. In (a), data are only
divided into four buckets, while three-bit binary codes could represent eight buckets.
On the other hand, data are divided into eight small buckets using our method in (b).
of the original data pair. If each binary code is more compact compared to the
original datum, hashing enables NNS of a large amount of data on memory.
Hashing methods are categorized into data independent ones and data depen-
dent ones. Data independent methods such as Locality Sensitive Hashing [2] and
b-Bit Minwise Hashing [5] simulate the objective similarity measure by random-
ized algorithms. Their approximation quality is theoretically guaranteed, though
they practically require very long binary codes. On the other hand, hash func-
tions optimized to given data achieve high search precision with shorter binary
codes. This approach is called learning to hash.
Spectral Hashing (SH) [11] is a hash learning method to generate binary codes
globally optimized over the data manifold. In SH, the data are ﬁrst embedded
into Rr by dimensionality reduction, and then binarized to r-bit codes using the
sign of each element. The embedding is learned to be smooth, i.e. it converts
neighboring samples to similar r-vectors. Most hash learning methods other than
SH are also designed to convert neighboring samples to similar binary codes.
SH has a problem that its hash functions may produce a large bucket, which
contains a large number of samples. To verify this statement, we show a toy
example of one dimensional artiﬁcial data illustrated in Fig. 1(a). x axis is coor-
dinate of data, and y axis is each element of data embedded into R3. A positive
element is binarized to 1 and negative one to −1. Here the third bit does not
divide any buckets, which causes each bucket to be large.
Once the dataset is converted to a set of buckets, we cannot distinguish
samples in a same bucket. Therefore, large buckets degrade the precision of
NNS. For instance, in the above toy example, the third bit does not improve
search precision within top-ranked samples. Since three-bit codes potentially
have ability to divide data into eight buckets, this result suggests SH may be
ineﬃcient in terms of search precision. Existing hash learning methods [11][12][6]
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are designed to make hash functions smooth on the data manifold, while they are
not constrained to divide neighbors of each example. Therefore, these methods
may potentially have the same ineﬃciency as SH.
In this paper, we propose Locally Optimized Hashing (LOH), formulated as
an optimization problem based on that of SH with stricter constraints which
force each bit to divide buckets. For instance, the toy data described above are
embedded by LOH as Fig. 1(b), where it generates eight small buckets. LOH is
solved bit-by-bit in linear time and space of data size using a sparse similarity
matrix [12] or Anchor Graph as same as Anchor Graph Hashing [6].
The rest of the paper is organized as follows. In Sect. 2, we review existing
hash learning methods and explain the formulation of SH and its extensions.
In Sect. 3, we formulate LOH and propose its algorithm. In Sect. 4, we show
experimental results. In Sect. 5, we make conclusion.
2 Related Work
Hashing methods proposed in early stage of study such as Locality Sensitive
Hashing [2] (LSH) are randomized algorithms that simulate some ﬁxed similarity
measure. b-Bit Minwise Hashing [5] also approximates ﬁxed similarity measure,
Jaccard coeﬃcients, by randomized way. Shift Invariant Kernel Hashing [8] and
Kernelized LSH [3] are data dependent randomized methods to simulate kernel
on the given data. These randomized methods are asymptotically guaranteed to
be precise, which though require very long binary codes to be usable.
Binary codes optimized to data can be compact and accurate. Therefore, hash
learning methods have recently been attracting much attention. Hash functions
of such methods convert neighboring samples in the dataset to similar binary
codes. For instance, in [9], hash functions are constructed one-by-one using pair-
wise penalty determined by the previous ones, while [7] proposes a method to
learn hash functions using pairwise “near” and “far” labels.
Spectral Hashing [11] (SH) is one of the hash learning methods. Here we
describe its formulation and extensions related to our methods. Let A ∈ Rn×n
be a similarity matrix of n data points x(1), . . . , x(n). One converts the data
to y(1), . . . , y(n) ∈ Rr and then thresholds their positive and negative elements
to 1 and −1, respectively. We denote entire embedding of n samples by Y =
(y1, . . . , yr) ∈ Rn×r, where yj ∈ Rn is the j-th elements through all samples.
The binary codes of SH are obtained by solving the problem
min
Y
1
2
∑
ij
∥
∥
∥y(i) − y(j)
∥
∥
∥
2
Aij = tr(Y LY ) s.t. Y 1 = 0, Y Y = nI, (1)
where 1 = (1, . . . , 1) ∈ Rn and L = D −A (D = diag(A1)) is the graph Lapla-
cian of a graph whose weight matrix is A. The objective function is designed
to penalize a pair of neighboring samples whose corresponding codes are far
apart, which makes the embedding smooth. Balance constraints Y 1 = 0 max-
imize the information of each bit and oﬀ-diagonal elements of Y Y = nI called
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orthogonality constraints maximize the “mutual” information of each pair of bits.
The constraints Y Y = nI also contain normalization constraints ‖yj‖2 = n,
without which the optimum degenerates to 0. The global optimum of (1) is
Y =
√
n(u1, . . . , ur), where u0 = 1, u1, . . . , un−1 are normalized eigenvectors of
L whose corresponding eigenvalues are 0 = σ0 ≤ σ1 ≤ · · · ≤ σn−1.
One can obtain binary codes of given data by (1), while it cannot be directly
used to obtain corresponding hash functions. [11] solves (1) in the limit of n → ∞
under the assumption that the data are uniformly distributed on the hyperrect-
angle whose axes are aligned to the principal components of the data, which
is unrealistic in most cases. Alternatively, [12] proposes a two-step framework
called Self-Taught Hashing (STH) to obtain hash functions, where r Support
Vector Machines are learned to obtain r hash functions using each bit of n codes
as a supervisor. We use this approach in our method.
Similarity matrix A, in SH, is the gram matrix with heat kernel k(x(i), x(j)) =
exp(−∥∥x(i) − x(j)∥∥2 /t), constructing which is though intractable on dataset
with very large n. [12] uses a sparse symmetric matrix using the undirected k-NN
graph. Eigenvectors corresponding to the smallest eigenvalues of a large sparse
matrix can be eﬃciently computed by Lanczos method with implicit restart
[10]. [6] uses another eﬃcient similarity matrix constructed as follows. First, one
placed anchors a1, . . . , am on data space by k-means algorithm. Then, sample-
anchor similarity matrix Z ∈ Rn×m is computed as
Zij ∝
{
exp(−∥∥x(i) − aj
∥
∥2 /t) if aj is one of the s nearest anchors of x(i),
0 otherwise,
where each row of Z is normalized to be a stochastic vector. s is chosen to be
much smaller than m. The similarity matrix is formulated as A = ZΛ−1Z, where
Λ = diag(Z1) is the column-wise normalizer of Z. The rank of A is at most m,
which enables us to eﬃciently compute its eigenvectors.
As we saw in the previous section, the optimum of (1) may contain a small
number of large buckets, which are suboptimal in terms of search precision. We
will introduce stronger constraints to overcome this drawback in the next section.
3 Locally Optimized Hashing
We deﬁne novel constraints to explicitly divide the buckets in this section. They
are transformed into symmetric form which induces a uniﬁed optimization prob-
lem. We also introduce an algorithm to solve our problem.
3.1 Buckets Partitioning Constraints
We start by analyzing a simple toy example of eight samples indexed by 1, . . . , 8
with three-bit codes. Suppose the ﬁrst two bits are already ﬁxed as
(
y1
y2
)
=
(
1 1 1 1 −1 −1 −1 −1
1 1 −1 −1 1 1 −1 −1
)
.
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Eight samples are currently divided into four buckets, {1, 2}, {3, 4}, {5, 6} and
{7, 8}. Note that balance constraints and orthogonality constraints of (1) are not
enough to divide these buckets; e.g. the third bit (1, 1,−1,−1,−1,−1, 1, 1) sat-
isﬁes them, though it does not divide any buckets. On the other hand,
(1,−1, 1,−1, 1,−1, 1,−1) does divide all the buckets. Therefore, we should con-
strain y3 to explicitly divide each bucket. It means y3 should be chosen to be
orthogonal to the normalized indicator vectors of buckets, which we call bucket
vectors of {y1, y2}. We deﬁne bucket matrix of {y1, y2} as a matrix which has
all bucket vectors as its columns. In the current example, the bucket matrix is
written as
1√
2
⎛
⎜
⎜
⎝
1 1 0 0 0 0 0 0
0 0 1 1 0 0 0 0
0 0 0 0 1 1 0 0
0 0 0 0 0 0 1 1
⎞
⎟
⎟
⎠

.
The buckets partitioning constraints can be expressed in cases of general code
length r and data size n. Suppose y1, . . . , yr−1 are ﬁxed, and let B be a matrix
whose columns are the normalized indicator vectors of current buckets. We call
B a bucket matrix of y1, . . . , yr−1, and its columns bucket vectors of them. Then
the constraints Byr = 0 force the r-th bit to partition current buckets.
3.2 Combinatorial Orthogonality Constraints
Our method is based on the buckets partitioning constraints, while it is not obvi-
ous whether a corresponding uniﬁed optimization problem exists. We transform
them into symmetric form of y1, . . . , yr. It shows that our strict constraints can
be seen as an extension of the balance and orghotonality constraints (1).
Here we start by above toy example again. The whole constraints are 1y1 =
1y2 = y1 y2 = B
y3 = 0. Note that the subspace spanned by {1, y1, y2, y1 	
y2} equals to the image of B, where 	 is the elementwise product operator.
Therefore, the constraints can be rewritten as
1y1 = 1y2 = 1y3 = y1 y2 = y

1 y3 = y

2 y3 = (y1 	 y2)y3 = 0. (2)
Since inner product ab is also written as 1(a 	 b), (2) is farther rewritten as
∀J ∈ P(3) \ {∅}, 1
⊙
j∈J
yj = 0,
where P(S) is the power set of a set S and [r] = {1, . . . , r} for integer r. The
constraints are now expressed in symmetric form of y1, y2 and y3, which means
that y1 and y2 also divide buckets consisting of other two bits.
This symmetrization is easily generalized to arbitrary code length as follows.
Theorem 1. Suppose r ≥ 2, 1y1 = 0 and y1, . . . , yr ∈ {1,−1}n. Then yj
are orthogonal to bucket vectors of {y1, . . . , yj−1} for all j ∈ {2, . . . , r} if and
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only if y1, . . . , yr satisfies following conditions (Combinatorial Orthogonality
Constraints, COC).
∀J ∈ P([r]) \ {∅}, 1
⊙
j∈J
yj = 0. (3)
Proof. We prove it by induction. The case of r = 2 is trivial. Suppose r > 2.
Buckets partitioning constraints of y2, . . . , yr−1 and COC of y1, . . . , yr−1 are
equivalent by induction hypothesis, therefore we only need to show the equiva-
lence of buckets partitioning constraints of yr and following subset of COC.
1yr = 0 and ∀J ∈ P([r − 1]) \ {∅}, yr
⊙
j∈J
yj = 0. (4)
1yr = 0 is common to each other. Since elementwise products of any subset
of {y1, . . . , yr−1} can be written as linear combinations of bucket vectors of
{y1, . . . , yr−1}, yr satisfying buckets partitioning constraints also satisﬁes (4).
We show the converse. Suppose S is an arbitrary bucket of {y1, . . . , yr−1} and
denote the corresponding bucket vector by 1S . Then, 1S is written as a linear
combination of elementwise products of nonempty subsets of {1, y1, . . . , yr−1}.
We can see it by observing that the bucket S is a subset of the bucket Sˆ of
{y1, . . . , yr−2} and 1S is proportional to either of 1Sˆ 	 (yr−1 ± 1). Therefore,
1S yr = 0 is derived from (4). unionsq
Theorem 1 shows that the buckets partitioning constraints through all bits
are equivalent to COC. Note that the balance constraints 1yj = 0 and the
orthogonality constraints yj yk = 0 are special cases of COC with |J | = 1, 2,
respectively. COC thus completely contains these constraints used in SH.
The problem to obtain locally optimized binary codes is then formulated as
min
Y
tr(Y LY ) (5)
s.t. ∀j ∈ [r], ‖yj‖2 = n and ∀J ∈ P([r]) \ {∅}, 1
⊙
j∈J
yj = 0.
Here L is either the graph Laplacian D − A or its normalized version I −
D−1/2AD−1/2, where the similarity matrix A is either sparse one used in STH or
low rank one used in AGH. Note that when we use the similarity matrix of AGH,
these two Laplacians point to same one. We call this method Locally Optimized
Hashing (LOH). Above derivation of (5) supposes that Y is a binarized matrix.
Since (5) is diﬃcult to solve as a descrete problem, we consider its real value
relaxation and binarize the solution as same as SH.
3.3 Sequential Buckets Partitioning Algorithm
The optimization problem of SH (1) is solved by eigenvalue decomposition, while
that of LOH (5) cannot be solved at one time using this technique. Since COC
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indicates highly nonconvex manifold in the space of Y where at most r variables
interact via multiplication, it is probably hard to directly optimize all variables.
Therefore, we consider to optimize y1, . . . , yr one by one in this order by solving
the following problem for each y = yk, k ∈ {1, . . . , r}.
min
y
yLy s.t. ‖y‖2 = n, By = 0, (6)
where B is the bucket matrix of {y1, . . . , yk−1}. In the case k = 1, we simply
ignore the buckets partitioning constraints, i.e. y1 is same as the ﬁrst bit of SH.
The problem (6) is transformed into an eigenproblem as follows. Let β > 0 be
the largest eigenvalue of L and let Aˆ = βI−L. Note that β = 1 and Aˆ = A when
we use the normalized graph Laplacian. Aˆ is positive semideﬁnite by deﬁnition.
Since yLy = β ‖y‖2 − yAˆy = βn − yAˆy, minimizing yLy is equivalent to
maximizing yAˆy. One can transform it using the constraints By = 0 as
yAˆy = y(I − BB)Aˆ(I − BB)y.
Note that I − BB is the projection matrix onto Ker B = (Im B)⊥, since
BB = I by the deﬁnition of buckets matrix. The problem (6) is then equivalent
to the following problem.
max
y
y(I − BB)Aˆ(I − BB)y s.t. ‖y‖2 = n. (7)
Here the buckets partitioning constraints are suppressed, since y that violates
them cannot be optimal due to the projection matrix I − BB in the objective
function. The global optimum of (7) is the ﬁrst eigenvector of (I − BB)Aˆ(I −
BB). It is eﬃciently computed by Lanczos method. Alternatively, when one
uses the low rank similarity matrix A = ZΛ−1Z as same as AGH, the optimal
solution y is also calculated using the top eigenvector v of
Λ−1/2Z(I − BB)(I − BB)ZΛ−1/2 = Λ−1/2Z(I − BB)ZΛ−1/2
as y =
√
n
σ (I − BB)ZΛ−1/2v, where σ is the eigenvalue corresponding to v.
Here we used the fact that I −BB is idempotent, i.e. (I −BB)2 = I −BB,
since it is a projection matrix as we noted before.
3.4 Slow Partitioning for Singletons Problem
After solving (7) for some bits, buckets may become consisting of only one sam-
ple. We call such buckets singletons. The buckets partitioning constraints degen-
erate subsequent bits of singletons to zero; if a singleton {i} appears right after
k-bit code is generated, then the corresponding constraint of the next bit is
y
(i)
k+1 = 0. Once there appear too many singletons, the search precision can-
not improve with longer codes anymore. We therefore introduce a method which
weakly divides each bucket to fully utilize a longer code aiming at high precision.
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Conventional orthogonality constraints are too weak to generate small buck-
ets, as discussed in Sect. 1. On the other hand, the buckets partitioning con-
straints are too aggressive to achieve high precision with longer codes, since
they do not consider available code length. In each step of LOH, the embedding
of samples in each bucket is improved only by one bit. In order to utilize longer
codes, one can use two or more bits to optimize the embedding of samples inside
the buckets. This idea induces us to an intermediate method of SH and strict
LOH which we call slow partitioning. As we stated before, the top eigenvector of
(I − BB)Aˆ(I − BB) is used in LOH with strict constraints. Instead, we use
its top q eigenvectors for each step, where q adjusts the redundancy of codes.
Such vectors for each step are the optimum of the following problem.
min
Yk
tr(Y k LYk) s.t. Y

k Yk = nI, B
Yk = O, (8)
where Yk = (y(k−1)q+1, . . . , ykq−1) is a matrix whose columns are codes corre-
sponding to the k-th step. We use the orthogonality constraints in (8), which
makes the q bits diﬀerent from each other. This method can be seen as a greedy
algorithm for the optimization problem with a subset of COC which is still
stronger than the convensional constraints of (1). Slow partitioning produces
more redundant and globally better codes than strict partitioning, while the
codes are still locally optimized compared to those of the existing methods.
3.5 Computational Cost
LOH requires computation of graph Laplacian L with its top eigenvalue β and r
times computation of eigenvectors of (I − BB)Aˆ(I − BB). Multiplication by
(I −BB) runs in O(n) time just by adjusting mean of each bucket to zero. On
the other hand, multiplication by Aˆ costs O(n2) time in general. In practice, we
can circumvent this ineﬃciency by using k-NN graph [12] or Anchor Graph [6],
where the cost is reduced to linear time. Hence, LOH runs in linear time of rn
using Lanczos method. Note that in case of using k-NN graph, its construction
costs O(n2) time, which is dominant in the whole procedure.
4 Experiments
We conducted experiments on image and document datasets. In this section, we
state the objective of experiments, describe the detail of datasets and experi-
mental settings, and show the results.
4.1 Objective of Experiments
We design LOH by focusing on dividing buckets to be smaller than those of
existing methods. Therefore, we show that our method produces a larger number
of smaller buckets. Furthermore, since hashing is aiming at eﬃcient NNS with
high precision, we also show that our method achieves higher precision with very
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Table 1. Summary of datasets
Name Number of samples Dimension Contents
MNIST 69,000 784 Handwritten digits
RCV1 518,571 47,236 Newswire documents
short codes. We use image and document datasets as dense and sparse examples,
respectively. We compare LOH with STH (Self-Taught Hashing), AGH (Anchor
Graph Hashing) and its extension called 2-AGH [6], all of which are improved
extensions to SH.
4.2 Experimental Settings
We used two similarity graphs in our method, undirected k-NN graph and
Anchor Graph. We call these variants LOH and ALOH (Anchor LOH), respec-
tively. In our method and STH, we used Support Vector Machines with linear
kernel as hash functions as same as [12]. We used LIBLINEAR [1] as the imple-
mentation of linear kernel SVM. The raw samples x(1), . . . , x(n) were used as
training vectors for SVM in LOH and STH, while we used Z in ALOH. In other
words, we used sample-anchor similarities as a feature vector in ALOH.
The experiment is conducted as follows for each method and dataset. We
ﬁrst learned hash functions, which then converted training data to binary codes.
Note that these binary codes may be diﬀerent from binarized Y in LOH, ALOH
and STH, since they use two-step framework of STH [12]. We ﬁnally converted
test data to binary codes as same as training data, and evaluated the results.
We use two evaluation measures: mean number of samples in each bucket
and search precision. We labeled the nearest 100 samples as positive for each
query, and use the mean ratio of positive ones in top ten samples retrieved by
hamming distance of binary codes as the search precision.
4.3 Datasets and Detailed Settings
We conducted experiments on two datasets, MNIST and RCV1, which are
summarized at Table 1. Details of datasets and related settings are follows.
MNIST1 is a dataset consisting of 70,000 handwritten digit images. Each
image is a 784 dimensional real vector corresponding to 28 x 28 gray scale
pixels, each of which is normalized into the interval [0, 1]. They are randomly
divided into 69,000 training samples and 1,000 queries. We use the heat kernel
of Euclidean distance with scaling parameter t = 10 as similarity measure in all
methods. In LOH and STH, we use the weighted k-NN graph of k = 25 as a
similarity matrix. In ALOH and AGHs, we use m = 500 anchors chosen by 10
iterations of k-means, and s = 5 as the sparsity parameter of Anchor Graph.
RCV1 is Reuters newswire dataset [4]. Each document is represented by
a 47,236 dimensional bag-of-words vector of tf-idf scores. 518,571 samples are
1 http://yann.lecun.com/exdb/mnist/
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Fig. 2. Results on MNIST. (a) Mean size of buckets. (b) NNS precision at ten
samples.
used as training data and 15,564 samples as queries. We use the heat kernel
of Hellinger distance with scaling parameter t = 1 as similarity measure in all
methods. Hellinger distance, deﬁned by
DH(x, y) =
√
∑d
i=1(
√
xi/ ‖x‖ −
√
yi/ ‖y‖)2 ∈ [0, 2],
measures divergence between two distributions x/ ‖x‖ and y/ ‖y‖. In LOH
and STH, we use the weighted k-NN graph of k = 25 as a similarity matrix. In
ALOH and AGHs, we use m = 800 anchors chosen by 10 iterations of k-means,
and s = 10 as the sparsity parameter of Anchor Graph.
4.4 Experimental Results
We ﬁrst review the results on MNIST. Mean bucket size is shown at Fig. 2(a).
q is the redundancy parameter of slow partitioning described in Sect. 3.4. LOH,
ALOH of q = 1 and STH achieve small buckets in short code lengths. Note
that small buckets are meaningful only when the precision is high, which we
review later. ALOH of q = 1 stops the improvement at r = 16, since all buckets
become singletons at r = 16 within the algorithm. Since y16 is too complex as
a supervisor and not linearly separatable, SVM cannot learn it completely and
the resulting mean bucket size is not 1. On the other hand, ALOH of q = 16
slowly improves the bucket size, which is same or better than that of AGHs.
The precision of NNS is shown at Fig. 2(b). ALOH of q = 1 produces short
codes of high precision. In particular, its precision at r = 16 is almost same as
that of AGH at r = 44. On the other hand, ALOH of q = 16 slowly improves
the precision, which overtakes that of q = 1 at the code length r = 36. Since
the samples of MNIST are dense vectors, LOH and STH fails to correctly learn
hash functions by linear SVM of raw features, which causes very low precision.
We next review the results on RCV1. Mean bucket size is shown at Fig. 3(a).
This result is similar to that on MNIST. Here LOH of q = 16 produces small
buckets with short codes.
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Fig. 3. Results on RCV1. (a) Mean bucket size. (b) NNS precision at ten samples.
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Fig. 4. NNS precision of various redundancy parameter q. (a) The results of ALOH
on MNIST. (b) The results of LOH on RCV1.
The NNS precision is shown at Fig. 3(b). LOH and ALOH of q = 1 achieve
relatively high precision at small r, while LOH of q = 16 achieves high precision
at medium r. Since RCV1 is a dataset of high dimensinoal sparse vectors, linear
SVMs succeed to learn hash functions, which results in high precision of LOHs.
Finally, we show the NNS precision of various redundancy parameter q illus-
trated at Fig. 4. (a) is the results on MNIST, where only those of ALOH are
shown, since they are superior to LOH on the dataset. On the other hand, we
only show at (b) the results of LOH on RCV1, since they are superior to ALOH
on the dataset. We can see from (a) that smaller q makes the precision higher at
short codes, while larger q makes it higher at relatively long codes. In (b), the
precision with smaller q is a bit better at small r than that of larger q. On the
other hand, when the code length gets long, larger q achieves higher precision.
5 Conclusion
We showed that existing hash learning methods have a problem that they pro-
duce a small number of large buckets which degrade the precision of NNS.
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Buckets partitioning constraints enabled one to generate a large number of
small buckets, which are transformed into symmetric form named combinatorial
orthogonality constraints (COC). The optimization problem with COC is solved
bit-by-bit in greedy way by solving the simple eigenproblems. We described that
each of resulting buckets may contain only one sample, which causes the sub-
sequent bits to be useless. We overcame this singletons problem by introducing
slow partitioning, which we saw as an intermediate method between COC and
conventional balance and orthogonality constraints. Experimental results showed
that our Locally Optimized Hashing method and its variant using Anchor Graph
achieve superior precision with short binary codes compared to existing meth-
ods on both image and document datasets. We would like to ﬁnd more detailed
strategy of solving the trade-oﬀ between dividing buckets and optimizing the
embedding in the future.
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Abstract. Discounted Cumulative Gain (DCG) is a well-known ranking evalua-
tion measure for models built with multiple relevance graded data. By handling 
tagging data used in recommendation systems as an ordinal relevance set  
of  ሼ݊݁݃ܽݐ݅ݒ݁, ݊ݑ݈݈, ݌݋ݏ݅ݐ݅ݒ݁ሽ, we propose to build a DCG based recommenda-
tion model. We present an efficient and novel learning-to-rank method by opti-
mizing DCG for a recommendation model using the tagging data interpretation 
scheme. Evaluating the proposed method on real-world datasets, we demon-
strate that the method is scalable and outperforms the benchmarking methods 
by generating a quality top-ܰ item recommendation list. 
Keywords: Tagging data · Tag-based item recommendation · Discounted cu-
mulative gain · Top-ܰ recommendation 
1 Introduction 
In a tag-based recommendation system, users annotate items of their interest with 
freely-defined tags, hence the ternary relation of ۃݑݏ݁ݎ, ݅ݐ݁݉, ݐܽ݃ۄ is naturally 
formed. This system must interpret the observed and non-observed entries in tagging 
data efficiently in order to generate quality recommendations [1]. The observed, or 
positive, entries reveal the user interest by indicating that the user has annotated an 
item using certain tags. The non-observed entries can reveal two types of information: 
(1) negative entries that indicate users are not interested with the items; or (2) null 
values that indicate users might be interested in them in the future and they need to be 
predicted [2]. Accordingly, tagging data can be labelled using the ordinal relevance 
set of ሼ݊݁݃ܽݐ݅ݒ݁, ݊ݑ݈݈, ݌݋ݏ݅ݐ݅ݒ݁ሽ for a tuple of ۃݑݏ݁ݎ, ݅ݐ݁݉, ݐܽ݃ۄ.  
The task of a tag-based recommendation system is to generate the list of items, 
which may be of interest to a user, by learning the users past tagging behavior. The 
list of recommended items is ordered in descending order based on the predicted pre-
ference score. Users usually show more interest to the fewer items at the top of the list 
than the ones further down the list [3]. The order of items in the recommendation list 
is crucial and, therefore, the recommendation task can be considered as a ranking 
problem in which the item preference score needs to be determined and sorted for 
DCG Optimization for Learning-to-Rank in Tag-Based Item Recommendation Systems 511 
 
generating the list. A “learning-to-rank” approach optimizes the recommendation 
model with respect to the evaluation measure such that it can generate a quality top-ܰ 
recommendation list [3-5].  
The measures widely used to evaluate the performance of a ranking model are Dis-
counted Cumulative Gain (DCG), Mean Average Precision (MAP), and Mean Reci-
procal Rank (MRR) [6]. Compared to other two measures, DCG is more widely used 
especially for models that include multiple relevance graded data [4]. Therefore, for 
the tagging data that is labelled using ordinal relevance set, DCG becomes the most 
suitable evaluation measure for measuring the ranking quality [4]. DCG emphasizes 
on getting the correct order of higher ranked items than that of lower ranked items. 
Since the users only refer to the top-ܰ items in the list, the higher positions have more 
influence on the score than the lower positions. DCG consists of two functions: (1) a 
discount function which makes items lower down in the ranked list contribute less to 
the DCG score; and (2) a gain function which gives the significance of the known 
relevance grade [4, 7]. These two functions make DCG significantly useful for solv-
ing the recommendation task which generates a quality top-ܰ recommendation list.  
In this paper, we propose an efficient and novel learning-to-rank method, called as 
Do-Rank, by optimizing DCG for a recommendation model as the ranking measure. 
This method generates an optimal list of recommended items from the DCG perspec-
tive for all users. However, directly optimizing DCG across all users in the recom-
mendation model is computationally expensive. To deal with this, we propose a fast 
learning algorithm with an efficient tagging data interpretation scheme [1] for the 
learning-to-rank model. This interpretation scheme has shown good performance 
when implemented on a pair-wise ranking model [1, 2, 8], i.e. the objective function 
of the model is formed based on the pairs of items on each user-tag set. In this paper, 
we design this scheme on a list-wise ranking model. This means that we must form 
the objective function only based on the list of all items on each user-tag set. Experi-
mental results on real-world datasets show that Do-Rank is scalable and outperforms 
state-of-the-art recommendation methods in recommendation quality. It ascertains 
that optimizing DCG while building the learning-to-rank recommendation model 
improves the recommendation performance. 
Recent works have proposed the optimized recommendation models based on 
MAP [9] and MRR [10], dealing with binary relevance data. Since the tag-based rec-
ommendation systems use the ordinal relevance data, these models are not suitable. 
Weimer et.al [11] have proposed a recommendation method by optimizing the Nor-
malized DCG (NDCG) using rating data as explicit feedback. Our problem is quite 
different and difficult in comparison to this work as the tag-based recommendation 
systems use tags as implicit feedback. A recommendation system with explicit rating 
data builds its model by collecting the ratings which represent the preference level of 
each ۃݑݏ݁ݎ, ݅ݐ݁݉ۄ binary relation. The list of recommendations is then generated by 
ranking the predicted preference scores inferred from the unobserved ۃݑݏ݁ݎ, ݅ݐ݁݉ۄ 
relations [7, 11]. In contrast, a tag-based recommendation system builds its model by 
using the user tagging history as data entries. The key challenges it faces are modeling 
the ۃݑݏ݁ݎ, ݅ݐ݁݉, ݐܽ݃ۄ ternary input data, inferring the latent relationships, and predict-
ing each entry with a score which indicates its relevance degree [1, 2]. The recom-
mendation list needs to be generated by ranking the predicted preference scores of list 
of items under all tags which may be interest to a user. 
512 N. Ifada and R. Nayak 
 
Recently researchers have used tensor models to represent and analyze the latent 
relationships inherent in a three-dimensional tagging data model [12, 13]. A tensor 
model can be used as a predictor function which maps the ۃݑݏ݁ݎ, ݅ݐ݁݉, ݐܽ݃ۄ latent 
relationship inherent in tagging data to a predicted preference score, and enables op-
timization of the evaluation measure [14] such as DCG. 
The proposed item recommendation method Do-Rank comes closest to the tag rec-
ommendation method PITF [8] that implements tensor approach and applies the or-
dinal relevance set labelling to build a learning-to-rank model. Do-Rank has four sig-
nificant differences compared to PITF. Firstly, Do-Rank employs a list-wise ranking 
model, whereas PITF employs a pair-wise ranking model. PITF focuses on getting the 
ranking order within each item pair correctly, instead of getting the correct order in 
the entire items recommendation list as in Do-Rank. Secondly, the objective function 
of PITF is an AUC-based optimization. In contrast to DCG as utilized in Do-Rank 
that assigns higher penalty to lower ranked items, AUC assigns equal penalty to the 
mistakes done at the top or bottom positions in the recommendation list [9]. Thirdly, 
PITF infers the negative values of non-observed tagging data from all items that have 
not been annotated by the user using a tag, whereas, Do-Rank implements an efficient 
scheme which interprets the negative values from items that have never been anno-
tated by the user using any other tags. Lastly, PITF is a tag recommendation method 
and Do-Rank is an item recommendation method. The tag and item recommendations 
are two distinct tasks. Tag recommendations are generated with two specified dimen-
sions, i.e. user and item, while the item recommendations are made with specified 
users only and, therefore, the item predicted preference scores must be calculated for 
the whole available tags before being sorted as a list of top-ܰ recommendation.  
To the best of our knowledge, this is the first work on tag-based item recommenda-
tion system that directly optimizes the ranking evaluation measure. Our contributions 
can be summarized as follows: (1) We propose a novel tag-based item recommenda-
tion method that directly optimizes a (smoothed) DCG for building the learning- 
to-rank model, (2) Do-Rank is the first tensor-based item recommendation ranking 
method with ordinal relevance set tagging data, and (3) We propose a fast learning-to-
rank algorithm that implements an efficient tagging data interpretation scheme.  
The remainder of this paper is organized as follows. Section 2 details the Do-Rank 
learning method. Section 3 presents the experimental results based on real-world da-
tasets. Section 4 concludes the paper. 
2 Do-Rank: DCG Optimization for Learning to Rank 
Let ܷ ൌ ൛ݑଵ, ݑଶ, ݑଷ, … , ݑொൟ be the set of ܳ users, ܫ ൌ ሼ݅ଵ, ݅ଶ, ݅ଷ, … , ݅ோሽ be the set of ܴ 
items, and ܶ ൌ ሼݐଵ, ݐଶ, ݐଷ, … , ݐௌሽ be the set of ܵ tags. The observed tagging data can be 
denoted as ܣ ك ܷ ൈ ܫ ൈ ܶ, where a vector of ሺݑ, ݅, ݐሻ א ܣ represents the observed 
tagging activity of user ݑ using tag ݐ to annotate item ݅. 
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2.1 Tensor Based Recommendation Prediction Model 
The user tagging data can be naturally modelled as a three-dimensional tensor of 
 ࣳ א Թொൈோൈௌ. Figure 1 illustrates a tensor model representing a toy example of the 
observed tagging data, ࣳ א Թଷൈସൈହ where ܷ ൌ ሼݑଵ, ݑଶ, ݑଷሽ, ܫ ൌ ሼ݅ଵ, ݅ଶ, ݅ଷ, ݅ସሽ, and 
ܶ ൌ ሼݐଵ, ݐଶ, ݐଷ, ݐସ, ݐହሽ. Each slice of the tensor represents a user matrix which contains 
the user tag usage for an item. The latent relationship between users, items, and tags 
can be inferred after decomposition. We use CP [15] as the predictor function in our 
model since Tucker, the other well-known decomposition technique, is more expen-
sive in both memory and time [15]. As illustrated in Figure 2, CP factorizes a third-
order tensor ࣳ א Թொൈோൈௌ into three factor matrices ෡ܷ א Թொൈி,  ܫመ א Թோൈி, ෠ܶ א Թௌൈி, 
and a diagonal core tensor ࣝ א Թிൈிൈி, where ܨ is the column size of the corres-
ponding reduced factor matrices. The predicted preference score is calculated as: 
 ݕො௨,௜,௧ ׷ൌ ∑ ݑො௨,௙ · ଓ̂௜,௙ · ̂ݐ௧,௙ி௙ୀଵ ൌ ൳ ෡ܷ௨, ܫመ௜ , ෠ܶ௧൷ (1) 
A predicted score reflects the preference level of a user in choosing an item for a tag. 
Research has shown that simply ranking the scored entries of tensor model does not 
produce quality recommendation [13]. Assuming that users show interest to a few top 
recommended items only [3], a recommendation model can be optimized with respect 
to the evaluation measure during the learning procedure [4] in order to generate quali-
ty recommendation by ranking the tensor entries most effectively.  
 
 
Fig. 1. A Tensor model showing a sample tagging 
data with observed (i.e. positive) entries 
Fig. 2. The CP factorization model for 
third-order tensor 
The task now becomes to recommend an optimal (from the DCG perspective) item 
list to users using the latent factor matrices after decomposing input tensor model. In 
DCG, the correct order of higher ranked items is more important than that of the low-
er ranked items and, therefore, the higher positions have more influence on the score. 
The DCG score consists of discount and gain functions formulated as denominator 
and numerator in Equation (2) [4, 7]. The discount function makes items lower down 
in the ranked list contribute less to DCG score while the gain function gives weight to 
the items based on their relevance label. The DCG score for a user ݑ across all items ݅ 
under tag ݐ can be defined as: 
 ܦܥܩ௨,௧ ؔ ∑ ଶ
೤ೠ,೔,೟ିଵ
௟௢௚మ൫ଵା௥ೠ,೔,೟൯௜אூ
 (2) 
where ݕ௨,௜,௧ is the relevance label and, is assigned as one of element in the ordinal 
relevance set of ሼ݊݁݃ܽݐ݅ݒ݁, ݊ݑ݈݈, ݌݋ݏ݅ݐ݅ݒ݁ሽ (or ሼെ1, 0, 1ሽ) from the initial tensor 
514 N. Ifada and R. Nayak 
 
model. The ݎ௨,௜,୲ is the ranking position of item ݅ for user ݑ with tag ݐ and, is approx-
imated using ݕො௨,௜,௧ (which is calculated from the factor matrices using Equation (1)). 
The DCG score of all users over all items under all tags can be defined as: 
 ܦܥܩ ؔ ଵொௌ ∑ ∑ ∑
ଶ೤ೠ,೔,೟ିଵ
௟௢௚మ൫ଵା௥ೠ,೔,೟൯௜אூ௧א்௨א௎
 (3) 
The item recommended list is generated for user ݑ by ranking all the items in des-
cending order of the computed preference scores over all items under all tags.  
2.2 Smoothed DCG and Optimization 
It can be seen from Equation (3) that DCG is dependent on the ranking positions. The 
rankings change in a non-smooth way with respect to predicted relevance scores cal-
culated based on the model parameters (i.e. factor matrices). The non-smooth function 
of DCG makes the application of standard optimization methods difficult [4, 16] 
which require smoothness in the objective function such as the gradient based ap-
proaches [4]. In this paper, we solve this problem by approximating the ranking posi-
tion ݎ௨,௜,௧ by a smoothed function with respect to the model parameters.  
Inspired by the Information Retrieval approach of “learning-to-rank” [4, 16], we 
approximate ݎ௨,௜,௧ by the following smoothing function: 
 ݎ௨,௜,௧ ൎ 1 ൅ ∑ ߪሺΔݕොሻ௝ஷ௜  (4) 
where ߪሺݔሻ is the logistic function ଵଵା௘షೣ, and Δݕො ൌ ݕො௨,௜,௧ െ ݕො௨,௝,௧ is the predicted 
relevance scores difference for two items calculated from the decomposed tensor 
model (i.e. using Equation (1)). Substituting Equation (4) to Equation (3), we obtain 
the smoothed approximation of DCG:  
 ݏܦܥܩ ؔ ଵொௌ ∑ ∑ ∑
ଶ೤ೠ,೔,೟ିଵ
ଵା୪୭୥మ൫∑ ఙሺ୼௬ොሻೕಯ೔ ൯௜אூ௧א்௨א௎
 (5) 
The resulted objective function can now be formulated as: 
 ܮሺΘሻ ؔ ∑ ∑ ∑ ଶ
೤ೠ,೔,೟ିଵ
ଵା୪୭୥మ൫∑ ఙሺ୼௬ොሻೕಯ೔ ൯௜אூ௧א்௨א௎
െ ߣ஀ԡΘԡிଶ  (6) 
where ߣ஀ is the regularization coefficient corresponding to ߪ஀ as model parameters 
that controls overfitting. Note that the constant coefficient (
ଵ
ொௌ) in ݏܦܥܩ can be neg-
lected since it has no influence on the optimization. We can now perform gradient 
descent to optimize the objective function in Equation (6). Given a case ሺݑ, ݅, ݐሻ with 
respect to the model parameters ൛ ෡ܷ௨, ܫመ௜, ෠ܶ௧ൟ, the gradient of ݏܦܥܩ can be computed as: 
 
డ௅
డఏ ൌ ∑ ∑ ∑
ି൫ଶ೤ೠ,೔,೟ିଵ൯቎ భ
൬ቀ∑ ഑ሺ౴೤ෝሻೕಯ೔ ቁ ౢ౤ మ൰
ቆ ങങഇ൫∑ ఙሺ୼௬ොሻೕಯ೔ ൯ቇ቏
ቂଵା୪୭୥మቀ൫∑ ఙሺ୼௬ොሻೕಯ೔ ൯ቁቃ
మ௜אூ௧א்௨א௎ െ ߣఏߠ  (7) 
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ି൫ଶ೤ೠ,೔,೟ିଵ൯቎ భ
൬ቀ∑ ഑ሺ౴೤ෝሻೕಯ೔ ቁ ౢ౤ మ൰
ቆቀ∑ ቀିఙሺ୼௬ොሻା൫ఙሺ୼௬ොሻ൯మቁೕಯ೔ ቁ ങങഇ୼௬ොቇ቏
ൣଵା୪୭୥మ൫∑ ఙሺ୼௬ොሻೕಯ೔ ൯൧మ௜אூ௧א்௨א௎
െ ߣఏߠ  (8) 
By substituting ߪሺΔݕොሻ with ߜ we get: 
 
డ௅
డఏ ൌ ∑ ∑ ∑
ି൫ଶ೤ೠ,೔,೟ିଵ൯൥ భቀౢ౤ మ ∑ ഃೕಯ೔ ቁ
ቀ∑ ൫ିఋାఋమ൯ೕಯ೔ ങങഇ୼௬ොቁ൩
ൣଵା୪୭୥మ൫∑ ఋೕಯ೔ ൯൧మ௜אூ௧א்௨א௎
െ ߣఏߠ  (9) 
Based on Equation (9), we can see that we only have to compute 
డ
డఏ Δݕො with respect to 
the model parameters to implement the ݏܦܥܩ optimization. However, we can also see 
that directly optimizing ݏܦܥܩ across all users is an expensive task as we need to 
compute the predicted relevance score difference Δݕො for all items pair-wise across all 
tags. Therefore, in the next subsection, we propose a fast learning algorithm that im-
plements the efficient tagging data interpretation scheme so that the computation of 
Δݕො of all users is only required on observed or positive items across all tags. 
2.3 Fast Learning 
As per Equation (5), in order to optimize ݏܦܥܩ, we need to calculate the predicted 
relevance score difference Δݕො between each item with all other items in the system. 
We propose to solve this expensive process by employing a fast learning algorithm. 
The basic idea of the fast learning algorithm is to optimize ݏܦܥܩ, on each ሺݑ, ݐሻ set, 
by calculating only the predicted relevance score difference Δݕො between items which 
have observed to show user interest and items which are not of user interest, i.e. posi-
tive and negative items, respectively. The key challenge here is to efficiently infer the 
positive and negative items from the tagging data, on each ሺݑ, ݐሻ set. Our previous 
work [1] has demonstrated that the User-Tag Set (ܷܶܵ) scheme efficiently interprets 
the observed and non-observed tagging data and labels each entry as one of element 
in the ordinal relevance set of ሼ݊݁݃ܽݐ݅ݒ݁, ݊ݑ݈݈, ݌݋ݏ݅ݐ݅ݒ݁ሽ when implemented on a 
pair-wise ranking model. In this paper, we propose to approximate Δݕො in Equation (5) 
using the ܷܶܵ scheme that is implemented on a list-wise ranking model. 
User-Tag Set (UTS) Scheme. The UTS scheme, based on ሺݑ, ݐሻ א ܣ, interprets the 
positive and negative entries amongst items. The items of positive entries are derived 
from the observed data, while the items of negative entries are interpreted from items 
that have not been annotated by user ݑ using any other tags [1]. As illustrated in Fig-
ure 3(a) and (b), the positive entries show that ݑଵ has used ݐଵ to reveal his interest for 
items ሼ݅ଶ, ݅ଷሽ, ݐଷ for ሼ݅ଶሽ, and ݐସ for ሼ݅ଷሽ. This means that, on ሺݑଵ, ݐଵሻ set, the positive 
and negative entries are ሼ݅ଶ, ݅ଷሽ and ሼ݅ଵ, ݅ସሽ, respectively, given ܫ ൌ ሼ݅ଵ, ݅ଶ, ݅ଷ, ݅ସሽ. Us-
ing the scheme, the input set consists of a list of tag assignment ܣ labelled with the 
corresponding relevance score ݕ௨,௜,௧ using the following rules: 
 ݕ௨,௜,௧ ؔ ൝
1  ݂݅ ሺݑ, ݅, ݐሻ א ܣ
െ1  ݂݅ ሺݑ, ݅, ݐሻ  ב ܣ ܽ݊݀ ݅ א ܫ\ሼ݅|ሺݑ, ݅,כሻ א ܣሽ
0 ݋ݐ݄݁ݎݓ݅ݏ݁
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(a) Observed or positive entries (b) The UTS scheme 
Fig. 3. Toy example for ݑଵ 
1: Algorithm: Do-Rank Learning 
2: Input : Training set ܦ௧௥௔௜௡ ك ܷ ൈ ܫ ൈ ܶ, learning rate ߙ, factor matrix column 
size ܨ, regularization ߣ, maximal iteration ݅ݐ݁ݎܯܽݔ 
3: Output: Learned factor matrices ෡ܷ, ܫመ, ෠ܶ 
4:  ܳ ൌ |ܷ| , ܴ ൌ |ܫ| , ܵ ൌ |ܶ| , ࣳ א Թொൈோൈௌ  
5: ܼܲ ൌ ൛݅|ݕ௨,௜,௧ ൌ 1ൟ, ܼܰ ൌ ൛݅|ݕ௨,௜,௧ ൌ െ1ൟ 
6: Initialize ෡ܷሺ଴ሻ א Թொൈி, ܫመሺ଴ሻ א Թோൈி, ෠ܶ ሺ଴ሻ א Թௌൈி, ݄ ൌ 0 
7: ݃଴ ൌ ܦܥܩ based ࣳ and ෡ܷሺ଴ሻ, ܫመሺ଴ሻ, ෠ܶ ሺ଴ሻ 
8: repeat 
9: for ݑ א ܷ do 
10: ෡ܷ௨ ึ ෡ܷ௨ ൅ ߙ డ௅డ௎෡ೠ  based on Equation (11) 
11: for ݐ א ܶ do 
12: ෠ܶ௧ ึ ෠ܶ௧ ൅ ߙ డ௅డ ෠்೟  based on Equation (11) 
13: for ݑ א ܷ do 
14: for ݐ א ܶ do 
15: for ݅ א ܼܲ do 
16: for ݆ א ܼܰ do 
17: ܫመ௜ ึ ܫመ௜ ൅ ߙ డ௅డூመ೔   based on Equation (11) 
18: ܫመ௝ ึ ܫመ௝ ൅ ߙ డ௅డூመೕ  based on Equation (11) 
19: ൅ ൅ ݄  
20: ݃ ൌ ܦܥܩ based ࣳ and ෡ܷሺ௛ሻ, ܫመሺ௛ሻ, ෠ܶ ሺ௛ሻ 
21: if ݃ െ ݃଴ ൑ 0 
22: break 
23: until ݄ ൒ ݅ݐ݁ݎܯܽݔ 
Fig. 4. Do-Rank Learning Algorithm  
The fast learning algorithm based on the ܷܶܵ scheme infers the user’s positive and 
negative items on each ሺݑ, ݐሻ א ܣ and defines them as: (1) ܼܲ ൌ ൛݅|ݕ௨,௜,௧ ൌ 1ൟ, posi-
tive items derived from the observed data, and (2) ܼܰ ൌ ൛݅|ݕ௨,௜,௧ ൌ െ1ൟ, negative 
items derived from the items that have not been tagged by ݑ using any other tags. The 
resultant objective function can be formulated by: 
 ܮሺΘሻ ؔ ∑ ∑ ∑ ଶ
೤ೠ,೔,೟ିଵ
ଵା୪୭୥మ൫∑ ఙሺ୼௬ොሻೕאೋಿ ൯௜א௓௉௧א்௨א௎
െ ߣ஀ԡΘԡிଶ  (10) 
where Δݕො ൌ ݕො௨,௜,௧ െ ݕො௨,௝,௧. The gradient of ݏܦܥܩ given a case ሺݑ, ݅, ݆, ݐሻ with respect 
to the model parameter  ൌ ൛ ෡ܷ௨, ܫመ௜, ܫመ௝, ෠ܶ௧ൟ is given by Equation (11). 
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െ ߣఏߠ (11) 
where ߜ ൌ ߪሺΔݕොሻ. To apply the ݏܦܥܩ optimization, we only have to compute the 
gradient of 
డ
డఏ Δݕො. The gradients for the model based on its parameters are: 
డ୼௬ො
డ௎෡ೠ ൌ
൫ܫመ݅ ۨ ෠ܶ௧ െ ܫመ݆ ۨ ෠ܶ௧൯, డ୼௬ොడூመ݅ ൌ ൫ ෡ܷ௨ۨ ෠ܶ௧൯, 
డ୼௬ො
డூመ݆ ൌ െ൫ ෡ܷ௨ۨ ෠ܶ௧൯, 
డ୼௬ො
డ ෠்೟ ൌ ൫ ෡ܷ௨ۨܫመ݅ െ ෡ܷ௨ۨܫመ݆ ൯, 
where ۨ denotes element-wise product. From Equation (11), we can see that for op-
timizing ݏܦܥܩ across all users and under all tags, we only need to compute Δݕො for 
each ܼܲ that is less computationally expensive than computing Δݕො for each ܴ, since 
|ܼܲ| ا ܴ. The Do-Rank learning algorithm is outlined in Figure 4.  
2.4 Complexity Analysis and Convergence 
We analyze the complexity of learning process for a single iteration. The initial Do-
Rank complexity is ܱ൫ܨ|ܣ|ሺܳ ൅ ܵ ൅ ܴܳܵଶሻ൯. When the fast learning approach is 
implemented, the Do-Rank complexity (illustrated in Figure 4), becomes ܱ൫ܨ|ܣ|ሺܳ ൅
ܵ ൅ ܳܵ݌෤ ෤݊ሻ൯, where ݌෤ and ෤݊ denote the average number of ܼܲ and ܼܰ per ሺݑ, ݐሻ set. 
Since ݌෤, ෤݊ ا ܴ, the Do-Rank complexity now becomes ܱ൫ܨ|ܣ|ሺܳ ൅ ܵ ൅ ܴܳܵሻ൯. 
The objective function of Do-Rank is optimizing ݏܦܥܩ as given in Equation (5) 
that is the smoothed approximation of DCG as given in Equation (3). We use the 
iterated DCG scores during the optimization process as the termination criterion [9], 
instead of using the conventional criteria such as the number of iterations [10] and  
the convergence rate [8]. Optimization process is terminated when DCG scores start 
declining.  
3 Empirical Analysis  
We used two real-world tagging datasets, detailed in Table 1, to implement the pro-
posed tag-based item recommendation method Do-Rank. Adapting standard practice 
of eliminating noise and decreasing data sparsity [12], datasets are refined by using 
݌-core technique, i.e. selecting users, items, and tags that have occurred in at least ݌ 
number posts. Post is the set of distinct user-item sets in the observed tagging data.   
Table 1. The details of datasets 
Dataset #Users (ࡽ) #Items (ࡾ) #Tags (ࡿ) #Observed Tagging data  ࢖-core 
LastFM 867 1,715 1,423 99,211 10 
MovieLens 571 1,684 1,559 25,103 5 
 
We implemented the 5-fold cross-validation. For each fold,  we randomly divide 
into a training set ܦ௧௥௔௜௡  (80%) and a test set ܦ௧௘௦௧ ሺ20%) based on the number of 
posts data. ܦ௧௥௔௜௡  and ܦ௧௘௦௧ do not overlap in posts, i.e., there exist no triplets for a 
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user-item combination in the training set if a triplet ሺݑ, ݅,כሻ is present in the test set. 
The recommendation task is to predict and rank the Top-ܰ items for the users present 
in ܦ௧௘௦௧  according to DCG. The evaluation metrics [4] used to measure the recom-
mendation performance are (1) NDCG, Normalized DCG score, presented at various 
top-ܰ positions, and (2) MAP, Mean Average Precision (AP). 
Following the initialization approach proposed for a ranking model [7], we ran-
domly initialized the factor matrices of our model. In order to empirically tune the 
parameters in Do-Rank, we randomly selected 25% of all the observed data available 
in ܦ௧௥௔௜௡ . The best performances were achieved using the following values: learning 
rate parameter ߙ ൌ 0.01 and regularization parameter ߣ ൌ 1݁ି଴ହ. We used ܨ ൌ 128 
as the size of latent factor matrix.   
3.1 Scalability of Do-Rank: Impact of Fast Learning Approach 
We first investigated the impact of implementing the fast learning approach on opti-
mizing ݏܦܥܩ as defined in Equation (10), by measuring the running time for learning 
the model on a single iteration at different scales, i.e. 10% to 100% of ܦ௧௥௔௜௡ . Figures 
5(a) and 5(b) show that the learning time of “fast learning” approach, on the LastFM 
and Movielens datasets respectively, is linear to the size of data, i.e. determined by 
the size of items ܴ. The “regular” approach, i.e. optimizing ݏܦܥܩ without implement-
ing fast learning approach requires more learning time as the computational complexi-
ty is determined by ܴଶ, as previously described in Section 2.4. These results confirm 
that the User-Tag Set (ܷܶܵ) scheme employed in this algorithm efficiently interprets 
the tagging data and, the pair-wise difference between the positive and negative item 
entries is sufficient for determining effective ranking instead of calculating difference 
between all pair of items in the dataset.  
 
 
(a) LastFM dataset (b) MovieLens dataset 
Fig. 5. Impact of fast learning approach 
3.2 Effectiveness of Convergence Criterion 
Figures 6(a) and 6(b) show the evolution of DCG@10 across iterations on the training 
and test sets respectively. DCG increases through early iterations on both sets, before 
the performance is declined. It ascertains that Do-Rank is able to effectively optimize 
DCG. We can notice that the DCG measure drops after a few iterations (less than 15) 
which indicates that using a measure score as termination criterion is a useful ap-
proach in order to avoid the model to overfit [9]. 
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(a) Training set (b) Test set 
Fig. 6. Effectiveness of convergence criterion in the learning procedure 
3.3 Performance Comparison 
The performance of Do-Rank is compared with the following methods.  
• PITF [8]. We have adapted PITF [8] to generate item recommendations based on 
the user-tag sets. PITF is the pair-wise tensor factorization model for generating 
tag recommendations that implements the ordinal relevance set labelling to build 
the pair-wise ranking model on each user-item set. The tuned parameters are 
ߙ ൌ 0.01, ߣ ൌ 5݁ି଴ହ, and ܨ ൌ 128.  
• CP-TRPR [13]. A probabilistic ranking tensor-based method that ranks the pre-
dicted preference scores, calculated from the decomposed models, by utilizing the 
users past collaborative tagging data. The tuned parameters for this method are 
t݋݈݁ݎܽ݊ܿ݁ ൌ 1݁ି଴ସ, ߣ ൌ 0, ݒ݋ܿ_ݏ݅ݖ݁ ൌ 20, and ܨ ൌ 128. 
• CTS [17]. The state-of-the-art matrix-based method that ranks the recommenda-
tions by using the users past tagging activities in forming users’ likelihood. The 
tuned parameters are ܾ݊݁݅݃݋ݎ݄݋݋݀_ݏ݅ݖ݁ ൌ 50 and ݉݋݈݀݁_ݏ݅ݖ݁ ൌ 20. 
The recommendation performance comparisons of the proposed Do-Rank and the 
benchmarking methods on LastFM and MovieLens datasets are listed in Table 2 and 
Table 3, respectively. We can observe that Do-Rank outperforms the benchmarking 
methods in terms of NDCG (at any top-ܰ positions) on both datasets. It can be noted 
that the higher the top-ܰ position, the less the NDCG score is. In terms of MAP, Do-
Rank is still able to outperform other methods on the LastFM dataset.  
Compared to PITF, an AUC-based optimization approach which gives equal penal-
ty to the mistakes at the top and bottom list of recommendations [9], Do-Rank en-
hances the top-ܰ recommendation performance by optimizing the top-biased measure  
DCG. This confirms that optimizing top-ܰ recommendation evaluation measure for 
building the learning model will improve the recommendation performance. Addi-
tionally, PITF is pair-wise ranking model that aims to get the ranking order within 
each pair correctly, while a DCG measure objective is to get the correct order of all 
lists, i.e. list-wise measure. 
Both Do-Rank and CP-TRPR utilize the users past tagging history to correctly rank 
the order of items that might interest users. However, CP-TRPR interprets the tagging 
data as a binary relevance set to build the model. In other word, the method simply 
considers the observed entries as “1” and overfits the negative and null values inferred 
from the non-observed entries as “0”. This inappropriate tagging data interpretation 
impacts the recommendation performance [2]. Moreover, the model was designed to 
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solve the classification problem by minimizing the Mean Square Error (MSE) [13]. 
Finally, Do-Rank outperformance towards CTS is again proving that three-
dimensional characteristic of tagging data must be captured so that the many-to-many 
relationships that exist among the dimensions can be kept rather than projecting the 
three-dimension into two-dimensions [12]. 
Table 2. NDCG at top-ܰ position and MAP on the LastFM dataset 
Methods 
Score (%) 
NDCG@1 NDCG@2 NDCG@3 NDCG@4 NDCG@5 NDCG@10 NDCG@20 MAP 
PITF 9.06 9.01 8.17 7.90 7.56 6.45 5.45 5.96 
CP-TRPR 7.12 7.67 7.08 6.67 6.56 5.68 4.79 5.20 
CTS 6.60 5.65 5.11 4.90 4.87 4.17 3.50 3.87 
Do-Rank 9.57 9.37 8.66 8.38 8.15 7.05 5.98 6.50 
Table 3. NDCG at top-ܰ position and MAP on the MovieLens dataset 
Methods 
Score (%) 
NDCG@1 NDCG@2 NDCG@3 NDCG@4 NDCG@5 NDCG@10 NDCG@20 MAP 
PITF 3.02 2.77 2.63 2.70 2.60 2.42 2.26 2.70 
CP-TRPR 5.18 4.85 4.27 4.02 3.72 3.17 2.60 3.54 
CTS 4.10 3.44 3.14 3.19 3.25 2.74 2.43 3.31 
Do-Rank 5.40 4.86 4.29 4.04 3.97 3.26 2.68 3.21 
4 Conclusion and Future Work 
We have presented Do-Rank, a top-ܰ tag-based item recommendation method that 
directly optimizes the (smoothed) DCG in building the learning model for generating 
an ordered list of items that might interest the user. Entries in the tensor-based model 
are generated from the ordinal relevance set tagging data. We presented a fast learn-
ing approach that implements the User-Tag Set (ܷܶܵ) tagging data interpretation 
scheme, and enables efficient execution of Do-Rank. The experimental results on real 
datasets show that Do-Rank is scalable and outperforms all benchmarking methods on 
the NDCG measure. This ascertains that optimizing DCG for building the learning 
model improves the recommendation performance. For the future work, we are plan-
ning to investigate the implementation of DCG optimization on other ranking models 
and the potential of optimizing other measures for tag-based item recommendation as 
different measures possibly yield different recommendation performances.  
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Abstract. Data mining techniques have been developed to automati-
cally learn consumption behaviours of households from smart meter data.
In this paper, recurrent routine behaviours are introduced to character-
ize regular consumption activities in smart meter time series. A novel
algorithm is proposed to eﬃciently discover recurrent routine behaviours
in smart meter time series by growing subsequences. We evaluate the
proposed algorithm on synthetic data and demonstrate the recurrent
routine behaviours extracted on a real-world dataset from the city of
Kalgoorlie-Boulder in Western Australia.
Keywords: Smart metering · Routine behaviour · Motif detection ·
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1 Introduction
Smart meters are being deployed by utility companies to monitor water and
energy use in real-time. Hourly consumption data is recorded and wirelessly
reported to a central server by smart meters. This real-time consumption data is
useful for better understanding water and energy consumption behaviours. How-
ever, one challenge is to eﬃciently analyse these time series data to characterize
consumption behaviours. Manually inspecting and analysing is time-consuming
and labour intensive. Data mining techniques are needed to automatically extract
information and knowledge about consumption behaviours from smart meter
time series [1].
In this paper, we introduce recurrent routine behaviours to characterize reg-
ular water and energy use activities, and propose a novel algorithm to eﬃciently
discover recurrent routines in smart meter time series. A recurrent routine is a
group of similar subsequences that occurs frequently within its parent sequence.
Figure 1 shows an example routine (marked in the red dotted-line boxes) in a
hourly observation smart water meter data, which records 350 hours water con-
sumption for a household in the area of Kalgoorlie-Boulder in Western Australia.
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Fig. 1. An example routine in a smart water meter time series
This recurrent routine corresponds to a 2-hour water use activity, occurring 5
times during the 350 hours. This routine uses about 880 litres water in the ﬁrst
hour and approximately 1000 litres water in the second hour.
The problem of discovering routines is to ﬁnd all repeated subsequences with
various lengths in a smart meter time series, which is similar to motif discovery in
previous work [2–6]. The work in [2][3] deﬁned motifs as previous unknown pat-
terns that frequently occur in a time series. Eﬃcient motif detection algorithms
were proposed by encoding subsequences as symbolic representation. Exact motif
discovery was computationally intractable until the work in [4][5] proposed an
eﬃcient way to early terminate searching. Later, Mueen [6] proposed a novel algo-
rithm to eﬃciently enumerate motifs of all possible lengths. However, instead of
ﬁnding the most frequently occurring patterns, the work in [4–6] deﬁned the
motif as the most similar subsequence pair in a time series.
Detecting routines in smart meter time series is more challenge in three
aspects. First, we are not only interested in segment shapes but also raw val-
ues of segments, since the segment shapes reﬂect water and energy use trend
while the raw values provide exact water and energy consumption. Second, the
subsequence length is much shorter than that in previous work, since routines
normally last for only a few hours. Finally, since we do not have prior knowledge
about the length of routines, we need to detect all repeated subsequences with
variable length.
In this paper, we ﬁrst present a brute-force algorithm to detect routines in
smart meter time series. Then, we propose a novel subsequence growing algo-
rithm to eﬃciently discover all routines with various lengths in smart meter time
series. The contribution of the paper is three-fold. First, we formally formulate
the problem of discovering routines in smart meter time series. Second, a novel
algorithm is proposed to eﬃciently detect routines by growing subsequences.
Third, we demonstrate the application of the proposed algorithm on a real-world
dataset and evaluate the proposed algorithm using a synthetic dataset.
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2 Problem Statement and Related Work
2.1 Notation
This subsection gives the notation in this paper.
Deﬁnition 1. Smart Meter Time Series: A time series T = (t1, t2, · · · , tn)
is a sequence of n real valued numbers ordered in time.
In this paper, the smart meter time series are hourly observations of water or
energy consumption by individual households, i.e., each point of a smart meter
time series records the water or energy consumption during one hour.
Deﬁnition 2. Subsequence: Given a smart meter time series T with length
n, a subsequence S of T is a subset of m consecutive observations from T , i.e.,
Smp = (tp, · · · , tp+m−1), where 1 ≤ p ≤ n − m + 1, and m < n.
In the context of smart meter time series, a subsequence with length m
represents a consumption activity over m consecutive hours.
Deﬁnition 3. Magnitude: Given a subsequence Smp with length of m, the
magnitude of Smp is the maximum of all the elements in the subsequence i.e.,
Mag(Smp ) = max(tk), where tk is the kth element of S
m
p .
Deﬁnition 4. Match: Given two subsequences, Smi and S
m
j , with the same
length of m from a smart meter time series T , if the distance between the two
subsequences is less than a threshold R, i.e., Dist(Smi , S
m
j ) < R, then the two
subsequences are matched. If two subsequences are matched, they are also called
similar with each other.
Deﬁnition 5. Trivial Match: Given a subsequence Smi and its matched sub-
sequence Smj (i < j), if for all k between i and j, Dist(S
m
i , S
m
k ) ≤ R, then Smj
is a trivial match of Smi .
Trivial match rarely occurs in smart meter time series because smart meter
time series are always spiky.
The distance function Dist(., .) is critical to the deﬁnition of match. We deﬁne
the distance measurement based on Euclidean distance.
Deﬁnition 6. Distance: Given two subsequences, Smi and S
m
j , with the same
length of m, the distance between Smi and S
m
j is deﬁned based on the Euclidean
distance between Smi and S
m
j , i.e., Dist(S
m
i , S
m
j ) =
√
∑m−1
k=0 (ti+k − tj+k)2/m.
We incorporate the subsequence length m into the distance metric to fairly
compare distances of subsequence pairs with diﬀerent lengths, since longer sub-
sequence pair has larger standard Euclidean distance than their corresponding
shorter subsequence pair.
Deﬁnition 7. Motif : Given a smart meter time series T , a subsequence
length m, and a distance threshold R, the most signiﬁcant motif is the subse-
quence with length m that has most number of matched occurrences under the
distance threshold, i.e., ∀i, j : Dist(Smi , Smj ) < R. The Kth signiﬁcant motif in
T is the motif that has the Kth most number of matched occurrences.
Deﬁnition 8. Recurrent Routine: Given a frequency threshold C and a mag-
nitude threshold G, a recurrent routine in a smart meter time series is a motif
that has at least C matched occurrences in the time series, each of which has at
least G magnitude.
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The parameters magnitude threshold G and frequency threshold C guarantee
that water or energy used by the routines is signiﬁcant enough to be interesting
and these behaviours occur regularly. These parameters are determined in terms
of domain application requirement.
2.2 Why the Problem is Diﬃcult
One big challenge of our problem is that it is diﬃcult to represent smart meter
segments (behaviours) using low dimensional representations (e.g., symbolic con-
version) without losing exact consumption information. Representing segments
into a low dimension in previous motif discovery work [2][3] requires to dis-
cretize and normalize the segments, which only keeps the consumption trend but
removes exact consumption information. Furthermore, encoding a short smart
meter segment that only consists of several data points into a low dimensional
representation (such as symbolic string [2][3]) does not save computation cost,
as the dimension of the segment is already very low. Therefore, the previous
approximate motif discovery algorithms are not well suited to the problem of
routine discovery in smart meter time series.
Our problem is similar to the problem of exactly ﬁnding motifs in time series,
which is thought to be intractable until the work in [4] shows a representa-
tional trick to eﬃciently estimate lower bound of subsequence distance. Unlike
approximation motif discovery algorithms that convert subsequences into a low
dimension, exact algorithms [4–6] calculate distance based on raw values of sub-
sequences, which is able to keep exact consumption information in smart meter
time series. However, instead of ﬁnding the most frequent patterns, the existing
exact algorithms deﬁne the motif as the most similar subsequence pair in a time
series, i.e., the exact algorithms only ﬁnd the most similar pair in a time series
[4–6]. Although it is argued that the exact algorithms can be extended to ﬁnd
the most frequent subsequence patterns by ﬁnding other occurrences of the most
similar pair within a distance threshold, the extension is not easy and eﬃcient.
3 Brute-Force Algorithm
3.1 Discovering Routines with Fixed Length
The algorithm to discover routines with ﬁxed length (DRFL) is illustrated in
algorithm 1. The output of algorithm 1 is a set of m-length routines Bm, each
of which comprises a cluster centre (motif) and its corresponding subsequence
instances. Functions Cent(Bi) andInst(Bi) in the following algorithms return
the cluster centre of Bi and the list of corresponding subsequence instances,
respectively. First, a sub-window with length m is slid along the time series
to extract a group of candidate subsequences (line 1-2). Then, these candidate
subsequences are input into a sequential cluster algorithm for grouping (line
3), which is given in algorithm 2. Since the sub-window is slid point by point,
multiple clusters may actually correspond to the same routine. If two clusters
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Algorithm 1. Discovering routine with ﬁxed length (DRFL)
Input : A n length time series
Parameters: routine length m, distance threshold R; frequency threshold C
and magnitude threshold G
Output : m-length routines Bm
1 for i = 1 to n − m − 1 do
2 extract subsequence Smi ;
3 SubGroup(Sm, R,C,G) → output Bm;
4 for i = 1 to |Bm| − 1 do
5 for j = i to |Bm| do
6 OverlapTest(Inst(Bmi ),Inst(B
m
j ), ) → output Ki, Kj ;
7 for i = 1 to |Bm| do
8 if Ki==FALSE then remove B
m
i ;
correspond to the same routine, their instance occurrences will overlap with each
other. Therefore, an overlap testing algorithm is introduced to determine if two
clusters correspond to the same routine (line 4-6), the detail of this step is given
in algorithm 3.
Algorithm 2 gives the detail of sequential clustering of a set of subsequences.
First, we initialize the ﬁrst cluster centre (potential routine) Cent(B1) as the
ﬁrst subsequence S1. When a new subsequence Si arrives, if the magnitude of
Si is not larger than the magnitude threshold G, this subsequence will be dis-
carded. Otherwise, if it is larger than the magnitude threshold G, the distance
between the new subsequence with each of cluster centres Cent(Bj) is calculated
(line 4-5). The cluster centre jˆ that has minimum distance to the new subse-
quence is selected (line 6). If the minimum distance is smaller than the given
distance threshold R and Si is not a trivial match with any of the instances of
Bjˆ (function NTM()), the new subsequence Si is grouped into the jˆ cluster (line
7-9). Otherwise, a new cluster centre is created by inserting the new subsequence
Si (line 11-12). Finally, the cluster centres that have small number of instances
are removed (line 13-14), since only the behaviours that occur multiple (regular)
times are routines.
Algorithm 3 gives the detail of overlap testing for two lists of subsequences
(i.e., instances from two clusters). Suppose a p-length subsequence Spi with start
point at i, a q-length subsequence Sqj with start point at j in a time series, and
p < q, if the inequality equation, ((i + p) < j) ∨ ((j + q) < i), holds, then the
two subsequences are not overlapped with each other.
Since subsequences are extracted by sliding a sub-window along the time
series, the subsequences in a cluster are temporally ordered. Suppose that we
are trying to insert a subsequence in the ﬁrst list into the second list according to
its temporal order (line 3-4, Imi is the temporal start point of subsequence S
m
i ),
the inserted subsequence in the ﬁrst list can only be overlapped with its adjacent
subsequences in the second list. Therefore, we test if the inserted subsequence
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Algorithm 2. Subsequence grouping (SubGroup)
Input : A list of subsequences S
Parameters: distance threshold R; frequency threshold C and magnitude
threshold G
Output : routines B
1 Initialization: Cent(B1)= S1; |B| = 1;
2 for i = 1 to |S| do
3 if Mag(Si)> G then
4 for j = 1 to |B| do
5 calculate Dist(Si, Cent(Bj));
6 jˆ = argminj Dist(Si, Cent(Bj));
7 if ∀S′ ∈Inst(Bjˆ): NTM(Si, S′) then
8 append Si into Bjˆ : Si → Inst(Bjˆ);
9 update centre Cent(Bjˆ);
10 else
11 create a new center Cent(B|B|+1);
12 append Si into B|B|+1, i.e., Si → Inst(B|B|+1);
13 for k = 1 to |B| do
14 if |Inst(Bk)| < C then remove Bk;
is overlapped with its adjacent subsequences. If it is overlapped, the number of
overlapped instance will increase by 1 (line 5). This process is repeated for all the
subsequences in the ﬁrst list. Finally, if the number of overlapped subsequences
is larger than the frequency threshold, then the two lists of subsequences are
determined duplicated (line 7), and only the subsequence list that is longer or
has larger magnitude will be kept (line 8-12).
3.2 Discovering Routines with Various Lengths
Extending the routine discovery algorithm with ﬁxed length to ﬁnd all routines
with variable length between Lmin and Lmax is straightforward. We can repeat
the DRFL algorithm by incrementally increasing the subsequence length from
Lmin to Lmax to enumerate all the possible routines.
4 Subsequence Growing Algorithm
4.1 The Intuition Behind Subsequence Growing Algorithm
The motivation of the proposed algorithm is to make use of shorter motif infor-
mation to simplify the length enumeration. Figure 2 illustrates the intuition
behind the proposed algorithm. The three 4-point length subsequences in the
time series are matched with each other. Our target is to ﬁnd these three simi-
lar subsequences and their corresponding motif (cluster) without the knowledge
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Algorithm 3. Eﬃcient overlap testing (OverlapTest)
Input : Two lists of subsequences Sm and Sn
Parameters: Overlap threshold 
Output : keep tag Km and Kn
1 Initialization: Km = TRUE; Kn = TRUE; N = 0; i = 1; j = 2;
2 while i ≤ |Sm| ∧ j ≤ |Sn| do
3 while Imi > I
n
j ∧ j ≤ |Sn| do
4 j = j + 1;
5 if IsOverlap(Smi , S
n
j−1) ∨ IsOverlap(Smi , Snj ) then N = N + 1;
6 i = i + 1
7 if N > ∗min(|Sm|,|Sn|) then
8 if m > n then Km = TRUE; Kn = FALSE ;
9 else if m < n then Km = FALSE; Kn = TRUE ;
10 else
11 if Mag(Sm) > Mag(Sn) then Km = TRUE; Kn = FALSE;
12 else Km = FALSE; Kn = TRUE;
of subsequence length. Three shorter segments that only contains 2 points can
be extracted from each of the longer subsequences. For the shorter segments
extracted from the longer subsequences with the same location oﬀset (such as
the red segments), they are also similar to each other as well, i.e., they belong
to a motif with length of 2. Three motifs with length of 2 can be detected by
grouping the shorter segments. The key insight of our algorithm is that shorter
motifs and their subsequence instances contain the location information of all
potential longer motifs and their subsequences, which are interesting routines.
The observation is that if two longer subsequences are similar with each other,
then segments extracted from the two subsequences, respectively, must also be
similar.
This observation leads to incrementally grow short segments to longer subse-
quences and only group the candidate longer subsequences into clusters (motifs).
This subsequence growing method avoids repeatedly sliding diﬀerent size sub-
windows along a time series to extract candidate subsequences with diﬀerent
lengths, which has a high computational cost. In another words, instead of slid-
ing a sub-window to extract longer subsequences, the segment growing method
grows candidate longer subsequences from shorter motifs, which can be detected
with a minimum length parameter.
4.2 Formal Statement of Subsequence Growing Algorithm
The proposed subsequence growing algorithm consists of three steps: detecting
routines with minimum length; clustering candidate subsequences grown from
shorter subsequences; and overlap testing to remove duplicate routines. Algo-
rithm 4 describes the detail of discovering routines by growing subsequences.
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Fig. 2. The intuition behind the subsequence growing algorithm
The algorithm discovers all routines with lengths between Lmin and Lmax from
a smart meter time series.
First, DRFL is performed with the shortest subsequence length Lmin (line 1),
which extracts all the routines that have the minimum length Lmin. Then, we
incrementally increase the subsequence length from Lmin + 1 to Lmax (line 2).
For a certain longer subsequence length i, there are i − Lmin + 1 possible ways
to grow an i-length subsequence from a Lmin-length subsequence. Therefore, for
each of the i − Lmin + 1 possible growing ways (line 3), we grow the instances
(Lmin-length subsequences) of a routine BLmink to extract candidate longer sub-
sequences Si,j,k (Line 4-5). Each set of the longer subsequences Si,j,k are then
input into the subsequence grouping algorithm (algorithm 2) so that similar
longer subsequences are grouped into a cluster. The subsequence grouping algo-
rithm guarantees that the discovered longer routines have a large number of
instances and correspond to high consumption. Once the routines are discov-
ered for each subsequence length and growing way, all of the discovered routines
are concatenated with the routines with shortest length to form a ﬁnal routine
list B.
Since subsequence instances of multiple routines in B may be grown from
subsequence instances of the same shortest routine, there maybe duplicated rou-
tines in B that actually correspond to the same routine. In order to remove
the duplicated routines from B, the overlap test algorithm (algorithm 3) is per-
formed to identify duplicate routines that should be removed. Similar to the
overlap test step in algorithm 1, each routine in B is compared with the other
routines to determine if they are duplicated or if it will be kept. Finally, only
one copy of duplicated routines that is most interesting in terms of longer length
and higher magnitude will be kept and the remaining duplicated copies will be
removed (line 8-12).
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Algorithm 4. Discovering routines by growing subsequences
Input : A n length time series
Parameters: routine length range [Lmin, Lmax], distance threshold R;
frequency threshold C and magnitude threshold G
Output : routines B
1 DRFL(Lmin, R,C,G);
2 for i = Lmin + 1 to Lmax do
3 for j = 0 to (i − Lmin) do
4 for k = 1 to |BLmin | do
5 grow instances of BLmink to i-length subsequences: S
i,j,k;
6 SubGroup(Si,j,k, R,C,G) → output Bi,j,k;
7 concatenate all Bi,j,k with BLmin ;
8 for i = 1 to |B| − 1 do
9 for j = i to |B| do
10 OverlapTest(Inst(Bi),Inst(Bj), ) → output Ki, Kj ;
11 for i = 1 to |B| do
12 if Ki==FALSE then remove Bi;
5 Experiment
5.1 Case Study on Real Dataset
Real Dataset. The dataset compromises one year of hourly smart water meter
readings from 500 households in the city of Kalgoorlie-Boulder, 600 km inland
from the capital Perth in Western Australia.
Discovered Routine Behaviours. Figure 3 shows ﬁve routine behaviours dis-
covered by the proposed algorithm for one household in the Kalgoorlie data set.
These routines occur over 367 days with an average of 24 recurrences per routine.
The black, red, and blue routines occur only on Wednesdays and Saturdays at
the same hour of the day: either 4am or 8pm, with a few occurrences at 5pm.
These routines are most likely associated with an automated garden watering
system. The green and cyan routines have less regular timing, occurring on any
day of the week except Sunday and at diﬀerent times of day between 7am and
11pm. The total water use of these routines is 184 kL which is 34% of all water
use for this household. These results demonstrate that identifying routines pro-
vides useful information for water providers and users. They capture diﬀerent
types of regularity, diﬀerent length patterns, and identify patterns with potential
for signiﬁcant water savings.
5.2 Evaluation on Synthetic Dataset
Synthetic Dataset. A synthetic dataset with ground truth is generated to
fairly evaluate the performance of the proposed algorithm. Four groups of primi-
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Fig. 3. Five recurrent routines for a Kalgoorlie-Boulder household
tive subsequences with random small variations (within 30) are randomly planted
onto a long base sequence with diﬀerent number of instances. The four groups
of primitive subsequences are as below.
Frequent and interesting : Primitive subsequences in this group have large
magnitude G and they occur from 2.5 to 5 times of C (frequency threshold).
The primitive subsequences in this group are 〈824, 726〉, 〈580, 691, 472, 575〉,
〈1242, 1985, 1058〉, 〈886, 2422, 2380, 2465, 1718〉 and 〈1272, 1607, 1182, 794〉.
Frequent but uninteresting : The magnitude of primitive subsequences in this
group are not large enough but their instance number is from 1 to 2 times of the
frequency threshold C. The primitive subsequences in this group are 〈123, 305〉,
〈233, 246, 289〉 and 〈324, 56, 152, 203〉.
Not frequent but interesting : Primitive subsequences in this group have large
magnitude but their instance number is less than the frequency threshold C.
The primitive subsequences in this group are 〈612, 212〉, 〈165, 854, 328〉 and
〈1422, 132, 68, 534〉.
Combined : Primitive subsequences combined from interesting and uninterest-
ing primitive subsequences. Their instance number is below the frequency thresh-
old C. The primitive subsequences in this group are 〈233, 246, 289, 1242, 1985,
1058〉 and 〈824, 726, 123, 305〉.
Only the subsequences in the group of frequent and interesting are the rou-
tines that need to be detected. The ground truth of the synthetic dataset is
the location of the planted primitive subsequences in the group of frequent and
interesting.
Correctness on Synthetic Dataset. Precision, recall and F-measure [7] are
used to quantitatively evaluate the performance of the proposed algorithm. Let
P be a set of planted subsequence instances (patterns) and D be the set of
detected motif instances, the precision, recall and F-measure are deﬁned as:
precision = |P
⋂
D|
|D| ; recall =
|P ⋂D|
|P | and F-measure = 2 · precision·recallprecision+recall .
100 synthetic time series with length of 10000 are generated to evaluate the
performance of the subsequence growing algorithm. Table 1 gives the precision,
recall, F-measure and running time of the subsequence growing algorithm and the
brute-force algorithm with diﬀerent distance thresholds on the synthetic dataset.
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Table 1. Correctness and running time (seconds) of brute-force algorithm (BF) and
subsequence growing algorithm (SG) with various distance thresholds (DT)
DT Precision (%) Recall (%) F-Measure (%) Time
BF SG BF SG BF SG BF SG
20 27.82 30.11 40.60 39.51 32.87 34.07 27.4 8.1
50 98.88 98.88 99.41 99.41 99.14 99.14 16.2 6.3
60 97.48 97.48 99.74 99.74 98.59 98.59 15.3 5.9
100 94.45 97.01 99.00 98.47 96.65 97.71 14.8 5.7
150 91.23 95.68 99.87 100 95.31 97.80 17.1 6.5
200 90.46 94.66 98.49 99.86 96.65 97.71 14.2 5.9
(a) Diﬀerent sequence lengths (b) Diﬀerent number of instances
Fig. 4. Scalability experiment on synthetic dataset
Since the small variations added to the primitive subsequences are within 30, the
optimal distance threshold should be approximate 60. We intentionally varied
the distance threshold to test the sensitivity of the algorithm to the distance
threshold.
It can be seen that both the subsequence growing algorithm and brute-
force algorithm achieve very high accuracy (F-measure over 95%) when the
distance threshold is between 50 and 200. The accuracies obtained by the subse-
quence growing algorithm and the brute-force algorithm are comparable. How-
ever, the subsequence growing algorithm takes signiﬁcantly lower computation
time than the brute-force algorithm. This is mainly because the subsequence
growing algorithm avoids repeatedly sliding a sub-window with variable size to
extract candidate subsequences.
Scalability Experiment. A scalability experiment is conducted to compare
the computational cost of the subsequence growing algorithm and brute-force
algorithm. All the experiments are implemented in R on a computer with an
Intel I7-4700 2.4 GHz processor with 8 GB RAM. First, we produce 11 sets
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of synthetic datasets with diﬀerent lengths from 5000 to 100,000. We ran the
algorithms for 10 times. The average execution time on a time series with respect
to time series length is shown in Figure 4a. Second, we ﬁx the length of base
sequences to 80,000 and planted diﬀerent number of subsequence primitives onto
the base sequences. Five sets of time series are generated with diﬀerent number
of subsequence instances from 50 to 100 (2.5 to 5 times of frequency threshold
C), from 400 to 500, from 800 to 1000, from 1300 to 1500, and from 1800 to 2000,
respectively. The average execution time of the two algorithms on a time series
with respect to the number of subsequence instances are shown in Figure 4b.
From the ﬁgure, it can be seen that the average execution time of the subsequence
growing algorithm is much less than that of the brute-force algorithm, which
demonstrates that the subsequence growing scales better than the brute-force
algorithm with respect to the length of time series and number of instances.
6 Conclusion
In this paper recurrent routine behaviours were introduced to characterize reg-
ular consumption behaviours from smart meter time series. we proposed a novel
algorithm to eﬃciently discover recurrent routine behaviours in smart meter time
series by growing subsequences. The proposed algorithm incrementally grows
longer subsequences from shorter subsequences to avoid enumerating all possi-
ble subsequence lengths. We demonstrated the discovered routine behaviours in
a real-world dataset, and evaluated the performance of the proposed algorithm
on a synthetic dataset.
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Abstract. During last decade, tremendous eﬀorts have been devoted to
the research of time series classiﬁcation. Indeed, many previous works
suggested that the simple nearest-neighbor classiﬁcation is eﬀective and
diﬃcult to beat. However, we usually need to determine the distance
metric (e.g., Euclidean distance and Dynamic Time Warping) for diﬀer-
ent domains, and current evidence shows that there is no distance metric
that is best for all time series data. Thus, the choice of distance met-
ric has to be done empirically, which is time expensive and not always
eﬀective. To automatically determine the distance metric, in this paper,
we investigate the distance metric learning and propose a novel Convo-
lutional Nonlinear Neighbourhood Components Analysis model for time
series classiﬁcation. Speciﬁcally, our model performs supervised learning
to project original time series into a transformed space. When classifying,
nearest neighbor classiﬁer is then performed in this transformed space.
Finally, comprehensive experimental results demonstrate that our model
can improve the classiﬁcation accuracy to some extent, which indicates
that it can learn a good distance metric.
1 Introduction
Among time series data mining tasks, the classiﬁcation has attracted amount of
interest during last decade. Actually, many studies on time series classiﬁcation
methods have been proposed and it is suggested that Nearest Neighbor classi-
ﬁer (especially, 1-NN) is diﬃcult to beat [1,3]. Since the performance of 1-NN
algorithm depends critically on the distance metric given for speciﬁc tasks, the
subsequent question then becomes how to determine the distance metric for so
many applications.
A number of diﬀerent distance metrics have been proposed. Among them,
two of the most widely used are Euclidean distance and Dynamic Time Warping
c© Springer International Publishing Switzerland 2015
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(DTW) [1,3,22]. Euclidean distance is simple and eﬃcient, and it could achieve
a good performance for certain applications. In contrast, DTW introduces the
alignment of two sequences and allows the points of diﬀerent time stamps to
match, which leads to even better performance than Euclidean distance for some
scenarios. However, one of the deﬁciencies of DTW is that it needs more time cost
when calculating the distance. Also, even though 1-NN with DTW can achieve
best performance in many domains, for some other applications, it performs no
better than other distance metrics. In summary, current evidence shows that
there is no distance metric that is best for all time series data [3]. Typically,
the choice of distance metric has to be determined empirically, which is time
expensive and not always eﬀective. Hence, we believe that it’s a challenge to
choose a suitable distance metric for the speciﬁc data set automatically.
Inspired by the learning perspective, we investigate to use distance metric
learning to obtain better distance metric and further to improve the classiﬁca-
tion performance for time series data. Indeed, many distance metric learning
methods have been proposed. For instance, [4] provided a linear transformation
model named Neighbourhood Components Analysis (NCA) to optimize the per-
formance of k-NN in the learnt low-dimensional space. As [19] noted, the linear
transformation has a limitation that “it cannot model higher-order correlations
between the original data dimensions”. Hence, [19] proposed a nonlinear dis-
tance metric learning model named Nonlinear NCA (NNCA). The discovered
low-dimensional representations could work better than previous linear NCA.
Unfortunately, both Linear NCA (LNCA) and NNCA models cannot capture
the intrinsic property of the time series data, i.e., time shift.
To capture the time shift property, in this paper, we consider the merit of
Convolutional Neural Network (CNN), e.g., invariance of spatial-temporal, and
propose a novel distance metric learning method for time series. Speciﬁcally, we
follow NNCA model [19] and propose a novel Convolutional Nonlinear Neigh-
bourhood Components Analysis (CNNCA) model, which could not only learn
a nonlinear transformation from the data but also naturally capture the time
shift of sequences. Based on the learnt distance metric, 1-NN classiﬁer would be
used to perform the classiﬁcation. Moreover, we conduct comprehensive exper-
iments on the data sets from UCR Time Series repository [7]. By comparing
to conventional Euclidean distance, DTW and window constraint DTW, the
experimental results reveal the classiﬁcation performance is improved for many
data sets, especially for the data sets that have suﬃcient training samples for
each class. On the other hand, we also evaluate the eﬃciency of each method.
It reveals that CNNCA is more eﬃcient for larger data set and long time series.
We summarize the contributions of this paper in these parts:
– Though there are several studies that have explored the distance metric
learning for time series data [12,15], to the best of our knowledge, we are
the ﬁrst to consider the time shift property when learning distance metric
for the time series classiﬁcation task.
– Along this line, we propose a novel distance metric learning method CNNCA
for time series data, which can obtain combined feature representation by
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concatenating CNN and Multiple Perceptron (MLP), and then learn a dis-
tance metric based on the scheme of stochastic neighbour assignments.
– We conduct comprehensive experiments on amount of public data sets, then
compare the performance of CNNCA with other distance metrics, including
not only three conventional distance metrics, but also two learnt by LNCA
and NNCA. The results prove that CNNCA can improve classiﬁcation accu-
racy to some extent, especially for the relatively large scale data sets.
The rest of this paper is organized as follows. Section 2 shows the related
studies. Deﬁnitions of time series and relevant distance metric learning methods
are given in section 3. In section 4, the CNNCA is introduced and comprehensive
experiments are presented in section 5. Finally, we conclude the paper and give
the future work in section 6.
2 Related Work
We group the related studies into two categories. In the ﬁrst category, researchers
focus on improving the performance of time series classiﬁcation by choosing dis-
tance metrics combined with 1-NN classiﬁer. As [1,16,22] claimed, the Nearest
Neighbour (NN) classiﬁcation algorithm (especially 1-NN) has been empirically
proven as the current state-of-the-art [1,16,22]. Then the challenge of 1-NN is
how to determine the distance metric for speciﬁc data sets. Extensive experi-
ments have been conducted by [3] on amount of time series data sets and many
distance metrics have been evaluated, i.e., Manhattan distance, Euclidean dis-
tance, L∞-norm, DISSIM, DTW, LCSS, EDR, Swale, ERP, TQuEST, SpADe [3].
According to the experimental results, they concluded that there is no clear evi-
dence that there exists one similarity measure that is superior to others for most
of data sets. Hence, for speciﬁc data set, it is challenging to determine a suitable
distance metric for better performance.
In the second category, researchers concentrate on the distance metric learn-
ing (or manifold learning). Essentially, the aim of distance metric learning is to
learn either a linear or nonlinear transformation based on the original data for
further tasks (e.g., classiﬁcation, clustering or visualization) [4,12,15,19]. For
instance, [4] proposed a method by optimizing the expected leave-one-out error
of a stochastic nearest neighbor classiﬁer in the projection space, which can
learn a linear distance metric to be used for data visualization and fast classiﬁ-
cation. [19] said that the linear transformation cannot capture the higher-order
correlations between original data dimensions and proposed a nonlinear NCA
model, which stacks multiple neural networks to learn the nonlinear transforma-
tion for handwritten digit recognition task. To the best of our knowledge, there
are only several existing studies using distance metric learning on time series
classiﬁcation. For instance, [15] considered to learn a variation of Mahalanobis
distance and performed the time series classiﬁcation with 1-NN algorithm. They
concluded that such a kind of distance is inferior to DTW in accuracy but it is
more eﬃcient. Recently, [12] proposed two novel models to learn a task-speciﬁc
similarity measure for time series data, however, the transformation is still linear.
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In general, existing distance metric learning methods either linear or nonlin-
ear cannot capture the time shift property well, thus the performance of time
series classiﬁcation are suﬀered. Motivated from the nonlinear distance metric
learning and utilizing the merit of CNN, we will propose a convolutional non-
linear NCA model to learn a better distance metric for time series, and further
improve the performance of classiﬁcation.
3 Preliminaries
In this section, we provide preliminaries for our work. Speciﬁcally, we ﬁrst give
the deﬁnitions of time series and subsequence. Then, two related distance metric
learning models are explained.
3.1 Deﬁnitions of Time Series and Subsequence
Deﬁnition 1 A time series (denoted as T ) is a sequence of data points, mea-
sured typically at successive points in time spaced at uniform time intervals. A
time series can be denoted as T = t1, t2, ..., tn, and n is the length of T .
Following the previous works [5], we ﬁrst extract some subsequences from
the long time series instead of classifying time series with the whole sequence.
Then, we proceed the classiﬁcation with these subsequences, since the pattern
or shape in the subsequences of time series could be a key feature to distinguish
diﬀerent classes of time series. The subsequence is deﬁned as follows.
Deﬁnition 2 Subsequence is a series of consecutive points which are extracted
from a long time series T and could be denoted as s = ti, ti+1, ..., ti+k−1, where k
is the length of subsequence, and we have 1 ≤ i ≤ n, 1 ≤ k ≤ n and i+k−1 ≤ n.
Three conventional distance metrics are most widely used: Euclidean dis-
tance, DTW and window constraint DTW. Due to space limitations, we skip
the details of these distance metrics (which could be found in [3,22]).
3.2 Distance Metric Learning
Many distance metric learning methods have been proposed during last decade
[4,19]. In this paper, we concentrate on two preliminary methods on Neighbor-
hood Components Analysis (NCA), i.e., linear and nonlinear NCAs.
Linear Neighbourhood Components Analysis (LNCA). Based on stoch-
astic neighbour assignments in the transformed space, [4] introduced a diﬀeren-
tiable cost function for learning neighbour components analysis. Speciﬁcally, for
each point xi, it selects another point xj as its neighbour with the probability
pij , and furthermore, xi would be classiﬁed as the label of point xj with the
same probability. In the softmax scheme, the deﬁnition of pij with Euclidean
distance is shown in Equation 1.
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pij =
exp(−‖Axi − Axj‖2)
∑
k =i exp(−‖Axi − Axk‖2)
, pii = 0, (1)
where A is the matrix that needs to be learnt for transforming the input data lin-
early. Based on such a stochastic neighbour assignments scheme, the probability
that point xi would be classiﬁed correctly is computed as follows.
pi =
∑
j∈Ci
pij , (2)
where Ci represents the set of points that have same class label as point xi, and ci
denotes the class label of point xi then we deﬁne this set as Ci = {j|ci = cj}. The
objective function of LNCA is shown in Equation 3, which is also the expected
number of points that is correctly classiﬁed.
L =
∑
i
∑
j∈Ci
pij =
∑
i
pi. (3)
To maximize the objective function, the common method is to use a gradient
based optimizer according to the derivative of L. When we denote that xij =
xi − xj , then the derivative of L with respect to A is derived in Equation 4.
∂L
∂A
= −2A
∑
i
⎛
⎝pi
∑
k
pikxikx

ik −
∑
j∈Ci
pijxijx

ij
⎞
⎠ . (4)
Nonlinear Neighborhood Components Analysis (NNCA). The limita-
tion of linear transformation is that it cannot capture the higher-order correla-
tions between original data dimensions [19]. Based on LNCA and by introducing
a multilayer neural network, [19] proposed a Nonlinear Neighborhood Compo-
nents Analysis (NNCA) model.
In contrast to Equation 1, for NNCA model, the probability that point xi
selects one of its neighbours xj and inherits the class label of xj is deﬁned in
Equation 5.
pij =
exp(−‖f(xi) − f(xj)‖2)
∑
k =i exp(−‖f(xi) − f(xk)‖2)
, pii = 0, (5)
where f(·) is the nonlinear transformation learnt by a multilayer neural network,
which is diﬀerent from the linear transformation of LNCA in Equation 1 (i.e.,
Axi). Besides that, the subsequent process of NNCA model is similar to LCNA as
shown in Equation 2 and 3, which includes the probability that point xi belongs
to a certain class z and the objective function. The optimization of the objective
function is performed with gradient ascent method. Denote xij = xi − xj , the
derivative of L with respect to f(xi) is derived as:
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∂L
∂f(xi)
= 2
(
∑
l:cl=ci
plidli −
∑
l =i
( ∑
q:cl=cq
plq
)
plidli
)
−2
(
∑
j:ci=cj
pijdij −
∑
j:ci=cj
pij
(∑
z =i
pizdiz
))
. (6)
Through computing gradient and iterating to update the parameters, then we
could obtain the nonlinear transformation when the model convergent.
Even though NNCA can learn a nonlinear transformation of the input space,
it does not consider the time shift and still cannot capture the intrinsic property
of time series. Therefore, for time series classiﬁcation, both of LNCA and NNCA
cannot achieve good performance. We will verify this in the experiments.
4 Convolutional Nonlinear NCA (CNNCA)
In this section, we show the novel distance metric learning model CNNCA,
including the architecture and the learning procedure. Meanwhile, we explain
how to perform classiﬁcation with CNNCA at the end of this section.
4.1 Architecture
We follow the scheme of NCA model and extend the nonlinear NCA model for
subsequent classiﬁcation. Speciﬁcally, we propose a novel Convolutional Nonlin-
ear Neighborhood Components Analysis (CNNCA) model to learn a better dis-
tance metric for time series. By consideration of time shift property of time series,
the motivation of introducing CNN into distance metric learning is that convolu-
tional and pooling operations can preserve the spatial and temporal locality, i.e.,
Fig. 1. Architecture of Convolutional Nonlinear Neighborhood Components Analysis.
X and Y represent two time series that have identical class label. f(X) and f(Y )
denote the nonlinear transformation.
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CNN has the advantage of time shift invariance to some extent [9], which may
improve the performance of subsequent classiﬁcation. Furthermore, MLP can
combine the feature representations learnt by CNN and perform nonlinear trans-
formation for better classiﬁcation. Hence, CNNCA extends LNCA by combining
CNN and MLP, in other words, the distance dij between two projected points
with respect to xi and xj , is calculated in this form: dij = ‖f(xi)−f(xj)‖2, where
f(·) deﬁnes a nonlinear transformation through convolutional neural networks
and multilayer perceptron. We illustrate the architecture of CNNCA model in
Fig. 1. The probability that point i belongs to class z depends on the relative
proximity for all other points that belongs to class z, which is the same as NNCA
that was shown in Equation 2. Moreover, similarly, the distribution of distance
pij is formalized and was shown in Equation 5. The objective function of CNNCA
is identical to that of linear and nonlinear NCA in Equation 3. Our aim is to
maximize this function, from another perspective, L is the expected number of
correctly classiﬁed points for the training data.
4.2 Optimization
Based on conventional backpropagation algorithm, to update the parameters
iteratively, feedforward computation and backpropagation need to be performed
alternatively until the model converges.
Feedforward Pass. The feedforward pass aims to perform the nonlinear trans-
formation from the input time series to the ﬁnal low-dimensional space. Con-
cretely, we use CNN to learn the features and then feed the output feature maps
into a MLP, the purpose of which is to combine of the learnt features and obtain
a good distance metric at the ﬁnal layer. For the traditional CNN, it could consist
of multiple stages and each stage contains three cascaded layers [8,9,11,21,24].
We brieﬂy recall the process of these three layers, i.e., ﬁlter (convolutional),
activation and pooling layers.
zlj =
∑
i
xl−1i ∗ klij + blj , xlj = φ(zlj), xl+1j = pool(xlj),
where ∗ denotes the convolutional operation, pool(·) represents the function used
in pooling layer, and φ(·) represents the activation function. Besides, xl−1i and zlj
denote the input and output of ﬁlter layer and the superscript l represents which
layer they involve. zlj and x
l
j denote the input and output of activation layer, x
l
j
and xl+1j denote the input and output of pooling layer. For pooling layer, average
and max pooling strategies are most widely used [13,20]. While the activation
function could be considered as sigmoid(·), tanh(·) and ReLU [14,23]. We adopt
max pooling and ReLU function in this paper due to their good generality and
fast convergence [13,14,20,23].
After CNN, we also use a 2-layers fully-connected MLP to combine the learnt
features, since the feedforward pass of MLP is standard and the space consump-
tion is limited. More details of MLP can be referred to [10].
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Backpropagation Pass. In this paper, we utilize the backpropagation algo-
rithm to train the CNNCA model. Speciﬁcally, once the loss function L is
acquired, then based on the chain-rule of derivatives, the error can be prop-
agated back from layer to layer reversely. Here, the derivative of L with respect
to f(xi) is the same as that of NNCA model, which is already shown in Equa-
tion 6. Then the error could be propagated back to the conventional MLP based
on ∂L∂f(xi) layer-wise. After that, the backpropagation of conventional CNN is
performed layer by layer reversely [2,24].
4.3 Classiﬁcation with Distance Metric Learning
We adopt an objective and widely used evaluation method in this work [6], which
uses 1-NN classiﬁer on labeled training data to evaluate the classiﬁcation accu-
racy of the distance metric used. Each time series has been labeled with correct
class in both of training and test sets. 1-NN classiﬁer tries to ﬁnd the nearest
neighbour of input and predict its class label as that of nearest neighbour. For
distance metric learning framework, once we have learnt the transformations,
according to speciﬁc models (LNCA, NNCA, CNNCA), we ﬁrst transform the
test data and training data. Then, 1-NN classiﬁer would be applied on the trans-
formed training and test data for further classiﬁcation. In this way, the better
the distance metric the lower the classiﬁcation error should be observed.
5 Experiments
In this section, we conduct experiments on a bunch of public time series data
sets, and we demonstrate: 1) the classiﬁcation accuracies/errors with respect to
diﬀerent distance metrics i.e., CNNCA and other existing distance metrics; 2)
the comparison of classiﬁcation performance on the largest 9 data sets with more
training samples; 3) the eﬃciency analysis and discussion.
5.1 Experimental Setup
We conduct comprehensive experiments on 39 diverse time series data sets, pro-
vided by UCR Time Series repository [7], which is shown in the ﬁrst column of
Table 1. As claimed by [3], these 39 diverse data sets could make up approx-
imately more than 90% of all publicly available, labeled time series data sets.
Besides, the preprocessing was also applied, e.g., standard normalization was
formed for each data set and the maximum scale of each time series is 1.0.
Previous studies observed that Euclidean distance (ED), Dynamic Time
Warping (DTW) and window constraint DTW (denoted as DTW(r), r represents
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the percentage of time series length) are competitive distance metrics for time
series classiﬁcation [3,17,18,22]. Following them, we consider ﬁve distance met-
rics as baseline methods of our CNNCA, and they include ED, DTW, DTW(r),
and two of the related distance metric learning models LNCA and NNCA. All
the six distance metrics combine 1-NN to perform classiﬁcation.
5.2 Experimental Results
Overall eﬀectiveness. The experimental results are shown in Table 1. Six
rightmost columns of this table exhibit the classiﬁcation error with respect to
these diﬀerent distance metrics. Bold number accompanied with star symbol
of each row indicates the best result for the corresponding data set. For all 39
data sets, our CNNCA model achieves the best results on 13 out of them, which
is more than that of ED (3), DTW (9), LNCA (2), NNCA (6) and equals to
that of DTW(r). It reveals that our CNNCA model is competitive not only to
conventional ED, DTW and DTW(r) but also to LNCA and NNCA models.
Especially, it is superior to ED, LNCA and NNCA for most of the data sets.
To illustrate the performance of these diﬀerent distance metrics more intu-
itively compared to Table 1, we also provide some scatter plots in Fig. 2 to depict
the pair-wise comparisons between CNNCA and the baseline distance metrics.
For each of the scatter plots, the vertical (y) and horizontal (x) axes represent
CNNCA and the compared distance metrics, which are denoted as “C” and “O”
Table 1. Classiﬁcation Error of Diﬀerent Distance Metrics on 1-NN Classiﬁer
classes Size Ratio DTW DTW(r) ED LNCA NNCA CNNCA
wafer 2 1, 000 500 0.020 0.005 0.005 0.007 0.005 0.004(∗)
StarLight 3 1, 000 333.3 0.093 0.095 0.151 0.155 0.091 0.090(∗)
Two-Patterns 4 1, 000 250 0(∗) 0.002 0.090 0.359 0.085 0.048
Chlorine 3 467 155.6 0.352 0.350 0.350 0.471 0.436 0.250(∗)
yoga 2 300 150 0.164 0.155 0.170 0.227 0.232 0.151(∗)
ECG200 2 100 50 0.230 0.120 0.120 0.130 0.100 0.070(∗)
synthetic-control 6 300 50 0.007 0.017 0.120 0.033 0.047 0.003(∗)
Thorax1 42 1, 800 42.8 0.171 0.185 0.209 0.297 0.295 0.131(∗)
Thorax2 42 1, 800 42.8 0.120 0.129 0.135 0.166 0.264 0.101(∗)
FaceAll 14 560 40 0.192(∗) 0.192(∗) 0.286 0.410 0.301 0.231
MedicalImages 10 381 38.1 0.263 0.253(∗) 0.316 0.379 0.317 0.321
ItalyPowerDemand 2 67 33.5 0.050 0.045 0.045 0.038 0.031(∗) 0.044
OSULeaf 6 200 33.3 0.409 0.384(∗) 0.483 0.579 0.533 0.463
SwedishLeaf 15 500 33.3 0.210 0.157(∗) 0.213 0.320 0.166 0.168
Haptics 5 155 31 0.623 0.588 0.630 0.653 0.558(∗) 0.617
Lighting2 2 60 30 0.131(∗) 0.131(∗) 0.246 0.197 0.279 0.213
FISH 7 175 25 0.167 0.160(∗) 0.217 0.520 0.229 0.166
Gun-Point 2 50 25 0.093 0.087 0.087 0.047 0.100 0.033(∗)
Trace 4 100 25 0(∗) 0.010 0.240 0.350 0.280 0.130
FacesUCR 14 200 14.2 0.095 0.088(∗) 0.231 0.363 0.241 0.191
InlineSkate 7 100 14.2 0.616 0.613(∗) 0.658 0.769 0.707 0.660
Coffee 2 28 14 0.179 0.179 0.250 0(∗) 0(∗) 0.036
SonyAIBORobotSurfaceII 2 27 13.5 0.169 0.141(∗) 0.141(∗) 0.163 0.172 0.142
ECGFiveDays 2 23 11.5 0.232 0.203 0.203 0.273 0.046(∗) 0.056
TwoLeadECG 2 23 11.5 0.096 0.132 0.253 0.368 0.068(∗) 0.223
WordsSynonyms 25 267 10.6 0.351 0.252(∗) 0.382 0.633 0.541 0.401
Adiac 37 390 10.5 0.396 0.391 0.389 0.575 0.783 0.340(∗)
CBF 3 30 10 0.003(∗) 0.004 0.148 0.141 0.050 0.141
CinC-ECG-torso 4 40 10 0.349 0.070(∗) 0.103 0.469 0.251 0.164
Lighting7 7 70 10 0.274(∗) 0.288 0.425 0.521 0.425 0.301
MoteStrain 2 20 10 0.165 0.134 0.121(∗) 0.141 0.137 0.160
SonyAIBORobotSurface 2 20 10 0.275 0.305 0.305 0.186(∗) 0.236 0.195
50words 50 450 9 0.310 0.242(∗) 0.369 0.629 0.409 0.338
OliveOil 4 30 7.5 0.133(∗) 0.167 0.133(∗) 0.300 0.167 0.133(∗)
MALLAT 8 55 6.8 0.066 0.086 0.086 0.107 0.061(∗) 0.157
Beef 5 30 6 0.500 0.467 0.467 0.333 0.367 0.267(∗)
FaceFour 4 24 6 0.170 0.114(∗) 0.216 0.261 0.227 0.114(∗)
Symbols 6 25 4.1 0.050(∗) 0.062 0.100 0.228 0.139 0.122
DiatomSizeReduction 4 16 4 0.033(∗) 0.065 0.065 0.176 0.046 0.082
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(e.g., ED), respectively. The classiﬁcation error ratio of two distance metrics
under comparison for certain data set is a point that locates at certain coor-
dinates (x, y). Considering that we use classiﬁcation error but not accuracy to
compare the performance, if the classiﬁcation error ratio (i.e., the point (x, y))
locates above the diagonal line (red line in 2), then it indicates that “O” is more
accurate than “C”, i.e., x < y. Moreover, the further point (x, y) is away from the
diagonal line, the greater the margin of classiﬁcation accuracy being improved.
Otherwise, when “C” is more accurate than “O”, and point (x, y) would locate
below the diagonal line, i.e., x > y. All the points that locate at diagonal line
indicate that they achieve identical classiﬁcation error on these data sets, i.e.,
x = y. Besides, more points on one side of the diagonal line indicates that one
distance metric is more superior to the other.
Through comparing the classiﬁcation accuracy between CNNCA and conven-
tional ED, DTW, DTW(r), the results in Fig. 2 reveal that CNNCA is superior
to ED on most of the data sets, which demonstrates that such a learnt distance
metric can improve the classiﬁcation accuracy to some extent. However, on total
39 data sets, there is no evidence that either DTW (or DTW(r)) is better or
worse than CNNCA, even though window constraints DTW is a little better than
DTW. Moreover, by comparing the classiﬁcation accuracy between CNNCA and
LNCA, NNCA, the results show that CNNCA outperforms both of LNCA and
NNCA on most of the data sets, which provides the evidence that CNNCA is
more eﬀective than previous NCAs just as our expectation.
Eﬀectiveness on Large Data Sets. We provide both the number of classes
and the size of training set in Table 1 (in the second and the third columns)
and furthermore the average number of training samples per class is calculated
as shown in the forth column. As is well known, if the training samples of each
class are too few then neural networks cannot capture the features well and may
obtain a poor performance. Motivated by this, we ﬁlter out the data sets that
has few training samples per class, i.e., eliminating the ratio that is no larger
than 40 as shown in Table 1. Finally, we obtain 9 data sets (the top 9 rows of
Table 1). Likewise, we provide Fig. 3 to depict the comparisons between CNNCA
and the baseline distance metrics on these 9 data sets. From both the top rows
of Table 1 and the results in Fig. 3, we could observe that our CNNCA model is
DTW DTW(r) ED LNCA NNCA
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Fig. 2. Comparison of classiﬁcation accuracy between CNNCA and other baselines
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Fig. 3. Comparison of classiﬁcation accuracy between CNNCA and other baselines.
The average number of training samples per class is more than 40.
superior to all other methods on 8 out of these 9 data sets, which demonstrates
that if the training samples are suﬃcient then our CNNCA model could achieve
good performance and outperform the baseline methods.
Eﬃciency Analysis. Supposed that the size of training set is N , and given two
time series of length D, then the time complexity of ED, DTW and DTW(r) are
O(ND), O(ND2) and O(ND2r), respectively, when we apply dynamic program-
ming to compute DTW. Usually, r is no larger than 10% for most applications.
Before analyzing the time complexity for LNCA, NNCA and CNNCA, we should
note that we only focus on analyzing the online classiﬁcation of them and skip
the oﬄine training process due to the limited space, and it is necessary to deﬁne
some notations. One hidden layer NNCA is considered for convenience and the
number of its hidden neurons sets to n˜h. For CNNCA, the number of kernels in
ﬁler layer and hidden neurons in MLP are denoted as nk and nh, respectively.
Moreover, the size of kernel and the pooling factor are usually set to 5 and 2.
We use d to represent the dimensions of transformed space. To classify each
test case, the time complexity of LNCA, NNCA and CNNCA are O(Dd + Nd),
O(Dn˜h + n˜hd+Nd) and O(5nkD+ 12 (D −5+1)nknh +nhd+Nd), respectively,
where O(Nd) is the time cost of 1-NN on the transformed data and the remain-
der is the transformational cost. After reduction, the time cost of CNNCA is
O(nkD + Dnknh + nhd + Nd). When d  D and N is large enough, it is eﬃ-
cient for LNCA, NNCA and CNNCA compared to conventional ED, DTW and
DTW(r) if we ﬁx n˜h, nh, nk to constants. We also provide the real time cost of
classiﬁcation on the top 9 data sets in Fig. 4, the data sets in which are ordered
by the product of D and N increasingly. It reveals that CNNCA is more eﬃcient
for larger data set and long time series, i.e., either N or D becomes large enough.
Discussion. In summary, the overall experimental results demonstrate that
CNNCA is competitive to not only conventional ED, DTW and DTW(r) but
also LNCA and NNCA. Especially, after ﬁltering out the relatively small data
sets, our CNNCA is superior to all the other distance metrics, which veriﬁes
the motivation that CNNCA can capture the intrinsic features and improve the
classiﬁcation performance if the training samples per class are suﬃcient. By
comparison with both of LNCA and NNCA, we also demonstrate that CNNCA
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Fig. 4. Time cost of each distance metric combined with 1-NN classiﬁer
is more eﬀective than them to some extent, which is beneﬁted from the capability
of capturing time shift property. On the other hand, CNNCA is more eﬃcient
than DTW and DTW(r) when the data set grows large enough and time series
is long, e.g., for three large data sets, Thorax1, Thorax2 and StarLight in Fig. 4.
6 Conclusions and Future Work
In this paper, we proposed a novel CNNCA model for time series classiﬁcation.
Speciﬁcally, we extended the NCA model with CNN and MLP to learn distance
metric and then combined 1-NN to classify time series. The beneﬁt of introducing
CNN into NCA is to get good feature representations for further classiﬁcation,
and MLP is used to combine these learnt features and obtain nonlinear trans-
formation for better distance metric. For evaluation, we conducted experiments
on a bunch of public time series data sets, and observed encouraging results.
In particular, CNNCA is superior to current state-of-the-art methods when the
training samples are suﬃcient. We hope this work could lead to many future
studies. Actually, we plan to investigate better methods based on CNNCA and
further improve the performance (e.g., eﬃciency) of time series classiﬁcation.
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Abstract. The identiﬁcation of common sets of records in multiple
databases has become an increasingly important subject in many appli-
cation areas, including banking, health, and national security. Often
privacy concerns and regulations prevent the owners of the databases
from sharing any sensitive details of their records with each other, and
with any other party. The linkage of records in multiple databases while
preserving privacy and conﬁdentiality is an emerging research discipline
known as privacy-preserving record linkage (PPRL). We propose a novel
two-step indexing (blocking) approach for PPRL between multiple (more
than two) parties. First, we generate small mini-blocks using a multi-bit
Bloom ﬁlter splitting method and second we merge these mini-blocks
based on their similarity using a novel hierarchical canopy clustering
technique. An empirical study conducted with large datasets of up-to
one million records shows that our approach is scalable with the size of
the datasets and the number of parties, while providing better privacy
than previous multi-party indexing approaches.
Keywords: Hierarchical canopy clustering · Bloom ﬁlters · Scalability
1 Introduction
Many real-world applications require data from multiple databases to be inte-
grated and combined to improve data analysis and mining. Record linkage (also
known as entity resolution or data matching) is the process of identifying match-
ing records that refer to the same entity from multiple databases [3].
The lack of unique entity identiﬁers in databases requires the use of quasi-
identiﬁers (QIDs) [16], such as ﬁrst name, last name, address details, etc. to link
records across databases. However, due to privacy and conﬁdentiality concerns
organizations generally do not want to share any sensitive information regarding
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their entities with other data sources. Finding records in multiple databases that
relate to the same entity or having approximately the same values for a set of
QIDs without revealing any private or sensitive information is the research area
known as ‘privacy-preserving record linkage’ (PPRL) [8,16].
The naive pair-wise comparison of multiple data sources is of exponential
complexity in terms of the number of parties. This makes record linkage appli-
cations not scalable to large databases and increasing number of participating
parties. Applying indexing is a possible solution aimed at improving scalabil-
ity [4]. Indexing reduces the large number of potential comparisons by removing
as many record sets as possible that correspond to non-matches, such that expen-
sive similarity comparisons are only required on a smaller number of candidate
record sets. Indexing for PPRL needs to be conducted such that no sensitive
information that can be used to infer individual records and their attribute
values is revealed to any party involved in the process, or to an external adver-
sary [18].
We propose a novel indexing mechanism for multi-party PPRL that can
provide better scalability, blocking quality, and privacy compared to previous
approaches. Our approach eﬃciently creates blocks across multiple parties with-
out revealing any private information. Speciﬁc contributions of our paper are
(1) a two-step blocking protocol which consists of (2) a multi-bit splitting app-
roach for Bloom ﬁlters and (3) a hierarchical canopy clustering algorithm; and
(4) an empirical evaluation using large datasets, and a comparison with other
multi-party approaches in terms of eﬃciency, eﬀectiveness and privacy.
2 Related Work
Can we do eﬃcient and eﬀective indexing for record linkage? This is a problem
that has been considered for several decades. According to a survey by Chris-
ten [4], a variety of indexing approaches have been developed. Some of these
have been adapted for PPRL [16], including standard blocking [1], mapping
based indexing [8], clustering [8,10,19], and locality sensitive hashing [7]. How-
ever, performing scalable record linkage that provides high linkage quality while
preserving privacy is an open research question that needs further investigation.
Bloom ﬁlters are commonly used for encoding of records in PPRL due to their
capability of computing similarities. Lai et al. [11] proposed amulti-party approach
that uses Bloom ﬁlters to securely transfer data between multiple parties for pri-
vate set intersection. This approach was recently adapted by Vatsalan et al. [17]
for multi-party PPRL, however their approach does not address blocking.
Schnell [15] introduced a new blocking method for record linkage, based on
the concept of a multi-bit tree data structure [9] to hold a set of Bloom ﬁlters.
This approach was further extended by Ranbaduge et al. [13] as a blocking
mechanism for multi-party PPRL. Their experimental results showed that the
proposed approach is scalable with the dataset size and the number of parties,
and provides better linkage quality and privacy than a phonetic based indexing
approach. However, the blocks generated using this approach might miss some
true matches due to the recursive splitting of Bloom ﬁlter sets.
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Clustering is the process of grouping records such that records within a cluster
are similar to each other, while dissimilar records are in diﬀerent clusters. Several
clustering approaches have been adapted for private blocking [8,10,19], however
neither of these techniques considers blocking of more than two databases.
Canopy clustering [6,12] is a technique for clustering large high dimensional
datasets. It can generate candidate record sets by eﬃciently calculating similar-
ities between blocking key values. Records are inserted into one or more over-
lapping clusters based on their similarity to the cluster centroid. Each cluster
then forms a block from which candidate sets are generated. However, the use
of canopy clustering for indexing in PPRL has so far not been studied.
3 Clustering Based Indexing for Multi-party PPRL
We now introduce the building blocks required for our clustering based PPRL
indexing approach, and then study the indexing protocol in detail.
3.1 Building Blocks
Bloom Filters: are bit vectors proposed by Bloom [2]. In a Bloom ﬁlter initially
all the bits are set to 0. To map an element of a set into the domain between 0
and m−1 of a Bloom ﬁlter of length m, k independent hash functions h1, . . . , hk
are used. Furthermore, to store n elements of the set S = {s1, s2, . . . , sn} into a
Bloom ﬁlter, each element si ∈ S is encoded using the k hash functions and all
bits having index positions hj(si) for 1 ≤ j ≤ k are set to 1.
Q-grams: are character sub-strings of length q in a string [3]. For example, the
string “PETER” can be padded with character ‘ ’ and the resulting q-gram set
(for q = 2) is { P, PE,ET, TE,ER,R }. In our approach we encode q-gram sets
of the quasi-identiﬁers (QIDs) into Bloom ﬁlters. First, the selected QIDs of a
given record are converted into a q-gram set. Then each q-gram set is encoded
into a Bloom ﬁlter by using k hash functions.
Secure Summation Protocol : is a method used in secure multi-party computa-
tion [5], and has been used in several PPRL approaches [13,17]. The basic idea
is to compute a summation of private inputs of P parties without revealing indi-
vidual values to any other parties, and at the end of the computation no party
knows anything except its own input and the ﬁnal sum [5].
3.2 Basic Multi-bit Indexing Protocol
We now describe our indexing approach for multi-party PPRL. The construction
of the index of an individual party consists of two main phases:
1. Multi-bit Bloom filter splitting : This phase can be further extended into three
steps, which are:
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Algorithm 1. Multi-bit Bloom ﬁlter splitting by party Pi, 1 ≤ i ≤ P
Input:
- Di: Dataset belonging to party Pi - A: Set of selected attributes
- smin: Minimum mini-block split size - dmax: Maximum split degree
- smax: Maximum mini-block split size - bst: Bit selection threshold
Output:
- C: Set of Bloom ﬁlter mini-blocks
1: B = generateBloomﬁlters(Di,A)
2: Q = [B] // Initialization of queue
3: while Q = ∅ do:
4: b = Q.pop() // Get the current block
5: R = generateRatios(b) // Generate local bit ratios
6: Rg = secureSummation(R) // Get ratios globally
7: BCl = getCombinations(Rg,dmax,bst) // Get bit combinations
8: BCg = secureSummation(BCl) // Get combinations globally
9: mbj = splitData(BCg, b) // Create mini-blocks
10: if all (|mbj | ≥ smin) then: // If mini-blocks large enough
11: if any (|mbj | > smax) then: // If mini-blocks too large
12: Q.push(mbj) // Add to queue for further splitting
13: else: // Block sizes are acceptable
14: C.add(mbj) // Add mini-blocks to ﬁnal set
15: return C
(a) Generate Bloom filters for the records in the dataset.
(b) Perform secure summation to find the best splitting bit position.
(c) Split the set of Bloom filters into mini-blocks.
2. Merge mini-blocks using clustering.
Generating large blocks of diﬀerent sizes makes the comparison step more
problematic and requires more computational time. With our approach, a user
has control over the block sizes by merging blocks until the size of blocks reaches
an acceptable lower limit suitable for comparison. The aim of our protocol is to
divide (split) the set of records in the datasets into mini-blocks (phase 1) and
merge these mini-blocks based on their similarity (phase 2). Merging of mini-
blocks by clustering reduces the overall running time requirement compared to
using a clustering technique for blocking the datasets [10,19]. These merged
blocks can then be compared using private comparison and classiﬁcation tech-
niques to determine the matching record sets in diﬀerent databases [17]. Each
party follows these phases to construct the blocks from their own dataset.
3.3 Multi-bit Bloom Filter Splitting
Before performing the clustering algorithm, the set of records needs to be encoded
into Bloom ﬁlters, and split into sets of smaller blocks (which we call mini-
blocks). All P parties need to agree upon a bit array length m (length of the
Bloom ﬁlter); the length (in characters) of grams q, the k hash functions, and
a set of QID attributes that are used to block the records. The parameters
smin and smax specify the lower and upper bound of the acceptable size of a
mini-block, respectively. The overall splitting approach for each party Pi, where
1 ≤ i ≤ P , is outlined in Algorithm 1.
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Party A Party B Party C
Bloom ﬁlter set A Bloom ﬁlter set B Bloom ﬁlter set C
A1 0 1 1 0 0 B1 1 1 0 1 0 C1 1 1 1 1 0
A2 1 0 1 0 1 B2 1 0 1 0 1 C2 1 0 1 1 0
A3 1 0 0 0 0 B3 0 0 1 0 0 C3 1 1 1 0 0
A4 1 1 1 1 0 B4 1 1 1 1 1 C4 1 0 0 0 1
Abs Diﬀ from 0.5 Abs Diﬀ from 0.5 Abs Diﬀ from 0.5
1/4 0 1/4 1/4 1/4 1/4 0 1/4 0 0 1/2 0 1/4 0 1/4
Phase 1.a: Bloom ﬁlter generation and calculation of 0/1 bit ratios and absolute diﬀerences from
50% ﬁlled.
Random vector (R) = 10 5 12 13 6
10.25 0 12.25 13.25 6.25 → 10.5 0 12.5 13.25 6.25 → 11 0 12.75 13.25 6.5
Secure sums: 1 0 0.75 0.25 0.5
Final absolute diﬀerences from 50% ﬁlled: 0.33 0 0.25 0.083 0.167
Selected bit positions: {2, 4}
Phase 1.b: Secure summation of absolute diﬀerences and selecting best bit positions for splitting
(dmax = 2, and bst = 0.2)
Fig. 1. Selecting dmax = 2 best bit positions for multi-bit Bloom ﬁlter splitting
In line 1, each party iterates over its dataset to encode each record into a
Bloom ﬁlter. Once all the parties have generated their sets of Bloom ﬁlters they
are added into a queue Q as a single block. At each iteration the ﬁrst block of
Bloom ﬁlters b that is available at the front of Q is processed. In line 5, each party
calculates a vector of length m that contains the ratios between the number of
0’s and 1’s for each bit position in the Bloom ﬁlters, using fij = abs(0.5 − oijl ),
where fij is the ratio value of bit position j of party Pi, oij is the number of 1’s
in position j, and l is the number of Bloom ﬁlters processed in a given block.
Once all parties have computed their own ratio vector, we use an extended
secure summation protocol to compute common bit positions suitable for split-
ting (line 6). The globally summed ratio vector Rg is used to ﬁnd the dmax best
splitting bit positions.
The bit positions with a sum less than the bit selection threshold bst are then
selected into the set Ij of splitting bit positions as Ij = {j | (P2 −
∑P
i=1 fij) < bst}.
The dmax bit positions in Ij with the lowest ratio values (which we call match-
bits) are selected as the best splitting bit positions. Fig. 1 illustrates an example
of selecting best splitting bits.
Based on the selected bit positions, each party generates all possible bit com-
binations BCl (line 7). An example of bit positions {jx, jy, jz} would generate
the set of combinations {{jx, jy, jz}, {jx, jy}, {jy, jz}, {jx, jz}, {jx}, {jy}, {jz}}.
The value of dmax needs to be kept small as this generation grows exponentially
with dmax. For each combination, the Bloom ﬁlters in the current block are pro-
cessed to analyze the sizes of resulting mini-blocks with diﬀerent bit patterns. For
a bit combination {jx, jy}, for example, the set of bit patterns is {00, 01, 10, 11}.
Once the current block is processed for all possible bit combinations, we ﬁnd the
common best bit combination BCg in line 8 in Algorithm 1. The current block
is split into mini-blocks according to this globally accepted bit combination.
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After splitting, if any of the mini-blocks contains less than smin records, then
these mini-blocks will not be included into the ﬁnal mini-block set C (line 10).
Instead they are merged back into a single block which is added to C. If all of
the resulting mini-blocks contain a number of records greater than smin, then
each mini-block is checked against the value of smax. All the mini-blocks that
contain records greater than smax are added to Q for future splitting (line 12 in
Algorithm 1). If the number of records is less than smax at all parties, then these
mini-blocks are added to C. The parameters smin and smax allow the user to
control the number of iterations that occur in the multi-bit splitting algorithm.
4 Merge Mini-Blocks by Clustering
Our clustering of mini-blocks is based on a canopy technique [6,12]. The gen-
erated mini-blocks are merged into larger clusters by inserting records into one
or more overlapping clusters based on their similarity to their nearest cluster
centroid. This allows us to perform computationally eﬃcient indexing. We use
a normalized Hamming distance based similarity calculation for computing the
similarity of clusters: simH(x,y) = 1 − |i|m | xi = yi and 1 ≤ i ≤ m, where
simH(x,y) is the normalized Hamming distance similarity between the two bit
vectors x and y, simH(x,y) = 1 if and only if x = y.
Each mini-block generated by the multi-bit splitting algorithm is initially
considered as a separate cluster, which we refer to as a mini-cluster. A Bloom
ﬁlter ac is selected as the centroid for each mini-cluster which has the highest
similarity to all other Bloom ﬁlters in the cluster. For this selection process we
use a maximum average Hamming distance based similarity calculation which is
shown in (1).
ac = argmax
ai
{∑
simH(ai, aj)
|C| | ai, aj ∈ C, 1 ≤ i, j ≤ |C|, and i = j
}
(1)
We use threshold-based canopy clustering for merging similar mini-clusters.
Before starting the clustering algorithm, all parties need to agree upon the tight
similarity threshold st, loose similarity threshold sl, and the maximum merge
size msmax which controls the size of merged clusters (blocks) and indirectly
controls the number of iterations of the merging process. For merging of mini-
clusters we suggest two canopy based clustering algorithms, which are:
– Standard canopy clustering (SCC): Mini-clusters are merged until the result-
ing cluster size increases to msmax. This algorithm merges a set of similar
mini-clusters greedily in a given iteration.
– Hierarchical canopy clustering (HCC): The merging of mini-clusters is based
on an agglomerative clustering approach until msmax is met. In a given
iteration, the two most similar mini-clusters are merged.
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Algorithm 2. Merge mini-clusters using
standard canopy clustering
Input:
- st: Tight similarity threshold
- sl: Loose similarity threshold
- msmax: Maximum merge size
- C: Set of mini-clusters ([c1, . . . , cl])
- simH(·, ·): Similarity comparison function
Output:
- O: Set of merged clusters
1: O = ∅
2: while C = ∅ do:
3: cx = C.pop()
4: ax = getCentroid(cx)
5: cxy = cx
6: while |cxy| ≤ msmax do:
7: cy = C.next()
8: ay = getCentroid(cy)
9: s = simH(ax, ay)
10: if s ≤ st then:
11: cxy = cxy + cy
12: del cy
13: if s ≤ sl then:
14: cxy = cxy + cy
15: del cx
16: O.add(cxy)
Algorithm 3. Merge mini-clusters using
hierarchical canopy clustering
Input:
- st: Tight similarity threshold
- sl: Loose similarity threshold
- msmax: Maximum merge size
- C: Set of mini-clusters ([c1, . . . , cl])
- simH(·, ·): Similarity comparison function
Output:
- O: Set of merged clusters
1: O = ∅
2: while C = ∅ do:
3: cx = C.pop()
4: ax = getCentroid(cx)
5: for cy ∈ C do:
6: ay = getCentroid(cy)
7: s = simH(ax, ay)
8: if s ≤ st then:
9: cxy = cx + cy
10: del cx, cy
11: if s ≤ sl then:
12: cxy = cx + cy
13: del cx
14: if |cxy| ≥ msmax then:
15: O.add(cxy)
16: else:
17: C.add(cxy)
4.1 Merge Mini-Clusters with Standard Canopy Clustering
The suggested SCC approach for merging of mini-clusters is shown in Algorithm
2. In line 2, each party iterates over the set of mini-clusters C. At each iteration
the mini-cluster at the front of C is processed as the initial cluster (line 3). As
discussed above, the centroid is computed for the initial cluster (line 4).
The initial cluster is compared and merged with other mini-clusters in the
set until the size of the cluster reaches msmax as shown in lines 5 to 15. At the
merging step, the computed similarity value s (line 9) is checked against st and
sl. As per lines 10 to 12, if s ≤ st, then the mini-clusters will be merged. The
merged mini-clusters are removed from the set C if they are within st (line 12).
If s ≤ sl, then the merge is performed between the mini-clusters but only the
initial cluster is deleted from the set C (line 15). Once the size of the resulting
merged cluster cxy reaches msmax, the cluster is added to the set of merged
clusters O (line 16). Therefore at each iteration a set of mini-clusters which
are similar to the initial cluster are merged until the overall cluster size reaches
msmax. Each cluster generated by this approach will become a block to be used
in the comparison step in the PPRL pipeline.
4.2 Merge Mini-Clusters with Hierarchical Canopy Clustering
In the SCC algorithm described in Sect. 4.1, depending on the sizes of the mini-
clusters that are merged, the ﬁnal cluster size can grow beyond msmax which
will result in more record set comparisons. We propose a novel threshold-based
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hierarchical canopy clustering (HCC) approach which guarantees that clusters
are only merged up-to the size limit msmax as shown in Algorithm 3.
To merge clusters, each party iterates over its set of mini-clusters C (line 2).
At each iteration one mini-cluster is selected and the centroid is computed as
discussed in Sect. 4 (lines 3 and 4). A similarity value s is computed between
the initial cluster and other mini-clusters in C (line 7). The computed value s
is checked against st and sl for merging (lines 8 to 13). Similar to Algorithm 2,
mini-clusters are merged if the value s satisﬁes the threshold values.
After each iteration, the size of the resulting merged cluster is checked against
msmax. If the size of the merged cluster is less than msmax, the cluster is added
back into C as a new mini-cluster c′ (line 17). This enables c′ to be merged
further with other close mini-clusters. Therefore, at each iteration the two most
similar mini-clusters are merged into one. Once the size of a merged cluster
reaches msmax, it is added to the ﬁnal set of merged clusters O.
5 Analysis of the Protocol
We now analyze our protocol in terms of complexity, privacy, and quality.
Complexity: By assuming there are N records in a dataset with each having
an average of n q-grams, we analyze the computational and communication
complexities in terms of a single party.
In the ﬁrst phase of our protocol all records are encoded using k hash func-
tions. The Bloom ﬁlter generation for a single party is of O(k ·n ·N) complexity.
In the multi-bit splitting step, the parameters smin, smax and dmax are used
to control the size of mini-blocks generated. Suitable values for the parameters
smin and smax need to be set as the size of the mini-blocks decides the number
of iterations that occur in the splitting phase. At each iteration, a set of Bloom
ﬁlters is split into 2dmax mini-blocks. The number of iterations in the splitting
phase can be calculated as log2(N/smax)/dmax. Therefore, the splitting of N
Bloom ﬁlters into a set of mini-blocks is of O(N · log2(N/smax)/dmax).
In the second phase of our protocol, merging mini-clusters requires the pro-
cessing of |C| merged clusters. The computation of the centroid for all mini-
clusters is of O(s2max · |C|) complexity. Merging mini-clusters using the SCC
approach requires a total computation of O(msmax/smax · |C|), where at each
iteration msmax/smax clusters are merged. At each iteration in the HCC app-
roach the two most similar mini-clusters are merged which requires a total of
O(|C|2) computations.
The parties only need to communicate with each other to perform the secure
summation protocol in the phases of multi-bit splitting and the merging of mini-
clusters, with each message of length m and |C|, respectively. By assuming each
party directly connects to all other parties, the P parties require P messages
to be sent in each iteration. Therefore the entire protocol has a communication
complexity of O(m · P · log2(N/smax)/dmax + m · |C|) for P parties.
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Quality: We analyze the quality of our protocol in terms of eﬀectiveness and
eﬃciency [19]. The SCC approach merges mini-clusters greedily which can gen-
erate clusters with sizes larger than msmax. This results in the SCC approach to
have higher eﬀectiveness and lower eﬃciency compared to the HCC approach.
Both the SCC and HCC approaches retrieve more similar records compared to a
previous approach [13], as the similarity between mini-clusters is used to merge
the clusters up-to msmax.
For |C| merged clusters, with each containing msmax records, the number
of candidate record sets generated for each party is msmax · |C|. The param-
eter msmax limits the size of the clusters generated by one of the clustering
algorithms, which indirectly determines the number of merged clusters gener-
ated by the protocol. In the worst case scenario a merged cluster can be of size
2(msmax − 1) if the two mini-clusters merged are each of size msmax − 1. A
suitable value for msmax therefore needs to be set by considering factors such
as the dataset size and the number of parties, such that both high eﬀectiveness
and high eﬃciency are achieved while guaranteeing suﬃcient privacy as well.
Privacy: We assume that each party follows the honest-but-curious adversary
model [18]. All parties participate in a secure summation protocol for exchanging
of ratio values of Bloom ﬁlters with other parties. During these summations, each
party computes the sum of its ratio values but neither of the parties is capable
of deducing anything about the other parties’ private inputs [5].
Our protocol performs a generalization strategy on clusters that makes re-
identiﬁcation not possible. The parameter msmax is used to guarantee that every
resulting cluster contains at least msmax records. This ensures all clusters that
are generated have the same minimum number of records, which guarantees
k-anonymous mappings (k = msmax) privacy [8,19]. The merging of mini-
blocks makes the protocol more secure and harder for dictionary and frequency
attacks [18]. A higher value for msmax provides stronger privacy guarantees but
requires more computations as more candidate record sets will be generated.
6 Experimental Evaluation
We evaluated our protocol using the North Carolina Voter Registration (NCVR)
database1. We based our experiments on the datasets used in and provided
by [13], which contain from 5, 000 to 1, 000, 000 records for 3, 5, 7 and 10 parties.
In each of these sub-sets, 50% of records were matches. Some of these datasets
included corrupted records which allowed us to evaluate how our approach works
with ‘dirty’ data. The corruption levels were set to 20% and 40%.
We implemented a prototype of our protocol using Python (version 2.7.3). All
experiments were run on a server with 64-bit Intel Xeon (2.4 GHz) CPUs, with
128 GBytes of main memory and Ubuntu 14.04. The programs and test datasets
are available from the authors. We used four attributes commonly used for record
linkage as QIDs: Given name, Surname, Suburb (town) name, and Postcode. We
1 Available from: ftp://alt.ncsbe.gov/data/
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Fig. 2. (a) Average blocking runtime per party for diﬀerent dataset sizes and (b) total
blocking runtime for the 500K dataset with diﬀerent number of parties
set the Bloom ﬁlter parameters as m = 1000 bits, k = 30 hash functions, and q =
2 by following earlier Bloom ﬁlter work in PPRL [13,14]. For comparative evalu-
ation we used the single-bit tree (SBT) multi-party PPRL blocking approach by
Ranbaduge et al. [13] as to our knowledge there are no other blocking approaches
for multi-party PPRL available. We also used a phonetic based blocking app-
roach (PHO) as a baseline [8,17] to comparatively evaluate the level of privacy.
We named our multi-bit splitting, standard canopy clustering, and hierarchical
canopy clustering as MBS, SCC, and HCC, respectively.
In the PHO approach we used Soundex [4] as encoding function for all QIDs
except Postcode where the ﬁrst three digits of the value were used as the block-
ing key. Based on a set of parameter evaluation experiments we set the MBS
parameters dmax = 3, bst = 0.1, smax = 50 and smin = smax/2. We set the SCC
and HCC parameters of st, sl, and msmax to 0.9, 0.8, and 500, respectively, as
these values gave us the minimum overlap between clusters.
We measured the average total runtime for the protocol to evaluate the com-
plexity of blocking. The reduction ratio (RR), which is the fraction of record sets
that are removed by a blocking technique, and pairs completeness (PC), which
is the fraction of true matching record sets that are included in the candidate
record sets generated by a blocking technique, were used to evaluate the blocking
quality. These are standard measures to assess indexing in record linkage [3].
Fig. 2 illustrates the scalability of our approach in terms of the average
time required with diﬀerent dataset sizes and number of parties. As expected
the MBS-SCC approach requires less runtime than the MBS-HCC approach but
both show a linear scalability with the size of the datasets and number of parties.
Fig. 3(a) illustrates that RR remains close to 1 for all dataset sizes and for
diﬀerent number of parties. This shows our approach signiﬁcantly reduces the
total number of candidate record sets that need to be compared. Fig. 3(b) to
(d) illustrate the PC of our approach with diﬀerent dataset sizes and corruption
levels, indicating that our approach can provide signiﬁcantly better blocking
quality than the earlier proposed SBT approach [13].
To evaluate the privacy of our approach we use the measure probability of
suspicion (Ps) [18], which is deﬁned for a value in an encoded dataset as 1/ng,
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Fig. 3. (a) Reduction ratio with 0% corruption and (b) to (d) pairs completeness with
0%, 20%, and 40% corruption for diﬀerent dataset sizes. Note the diﬀerent y-axis scales.
Fig. 4. (a) Probability of suspicion (Ps) and (b) block sizes generated by the diﬀerent
approaches using the 500K dataset
where ng is the number of values in a global dataset (G) that match with
the corresponding value in the encoded dataset D. As shown in Fig. 4(a), the
MBS-SCC and MBS-HCC approaches both provide signiﬁcantly better privacy
compared to the PHO approach which has a maximum Ps of 1 (under the worst
case assumption of the global dataset G being equal to the linkage dataset i.e.
G ≡ D). By increasing the parameter msmax stronger privacy can be guaranteed
in our approach. Fig. 4(b) shows that the PHO approach [8,17] creates a large
number of blocks of size 1 which makes this approach not suitable for PPRL.
According to Fig. 4(b), the MBS-HCC approach provides clusters within the
acceptable size limit of msmax which results in better block structures compared
to the SBT and MBS-SCC approaches. This illustrates that our novel MBS-HCC
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technique provides better privacy than the other compared approaches while
achieving higher results for both RR and PC.
7 Conclusion
We proposed a novel blocking protocol for multi-party PPRL based on multi-bit
Bloom ﬁlter splitting and canopy clustering. We suggested a novel agglomera-
tive hierarchical canopy clustering algorithm which generates canopies (blocks)
within a speciﬁc size range. We demonstrated the eﬃciency and eﬀectiveness of
our approach on datasets containing up-to one million records. The evaluation
results indicated that our approach is scalable with both the size of the datasets
and the number of parties. Our approach outperforms a previous multi-party
private blocking and a phonetic based indexing approach in terms of blocking
quality and privacy. A limitation in our approach is the assumption of the semi-
honest adversary model. We plan to extend our protocol to adversary models that
are applicable for malicious parties and evaluate the privacy over other attack
methods applicable to PPRL [18]. We will also investigate the parallelization of
our approach to improve its performance.
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Abstract. Entity resolution (ER) has wide-spread applications in many
areas, including e-commerce, health-care, the social sciences, and crime
and fraud detection. A crucial step in ER is the accurate classiﬁcation of
pairs of records into matches (assumed to refer to the same entity) and
non-matches (assumed to refer to diﬀerent entities). In most practical
ER applications it is diﬃcult and costly to obtain training data of high
quality and enough size, which impedes the learning of an ER classi-
ﬁer. We tackle this problem using an interactive learning algorithm that
exploits the cluster structure in similarity vectors calculated from com-
pared record pairs. We select informative training examples to assess the
purity of clusters, and recursively split clusters until clusters pure enough
for training are found. We consider two aspects of active learning that
are signiﬁcant in practical applications: a limited budget for the num-
ber of manual classiﬁcations that can be done, and a noisy oracle where
manual labeling might be incorrect. Experiments using several real data
sets show that manual labeling eﬀorts can be signiﬁcantly reduced for
training an ER classiﬁer without compromising matching quality.
Keywords: Data matching · Record linkage · Deduplication · Active
learning · Noisy oracle · Hierarchical clustering · Interactive labeling
1 Introduction
Entity resolution (ER), also known as data matching, record linkage, or duplicate
detection, is the process of identifying and matching records that correspond to
the same entities from one or more databases [6]. As the databases to be matched
generally do not include entity identiﬁers, ER has to be based on the available
attributes, for example, personal names, addresses and dates of birth. In the past
decades, ER has attracted much interest from various application domains, the
most prominent being health, census statistics, e-commerce, national security
and digital libraries. For recent surveys see [6,14].
The core steps in ER in their most basic form consist of the pair-wise com-
parison of records using functions that calculate numerical similarities between
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and Funnelback Pty. Ltd., under Linkage Project LP100200079.
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attribute values, followed by either an unsupervised or supervised classiﬁcation of
pairs of records into matches and non-matches [6,14]. The comparison of attribute
values used in ER is commonly based on approximate string comparison func-
tions that return a normalized similarity between 0 (totally diﬀerent values) and
1 (exact matching values). For each compared record pair, a weight vector is cal-
culated with the similarities over the diﬀerent attributes of that pair [6].
Various supervised and unsupervised learning techniques [3,5,7,9,13] have
been proposed for ER in past years. While supervised techniques generally result
in much better matching quality, these techniques require training data in the
form of labeled examples of true matching pairs of records that refer to the same
entity, and true non-matching pairs of records that refer to diﬀerent entities.
While in certain, mostly academic, situations such training data are available,
in most practical applications of ER actual truth data are diﬃcult to obtain. In
many cases training data have to be manually generated, a task that is known to
be diﬃcult both in terms of cost and quality [6]. The traditional way of selecting
training data is to use random sampling. However, from a robust statistical
point of view, random sampling needs to select a signiﬁcantly large number of
examples for guaranteeing the quality of training data, which was also veriﬁed in
our experiments discussed in Sect. 5. Another diﬃculty of using random sampling
is caused by the imbalance of the ER problem, as the vast majority of record pairs
will correspond to non-matches [6]. Two challenges thus stand out in particular
when training data are to be manually generated over large-scale data sets:
(1) How can we ensure “good” examples are selected for training? (2) How can
we minimize the user’s burden of labeling examples?
Active learning is a promising approach for selecting training data [1,19,22].
The central idea is to reduce the labeling eﬀorts through actively choosing infor-
mative or representative examples [16]. In doing so, instead of choosing a large
quantity of examples to label as is required for fully supervised learning, active
learning only selects examples based on the hints from previously labeled exam-
ples, which can often yield a training set that is small but still suﬃcient for
supporting accurate classiﬁcation.
Although successful, existing active learning methods for ER have limitations
in achieving eﬃcient training for large-scale data sets. Most of these methods are
grounded on a monotonicity assumption – a record pair with higher similarity
is more likely to represent the same entity than a pair with lower similarity.
This assumption is valid in some real-world applications but does not generally
hold, as we will illustrate in Sect. 3. Thus, two diﬃcult issues arise in selecting
training data: (1) How do we know whether the monotonicity assumption holds
on a data set since training data are not available? (2) How can we eﬀectively
select training data when the monotonicity assumption does not hold?
In this paper we develop a generic active learning method for eﬃciently select-
ing ER training data over large data sets. Unlike other works, we do not rely
on the monotonicity assumption. Instead, our method exploits the cluster struc-
ture in data through active learning, which can circumvent the ﬁrst issue above,
meanwhile solving the second issue. The basic idea of our method is illustrated in
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Fig. 1. Example of the training selection process with 2-dimensional weight vectors.
Weight vectors that have been labeled as matches are shown with a ⊕, non-matches
with a , and unlabeled ones with a circled question mark. The shaded areas in (d)
represent fuzzy clusters, while the other areas in (d) represent pure clusters, which are
to be used as training data for an ER classiﬁer.
Fig. 1, where (a) shows weight vectors that are generated from pair-wise record
comparisons, and the labels of these weight vectors are unknown. Then, (b) to
(d) show how the weight vectors are interactively selected and manually classi-
ﬁed, and how the set of weight vectors is recursively split into smaller clusters
until each cluster is classiﬁed as being pure or fuzzy (to be formally deﬁned
in Sect. 4) based on the label purity of its informative weight vectors. During
this process, the training set is interactively constructed by gathering the weight
vectors from pure clusters.
We make the following contributions in this paper. (1) We develop an inter-
active training method which can be applied to ER training tasks without prior
knowledge of the match and non-match distributions of the underlying data
sets. (2) Our training method incorporates a budget-limited noisy human oracle,
which ensures: (i) the overall labeling eﬀorts can be controlled at an acceptable
level and as speciﬁed by the user, and (ii) the accuracy of labeling provided by
human experts can be simulated. This is in contrast to existing active learning
methods for ER which often assume a perfect and unlimited labeling process [20].
(3) We experimentally evaluate our method on four real-world data sets from
diﬀerent application domains.
In the following section we discuss related work. In Sect. 3 we present the
problem and building blocks of our approach, which we describe in detail in
Sect. 4. We experimentally evaluate our approach in Sect. 5, and conclude the
paper in Sect. 6 with an outlook to future work.
2 Related Work
Active learning has previously been studied in many problem domains, such as
text classiﬁcation and speech recognition [20]. In the area of ER, active learning
has been explored for learning ER classiﬁers, which classify pairs of records as
matches or non-matches through actively selecting a reduced number of examples
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for labeling [1,2,10,19,22]. In the following we provide a brief overview of work
that relates to our study in this paper.
Early work on active learning strategies for ﬁnding informative or repre-
sentative examples typically used disagreement between multiple classiﬁers. For
example, a committee of classiﬁers was used to identify the most representative
examples for labeling [19,22], i.e., labeling is iteratively required for pairs of
records where the classiﬁers return contradictory labels for the same example.
Sampling based active learning and its bias have been discussed in [11].
Later work has concentrated on the learning quality guarantee, that typi-
cally has a linear combination of the two measures precision and recall as the
learning objective. For example, in [1,2], given a minimum precision speciﬁed by
the user, a learned classiﬁer aims to have a precision greater than the minimum
precision and a recall close to the best possible. Compared with these active
learning techniques, our algorithm has several interesting properties: (1) pro-
viding an integrated view on labeling budget control and quality guarantee,
(2) using interactive purity-based classiﬁcation to reduce examples for labeling,
and (3) not relying on the monotonicity assumption for improving quality.
To improve the eﬃciency of active learning, two techniques have commonly
been used. One is to incorporate blocking or indexing [6] into the learning pro-
cess with parameters that are tuned manually [1,2] or semi-automatically [10].
Blocking in ER is the process of dividing data sets into smaller blocks according
to some criteria so that only records within the same block are compared with
each other. In principle, existing blocking techniques can be easily incorporated
into active learning algorithms as a pre-processing step before learning. The
second technique is to optimize active learning algorithms under certain distri-
bution assumptions, such as the monotonicity [1] and low noise [2] assumptions.
Our training method is completely independent of any assumption concerning
the data set or any blocking technique used, which makes our method more
generally applicable.
A number of studies have attempted to control labeling noise using cer-
tain strategies. Repeated labeling strategies were investigated in [21], includ-
ing round-robin repeated labeling and selective repeated labeling based on the
uncertainty of labels. In [12], a combined strategy was proposed, which selects
examples that are more likely to be correctly labeled yet still provide high quality
information, and examples that are most likely to have been incorrectly labeled.
In [23] the most reliable oracle was selected among multiple noisy oracles for
labeling. In this paper, we explore active learning in the presence of a noisy
human oracle, which allows us to simulate the challenging manual clerical label-
ing process in real-world ER applications.
3 Problem Statement and Building Blocks
We study the problem of reducing the labeling costs for selecting training data,
while keeping the quality of ER classiﬁcation at a high level. In contrast to
the works of [1,2], we do not rely on the monotonicity assumption since it does
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Fig. 2. Examples where the monotonicity assumption of similarities does not hold:
non-matches with the highest similarity (denoted by light green crosses) and matches
with the lowest similarity (denoted by dark blue dots)
not generally hold for ER. This is evident from the plots in Fig. 2, which show the
non-matches with the highest similarity and matches with the lowest similarity
from three of the real-world data sets we used in our experimental evaluation in
Sect. 5. To address this problem, we propose an active learning approach that,
given a set of weight vectors and a classiﬁer, recursively splits the weight vectors
into clusters, and classiﬁes these as being matches or non-matches if the purity
of informative weight vectors in a cluster is higher than a speciﬁed threshold. In
the following we present the building blocks of our proposed approach.
Let R be a set of records from one or more data sets, each r ∈ R hav-
ing a set of attributes. We use r.A to refer to the value of an attribute A in
a record r. Given two records r1, r2 ∈ R and an attribute A of r1 and r2,
a similarity weight of A between r1 and r2 is a value in [0, 1], denoted as
f(r1.A, r2.A), where f is a similarity function [6] that quantiﬁes the similar-
ity between r1.A and r2.A. Taking the edit distance similarity function fed for
example [6], fed(r1.fname, r2.fname) = 1.0 − 36 = 0.5, where r1.fname = Rob
and r2.fname = Robert.
For a set A = {A1, . . . , An} of attributes selected for performing ER tasks,
each compared pair (r1, r2) of records that has the attributes A results in a
weight vector 〈a1, . . . , an〉 ∈ [0, 1]n over A, where ai is the similarity weight of
Ai between r1 and r2 (i = 1, . . . , n). For example, the pair (r1, r2) of records over
the attributes {fname, sname, age} with r1.fname = Rob, r1.sname = Smith,
r1.age = 30, r2.fname = Robert, r2.sname = Smith and r2.age = 31 may
correspond to a weight vector 〈0.5, 1, 0.5〉. A weight vector set W over A consists
of all the weight vectors over A to which the pairs of records in R correspond.
A cluster Wi ⊆ W is a subset of weight vectors in W. A partition of W is a set
{W1, . . . ,Wm} of pairwise disjoint clusters whose union contains all the weight
vectors in W, i.e. Wi ∩ Wj = ∅ for 1 ≤ i 	= j ≤ m, and
⋃
1≤i≤m
Wi = W.
We consider a noisy human oracle that simulates a non-perfect manual cleri-
cal labeling process. The main reason behind such noisy human oracles is due to
the fact that human experts often have diﬀerent levels of expertise for labeling
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matches and non-matches [6]. Thus, depending on which human expert is asked
for labeling an example, the labeling accuracy varies. A human oracle takes a
set of record pairs and their corresponding weight vectors as input, and based
on manual inspection of the attribute values of these records assigns each weight
vector with a label. Let Wi be a weight vector set. Then a human oracle over Wi
is a function ζ : Wi 
→ {M,N}, where M and N are the two labels indicating
match and non-match of a weight vector, respectively. Moreover, each human
oracle ζ is associated with a pair 〈bud(ζ), acc(ζ)〉, where bud(ζ) > 0 is a budget
limit (btot) indicating the maximal number of weight vectors that can be labeled
by ζ, and acc(ζ) ∈ [0, 1] is indicating the accuracy of labels provided by ζ. If
acc(ζ) = 1 then the oracle is perfect.
We view an ER classifier as a black-box that classiﬁes record pairs into
matches and non-matches through their corresponding weight vectors [6]. More
speciﬁcally, an ER classifier takes as input a weight vector set Wi and a subset
of labeled (with M and N) weight vectors WTi ⊆ Wi as the training set, and
generates a partition of Wi into WMi of matches and W
N
i of non-matches, with
WMi ∩ WNi = ∅. A variety of classiﬁers have previously been used for ER, such
as decision trees [22], SVMs [7,19] and k-nearest neighbor [4], any of which can
be used in our approach.
4 Recursive Interactive Training Algorithm
In this section we discuss the details of our approach. A high-level description
of our interactive training approach is provided in Algorithm 1. Let W be a
weight vector set, and TM and TN be the subsets of W that are selected into
the match and non-match training sets, respectively, with TM ∩ TN = ∅.
After initialization, the algorithm starts with W being inserted into an empty
queue Q of clusters to be processed (line 2). The main iteration (line 4) loops
as long as the queue is not empty (i.e. there are clusters to process) and the
total oracle budget btot has not been fully used (b ≤ btot). In each iteration, the
ﬁrst cluster Wi in the queue is being processed. In the ﬁrst loop (with b = 0
indicating no manual labeling has been done), the init select() function is
used to select a ﬁrst set of weight vectors Si ⊆ Wi to be manually classiﬁed by
the oracle, while in sub-sequent iterations the main select() function is used.
Diﬀerent approaches for these selection functions will be described in Sect. 4.1.
In general, a selection function selects k informative weight vectors Si from a
cluster Wi (lines 7 or 9).
The weight vectors in Si are then manually classiﬁed by the human oracle
(line 11) into a match set TMi and non-match set T
N
i , which are added to the
ﬁnal training sets TM and TN , respectively (line 12). The used budget is also
increased (line 10) by the number of manually classiﬁed weight vectors |Si|. Then,
the purity pi of the cluster is calculated (line 13), as will be described further
below. All weight vectors in the cluster are added into one of the training sets
(lines 14 to 17) if the cluster is pure enough (pi ≥ pmin); otherwise, the cluster
requires further splitting if it is larger than a minimum cluster size cmin, and
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Algorithm 1. Recursive interactive training algorithm
Input:
- A weight vector set: W
- Budget limit: btot
- Minimum purity threshold: pmin
- Initial selection function: init select(·)
- Main selection function: main select(·)
- Human oracle for labeling: oracle(·)
- Number of weight vectors to select for labeling: k
- Minimum size of a cluster: cmin
- Classifier function used for splitting clusters: classifier
Output:
- Match and non-match training set TM and TN
1: TM = ∅,TN = ∅ // Initialize training sets as empty
2: Q = [W] // Initialize queue of clusters
3: b = 0 // Initialize number of manually labeled examples
4: while Q = ∅ and b ≤ btot do:
5: Wi = Q.pop() // Get first cluster from queue
6: if b = 0 then:
7: Si = init select(Wi, k) // Initial selection of weight vectors
8: else:
9: Si = main select(Wi, k) // Select informative weight vectors
10: b = b + |Si| // Update number of manual labeling done so far
11: TMi ,T
N
i , pi = oracle(Si) // Manually classify selected weight vectors
12: TM = TM ∪ TMi ; TN = TN ∪ TNi ; Wi = Wi \ (TMi ∪ TNi )
13: if pi ≥ pmin then:
14: if |TMi | > |TNi | then:
15: TM = TM ∪ Wi // Add whole cluster to match training set
16: else:
17: TN = TN ∪ Wi // Add whole to non-match training set
18: else if |Wi| > cmin and b ≤ btot then: // Low purity, split cluster further
19: if TMi = ∅ and TNi = ∅ then:
20: classifier.train(TMi ,T
N
i ) // Train classifier
21: WMi ,W
N
i = classifier.classify(Wi) // Classify current cluster
22: Q.append(WMi ); Q.append(W
N
i ) // Append new clusters to queue
23: return TM and TN
the total oracle budget btot has not been fully used, and if TMi and T
N
i are
not empty (lines 18 to 22). If TMi and T
N
i are both not empty, they will be
used to train a classiﬁer for the current cluster Wi (line 20). The splitting of
Wi (line 21) leads to two smaller clusters WMi and W
N
i of matches and non-
matches, respectively, which are then added to the queue (line 22). In principle,
the two smaller clusters WMi and W
N
i should have a higher purity compared to
Wi. Clusters that are small (|Wi| ≤ cmin) and not pure are not considered for
inclusion into the ﬁnal training sets.
The algorithm thus generates a partition of W such that the weight vectors
in each pure cluster are selected into the training sets, i.e., the weight vectors
from a match cluster into TM and the ones from a non-match cluster into TN ,
while the weight vectors in fuzzy clusters (those too small for further splitting
and not pure enough) are discarded.
The purity pi of a cluster Wi is calculated based on the classiﬁcation done
by the human oracle (line 11) using the manually classiﬁed weight vector set Si
as the proportion of classiﬁed weight vectors that have the majority label:
pi = purity(Wi) = max
( |TMi |
|TMi ∪ TNi |
,
|TNi |
|TMi ∪ TNi |
)
, (1)
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where |TMi ∪ TNi | = |Si|. For a given purity threshold pmin ∈ [0.5, 1], a cluster
Wi is labeled as pure if purity(Wi) > pmin; otherwise Wi is labeled as fuzzy.
4.1 Weight Vector Selection Methods
The informativeness of selected weight vectors crucially inﬂuences the quality of
the ﬁnal generated training sets TM and TN . Therefore, the selection methods
in Algorithm 1 need to be carefully chosen. Here we propose three methods for
the init select function and four methods for the main select functions.
Let Wi be a set of weight vectors over the predeﬁned set A of attributes. For
the initial selection (line 7 in Algorithm 1) using INIT SELECT we consider: (1)
Far: Farthest-ﬁrst weight vectors with random initialization [15], based on the
farthest ﬁrst clustering algorithm which selects the k weight vectors from Wi
that are farthest apart from each other. The idea of this approach is to start with
a selection of weight vectors with the highest possible variety. (2) 01: Weight
vectors that are closest to the two corners [1]|A| and [0]|A|. These are most
likely to represent matches and non-matches, respectively, as they correspond
to weight vectors closest to exact matching and totally diﬀerent record pairs [7].
(3) Corner: Weight vectors that are closest to all corners {[a1, . . . , a|A|]|ai ∈
{0, 1} for i = 1, . . . , |A|}, where there are 2|A| corners in total. This approach
combines the ideas of both Far and 01, selecting weight vectors with the highest
possible variety in terms of all the attributes in A.
Analogously, for follow-up selection of weight vectors from a cluster Wi dur-
ing the main iteration of Algorithm 1 (line 9) using MAIN SELECT we consider:
(1) Ran: A random selection of k weight vectors. We use this as a baseline in our
experiments to evaluate the eﬀectiveness of the other selection methods. (2) Far:
Farthest-ﬁrst weight vectors selection within a cluster, as done in the Far initial
selection method. This will give us weight vectors at the outer boundary of a
cluster. (3) Far-Med: Here we select the k−1 farthest apart weight vectors from
Wi, and additionally we add the medoid weight vector closest to the center of
the cluster. The idea is to not just manually classify pairs at the boundary of
a cluster, but also one weight vector in its center to get a better picture of the
distribution of matches and non-matches in the cluster.
In the following section we evaluate these diﬀerent methods in combination
with diﬀerent parameter settings on several real-world data sets.
5 Experimental Evaluation
We conducted experiments on four data sets: ACM-DBLP [17], CORA1, DBLP-
Google Scholar (DBLP-GS) [17], and the North Carolina Voter Registration
(NCVR) database2. The characteristics of these data sets are summarized in
Table 1. As can be seen, all data sets exhibit a high to very high class imbalance
1 Available from: http://secondstring.sourceforge.net
2 Available from: ftp://alt.ncsbe.gov/data/
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Table 1. Characteristics of data sets used in experiments
Data set Number of Number of unique Class Time for pair-wise
name(s) records weight vectors imbalance comparisons
NCVR 224,073 / 224,061 3,495,580 1 : 27 441.6 sec
CORA 1,295 286,141 1 : 16 47.0 sec
DBLP-GS 2,616 / 64,263 8,124,258 1 : 3273 963.1 sec
ACM-DBLP 2,616 / 2,294 687,910 1 : 1785 95.3 sec
between true matches and true non-matches. We used the Febrl open source
record linkage system for the pair-wise linkage step, together with a variety of
blocking/indexing and string comparison functions [8]. The output of this step
are sets of weight vectors of the compared record pairs, and their known true
labels (match or non-match).
The following parameter variations were used in our experiments: minimum
purity threshold pmin = [0.95, 0.9, 0.85, 0.8, 0.75], oracle accuracy acc(ζ) = [1.0,
0.95, 0.9, 0.85, 0.8, 0.75], total budget btot = [100, 200, 500, 1, 000, 2, 000, 5, 000,
10, 000], number of weight vectors selected k = [9, 19, 49, 69, 99], and the
diﬀerent initial selection (Far, 01 and Corner) and selection (Ran, Far and
Far-Med) methods discussed in the previous section. The classiﬁers used for
splitting weight vectors were decision trees (DTree) with entropy and information
gain [18]. Default values for the parameters were set to minimum purity pmin =
0.95, oracle accuracy acc(ζ) = 1.0, number of weight vectors selected k = 49 for
the CORA data set and k = 69 for the other data sets, total budget btot = 1, 000
for the CORA data set and btot = 5, 000 for the other data sets, minimum cluster
size cmin = 50, initial selection method 01 and selection method Far, as these
settings resulted in the best quality based on a set of pre-experiments.
We evaluated the eﬀectiveness of our approach using the F-measure [6],
and the eﬃciency using the time required for the classiﬁcation. The baseline
approaches we used to compare with our approach (which we refer as DTree-
AL) were: (1) fully supervised decision tree (DTree-S), (2) fully supervised
support vector machines with linear and polynomial kernels (SVM-S), (3) unsu-
pervised automatic k-nearest neighbor clustering (kNN-US) [7], (4) unsupervised
k-means clustering (kMeans-US), and (5) unsupervised farthest ﬁrst clustering
(Far-US) [8]. Our proposed active learning approach and the baseline approaches
are implemented in Python 2.7.3, and we ran all experiments on a server with
6-core 64-bit Intel Xeon 2.4 GHz CPUs, 128 GBytes of memory and running
Ubuntu 14.04. The programs and test data sets are available from the authors.
We ﬁrst evaluated how diﬀerent values for the six main parameters of our app-
roach (i.e., pmin, acc(ζ), btot, k, INIT SELECT methods, and MAIN SELECT
methods) aﬀect the quality of the classiﬁcation results. Fig. 3 (a) shows the
F-measure of our approach for diﬀerent minimum purity thresholds (pmin).
F-measure increases with an increasing pmin since a higher purity of cluster
requirement results in more accurately classiﬁed clusters. As expected the
F-measure also increases when the accuracy of the oracle (acc(ζ)) increases
(Fig. 3 (b)).
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Fig. 3. F-measure against (a) minimum purity threshold, (b) oracle accuracy, (c) bud-
get, (d) number of weight vectors selected, (e) diﬀerent initial selection methods and
(f) diﬀerent main selection methods averaged over the results of all classiﬁers
F-measure increases with larger budgets (btot) and larger number of weight
vectors selected (k) as can be seen from Fig. 3 (c) and (d), respectively. Larger
budgets allow more vectors to be manually labeled, and a larger number of weight
vectors selected from each cluster can represent the clusters more eﬀectively,
resulting in increased F-measure. However, as can be seen when k = 99, a smaller
number of clusters can be manually assessed with larger k, potentially leading
to lower F-measure. An interesting result is that a high F-measure (of ≥ 0.8) is
achieved on all data sets even with a small budget size of btot = 200.
Among the three initial selection methods, 01 comparatively performs well,
though all three methods achieve high F-measure on all four data sets except the
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Fig. 4. Comparison of (a) F-measure and (b) total required time (log scale) of our
active learning (AL) approach with diﬀerent baseline supervised (S) and unsupervised
(US) classiﬁers, averaged over the results of all variations of each classiﬁer
Far method on the ACM-DBLP data set, as shown in Fig. 3 (e). The selection
methods Far and Far-Med perform equally well on all four data sets, while Ran
does not consistently perform well, particularly over two relatively large data
sets DBLP-GS and NCVR, due to its random selection. (see Fig. 3 (f)).
Finally, we compared our approach with ﬁve baseline approaches as described
above. Fig. 4 (a) shows the F-measure (eﬀectiveness) of all six approaches and
Fig. 4 (b) shows their total time required for classiﬁcation (eﬃciency). The
results illustrate that our active learning approach achieves signiﬁcantly higher
F-measure results compared to unsupervised approaches, and comparable results
to fully supervised approaches, while requiring signiﬁcantly lower runtime than
all other approaches on all four data sets.
6 Conclusions and Future Work
We have developed an active learning approach for reducing the labeling costs in
ER while achieving high linkage quality results. Experiments conducted on four
real data sets validate the eﬃciency and eﬀectiveness of our approach compared
to both existing fully supervised and unsupervised ER classiﬁers.
As future work we plan to study the following two issues. First, how does
the ordering of clusters (line 5 in Algorithm 1) in the queue aﬀect the training
quality? Since only a limited labeling budget is available, the number of weight
vectors a human oracle can manually label is restricted. Once the labeling budget
is run out, the training selection process terminates. Thus, the cluster selected for
manual labeling at each iteration should be the one that can provide an optimal
improvement in the quality, coverage and representativeness of the training data
set. Second, how can our approach be improved if the accuracy of a human oracle
is known? Knowing this accuracy may signiﬁcantly aﬀect the purity calculation
of clusters. It is thus plausible to enhance the performance of our approach by
taking the accuracy of a human oracle into account.
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Abstract. Real-time entity resolution (ER) is the process of matching
query records in sub-second time with records in a database that rep-
resent the same real-world entity. Indexing is a major step in the ER
process, aimed at reducing the search space by bringing similar records
closer to each other using a blocking key criterion. Selecting these keys
is crucial for the eﬀectiveness and eﬃciency of the real-time ER pro-
cess. Traditional indexing techniques require domain knowledge for opti-
mal key selection. However, to make the ER process less dependent on
human domain knowledge, automatic selection of optimal blocking keys
is required. In this paper we propose an unsupervised learning technique
that automatically selects optimal blocking keys for building indexes that
can be used in real-time ER. We speciﬁcally learn multiple keys to be
used with multi-pass sorted neighbourhood, one of the most eﬃcient and
widely used indexing techniques for ER. We evaluate the proposed app-
roach using three real-world data sets, and compare it with an existing
automatic blocking key selection technique. The results show that our
approach learns optimal blocking/sorting keys that are suitable for real-
time ER. The learnt keys signiﬁcantly increase the eﬃciency of query
matching while maintaining the quality of matching results.
Keywords: Record linkage · Unsupervised learning · Automatic block-
ing · Key selection · Sorted neighbourhood indexing
1 Introduction
Massive amounts of data are being collected by most business and government
organisations. Given that many of these organisations rely on information in their
day-to-day operations, the quality of the collected data has a direct impact on
the quality of the produced outcomes [4]. Data validation and cleaning are often
employed to improve data quality [4]. One important practice in data cleaning is
entity resolution (ER),which is the task of identifying records that refer to the same
real-world entity.
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The ER process encompasses several steps [4]: data preprocessing, which
cleans and standardizes the data to be used; indexing or (blocking), which
reduces the search space; record comparison, which compares candidate records
in detail using a set of similarity matching functions [8]; classification, where
pairs or groups of candidate records are classiﬁed into matches (records that are
assumed to refer to the same entity) and non-matches (records that are assumed
to refer to diﬀerent entities); and ﬁnally, evaluation, where the ER process is
evaluated with regard to matching accuracy and completeness [4]. Since many
services in both the private and public sectors are moving online, organisations
increasingly require real-time ER (with sub-second response times) on query
records that need to be matched with existing entity databases [7,15].
Indexing is a vital step in the ER process especially for large databases as
it reduces the number of candidate records to be compared in detail to ﬁnd
matching records. This can be achieved by two main approaches. The ﬁrst is to
partition a database to be matched into several blocks according to a blocking key
criterion, where only records that are inserted into the same block are compared
with each other [9]. The second approach is to sort the records in a database
according to a sorting key criterion that brings similar records close to each
other, so that only records that are close to each other will be compared [11].
A good indexing technique should group similar records into one block or
close to each other in the index [5]. This depends mainly on the blocking/sorting
key used to partition/sort the records in a database. An optimal key needs to
ﬁnd all the true matching records, while keeping to a minimum the number of
true non-matching records. However, an optimal key for one domain will likely
not work for another domain [5].
Moreover, an optimal key for batch ER might not be suitable for real-time
ER, because for real-time ER we need to have small block sizes to achieve fast
query matching. Selecting an optimal key needs expert knowledge of the nature
of the data and the requirements of the domain. To the best of our knowledge,
no existing learning technique for indexing considers real-time ER. Therefore,
there is a need for novel techniques that learn optimal keys for diﬀerent real-time
ER domains without the need for manual intervention.
Contribution: In this paper, we propose a general learning technique that auto-
matically selects optimal keys for building indexes to be used in real-time ER in
order to ﬁnd matches in a database eﬀectively and eﬃciently. Our approach can
be used with diﬀerent indexing techniques. We demonstrate how this automatic
key selection can be used with an existing sorted neighbourhood-based real-time
indexing technique [19]. We learn more than one key to be used with multi-pass
sorting or blocking techniques. We evaluate the proposed technique on three
real-world databases and compare it with an existing technique [12].
2 Related Work
The earliest proposed indexing approach is standard blocking [9], which inserts
records into blocks according to a blocking key criterion. This criterion is usually
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based on one or more attribute values. Only records within the same block are
compared with each other. This approach has the disadvantage of assigning
records into the wrong block in case of errors in the attributes used as blocking
keys (i.e. dirty data). To prevent this from occurring, iterative blocking [24] can
be applied where multiple blocking keys are used and each record can be inserted
into more than one block.
The sorted neighbourhood method (SNM) [11] arranges all records in the
database(s) to be matched into a sorted array using a sorting key. Then a ﬁxed-
size widow is used to scan over the sorted records comparing only records within
the window at any step. The main drawback of this method is its sensitivity to
errors and variations at the beginning of the attribute values that are used as
sorting keys, which can signiﬁcantly aﬀect the quality of the matching results [5].
This drawback is handled by performing a multi-pass approach [11] where dif-
ferent sorting keys are used in each pass to improve the matching quality of the
approach. Various other indexing techniques that are based on either one of the
above main approaches have been proposed [1,13,15,17,20,21]. However, for all
of these techniques blocking or sorting keys need to be deﬁned manually by an
expert who has domain and application knowledge.
Various automatic techniques were proposed that allow learning optimal
blocking/sorting keys based on supervised learning which requires the use of
gold standard data for training. Bilenko et al. [2] proposed an approach that
deals with the learning process as an approximation problem that is based on
the red-blue set cover problem. Michelson et al. [18] proposed a related approach
for learning which attributes are more suitable as blocking keys, and which sim-
ilarity measures should be used for comparing these attributes.
Another supervised approach was recently proposed by Vogel and Naumann
[23]. The authors use unigrams of attribute values (i.e. a combination of single
characters from diﬀerent attributes) as blocking keys. Both accuracy and eﬃ-
ciency of the generated blocks are used to learn the set of optimal blocking keys.
They also improved their approach by taking the length of attribute values into
consideration when generating the unigrams to be used as keys. All of the above
automatic approaches require labeled training data. However, such labeled data
is not always available and is usually expensive to generate.
To overcome this problem, several un-supervised automatic blocking key
selection techniques have been developed [3,10,12,16]. Ma et al. [16] has pro-
posed an approach that is based on type semantics, where the authors con-
sider the type of entities when learning the blocking keys for data from the
web. Another unsupervised learning approach was proposed by Kejriwal and
Miranker [12] where the authors automatically generate a weakly labeled data
set. This labeled data is then used as a training set to learn the optimal blocking
keys using the Fisher discrimination criterion [12]. Giang [10] on the other hand
proposed a technique that learns the blocking keys in context of the classiﬁer
function that is used in the classiﬁcation step of the ER process. The classiﬁer is
used to generate labeled data. The authors then use the Probably Approximately
Correct (PAC) approach to learn the blocking keys.
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All mentioned unsupervised approaches focus mainly on the quality of the
generated blocks and do not consider the block sizes when selecting blocking
keys. However, a blocking key that can be used with real-time ER must also
ensure that the sizes of the generated blocks are small enough to be able to
resolve queries in real-time. In this paper, we propose an automatic blocking key
selection technique that considers the coverage of a key, the maximum size of the
generated blocks, as well as the distribution of the size of the generated blocks.
Our aim is to learn blocking keys that are suitable for real-time ER.
3 Preliminaries and Overview
We use the following notation to present our approach.We assume a database R =
{r1, r2, ..., r|R|}, where each ri ∈ R contains several attributes A=(a1, a2, ..., a|A|).
We denote the attribute value aj in ri with ri.aj , where 1 ≤ i ≤ |R| and 1 ≤ j ≤
|A|.
A blocking key (BK), denoted as kj,l = 〈aj , fl〉, is a pair consisting of an
attribute aj ∈ A and a blocking function fl ∈ F , with F being the set of candi-
date blocking functions. Examples of such functions include exact value (isExact),
same ﬁrst character (sameFirst1), or same last three characters (sameLast3). The
blocking function fl is applied on attribute aj , and the resulting value for a record
ri is called a blocking key value (BKV) and denoted as kj,l(ri) = fl(ri, aj). We
denote the set of all candidate BKs with K. We assume the functions in F
are manually selected by domain and ER experts, but for future work we aim
to investigate techniques to automatically identify suitable blocking functions
based on the content of a database. Our optimal key selection approach will
identify the best BKs for real-time ER based on three criteria, as described in
Sect. 4.
A block b ∈ Bj,l is a set of records Rb where all ri ∈ Rb have the same BKV:
Rb = {ri ∈ R : kj,l(ri) = fl(ri, aj)}. Bj,l is the set of all blocks generated by a
BK kj,l on all records in R.
Current approaches for learning blocking/sorting keys [3,10,12,16] do not
learn keys that are suitable for real-time ER. In real-time ER, the selected BK(s)
should generate block sizes within a controllable range to make sure that the
number of detailed comparisons needed to match a query record (denoted as q)
is within an allocated time. Also, keys that generate blocks of similar sizes are
more suitable for real-time ER than keys that generate blocks of diﬀerent sizes,
as the time required to resolve diﬀerent query records will be the same [6].
In our work, we aim to learn a list of optimal blocking/sorting keys, O ⊂ K,
to be used with multi-pass indexing techniques [19] to perform ER and deliver
high quality matching results in real-time. Following [12], our approach does not
require existing training data sets to learn these optimal keys.
The overall framework of the proposed approach contains the following steps,
as illustrated in Fig. 1. In step (1) we generate positive and negative training data
sets (RP and RN ) to be used in the learning process [12], as detailed below. In
step (2) the set of candidate blocking keys K is generated. The proposed learning
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Fig. 1. Framework of the proposed approach
algorithm, described in Sect. 4, is employed in step (3) using the generated
training data sets RP and RN to select a set of optimal blocking keys O ⊂ K.
The selected optimal keys O are used in step (4) to index (block) all records from
the database R. Any real-time indexing technique can be used for this step [19].
Finally, in step (5), the built index is used for matching query records q with
records within the index in real-time.
3.1 Generating Training Data Sets
As in most practical applications of ER no training data sets (gold standard
data) are available, such data can be generated using classiﬁcation functions as
in [10,12]. In this step we use Kejriwal’s [12] approach to generate weakly labeled
training data sets using a TF-IDF weighting scheme to calculate the similarity
between record pairs (rx, ry) ∈ R as follows.
A lower and upper thresholds 0 < l < u < 1 are used to generate the
training data sets. Record pairs (rx, ry) that have a TF-IDF similarity value
sim(rx, ry) below l are labeled as negative matches, and all pairs that have a
TF-IDF value above u are labeled as positive matches. We generate a positive
training set RP ⊂ R where the similarity between record pairs is greater than
or equal to the upper threshold u: RP = {rx, ry ∈ R : sim(rx, ry) ≥ u}; and a
negative training set RN ⊂ R where the similarity between record pairs is less
than or equal to the lower threshold l: RN = {rx, ry ∈ R : sim(rx, ry) ≤ l} with
RP ∩ RN = ∅.
Both RP and RN are then used to generate a set of blocking key vectors, VP
and VN respectively, by applying all keys kj,l ∈ K on the record pairs in RP and
RN [12]. Each record pair is converted into a vector of Boolean values (i.e 0 or 1
bits), with one value for each candidate key kj,l ∈ K. If a record pair (rx, ry) in
RP or RN for a certain candidate key kj,l results in having the same key value,
i.e. kj,l(rx) = kj,l(ry), then the corresponding element in the pair’s vector is set
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to 1 and the pair is said to be covered by this key. Otherwise, the corresponding
vector element is set to 0, and the pair is said to be uncovered by that key.
The generated set of key vectors VP and VN are then used in our key selec-
tion algorithm to learn the optimal keys, as described in the following section.
Alternatively, if a truth training set is available, step (1) of our framework is not
required. The rest of the steps of our framework are described in more detail in
the following sections.
4 Optimal Key Selection
The indexing step of real-time ER should bring similar records close to each
other while maintaining small block sizes to be able to match query records in
real-time. The BKs used in the indexing step have an impact on the quality and
eﬃciency of query matching. To make sure that the keys we select are suitable
for real-time ER we use three criteria:
– Key coverage: The coverage C of a key kj,l that is applied on record pairs
(rx, ry) in database R is deﬁned as the number of record pairs that evaluate
to the same key value: Ckj,l = |{rx, ry ∈ R : kj,l(rx) = kj,l(ry)}|. A key
with a high coverage value leads to grouping a high number of true positive
matches into the blocks generated using that key while having a minimal
number of negative matches in the blocks. We use the blocking key vectors
VP and VN (described in Sect. 3.1) to measure the coverage of a BK by
calculating its Fisher score [12] as follows:
Ck =
|VP |(μp,k − μk)2 + |VN |(μn,k − μk)2
|VP |σ2p,k + |VN |σ2n,k
(1)
where μp,k and μn,k are the mean of all bits generated from evaluating the key
k ∈ K on all pairs in VP and VN respectively, σ2p,k and σ2n,k are the variance of
corresponding bits of k in VP and VN respectively, and μk is the mean of the
corresponding bits of key k in VP ∪VN . Note that a key will have a high Fisher
score if it has high coverage in VP and low coverage in VN . The aim of using
thismeasure is to select keys that produce high quality blocks (withmostly true
matches, and only few negativematches groupedwithin the generated blocks).
– Block Size: The size of a block b is the number of records that are inserted
into that block and it is denoted as Sb = |Rb|. In this criterion we use two
measures: the maximum block size denoted as Sb(max) = max{Sb : b ∈ B},
and the average block size denoted as Sb(ave) = ave{Sb : b ∈ B}. The aim of
using the size criterion is to control the number of candidate records that are
required to be compared with a query record within a desired time range.
– Distribution of blocks: For the set of blocks B generated from applying
a key k on all records in database R, the distribution of k is measured by
calculating the variance Vk of the sizes of all blocks in B (which reﬂects how
far the generated block sizes are spread) using:
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Vk =
∑|B|
b=1(Sb − μS)2
|B| (2)
where Sb is the size of a block b ∈ B and μS is the mean of all block sizes
in B. A variance value that is equal to 0 means that all generated blocks
have exactly the same size. For real-time ER it is better to generate blocks
of similar sizes where the time required to match a query record is similar
for diﬀerent query records. Therefore, a BK is more suitable for real-time
ER if its variance of the sizes of the generated blocks is close to 0.
Generating Candidate Keys: The candidate key list is the list of all keys
which we select our optimal keys from. The candidate BKs can diﬀer based
on the domain, the used indexing technique, and the databases to be matched.
Because we are evaluating our key selection algorithm using a sorted neighbour-
hood indexing technique (as will be discussed in Sect. 5), we generate a list of
candidate BKs K that capture the beginning of attribute values (i.e. isExact,
sameFirst1, sameFirst2, sameFirst3, sameFirst4, sameFirst5, and concatenatedIs-
Exact). To generate a set of K blocking keys we apply all blocking functions in
F on all ri.aj ∈ R. The generated set of blocking keys K is given to the proposed
learning algorithm along with VP and VN to select optimal keys as follows.
Learning Optimal Keys: Our learning algorithm (see Algorithm 1) automat-
ically selects the list of optimal keys O based on the three criteria discussed
earlier (key coverage, generated block sizes, and distribution of block sizes) to
ensure that the selected keys can be used with real-time ER to provide matching
results eﬃciently. We start the algorithm by initialising the valid key list (Kv)
to be empty. This list is then ﬁlled with keys that cover less than nm pairs in
VN , where nm is the maximum allowed number of covered vectors from negative
key vectors (lines 1-4). Then, for each key in the valid key list Kv, if the key has
a maximum block size Sbmax that is greater than the maximum allowed block
size sm, it is removed from Kv (lines 5-8). In lines 9-13, for all keys k left in Kv,
we calculate an overall score SCk to determine which keys should be added to
the optimal key list O based on the following equation:
SCk = α · (1 − Ck) + β · Sb(ave)k + (1 − α − β) · Vk (3)
where Ck is the coverage of k (as calculated in Equation 1), Sb(ave)k and Vk are
the average block size and the variance between the block sizes, respectively.
We assume that the blocks are generated by applying the blocking key k on all
records in R. The aim is to select a set of blocking keys that have high coverage,
low average block size, and low variance between block sizes (note that keys with
large maximum block size Sb(max) were removed earlier from Kv in line 8). The
parameters α and β are used to control the weights of the three criteria based
on the domain and application area. Each weight parameter is a value between
0 and 1 where the total of all weights is equal to 1. Regardless of the weight
parameters used, the lower the overall score for a key is, the more this key is
suited for real-time ER.
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Algorithm 1. LearnOptimalBK(VP , VN , K, nm, sm, L)
Input:
- Positive key vectors: VP
- Negative key vectors: VN
- Candidate blocking keys: K
- Maximum allowed covered vectors from negative key vectors: nm
- Maximum allowed block size: sm
- Number of blocking keys to be selected: L
Output:
- List of optimal blocking keys: O
0: while l ≤ L do
1: Kv := [ ], O := [ ], scores := [ ] // Initialise valid keys, optimal keys,
// and scores to be empty
2: for k ∈ K do
3: if k covers pairs in VN that are < nm then
4: Kv .add(k) // Add k to the valid key list Kv
5: for k ∈ Kv do
6: Sb(max) := GetMaxBlockSize(k) // Get the maximum block size for k
7: if Sb(max) > sm then // Remove keys with large block size
8: Kv .remove(k)
9: for k ∈ Kv do
10: Vk := GetV ariance(k) // Get the variance for k
11: Sb(ave) := GetAveBlockSize(k) // Get the average block size for k
12: SCk := CalcScore(VP , VN , Sb(ave) , Vk) // Calculate overall score for k
13: scores.add(SCk) // Add this key’s score to the list of scores
14: Sort scores ascending
15: o := scores[0] // This optimal key has the lowest score value
16: O.add(o) // Add this optimal key to optimal key list
17: Vc := getCoveredPairs(k, VP ) // Get pairs from VP that are covered by k
18: VP .remove(Vc) // Remove all pairs covered by k from VP
19: K.remove(o) // Remove the selected optimal key from K
20: l := l + 1
21: Return O // Return the optimal key list
After calculating the overall score SCk for all keys in Kv, these scores are
sorted in an ascending order, since a lower overall score is better (line 14). The
ﬁrst key in the overall score list is then added to the optimal key list O (lines
15-16). In lines 17 − 18, all positive vectors that are covered by the selected
optimal key are removed from VP , and the optimal key is also removed from K
in line 19. This process continues until the required number of optimal keys L
is reached or until there are no positive vectors left in VP . The selected optimal
keys O are evaluated by performing the ER process on database R using the
keys selected in the indexing step as described next.
5 Experimental Evaluation
In our experiments, we use three data sets (see Table 1). The OZ data set contains
personal information that is generated by randomly selecting records from anAus-
tralian telephone directory (a clean data set). Duplicates are added to this data set
by randomlymodifying attribute values basedon typing, scanningandOCRerrors,
or phonetic variations [22]. Both the Cora1 andDBLP/ACM [14] data sets contain
bibliographic information and are commonly used in ER research.
1 Available from: http://secondstring.sourceforge.net
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Table 1. Data sets used in our experiments
Data set Type Number of records Number of entities
OZ Real-world (modiﬁed) 34,588 30,292
Cora Real-world 1,295 112
DBLP2/ACM Real-world 2,616/2,294 2,686
We use the blocking key selection approach proposed in [12] as a baseline.
The authors in [12] propose a Fisher Disjunctive algorithm (FDJ) that uses
the Fisher discrimination criterion to select optimal blocking keys. Unlike our
approach (that considers key coverage, block sizes, and blocks distribution),
this approach only considers key coverage when selecting optimal blocking keys.
We compare our approach with the baseline approach using recall (the fraction
of relevant instances that are retrieved) to measure the quality of the compared
approaches, and query time (the time required to resolve a single query record) to
measure eﬃciency. In addition, we generate various statistics about the number
of candidate records required by both approaches to resolve a query record.
For generating the training data sets (described in Sect. 3.1) we used a lower
threshold l = 0.1 and an upper threshold u = 0.7 to weakly label record pairs into
positive and negative pairs. The generated training data sets are then used in
our learning algorithm as described in Sect. 4. To learn the optimal blocking keys
we used nmax = 100 for the maximum allowed number of covered vectors from
VN , we used a maximum block size of sm = 100, and for the weight parameters
we used α = 0.2 and β = 0.4. Weights and thresholds used are selected based
on an experimental investigation of using diﬀerent values. We aim to investigate
learning these values to produce blocks with high quality and small size in our
future work.
To conduct the evaluation we use the keys selected by our approach and the
keys selected by the FDJ approach to build indexes that can be used to resolve
query records in real-time. A real-time forest-based dynamic sorted neighbour-
hood index (F-DySNI) is used for this purpose [19]. The index consists of multiple
tree data structures where each tree is built using a diﬀerent sorting key. The
F-DySNI has two phases: a build phase where index trees are built using records
from an existing entity database, and a query phase where the built index can be
queried by retrieving candidate records for a query record from all index trees,
and the index is updated by inserting the query record.
When a query record arrives it is inserted into all trees in the index. Then, in
each tree, a window of size w is used to generate a set of candidate records from
the tree node that contains the query record and the neighbouring tree nodes that
fall within the window w. The query is then compared (using an approximating
string similarity function [4]) with the generated candidate records. Candidate
records with similarities above a speciﬁc threshold are considered to be matches.
We use 50% of the records in each data set to build the indexes, and the remain-
ing records are used as query records. For generating the candidate records we
use a window of size w = 2 (the same window size used in [19]).
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Fig. 2. Time and recall measures for the diﬀerent data sets generated using the keys
selected by our approach and the Fisher Disjunctive (FDJ) approach proposed in [12].
D/A in the left plot refers to DBLP/ACM and P refers to the proposed approach.
6 Results and Discussions
The aim of the experiments is to investigate if the optimal keys selected by
our learning approach are suitable for real-time ER. Results in Fig. 2 illustrate
the query time required to resolve a single query in milliseconds (ms) and recall
values for the three data sets. The results show that the blocking keys selected by
our approach improve the eﬃciency of query matching signiﬁcantly. The selected
keys using the proposed approach achieved an average query time of 2, 8, and
9 ms for the OZ, Cora, and DBLP-ACM respectively, while the selected keys
using the baseline achieved an average query time of 206, 175, and 938 ms for
OZ, Cora and DBKP-ACM respectively. This signiﬁcant improvement in query
time is achieved while maintaining recall for the OZ and DBLP-ACM but with
a 5% decrease in recall value for Cora. Note that in our experiments the weight
(α = 0.2) that we use for the quality (i.e. key coverage) is half of the weight
(β = 0.4, γ = 0.4) that we use for the block size and the distribution.
The results in Table 2 show various statistical measures for the number of
candidate records generated using the proposed and the FDJ approaches using
the F-DySNI with a window of size w = 2. It is clear from the table that the
proposed approach has decreased the number of candidate records greatly which
is the reason behind the signiﬁcant decrease in query times.
Fig. 3 illustrates the distribution of the block sizes generated using the keys
selected by the proposed and the FDJ approaches on the OZ data set (the other
two data sets were too small to clearly show how the blocks are distributed).
The results show that the keys selected by our approach lead to having block
sizes that do not exceed the maximum allowed block size. It also shows that
the generated blocks using our approach have similar sizes. In contrast, the keys
selected by the FDJ approach lead to blocks of various sizes. These results are
also supported by Table 2 where the standard deviation values (which measure
the amount of variation from the average) of the number of candidate records
required using our selected keys are small (compared to the values of the baseline)
for the three data sets. This means that the block sizes tend to be close to
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Table 2. Statistics for the number of candidate records generated using F-DySNI with
three trees and a window w = 2. The keys selected by our learning approach and by
the FDJ approach are used to build the trees in the index.
OZ Cora DBLP-ACM
Proposed FDJ Proposed FDJ Proposed FDJ
Average 10 2,041 28 274 30 2,643
Median 10 1,936 26 268 17 2,853
St.deviation 2 800 11 107 30 1,170
Minimum 6 162 10 54 10 13
Maximum 18 6,134 70 583 235 4,389
Fig. 3. Frequency distribution of the sizes of the blocks generated using the blocking
keys selected by the proposed approach and the FDJ approach on the OZ data set
the average block size. We can conclude that the blocking keys selected by our
proposed approach are suitable for use with real-time ER.
7 Conclusion and Future Work
We proposed an unsupervised blocking key selection algorithm that automati-
cally selects optimal blocking keys for building indexes that can be used with
real-time ER. We speciﬁcally learnt multiple keys to be used with multi-pass
sorted neighbourhood indexing. We evaluated our approach using three real-
world data sets and compared it with an existing automatic blocking key selec-
tion technique. The results show that our approach can learn keys that are
suitable for real-time ER. The keys selected by our approach reduced query
times signiﬁcantly while maintaining matching quality. For future work we aim
to investigate how we can automatically identify candidate blocking functions
based on the content of the database. We also aim to investigate learning the
weights that are used in our key selection algorithm to produce blocks with high
quality and small size. Additionally, we plan to compare our proposed approach
with other existing blocking key selection approaches.
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Abstract. Probabilistic Topic Models could be used to extract
low-dimension aspects from document collections. However, such models
without any human knowledge often produce aspects that are not inter-
pretable. In recent years, a number of knowledge-based models have been
proposed, which allow the user to input prior knowledge of the domain to
produce more coherent and meaningful topics. In this paper, we incorpo-
rate human knowledge in the form of probabilistic knowledge base into
topic models. By combining latent Dirichlet allocation, a widely used
topic model with Probase, a large-scale probabilistic knowledge base, we
improve the semantic coherence signiﬁcantly. Our evaluation results will
demonstrate the eﬀectiveness of our method.
Keywords: Topic model · Knowledge base · Probase
1 Introduction
The explosion of online text content, such as news, blogs, Twitter messages and
product reviews has given rise to the challenge to understand the very dynamic
sea of text. To address the challenge, we need to extract the concepts from the
sea of text, for the reason that “Concepts are the glue that holds our mental
world together” [19] and “Without concepts, there would be no mental world in
the ﬁrst place” [6].
Most text mining tasks, especially aspects extraction tasks, use statistical
topic models such as PLSA and Latent Dirichlet Allocation (LDA) [5,17]. How-
ever, these unsupervised models without any human knowledge often result in
topics that are not interpretable, in other words, could not generate semantically
coherent concepts [8,18].
In this paper, we propose a new probabilistic method, called Probase-LDA,
which combines topic model and a probabilistic knowledge base, in particular
LDA model and Probase. The proposed method explicitly models text content
with large-scale knowledge, could extract more coherent topics with interpretable
expression. The main contribution of this work is proposing a simple but eﬀective
method for combining a probabilistic topic model and a large-scale probabilistic
knowledge base to improve the coherence of topic models.
c© Springer International Publishing Switzerland 2015
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We begin this paper by reviewing some related works, including studies which
devote to improving the interpretability of topic models mainly by incorporating
domain knowledge into topic models, studies which focus on acquiring knowledge
for machines, and studies which measure the coherence of topic models. In the
remainder of the paper, we ﬁrst describe our framework, then do experiments
on real world data sets and analyze experimental results. Evaluations show the
eﬀectiveness of our method. Finally, we conclude our work.
2 Related Work
To overcome the shortcoming of semantic coherence in topic model, especially in
LDA, some previous studies incorporate domain knowledge into the LDA model.
Andrzejewski and Zhu proposed topic-in-set knowledge [1] which restricts topic
assignment of terms to a subset of topics. They improved the topic-in-set knowl-
edge in [3] by incorporating general knowledge speciﬁed by ﬁrst-order logic. Simi-
larly, in [9], Concept model was proposed by using ontologies like Open Directory
Project (ODP) or The Cambridge International Dictionary of English (CIDE).
The DF-LDA (Dirichlet Forest LDA) model in [2] can incorporate knowledge
in the form of must-links and cannot links input by human beings. A must-link
states that two words should belong to the same topic, while a cannot-link means
two words should not be in the same topic.
Recently, Chen et al. [14] presented LDA with Multi-Domain Knowledge
(MDK-LDA) which is capable of using prior knowledge from multiple domains.
In [13], a more advanced topic model, called MC-LDA (LDA with must-link
set and cannot-link set), was proposed as an extension of MDK-LDA. MC-
LDA is a model that uses must-link and cannot-link knowledge like DF-LDA,
it assumes that all knowledge is correct. GK-LDA (General Knowledge based
LDA) is another model that uses the ratio of word probabilities under each
topic to reduce the eﬀect of wrong knowledge [12].
More recently, AKL (Automated Knowledge LDA) and LTM (Lifelong Topic
model) were proposed [10,11], which learn knowledge automatically from multi-
ple domains to improve topics in each domain.
Although these knowledge-based topic models use knowledge in many ways,
they either suﬀer from the lack of suﬃcient knowledge, or use knowledge in a black
or white form, but knowledge often associates with probability [24]. Inspired by
this, we incorporate large-scale probabilistic knowledge into LDA model.
There are two major eﬀorts on acquiring knowledge for machines. One is
constructing fact-oriented knowledge bases, the other is building term-based
knowledge bases. The fact-oriented knowledge bases focus on collecting black
or white facts as more as possible from experts, communities, or collaboratively
built semi-structured content like Wikipedia. YAGO [22] and Freebase [7] are
two typical fact-oriented knowledge bases. The term-based knowledge bases focus
on extracting concepts, instances, and their relations from web pages by using
natural language processing and information extraction techniques. The most
typical work is KnowItAll [16], TextRunner [4] and Probase [25], which proposes
some kind of scores to serve taxonomy inference.
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To measure the coherence of topic models, Mimno et al. [18] presented an
automatic coherence measure of topic models using word co-occurrence in the
training corpus, which automates the human judging method in [8]. At the same
time, they put forward an unsupervised method which improves the coherence
score by considering the word co-occurrence in the corpus. Newman et al. [20]
showed that an automated evaluation metric based on word co-occurrence statis-
tics gathered from Wikipedia could predict human evaluations of topic quality.
Chuang et al. [15] measured the correspondence between a set of latent topics
and a set of reference concepts when applying topic models for domain-speciﬁc
tasks, which provides another way to assess the coherence.
3 The Proposed Probase-LDA Model
3.1 Probase: A Large Scale IsA Taxonomy
Probase1 is a probabilistic knowledge base consisting of more than 2.7 million
concepts automatically extracted using syntactic patterns (such as the Hearst
patterns) from 1.68 billion Web pages [25]. For example, from the sentence “...
presidents such as Obama ...”, it extracts a piece of evidence for the claim that
“Obama” is an instance of the concept president. A unique advantage of Probase
is that the concept-instance relationships are probabilistic such that for each
concept c and each instance e, Probase speciﬁes the probability of each instance
belonging to that concept, P (e|c). It also speciﬁes the probabilities of the reverse
direction, P (c|e). This probabilistic nature of Probase allows us to compute and
combine the probabilities of concepts and entities in given text.
3.2 Exploiting Probase Knowledge
In Probase, one of the most basic scores is the typicality score. This score widely
exists in human minds, given a concept “country”, more people may think of
“USA” or “China” instead of “Nepal”; given an item “apple”, people will treat
concept “fruit” or “company” more important than “music track”. It looks like
human beings assign a typicality score for each instance in a concept or each
concept an entity belongs to, and ranked them automatically when they think
of the concept or the entity. Typicality score is very useful for machines. It can
make machines do reasoning like human beings.
Formally, typicality score can be driven from co-occurrences of concept and
instance pairs as follows:
P (e|c) = n(c, e)∑
ei∈c n(c, ei)
(1)
P (c|e) = n(c, e)∑
e∈ci n(ci, e)
(2)
1 availiable at http://probase.msra.cn/dataset.aspx
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where n(c, e) is the co-occurrence of concept c and instance e in Hearst pat-
terns’ sentences from the whole Web documents.
Based on typicality score,Wang et al. [24] deﬁne the representativeness score as:
Rep(e, c) = P (c|e)P (e|c) (3)
Their experimental results show that the representativeness score performs
best for entities conceptualization.
In this work, we leverage the scores of Probase as prior knowledge to improve
topic modeling. First, we map each sentence in the training corpus to its top
concepts by using a Naive Bayes approach as [21]:
P (ck|E) = P (E|ck)P (ck)
P (E)
∝ P (ck)
M∏
i=1
P (ei|ck) (4)
where E = {ei, i ∈ 1, . . . ,M} is the set of observed instances in a sentence,
P (ck) ∝
∑
ei∈ck n(ck, ei) is the observed frequency of ck. Laplace smoothing is
used to ﬁlter out noise and introduce concept diversities when calculating the
likelihood P (ei|ck) in Equation (1).
After mapping, we remove stop concepts and vague concepts (vagueness >
0.7) deﬁned in Probase, and get a set of concepts of the corpus. The number of
concepts is usually larger than the number of topic K, therefore, we employ a
k-Medoids clustering algorithm to cluster these concepts (we tried k-Means and
k-Medoids, and found k-Medoids performs slightly better).
The basic idea is that if two concepts share many entities, they are similar to
each other. We use the entity distribution to represent each concept and calculate
the semantic distance between two concepts c1 and c2 as
dsem(c1, c2) = 1 − cosine(Δc1 ,Δc2) (5)
whereΔci represents the vector of entity distribution of concept ci as deﬁned as
Δc =
〈
(e1, s1), . . . , (e|c|, s|c|)
〉
(6)
In each (e, s) of Δc, e is the entity and s is Rep(e, c) of e and c in Probase.
In this work, we treat a concept cluster as a topic in LDA, so we set the
number of clusters to be K when performing k-Medoids clustering.
3.3 Asymmetric Dirichlet Priors
After concept clustering, we use a simple method to generate asymmetric Dirich-
let priors. In LDA, the asymmetric Dirichlet prior αdk can be interpreted as a
prior observation count for the number of times a topic k is sampled in a docu-
ment d before having observed any actual words from that document. Similarly,
βkw is a prior observation count on the number of times a vocabulary word
w is sampled from a topic k before any actual observations. Based on these
assumptions, we compute asymmetric Dirichlet priors as following sub-sections.
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Topic-Word Priors. For each word w (entity) in vocabulary under each topic
(concept cluster) t, the corresponding βtw in asymmetric topic-word prior matrix
is deﬁned as
βtw =
∑
ci∈Cw∩t
Rep(w, ci) (7)
where Cw is the set of top concepts w belongs to, ci is a concept in Cw, ci ∈ t
means concept ci is in concept cluster t.
Then for each topic t, βt = (βmw1 , . . . , βmwV ), where β is the symmetric
Dirichlet prior, mwi is the normalized value under topic t given by
mwi =
βtwi − min
max − min (8)
In Equation (8) max and min represent the maximum and minimum values
of {βtw|w = 1, . . . , V }, respectively.
Document-Topic Priors. The asymmetric Dirichlet prior vector for each docu-
ment d is computed as follows:
αd = tfidfwd1β·wd1 + . . . + tfidfwdnβ·wdn (9)
where wdi is the i-th word in document d, tfidfwdi is the TFIDF value of
wdi, β·wdi is the corresponding column of wdi in topic-word prior matrix.
We also normalize the document-topic vector as αd = (αm1, . . . , αmK),
where mt = αdt−minmax−min , α is the symmetric Dirichlet prior, max and min repre-
sent the maximum and minimum values of {αdt|t = 1, . . . ,K}, respectively.
3.4 Inference
Finally, we simply use asymmetric Dirichlet priors to infer the posterior proba-
bility of the topic assignment at each position: P (zdn = k|w, z−dn,α,β) ∝
(ndk + αdk) × nkwdn + βkwdn∑V
w=1(nkw + βkw)
(10)
where wdn is the n-th word in document d, zdn is the topic assignment of
wdn, nkwdn is the number of times wdn is assigned to topic k, and ndk is the
number of times topic k is assigned to a word in d.
Although the equation above looks exactly the same as that of LDA, the
important distinction is we encode probabilistic knowledge into Dirichlet priors.
4 Experiments
This section evaluates the proposed Probase-LDA model and compares it with
four state-of-the-art baseline models:
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1. LDA [5]: The classic unsupervised topic model.
2. DF-LDA [2]: A topic model that can use the user-provided knowledge.
3. GK-LDA [12]: A knowledge-based topic model that uses the ratio of word
probabilities under each topic to reduce the eﬀect of wrong knowledge.
4. LTM [10]: A lifelong learning topic model that learns the must-link type of
knowledge automatically. It outperforms AKL [11].
4.1 Dataset and Settings
Dataset. We use a large dataset from [10]2. This dataset contains 50 review col-
lections from 50 product domains crawled from Amazon.com. Each domain has
1,000 reviews. The dataset has been pre-processed by the authors, each review
has been divided into sentences, and each sentence is treated as a document.
Settings. For comparison, we use the same parameter settings as [10]. All models
are trained using 2,000 iterations with an initial burn-in of 200 iterations, the
sampling lag is 20. The symmetric priors of all models are set as α = 1, β = 0.1,
the number of topics K = 15 (when comparing priors for LDA, we change the
number of topics and symmetric priors). The other parameters for baselines
were set as suggested in their original papers. When running LTM, we use test
setting 1 in the original paper (mining prior knowledge from topics of all domains
including the test domain). Since DF-LDA and GK-LDA cannot mine any prior
knowledge, we feed them the knowledge produced by LTM at each iteration. For
Probase-LDA, we use the top three concepts of each sentence to form concept
set when performing Bayesian inference.
4.2 Topic Coherence
We evaluate topics generated by each model based on Topic Coherence [18].
Traditionally, topic models have been evaluated using perplexity. However, per-
plexity on the heldout test set does not reﬂect the semantic coherence of topics
and may be contrary to human judgments [8]. Instead, the metric Topic Coher-
ence has been shown in [18] to correlate well with human judgments. As our goal
is to discover meaningful or coherent topics, Topic Coherence is more suitable
for our evaluation. A higher Topic Coherence value indicates a higher quality of
topics.
Table 1 shows the average Topic Coherence of each model using knowledge
learned at diﬀerent learning iterations. Each value is the average over all 50
domains. Note that the results of Probase-LDA are produced by 7 independent
runs, and are basically the same. Since LDA cannot use any prior knowledge, its
results remain the same. From Table 1, we can see that Probase-LDA performs
the best and has the highest Topic Coherence values in general, which shows
that Probase-LDA ﬁnds higher quality topics than the baselines. Both LTM
2 The dataset and the GK-LDA and LTM code are available at http://www.cs.uic.
edu/∼zchen/
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Table 1. Average Topic Coherence values of each model at diﬀerent learning iterations
Model
Iteration
0 1 2 3 4 5 6
Probase-LDA -1245.55 -1245.95 -1244.48 -1246.96 -1243.67 -1248.01 -1247.65
LTM -1465.32 -1442.19 -1428.71 -1421.38 -1417.24 -1418.58 -1418.91
GK-LDA -1465.32 -1455.61 -1456.85 -1458.52 -1459.24 -1458.87 -1460.90
LDA -1465.32 -1465.32 -1465.32 -1465.32 -1465.32 -1465.32 -1465.32
DF-LDA -1465.32 -1487.36 -1492.27 -1493.66 -1492.46 -1490.50 -1491.26
and GK-LDA perform better than LDA but worse than Probase-LDA, showing
their ability of dealing with wrong knowledge to some extent. DF-LDA does not
perform well. Without an automated way to deal with each piece of (correct or
incorrect) knowledge speciﬁcally for each individual domain, its performance is
actually worse than LDA.
In summary, we can say that the proposed Probase-LDA model can generate
better quality topics than all baseline models. Improvements of Probase-LDA
are all signiﬁcant (p < 10−6) based on 2-tailed paired t-test.
4.3 Human Evaluation
As our objective is to discover more coherent topics, here we evaluate the topics
based on human judgment. Following [10], we recruited two human judges who
are ﬂuent in English and familiar with Amazon products and reviews to label the
generated topics. Since we have a lot of domains (50), we selected 10 domains
for labeling. The selection was based on the knowledge of the products of the
two human judges. Without enough knowledge, the labeling will not be reliable.
We labeled the topics generated by Probase-LDA, LTM and LDA, the topics
generated by LTM are at learning iteration 5. For labeling, we followed the
instructions in [18].
Topic Labeling. We ﬁrst asked the judges to label each topic as coherent or inco-
herent. Each topic was presented as a list of 10 most probable words. In general,
a topic was labeled as coherent if it had more than half (5) of its words coher-
ently related to each other representing a semantic concept together; otherwise
incoherent.
Word Labeling. The topics labeled as coherent by both judges were used for word
labeling. Each topical word was labeled as correct if it was coherently related
to the concept represented by the topic (identiﬁed in the topic labeling step);
otherwise incorrect.
The Cohens Kappa agreement scores for topic labeling and word labeling are
0.879 and 0.827 respectively.
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Fig. 1. Number of coherent topics discovered by each model. The bars from left to
right in each group are for Probase-LDA, LTM and LDA
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Fig. 2. Topical words Precision@5 and Precision@10 of coherent topics of each model
Since topics are rankings of words based on their probabilities, without know-
ing the exact number of correct topical words, a natural way to evaluate these
rankings is to use Precision@n (or p@n) which was also used in [10,11].
Figure 1 shows that Probase-LDA discovers more coherent topics than LTM
and LDA. On average, Probase-LDA discovers 0.6 more coherent topics than
LTM and 3.3 more coherent topics than LDA over the 10 domains.
Figure 2 gives the average Precision@5 (p@5) and Precision@10 (p@10) of
topical words of only coherent topics (incoherent topics are not considered) for each
model in each domain. It is clear that Probase-LDA achieves the highest p@5 and
p@10 values for all 10 domains. LTM is also better than LDA in general, but clearly
worse than Probase-LDA. This is consistent with the Topic Coherence results in
Table 1. On average, for p@5 and p@10, Probase-LDA improves LTM by 5.8% and
9.1%, andLDAby19.7%and 21.8% respectively. Signiﬁcance testing using 2-tailed
paired t-tests shows that the improvements of Probase-LDA are signiﬁcant over
LTM (p < 0.00003) and LDA (p < 0.00001) on p@5 and p@10.
4.4 Example Topics
This section shows some example topics produced by Probase-LDA, LTM, and
LDA in several domains to give an intuitive feeling of improvements made by
Probase-LDA. Each topic is shown with its top 10 terms. Errors are italicized and
marked in red. From Table 2 (“Monitor (Color)” means topic Color in domain
“Monitor”), we can see that Probase-LDA discovers many more correct and
meaningful topical terms at the top than the baselines. Note that for Probase-
LDA’s topics that were not discovered by the baseline models, we tried to ﬁnd
the best possible matches from the topics of the baseline models. From the
table, we can clearly see that Probase-LDA discovers more coherent topics than
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Table 2. Example Topics of Probase-LDA (Pro-LDA for short), LTM and LDA
Monitor (Color) Watch (Material) Wireless Router (Access)
Pro-LDA LTM LDA Pro-LDA LTM LDA Pro-LDA LTM LDA
black screen screen plastic band band address network network
white white side glass strap plastic password home setting
screen black black steel comfortable pin ip device guest
race touch line stainless metal link ssid computer password
blue color white strap leather steel ﬁrewall connection security
green side top gold link stainless network guest feature
kind line space leather pin metal encryption ssid home
gray bezel bottom metal steel bracelet device separate key
sensitive dark inch black clasp case access internet ssid
contrast glare vertical rubber stainless clasp wep ability default
LTM and LDA. Apart from Table 2, many topics are signiﬁcantly improved by
Probase-LDA, including some commonly shared aspects such as Brand and User
experience. In summary, we can say that Probase-LDA produces better results.
4.5 Comparing Priors for LDA
We follow [23] to investigate the eﬀects of the diﬀerent priors. We compared the
four combinations of symmetric and asymmetric Dirichlets: symmetric priors
over both θ and φ (LDA), a symmetric prior over θ and an asymmetric prior
over φ (denoted SA), an asymmetric prior over θ and a symmetric prior over φ
(denoted AS), and asymmetric priors over both θ and φ (Probase-LDA).
The four models (LDA, SA, AS, Probase-LDA), GK-LDA and LTM are
performed with diﬀerent number of topics. Each model was run with T ∈
{10, 15, 20, 25, 30} for 2000 Gibbs sampling iterations with an initial burn-in
of 200 iterations, others are all the same as in experimental settings.
Figure 3 shows the average Topic Coherence of each model given diﬀerent
number of topics. Each value is the average over all 50 domains. Results of LTM
and GK-LDA are at learning iteration 3 (have stabilized). From Figure 3, we
note the following:
1. AS achieves higher Topic Coherence scores than SA and LDA, this is consis-
tent with the discovery in [23], which shows the advantages of asymmetric
Dirichlet prior over the document-topic distributions.
2. SA is worse than all others at K = 15 and 20, but with the increase of the
number of topics K, SA outperforms LDA, and GK-LDA and LTM. This
shows that when the number of concept clusters increases from 10 to 30, the
eﬀectiveness of concept clustering becomes better.
3. Given diﬀerent number of topics, Probase-LDA consistently achieves higher
Topic Coherence scores than the baseline models. Among them, LTM per-
forms best with the highest Topic Coherence score, but not as good as
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Fig. 3. Average Topic Coherence score of each model across diﬀerent number of topics
Table 3. Average Topic Coherence of Probase-LDA and LDA using diﬀerent symmetric
priors

α
β
0.1 0.2 0.3 0.5 1 10 100
0.1 Probase-LDA -1272.49 -1268.62 -1274.85 -1274.72 -1281.01 -1278.54 -1283.49
LDA -1498.32 -1495.05 -1496.70 -1499.72 -1542.37 -1663.63 -1649.34
0.5 Probase-LDA -1251.59 -1253.14 -1250.49 -1253.12 -1253.14 -1260.39 -1262.83
LDA -1462.35 -1471.19 -1487.48 -1523.56 -1588.65 -1649.89 -1649.39
1 Probase-LDA -1245.55 -1238.28 -1237.19 -1239.24 -1242.34 -1246.07 -1245.10
LDA -1465.32 -1493.53 -1528.42 -1575.33 -1629.84 -1649.57 -1649.50
2 Probase-LDA -1226.87 -1221.86 -1225.08 -1225.19 -1225.09 -1235.76 -1197.16
LDA -1514.22 -1565.65 -1599.71 -1631.18 -1647.11 -1649.57 -1649.49
3 Probase-LDA -1217.05 -1215.08 -1214.73 -1215.71 -1222.83 -1224.09 -1219.10
LDA -1565.91 -1608.97 -1628.32 -1645.99 -1648.41 -1649.18 -1649.53
4 Probase-LDA -1214.74 -1213.94 -1211.70 -1210.24 -1216.35 -1219.74 -1213.87
LDA -1603.49 -1630.41 -1641.34 -1646.69 -1648.75 -1649.63 -1649.15
5 Probase-LDA -1213.01 -1206.37 -1206.88 -1212.33 -1211.44 -1215.75 -1202.88
LDA -1627.80 -1641.52 -1645.90 -1648.86 -1649.35 -1649.38 -1649.67
10 Probase-LDA -1200.68 -1201.93 -1201.69 -1204.87 -1205.35 -1206.69 -1195.46
LDA -1662.10 -1649.22 -1646.36 -1648.13 -1648.20 -1649.03 -1649.29
100 Probase-LDA -1193.75 -1194.39 -1196.62 -1192.75 -1191.34 -1180.86 -1177.34
LDA -1665.58 -1650.44 -1648.82 -1649.50 -1649.48 -1649.26 -1649.16
1000 Probase-LDA -1186.97 -1184.87 -1179.07 -1178.59 -1172.82 -1171.17 -1171.85
LDA -1664.73 -1649.06 -1648.76 -1649.42 -1649.06 -1649.34 -1649.25
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Probase-LDA, improvements of Probase-LDA over LTM and others are all
signiﬁcant (p < 10−5) based on 2-tailed paired t-test.
4. GK-LDA performs better than LDA at K = 15 and 20, but worse than LDA
at other points, which shows that when K increases, the proportion of wrong
knowledge produced by LTM also increases, and LTM has a more eﬀective
way to deal with incorrect knowledge.
We also compare Probase-LDA to LDA when varying the concentration
parameter on the priors. We ﬁxed other parameters as in Settings part and
change the symmetric priors. Table 3 shows the average Topic Coherence scores
over all 50 domains, we can see that Probase-LDA consistently outperforms LDA
with diﬀerent symmetric priors.
5 Conclusion
This paper has presented Probase-LDA, which combines topic model and a prob-
abilistic knowledge base, in particular LDA model and Probase. The proposed
method explicitly models text content with large-scale knowledge, could extract
more coherent topics with interpretable expression. Experimental results on real
world datasets show the eﬀectiveness of the proposed method.
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Learning Focused Hierarchical Topic Models
with Semi-Supervision in Microblogs
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Abstract. Topic modeling approaches, such as Latent Dirichlet Alloca-
tion (LDA) and Hierarchical LDA (hLDA) have been used extensively
to discover topics in various corpora. Unfortunately, these approaches do
not perform well when applied to collections of social media posts. Fur-
ther, these approaches do not allow users to focus topic discovery around
subjectively interesting concepts. We propose the new Semi-Supervised
Microblog-hLDA (SS-Micro-hLDA) model to discover topic hierarchies
in short, noisy microblog documents in a way that allows users to focus
topic discovery around interesting areas. We test SS-Micro-hLDA using
a large, public collection of Twitter messages and Reddit social blogging
site and show that our model outperforms hLDA, Constrained-hLDA,
Recursive-rCRP and TSSB in terms of Pointwise Mutual Information
(PMI) Score. Further, we test our model in terms of information entropy
of held-out data and show that the new approach produces highly focused
topic hierarchies.
1 Introduction
Modern applications of text mining often deal with large collections of documents
that cover diverse sets of topics. Various topic modeling techniques have been
developed in recent decades to discover these topics automatically and present
visualizations that capture the spectrum of themes in a corpus. In a real-world
setting, however, analysts are often interested in grasping the nature of the
discourse around a particular concept or entity rather than understanding the
corpus as a whole.
Such a task may be diﬃcult to perform when dealing with social media texts.
Social microblog systems are populated with millions of noisy, content-poor
documents discuss large variety of subjects and concepts. The short, unedited
nature of social media texts complicates applications of common topic model-
ing approaches [1] [2] [3][4][5][6] and makes extraction of interesting patterns
especially diﬃcult.
In this paper, we propose the new Semi-Supervised Microblog-hLDA (SS-
Micro-hLDA) model that learns topics (deﬁned as probability distributions over
words) from microblog data in a way that allows for sets of interesting keywords
(referred to as supervisory word sets from here on) to inﬂuence the topic learning
process. To make the job of interpreting the learned topics easier, we require our
c© Springer International Publishing Switzerland 2015
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approach to organize topics as hierarchies. This is motivated by well-known
works in cognitive research that suggest that hierarchies may be instrumental in
enhancing human sense making [7,8].
We test the new approach using the standard Tweets2011 data set made pub-
lic by the TREC project and show that our model produces more interpretable
and coherent topic models when measured in terms of PMI-Score against TSSB,
Recursive-CRP, Constrained-hLDA and hLDA. Further, we test our approach
and related approaches using information entropy and show that our model
learns topic hierarchies that are more subject-focused than those produced by
TSSB, Recursive-CRP, Constrained-hLDA and hLDA.
The paper is organized as follows. Section 2 discusses the current state of
research in the area of topic modeling in general and microblog topic modeling
in particular. Section 3 oﬀers an analysis of topic modeling challenges in social
stream data and describes the new Semi-Supervised Microblog-hLDA model
designed to overcome these challenges. In Section 4, we discuss data sets and
experiments that were used to evaluate how well our new topic modeling app-
roach performed as compared with other approaches. Section 5 concludes the
paper and outlines future work.
2 Related Works
Discovering hidden relationships between words may be accomplished using a
number of diﬀerent techniques. Matrix factorization approaches such as Latent
Semantic Indexing (LSI) [9] and Non-Negative Matrix Factorization (NMF) [10]
have been used to infer latent relationships between terms. While matrix fac-
torization may be employed for topic discovery, approaches based on Latent
Dirichlet Allocation (LDA) [11] have become very popular in recent years. This
popularity has often been attributed to the ﬂexibility and modularity of LDA,
which easily lends itself to extensions and generalizations that accommodate
many types of relationships in data [12].
LDA is a generative probabilistic model that makes the “Bag-of-Words”
assumption and represents documents as probability distributions over K topics.
These topics are, in turn, viewed as probability distributions over W words.
While LDA has enjoyed much popularity serving as basis for numerous exten-
sions and generalizations, one of its major limitations is that users must select
the number of topics K before the approach can be used. This requirement makes
the approach quite rigid, as it cannot accommodate inﬂux of new data [13]. To
make topic modeling more ﬂexible, LDA machinery was modiﬁed in [13] to use
the Chinese Restaurant Process (CRP) [14]. CRP relaxes the ﬁxed K constraint
of LDA by assuming an inﬁnite number of topics and postulating that words are
generated from topics chosen according to the following distribution:
p(existing topic i|previous words) = mi
λ + m − 1
p(new topic|previous words) = λ
λ + m − 1
(1)
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where mi is the number of words assigned to topic i, λ is a parameter and m is the
total number of words seen so far. The formulation in Equation 1 removes the need
to knowK apriori as it assigns a non-zero probability to choosing a new topic. This
allows the number of discovered topics to grow as new data arrives.
To improve interpretabilityofdiscoveredtopics, theworkbyBlei etal.onHierar-
chical LDA (hLDA)[13] attempted to learn organized topic hierarchies. The hLDA
generative probabilistic model assumes that words in a document are generated
from an inﬁnitely branched tree of height L according to a document-speciﬁc mix-
ture model. In hLDA, each node of the tree is associated with a single topic.
To learn topic and tree structure from data, sampling is often used by ﬁrst
choosing an L-level path cd for each document d according to Equation 2.
p(cd|w, c−d,z) ∝ p(wd|c,w−d,z)p(cd|c−d) (2)
where w−d and c−d are words and paths of documents other than d; w and c are
respectively words and paths of all documents; z is the topic assignments. Once the
path is found, topic assignments for words are approximated by sampling [1].
Including partial supervision in topic modeling has been an active area of
research in recent years. Approaches such as the one proposed in [15] and
extended in [16] work by deﬁning sets of possible topic assignments for each
word type (referred to as topic-in-sets) and modifying the Gibbs sampler to
constrain possible topic choices for words according to these topic-in-sets. These
approaches are ﬂexible in that they allow certain “seed words” to help focus
topic discovery for words and documents from underrepresented or noisy top-
ics. Unfortunately, specifying topic-in-sets early in the topic discovery process is
only meaningful if the number of topics is known ahead of time. This limits the
usefulness of these approaches as they cannot be applied in a non-parametric
settings, such as the nested CRP or the Hierarchical LDA.
Semi-Supervised hLDA (SSHLDA) proposed in [17] introduces partial super-
vision into the Hierarchical LDA learning process by restricting the initial struc-
ture of the topic tree to known hierarchies of labels and then allowing the nested
CRP process to discover new branches in the tree with stochastic sampling, as
in hLDA.
Constrained-hLDAisparticularlyrelevanttothisworkbecause,as inthispaper,
it focuses on hierarchical topic modeling in microblogs. Speciﬁcally, Constrained-
hLDAexperimentedwithChinesemicroblogs and showed signiﬁcant improvement
in terms of held-out log-likelihood. As noted by the authors, much of the improve-
mentswere realized by an additional heuristic aimed speciﬁcally atmicroblog data,
which restricted word-level assignments during sampling. Their relied on the doc-
ument frequency function, which returned the number of documents containing a
word in a corpus, as well as upper and lower inclusion boundary thresholds and
part-of-speech indicators.
The novel model discussed in the next section improves upon topic-in-set-
based approaches, such as the one proposed in [15], by allowing for partial super-
vision and guidance to be applied to hierarchical topic learning in a way that
is non-parametric with respect to the number of topics. The new model further
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improves on recently proposed hierarchical semi-supervised approaches in that
it incorporates supervision in a way that does not require an existing label hier-
archy (as in SSHLDA) nor does it necessitate the initial supervisory hierarchy
to be learned by other means (such as FP-Tree in Constrained-hLDA).
3 Semi-Supervised Microblog-hLDA Model
We motivate our model by imagining that topics are not atomic constructs,
but are rather comprised of levels of topic speciﬁcity. That is, we consider that
microblog posts pertain to a single conceptual theme (such as the presidential
election or the World Cup), and that each theme contains a number of stages or
levels of speciﬁcity. For example, when discussing the World Cup, one microblog
message may express excitement about the fact of the World Cup’s existence,
while another post may speak about an outcome of a particular match or the role
of a speciﬁc player. In both cases, messages may be set to belong to a “World
Cup” theme, but the former message is surely more general than the latter one.
The above intuition may be captured by making a simple modiﬁcation to
hLDA to sample levels according to a uniform distribution, rather than a multi-
nomial one.
3.1 Generative Process for Semi-Supervision
We, then, take our approach a step further and attempt to discover a way to allow
semi-supervised focus to be introduced into topic modeling. That is, we imagine a
user interested in a particular subject area supplies a topic modeling algorithm
with few keywords or phrases about the subject. The user, then, expects the
algorithm to highlight her keywords and phrases by restricting them to a single
position in the resulting topic tree. Further, the user may expect the approach to
discover topics around the given subject area (siblings, parents, etc.) providing
the user with further insights into her area of interest.
The novel approach, which we term Semi-Supervised Microblog hLDA, is out-
lined in Figure 1. It assumes that for each social media collection, there exists a
parallel corpus of short phrases, which has a bearing on how microblog posts are
generation. We treat the parallel corpus as a collection of word phrases and refer
to these phrases as supervisory word-sets. We, then, imagine that these supervi-
sory word sets are themselves generated with a random generative process.
Figure 1 depicts the resulting algorithm. There, Wsup = {w1, ...,wS} is a
collection of supervisory word-sets, such that ws ∈ Wsup = {w|w ∈ V }, and S =
|Wsup| is the number of supervisory word-sets. The process starts by generating
S supervisory word-sets in step 3. In step 3(c)c, supervisory words are aggregated
into the set Wsup, which is used in later steps to ensure that supervisory words
may only be generated on paths associated with supervisory word sets. In step
3d, leaf nodes of paths chosen for each of the supervision word sets are aggregated
into a set Lsup. The resulting collection of S paths is used in later steps to ensure
that words in supervisory sets may only emerge from paths associated with those
supervisory sets.
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1. Let Lsup = ∅ be a collection of paths
2. Let Wsup = ∅ be a collection of words
3. For supervisory word-set ws ∈ Wsup
a. Let c1 be the root
b. For each level l ∈ {2, . . . , L}:
a) Draw a child node form cl−1 using Equation 1. Set cl to be that node
c. For each word nsup ∈ {1, . . . , |ws|}:
a) Draw z ∈ {1, . . . , L} from Uniform(L)
b) Draw w from the topic associated with cz
c) Set Wsup = Wsup ∪ {w}
d. Set Lsup = Lsup ∪ {cl}
4. For each document
a. Draw x ∈ {1, ..., L} from Mult(σ)
b. Draw s ∈ {1, ..., |Lsup|} from Mult(ω)
c. Select sth node cs from Lsup
d. Let c1 be the root
e. For each level l ∈ {2, . . . , x}:
a) Select the lth node cl from the path to node cs
f. For each level l ∈ {x + 1, . . . , L}:
a) Draw a child node form cl−1 using Equation 1. Set cl to be that node
g. For each word n ∈ {1, . . . , N}:
a) Draw z ∈ {1, . . . , L} from Uniform(L)
b) Let βcz be the word-topic proportions vector associated with node cz
c) If(z < x):
1. Construct set V ′ = (V \Wsup) ∪ ws
d) If(z >= x):
1. Construct set V ′ = V \Wsup
e) Construct a |V | × |V | diagonal matrix Ms such that for each i = j, Msij =
cell(i, V ′) (see Equation 3)
f) Let β′cz = M
s × (βcz )
g) Draw w ∈ V from Mult(β′cz )
Fig. 1. Semi-Supervised Microblog-hLDA generative process
Having generated the supervisory sets, the process begins to produce docu-
ment content in step 4. First, the process draws a number x ∈ {1, ..., L} from a
multinomial distribution parameterized by an L-sized vector σ (step 4a). Then,
an index s into the set Lsup is drawn from a distribution parameterized by an
|Lsup|-dimensional vector w. Then, the process chooses a path for each document
by deterministically selecting the ﬁrst x nodes from the sth path in Lsup (step
4e) and then allowing the CRP to randomly choose nodes from (s + 1)th level
to the leaf level L (step 4f). It is important to note that the realization x = 1 in
step 4a amounts to no supervision, since all paths share the root node.
The resulting path is used to generate words in the document. For each word,
theprocess draws z ∈ {1, . . . , L} fromauniformdistribution.Once the level assign-
ment is known, set V ′ is constructed in step 4(g)c and initially contains all words
in vocabulary V except for all supervisory terms of set Wsup. If the chosen node
assignment is on the path associated with some supervisory word-set, the supervi-
sorywords of that set are added to V ′. Then, the |V |-dimensional word proportions
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vector associated with the chosen topic multiplies a diagonal matrix, which con-
tains zeros in elements of the diagonal that correspond to indices ofwords not found
in vector V ′. The multiplication in step 4(g)f has the eﬀect of allowing supervisory
words to be generated only from a single hierarchy path. The resulting unnormal-
ized parameter vector is used to randomly select words in a way identical to hLDA.
cell(i, V ) =
{
1 if wi ∈ V
0 otherwise
(3)
3.2 Inference
Posterior inference tries to visualize hidden process structures by repeatedly
adjusting its mental vision of them to better ﬁt the actual observations. In our
application, observations consist of two collections – 1) a corpus of microblog
messages and, 2) a number of user-speciﬁed supervisory word sets. Given these
observations, we are interested in learning the shape of the hidden topic hierarchy
and the word proportions for the nodes in the hierarchy.
With that, the posterior inference for our model is conducted as follows.
First, a random tree scaﬀolding is constructed by many hierarchical random
walks. Then, for each microblog message, an L-level path through the scaﬀolding
is selected. This is followed by a path node selection and subsequent counters
updated for both path and the node. These counters are used in later stages to
approximate hierarchy makeup and parameters.
The L-level path is selected according to Equation 2. Once the path is cho-
sen, the algorithm knows that all words in the message were generated by the
particular path, but still needs to determine which member of the path was
responsible for which words. This is a challenge as our model postulates a uni-
form distribution over levels for each document, which means that the posterior
inference algorithm cannot learn level assignments from data, as in hLDA. To
have a reasonable chance of intelligently approximating the hidden structure,
the inference procedure may consider the following argument.
The uniform distribution postulate of our approach implies that each docu-
ment draws equally many words from each of the levels, but gives no guidance as
to how to determine which level of the hierarchy generated which of the words.
If the hidden word distributions at each level were known, the inference algo-
rithm could simply choose a node with the highest probability of a given word.
However, since these distributions are unknown, the inference procedure may
consider the following dichotomy regarding word proportions in nodes of the
hidden tree – 1) all distributions are of the same (or similar) shape and, 2) all
distributions are not of the same (or similar) shape.
The notion that all the distributions are the same or similar contradicts
with everyday common sense – obviously, language texts, such as social media
posts, discuss a variety of subjects. Therefore, we must conclude that words are
distributed unequally among paths and, consequently, path nodes. With that,
words that are favored by ‘popular’ nodes (nodes that appear on many paths)
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must appear more frequently than words from unpopular nodes. Again arguing
from the observations, because empirical laws (e.g.: the Zipf’s Law [18]) suggest
that words are distributed according to the inverse power-law, there must be
few ‘popular’ nodes and many ‘unpopular’ ones. Then, in graph-theoretic terms,
since, by deﬁnition, there are fewer higher-level nodes than lower-level ones, the
higher-level nodes (those closer to the root) must be the ‘popular’ ones and the
lower-level (towards leafs) nodes must be relatively ‘unpopular’.
With that, the level assignment task is straight forward. Given a word, the
algorithm may simply consult a frequency table and determine its corpus-level
rank. Then, if the word ranks ﬁrst, the word must be associated with the root
node, whereas if its ranked last, it gets assigned to the leaf node of the given
document path.
Naturally, the above raises the question of what to do if the rank is some-
where between ﬁrst and last. We tackle this challenge by partitioning the corpus
frequency table into L buckets (one for each hierarchy level) in such a way as
to place few highly ranked words into the top-level bucket and many very infre-
quent terms into leave level one. This intuition is quantiﬁed by assigning words
to levels during sampling according to the following equation:
Levelw = log L√N+1(rank(w)) + 1 (4)
where N is the number of distinct words and rank(w) is the rank of word w in
the corpus frequency table. The equation captures our intuition by exponentially
increasing bucket sizes towards the leaf level.
For an illustrative example, when considering a 3-level hierarchy (L = 3)
and a 1000 term vocabulary (|V | = 1000), Equation 4 will associate the 10 most
frequent terms with the root level, next 90 with the intermediate level, and 900
least frequent ones with the leaf nodes. Then, for the same hierarchy, if the word
“the” were the most frequent word in a corpus containing 1000 unique terms,
its rank would necessarily be 1 and Level“the” = log 3√1001(1)+1 = 1, which is
the root level. If, however, the word “unique” were the only word to appear just
once in the corpus, it would be ranked 1000 and its level would be computed as
Level“unique” = log 3√1001(1000) + 1 = 3, which is the leaf.
During inference, we approximate each word’s position with the value of
Levelw for each observed word w by deterministically selecting level assignments
with the help of Equation 4.
3.3 Inference with Semi-Supervision
We outline the supervised inference procedure by recalling that, in addition to a
document corpus, observations in the SS-Micro-hLDA also contain collections of
supervisory words. Since SS-Micro-hLDA uses the same generative approach for
both the supervisory and the document corpora, same sampling procedure may
apply. The restriction that supervisory words may originate from only a single
path (step 4(g)f in Figure 1) implies that documents containing supervisory
words must have been generated from paths that share a preﬁx with paths to
leafs associated with supervisory word sets.
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To introduce supervision into the sampling process, we start by randomly
and without replacement selecting a node from a set of hierarchy leafs for each
supervisory set ws ∈ Wsup. This results in a collection of tuples Ssup = {<
w1, c1 >, ..., < wS , cS >} such that each ci is a leaf node and |Ssup| = |Wsup|.
Then, for each ith tuple Si ∈ Ssup, words in its word set wi are assigned to nodes
on the path to ci according to word ranks as speciﬁed by Equation 4.
Then, for each observed document, topic hierarchy path is selected by ﬁrst
checking whether any words in the document are found in any supervisory set
and constraining the path selection to go through the corresponding node. Once,
the path is known, word assignments are sampled according to Equation 4.
4 Evaluation
The proposed model was tested with two datasets – the Tweets2011 Twitter
Collection made available through the TREC project [19] and a collection of
user comments on a popular Reddit news and social networking site, which
we manually collected by monitoring the site’s programmatic API end-points.
The Twitter data set consisted of 16 million Twitter messages sampled in early
months of 2011. The Reddit collection was comprised of 51, 563 user comments
to articles posted in Reddit subsections (known as subreddits) labeled /gaming,
/politics and /sports.
It is common knowledge that many social media messages are tagged with
special topical annotations known as hashtags. While users often misplace or
misspell hashtags or abuse the hashtag notation (i.e.: some messages may contain
more hashtags than actual text), with no standard corpus available, our approach
was tested on collections of carefully select tagged messages.
To construct a test corpus, we parsed the English language messages in
the Tweets2011 collection and assembled corpus-level hashtag counts. We then
selected those hashtags that appeared in at least 1000 messages in the cor-
pus. The resulting 34 hashtags were used to construct the corpus by retaining
only those messages that contained the frequent tags. The data set was further
restricted to those Twitter messages that contained only a single hashtag. This
was done to control noise with the intuition that messages with just a single
hashtag are more likely to be focused on a particular subject.
4.1 PMI-Score Evaluation
To compare performance of our approach to others, we expressed our interest in
the Egyptian revolution and the major American Football sporting event by con-
structing two supervisory sets – {‘protests’, ‘egypt’} and {‘super’, ‘bowl’,‘packers’,
‘steelers’}. We then trained topic models using semi-supervised and unsupervised
variants of our approach1 as well as the Constrained-hLDA and hLDA (to serve
1 Unsupervised variant of SS-Micro-hLDA is achieved trivially by providing an empty
collection of supervisory word sets.
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as a baseline) and compared resulting models in terms of the PMI-Score [20]. The
PMI-Score measure was chosen in favor of other metrics, such as such as perplex-
ity or log-likelihood, as this measure has been reported by numerous researchers
([21],[20],[22]) to correlate well with human interpretation of topic models.
PMI-Score is motivate by the observation that human evaluation of topic
models is often conducted by considering the top n representative words for
each topic. The PMI-Score aims to provide quantitative approximation of human
evaluation by considering the Pointwise Mutual Information for the top n words
as quantiﬁed by Equation 5.
PMI − Score(w) = median{PMI(wi, wj), ij ∈ {1, ..., n}} (5)
where w is the topic, wi and wj are ith and jth ranked words in topic w, n is the
number of ‘top words’ selected (for example, n=10 top words), PMI(wi, wj) =
p(wi,wj)
p(wi)p(wj)
.[20]
Evaluation results using ten-fold cross-validation are outlined in Figure 2.
The ﬁgure reports PMI-Scores for hierarchies of diﬀerent heights and shows
that SS-Micro-hLDA outperforms other approaches for deeper hierarchies. All
models appeared to perform similarly in terms of the PMI-Score for shallower
hierarchies (number of levels less than 5). This is expected as shallow hierarchies
do not allow for deep specialization in topic structures.
(a) Twitter2011 (b) Reddit
Fig. 2. Average PMI-Score evaluation results
4.2 Information Entropy Evaluation
While the PMI-Score evaluation presented above tested topic models in terms of
their interpretability, the metric did not measure how well sections of hierarchies
focused on particular topical areas. That is, in hierarchical topic learning, it is
expected that siblings are somehow conceptually related to one another. For
example, topics on “dogs” and “cats” may be expected to appear under the
general topic on “mammals”, while “apples” and “oranges” should occur under
the general topic heading on “fruits”. If a hierarchical topic modeling approach
were to place the “dogs” topic under the “fruits” heading, a human analyst
would likely ﬁnd such a placement in error even if the top words of the topic
were coherent and interpretable.
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Toevaluatehowclosely themodel places relateddocuments,we estimatedprob-
abilities of each node as proportional to the number of times a node appeared on
any document’s path.We then computed Shannon’s information entropy [23] given
as H(C) = −∑d p(cd|testdata)log(p(cd|testdata)) where C = {c1, ..., cNtest} is a
random variable taking on values of all possible paths. The information entropy
quantity may be interpreted by considering that, in a focused hierarchy, test docu-
ments on the same topicwould likelybe concentrated inaparticular areaof thehier-
archy, their placement being more predictable and implying lower entropy. On the
other hand, classiﬁcation using an unfocused hierarchical model would place doc-
uments more evenly across the entire hierarchy, resulting in higher entropy. There-
fore, we would expect the information entropy of a focused hierarchy to be lower
than that of an unfocused one.
Results of the information entropy evaluation are presented in Figure 3.
We only present results for the Twitter #egypt and Reddit #sports test samples
because of space considerations. In Figure 3, information entropy for the test
data using SS-Micro-HLDA model is lower than that of other models for deeper
hierarchies, suggesting a more focused topic tree. This is particularly encourag-
ing as deeper hierarchies provide a way for analysts to focus on a particular area
among a potentially large number of topics.
(a) Twitter – #egypt (b) Reddit – /sports
Fig. 3. Entropy results forTwitter#egypt and#superbowl andReddit /sports and/pol-
itics data
5 Conclusions and Future Work
In this paper, we developed an algorithm to infer hierarchical topic models
around speciﬁc concepts that may be of interest to analysts. We evaluated our
new algorithm using a large, publicly available collection of microblog messages
and showed that the proposed method outperformed other approaches in terms
of the PMI-Score. As PMI-Score has been shown to relate favorably to topic
interpretability by humans, this evaluation suggests that our new approach pro-
duces highly meaningful topic models.
While we were able to show that our new approach preforms better than
existing state-of-the-art topic modeling on a static data set, our approach is not
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designed for continuous operation on stream data. In our future work, we will
focus on developing an approach to handle streaming social media messages with
the goal of tracking and monitoring social discourse over time.
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Abstract. Literature-based discovery aims to discover hidden connec-
tions between previously disconnected research areas. Heterogeneous bib-
liographic information network (HBIN) provides a latent, semi-structured,
bibliographic information model to signal the potential connections
between scientiﬁc papers. This paper introduces a novel literature-based
discovery method that builds meta path features from HBIN network to
predict co-citation links between previously disconnected literatures. We
evaluated the performance of our method in predicting future co-citation
links between ﬁsh oil and Raynaud’s syndrome papers. Our experimental
results showed that HBIN meta path features could predict future co-
citation links between these papers with high accuracy (0.851 F-Measure;
0.845 precision; 0.857 recall), outperforming the existing document sim-
ilarity algorithms such as LDA, TF-IDF, and Bibliographic Coupling.
Keywords: Literature-based discovery · Co-citation link prediction ·
Heterogeneous information network · Features · Classiﬁcation
1 Introduction
Literature-based discovery (LBD) is one of the grand challenges in data mining
[1]. Its goal is to discover interesting, novel connections between previously dis-
connected research areas [2,3]. Associations between literatures often take the
form of co-citation links between them [4]. Figure 1 shows the evolution of paper
clusters1 before and after the publication of Swanson’s seminal hypothesis on
previously unknown relationships between dietary ﬁsh oil and Raynaud’s syn-
drome [5]. It can be observed that new co-citation links emerged between ﬁsh
oil (FO) and Raynaud’s syndrome (RS) papers following the announcement of
Swanson’s discovery in 1986. Consequently, the LBD problem can be formulated
1 Sci2Tool (https://sci2.cns.iu.edu/user/index.php)
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Fig. 1. Left: FO cluster (top) and RS cluster (bottom) were disjoint prior to 1986.
Right: New co-citation links emerged between FO and RS clusters after 1986.
as predicting future co-citation links between papers from previously discon-
nected literature clusters, and the challenge for data mining is to ﬁnd which
features can be used to reliably predict the future formation of these links.
Most of early LBD algorithms used lexical statistics to postulate hidden asso-
ciations between disjoint literatures based on the number of co-occurring terms
between them [6,7]. Unfortunately, a major limitation of these methods is that
merely relying on lexical analysis tends to produce high recall but low precision
results [8]. Many false associations were generated because term co-occurrence can
only send a weak signal about meaningful associations between diﬀerent papers
[3]. The more sophisticated LBD methods incorporate knowledge-based resources
[9,10] and natural language processing (NLP) techniques [11,12] to increase the
LBD accuracy. For example, Hristovski et al. [11] extracted logical assertions from
text as subject-predicate-object triplets and assembled them to make inferences
about hidden relationships between papers. Unfortunately, it has been argued that
most logical associations in text may not exist in such a simple linguistic template
[2], and such approaches are likely to suﬀer from low recall.
In this paper, we propose a new LBD method that aims to predict future co-
citation links between papers in disconnected research areas by exploiting latent,
semi-structured data found in heterogeneous bibliographic information network
(HBIN) [13]. We ﬁrst constructed a HBIN network from which we built a number
of meta path features. We evaluated the performance of these meta path features
using ﬁve machine learning algorithms for predicting three types of co-citation
links: inter-cluster link, within-cluster link, and no link. The evaluation involved
reproducing Swanson’s classic dietary ﬁsh oil and Raynaud’s syndrome (DFO-
RS) hypothesis [5]. We found that meta path features outperformed several
well-known document similarity features.
Our contributions are as follows. In contrast to previous LBD methods, our
method combines lexical and citation information. HBIN meta paths allow lexical
associations (e.g. common terms between papers) to propagate through the cita-
tion structures between papers (e.g. via common authors or shared references).
We argue that this approach has increased both the precision and recall of our
LBD method. Results show that we could accurately predict future co-citation
links between ﬁsh oil and Raynaud’s syndrome papers with 0.851 F-Measure.
More importantly, the performance of our method is achieved without relying
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on knowledge-based resources nor sophisticated NLP techniques. To the best of
our knowledge, this is the ﬁrst work that uses HBIN to solve LBD problems.
This paper is organized as follows. Section 2 highlights some related work
followed by detailed descriptions of HBIN in Section 3. Section 4 explains how
we learned meta path features from an HBIN network to predict future co-
citation links. Section 5 presents our experimental results and Section 6 presents
some discussions. We conclude the paper in Section 7.
2 Related Work
A few authors have used HBIN to enhance the accuracy of citation recommenda-
tion algorithms [14–16]. Yu et al. [14] and Ren et al. [16] constructed meta path
features to predict direct citation link between papers in DBLP and PubMed
datasets. Given a query paper, they learned the probabilities that candidate
papers will be cited by the query paper based on the similarity of their meta
paths. These methods ﬁrst reduce their search space by grouping candidate
papers into ’buckets’ of papers that belong to similar research areas or interests.
This grouping allows these algorithms to focus their search on candidate papers
that have similar research areas to the query paper. Liu et al. [15] combined meta
path features with additional features that capture citation count and citation
topic motivations in order to predict direct citation links between papers. These
features, however, require that the abstracts or full-text of papers be available.
Our method does not assume that full-text papers are available and only requires
basic bibliographic meta data, e.g. title, author, publisher, and citations.
Although related, current citation recommendation systems such as the above
are fundamentally diﬀerent from the LBD work presented in this paper. These
algorithms assume that a paper will only cite papers from the same or closely
related research areas [14]. In contrast, LBD is concerned with ﬁnding hidden
relationships between papers from seemingly unrelated research areas. In this
respect, our LBD problem is harder than than citation recommendation problem.
Another important diﬀerence is that the existing works [14–16] aim at predicting
direct citation links, whereas our work aims at predicting co-citation links. In
addition, we also study more types of meta path features (in total 87 distinct
features) compared to only 9 in [15], 14 in [14] and 15 in [16]. We describe our
features in more detail in Section 4.
3 Heterogeneous Bibliographic Information Network
A heterogeneous information network is a directed graph G = (V,E) com-
posed of multiple-typed entities and links [13]. HBIN is a type of heterogeneous
information network that allows one to model rich interactions between var-
ious types of bibliographic entities. As shown in Figure 2, HBIN consists of
four types of bibliographic entities A with many possible connections among
them: paper (P ), author (AU), venue (journal or conference) (V ), and term
(T ), A = {P,AU, V, T}. Unlike previous work [14–16], we further categorize the
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entity type P into core paper (Pcore), citing paper (Pcite), and reference paper
(Pref ) sub-types, P = {Pcore, Pcite, Pref}. Core papers are papers that belong
to either one of the disconnected literatures being studied. For example, in the
case of Swanson’s DFO-RS hypothesis, papers that belong to either the ﬁsh oil
or Raynaud’s syndrome literature are considered as core papers. Citing papers
are papers that cite core papers while reference papers are papers cited by core
papers. Each core paper is associated with zero or more citing papers and ref-
erence papers. Using these entity sub-types, we hope to capture more speciﬁc
relational semantics between instances of entity P .
Fig. 2. Heterogeneous bibliographic information network (HBIN)
We identify four types of edges R to represent relationships between enti-
ties in HBIN, R = {P—AU,P ←→ P, P—V, P—T}. We will describe these
edge types in sections that follow. A meta path MP is a path over HBIN,
MP = A1
R1−→ A2 R2−→ . . . Rl−→ Al+1 ; A ∈ A; Ri ∈ R [13]. We use meta paths
to model latent, semi-structured relationships among bibliographic entities in
HBIN which could signal previously unknown connections between core papers
that have never physically cited each other or have never been co-cited before
(isolated). For example, the red meta path “(3)” and green meta path “(4)”
in Figure 2 suggest some connections between core papers pFO(B) and pRS(A).
Likewise pFO(B) is written by the same author of a paper that cites pRS(A),
(path “(3)”). Both papers also cite papers published in a similar venue (path
“(4)”), also signaling their potential associations.
4 Learning Predictive Meta Path Features from HBIN
Given a pair of disconnected core papers pi and pj , we deﬁne 16 diﬀerent types
of n-degree meta-paths between the core papers, where n is the number of edges
separating pi from pj . These sixteen meta paths consist of 4 two-degree meta
paths, 6 three-degree meta paths, and 6 four-degree meta paths. Refer again
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to Figure 2, meta path “(2)” is a two-degree meta path connecting pFO(A) (i.e.
pi) and pRS(B) (i.e. pj) via a common term T . The same meta path type can
be established via AU , V , or Pref . Meta path “(3)” is a three-degree meta
path where pFO(B) shares a common author AU with paper that cites pRS(A).
Likewise the same meta path can be established through the sharing of T and V
via Pcite and Pref . Finally, path “(4)” is a four-degree meta path through which
pFO(B) and pRS(A) are connected by their cited references which are published
at the same venue V . The same path may exist via Pcite that share T and AU .
We measure the association strength of a meta path using a meta path score.
This score is determined by the weights of a path’s component edges. We propose
ﬁve edge weighting schemes which measures the local importance and the global
importance of a meta path edge. For example, the local importance of edge
P—AU is the importance of author AU with respect to paper P . AU is more
important to P if he or she is the sole author of P than if he or she is just one of
many authors of P . The global importance of AU is its importance with respect
to the research areas being studied. It is measured by the frequency of his or
her co-authorships with other authors in those research areas. If the author has
a high number of co-authorships in a particular research area, we assume he or
she is an important contributor to that area.
We compute the weight of an edge between paper pi and author aj , w(pi—aj):
w(pi—aj) =
1
count(pi, AUpi)
· 1
N
(
N∑
k=1
freq(aj , AUPk)
freq(AUPk )
)
; 0 ≤ w ≤ 1 (1)
where count(pi, AUpi) is the total authors in paper pi, freq(aj , AUPk) is the
total non-unique co-authorship pairs between author aj and other authors in
cluster k, and freq(AUPk) is the total non-unique co-authorship pairs of all
authors in cluster k. This weighting score measures the importance of pi—aj
association with respect to paper pi (local importance) as well as author aj ’s
global importance in N number of disconnected research areas being studied.
Next, we compute the weight of edge P ←→ P as follows:
w(pi −→ pj) = 1−→
count(pi, P iref )
· 1
N
(
N∑
k=1
−→
count(Pk, pj)
count(Pk)
)
; 0 ≤ w ≤ 1, or (2)
w(pi ←− pj) = 1←−
count(pi, P icit)
· 1
N
(
N∑
k=1
←−
count(Pk, pj)
count(Pk)
)
; 0 ≤ w ≤ 1 (3)
where
−→
count(pi, P iref ) and
←−
count(pi, P icit) are the total references cited by pi
and the total papers that cite pi, respectively. The less references in pi, the
more important pj is to pi. This is because, given limited opportunities to cite
references in their papers, most authors would only include important references.
The
−→
count(Pk, pj) and
←−
count(Pk, pj) are the total papers in cluster k that cite pj
and the total papers in cluster k cited by pj , respectively, whereas count(Pk) is
the total number of papers in cluster k. The more frequently pj is cited in cluster
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k or the more frequently pj cites papers in the cluster k, the more important it
is to the cluster. Next, the weight of edge P—T is:
w(pi—tj) =
freq(pi, tj)
freq(Tpi)
· 1
N
(
N∑
k=1
freq(Pk, tj)
freq(TPk )
)
; 0 ≤ w ≤ 1 (4)
where freq(pi,tj)freq(Tpi ) is the frequency of occurrence of tj in pi divided by the total
number of terms in pi, and
freq(Pk,tj)
freq(TPk )
is the appearance frequency of tj in all
papers of cluster k divided by the total all terms in the cluster. The more fre-
quently term tj appears in a paper or a cluster, the more important the term is.
Lastly, we deﬁne the weight of edge P—V as:
w(pi—vj) =
1
N
(
N∑
k=1
count(Pk, vj)
count(Pk)
)
; 0 ≤ w ≤ 1 (5)
where count(Pk, vj) is the total papers in cluster k published by venue vj .
4.1 Constructing HBIN Matrices
Having deﬁned the edge weighting schemes above, we constructed HBIN network
using a set of matrices in a manner similar to Ren et al. [16]. Given n number of
papers in P , P = {Pcore, Pcite, Pref}, we ﬁrst built adjacency matrix M ∈ Rn×n
that stores citation relationships between instances of P , where Mij = 1 if pi
cites pj , and Mij = 0 if no citation exists between them. Based on M , we
subsequently built two weighted adjacency matrices:
W (Pref ) ∈ Rm×n; where m = |Pcore|, n = |P |, and W (Pref )ij = w(pi −→ pj) (6)
W (Pcit) ∈ Rm×n; where m = |Pcore|, n = |P |, and W (Pcit)ij = w(pi ←− pj) (7)
We also built bi-adjacency matrices that represent the relationships between
instances of P and instances of AU , V , and T . Bi-adjacency matrix B(AU) ∈
R
n×|AU | represents bi-partite relationships between instances of P and AU ,
where B(AU)ij = 1 if pi is written by aj , and B
(AU)
ij = 0 if otherwise. From
B(AU), we built a weighted bi-adjacency matrix:
W (AU) ∈ Rn×|AU|; where W (AU)ij = w(pi—aj) (8)
Next, we built bi-adjacency matrix B(V ) ∈ Rn×|V |, where B(V )ij = 1 if pi is
published in venue vj , and B
(V )
ij = 0 if not. Based on B
(V ), we built a weighted
bi-adjacency matrix:
W (V ) ∈ Rn×|V |; where W (V )ij = w(pi—vj) (9)
Finally, given a set of unique terms T = {t1, . . . , t|T |} in P , we built a non-binary
bi-adjacency matrix B(T ) ∈ Rn×|T | where the value of B(T )ij is the frequency of
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term tj appearing in the title and abstract of paper pi. We removed English stop-
words2 and applied Porter Stemmer3 to discard morphological and inﬂexional
endings from English terms. From B(T ) we built the following matrix:
W (T ) ∈ Rn×|T |; where W (T )ij = w(pi—tj) (10)
4.2 Meta Path Features
We used 16 adjacency matrices MTM (mp) ∈ MPmm to store all meta paths
between m core papers, where MTM (mp)ij is a set of zero or more meta path
instances between core papers pi and pj . Given a set of all meta paths between
pi and pj , we compute ﬁve diﬀerent meta path scores: (1) Path count, a simple
count of meta paths; (2) Sum of weights, the sum of edge weights of all meta
paths; (3) Average of weights, the average edge weights of all meta paths; (4)
Minimum weight, the smallest edge weight of all meta paths; and (5) Maximum
weight, the largest edge weight of all meta paths.
From these 16 types of meta path and 5 types of meta path scores, we derived
80 distinct meta path features. We also added 7 meta path features consist-
ing of 3 features based on the total count of n-degree meta paths, 3 features
based on total count of meta paths according to their meta data type, and 1
feature which is the total count of all meta paths between pi and pj . Table 1
presents a compacted list of all meta path features we used. For example, fea-
ture 7 is read as 2 term sum, which is the sum of all edge weights of all two-
degree meta path instances of type P—T—P between pi and pj . Feature 26 is
read as 3 term ref count which is the number of distinct three-degree meta path
instances of type P—T—Pref ←− P . Feature 74 is read as 4 term cite min,
which is the minimum weight of all edges of all four-degree meta path instances
of type P ←− Pcite—T—Pcite −→ P .
Table 1. List of the eighty-seven meta path features being studied
Cnt Sum Avg Min Max Cnt Sum Avg Min Max
Meta path Feat. Meta path Feat. Meta path Feat.
2 author 1 2 3 4 5 3 term cite 41 42 43 44 45 2 tot 81
2 term 6 7 8 9 10 3 venue cite 46 47 48 49 50 3 tot 82
2 venue 11 12 13 14 15 4 author ref 51 52 53 54 55 4 tot 83
2 ref 16 17 18 19 20 4 term ref 56 57 58 59 60 author tot 84
3 author ref 21 22 23 24 25 4 venue ref 61 62 63 64 65 term tot 85
3 term ref 26 27 28 29 30 4 author cite 66 67 68 69 70 venue tot 86
3 venue ref 31 32 33 34 35 4 term cite 71 72 73 74 75 all tot 87
3 author cite 36 37 38 39 40 4 venue cite 76 77 78 79 80
2 http://weka.sourceforge.net/doc.dev/weka/core/Stopwords.html
3 http://tartarus.org/martin/PorterStemmer/java.txt
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5 Experiment and Results
5.1 Benchmark
We formulated LBD as a multi-class classiﬁcation problem and evaluated the
performance of HBIN meta path features in predicting co-citation links between
disconnected research areas. Our goal is to replicate Swanson’s DFO-RS hypoth-
esis [5]. We emphasize that many previous LBD methods have used this hypoth-
esis as an evaluation benchmark [3,6,7,10,12]. Each instance in the learning set
is a vector of features and a class label. There are three classes: inter-cluster
co-citation link (+1), within-cluster co-citation link (-1), and no link (0). The
performance of our model was evaluated in two ways. First, we evaluated the
ability of HBIN meta path features to accurately classify instances of all three
classes. Secondly, and more importantly, we evaluated their ability to predict
future inter-cluster co-citation links between FO and RS papers (i.e. class +1).
The actual co-citation links formed between FO and RS papers following Swan-
son’s discovery was used as the evaluation ground truth.
We compared the performance of HBIN meta path features against three
existing document similarity measures: LDA topic model [18], term frequency-
inverse document frequency (TF-IDF) [19] and bibliographic coupling (BC) [20].
Similarity algorithms underpinned many existing LBD methods [2] because it is
commonly assumed that highly similar documents or terms tend to form associ-
ations. We used Mallet’s implementation of LDA4 to discover topics in title and
abstract text of core papers (10, 30, 50, and 100 topics) and computed the cosine
similarity between their topic probability distribution to give us 8 LDA-based
features. We also computed the cosine similarity between TF-IDF vectors of
terms in core papers’ titles and abstracts, obtaining 2 TF-IDF features. Finally,
using Sci2Tool5, we calculated the bibliographic coupling strength between core
papers through simple coupling count and cosine similarity, giving us 2 features.
5.2 Experimental Setup
First, we retrieved bibliographic records of ﬁsh oil and Raynaud’s syndrome
papers from Thomson Reuter’s Web of Science (WoS)6. Each record includes a
paper’s title, author(s), publication venue, cited references, and citing articles.
To be consistent with [5], we used the same search keywords originally used
by Swanson and restricted the query results to year 1900 to 1985 prior to his
discovery (Figure 1). We ﬁltered the query results to obtain only records that
had abstracts. We obtained 485 records (352 FO and 133 RS core papers).
Fromthese core papers,we extracted 117,370unique core paper pairs to become
instances in our learning set. Using HBIN matrices constructed in Section 4.1, we
indexed all distinct meta paths between all unique core paper pairs. To assign a
class label to each instance, we retrieved another set of FO and RS records from
4 http://mallet.cs.umass.edu/
5 https://sci2.cns.iu.edu/user/index.php
6 http://thomsonreuters.com/thomson-reuters-web-of-science/
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WoS but this time includedpapers published in 1986 after Swanson’s discovery.We
labeled an instance as class +1 if it consists of a pair of FO paper and RS papers
that had no co-citation link before 1986 but which became co-cited in 1986. An
instance is labeled as -1 if it consists of two papers in the same cluster that were
co-cited in 1986.We labeled an instance as 0 if there is no co-citation link at all.We
obtained 210 instances of +1, 677 instances of -1, and 116,483 instances of 0. To
obtain a balanced learning set, we randomly selected 210 instances from class -1,
210 instances from class 0, and kept all +1 instances. In total we had 630 instances
and 99 features as the ﬁnal learning set.
We evaluated the performance of our model in predicting instances of the
three classes using ﬁve classiﬁers implemented in Weka [17] (default parame-
ter settings): the SMO-variant of Support Vector Machine (SVM), Neural Net-
works (NN), Nave Bayes (NB), Bayesian Network (BN), and C4.5 Decision Tree
(C4.5). We applied a 10-time repeated holdout validation at 70:30, 60:40, and
50:50 percent split as follows:
1. Randomize 630 instances in our learning set and select the ﬁrst 70% of
instances as the training set and the remaining 30% as the test set. Repeat
this step ten times.
2. Repeat Step 1 for 60:40 and 50:50 split to obtain 30 training-test sets.
3. Apply each classiﬁer on each training-test set and measure their performance
in terms of Accuracy % and Weighted Average F-Measure (β = 1).
4. Calculate each classiﬁer’s average performance in all 30 training-test sets.
In the following phase of our experiment, we also evaluated the performance
of meta path features against LDA, TF-IDF and BC features using the three
best performing classiﬁers previously learned. In particular, we analyzed their
performance in predicting future co-citation links (+1) between FO and RS
papers, which is the main goal of literature-based discovery.
5.3 Results
Using InfoGain feature selection, we removed 5 meta path features that had
zero contribution to the classiﬁcation performance, leaving us with 94 features.
BN, NN, and SVM emerged as top performers. Due to page limitation, in this
paper we only present results based on these three classiﬁers. Using 94 features,
BN performed the best with the average accuracy ranging between 86.27% and
87.14% in classifying instances of the three classes at 70:30, 60:40, and 50:50
ten-time repeated holdout settings. It also achieved the highest mean weighted
average F-Measure (in the range of 0.863 and 0.872).
Subsequently we found that using HBIN meta path features alone could
achieve up to 86.67% accuracy and 0.87 weighted average F-Measure in classi-
fying instances of the three classes, outperforming LDA, TF-IDF, and Biblio-
graphic Coupling (Table 2). We also analyzed the performance contributions of
diﬀerent meta path feature categories. The table also shows that 4-degree meta
path features outperformed other lower degree meta path features in terms of
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Table 2. Performance comparison between meta path features and the competing
document similarity features on a 10-fold cross validation
Accuracy % Wgt. Avg. F1 F1 (+1)
Features SVM NN BN SVM NN BN BN
LDA 49.048 51.587 54.762 0.462 0.515 0.533 0.608
TF-IDF 48.730 52.381 55.556 0.423 0.500 0.543 0.457
BC 54.127 57.619 57.619 0.557 0.586 0.480 0.612
Meta Path 83.333 85.238 86.667 0.834 0.852 0.867 0.851
Meta-2 67.143 67.460 68.254 0.660 0.651 0.669 0.683
Meta-3 64.286 70.318 75.397 0.605 0.700 0.756 0.723
Meta-4 78.889 84.444 83.968 0.791 0.844 0.839 0.798
Meta-Author 66.032 69.524 71.111 0.663 0.688 0.692 0.481
Meta-Term 76.191 78.254 81.905 0.762 0.781 0.818 0.812
Meta-Venue 66.032 73.333 73.333 0.662 0.734 0.735 0.683
Meta-Paper 55.556 56.667 57.302 0.469 0.578 0.478 0.611
Meta all path count 47.778 71.429 72.222 0.425 0.714 0.727 0.657
Accuracy % and F-Measure for predicting instances of all classes. The results
also show that, regardless of the number of path degrees, meta paths formed
by the term-sharing between papers performed better than other types of meta
paths. Table 3 shows that among all types of 4-degree meta path features, meta
paths via term-sharing (4 term ref max and 4 term cite max ) led to the
highest F-Measure (0.704). Similarly, in terms of accuracy, even though the 4-
degree author-sharing features achieved the highest accuracy (71.40%), these
were followed closely by the same term-sharing features (70.64% ).
Table 3. Performance comparison of 4-degree meta path features (10-fold cross val.)
Meta path scores
Accuracy % Wgt. Avg. F1
Author Term Venue Author Term Venue
Path count 68.06 68.15 64.48 0.646 0.681 0.641
Sum of weights 71.40 70.06 62.49 0.693 0.701 0.617
Avg of weights 61.75 53.27 68.72 0.544 0.421 0.688
Minimum weight 64.43 55.60 66.78 0.561 0.520 0.670
Maximum weight 61.36 70.64 69.21 0.540 0.704 0.691
More importantly, we also found that our meta path features performed
very well in predicting future inter-cluster co-citation links (+1) with 0.851 F-
Measure (precision: 0.845, recall : 0.857). This performance is much better than
BC (0.612 F-Measure), LDA (0.608 F-Measure), and TF-IDF (0.457 F-Measure).
Figure 3 shows that HBIN meta path features gained the largest area under
curve (AUC) compared to its competing algorithms. Lastly, consistent with our
ﬁndings earlier, 4-degree meta path features and term-sharing meta path features
also performed the best (F-Measure 0.798 and 0.812, respectively) in predicting
instances of class +1 compared to other meta paths (last column of Table 2).
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Fig. 3. ROC of TF-IDF, BC, LDA, and HBIN for predicting +1 class using BN
6 Discussions
Our results suggest that the rich relational features of HBIN meta paths could
be used to discover latent connections between papers in disconnected research
literatures better than the existing document similarity measures that rely only
on homogeneous information (LDA, TF-IDF, BC). The higher performance of
our 4-degree meta path features indicates that many hidden connections between
core papers run through their ‘peripheral ’ papers, i.e. Pref and Pcite, implying
that it is useful for future LBD methods to incorporate citation information
into their models. In addition, the high precision and recall achieved by HBIN
meta path features also suggest that our method can mitigate the performance
trade-oﬀ normally suﬀered by the exclusive use of lexical and citation analysis in
LBD. Lexical analysis is known to suﬀer from low precision-high recall, whereas
citation analysis usually suﬀers from high precision-low recall [8]. This improve-
ment may attributable to the combinations of lexical and citation information in
HBIN meta path features. For example, the best performing meta path features
in predicting class +1, 4 term ref max and 4 term cite max , are the mea-
sures of lexical similarity (i.e. term-sharing) between core papers that propagate
through the papers’ citation structures (Pref and Pcite). Further studies can be
conducted to verify this intuition.
7 Conclusion and Future Work
In this paper, we formulate literature-based discovery as a inter-cluster co-
citation link prediction problem. Unlike the previous LBD methods, our method
exploited the rich, semi-structured information in heterogeneous bibliographic
information network. The performance of our HBIN meta path features was com-
pared to well-established document similarity algorithms. Experimental results
showed that meta path features outperformed the competing algorithms in pre-
dicting future co-citation links between papers from ﬁsh oil and Raynaud’s syn-
drome literature. Future work includes extending our method to other LBD
cases, e.g. the discovery of novel alternatives to water puriﬁcation [3].
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Abstract. Predicting next items of sequences of symbols has many
applications in a wide range of domains. Several sequence prediction
models have been proposed such as DG, All-k-order markov and PPM.
Recently, a model named Compact Prediction Tree (CPT) has been
proposed. It relies on a tree structure and a more complex prediction
algorithm to oﬀer considerably more accurate predictions than many
state-of-the-art prediction models. However, an important limitation of
CPT is its high time and space complexity. In this article, we address
this issue by proposing three novel strategies to reduce CPT’s size and
prediction time, and increase its accuracy. Experimental results on seven
real life datasets show that the resulting model (CPT+) is up to 98
times more compact and 4.5 times faster than CPT, and has the best
overall accuracy when compared to six state-of-the-art models from the
literature: All-K-order Markov, CPT, DG, Lz78, PPM and TDAG.
Keywords: Sequence prediction · Next item prediction · Accuracy ·
Compression
1 Introduction
Sequence prediction is an important task with many applications [1,11]. Let be
an alphabet of items (symbols) Z = {e1, e2, ..., em}. A sequence s is an ordered
list of items s = 〈i1, i2, ...in〉, where ik ∈ Z (1 ≤ k ≤ n). A prediction model
is trained with a set of training sequences. Once trained, the model is used
to perform sequence predictions. A prediction consists in predicting the next
items of a sequence. This task has numerous applications such as web page
prefetching, consumer product recommendation, weather forecasting and stock
market prediction [1,3,8,11].
Many sequence predictions models have been proposed. One of the most
popular is Prediction by Partial Matching (PPM)[2]. It is based on the Markov
c© Springer International Publishing Switzerland 2015
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property and has inspired a multitude of other models such as Dependancy
Graph (DG)[8], All-K-Order-Markov (AKOM)[10], Transition Directed Acyclic
Graph (TDAG)[7], Probabilistic Suﬃx Tree (PST)[1] and Context Tree Weight-
ing (CTW)[1]. Although, much work has been done to reduce the temporal and
spatial complexity of these models (e.g. [1,3]), few work attempted to increase
their accuracy. Besides, several compression algorithms have been adapted for
sequence predictions such as LZ78 [12] and Active Lezi [4]. Moreover, machine
learning algorithms such as neural networks and sequential rule mining have
been applied to perform sequence prediction [6,11].
However, these models suﬀer from some important limitations [5]. First, most
of them assume the Markovian hypothesis that each event solely depends on the
previous events. If this hypothesis does not hold, prediction accuracy using these
models can severely decrease [3,5]. Second, all these models are built using only
part of the information contained in training sequences. Thus, these models do
not use all the information contained in training sequences to perform predic-
tions, and this can severely reduce their accuracy. For instance, Markov models
typically considers only the last k items of training sequences to perform a pre-
diction, where k is the order of the model. One may think that a solution to
this problem is to increase the order of Markov models. However, increasing the
order of Markov models often induces a very high state complexity, thus making
them impractical for many real-life applications [3].
CPT[5] is a recently proposed prediction model which compress training
sequenceswithoutinformationlossbyexploitingsimilaritiesbetweensubsequences.
It has been reported as more accurate than state-of-the-art models PPM, DG,
AKOMonvariousrealdatasets.However,adrawbackofCPTisthat ithasanimpor-
tant spatial complexity and a higher prediction time than thesemodels. Therefore,
an important research problem is to propose strategies to reduce the size and pre-
diction time of CPT. Reducing the spatial complexity is a very challenging task.
An eﬀective compression strategy should provide a huge spatial gain while provid-
ing a minimum overhead in terms of training time and prediction time. Further-
more, it shouldalsopreserveCPT’s losslessproperty toavoidadecrease inaccuracy.
Reducing prediction time complexity is also very challenging. An eﬀective strategy
to reduce prediction time should access as little information as possible for mak-
ing predictions to increase speed but at the same time it should carefully select this
information to avoid decreasing accuracy.
In this paper, we address these challenges by proposing three strategies
named FSC (Frequent Subsequence Compression), SBC (Simple Branches Com-
pression) and PNR (Prediction with improved Noise Reduction). The two ﬁrst
strategies are compression strategies that reduce CPT size by up to two orders
of magnitude while not aﬀecting accuracy. The third strategy reduces the pre-
diction time by up to 4.5 times and increases accuracy by up to 5%. This paper
is organized as follows. Section 2 introduces CPT. Sections 3 and 4 respectively
describes the two compression strategies (FSC and SBC) and the prediction time
reduction strategy (FNR). Section 5 presents an experimental evaluation of each
strategy on seven real datasets against ﬁve state-of-the-art prediction models.
Finally, Section 6 draws conclusion.
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2 Compact Prediction Tree
The Compact Prediction Tree (CPT) is a recently proposed prediction model
[5]. Its main distinctive characteristics w.r.t to other prediction models are that
(1) CPT stores a compressed representation of training sequences with no loss
or a small loss and (2) CPT measures the similarity of a sequence to the training
sequences to perform a prediction. The similarity measure is noise tolerant and
thus allows CPT to predict the next items of subsequences that have not been
previously seen in training sequences, whereas other proposed models such as
PPM and All-K-order-markov cannot perform prediction in such case.
The training process of CPT takes as input a set of training sequences and
generates three distinct structures: (1) a Prediction Tree (PT), (2) a Lookup
Table (LT) and (3) an Inverted Index. During training, sequences are considered
one by one to incrementally build these three structures. For instance, Fig. 1
illustrates the creation of the three structures by the successive insertions of
sequences s1 = 〈A,B,C〉, s2 = 〈A,B〉, s3 = 〈A,B,D,C〉, s4 = 〈B,C〉 and s5 =
〈E,A,B,A〉, where the alphabet Z = {A,B,C,D,E} is used. The Prediction
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Fig. 1. Building CPT structures
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Tree is a type of prefix tree (aka trie). It contains all training sequences. Each
tree node represents an item and each training sequence is represented by a path
starting from the tree root and ending by an inner node or a leaf. Just like a preﬁx
tree, the prediction tree is a compact representation of the training sequences.
Sequences sharing a common preﬁx share a common path in the tree. The Lookup
Table is an associative array which allows to locate any training sequences in
the prediction tree with a constant access time. Finally the Inverted Index is a
set of bit vectors that indicates for each item i from the alphabet Z, the set of
sequences containing i.
CPT’s prediction process relies on the three aforementioned data structures.
For a sequence s = 〈i1, i2, ...in〉 of n elements, the suﬃx of s of size y with 1 ≤
y ≤ n is deﬁned as Py(s) = 〈in−y+1, in−y+2 ...in〉. Predicting the next items of s
is performed by identifying the sequences similar to Py(s), that is the sequences
containing all items in Py(s) in any order. The suﬃx length is a parameter similar
to the model’s order of All-k-order Markov and DG. Identifying the optimal value
is done empirically by starting with a length of 1. CPT uses the consequent of
each sequence similar to s to perform the prediction. Let u = 〈j1, j2, ...jm〉 be a
sequence similar to s. The consequent of u w.r.t to s is the longest subsequence
〈jv, jv+1, ...jm〉 of u such that
⋃v−1
k=1{jk} ⊆ Py(s) and 1 ≤ v ≤ m. Each item
found in the consequent of a similar sequence of s is stored in a data structure
called Count Table (CT). The count table stores the support (frequency) of each
of these items, which is an estimation of P (e|Py(s)). CPT returns the most
supported item(s) in the CT as its prediction(s).
The similarity measure in CPT is initially strict for each prediction task but
is dynamically loosened to ignore noise. Identifying similar sequences, and more
particularly the noise avoidance strategy of CPT, is very time consuming and
account for most of CPT’s prediction time [5]. For a given sequence, if CPT
cannot ﬁnd enough similar sequences to generate a prediction, it will implicitly
assume the sequence contains some noise. The prediction process is then repeated
but with one or more items omitted from the given sequence. CPT’s deﬁnition
of noise is implicit and has for sole purpose to ensure that a prediction can be
made every time.
3 Compression Strategies
CPT has been presented as one of the most accurate sequence prediction model
[5] but its high spatial complexity makes CPT unsuitable for applications where
the number of sequences is very large. CPT’s size is smaller than All-k-Order
Markov and TDAG but a few orders of magnitude larger than popular models
such as DG and PPM. CPT’s prediction tree is the largest data structure and
account for most of its spatial complexity. In this section, we focus on strategies
to reduce the prediction tree’s size.
Strategy 1 Frequent Subsequence Compression (FSC). In a set of train-
ing sequences, frequently occurring subsequences of items can be found. For some
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datasets, these subsequences can be highly frequent. The FSC strategy identi-
ﬁes these frequent subsequences and replace each of them with a single item.
Let be a sequence s = 〈i1, i2, ..., in〉. A sequence c = 〈im+1, im+2, ..., im+k〉 is
a subsequence of s, denoted as c  s, iﬀ 1 ≤ m ≤ m + k ≤ n. For a set of
training sequences S, a subsequence d is considered a frequent subsequence iﬀ
|{t|t ∈ S ∧ d  t}| ≥ minsup for a minimum support threshold minsup deﬁned
per dataset.
Frequent subsequences compression is done during the training phase and
is performed in three steps: (1) identiﬁcation of frequent subsequences in the
training sequences, (2) generation of a new item in the alphabet Z of items for
each frequent subsequence, and (3) replacement of each frequent subsequence by
the corresponding new item when inserting training sequences in the prediction
tree. Identifying frequent subsequence in a set of sequences is a known problem
in data mining for which numerous approaches have been proposed. In FSC, we
use the well known PreﬁxSpan [9] algorithm. PreﬁxSpan is one of the most eﬃ-
cient sequential pattern mining algorithm. It has been adapted by incorporating
additional constraints to ﬁt the problem of sequence prediction. Subsequences
have to be contiguous, larger than a minimum length minSize and shorter than
a maximum length maxSize. Both minSize and maxSize are parameters of
this compression strategy that are deﬁned per application.
(1) Application of the FSC strategy (2) Application of the FSC and SBC strategies 
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Fig. 2. Application of the FSC and SBC compression strategies
A new data structure, Subsequence Dictionary (DCF), is introduced to store
the frequent subsequences. This dictionary associates each frequent subsequence
with its corresponding item. The DCF oﬀers a fast way to translate each sub-
sequence into its respective item and vice-versa, O(1). When inserting training
sequences into the prediction tree, the DCF is used to replace known frequent
subsequences with single items. For example, ﬁgure 2 illustrates the resulting
prediction tree after applying FSC to the tree shown in Fig. 1. The frequent
subsequence 〈A,B〉 has been replaced by a new symbol x, thus reducing the
number of nodes in the prediction tree. The FSC compression strategy inﬂu-
ences the shape of the prediction tree by reducing its height and number of
nodes. With respect to the prediction process, FSC only inﬂuences execution
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time. The additional cost is the on-the-ﬂy decompression of the prediction tree,
which is fast and non intrusive because of the DCF structure.
Strategy 2: Simple Branches Compression (SBC). Simple Branches Com-
pression is an intuitive compression strategy that reduces the size of the predic-
tion tree. A simple branch is a branch leading to a single leaf. Thus, each node
of a simple branch has between 0 and 1 children. The SBC strategy consists of
replacing each simple branch by a single node representing the whole branch.
For instance, part (2) of Fig. 2 illustrates the prediction tree obtained by apply-
ing the DCF and SBC strategies for the running example. The SBC strategy
has respectively replaced the simple branches D,C, B,C and E, x,A by single
nodes DC, BC and ExA. Identifying and replacing simple branches is done
by traversing the prediction tree from the leafs using the inverted index. Only
the nodes with a single child are visited. Since the Inverted Index and Lookup
Table are not aﬀected by this strategy, the only change that needs to be done to
the prediction process is to dynamically uncompress nodes representing simple
branches when needed.
4 Time Reduction Strategy
Strategy 3: Prediction with Improved Noise Reduction (PNR). As pre-
viously explained, to predict the next item in+1 of a sequence s = 〈i1, i2, ..., in〉,
CPT uses the suﬃx of size y of s denoted as Py(s) (the last y items of s), where y
is a parameter that need to be set for each dataset. CPT predicts the next item
of s by traversing the sequences that are similar to its suﬃx Py(s). Searching
for similar sequences is very fast (O(y)). However, the noise reduction mecha-
nism used for prediction (described in Section 2) is not. The reason is that it
considers not only Py(s) to perform a prediction, but also all subsequences of
Py(s) having a size t > k, where k is a parameter. The more y and k are large,
the more subsequences need to be considered, and thus the more the prediction
time increases.
For a prediction task, items in a training sequence may be considered as noise
if their sole presence negatively impact a prediction’s outcome. The PNR strategy
is based on the hypothesis that noise in training sequences consists of items having
a low frequency, where an item’s frequency is deﬁned as the number of training
sequences containing the item. For this reason, PNR removes only items having a
low frequency during the prediction process. Because the deﬁnition of noise used in
CPT+ is more restrictive than that of CPT, a smaller number of subsequences are
considered. This reduction has a positive and measurable impact on the execution
time, as it will be demonstrated in the experimental evaluation (see Section 5).
The PNR strategy (Algorithm 1) takes as parameter the preﬁx Py(s) of a
sequence to be predicted s, CPT’s structures and the noise ratio TB and a min-
imum number of updates, MBR, to be performed on the count table (CT) to
perform a prediction. The noise ratio TB is deﬁned as the percentage of items
in a sequence that should be considered as noise. For example, a noise ratio of 0
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indicates that sequences do not contain noise, while a ratio of 0.2 means that 20%
of items in a sequence are considered as noise. PNR is a recursive procedure. To
perform a prediction, we require that PNR consider a minimum number of sub-
sequences derived from Py(s). PNR ﬁrst removes noise from each subsequence.
Then, the CT is updated using these subsequences. When the mimimum number
of updates is reached, a prediction is performed as in CPT using the CT. The
PNR strategy is a generalization of the noise reduction strategy used by CPT.
Depending on how the parameters are set, PNR can reproduce the behavior of
CPT’s noise reduction strategy. The three main contributions brought by PNR
are to require a minimum number of updates on the CT to perform a prediction,
and to deﬁne noise based on the frequency of items, and to deﬁne noise propor-
tionally to a sequence length. Finding the appropriate values for both TB and
MBR can be achieved empirically.
Algorithm 1. The prediction algorithm using PNR
input : Py(s): a sequence suﬃx, CPT : CPT’s structures, TB: a noise ratio,
MBR: minimum number of CT updates
output: x: the predicted item(s)
queue.add(Py(s));
while updateCount < MBR ∧ queue.notEmpty() do
suﬃx = queue.next();
noisyItems = selectLeastFrequentItems(TB);
foreach noisyItem ∈ noisyItems do
suﬃxWithoutNoise = removeItemFromSuﬃx(suﬃx, noisyItem);
if suffixWithoutNoise.length > 1 then
queue.add(suﬃxWithoutNoise);
end
updateCountTable(CPT.CT, suﬃxWithoutNoise);
updateCount++;
end
return performPrediction(CPT.CT);
end
5 Experimental Evaluation
We have performed several experiments to compare the performance of CPT+
against ﬁve state-of-the-art sequence predictionmodels: All-K-orderMarkov, DG,
Lz78, PPM and TDAG. We picked these models to match the models used in the
original paper describing CPT [5] and added both Lz78 and TDAG. To implement
CPT+,wehave obtained andmodiﬁed the original source code ofCPT [5]. To allow
reproducing the experiments, the source code of the predictionmodels anddatasets
are provided at http://goo.gl/JwbVEM.Allmodels are implemented using Java 8.
Experiments have been performed on a computer with a dual core 4th generation
Intel i5 with 8 GB RAM and a SSD drive connected with SATA 600. For all pre-
diction models, we have empirically attempted to set their parameters to optimal
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values. PPM and LZ78 do not have parameters. DG and AKOM have respectively
a window of four and an order of ﬁve. To avoid consuming an excessive amount of
memory, TDAG has a maximum depth of 7. CPT has two parameters, splitLength
andmaxLevel andCPT+has sixparameters; three for theFSCstrategy, two for the
PNR strategy and splitLength fromCPT. The values of these parameters have also
been empirically found and are provided in the project source code. Experiment
speciﬁc parameters are the minimum and maximum length of sequences used, the
number of items to be considered to perform a prediction (the suﬃx length) and
the number of items used to verify the prediction (called the consequent length).
Let be a sequence s = 〈i1, i2, ...in〉 having a suﬃx S(s) and a consequent C(s).
Each model takes the suﬃx as input and outputs a predicted item p. A prediction
is deemed successful if p is the ﬁrst item of C(s). Datasets having various charac-
Table 1. Datasets
Name
Sequence
count
Distinct
item count
Average
length
Type
of data
BMS 15,806 495 6.01 webpages
KOSARAK 638,811 39,998 11.64 webpages
FIFA 573,060 13,749 45.32 webpages
MSNBC 250,697 17 3.28 webpages
SIGN 730 267 93.00 language
BIBLE Word 42,436 76 18.93 sentences
BIBLE Char 32,502 75 128.35 characters
teristics have been used (see Table 1) such as short/long sequences, sparse/dense
sequences, small/large alphabets and various types of data. The BMS, Kosarak,
MSNB and FIFA datasets consist of sequences of webpages visited by users on a
website. In this scenario, prediction models are applied to predict the next web-
page that a user will visit. The SIGN dataset is a set of sentences in sign language
transcribed from videos. Bible Word and Bible Char are two datasets originating
from the Bible. The former is the set of sentences divided into words. The latter is
the set of sentences divided into characters. In both datasets, a sentence represents
a sequence.
To evaluate prediction models, a prediction can be either a success if the
prediction is accurate, a failure if the prediction is inaccurate or a no match
if the prediction model is unable to perform a prediction. Four performance
measures are used in experiments: Coverage is the ratio of sequences without
prediction against the total number of test sequences. Accuracy is the number of
successful predictions against the total number of test sequences. Training time
is the time taken to build a model using the training sequences Testing time is
the time taken to make a prediction for all test sequences using a model.
Experiment 1: Optimizations Comparison. We have ﬁrst evaluated strate-
gies that aims to reduce the space complexity of CPT (cf. Section 3) by mea-
suring the compression rate and the amount of time spent for training. Other
measures such as prediction time, coverage and accuracy are not inﬂuenced by
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the compression. For a prediction tree A having s nodes before compression
and s2 nodes after compression, the compression rate tca of A is deﬁned as
tc = 1 − (s2/s), a real number in the [0,1[ interval. A larger value means a
higher compression. The two strategies are ﬁrst evaluated separately (denoted
as FSC and SBC) and then together (denoted as CPT+). Compression provides
a spatial gain but increases execution time. Figure 3 illustrates this relationship
for each compression strategy.
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Fig. 3. Compression rate and training time of the compression strategies
It can also be observed in Fig. 3 (left) that the compression rate varies
depending on the dataset from 58.90% to 98.65%. FSC provides an average
compression rate of 48.55% with a small standard deviation (6.7%) and SBC
oﬀers an average compression rate of 77.87% with a much larger standard devi-
ation (15.9%). For each tested dataset, SBS has a compression rate very similar
to CPT+ with the exception of MSNBC and Bible Char. It accounts for most
of CPT+ compression rate and thus making FSC relevant only in applications
requiring a smaller model. MSNBC is the least aﬀected by the compression
strategies. The reason is that MSNBC has a very small alphabet and thus that
the tree is naturally compressed because its branches are highly overlapping. In
fact, MSNBC has only 17 distinct items, although the length of its sequences is
similar to the other datasets. The dataset where the SBC and SFC strategies
provide the highest compression rate is SIGN. Even though SIGN contains a
small number of sequences, each sequence is very long (an average of 93 items).
It causes the branches of SIGN’s prediction tree to rarely overlap, and a large
amount of its nodes only have a single child. SIGN is a very good candidate for
applying the SBC strategy. Using only SBC, a compression rate of 98.60 % is
attained for SIGN.
Figure 3 also illustrates the training time for the FSC and SBC strategies.
It is measured as a multiplicative factor of CPT’s training time. For example, a
factor x for SBC means that the training time using SBC was x times longer than
that of CPT without SBC. A small factor, close to one, means the additional
training time was small. It is interesting to observe how the training time when
both strategies are combined is less than the sum of their respective training
time. Althought SBC and FSC are independently applied to CPT, SBC reduces
the execution time of FSC because less branches have to be compressed. Over-
all, SBC has a small impact on the training time while providing most of the
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compression gain, this makes SBS the most proﬁtable strategy. While SFC has
a higher impact on the training time, SFC enhances the compression rate for
each dataset.
We also evaluated the performance improvement in terms of execution time
and accuracy obtained by applying the PNR strategy. Fig. 4 (left) compares the
prediction time of CPT+ (with PNR) with that of CPT. The execution time is
reduced for most datasets and is up to 4.5 times smaller for SIGN and MSNBC.
For Bible Word and FIFA, prediction times have increased but a higher accuracy
is obtained, as shown in Fig. 4 (right). The gain in prediction time for CPT+ is
dependant on both PNR and CPT parameters. This gain is thus dataset speciﬁc
and non linear because of the diﬀerence in complexity of CPT and CPT+. The
inﬂuence of PNR on accuracy is positive for all datasets except MSNBC. For
Bible Word, the improvement is as high as 5.47%. PNR is thus a very eﬀective
strategy to reduce the prediction time while providing an increase in prediction
accuracy.
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Fig. 4. Execution time and accuracy gains provided by the PNR strategy
Experiment 2: Scalability. In this experiment we compared the spatial com-
plexity of CPT+ (with both compression strategies) against CPT, All-K-order
Markov, DG, Lz78, PPM and TDAG. Only the FIFA and Kosarak datasets were
used in this experiment because of their large number of sequences. In Fig. 5,
the spatial size of each model is evaluated against a quadratically growing set
of training sequences - up to 128,000 sequences. Both PPM and DG have a sub
linear growth which makes them suitable for large datasets. CPT+’s growth is
only an order of magnitude larger than PPM and DG and a few orders less than
CPT, TDAG and LZ78. The compression rate of CPT+ tends to slightly dimin-
ish as the number of sequences grows. This is due to more branches overlapping
in the prediction tree, a phenomenon that can generally be observed in tries.
An interesting observation is that for both datasets, when the number of
training sequences is smaller than the number of items, CPT+ has a smaller
footprint than the other prediction models. For the FIFA dataset, when 1000
sequences are used, CPT+’s node count is 901 compared to the 1847 unique
items in the alphabet. Results are similar for Kosarak. Models such as PPM and
DG can’t achieve such a small footprint in these use cases because they have a
least one node per unique item.
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Experiment 3: Comparison with Other Prediction Models. In experi-
ment 1, we have compared the prediction accuracy of CPT+ and CPT to assess
the improvement obtained by applying the PNR strategy. In this experiment, we
compare the accuracy of CPT+ with ﬁve state-of-the-art prediction models com-
monly used in the literature, All-K-order Markov, DG, Lz78, PPM et TDAG, on
the same datasets. Each prediction model has been trained and tested using k-fold
cross validationwith k = 14 to obtain a lowvariance for each run.Table 2 shows the
prediction accuracy obtained by each model. Results indicates that CPT+ oﬀers
a generally higher accuracy than the compared models from the literature while
also being more consistent across the various datasets.
Table 2. Predictions models and their accuracy
Datasets CPT+ CPT AKOM DG LZ78 PPM TDAG
BMS 38.25 37.90 31.26 36.46 33.46 31.06 6.95
SIGN 33.01 32.33 8.63 3.01 4.79 4.25 0.00
MSNBC 61.50 61.64 47.88 55.68 43.64 38.06 31.14
Bible word 27.52 22.05 38.68 24.92 27.39 27.06 23.33
Bible char 73.52 69.14 7.96 0.00 3.02 0.10 9.90
Kosarak 37.64 33.82 20.52 30.82 20.50 23.86 1.06
FIFA 35.94 34.56 25.88 24.78 24.64 22.84 7.14
6 Conclusion
In this paper we presented CPT+, a variation of CPT that includes two novel
compression strategies (FSC and SBC) to reduce its size and a strategy to
improve prediction time and accuracy (PNR). Experimental results on seven
real datasets shows that CPT+ is up to 98 times smaller than CPT, performs
predictions up to 4.5 times faster, and is up to 5% more accurate. A comparison
with six state-of-the art sequence prediction models (CPT, All-K-Order Markov,
DG, Lz78, PPM and TDAG) shows that CPT+ is on overall the most accurate
model. To allow reproducing the experiments, the source code of the prediction
models and datasets are provided at http://goo.gl/JwbVEM.
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Abstract. Searching for patterns in graphs is an active ﬁeld of data
mining. In this context, most work has gone into discovering subgraph
patterns, where the task is to ﬁnd strictly deﬁned frequently re-occurring
structures, i.e., node labels always interconnected in the same way.
Recently, eﬀorts have been made to relax these strict demands, and to
simply look for node labels that frequently occur near each other. In
this setting, we propose to mine association rules between such node
labels, thus discovering additional information about correlations and
interactions between node labels. We present an algorithm that discov-
ers rules that allow us to claim that if a set of labels is encountered in
a graph, there is a high probability that some other set of labels can be
found nearby. Experiments conﬁrm that our algorithm eﬃciently ﬁnds
valuable rules that existing methods fail to discover.
1 Introduction
Discovering interesting patterns in graphs is a popular data mining task, with
wide applications in social network analysis, bioinformatics, etc. In traditional
approaches, the dataset consists of a (very large) single graph and the task is
to ﬁnd frequent subgraphs, i.e., reoccuring stuctures consisting of labelled nodes
frequently interconnected in exactly the same way. However, the concept of fre-
quent subgraphs is not ﬂexible enough to capture all patterns. Another problem
with the subgraph mining approaches is that they are also typically compu-
tationally complex since they are forced to deal with the graph isomorphism
problem. For small graphs, isomorphism checking is still manageable, but for
large graphs such checks become computationally very expensive.
In this work, we therefore base our study on the Frequent Cohesive Itemset
(FCI ) approach proposed by Hendrickx et al. [6]. A frequent cohesive itemset is
deﬁned as a set of node labels that are all, as individual items, frequent, and are,
on average, tightly connected to each other, but not necessarily always connected
in exactly the same way. In this paper, we introduce the concept of association
rules into this setting. More formally, the aim is to generate rules of the form if
X occurs, Y occurs nearby, where X ∩ Y = ∅ and X ∪ Y is a frequent cohesive
itemset. Such rules provide the end user with much more information about
c© Springer International Publishing Switzerland 2015
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Fig. 1. A toy graph dataset
correlations and interactions between node labels than itemsets alone. Consider,
for example, the graph given in Figure 1, and suppose ab is a frequent cohesive
itemset (for simplicity, we denote an itemset {a, b} as ab in our examples). Note
that this pattern will not necessarily be discovered by subgraph mining, as nodes
labelled a and b are not always connected by an edge. Based on this itemset, we
can generate rule if a node labelled ‘a’ occurs, a node labelled ‘b’ occurs nearby,
which is, as we can see, true for every node labelled a. However, we can also
generate rule if a node labelled ‘b’ occurs, a node labelled ‘a’ occurs nearby,
which does not necessarily hold, since some nodes labelled b are relatively far
from the nearest node labelled a. If we only mine frequent cohesive itemsets, this
type of information would remain undiscovered.
Given an association rule X ⇒ Y , we deﬁne its conﬁdence as the average
distance from an occurrence of X to the nearest occurrence of Y . Inspired by
a similar approach to mining association rules in sequential data by Cule and
Goethals [4], we develop an eﬃcient algorithm to mine association rules based
on frequent cohesive itemsets. The main two features of the algorithm are that it
allows us to mine itemsets and association rules in parallel (rather than ﬁrst ﬁnd-
ing all itemsets, and then all association rules, as is the case in most traditional
approaches), and that we only need to compute the conﬁdence of a simple class
of rules, which can then be used to quickly evaluate all other rules. Experiments
show that our algorithm ﬁnds interesting rules within acceptable runtime.
2 Related Work
Mining knowledge from graph structured data is an active research topic in
data mining. A survey of the early graph-based data mining methods is given
by Washio and Motada [16]. The traditional way of ﬁnding patterns in graphs
is limited to searching for frequent subgraphs, i.e., reoccuring patterns within
which nodes with certain labels are frequently interconnected in exactly the same
way. The ﬁrst attempts to ﬁnd frequent subgraphs in a single graph were made
by Cook and Holder [3]. Meanwhile, Motoda and Indurkhya [18] developed an
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approach for a setting where the dataset consists of many (typically smaller)
graphs, rather than a single large one. Further attempts at subgraph mining
have been made by Yan and Han [17], Nijssen and Kok [14], and Dehaspe and
Toivonen [5]. Although algorithms for discovering frequent subgraphs ﬁnd pat-
terns that are useful in many applications, they suﬀer from two main drawbacks
— costly isomorphism testing and an enormous number of generated candidates
since both edges and nodes must be added to the pattern.
To tackle these problems, Hendrickx et al. [6] recently proposed the FCI
algorithm for mining frequent cohesive itemsets in graphs. An itemset is deﬁned
as a set of node labels which often occur in the graph and are, on average, tightly
connected to each other. By searching for itemsets rather than subgraphs, the
costly isomorphism tests are avoided, and the number of candidate patterns is
reduced. Khan et al. [12] proposed another itemset mining approach for graphs,
where node labels are, according to given probabilities, propagated to neigh-
bouring nodes. Labels are thus aggregated, and can be mined as itemsets in the
resulting graph.
The concept of association rule mining was ﬁrst introduced by Agrawal
et al. [2]. An association rule, denoted X ⇒ Y , expresses an observation that an
occurrence of pattern X implies an occurrence of pattern Y . In the setting of
transaction databases, the strength of a rule was measured in terms of its conﬁ-
dence which determines how frequently itemset Y appears in transactions that
contain X. Since then, association rules have been applied in a variety of settings,
with various deﬁnitions of the conﬁdence measure. Cule and Goethals [4] suc-
cessfully applied association rule mining on sequential data, where they deﬁned
the conﬁdence of a rule in terms of how far on average from an occurrence of
itemset X one has to look in order to ﬁnd itemset Y .
In this paper, however, we apply the concept of association rules to graph
data. In this setting, Inokuchi et al. [9] proposed an Apriori-based algorithm,
called AGM, for mining frequenty appearing induced subgraphs in a given graph
dataset and association rules among such subgraphs. In contrast with our work,
they mine rules of the form Gb ⇒ Gh where Gb and Gh are subgraphs, rather
than itemsets. In another work, Inokuchi et al. [10] proposed an approach to mine
frequent graph structures and the association rules among them embedded in
massive graph structured transaction data. Here, the graph data is transformed
in such a way that traditional association rule mining techniques can be applied,
but the resulting rules still contain subgraph patterns.
3 Problem Setting
In this section, we deﬁne the concept of association rules in graph data based on
frequent cohesive itemsets. For simplicity of presentation, we assume that the
graph consists of labelled nodes and unlabelled egdes, and we focus on connected
graphs with at most one label per node. However, we can also handle input
graphs that contain nodes with multiple labels, by transforming each such node
into multiple nodes each carrying one label and connecting all of them to a
central dummy node.
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As our work is based on the Frequent Cohesive Itemset mining approach
of Hendrickx et al. [6], we start with a reproduction of some of the necessary
deﬁnitions and notations. We deﬁne a graph G as a set of nodes V (G) and a set
of edges E(G). Each node v ∈ V (G) carries a label l(v) ∈ S, where S is the set
of all labels. For a label i ∈ S, we denote the set of nodes in the graph carrying
this label as L(i) = {v ∈ V (G)|l(v) = i}. We deﬁne the frequency of a label
i ∈ S as the probability of encountering that label in G, or freq(i) = |L(i)||V (G)| .
From now on, we will refer to labels as items, and sets of labels as itemsets.
For an itemset X, the set of all nodes labelled by an item in X is denoted by
N(X) = {v ∈ V (G)|l(v) ∈ X}. In order to compute the cohesion of an itemset
X we must look, for each occurence of an item in X, for the nearest occurence
of all other items in X. For a node v, we deﬁne the sum of all these smallest
distances as W (v,X) =
∑
x∈X minw∈N({x})d(v, w), where d(v, w) is the length
of the shortest path from node v to node w. The average of such sums for all
occurences of items making up itemset X is expressed as
W (X) =
∑
v∈N(X) W (v,X)
|N(X)| .
The cohesion of an itemset X, where |X|≥ 2, is deﬁned as the ratio of the itemset
size and the average sum of the smallest distances deﬁned above:
C(X) =
|X|−1
W (X)
.
Note that the itemset size is reduced by one, since each considered node already
carries one item in X. If |X|< 2, we deﬁne C(X) to be equal to 1.
Cohesion measures how close to each other the items making up itemset X
are on average. If the items are always directly interconnected by an edge, the
sum of these distances for each occurence of an item in X will be equal to |X|−1,
as will the average of such sums, and the cohesion of X will be equal to 1.
Finally, an itemset X is considered frequent cohesive if, given user deﬁned
thresholds for frequency (min freq) and cohesion (min coh), it holds that ∀x ∈
X : freq(x) ≥ min freq and C(X) ≥min coh. Two optional parameters, minsize
and maxsize, can be used to limit the size of the discovered itemsets.
In this setting, our goal is to generate rules of the form if X occurs, Y occurs
nearby, where X ∩ Y = ∅ and X ∪ Y is a frequent cohesive itemset. In the rest
of this paper, we will denote a rule in the traditional way as X ⇒ Y , with X
the body of the rule and Y the head of the rule. It is clear that the closer the
items of Y occur to the items of X in the graph, the higher the conﬁdence value
of the rule should be. More formally, in order to compute the conﬁdence of the
rule, we must compute the average sum of minimal distances for X ∪Y , but only
from the point of view of items making up itemset X, i.e.,
W (X,Y ) =
∑
v∈N(X) W (v,X ∪ Y )
|N(X)| .
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The conﬁdence of a rule can then be deﬁned as
c(X ⇒ Y ) = |X ∪ Y |−1
W (X,Y )
. (1)
Given a conﬁdence threshold min conf, we consider rule X ⇒ Y conﬁdent if
c(X ⇒ Y ) ≥ min conf.
Let us now apply the deﬁnitions introduced above on the graph depicted in
Figure 1. Assume that min freq, min coh and min conf are set to 0.1, 0.5 and 0.6,
respectively. Looking at itemset ab we ﬁrst note that freq(a) = 321 ≈ 0.14 and
freq(b) = 721 ≈ 0.33, which shows us that both a and b are frequent. Now let us
have a look at the cohesion of itemset ab. According to our deﬁntions, |N(ab)|=
10. To compute the cohesion, we now search the neighbourhood of each node
in N(ab) which gives us W (v2, ab) = W (v4, ab) = W (v7, ab) = W (v11, ab) =
W (v15, ab) = W (v18, ab) = 1, W (v12, ab) = W (v21, ab) = 2, W (v1, ab) = 3
and W (v13, ab) = 4. Subsequently, computing the average of the above minimal
distances, we get W (ab) = 1710 = 1.7. We can now compute the cohesion of ab as
C(ab) = 2−11.7 ≈ 0.58, and conclude that itemset ab is suﬃciently cohesive.
If we look at the occurences of a and b in the graph, we see that every
node labelled a has a node labelled b nearby, but not vice versa. Therefore, the
conﬁdence of rule a ⇒ b should be higher than that of rule b ⇒ a. According to
our deﬁnitions, we see that for each node v labelled a, W (v, ab) = 1. Therefore,
W (a, b) = 33 = 1, and c(a ⇒ b) = 1 which means that rule a ⇒ b has, as
expected, a conﬁdence of 100%. Meanwhile, the sum of distances from each b to
the nearest a is
∑
v∈N({b}) W (v, ab) = 14. It follows that W (b, a) =
14
7 = 2 and
c(b ⇒ a) = 0.5. We see that a ⇒ b is a conﬁdent association rule, while b ⇒ a is
not, and we conclude that while an occurence of a b does not imply ﬁnding an
a nearby, when we ﬁnd an a, however, we can expect to ﬁnd a b nearby.
4 Algorithm
In this section we present a detailed description of our algorithm for discover-
ing conﬁdent association rules based on frequent cohesive itemsets. Unlike the
traditional approaches, which need all frequent itemsets to be found before the
generation process of the association rules can begin, we will generate the rules
in parallel with the frequent cohesive itemsets.
We begin by giving a quick overview of the FCI algorithm [6], which will serve
as a basis for our algorithm. The FCI algorithm, given in Algorithm 1, discov-
ers frequent cohesive itemsets. Candidate itemsets are generated by applying
depth-ﬁrst search, using recursive enumeration. During this process, a candidate
consists of two elements — items that make up the candidate, and all frequent
items which still have to be enumerated, denoted as X and Y , respectively. The
algorithm uses the UBC pruning function, which computes an upper bound on
the cohesion of all candidates yet to be generated in a given branch of the search
tree, and decides whether to proceed deeper into the search tree, or to prune
the complete branch. When a frequent cohesive itemset is found in line 3, rather
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Algorithm 1. FCI(〈X,Y 〉) ﬁnds frequent cohesive itemsets
1: if UBC(〈X,Y 〉) ≥ min coh then
2: if Y = ∅ then
3: if X = ∅ and |X|≥ minsize then GENERATE RULES(X)
4: else
5: Choose a in Y
6: if |X ∪ {a}|≤ maxsize then FCI(〈X ∪ {a}, Y \ {a}〉)
7: if |X ∪ (Y \ {a})|≥ minsize then FCI(〈X,Y \ {a}〉)
8: end if
9: end if
than outputting it, we proceed to mine association rules that can be generated
from this itemset, as discussed below.
The most computationally costly step of the FCI algorithm is the computa-
tion of
∑
v∈N(X) W (v,X), needed to evaluate the cohesion of itemset X. Com-
puting this at each node in the search tree would be unfeasible, but it has been
shown that such a sum for an itemset X can be expressed as a sum of separate
sums of such distances for each pair of items individually [6]. FCI stores these
sums between individual items in a matrix which is generated in the beginning
of the algorithm. Since we are only interested in itemsets consisting of frequent
items, the matrix will only contain the minimal distances between each pair of
frequent items. Therefore, the matrix that will be generated will only contain
|F |×|F | sums of smallest distances, where F are the frequent items.
On top of being used in the generation of the frequent cohesive itemsets, this
matrix can help us easily compute the conﬁdence of association rules X ⇒ Y .
More formally, for each x ∈ X, we can ﬁnd the sum of smallest distances to each
y ∈ Y seperately. This would allow us to eﬃciently compute W (X,Y ), and thus
c(X ⇒ Y ). However, we can optimise this process further, taking advantage
of the fact that it is suﬃcient to limit our computations to rules of the form
x ⇒ X \ {x} (i.e., rules where the body consists of a single item), with x ∈ X,
which can be generated from an itemset X. To compute the conﬁdence of all
other rules, we ﬁrst note that
∑
v∈N(X)
W (v,X ∪ Y ) =
∑
x∈X
( ∑
v∈N({x})
W (v,X ∪ Y )
)
.
The last part of the above expression can be rewritten as
∑
v∈N({x})
W (v,X ∪ Y ) = W (x,X ∪ Y \ {x})|N({x})|,
which allows us to reformulate the formula for the average sum of minimal
distances as
W (X,Y ) =
∑
x∈X
(
W (x,X ∪ Y \ {x})|N({x})|
)
|N(X)| .
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This, in turn, implies that
c(X ⇒ Y ) = (|X ∪ Y |−1)|N(X)|∑
x∈X
(
W (x,X ∪ Y \ {x})|N({x})|
) .
For the case where X contains just one element, i.e., X = {x}, this gives us
c(x ⇒ Y ∪ X \ {x}) = |X ∪ Y |−1
W (x, Y ∪ X \ {x}) ,
and it follows that
c(X ⇒ Y ) = |N(X)|∑
x∈X
|N({x})|
c(x⇒X∪Y \{x})
. (2)
As a result, once we have computed the conﬁdence of all the rules of the form
x ⇒ X \ {x}, with x ∈ X, we can evaluate all other rules Y ⇒ X \ Y , with
Y ⊂ X, without looking at either the dataset or the distance matrix.
Let us now return to our example graph shown in Figure 1 and compute
the conﬁdence of rule ab ⇒ c, where abc is a frequent cohesive itemset. First
we will compute the conﬁdence of rules a ⇒ bc and b ⇒ ac. We ﬁnd that∑
v∈N({a}) W (v, abc) = 7 and
∑
v∈N({b}) W (v, abc) = 27. Consequently, c(a ⇒
bc) = 3−17
3
≈ 0.85 and c(b ⇒ ac) = 3−127
7
≈ 0.51. Following Equation 2, we can
compute c(ab ⇒ c) as 103
0.85+
7
0.51
≈ 0.58. If we use Equation 1 deﬁned in section 3
for computing the conﬁdence of the same rule, we get c(ab ⇒ c) = 3−134
10
≈ 0.58,
which shows us that Equations 1 and 2 are equivalent. For reasons explained
above, we will use Equation 2 in our algorithm.
The algorithm for generating the conﬁdent association rules is given in
Algorithm 2. Having found a frequent cohesive itemset X, we ﬁrst generate
rules of the form x ⇒ X \{x}, store their conﬁdence values in memory and send
all conﬁdent rules to the output (lines 1 - 4). We then generate all other rules,
compute their conﬁdence based on the stored conﬁdences computed during the
ﬁrst stage, and output all conﬁdent rules (lines 5 - 7).
Algorithm 2. GENERATE RULES(X) generates rules based on itemset X
1: for all x ∈ X do
2: compute and store c(x ⇒ X \ {x})
3: if c(x ⇒ X \ {x}) ≥ min conf then output x ⇒ X \ {x}
4: end for
5: for all Y ⊂ X with |Y |≥ 2 do
6: if c(Y ⇒ X \ Y ) ≥ min conf then output Y ⇒ X \ Y
7: end for
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5 Experiments
In this section, we present the experimental results of our association rule mining
algorithm. For our experiments, we used two diﬀerent biological graph datasets.
The ﬁrst dataset concerns the human interactome. In this graph, each node is a
protein and each edge is a direct interaction between two proteins. This network
was obtained by fusing the BioGRID [15] database with the IntAct [11] and
MINT [13] networks. Next, the protein nodes were labelled with the annotations
contained in InterPro [7], which concerns common domains, protein families and
active sites that are present in the corresponding protein. Note that each protein
can contain multiple domains and can thus have more than one annotation
label. The second dataset concerns the transcriptional regulatory network of
Saccharomyces cerevisiae, commonly known as baker’s yeast, which serves as an
important model organism in life sciences. The yeast regulatory network was
obtained from the YEASTRACT [1] database. Within this graph, each node is
a yeast gene, and each edge corresponds to a regulatory interaction between a
transcription factor gene and a target gene. Each node was labelled with gene
ontology annotation information with regards to the biological process, molecular
function and cellular location as obtained from UniProtKB [8]. As a result, here,
too, each node can have multiple labels.
Since both datasets consist of nodes that can carry multiple labels, we ﬁrst
had to transform the given graphs. More formally, we expanded the given graph
structure by replacing each node with a so-called dummy node carrying a unique
label, and then connecting this node to a set of new nodes, each carrying one of
the original labels. Note that due to the nature of this reconstruction, any two
labels in the resulting graph will be at a distance of at least 2 from each other, as
there will always be a dummy node in between. As a result, the maximal cohesion
for any itemset in such a graph will be 0.5, and the same holds for the maximal
conﬁdence for any possible association rule. For the human interactome graph
dataset, the transformed graph consisted of 64 090 nodes and 141 828 edges. The
yeast regulatory network was transformed into a graph consisting of 21 314 nodes
and 62 991 edges.
For all the experiments discussed below, we chose a frequency threshold that
was low enough to guarantee a large number of frequent items, since we were
only interested in the performance of our association rule miner. For this reason,
we do not include the time needed to set up the distance matrix in our analysis,
since this only needs to be done once, after which the matrix can be reused for
various cohesion and conﬁdence thresholds. The frequency threshold, minsize
and maxsize were set to 0.002, 2 and 7, respectively, for the human interactome
network, and to 0.001, 2 and 5, respectively, for the yeast network. In our ﬁrst
set of experiments, we also ﬁxed the cohesion threshold in order to evaluate the
eﬀect of varying the conﬁdence threshold. For the human interactome network we
used min coh = 0.2, and for the yeast network min coh = 0.3. Figure 2 shows,
for both datasets, the number of discovered rules and the runtimes needed to
generate these rules for varying min conf values. As expected, the number of
discovered rules grows as we lower the conﬁdence threshold, but the runtimes
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(a) Human Interactome dataset (b) Yeast dataset
Fig. 2. Runtime and output size for varying conﬁdence thresholds
(a) Human Interactome dataset (b) Yeast dataset.
Fig. 3. Runtime and output size for varying cohesion thresholds
stay stable, since most time is spent mining itemsets and generating candidate
rules, regardless of how many rules are actually found to be conﬁdent.
In the second set of experiments, we only vary the cohesion threshold, while
we set the conﬁdence threshold to 0.4 for both datasets. The results are shown
in Figure 3 and conﬁrm that varying the cohesion threshold does have an eﬀect
on runtimes. Naturally, the number of rules decreases as the cohesion threshold
increases, since the number of frequent cohesive itemsets on which we base the
rules also decreases.
Note that the cohesion of an itemset can be interpreted as a weighted average
of the conﬁdences of all association rules that can be generated from that item-
set. In our third set of experiments, we varied both the cohesion and conﬁdence
thresholds, by setting min conf=min coh, thus ﬁnding those rules that had an
above average conﬁdence within the set of rules originating from the same item-
set. The results are shown in Figure 4 and are similar to those given in Figure 3.
Naturally, the number of rules now decreases faster, as the conﬁdence threshold
is raised together with the cohesion threshold. Finally, we note that in all exper-
iments we managed to ﬁnd a large number of conﬁdent association rules quickly
and eﬃciently.
Let us now have a closer look at some of the discovered rules. Having shown
the output to domain experts, it appeared that, for the human protein-protein
interaction network, the majority of the discovered rules concern protein kinases.
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(a) Human Interactome dataset. (b) Yeast dataset.
Fig. 4. Runtime and output size for varying cohesion and conﬁdence thresholds, where
min conf =min coh
99.4% of the rules included an annotation with the term ‘kinase’. Kinase pro-
teins are enzymes that can modify other proteins by phosphorylating speciﬁc
residues on the target protein. Phosphorylation results in the addition of a phos-
phate group to the target protein. This is a common mechanism for many signal
transduction pathways in all living cells, and thus a critical component of the
protein-protein interaction network subjected to analysis here. For example, with
min coh and min conf both set to 0.3 one example rule, existing of items which
occur often in data but which form a non-trivial set, is Tyrosine-protein kinase,
catalytic domain ⇒ Protein kinase, ATP binding site, Serine-threonine/tyrosine-
protein kinase catalytic domain, SH2 domain with a conﬁdence of 0.42. Proteins
that contain a catalytic domain for tyrosine-protein kinase activity will phos-
phorylate a tyrosine residue on their target. The phosphorylation reaction typi-
cally requires ATP, and thus kinases will often co-occur with ATP-binding sites
within the network. The annotation of ‘Serine-threonine/tyrosine-protein kinase
catalytic domain’ is a higher level one that contains all instances of ‘Tyrosine-
protein kinase, catalytic domain’ and thus is redundant with this annotation.
The presence of the ‘SH2 domain’ in the head of the association rule is much
more interesting. While the SH2 domain is not directly related to protein kinase
activity itself, it allows a protein to dock phosphorylated tyrosine residues.
In the yeast dataset, with min coh and min conf set to 0.3, we found rule het-
erocycle catabolic process ⇒ cellular nitrogen compound catabolic process, with
a conﬁdence of 0.5. Genes annotated with ‘heterocycle catabolic process’ code
for proteins that catalyse reactions for breaking down heterocyclic compounds.
Heterocyclic molecules contain ring structures that consist of at least two types
of atoms. The high conﬁdence of this rule suggests that all genes involved in
the degradation of heterocycles are also associated with ‘cellular nitrogen com-
pound catabolic process’ in our network. This is to be expected as almost all
heterocycles in living organisms consist of carbon and nitrogen atoms. Thus any
gene involved in the breakdown of heterocycles will also be associated in the
breakdown of compounds that include carbon and nitrogen. Another logical rule
is sulfur compound biosynthetic process ⇒ cellular nitrogen compound biosyn-
thetic, with a conﬁdence of 0.48. This association rule suggests that there is
a direct link between genes involved in the synthesis of compounds containing
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sulfur and genes involved in the synthesis of nitrogen compounds. This can be
explained by the fact that the primary carriers of sulfur in yeast are the amino
acids methionine and cysteine, both of which also contain nitrogen. We conclude
that our algorithm discovers both expected and interesting rules, but produces
no spurious output.
6 Conclusions
In this work, we presented a novel method for mining association rules among
node labels in a graph dataset. We relax the structural constraint used in sub-
graph mining, and discover rules that consist of sets of labels on both sides. A
discovered rule X ⇒ Y tells us that if we encounter all the labels in X in a
tightly connected form somewhere in the input graph, there is a high probabil-
ity that all the labels in Y will be encountered nearby. We evaluate the rules by
looking at how far from itemset X, on average, do we need to look in order to
ﬁnd itemset Y . This approach provides more insight into the data than merely
mining itemsets or subgraphs. We developed an algorithm for mining association
rules, and experimentally conﬁrmed its eﬃciency and usefulness. In future work,
we intend to look at the possibility of extending this work to a setting where the
dataset consists of multiple graphs, rather than a single graph.
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Abstract. In recent years, extensive studies have been conducted on high utility 
itemsets (HUI) mining with wide applications. However, most of them assume 
that data are stored in centralized databases with a single machine performing the 
mining tasks. Consequently, existing algorithms cannot be applied to the big data 
environments, where data are often distributed and too large to be dealt with by a 
single machine. To address this issue, we propose a new framework for mining 
high utility itemsets in big data. A novel algorithm named PHUI-Growth (Paral-
lel mining High Utility Itemsets by pattern-Growth) is proposed for parallel min-
ing HUIs on Hadoop platform, which inherits several nice properties of Hadoop, 
including easy deployment, fault recovery, low communication overheads and 
high scalability. Moreover, it adopts the MapReduce architecture to partition the 
whole mining tasks into smaller independent subtasks and uses Hadoop distri-
buted file system to manage distributed data so that it allows to parallel discover 
HUIs from distributed data across multiple commodity computers in a reliable, 
fault tolerance manner. Experimental results on both synthetic and real datasets 
show that PHUI-Growth has high performance on large-scale datasets and outper-
forms state-of-the-art non-parallel type of HUI mining algorithms. 
Keywords: High utility itemset mining · Big data analytics · Hadoop platform 
1 Introduction 
The rapid growth of data generated and stored has led us to the new era of Big Data 
[3, 4, 14, 18, 19]. Nowadays, we are surrounded by different types of big data, such as 
enterprise data, sensor data, machine-generated data and social data. Extracting valu-
able information and insightful knowledge from big data has become an urgent need 
in many disciplines. In view of this, big data analytics [3, 4, 14, 18, 19] has emerged 
as a novel topic in recent years. This technology is particularly important to enterpris-
es and business organizations because it can help them to increase revenues, retain 
customers and make more intelligent decisions. Due to its high impact in many areas, 
more and more systems and analytical tools have been developed for big data analyt-
ics, such as Apache Mahout [14], MOA [3], SAMOA [19] and Vowpal Wabbit [20]. 
However, to the best of our knowledge, no existing studies have incorporated the 
concept of utility mining [2, 6, 7, 8, 11, 12, 13] into big data analytics. 
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Utility mining is an important research topic in data mining. The main objective of 
utility mining is to extract valuable and useful information from data by considering 
profit, quantity, cost or other user preferences. High utility itemset (HUI) mining is 
one of the most important tasks in utility mining, which can be used to discover sets 
of items carrying high utilities (e.g., high profits). This technology has been applied to 
many applications such as market analysis, web mining, mobile computing and even 
bioinformatics. Due to its wide range of applications, many studies [2, 6, 7, 8, 11, 12, 
13] have been proposed for mining HUIs in databases. However, most of them as-
sume that data are stored in centralized databases with a single machine performing 
the mining tasks. However, in big data environments, data may be originated from 
different sources and highly distributed. A large volume of data also makes it difficult 
to be moved to a centralized database. Thus, existing algorithms are not suitable for 
the applications of big data. 
Although mining HUIs from big data is very desirable for many applications, it is a 
challenging task due to the following problems posed: First, due to a large amount of 
transactions and varied items in big data, it would face the large search space and the  
combination explosion problem. This leads the mining task to suffer from very expen-
sive computational costs in practical. Second, pruning the search space in HUI mining 
is more difficult than that in frequent pattern mining because the downward closure 
property [1] does not hold for the utility of itemsets. Therefore, many search space 
pruning techniques developed for frequent pattern mining cannot be directly trans-
ferred to the scenario of HUI mining. Third, a large amount of data cannot be effi-
ciently processed by a single machine. A well-designed algorithm incorporated with 
parallel programming architecture is needed. However, implementing a parallel algo-
rithm involves several problematic issues, such as search space decomposition, avoid-
ance of duplicating works, minimization of synchronization and communication 
overheads, fault tolerance and scalability problems.  
In this paper, we address all of the above challenges by proposing a new frame-
work for mining high utility itemsets in big data. To our knowledge, this topic has not 
yet been explored. The contributions of this work are summarized as follows: 
• First, we propose a novel algorithm named PHUI-Growth (Parallel mining High 
Utility Itemsets by pattern-Growth) for parallel mining HUIs in big data. It is im-
plemented on a Hadoop platform [14] and thus it inherits several nice properties 
from Hadoop, such as easy deployment in high level language, fault tolerance, low 
communication overheads and high scalability on commodity hardware. 
• Second, PHUI-Growth adopts the MapReduce architecture to partition the whole 
mining task into smaller independent subtasks and uses HDFS (Hadoop Distri-
buted File System) to process distributed data. Thus, it can parallel mine HUIs 
from distributed databases across multiple commodity computers in a reliable 
manner.  
• Third, PHUI-Growth adopts a novel strategy called DLU-MR (Discarding local 
unpromising items in MapReduce framework) to effectively prune the search space 
and unnecessary intermediate itemsets produced during the mining process, which 
further enhances the performance of PHUI-Growth.  
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• Experimental results on both synthetic and real datasets show that PHUI-Growth 
outperforms the state-of-the-art algorithms developed for mining HUIs on a single 
machine and that it has good scalability on large-scale datasets.  
The remaining of this paper is organized as follows. Section 2 and Section 3 re-
spectively introduce the basic concepts of HUI mining and related works. Section 4 
presents the proposed methods. Experimental results and conclusion are presented in 
Section 5 and Section 6, respectively. 
2 Basic Concept and Definitions 
In this section, we introduce the related definitions about HUI mining. Let I* = {I1, 
I2, …, IN} be a finite set of distinct items. A transactional database D = {T1, T2, …, 
TM} is a set of transactions, where each transaction Tc∊ D (1 ൑ c ൑ M) is a set of items 
has a unique transaction identifier c, called its TID. Each item Ij∈I* (1≤ j ≤ N) in D 
has a global positive real number p(Ij, D), called its external utility (e.g., unit profit). 
The external utilities of items are stored in a utility table. Every item Ij in a transaction 
Tc has a local positive real number q(Ij, Tc), called its internal utility (e.g., quantity). 
An itemset X is a set of items {I1, I2,…, Ik}, where k=|X| is called the length of X. An 
itemset of length k is called k-itemset.  
Definition 1 (Utility of an itemset in a transaction).  The utility of an itemset  
X in a transaction Tc ∊ D is denoted as u(X, Tc) and defined as 
.) ,(×) ,(∑   ∈ ∧ ∈ cjjTIXI TIqDIpcjj
 
Definition 2 (Utility of an itemset in a database). The utility of an itemset X in a 
database D is the summation of the utilities of X in all the transactions containing X, 
which is denoted as u(X) and defined as .),(∑  ⊆ ∧ ∈ cTXDT TXucc  
Definition 3 (Transaction utility of a transaction). The transaction utility (abbre-
viated as TU) of a transaction Tc ∊ D is the summation of the utility of each item in Tc, 
which is denoted as tu(Tc) and defined as .),(∑  ∈ ccDT TTuc  
Definition 4 (Total utility of a database). The total utility of a database D is the 
summation of the transaction utility of each transaction in the database, which is de-
noted as λ and defined as ).(∑  ∈ cDT Ttuc  
Table 1. Transactional database 
TID Transaction 
T1 A(4), B(2), C(8), D(2) 
T2 A(4), B(2), C(8) 
T3 C(4), D(2), E(2), F(2) 
T4 E(2), F(2), G(1) 
Table 2. Utility table 
Item A B C D E F G 
External Utility 2 3 1 3 4 4 8 
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Definition 5 (Relative utility of an itemset in a database). The relative utility of an 
itemset X in a database D is denoted as ru(X) and defined as the ratio of u(X) to λ. 
Definition 6 (High utility itemset). Let θ (0 < θ  ≤ λ) be a user-specified minimum 
utility threshold. An itemset X is called a high utility itemset (abbreviated as HUI) iff 
u(X) ≥ θ. An equivalent definition is that X is a HUI iff ru(X) ≥ θ/λ, where θ/λ is 
called relative minimum utility threshold. Otherwise, X is called low utility itemset. 
Notice that the well-known downward closure property [1] does not held for the 
utility of itemsets. For example, {A} is low utility, but its superset {AC} is high utili-
ty. As a consequence, the search space of HUI mining cannot be effectively pruned as 
it is done in traditional frequent itemset mining. To effectively prune the search space, 
the concept of transaction-weighted utilization model (abbreviated as TWU model) [6] 
was proposed, which is based on the following definitions. 
Definition 7 (TWU of an itemset). The transaction-weighted utilization (abbreviated 
as TWU) of an itemset X is the summation of transaction utility of each transaction 
containing X, which is denoted as TWU(X) and defined as ).(∑  ⊆X ∧ ∈ cTDT Ttucc   
Definition 8 (High TWU itemset). An itemset X is called high TWU itemset iff 
TWU(X) ≥ θ. Otherwise, X is called low TWU itemset. 
Definition 9 (TWU downward closure property). The TWU downward closure 
property states that any superset of a low TWU itemset is low utility. By this proper-
ty, the downward closure property can be applied to the TWU of itemsets for effec-
tively prune the search space. The detailed proof of this property can be found in [6]. 
3 Related Work 
In this section, we review some studies that are related to parallel programming, HUI 
mining, and parallel HUI mining. 
3.1 Parallel Programming 
Parallel programming has become a necessity for handling big data. The parallel 
algorithms can be generally categorized into two types: shared-memory algorithm and 
shared-nothing algorithm (also called distributed algorithm) [14]. The main feature of 
shared-memory algorithms is that it allows all processing units to concurrently access 
a shared memory. In general, it is easier to adapt algorithms to the shared-memory 
architecture. However, the resulting algorithms are usually not scalable enough and 
still suffer from the bottleneck of huge memory requirement. On the other hand, the 
main feature of shared-nothing algorithms is that it allows different processors that 
have their own memories to communicate with each other by passing messages. Al-
though it is not easy to adapt algorithms to the shared-nothing architecture, a well-
designed distributed algorithm usually has better scalability. 
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The message passing interface (MPI) is one of the most well-known framework 
based on shared-nothing architecture, but it works efficiently only on low-level pro-
gramming languages (e.g., C and Fortran). Nowadays, high-level programming lan-
guages (e.g., Java) have become more and more important and popular in many do-
mains. Apache Foundation has developed a Jave-based open-source library named 
Hadoop [14] for parallel processing big data. It consists of two key services: HDFS 
(Hadoop Distributed File System) and MapReduce software. HDFS is a reliable dis-
tributed file system designed to efficiently access and store large-scale data. On the 
other hand, MapReduce software is designed to process vast amounts of data in paral-
lel. The combination of HDFS and MapReduce software allows to parallel process 
large-scale datasets across multiple clusters of commodity hardware in a reliable, 
fault-tolerant manner. A MapReduce program consists of two stages: map stage and 
reduce stage. In map stage, each Mapper processes a distinct chunk of data and pro-
duces several key-value pairs. In reduce stage, these key-value pairs are aggregated 
and transformed. The transformed key-value pairs are fed to Reducers. Reducers fur-
ther process these transformed pairs and then output the final or intermediate results.  
3.2 High Utility Itemset Mining 
Extensive studies have been proposed for efficiently mining HUIs in centralized data-
bases. These algorithms can be generally categorized into two types: two-phase and 
one-phase algorithms. The main characteristic of two-phase algorithms is that they 
consist of two phases. In the first phase, they generate a set of candidates (e.g., high 
TWU itemsets) for HUIs. In the second phase, they calculate the utility of each candi-
date found in the first phase to identify HUIs. For example, Two-Phase [6], IHUP [2], 
IIDS [9] and UP-Growth+ [12] are typical two-phase algorithms. On the contrary, the 
main feature of one-phase algorithms [7, 8] is that they discover HUI using only one 
phase. For example, HUI-Miner [7] is one of the state-of-the-art one-phase algo-
rithms. Although these algorithms are very efficient for mining HUIs from a centra-
lized database, they have not been parallelized for handling big data. 
3.3 Parallel High Utility Itemset Mining 
In utility mining, only few preliminary studies [11, 13] have been proposed for paral-
lel mining HUIs in distributed databases. Vo et al. proposed the DTWU-Mining algo-
rithm [13] for parallel mining HUIs from vertical partitioned distribute databases. 
Subramanian et al. proposed the FUM-D algorithm [11] to extract HUIs from distri-
buted horizontal databases. FUM-D enumerates local HUIs in each local database and 
then uses local HUIs to infer all global HUIs in the global database. Although these 
two approaches are parallel HUI mining algorithms, they are not implemented in Ha-
doop platform and do not integrated with the MapReduce framework. Therefore, they 
do not support fault tolerance. However, fault tolerance is a very important issue in 
parallel mining algorithms because the probability that none of computers of cluster 
crashes is very small when handling big data. Therefore, DTWU-Mining and FUM-D 
are not reliable and practical enough for handling big data. 
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Fig. 1. The system architecture of the PHUI-Growth algorithm 
4 The Proposed Method: PHUI-Growth 
In this section, we propose a novel algorithm named PHUI-Growth (Parallel mining 
High Utility Itemsets by pattern-Growth) for efficiently parallel mining HUIs based 
on Hadoop MapReduce architecture. It has three input parameters: (1) a distributed 
database DD, (2) a utility table and (3) a user-specified minimum utility threshold 
min_util. After the whole mining process, the algorithm outputs the complete set of 
HUIs in  DD. PHUI-Growth consists of three main phases: (1) counting phase, (2) 
transformation phase and (3) mining phase. Fig. 1 shows the system architecture of 
PHUI-Growth.  
4.1 Counting Phase 
The input database DD can be viewed as a set of transactions that are stored in several 
computers. In counting phase, the algorithm takes one MapReduce pass to parallel 
counts TWU of items in DD. The whole process in this phase can be divided into map 
stage and reduce stage.  
Map Stage. In map stage phase, each Mapper is fed with a transaction Tc = {I1, I2,…, 
IL} in DD. For each item Ij in Tc (1 ≤ j ≤ L), the Mapper outputs a key-value pair <Ij, 
TU(Tc)>, called Item-TU pair.  
Reduce Stage. In reduce stage, Item-TU pairs outputted by Mappers are fed to Re-
ducers.  The Item-TU pairs having the same key are collected into the same Reducer. 
Let R = {<I, v1>, <I, v2>,…, <I, vn>} be the set of all the Item-TU pairs collected by a 
Reducer. The Reducer calculates TWU of I by summing up each value of a pair and 
outputs a key-value pair <I, TWU(I)>, called Item-TWU pair.  
Fig. 1 shows the process of map and reduce stages in counting phase. In Fig.2(a), 
the input of the Mapper 1 is T1 = {A, B, C, D} of Table 1. After the process, the Map-
per outputs four Item-TU pairs <{A}, 28>, <{B}, 28>, <{C}, 28> and <{D}, 28>. All 
the Item-TU pairs having the same key {A} are collected into the Reducer 1. After the 
process, Reducer 1 outputs an Item-TWU pair <{A}, 50>. 
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Fig. 2. Map and reduce stages in counting phase 
4.2 Database Transformation Phase 
In database transformation phase, the algorithm removes all low TWU 1-itemsets 
from DD (Definition 7, 8 and 9) and sorts remaining items in a TWU ascending order. 
A transaction after the above process is called reorganized transaction. Then, the 
algorithm transforms each reorganized transaction T’ = {I1, I2,…, IL} in DD into a 
special structure called u-transaction. A u-transaction is of the form <I1(u1), I2(u2),…, 
IL(uL)>, where uj is called the utility of Ij in T’. Initially, uj is set to p(Ij, DD) × q(Ij, 
T’). The transaction utility of T’ is denoted as TU(T’) and defined as the summation 
of utilities of all the items in T’.  
4.3 Mining Phase 
In mining phase, the algorithm parallel discovers HUIs through several iterations. 
Initially, a variable k is set to 0. Then, the algorithm starts to generate HUIs having a 
length greater than k. In the k-th iteration, all the HUIs of length k are discovered by 
performing a MapReduce pass. The process of this phase can be divided into two 
cases: (1) k = 1 and (2) k ≥ 2. We first explain the former case and then describe the 
latter case.  
4.3.1   Map Stage in the First Iteration  
When k = 1, each Mapper is fed with a u-transaction T’ = <I1(u1), I2(u2),…, IL(uL)>. 
For each item Ij in T’ (1 ≤ j ≤ L), the Mapper generates a special structure called con-
ditional u-transaction. A conditional u-transaction has three fields: Prefix, PrefixUtili-
ty and UTrans. When k =1, Ij and uj are respectively stored in Prefix and PrefixUtility 
fields. For UTrans field, it stores the set of items appearing after Ij in T’ according to 
TWU ascending order, that is, <Ij+1(uj+1), Ij+2(uj+2),…, IL(uL)>. The prefix utility of T’ 
is denoted as TU(T’) and defined as the value in PrefixUtility field. 
For example, in Fig. 3, the Mapper 1 is fed with the u-transaction {A(8), B(6), 
D(6), C(8)}. After the process, it generates four conditional u-transactions <{A}, 8, 
{B(6), D(6), C(8)}>, <{B}, 6, {D(6), C(8)}>, <{D}, 6, {C(8)}>, <{C}, 8, φ >. The 
PU of the first conditional u-transaction is 8.  
 
 
T1 ABCD
T2 ABC
T3 CDEF
T4 EFG
Distributed Database Mapper 1 ABCD
<A, 28>,<B, 28>,
<C, 28>,<D, 28>
Mapper 2 ABC <A, 22>,<B, 28>,
<C, 22>
Mapper 3 CDEF <C, 26>,<D, 26>,<E, 26>,<F, 26>
Reducer 1 A <A, 28>,<A, 22>B <B, 28>,<B, 28>
Mapper 4 EFG <E, 24>,<F, 24>,<G, 24>
Reducer 3
E <E, 26>, <E, 24>
F <F, 26>, <F, 24>
G <G, 24>
Reducer 2 C
<C, 28>, <C, 22>, 
<C, 26>
D <D, 28>, <D, 26>
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Fig. 3. Map and reduce stages in mining phase when k = 1 
 
Fig. 4. Map and reduce stages in mining phase when k = 2 
4.3.2   Reduce Stage in Mining Phase 
In reduce stage, each Reducer is fed with a conditional u-transaction. The conditional 
u-transactions having the same prefix are collected into the same Reducer. Let R’ be 
the set of conditional u-transactions collected by a Reducer and X be the prefix of 
these conditional u-transactions. Then, the Reducer calculates the utility of X by 
summing up PUs of all the u-transactions in R’. After the process, if the utility of X is 
no less than the min_util threshold, the Reducer outputs X and its utility because X is a 
HUI (Definition 6). Then, the algorithm applies a proposed strategy called DLU-MR 
(Discarding local unpromising items in MapReduce framework) to further reduce the 
search space. The main idea of this strategy is based on the following definitions. 
Definition 10 (Local TWU of an item in k-th iteration). Let R’ be the set of condi-
tional u-transactions collected by a Reducer in k-th iteration, the local TWU of an item 
Y is the summation of transaction utility of each u-transaction containing X, which is 
denoted as LTWU(X, k) and defined as )].(+)([∑  ∈ ∧ ∈ TPUTTUTYRT  
Definition 11 (Local unpromising items in k-th iteration). Let R’ be the set of con-
ditional u-transactions collected by a Reducer in k-th iteration, an item is called local 
unpromising items in k-th iteration iff LTWU(X, k) < θ.  
Definition 12 (Local TWU downward closure property). The local TWU down-
ward closure property (or simply called LTWU-DC Property) states that ∀X iff 
LTWU(X, k) < θ, all the L-itemsets containing X are low utility (L≥k). 
Mapper 1 A(8) B(6) D(6) C(8)
<{A}, 8, {B(6)D(6)C(8)}>
<{B}, 6, {D(6)C(8)}>
<{D}, 6, {C(8)}>
<{C}, 8, {ϕ}>
Mapper 2 A(8) B(6) C(8)
<{A}, 8, {B(6)C(8)}>
<{B}, 6, {C(8)}>
<{C}, 8, {ϕ} >
Mapper 3 E(8) F(8) D(6) C(4)
<{E}, 8, {F(8)D(6)C(4)}>
<{F}, 8, {D(6)C(4)}>
<{D}, 6, {C(4)}>
<{C}, 4, {ϕ}>
Mapper 4 E(8) F(8)
<{E}, 8, {F(8)}>
<{F}, 8, {ϕ}>
Reducer 1
A <{A}, 8, {B(6)D(6)C(8)}>,<{A}, 8, {B(6)C(8)}>
B <{B}, 6, {D(6)C(8)}>,<{B}, 6, {C(8)}>
Reducer 2
C <{C}, 8, {ϕ}>, <{C}, 8, {ϕ}>,<{C}, 4, {ϕ}>
D <{D}, 6, {C(8)}>, <{D}, 6, {C(4)}>
Reducer 3
E
<{E}, 8, {F(6)D(6)C(4)}>
<{E}, 8, {F(8)}>
F
<{F}, 8, {D(6)C(4)}>,
<{F}, 8, {ϕ}>
Mapper 1
<{A},8,{B(6)D(6)C(8)}>
<{AB}, 14, {D(6)C(8)}> 
<{AD}, 14, {C(8)}>
<{AC}, 16, {ϕ}>
<{A},8,{B(6)C(8)}> <{AB}, 14, {C(8)}> <{AC}, 16, {ϕ}>
Mapper 2 <{B}, 6, {D(6)C(8)}>
<{BD}, 12, {C(8)}> 
<{BC}, 14, {ϕ}>
<{B}, 6, {C(8)}> <{BC}, 14, {ϕ}>
Mapper 3 <{D}, 6, {C(8)}> <{DC}, 14, {ϕ}><{D}, 6, {C(4)}> <{DC}, 10, {ϕ}>
Mapper 4 <{E}, 8, {F(6)D(6)C(4)}>
<{EF}, 14, {D(6)C(4)}> 
<{ED}, 14, {C(4)}>
<{EC}, 12, {ϕ}>
<{E}, 8, {F(8)}> <{EF}, 16, {ϕ}>
Mapper 5 <{F}, 8, {D(6)C(4)}> <{FD}, 14, {C(4)}> <{FC}, 12, {ϕ}>
Reducer 1
AB <{AB}, 14, {D(6)C(8)}>,<{AB}, 14, {C(8)}>
AC <{AC}, 16, {ϕ}>, <{AC}, 16, {ϕ}>
AD <{AD}, 14, {C(8)}>
Reducer 3
EF <{EF}, 14, {D(6)C(4)}>,<{EF}, 16, {ϕ}>
ED <{ED}, 14, {C(4)}>, <{ED}, 14, {C(4)}>
EC <{EC}, 12, {ϕ}>
Reducer 2
BD <{BD}, 12, {C(8)}>
BC <{BC}, 14, {ϕ}>, <{BC}, 14, {ϕ}>
DC <{DC}, 14, {ϕ}>, <{DC}, 10, {ϕ}>
Reducer 4 FD <{FD}, 14, {C(4)}>FC <{FC}, 12, {ϕ}>
 Mining High Utility Itemsets in Big Data 657 
The DLU-MR strategy is performed by scanning R’ twice. In the first scan of R’, 
the Reducer calculates local TWU of items in u-transactions of R’. In the second scan 
of R’, the Reducer removes local unpromising items in each u-transaction T’ of R’ and 
discards their utilities from TU(T). When the Reducer has finished its work, each 
trimmed conditional u-transaction is outputted as the input of (k+1)-th iteration.  
4.3.3   Map-Reduce Stages in the k-th Iteration (k ≥ 2) 
In the k-th iteration (k ≥ 2), the algorithm takes a MapReduce pass to find all the HUIs 
of length k. In map stage, each Mapper is fed with a conditional u-transaction CT = 
<X, ux, T’> produced from (k-1)-th iteration, where X is the prefix of CT, ux is the PU 
of CT and T’ = <I1(u1), I2(u2),…, IL(uL)> is a u-transaction related to X. For each item 
Ij in T’ (1 ≤ j ≤ L), the Mapper outputs a conditional u-transaction <{X∪Ij}, (ux+uj), 
<Ij+1(uj+1), Ij+2(uj+2),…, IL(uL)>>. When all the Mappers have finished their work, 
those conditional u-transactions having the same prefix are fed to the same Reducer. 
When k ≥ 2, the process of the reduce stage is the same as that in subsection 4.3.2. 
Fig. 3 and Fig. 4 respectively show the running examples when k =1 and k = 2.  
5 Experimental Results 
In this section, we compare the performance of PHUI-Growth with HUI-Miner [7], a 
state-of-the-art non-parallel type of HUI mining algorithms. To evaluate the effec-
tiveness of the DLU-MR strategy, we prepared two versions of PHUI-Growth, respec-
tively called PHUI-Growth(Baseline) and PHUI-Growth(DLU-MR). We also evaluate 
the number of intermediate itemsets produced by the algorithms. For HUI-Miner, 
intermediate itemsets refers to the itemsets having an estimated utility no less than the 
min_util threshold. Thus, the number of intermediate itemsets produced by HUI-
Miner can be regarded as that of utility-lists constructed by HUI-Miner during the 
mining process. For the proposed algorithms, the number of intermediate itemsets is 
the number of conditional u-transactions produced by Reducers during the mining 
process. In this section, the two kinds of intermediate itemsets are called candidates. 
All experiments were conducted on a five-node Hadoop Cluster. Each node is 
equipped with Intel® Celeron® CPU G1610 @ 2.60GHz CPU and 4 GB main memo-
ry. All the algorithms are implemented in Java. Both synthetic and real datasets were 
used in the experiments. Chainstore [10] is a real-life dataset acquired from [10], 
which already contain unit profits and purchase quantities. Retail dataset was obtained 
from FIMI Repository [15]. A synthetic dataset T10I4N10K|D|2,000K was generated 
from the IBM data generator [1]. The parameters of the dataset are described as fol-
lows: |D| is the total number of transactions, T is the average size of transactions; N is 
the number of distinct items; I is the average size of potential maximal itemsets. In-
ternal and external utilities of items are generated as the settings of [6, 12]. In Retail 
and T10I4N10K|D|2,000K datasets, external utilities of items are generated between 1 
and 1,000 by using a log-normal distribution and internal utilities of items are  
generated randomly between 1 and 5, as the settings of [6, 12]. To evaluate the per-
formance of the algorithms on a larger dataset, we duplicate each transaction in 
Chainstore five times to form a dataset named Chainstore×5. Table 3 shows characte-
ristics of the datasets. 
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Table 3. Characteristic of Datasets 
Dataset #Trans. # Items Average 
Trans. Length 
Maximum 
Trans. Length 
Retail 88,162 16,470 10 76 
Chainstore 1,112,949 46,086 7 170 
T10I4N10K|D|2,000K 2,000,000 10,000 10 33 
Chainstore×5 5,564,745 46,086 7 170 
 
 
Fig. 5. Execution time of the algorithms on different datasets 
5.1 Performance Evaluation on Small Dataset 
In this subsection, we evaluate the performance of the algorithms on Retail dataset 
under varied relative min_util thresholds. The execution time of the algorithms and 
the number of candidates are respectively shown in Fig. 5(a) and Fig 6(a). In Fig. 
5(a), PHUI-Growth(Baseline) and Growth(DLU-MR) generally run slightly slower 
than HUI-Miner when relative min_util thresholds are higher than 0.02%. This is 
because that PHUI-Growth(Baseline) and Growth(DLU-MR) use five-node Hadoop 
Cluster to parallel process the mining tasks and they need to pass necessary data and 
messages across different machines via networks, which requires additional commu-
nication overheads. Therefore, they take more time than HUI-Miner for high thre-
sholds. However, when the threshold decreases, HUI-Miner starts to suffer from long 
execution time. For example, for relative min_util = 0.01%, HUI-Miner takes 4,429 
seconds, while PHUI-Growth(DLU-MR) only takes 566 seconds. When the threshold 
decreases, the number of HUIs dramatically increases and HUI-Miner need to pro-
duce a large amount of utility-lists for intermediate itemsets. However, the number of 
candidates produced by PHUI-Growth(DLU-MR) is up to two orders of magnitude 
smaller than that produced by HUI-Miner.  
(a) Retail (b) Chainstore
(c) T10I4N10K|D|2,000K (d) Chainstoreu5
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Fig. 6. Number of intermediate itemsets produced by the algorithms 
5.2 Performance Evaluation on Large-Scale Datasets 
In this subsection, we evaluate the performance of the algorithms on large datasets, 
including Chainstore, T10I4N10K|D|2000K and Chainstore×5. Execution time of the 
algorithms and the number of candidates are respectively shown in Fig.5 and Fig. 6. 
Results show that PHUI-Growth(Baseline) and Growth(DLU-MR) outperform HUI-
Miner significantly. The reason why PHUI-Growth(Baseline) and Growth(DLU-MR) 
perform so well is that they  effectively use nodes of a cluster to parallel process 
HUIs across multiple machines, while HUI-Miner is executed on non-parallel single 
machine. In Fig.5, PHUI-Growth(DLU-MR) generally runs much faster than PHUI-
Growth(Baseline) on all the datasets. This is because that PHUI-Growth(DLU-MR) 
integrates the DLU-MR strategy for effectively prune the candidates and hence en-
hances its mining performance. Then, we compare the scalability of the algorithms on 
large datasets Chainstore×5 and T10I4N10K|D|2000K. As shown in Fig 5(c) and Fig. 
5(d), PHUI-Growth(DLU-MR) has very good scalability on large datasets. On the 
contrary, the execution time of HUI-Miner increases dramatically on large datasets. In 
Fig 6(d), as the relative min_util is set to 0.01%, PHUI-Growth(DLU-MR) only takes 
about 592 seconds, while HUI-Miner takes more than 7,500 seconds.  
 
(a) Retail (b) Chainstore
(c) T10I4N10K|D|2,000K (d) Chainstoreu5
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6 Conclusion 
In this paper, we propose a new framework for mining high utility itemsets in big 
data. A novel algorithm PHUI-Growth is proposed for efficiently parallel mining 
high utility itemsets from distributed data across multiple commodity computers. It is 
implemented on a shared-nothing Hadoop platform and thus inherits several merits of 
Hadoop, including easy deployment in high level language, supporting fault recovery 
and fault tolerance, low communication overheads and high scalability on commodity 
hardware. A novel strategy called DLU-MR is proposed to effectively prune the 
search space and greatly improve the performance of PHUI-Growth. Empirical evalu-
ations of different types of real and synthetic datasets show that PHUI-Growth has 
good scalability on large datasets and outperforms the state-of-the-art algorithms.  
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Abstract. Recently, several constraint programming (CP)/proposit-
ional satisﬁability (SAT) based encodings have been proposed to deal
with various data mining problems including itemset and sequence min-
ing problems. This research issue allows to model data mining problems
in a declarative way, while exploiting eﬃcient and generic solving tech-
niques. In practice, for large datasets, they usually lead to constraints
network/Boolean formulas of huge size. Space complexity is clearly iden-
tiﬁed as the main bottleneck behind the competitiveness of these new
declarative and ﬂexible models w.r.t. specialized data mining approaches.
In this paper, we address this issue by considering SAT based encodings
of itemset mining problems. By partitioning the transaction database, we
propose a new encoding framework for SAT based itemset mining prob-
lems. Experimental results on several known datasets show signiﬁcant
improvements, up to several orders of magnitude.
Keywords: Declarative data mining · Itemset mining
1 Introduction
Recently, a constraint programming (CP) based data mining (DM) framework
was proposed by Luc De Raedt et al. in [10] for itemset mining (CP4IM). This
new framework oﬀers a declarative and ﬂexible representation model. New con-
straints often require new implementations in specialized approaches, while they
can be easily integrated in such a CP framework. It allows data mining problems
to beneﬁt from several generic and eﬃcient CP solving techniques. The authors
show how some typical constraints (e.g. frequency, maximality, monotonicity)
used in itemset mining can be formulated for use in CP [5]. This study leads
to the ﬁrst CP approach for itemset mining displaying nice declarative oppor-
tunities. Encouraged by these promising results, several contributions addressed
other data mining problems using the two well-known AI models: constraint
programming and propositional satisﬁability. For example, in [7], the authors
proposed a SAT based formulation of the problem of enumerating the Top-k
frequent closed itemsets. In [2], the authors solve the frequent itemset mining
problem by compiling the set of all itemset into a binary decision diagram (BDD)
c© Springer International Publishing Switzerland 2015
T. Cao et al. (Eds.): PAKDD 2015, Part II, LNAI 9078, pp. 662–674, 2015.
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(augmented with counts). Frequent itemset are then extracted by querying the
BDD. By considering the relationship between local constraint-based mining and
constraint satisfaction problems, Khiari et al. [8] proposed a model for mining
patterns combining several local constraints, i.e., patterns deﬁned by n-ary con-
straints. Also, several constraint-based language for modeling and solving data
mining problems have been designed. Let us mention, the constraint-based lan-
guage, deﬁned in [9], which enables the user to deﬁne queries in a declarative way
addressing pattern sets and global patterns. All primitive constraints of the lan-
guage are modeled and solved using the SAT framework. More recently, Guns at
al. [3], introduced a general-purpose, declarative mining framework called Min-
ingZinc. Compared to CP4IM framework [4], MiningZinc supports a wide variety
of diﬀerent solvers (including DM algorithms and general purpose solvers) and
employe a signiﬁcantly more high-level modeling language.
The above non exhaustive description of some recent works on constraint
programming based data mining shows an important research activity in this
new research trend. In most of these contributions, particularly for SAT based
data mining framework, despite the nice declarative aspects, the authors pointed
out that the main challenge concern their competitiveness against specialized
data mining algorithms. As mentioned in [3], “this is non-trivial because data
mining algorithms are highly optimized for speciﬁc tasks and large datasets,
while generic constraint solvers may struggle in particular with the size of the
problems”. The work presented in this paper ﬁt into this framework. Our goal
is to provide a step in that direction by pushing forward the eﬀectiveness of
SAT-based data mining approaches.
In this paper, we consider the SAT-based encodings of itemset mining prob-
lems proposed in [7]. An enhancement of the encoding is provided. We propose
an original partition based approach allowing us to partition the whole problem
into sub-problems of reasonable size while maintaining solving incrementality. It
takes as input a transaction database and a partition of the set of items, then
it incrementally generates and solves a sequence of sub-problems while ensuring
completeness. This partition based SAT encoding improves Jabbour et al. [7]
SAT-based itemset mining approach by several orders of magnitude on several
well-known datasets.
2 Preliminaries
Let Ω be a ﬁnite non empty set of symbols, called items. From now on, we
assume that this set is ﬁxed. We use the letters a, b, c, etc to range over the
elements of Ω. An itemset I over Ω is deﬁned as a subset of Ω, i.e., I ⊆ Ω. We
use 2Ω to denote the set of itemsets over Ω and we use the capital letters I, J ,
K, etc to range over the elements of 2Ω .
A transaction is an ordered pair (i, I) where i is a natural number, called
transaction identiﬁer, and I an itemset, i.e., (i, I) ∈ N × 2Ω . A transaction
database D is deﬁned as a ﬁnite non empty set of transactions (D ⊆ N × 2Ω)
where each transaction identiﬁer refers to a unique itemset.
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Let D be a transaction database and I an itemset. The cover of I in D,
denoted C(I,D), is the following set of transaction identiﬁers:
{i ∈ N | (i, J) ∈ D and I ⊆ J}
Moreover, the support of I in D, denoted S(I,D), corresponds to the cardinality
of C(I,D), i.e., S(I,D) = |C(I,D)|.
Table 1. A Transaction Database D
Tid Itemset
1 a, b, c, d
2 a, b, e, f
3 a, b, c
4 a, c, d, f
5 g
6 d
7 d, g
For instance, consider the transaction database D in Table 1. In this case,
we have C({a, b},D) = {1, 2, 3} and S({a, b},D) = 3 while S({f},D) = 2.
In this work, we are mainly interested in the problem of ﬁnding frequent
itemsets (FIM problem). Given a transaction database D and a natural number
n greater than 0, solving this problem consists in computing the following set
of itemsets: FIM(D, n) = {I ⊆ Ω | S(I,D)  n}. In this context, we call n a
minimal support threshold.
The number of frequent itemsets in a transaction database can be signiﬁcant.
Indeed, this problem is #P -hard [15]. The complexity class #P corresponds to
the counting problems associated with a decision problem in NP . In order to
partially face this problem, condensed representations have been proposed:
Definition 1 (Closed Frequent Itemsets). Let D be a transaction database
and n a minimal support threshold and I an itemset in FIM(D, n). The itemset
I is closed iﬀ, for all J ⊃ I, S(I,D) > S(J,D).
Definition 2 (Maximal Frequent Itemsets). Let D be a transaction database
and n a minimal support threshold and I an itemset in FIM(D, n). The itemset
I is maximal iﬀ, for all J ⊃ I, S(J,D) < n.
For instance, in the previous example, for n = 2, the sets of closed and maxi-
mal frequent itemsets are respectively {{a, b}, {a, b, c}, {d}, {a, c, d}, {a, f}, {g}}
and {{a, b, c}, {a, c, d}, {a, f}, {g}}. We use CFIM(D, n) (resp. MFIM(D, n))
to denote the set of closed (resp. maximal) frequent itemsets.
3 Propositional Logic and SAT Problem
In this section, we deﬁne the syntax and the semantics of propositional logic.
Let Prop be a countably set of propositional variables. We use the letters p,
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q, r, etc to range over Prop. The set of propositional formulæ, denoted Form, is
deﬁned inductively started from Prop, the constant ⊥ denoting false, the constant
 denoting true, and using the logical connectives ¬, ∧, ∨, →. We use P(A)
to denote the set of propositional variables appearing in the formula A. The
equivalence connective ↔ is deﬁned by A ↔ B ≡ (A → B) ∧ (B → A).
A Boolean interpretation I of a formula A is deﬁned as a function from P(A)
to {0, 1} (0 corresponds to false and 1 to true). It is inductively extended to
propositional formulæ as usual:
I(⊥) = 0 I() = 1 I(A ∧ B) = min(I(A), I(B))
I(¬A) = 1 − I(A) I(A ∨ B) = max(I(A), I(B))
I(A → B) = max(1 − I(A), I(B))
A model of a formula A is a Boolean interpretation I that satisﬁes A, i.e.
I(A) = 1. A formula A is satisﬁable if there exists a model of A. A is valid
or a theorem, if every Boolean interpretation is a model of A. We use Mod(A)
to denote the set of models of A.
Let us now deﬁne the conjunctive normal form (CNF) representation of
propositional formulæ. A CNF formula is a conjunction (∧) of clauses, where
a clause is a disjunction (∨) of literals. A literal is a propositional variable (p)
or a negated propositional variable (¬p). The two literals p and ¬p are called
complementary. A CNF formula can also be seen as a set of clauses, and a clause
as a set of literals. The size of the CNF formula A corresponds to the value∑
c∈A |c| where |c| is the number of literals in the clause c. Let us mention that
any propositional formula can be translated to a CNF formula equivalent w.r.t.
satisﬁability, using linear Tseitin’s encoding [13]. The SAT problem consists in
deciding if a given CNF formula admits a model or not.
4 SAT Encoding of Itemset Mining
In this section, we describe SAT encodings for itemset mining which are mainly
based on the encodings proposed in [7]. In order to do this, we ﬁx, without loss
of generality, a transaction database D = {(1, I1), . . . , (m, Im)} and a minimal
support threshold n.
The SAT encoding of itemset mining that we consider is based on the use of
propositional variables representing the items and the transaction identiﬁers in
D. More precisely, for each item a (resp. transaction identiﬁer i), we associate
a propositional variable, denoted pa (resp. qi). These propositional variables are
used to capture all possible itemsets and their covers. Formally, given a model
I of the considered encoding, the candidate itemset is {a ∈ Ω | I(pa) = 1} and
its cover is {i ∈ N | I(qi) = 1}.
The ﬁrst propositional formula that we describe allows us to obtain the cover
of the candidate itemset:
m∧
i=1
(¬qi ↔
∨
a∈Ω\Ii
pa) (1)
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This formula expresses that qi is true if and only if the candidate itemset is
supported by the ith transaction. In other words, the candidate itemset is not
supported by the ith transaction (qi is false), when there exists an item a (pa is
true) that does not belong to the transaction (a ∈ Ω \ Ii).
The following propositional formula allows us to consider the itemsets having
a support greater than or equal to the minimal support threshold:
m∑
i=1
qi  n (2)
This formula corresponds to 0/1 linear inequalities, usually called cardinality
constraints. The ﬁrst linear encoding of general 0/1 linear inequalities to CNF
have been proposed by J. P. Warners in [14]. Several authors have addressed
the issue of ﬁnding an eﬃcient encoding of cardinality (e.g. [1,11,12]) as a CNF
formula. Eﬃciency refers to both the compactness of the representation (size
of the CNF formula) and to the ability to achieve the same level of constraint
propagation (generalized arc consistency) on the CNF formula.
We use EFIM (D, n) to denote the encoding corresponding to the conjunction
of the two formulæ (1) and (2).
Proposition 1 ([7]). Let D be a transaction database and n a minimal support
threshold. I is a model of EFIM (D, n) iﬀ I = {a ∈ Ω | I(pa) = 1} is a frequent
itemset where C(I,D) = {i ∈ N | I(qi) = 1}.
We now describe the propositional formula allowing to force the candidate
itemset to be closed:
∧
a∈Ω
(
m∧
i=1
qi → a ∈ Ii) → pa (3)
This formula means that if we have S(I,D) = S(I∪{a},D) then a ∈ I holds. This
condition is necessary and suﬃcient to force the candidate itemset to be closed.
Let us note that the expressions of the form a ∈ Ii correspond to constants, i.e.,
a ∈ Ii corresponds to  if the item a is in Ii, to ⊥ otherwise.
Note that the formula (3) can be simply reformulated as a conjunction of
clauses as follows: ∧
a∈Ω
((
∨
1im,a∈Ii,
qi) ∨ pa) (4)
This reformulation is obtained using the equivalence A → B ≡ ¬A ∨ B.
For illustration purposes, and to show the generality of our proposed frame-
work, we give below the encoding of the maximality constraint. Indeed, the
following formula corresponds to a constraint forcing the candidate itemset to
be maximal:
∧
a∈Ω
(
m∑
i=1
(qi ∧ a ∈ Ii)  n) → pa (5)
Since the expressions of the form a ∈ Ii correspond to constants, the formulæ
of the form
∑m
i=1(qi ∧ a ∈ Ii)  n correspond to cardinality constraints. Indeed,
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for every propositional variable qi, we have qi ∧ ⊥ = ⊥ and qi ∧  = qi. In the
same way as in the case of (3), the formula (5) provide a necessary and suﬃcient
condition to force the candidate itemset to be maximal, since we have, for every
a ∈ Ω, S(I ∪ {a},D)  n implies a ∈ I. It is worth noticing that this formula is
not provided in [7]. However, an equivalent constraint is provided in De Raedt
et al’s encoding proposed in [10].
We use ECFIM (D, n) (resp. EMFIM (D, n)) to denote the encoding correspond-
ing to the conjunction of the formulæ (1), (2) and (4) (resp. (1), (2) and (5)).
Proposition 2. Let D be a transaction database and n a minimal support thresh-
old. I is a model of ECFIM (D, n) iﬀ I = {a ∈ Ω | I(pa) = 1} is a closed frequent
itemset where C(I,D) = {i ∈ N | I(qi) = 1}.
Proposition 3. Let D be a transaction database and n a minimal support thresh-
old. I is a model of EMFIM (D, n) iﬀ I = {a ∈ Ω | I(pa) = 1} is a maximal
frequent itemset where C(I,D) = {i ∈ N | I(qi) = 1}.
5 A Partition Based Method
One of the signiﬁcant problems of the declarative approaches in data mining
is the large size of the encodings. Indeed, even if the sizes of the encodings
is polynomial in the size of the input, this does not mean that these sizes are
reasonable. In order to tackle this problem, we propose an approach which allows
us to decompose the encodings described previously.
Let D be a transaction database and S an itemset. We use D|S to denote
the transaction database {(i, I) ∈ D | I ∩ S = ∅}. Let k be a natural number
smaller than or equal to |Ω|. A k-partition of Ω is a structure of the form
({S1, . . . , Sk},≺) where {S1, . . . , Sk} is a partition of Ω into k subsets and ≺ is
an ordering on {S1, . . . , Sk}.
Let D be a transaction database, P = (W,≺) a k-partition of Ω, S ∈ W and
n a minimal support threshold. We use ΣDM (D, n, S,P) to denote the following
propositional formula:
EDM (D|S , n) ∧ (
∨
a∈S
pa) ∧ (
∧
b∈⋃S′≺S S′
¬pb) (6)
where DM ∈ {FIM,CFIM,MFIM}.
In formula 6, the subformula (
∨
a∈S pa) expresses that the itemsets must
contains at least one item from S. The second subformula (
∧
b∈⋃S′≺S S′ ¬pb)
avoid generating itemsets previously generated using the previous elements of
the partition sequence.
Proposition 4. Let D be a database, P = (W,≺) a k-partition of Ω, S ∈ W
and n a minimal support threshold. I is a model of ΣDM (D, n, S,P) iﬀ the
following properties are satisﬁed:
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1: procedure SATPDM (D,n,P)  P = ({S1, . . . , Sk},≺)
2: R ← ∅
3: for i ← 1, k do  S1 ≺ · · · ≺ Sk
4: R ← R ∪ enumModels(ΣDM (D, n, Si,P))
5: end for
6: return itemsets(R)
7: end procedure
Fig. 1. Algorithm SATPDM
(i) I = {a ∈ Ω | I(pa) = 1} ∈ DM(D, n);
(ii) C(I,D) = {i ∈ N | I(qi) = 1};
(iii) I ∩ S = ∅; and
(iv) I ∩ ⋃S′≺S S′ = ∅.
Proof. Part ⇒. Using Propositions 1, 2 and 3, we obtain the properties (i) and
(ii). The properties (iii) and (iv) are directly obtained from the formulæ
∨
a∈S pa
and
∧
b∈⋃S′≺S S′ ¬pb respectively.
Part ⇐. Using the properties (i) and (ii), we obtain that I is a model
of EDM (D|S , n). This is a consequence of Propositions 1, 2 and 3. Since I ∩
S = ∅ (resp. I ∩ ⋃S′≺S S′ = ∅), we get that I is a model of
∨
a∈S pa (resp.∧
b∈⋃S′≺S S′ ¬pb).
Proposition 5. Let D be a transaction database, P = (W,≺) a k-partition
of Ω, S, S′ ∈ W such that S = S′ and n a minimal support threshold. Then
Mod(ΣDM (D, n, S,P)) ∩ Mod(ΣDM (D, n, S′,P)) = ∅ holds.
Proof. Since S = S′, we have either S ≺ S′ or S′ ≺ S. We here consider,
without loss of generality, that S ≺ S′. Since all models of ΣDM (D, n, S′,P)
satisfy
∧
a∈S ¬pa because of S′ ≺ S and all models of ΣDM (D, n, S,P) satisfy∨
a∈S pa, we deduce that Mod(ΣDM (D, n, S,P))∩Mod(ΣDM (D, n, S′,P)) = ∅.
We provide in Figure 1 a simple algorithm using our partition based method
for enumerating all (closed/maximal) frequent itemsets. This algorithm takes as
input a transaction database D, a minimal support threshold n and a k-partition
P = ({S1, . . . , Sk},≺) such that S1 ≺ · · · ≺ Sk. The procedure enumModels(A)
enumerate all Boolean models of the propositional formula A. The procedure
itemsets(R) returns the itemsets corresponding to the Boolean models in the
set R.
Theorem 1 (Soundness). The algorithm SATPDM is sound w.r.t. the data
mining task DM .
Proof. The soundness of SATPDM is a direct consequence of Proposition 4.
Theorem 2 (Completeness). The algorithm SATPDM is complete w.r.t. the
data mining task DM .
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Proof. The completeness of SATPDM comes from the fact that Ω =
⋃
1ik Si
and Proposition 4.
It is worth noticing that, using Proposition 5, we know that there is no
itemset computed in two diﬀerent steps in the for-loop.
In the propositional formula (6), the main diﬃculty is in the sub-formula
EDM (D|S , n). Indeed, if the number of transactions of D|S is close to that of
D, then the gain is minimal. For this reason, it is more interesting to consider
orderings ≺ in k-partitions that are based on the number of transactions in the
sense that S ≺ S′ if the number of transactions of D|S is smaller than that of
D|S′ . Let us note that the number of transactions of D|S depends directly on
the size of S: if S is included in S′, then the number of transactions of D|S is
smaller than that of D|S′ .
6 Experiments
In this section, we carried out an experimental evaluation of the performance
of our partition based approach for enumerating frequent closed itemsets. We
considered a variety of datasets taken from the FIMI1 and CP4IM2 repositories.
All the experiments were done on Intel Xeon quad-core machines with 32GB
of RAM running at 2.66 Ghz. For each instance, we used a timeout of 2 hours
of CPU time. As described in the previous section, the Algorithm 1 takes a
transaction database and a k-partition of the set of items as inputs, and returns
the set of patterns of interest (frequent, closed or maximal). In our experiments,
we consider a partition P where each Si ∈ P contains a single item and Si ≺ Si+1
if Si contains a less frequent item than Si+1. Obviously, in this case k is equal to
|Ω|. This ordering allows us to ﬁrst generate encodings of smaller size. Our goal
is to show the feasibility of our proposed approach even when a basic partitioning
scheme is considered. Finding a k-partition of the set of items that leads to better
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Fig. 2. SATPCFIM Formulas: Evolution of the Number of Clauses
1 FIMI: http://ﬁmi.ua.ac.be/data/
2 CP4IM: http://dtai.cs.kuleuven.be/CP4IM/datasets/
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improvements is an interesting optimisation problem. This issue is out of the
scope of this paper. We compare our partition based approach noted SATPCFIM
(SAT -P -CFIM in the ﬁgures) with SATCFIM , the encoding of frequent closed
itemsets mining problem without partition (named SAT -CFIM in the ﬁgures).
We implemented the Algorithm 1 in C. For the enumeration of all models
of the Boolean formula encoding the corresponding itemset mining problem, we
use the extension of modern SAT solvers described in [6]. The implementation
is based on an extension of MiniSAT 2.2 3.
Note that, the time needed to generate the partition does not exceed 1 sec-
onds on the majority of the instances, except for splice-1 and connect, which
takes 17 and 60 seconds respectively. First, we present in Table 2, the charac-
Table 2. Characteristics of the instances & Encoding size
instance #trans #items #vars #clauses min max
zoo-1 101 36 173 2196 4 387
Hepatitis 137 68 273 4934 193 934
Lymph 148 68 284 6355 28 724
audiology 216 148 508 17575 4 657
Heart-cleveland 296 95 486 15289 192 2534
Primary-tumor 336 31 398 5777 117 801
Vote 435 48 531 14454 225 2591
Soybean 650 50 730 22153 4 1847
Australian-credit 653 125 901 48573 108 5896
Anneal 812 93 990 39157 4 4149
Tic-tac-toe 958 27 1012 18259 485 3619
german-credit 1000 112 1220 73223 319 6957
Kr-vs-kp 3196 73 3342 121597 4 13879
Hypothyroid 3247 88 3419 143043 4 14410
chess 3196 75 3346 124797 4 14853
splice-1 3190 287 3764 727897 4 105540
mushroom 8124 119 8348 747635 23 34695
connect 67558 129 67815 5877720 297 291139
teristics of the dataset and the size of the CNF formula encoding the whole
transaction database for the closed itemsets mining problem. For each instance,
we mention the number of transactions (#trans), the number of items (#items),
the size of the formula encoding the whole problem in terms of number of vari-
ables (#vars) and clauses (#clauses). The last two columns give the number
of clauses of the smallest (min) respectively the largest formula (max) gener-
ated using our partition based encoding. On all instances, the number of clauses
of the largest formula (max) generated with our partition based encoding is
signiﬁcantly smaller than those generated without partition (#clauses).
In Figure 2, we represent the evolution of the size of the resulting CNFs during
the partition process for a sample of representative instances. For each instance,
we mention its name and the number of generated Boolean formulas (in paren-
thesis) corresponding to the number of elements in the partition (k). As we can
observe, our approach allows to generate small CNFs compared to the approach
3 MiniSAT: http://minisat.se/
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encoding the whole transaction database (see Table 2). For example, if we consider
the Kr-vs-kp instance, the largest generated CNF formula does not exceed 14 000
clauses while it reaches 121 597 clauses without partitioning. Moreover, the size of
the diﬀerent formulas evolves as follows. During the ﬁrst steps of the partitioning
process, the size of the obtained CNFs is smaller, as the ﬁrst elements of the par-
tition contains less frequent items. For these formulas, the enumeration process
takes relatively short time. The same observation can be made for the latest steps
of the partitioning process (last elements of the partition). We recall that at itera-
tion i, the transactions containing the items from Sj (j < i) are removed. A peak
in the size of the generated formulas can be observed in the middle of the partition-
ing process. Indeed, for the ﬁrst generated formulas, the considered items appears
in less transactions leading to an encoding of a smaller transaction database. For
higher elements of the partition, even if they correspond to frequent items, some of
their occurrences are avoided by the previous removed items. The peak in size cor-
responds to the steps of the partitioning process, where items occurs a reasonable
number of times.
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Fig. 4. SATPCFIM : anneal (left) and australian (right) instances
672 S. Jabbour et al.
To evaluate the performances of our proposed approach, we compare the
time needed for our partition based approach SATPCFIM with SATCFIM (with-
out partitioning) to enumerate all models corresponding to all closed frequent
itemsets. The comparison is depicted by the the scatter plot of Figure 3. Each
dots (x, y) represents an instance (see Table 2) with a ﬁxed minimal support
threshold n. The scatterplot represent all the instances described in Table 2
(18 instances), where for each instance, we tested 70 diﬀerent values of n. The
total number of instances is 1260. The x-axis (respectively y-axis) represents the
CPU time (seconds) needed for the enumeration of all closed frequent itemsets
using SATPCFIM (respectively SATCFIM ). Clearly, the partition based approach
outperforms those without partition on the majority of instances. For several
instances and values of n, our partition based approach allows to enumerate all
models while the classical method without partitioning is not able to enumerate
them under the time limit. For instance, for connect data, SATCFIM is able to
enumerate all closed frequent itemsets for only n = 50000, while our partition
based approach enumerates all models for 8 diﬀerent minimal support threshold
(for all n  5500).
Figures 4 and 5, highlight the results obtained by SATPCFIM and SATFCIM
on anneal, australian, hepatitis and mushroom instances while varying the
minimum support threshold (quorum). These ﬁgures highlights the great poten-
tial of our partitioning based approach.
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Fig. 5. SATPCFIM : hepatitis (left) and mushroom (right) instance
7 Conclusion and Perspectives
In this paper, a partition based SAT encoding of itemset mining problems is pro-
posed. It aims to decompose the original problem into subproblems of reasonable
size generated by partitioning the set of items. Our proposed approach is incre-
mental and complete. The experimental evaluation on several known datasets
shows signiﬁcant improvements, up to several orders of magnitude. The results
obtained in this paper, open several interesting paths for future works, including
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the design of parallel based approaches. Handling the diﬀerent subproblems in
parallel, will leads to substantial additional improvements. Finding the “best”
partition of the set of items is another interesting issue.
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Abstract. Although several parallel latent Dirichlet allocation (LDA)
algorithms have been implemented to extract topic features from large-
scale text data sets, very few studies compare their performance in real-
world industrial applications. In this paper, we build a novel multi-channel
MapReduce framework to compare fairly three representative parallel
LDA algorithms such as parallel variational Bayes (PVB), parallel Gibbs
sampling (PGS) and parallel belief propagation (PBP). Experimental
results conﬁrm that PGS yields the best application performance in
search engine and online advertising system of Tencent, one of the biggest
Internet companies in China, while PBP has the highest topic modeling
accuracy. Moreover, PGS is more scalable in MapReduce framework than
PVB and PBP because of its low memory usage and eﬃcient sampling
technique.
Keywords: Latent Dirichlet allocation · Parallel inference algorithms ·
MapReduce · Search engine · Online advertising system
1 Introduction
Latent Dirichlet allocation (LDA) [1], as a generative probabilistic topic model,
represents each document by a mixture of latent topic distributions over the
vocabulary words. To get the best topic labeling conﬁguration over observed
words, LDA maximizes the joint probability of latent topics and observed words
by inference algorithms, which calculate the posterior distribution of topics con-
ditioned on words. In the past decade, LDA inference algorithms can be broadly
categorized into two types. The ﬁrst is based on the idea of stochastic gradi-
ent descent (SGD) [2], which uses the topic posterior distribution of each word
to update the LDA parameters sequentially. Typical SGD-based inference algo-
rithms include Gibbs sampling (GS) [3–5], zero-order approximation of collapsed
variational Bayes (CVB0) [6,7], and asynchronous belief propagation (BP) [8].
The second is based on the idea of coordinate descent (CD), which ﬁxes the
c© Springer International Publishing Switzerland 2015
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LDA parameters to infer the posterior of topics over all words, and then ﬁxes
the inferred posterior to estimate LDA parameters iteratively. Typical CD-based
inference algorithms include maximum a posterior (MAP), variational Bayes
(VB) [1,9], and synchronous BP [8].
In the big data era, scaling out batch or online LDA inference algorithms
on a cluster of computers is a necessary step to web-scale industrial applica-
tions [10–16]. However, previous researches discuss little about the eﬀectiveness
of diﬀerent parallel LDA algorithms in real-world industrial applications. There-
fore, within the uniﬁed MapReduce framework, we compare three representative
parallel LDA algorithms (PVB [1], PGS [3] and PBP [8]) in terms of complex-
ity, accuracy and practical performance in search engine and online advertising
system of Tencent, one of the biggest Internet companies in China. Through
experimental results, we obtain the following observations:
– PGS is more scalable than PVB and PBP in the MapReduce framework
because of its low memory usage in storing LDA parameters and fast speed
by eﬃcient sampling techniques. It achieves the best performance in two
industrial applications such as search engine and online advertising system.
– PBP has the best predictive performance in terms of held-out log-likelihood.
However, it consumes more memory space than PGS, and has diﬃculty in
scaling out to the larger number of topics. Moreover, its performance in two
real-world applications is worse than PGS, which indicates that the best topic
modeling performance does not mean the best application performance.
– PVB has the slowest speed and the lowest held-out log-likelihood. Its appli-
cation performance is also the worst among three algorithms.
MapReduce is a simple framework for dealing with large-scale data. Tradi-
tionally, the intercommunication of machines using MapReduce is based on the
shared disk ﬁles like Hadoop distributed ﬁle (HDF) system1, which is not suitable
for iterative algorithm due to repeatedly load from and write to disk. However,
the advantage of MapReduce is redundancy and fault tolerance mechanism. If
the training time per iteration is long and errors occur during one iteration, the
fault tolerance is useful to recover model parameters from the last successful
iteration. Therefore, MapReduce has been widely used in industry and can be
viewed as a fair framework for this comparative study. Prior works have imple-
mented PGS [17] and PVB [15] within the MapReduce framework. In PGS, each
mapper processes the subset of documents and the reducer collects the output
of all mappers and synchronizes the model parameters. Mahout2 implements a
MapReduce version of collapsed variational Bayes (CVB) algorithm [6], which
has a close relation to BP [8] and MAP inference. Mr.LDA [15] develops PVB
based on the MapReduce framework. Although parallel LDA algorithms have
been implemented within other framework [13,14,18], we focus on MapReduce
for a fair comparison of three representative parallel LDA algorithms.
1 http://hadoop.apache.org/
2 http://mahout.apache.org/users/clustering/latent-dirichlet-allocation.html
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Table 1. Deﬁne of Notations
1 ≤ d ≤ D Document index
1 ≤ w ≤ W Vocabulary word index
1 ≤ k ≤ K Topic index
1 ≤ m ≤ M Shard index on vocabulary dimension
1 ≤ n ≤ N Shard index on document dimension
NNZ Number of non-zero elements
ntokens =
∑
w,d xw,d Number of word tokens
xW×D = {xw,d} Document-word matrix
zW×D = {zkw,d} Topic labels for words
θK×D Document-topic distribution
φK×W Topic-word distribution
μK×NNZ Responsibility matrix (messages)
α, β Dirichlet hyperparameters
The rest of this paper is organized as follows. In Section 2, we discuss three
representative batch LDA inference algorithms like VB [1], GS [3] and BP [8].
We show that they infer diﬀerent posterior probability of LDA with diﬀerent
time and space complexities. Section 3 introduces our multi-channel MapReduce
framework for a fair comparison among PVB, PGS and PBP. Section 4 describes
their topic modeling results, and compares the performance of topic features
learned by three inference algorithms in search engine and online advertising
system of Tencent. We conclude this paper in Section 5.
2 Three Representative Batch Inference Algorithms for
LDA
LDA allocates a set of thematic topic labels, z = {zkw,d}, to explain non-zero ele-
ments in the document-word co-occurrence matrix xW×D = {xw,d}.
Table 1 summarizes the important notations in this paper. The nonzero ele-
ment xw,d = 0 denotes the number of word counts at the index {w, d}. For each
word token xw,d,i = {0, 1}, xw,d =
∑
i xw,d,i, there is a topic label z
k
w,d,i = {0, 1},
∑K
k=1 z
k
w,d,i = 1, 1 ≤ i ≤ xw,d. The full joint probability of LDA is
p(x, z,θ,φ|α, β) [6], where θK×D and φK×W are two non-negative matrices of
multinomial parameters for document-topic and topic-word distributions, satis-
fying
∑
k θd(k) = 1 and
∑
w φw(k) = 1. Both multinomial matrices are generated
by two Dirichlet distributions with hyperparameters α and β. For each non-zero
element xw,d = 0, there is a normalized vector
∑
k μw,d(k) = 1 representing the
responsibility that the topic k takes for word index {w, d} (also called mes-
sage vector in [8]). For simplicity, we consider the smoothed LDA with ﬁxed
symmetric hyperparameters [3].
The objective of inference algorithms is to infer posterior probability from
the full joint probability [19]. We choose three representative LDA algorithms
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Table 2. Time and Space Complexities of Batch Algorithms
Posterior Time Space (Memory)
VB [1] p(θ, z|x,φ, α, β) 2 × K × NNZ × digamma 2 × K × (D + W )
GS [5] p(z|x, α, β) δ1 × K × ntokens δ2 × K × W + ntokens
BP [8] p(θ,φ|x, α, β) 2 × K × NNZ 2 × K × (D + W )
for comparison because they infer slightly diﬀerent posterior probability of LDA.
Also, other inference algorithms have close relation to these three representative
algorithms. We shall see that these three representative algorithms all originate
from the expectation-maximization (EM) framework for maximum-likelihood
estimation.
The ﬁrst inference algorithm is VB [1] that infers the posterior,
p(θ, z|x,φ, α, β) = p(x, z,θ,φ|α, β)
p(x,φ|α, β) . (1)
However, computing this posterior is intractable because the denominator
contains intractable integration,
∫
θ,z
p(x, z,θ,φ|α, β). Therefore, VB infers an
approximate variational posterior based on the variational EM algorithm:
– Variational E-step:
μw,d(k) ∝ exp[Ψ(θˆd(k) + α)] × exp[Ψ(φˆw(k) + β)]
exp[Ψ(
∑
w[φˆw(k) + β])]
, (2)
θˆd(k) =
∑
w
xw,dμw,d(k). (3)
– Variational M-step:
φˆw(k) =
∑
d
xw,dμw,d(k). (4)
In variational E-step, we update μw,d(k) and θˆd(k) until convergence, which
makes the variational posterior approximate the true posterior p(θ, z|x,φ, α, β)
by minimizing the Kullback-Leibler (KL) divergence between them. However, the
variational posterior cannot touch the true posterior for inaccurate solutions [6].
In addition, the calculation of exponential digamma function exp[Ψ(·)] is com-
putationally complicated. As shown in Table 2, the time complexity of VB for
one iteration is O(2×K ×NNZ ×digamma), where digamma is the computing
time for exponential digamma function. For each non-zero element, we need K
iterations for variational E-step and K iterations for normalizing μw,d(k). The
space complexity is O(2 × K × (D + W )) for two multinomial parameters and
temporary storage for variational M-step.
The second is the GS [3] algorithm that infers the posterior,
p(z|x, α, β) = p(x, z|α, β)
p(x|α, β) ∝ p(x, z|α, β). (5)
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Maximizing the joint probability p(x, z|α, β) is intractable, an approximate infer-
ence called Markov chain Monte Carlo (MCMC) EM is used as follows:
– MCMC E-step:
μw,d,i(k) ∝ [θˆ−z
k,old
w,d,i
d (k) + α] ×
φˆ
−zk,oldw,d,i
w (k) + β
∑
w[φˆ
−zk,oldw,d,i
w (k) + β]
, (6)
Random Sampling zk,neww,d,i = 1 from μw,d,i(k). (7)
– MCMC M-step:
θˆd(k) = θˆ
−zk,oldw,d,i
d (k) + z
k,new
w,d,i , (8)
φˆw(k) = φˆ
−zk,oldw,d,i
w (k) + zk,neww,d,i . (9)
In the MCMC E-step, GS infers the posterior μw,d,i(k) = p(z
k,new
w,d,i |zk,oldw,d,−i,x, α, β)
for each word token, and randomly samples a new topic label zk,neww,d,i = 1 from
this posterior. Here, we use the notation φˆ(k) =
∑
w φˆw(k) for the denominator
in (6). The notation −zk,oldw,d,i means excluding the old topic label from the corre-
sponding matrices {θˆ, φˆ}. In the MCMC M-step, GS updates immediately {θˆ, φˆ}
by the new topic label of each word token. In this sense, GS can be viewed as a
kind of SGD algorithm that learns parameters by processing data point sequen-
tially. Normalizing {θˆ, φˆ} yields the multinomial parameters {θ, φ}. In Table 2,
the time complexity of GS for one iteration is O(δ1×K×ntokens), where δ1  2.
The reason is that we require K iterations in MCMC E-step and less K iterations
for normalizing μw,d,i(k). According to sparseness of μw,d,i(k), eﬃcient sampling
techniques [5] can make δ1 even smaller. Practically, when K is larger than 1000,
δ1 ≈ 0.05. Generally, we do not need to store θˆK×D in memory because z can
recover θˆK×D. So, the space complexity is O(δ2 × K × W + ntokens) because
φˆK×W can be compressed due to sparseness [5]. Practically, when K is larger
than 1000, δ2 ≈ 0.8. Note that all parameters in GS are stored in integer type,
saving lots of memory space than double type used by both VB and BP.
The third is BP [8] that infers the posterior,
p(θ,φ|x, α, β) = p(x,θ,φ|α, β)
p(x|α, β) ∝ p(x,θ,φ|α, β). (10)
we integrate out the labeling conﬁguration z in full joint probability, and use
the standard EM algorithm to optimize this objective (10):
– E-step:
μw,d(k) ∝ [θˆd(k) + α − 1] × φˆw(k) + β − 1∑
w[φˆ(k) + β − 1]
, (11)
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– M-step:
θˆd(k) =
∑
w
xw,dμw,d(k), (12)
φˆw(k) =
∑
d
xw,dμw,d(k). (13)
In the E-step, BP infers the responsibility μw,d(k) conditioned on parameters
{θˆ, φˆ}. In the M-step, BP updates parameters {θˆ, φˆ} based on the inferred
responsibility μw,d(k). Here, we use the notation φˆ(k) =
∑
w φˆw(k) for the
denominator in (11). Normalizing {θˆ, φˆ} yields the multinomial parameters {θ, φ}.
Unlike VB, BP can touch the true posterior distribution p(θ,φ|x, α, β) in the
E-step for maximization. Besides BP [8,20], CVB0 [7] and MAP are all like EM
algorithms. When compared with VB, the time complexity of BP for one iter-
ation is O(2 × K × NNZ) without calculating exponential digamma functions.
The space complexity of BP is the same as VB with O(2×K×(D+W )) because
of storing {θˆ, φˆ} as well as the temporary variables in the M-step.
3 Multi-channel MapReduce Framework
Currently, both Hadoop3, Spark [21] are distributed computation systems. Ha-
doop stores and processes data in hard disks by Hadoop distributed ﬁle system
(HDFS), while Spark processes data in memory. Spark integrates the MapRe-
duce of Hadoop, primarily targeted at speeding up batch analysis jobs, iterative
machine learning jobs, interactive query and graph processing. Due to the mem-
ory limitation of our cluster, in this paper we focus on MapReduce in Hadoop
to process big data with fault toleration, though the training time will be longer
than that with Spark. Note that these parallel LDA algorithms can be easily
deployed in the MapReduce framework of Spark.
In real-world applications, the vocabulary size W is often larger than 105.
Taking polysemy and synonyms under consideration, a rough estimate of the
number of topics is close to the same magnitude of vocabulary words, i.e., K ≥
104. If we store the full topic-word matrix φˆK×W in memory, the entire space
needs to be larger than 10GBytes, which is impractical with general parallel
framework like PLDA [17] and Mr.LDA [15], where each machine in the cluster
has only 2GBytes memory. Also, an industrial computer cluster often processes
multiple tasks, and the available memory space for parallel LDA algorithms is
signiﬁcantly less than 2GB for each machine. Therefore, we propose a new multi-
channel MapReduce framework to reduce the memory demand of each task.
3.1 Overview
To reduce the memory demand, we partition the matrix φˆK×W into M column
shards φˆm,nw (k) with 1/M size of φˆK×W . To reduce the memory demand for
3 http://hadoop.apache.org/
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Fig. 1. Data partition and a new multi-channel MapReduce framework
θˆK×D, we partition it into N column shards θˆ
m,n
d (k) with 1/N size of θˆK×D. In
the meanwhile, we partition the input document-word matrix D×W into N ×M
small shards xm,nw,d with 1/(M×N) size of xw,d on both document and vocabulary
dimensions, where the D and W denote the number of documents and the size
of vocabulary, respectively. Fig. 1 shows the partition of input document-word
matrix into small shards. As with [22], we use the random shuﬄing method in
both document and vocabulary dimensions for data shard load balancing, i.e.,
making the number of words almost equal in each data shard. In MapReduce,
each mapper uses one core of CPU in a machine, and takes one small data
shard and two small parameter shards in memory for computation. Therefore,
each mapper only consumes 1/(N × M) data size and 1/M + 1/N parameter
size when compared with the original batch algorithms on a single machine. We
set the values of M and N for ﬁtting the topic-word distribution and document-
topic distribution in the memory. For example, when M = 10, we need only 1GB
memory of each machine to hold a small shard of 10GB LDA φˆK×W parameters.
All mappers perform local E-step and M-step in parallel on N × M data
blocks by corresponding parameter shards using equations (2), (6) and (11).
After we obtain the updated local parameters {θˆm,nd (k), φˆm,nw (k)}, we use multi-
ple channels of reducers to aggregate them into the updated global parameters
called synchronization. Each channel contains multiple reducers for the same
kind of tasks. For example, to get the document-topic distribution of one docu-
ment θˆ·,nd (k), we aggregate the distribution θˆ
m,n
w,d (k) of M shards with the same
document index d using N reducers illustrated as the Doc-Reducer channel in
Fig. 1. To get the topic-word distribution of one topic φˆm,·w (k), we also aggregate
the distribution φˆm,nw (k) of N shards with the same word index w using M reduc-
ers illustrated as the Wordstats-Reducer channel in Fig. 1. Similarly, we use the
Globalstats reducer to aggregate φˆm,·w (k) into φˆ(k) =
∑
w,m φˆ
m,·
w (k), which con-
stitutes the denominator in the E-step (2), (6) and (11) of all algorithms. Finally,
we use the Likelihood-Reducer to check the convergence of training process. The
held-out log-likelihood is deﬁned as follows [1,7,8]:
L =
∑
w,d
(
xheld-outw,d log
[
∑
k
θd(k)φw(k)
])
, (14)
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Table 3. Time and Space Complexities of Parallel Algorithms
Time Space (Memory)
PVB 2 × K × NNZ × digamma/(M × N) 2 × K × (D/N + W/M)
PGS δ1 × K × ntokens/(M × N) δ2 × K × W/M + ntokens/N
PBP 2 × K × NNZ/(M × N) 2 × K × (D/N + W/M)
input : Key: shard index (m,n); Value: document content xm,nw,d ; Parameters: K,α, β.
output : φˆm,nw (k), θˆ
m,n
d (k), φˆ
m,n(k),Lm,n.
if t = 1 then1
random initialization and normalization({θˆm,nd (k), φˆm,nw (k), φˆ(k)});2
else3
read(aggregated {θˆ·,nd (k), φˆm,·w (k), φˆ(k)}) from HDFS;4
Copy these aggregated parameters to each mapper;5
end6
for each mapper in parallel do7
E-step: Calculate μm,nw,d (k) based on {θˆm,nd (k), φˆm,nw (k), φˆ(k)};8
M-step: Update local parameters {θˆm,nd (k), φˆm,nw (k), φˆm,n(k)} based on μm,nw,d (k);9
Calculate local log-likelihood Lm,n = w,d xm,nw,d log k θm,nd (k)φm,nw (k) ;10
end11
output({θˆm,nd (k), φˆm,nw (k), φˆm,n(k),Lm,n}) to Multi-channel Reducers;12
Fig. 2. The mapper algorithm
where xheld-outw,d denotes the held-out test data. If the data is changed to x
training
w,d ,
the training log-likelihood can be used to check the convergence condition. When
the absolute diﬀerence ratio of training log-likelihood between two successive
iterations is smaller than a threshold, i.e., 0.1%, we terminate the training pro-
cess. In total, there are M + N + 2 reducers for aggregation as shown in the
left panel of Fig. 1. The updated model parameters are copied back to each
mapper for the next training iteration. Similar to Table 2, Table 3 shows the
time and space complexities of PVB, PGS and PBP without considering the
synchronization and I/O costs. We see that both time and space complexities
have been signiﬁcantly reduced. In practice, M and N can be set according to
each machine’s memory constraint.
3.2 Mapper and Reducer Algorithms
In the MapReduce framework, all data are organized in key-value pairs. Fig. 2
shows the mapper algorithm, which performs the local E-step and M-step based
on local parameters. In the ﬁrst iteration t = 1, each mapper randomly initialize
the local parameters in line 2. Then, all mappers run E-step/M-step in parallel,
and calculate local log-likelihood (lines 8 − 10). In the successive iterations,
all mappers read the aggregated parameters from HDFS (lines 4 and 5), and
continues to do E-step and M-step in parallel. Finally, all mappers output the
updated local parameters and log-likelihood to multi-channel reducers (line 12).
Fig. 3 shows the multi-channel reducer algorithm, which aggregates the local
parameters and log-likelihood by sum operations.
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input : Key: shard index (m,n); Value: local parameters {θˆm,nd (k), φˆm,nw (k), φˆm,n(k)}.
output : Aggregated parameters {θˆ·,nd (k), φˆm,·w (k), φˆ(k)} and log-likelihood L.
for each reducer in parallel do1
M Doc-Reducers: Aggregate θˆ·,nd (k) = m θˆ
m,n
d (k);2
N Wordstats-Reducers: Aggregate φˆm,·w (k) = n φˆm,nw (k);3
Globalstats-Reducer: Aggregate φˆ(k) = m,n,w φˆm,nw (k);4
Likelihood-Reducer: Calculate L = m,n Lm,n;5
end6
write(aggregated parameters {θˆ·,nd (k), φˆm,·w (k), φˆ(k)}) to HDFS;7
Fig. 3. The reducer algorithm
The major diﬀerence between the multi-channel MapReduce with previous
solutions [15,17] lies in the parallel reducers in Fig. 3. In practice, mappers
can speed up parallel LDA algorithms linearly while reducers introduce addi-
tional synchronization time when compared with the batch algorithms on a sin-
gle machine. By splitting the document-word matrix into M ×N blocks, we can
not only save the memory consumption for model parameters, but also imple-
ment parallel reducers for a further speedup. In this way, the synchronization
time can be reduced linearly with the number of reducers. Future work includes
the multi-channel MapReduce in Spark, which can save the I/O cost of each
mapper and reducer iteration in parallel LDA algorithms.
4 Experimental Results
We compare PVB, PGS and PBP within the uniﬁed multi-channel MapRe-
duce framework in three tasks: topic modeling accuracy measured by held-out
log-likelihood, search matching measured by mean average precision (MAP),
and online advertising system by area under curve (AUC) of click-through-rate
(CTR) prediction. We compose the training corpus of search queries received in
recent months from Tencent (called SOSO data set). The SOSO corpus contains
one billion search queries with 4.5 word tokens per query on average and takes
17.2GB storage space. The vocabulary size of SOSO is around 2.1× 105. We use
the subset of SOSO data set in our comparative study. The subset contains about
10 million queries and takes 216MB storage space. Each query is a document in
the LDA model. We set M = N = 10 to partition the data into 100 data blocks,
and set the same Dirichlet hyper-parameters α = 5/K and β = 0.01 in parallel
LDA algorithms. We carried out experiments on a cluster of 257 machines with
XFS of Tencent, where each machine has 16 cores.
4.1 Topic Modeling Performance
We evaluate the topic modeling performance by two measures: 1) Scalability:
the ability to handle a growing number of topics; 2) Accuracy: the held-out log-
likelihood achieved by increasing number of iterations (We randomly select 104
queries as held-out set for calculating the held-out log-likelihood (14)). Fig. 4A
shows the training time per iteration with the increasing number of topics K =
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(A)
Number of topics
(B)
Fig. 4. (A)The runtime (second) as a function of number of topics; (B)The held-out
log-likelihood as a function of number of training iterations
{102, 103, 104, 5× 104}. The training time per iteration of PVB/PBP is too long
to be shown when K = {104, 5×104}. Clearly, PGS is much more scalable to the
larger number of topics than PVB and PBP (less per-iteration training time).
There are three reasons why PGS can scale out to more number of topics. First,
PGS uses integer type as well as sparse storage for model parameters [5], so
that its memory requirement is insensitive to the number of topics as shown
in Table 3. Using the same amount of memory, PGS can process the larger
number of topics. Second, PGS uses the eﬃcient sampling technique [5], whose
time complexity is insensitive to the number of topics. Third, the reducers of
PGS consume signiﬁcantly less cost in synchronizing model parameters in the
sparse format and integer type. Since the processed queries are very short (less
than 5 words), it is memory-eﬃcient to store the labeling conﬁguration z rather
than the document-topic distribution θˆd(k). As a comparison, PVB and PBP
have to sore parameters in ﬂoating type and full/dense format, leading to more
synchronization time, memory consumption and I/O costs. PBP is faster than
PVB due to the lack of complicated digamma function in Table 3. The results
are consistent with our complexity analysis in Table 3.
Fig. 4B shows the held-out log-likelihood as a function of the number of
training iterations (ﬁxing K = 2000). We see that PBP reaches the highest
value using around 20 iterations, PGS converges at the middle level value in
around 100 iterations, while PVB converges at the lowest level value in around
10 iterations. Taking per-iteration training time into account, it takes PGS 1.13
hours, PBP 16 hours and PVB 33 hours for convergence. The reasons why PBP
reaches the highest held-out log-likelihood are as follows. First, PBP’s objective
is to infer the posterior p(θ,φ|x, α, β), which determines the log-likelihood (14).
Second, PBP’s E-step can touch the lower-bound of the true posterior without
approximation. Through Fig. 4, we may make a conclusion that PVB is neither
scalable nor accurate in topic modeling when compared with PGS and PBP.
Although PGS is more scalable than PBP, its topic modeling accuracy measured
by held-out log-likelihood is lower than that of PBP.
Fig. 5 to compare the top 5 words in 5 topics learned by PGS, PBP and PVB.
We select the top 5 words by ranking φˆw(k) (in descending order) in terms of
A Comparative Study on Parallel LDA Algorithms 685
Fig. 5. Topic top words: top 5 words of 5 topics inferred by PGS, PVB, PBP
Table 4. Comparison of topic features learned by PGS, PVB, PBP in information
retrieval (K = 2000).
Model baseline PVB PBP PGS
MAP 0.1603 0.0005 0.1668 0.2122
w in each topic k. For a better illustration, we translate these Chinese words
into English, while “qq” represents an instant message software from Tencent.
We see that the topic topic words generated by PBP have highest probability
and they are much more correlative (subjective judgement). The top topic words
produced by PGS are partly the same as those by PBP, but the word probability
is smaller and less concentrated than those by PBP. PVB generates almost the
same words in these 5 topics and these words have almost the same probabilities,
which are small and dispersive. These duplicated topics are unfavorable in many
applications such as search engine and online advertising, because given one
query it is hard to decide which topic this query belongs to.
4.2 Industrial Applications
We compare the topic features produced by PVB, PGS and PBP. The topic
feature is the likelihood p(w|d) of a vocabulary word w given a query d [23]:
p(w|d) =
K∑
k=1
φw(k)θd(k). (15)
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The W -length vector p(w|d) is compatible with the standard word vector space
model. Ranking p(w|d) in descending order yields top likely topic features of
the query. In the following experiments, we ﬁx K = 2000 to obtain the topic
features. The diﬀerence between word vectors and topic features is that word
vectors are sparse while topic features are compact in latent semantic space. In
real-world applications, we prefer compact features because they can be used by
diﬀerent classiﬁers.
4.3 Search Engine
Search engines use the well-known vector space model in information retrieval
and compute cosine similarity between queries and documents in their vector
representations. For information retrieval, our test-bed is a real search engine
in Tencent, www.soso.com, which ranks the fourth largest in China market.
The test set comes from human-labeled data used for relevance evaluation of
the search engine. This set consists of 922 common queries and 58, 853 query-
document pairs with human labeled relevance rate. Each query-document pair
was rated by three human editors and the average rate was taken. We use cosine
similarity to measure the similarity between one query and one document both
represented by word vectors. Top similar documents are retrieved to be relevant
to the given query. We use the similarity in word vector space to do information
retrieval as the baseline in Table 4. We compute MAP using TREC evaluation
tool [24]. The higher MAP means the better retrieval performance. We use topic
features (15) generated by PVB, PGS and PBP to replace the word vector in
the retrieval system.
Table 4 shows the MAP values of all algorithms in information retrieval.
The MAP values of PBP and PGS are higher than that of baseline (PBP 4%
improvement and PGS 32.4% improvement), while the MAP of PVB is signiﬁ-
cantly lower. This result implies that the topic features learned by PVB cannot
provide diﬀerentiable semantics in information retrieval. Indeed, these topic fea-
tures signiﬁcantly reduce the relevance between queries and retrieved documents
when compared with the baseline. From the top words shown in Fig. 5, we can
see that PVB ﬁnd many duplicated topics that are semantically ambiguous.
Although PBP can recover topic features with the highest likelihood in Fig. 4B,
it has a smaller MAP value than PGS in Table 4. Analyzing the topic fea-
tures by PBP and PGS, we ﬁnd that PBP cannot diﬀerentiate similar queries in
latent topic space. For example, two queries such as “fashion clothes” and “new
clothes” will have the similar topic feature vectors, where the top likely 40 topic
features are almost the same. On the contrary, PGS, due to its random sampling
process, can better understand the subtle semantic diﬀerence between these two
queries, where the top 5 likely topic features of two queries are diﬀerent but
useful. The experimental results conﬁrm that PGS is more suitable to learn the
latent semantic information for short documents like queries. One major reason
is that PGS infers the posterior p(z|x, α, β) to ﬁnd the best labeling conﬁgu-
ration z∗ over words, which provides more explainable topic features for each
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Fig. 6. The AUC improvement of CTR prediction using topic features by PGS, PVB
and PBP
word. As a comparison, PBP integrates out z during inference and cannot ﬁnd
the best topic labeling conﬁguration.
4.4 Online Advertising System
Online advertising has been a fundamental ﬁnancial support of the many free
Internet services. Most contemporary online advertising systems follow the Gen-
eralized Second Price auction model, which requires that the system is able to
predict the CTR of an ad. One of the key questions is the availability of suitable
input features that allow accurate CTR prediction for a given ad impression.
These features can be grouped into three categories: ad features including bid
phrases, ad title, landing page, and a hierarchy of advertiser account, campaign,
ad group and ad creative. User features include recent search queries, and user
behavior data. Context features include display location, geographic location,
content of page under browsing, and time. Most of these features are text data
in word vector space. We learn an L1-regularized log-linear model as the base-
line, which uses a set of text and other features such as ad title, content of page
under browsing, content of landing page, ad group id, demographic informa-
tion of users, categories of ad group and categories of the page under browsing.
Besides the traditional ad features mentioned above, we add their topic fea-
tures (15) by PVB, PGS and PBP as input to L1-regularized log-linear model.
In Fig. 6, we compare the topic features with the baseline model, provided by
the Task 2 in KDD Cup 2012, in performance measure Area Under ROC Curve
(AUC). The higher AUC value the better prediction performance. The AUC
value of the baseline model is 0.74393. Fig. 6 shows the relative improvement of
AUC over the baseline model. PGS gains the highest AUC improvement (around
1.5% improvement). The AUC improvements of PVB and PBP are slight when
compared with the baseline model. Analyzing the weights of the added topic
features, we ﬁnd that the weights of topic features by PVB and PBP are almost
zeros, implying that these topic features do not inﬂuence the prediction result.
These results are consistent with those in search engine.
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5 Conclusions
In this study, we build a novel multi-channel MapReduce framework to compare
fairly three representative parallel LDA algorithms. Although PBP achieves the
best topic modeling performance, it performs worse than PGS in two industrial
applications like search engine and online advertising system. PVB does not work
well in both topic modeling accuracy and industrial applications. We think that
the major reason may lie in their diﬀerent inference objectives. In our future
work, we will study their performance on more applications, and improve the
parallel architecture for online LDA algorithms to handle streaming data.
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Abstract. Regularized logistic regression is a very useful classiﬁcation
method, but for large-scale data, its distributed training has not been
investigated much. In this work, we propose a distributed Newton method
for training logistic regression. Many interesting techniques are discussed
for reducing the communication cost and speeding up the computation.
Experiments show that the proposed method is competitive with or even
faster than state-of-the-art approaches such as Alternating Direction
Method of Multipliers (ADMM) and Vowpal Wabbit (VW). We have
released an MPI-based implementation for public use.
1 Introduction
In recent years, distributed data classiﬁcation becomes popular. However, it is
known that a distributed training algorithm may involve expensive communi-
cation cost between machines. The aim of this work is to construct a scalable
distributed training algorithm for large-scale logistic regression.
Logistic regression is a binary classiﬁer that has achieved a great success
in many ﬁelds. Given a data set with l instances (yi,xi), i = 1, . . . , l, where
yi ∈ {−1, 1} is the label and xi is an n-dimensional feature vector, we consider
regularized logistic regression by solving the following optimization problem to
obtain the model w.
minw 12‖w‖2 + C
∑l
i=1 log σ(yiw
T xi), (1)
where σ(yiwT xi) = 1 + exp(−yiwT xi) and C is the regularization parameter.
In this paper, we design a distributed Newton method for logistic regression.
Many algorithmic and implementation issues are addressed in order to reduce the
communication cost and speed up the computation. For example, we investigate
diﬀerent ways to conduct parallel matrix-vector products and discuss data for-
mats for storing feature values. Our resulting implementation is experimentally
shown to be competitive with or faster than ADMM and VW, which were con-
sidered state-of-the-art for distributed machine learning. Recently, Lin et al. [12]
implement a variant of our approach on Spark1 through private communication,
but they mainly focus on the eﬃcient use of Spark.
1 https://spark.apache.org/
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This paper is organized as follows. Section 2 discusses existing approaches for
distributed data classiﬁcation. In Section 3, we present our implementation of a
distributed Newton method. Experiments are in Section 4 while we conclude in
Section 5.
2 Existing Methods for Distributed Classification
Many distributed algorithms have been proposed for linear classiﬁcation. ADMM
has recently emerged as a popular method for distributed convex optimization.
Although ADMM is a known optimization method for decades, only recently
some (e.g., [3,19]) show that it is particularly suitable for distributed machine
learning. Zinkevich et al. [20] proposed a way to parallelize stochastic gradient
methods. Besides, parallel coordinate descent methods have been considered
for linear classiﬁcation (e.g., [2,4,14]). Agarwal et al. [1] recently report that the
package VW [9] is scalable and eﬃcient in distributed environments. VW applies
a stochastic gradient method in the beginning, then switches to parallel LBFGS
[13] for a faster ﬁnal convergence.
In the rest of this section, we describe ADMM and VW because they are
considered state-of-the-art and therefore are involved in our experiments.
2.1 ADMM for Logistic Regression
Zhang et al. [19] apply ADMM on linear support vector machine with squared
hinge loss. Here we modify it for logistic regression. Assume data indices {1, . . . , l}
are partitioned to J sets M1, . . . ,MJ to indicate data on J machines. We can
rewrite the problem (1) to the following equivalent form.
minw1,...,wJ ,z
1
2
‖z‖2 + C ∑Jj=1
∑
i∈Mj log σ(yiw
T
j xi)
subject to z = wj , j = 1, . . . , J.
(2)
All optimal z, w1, . . . ,wJ are the same as the solution of the original problem
(1). ADMM repeatedly performs (3)-(5) to update primal variables w and z, and
Lagrangian dual variable µ using the following rules.
wk+1j = argminwj
ρ
2‖wj − zk − µkj ‖2 + C
∑
i∈Mj log σ(yiw
T
j xi),
(3)
zk+1 = argminz 12‖z‖2 + ρ2
∑J
j=1 ‖z − wk+1j ‖2 + ρ
∑J
j=1(µ
k
j )
T (z − wk+1j ),
(4)
µk+1j = µ
k+1
j + z
k+1 − wk+1j , (5)
where ρ > 0 is a chosen penalty parameter. Depending on local data, the local
model wj on the jth machine can be independently updated using (3). To calcu-
late the closed-form solution of z in (4), each machine must collect local models
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wj ,∀j, so an O(n) amount of local data from each machine is communicated
across the network. The iterative procedure ensures that under some assump-
tions, as k → ∞, {zk} approaches an optimum of (1).
Recall that the communication in (4) involves O(n) data per machine. Obvi-
ously the cost is high for a data set with a huge number of instances (i.e., n  l).
Fortunately, Boyd et al. [3] mention that splitting the data set across its features
can transform the scale of the communicated data to O(l). For example, if we
have J machines, the data matrix X is partitioned to X1, . . . , XJ . Note that
X = [x1, . . . ,xl]T = [X1, . . . , XJ ].
However, the optimization process becomes diﬀerent from (2)-(5) [3].
2.2 VW for Logistic Regression
VW [1] is a machine learning package supporting distributed training. Firstly,
by using only local data at each machine, it applies stochastic gradient method
with adaptive learning rate [5]. Then, to get a faster convergence, VW weight-
edly averages the model as the initial solution for the subsequent quasi New-
ton method [13] on the whole data. The stage of applying stochastic gradient
updates goes through all local data once for approximately solving the following
sub-problem. ∑
i∈Mj (
1
2‖w‖2 + C log σ(yiwT xi)).
In the second stage, the objective function of (1) is considered and the quasi
Newton method applied is LBFGS, which uses m vectors to approximate inverse
Hessian (m is a user-speciﬁc parameter). To support both numerical and string
feature indices in the input data, VW uses feature hashing to have a fast feature
lookup. That is, it applies a hash function on the feature index to generate a
new index for that feature value.
We discuss the communication cost of VW, which supports only the instance-
wise data split. For the stage of running a stochastic gradient method, there is
no communication until VW weightedly averages local wj ,∀j, where O(n) data
on each machine must be aggregated. For LBFGS, it collects O(n) results on
each machine to calculate the function value and the gradient. Therefore, the
communication cost per LBFGS iteration is similar to that of each ADMM
iteration under the instance-wise data split.
3 Distributed Newton Methods
In this section, we describe our proposed implementation of a distributed Newton
method.
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3.1 Newton Methods
We denote the objective function of (1) as f(w). At each iteration, a Newton
method updates the current model w by
w ← w + s, (6)
where s, the Newton direction, is obtained by minimizing
mins q(w), q(w) = ∇f(w)T s + 12sT ∇2f(w)s. (7)
Because the Hessian matrix ∇2f(w) is positive deﬁnite, we can solve the follow-
ing linear system instead.
∇2f(w)s = −∇f(w). (8)
For data with a huge number of features, ∇2f(w) becomes too large to be
stored. Hessian-free methods have been developed to solve (8) without explicitly
forming ∇2f(w). For example, Keerthi and DeCoste [8] and Lin et al. [11] apply
conjugate gradient (CG) methods to solve (8). CG is an iterative procedure that
requires a Hessian-vector product ∇2f(w)v at each step. For logistic regression,
we note that
∇2f(w)v = v + CXT (D(Xv)), (9)
where D is a diagonal matrix with
Dii =
σ(yiwT xi) − 1
σ(yiwT xi)2
.
From (9), we can clearly see that a sequence of matrix-vector products is suf-
ﬁcient to ﬁnish the Hessian-vector product. Because ∇2f(w) is not explicitly
formed, the memory diﬃculty is alleviated.
The update (6) does not guarantee the convergence to an optimum, so we
apply a trust region method [11]. A constraint ‖s‖2 ≤ Δ is added to (7), where
Δ is called the radius of the trust region. At each iteration, we check the ratio
ρ in (10) to ensure the reduction of the function value.
ρ =
f(w + s) − f(s)
q(w)
. (10)
If ρ is not large enough, then s is rejected and w is kept. Otherwise, w is updated
by (6). Then, the radius Δ is adjusted based on ρ [11].
Although Hessian-vector products are the main computational bottleneck
of the above Hessian-free approach, we note that in Newton methods other
operations such as function and gradient evaluations are also important. For
example, the function value in (1) requires the calculation of Xw. Based on this
discussion, we can conclude that a scalable distributed Newton method relies
on the eﬀective parallelization of multiplying the data matrix with a vector. We
will discuss more details in the rest of this section.
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Xiw,1
Xiw,2
Xiw,3
(a) Instance-wise (IW)
Xfw,1Xfw,2Xfw,3
(b) Feature-wise (FW)
Fig. 1. Two methods to distributedly store training data
3.2 Instance-Wise and Feature-Wise Data Splits
Following the discussion in Section 2.1, we may split training data instance-wisely
or feature-wisely to diﬀerent machines. An illustration is in Figure 1, in which
Xiw,j or Xfw,j represents the jth segment of data stored in the jth machine. We
will show that the two splits lead to diﬀerent communication cost. Subsequently,
we use “IW/iw” and “FW/fw” to denote instance-wise and feature-wise splits.
To discuss the distributed operations easily, we use vector notation to rewrite
(1) as
f(w) =
1
2
‖w‖2 + C log(σ(Y Xw)) · e, (11)
where X and Y are deﬁned in Section 2.1, log(·) and σ(·) are component-wisely
applied to a vector, and “·” stands for a dot product. In (11), e ∈ Rn×1 is a
vector of all ones. Then the gradient can be represented as
∇f(w) = w + C(Y X)T (σ(Y Xw)−1 − e). (12)
Next we discuss details of distributed operations under the two diﬀerent data
splits.
Instance-wise Split: Based on (9)-(12), the distributed form of function, gra-
dient values, and Hessian-vector products can be written as
f(w) = 12‖w‖2 + C
⊕J
j=1 log(σ(YjXiw,jw)) · ej , (13)
∇f(w) = w + C ⊕Jj=1(YjXiw,j)T (σ(YjXiw,jw)−1 − ej), (14)
and
∇2f(w)v = v + C ⊕Jj=1 XTiw,jDjXiw,jv, (15)
where Yj , ej , and Dj are respectively the sub-matrix, the sub-vector, the sub-
matrix of Y , e, and D corresponding to instances in the jth machine. We use⊕
to denote an all-reduce operation [15] that collects results from all machines
and redistributes the sum to them. For example,
⊕J
j=1 log(σ(YjXiw,jw)) means
that each machine calculates its own log(σ(YjXiw,jw)), and then an all-reduce
summation is performed.
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Feature-wise Split: We notice that
Xw =
⊕J
j=1 Xfw,jwj , (16)
where wj is a sub-vector of w corresponding to features stored in the jth
machine. Therefore, in contrast to IW, each machine maintains only a sub-vector
of w. The situation is similar to other vectors such as s. However, to calculate
the function value for checking the suﬃcient decrease (10), ‖wj‖2,∀j must be
summed and then distributed to all machines. Therefore, the function value is
calculated by
1
2
⊕J
j=1 ‖wj‖2 + C log(σ(Y
⊕J
j=1 Xfw,jwj)) · e. (17)
Similarly, each machine must calculate part of the gradient and the Hessian-
vector product:
∇f(w)fw,p = wp + C(Y Xfw,p)T (σ(Y
⊕J
j=1 Xfw,jwj)
−1 − e) (18)
and
(∇2f(w)v)fw,p = vp + CXTfw,pD
⊕J
j=1 Xfw,jvj ,
where, like w, only a sub-vector vp of v is needed at the pth machine.
We notice that some all-reduce operations are needed for inner products in
Newton methods. For example, to evaluate the value in (7) we must obtain
∇f(w)T s = ⊕Jj=1 ∇f(w)Tfw,jsj , (19)
where ∇f(w)fw,j and sj are respectively the sub-vectors of ∇f(w) and s stored
at the jth machine. The communication cost is not a concern because (19) sums
J values rather than vectors in (16). Another diﬀerence from the IW approach
is that the label vector y is stored in every machine because of the diagonal
matrix Y in (17) and (18). It is worth mentioning that to save computational
and communication cost, we can cache
⊕J
j=1 Xfw,jwj obtained in (17) for (18).
Analysis: To compare the communication cost between IW and FW, in Table 1
we show the number of operations at each machine and the amount of data sent
to all others. From Table 1, to minimize the communication cost, IW and FW
should be used for l  n and n  l, respectively. We will conﬁrm this property
through experiments in Section 4.
3.3 Other Implementation Techniques
Load Balancing: The parallel matrix-vector product requires that all machines
ﬁnish their local tasks ﬁrst. To reduce the synchronization cost, we should let
machines have a similar computational load. Now the computational cost is
related to the number of non-zero elements, so we split data in a way such that
each machine contains data of a similar number of non-zero values.
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Table 1. A comparison between IW and FW on the amount of data distributed from
one machine to all others. J is the number of machines and nnz is the number of
non-zero elements in the data matrix. For FW, the calculation of ∇f(w) does not
involve communication because we mentioned that
⊕J
j=1 Xfw,jwj is available while
calculating f(w).
# of operations # data sent to other machines
IW FW IW FW
f(w) O(nnz/J) O(nnz/J) O(1) O(l)
∇f(w) O(nnz/J) O(nnz/J) O(n) 0
∇2f(w)v O(nnz/J) O(nnz/J) O(n) O(l)
inner product O(n) O(n/J) 0 O(1)
Data Format: Lin et al. [11] discuss two approaches to store the sparse data
matrix X in an implementation of Newton methods: compressed sparse row
(CSR) and compressed sparse column (CSC). They conclude that because of
the possibility of storing a whole row or column into a higher-level memory
(e.g., cache), CSR and CSC are more suitable for l  n and n  l, respectively.
Because we split data so that each machine has a similar number of non-zero
elements, the number of columns/rows of the sub-matrix may vary. In our imple-
mentation, we dynamically decide the sparse format based on if the sub-matrix’s
number of rows is greater than columns.
Speeding Up Hessian-vector Product: Instead of sequentially calculating
Xv, D(Xv), and XT (D(Xv)) in (9), we can re-write XT DXv as
∑l
i=1 Dii(xi(x
T
i v)). (20)
Then the data matrix X is accessed only once rather than twice. However, this
technique can only be applied for instance-wisely split data in the CSR format.
If the data is split by features, then calculating each xTi v needs an all-reduce
operation. The l all-reduce summations in (20) cause too high communication
cost in practice.
4 Experiments
In this section, we begin with describing a speciﬁc Newton method used for our
implementation. Then we evaluate techniques proposed in Section 3, followed
by a detailed comparison between ADMM, VW, and the distributed Newton
method on objective function values and test accuracy.
4.1 Truncated Newton Method
In Section 3.1, using CG to ﬁnd the direction s may struggle with too many
iterations. To alleviate this problem, we consider an approach by Steihaug [16]
that employs CG to approximately minimize (7) under the constraint of s being
in the trust region. With the Newton direction s obtained approximately, the
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Table 2. Left: The statistics of each data set. Right: Communication and total run-
ning time (in seconds) of the distributed Newton method using IW and FW strategies.
Data set l n #nonzeros C
Communication Total
IW FW IW FW
yahoo-japan 140,963 832,026 18,738,315 0.5 166.22 13.78 169.73 15.15
yahoo-korea 368,444 3,052,939 125,190,807 2 1,185.32 189.72 1,215.76 207.53
url 2,396,130 3,231,961 277,058,644 2 9,727.89 6,995.23 10,194.23 7,286.63
epsilon 500,000 2,000 1,000,000,000 2 2.16 184.03 11.37 195.26
webspam 350,000 16,609,143 1,304,697,446 32 8,909.51 159.83 9,179.42 199.36
technique is called a truncated Newton method. Lin et al. [11] have applied this
method for logistic regression on a single machine. Here we follow their detailed
settings for our distributed implementation.
4.2 Experimental Settings
1. Data Sets: We use ﬁve data sets listed in Table 2 for experiments, and
randomly split them into 80%/20% as training set and test set respectively
(an exception is epsilon because it has oﬃcial training/test sets). Except
yahoo-japan and yahoo-korea, all others are publicly available.2
2. Platform: We use 32 machines in a local cluster. Each machine has an 8-
core processor with computing power equivalent to 8 × 1.0GHz 2007 Xeon,
and 16GB memory. The network bandwidth is approximately 1Gb/s.
3. Parameters: For C in (1), we tried diﬀerent values in {2−5, 2−3, . . . , 25},
and use the one that leads to the best performance on the test set.
4.3 IW versus FW
This subsection presents a comparison between two diﬀerent data splits. We run
the Newton method until the following stopping condition is satisﬁed:
‖∇f(w)‖ ≤ min(pos,neg)
l
‖∇f(0)‖, (21)
where  = 10−6 and pos/neg are the number of positive and negative data.
In Table 2, we present both communication and total training time. Results
are consistent with our analysis in Table 1. For example, IW is better than
FW for epsilon, which has l  n. On the contrary, FW is superior for webspam
because l  n. This experiment reﬂects that a suitable data split strategy can
signiﬁcantly reduce the communication cost.
By the diﬀerence between total and communication time in Table 2, we have
the time for computation and synchronization. It is only similar but not the
same for IW and FW because of the variance of the cluster’s run-time behavior
and the algorithmic diﬀerences.
2 http://www.csie.ntu.edu.tw/∼cjlin/libsvmtools/datasets
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4.4 Comparison Between State-of-the-art Methods on Function
Values
We include the following methods for the comparison.
• the distributed trust-region Newton method (TRON): It is imple-
mented in C++ with OpenMPI [7].
• ADMM: We implement ADMM using C++ with OpenMPI [7]. Following
Zhang et al. [19], the sub-problem (3) is approximately solved by a coordinate
descent method [17] with a ﬁxed number of iterations, where the number of
iterations is decided by a validation procedure. The parameter ρ in (3) follows
the setting in [19].
• VW (version 7.6): The package uses sockets for communications and syn-
chronization. Because VW uses the hashing trick for the features indices,
hash collisions may cause not only diﬀerent training/test sets but also worse
accuracy. To reduce the possibility of hash collisions, we set the size of the
hashing table larger than the original data sets.3 Although the data set may
be slightly diﬀerent from the original one, we will see that the conclusion of
our experiments is not aﬀected. Besides, we observe that the default setting
of running a stochastic gradient method and then LBFGS is very slow on
webspam, so for this problem, we apply only LBFGS.4 Except C and the size
of features hashing, we use the default parameters in VW.
In Figure 2, we compare VW, ADMM, and the distributed Newton method
by checking the relation between the training time and the relative distance from
the current function value to the optimum:
|f(w) − f(w∗)|
|f(w∗)| .
The reference optimal w∗ is obtained approximately by running the Newton
method with a very small stopping tolerance.5 We present results of ADMM
and distributed Newton using both instance-wise and feature-wise splits. For
the sparse format in Section 3.3, the distributed Newton method dynamically
chooses CSC or CSR, while ADMM uses CSC because of the requirement of the
coordinate descent method for the sub-problem (3).
Results in Figure 2 indicate that with suitable data splits, the distributed
Newton method converges faster than ADMM and VW. Regarding IW versus
FW, when l  n, an instance-wise split is more suitable for the distributed
3 We select 220, 222, 222, 212, and 225 as the size of the hashing table for yahoo-japan,
yahoo-korea, url, epsilon, and webspam respectively.
4 We observe that the vector w obtained after running stochastic gradient methods
is a poor initial point for LBFGS to have slow convergence. It is not entirely clear
what happened, so further investigation is needed.
5 The optimal solution of VW with hashing tricks may be diﬀerent from the other two
methods, so we obtain its w∗ separately. Because of using the relative distance, we
can still compare the convergence speed of diﬀerent methods.
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Fig. 2. A comparison on the relative diﬀerence to the optimal objective function value.
The dotted line indicates the stopping conditions (21) with  = 0.01 has been achieved.
Newton method, while a feature-wise split is better for n  l. This observation is
consistent with Table 2. However, the same result does not hold for ADMM. One
possible explanation is that regardless of data splits, the optimization processes
of the distributed Newton method are exactly the same. In contrast, ADMM’s
optimization processes are diﬀerent under IW and FW strategies [3].
In Figure 2, a horizontal line indicates that the stopping condition of (21)
with  = 0.01 has been satisﬁed. This condition, used as the default condition in
the Newton-method implementation of the software LIBLINEAR [6], shows that
a model having similar prediction capability to the optimal solution has been
obtained. In Figure 2, ADMM can quickly reach the horizontal line for some
problems, but is slow for others.
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Fig. 3. A test-accuracy comparison among ADMM, VW and the distributed New-
ton method with diﬀerent data split strategies. The dotted horizontal line indicates 0
diﬀerence to the ﬁnal accuracy.
4.5 Comparison Between State-of-the-art Methods on Test
Accuracy
We present in Figure 3 the relation between the training time and
accuracy − best accuracy
best accuracy
,
where best accuracy is the best ﬁnal accuracy obtained by all methods. In the
early stage ADMM is better than the other two, while the distributed Newton
method gets the ﬁnal stable performance more quickly on all problems except url.
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Fig. 4. The speedup of diﬀerent training methods.
4.6 Speedup
Following Agarwal et al. [1], we compare the speedup of ADMM, VW, and the
distributed Newton method for obtaining a ﬁx test accuracy by varying the
number of machines. Results are in Figure 4.
We consider the two largest sets epsilon and webspam for experiments. They
have l  n and n  l, respectively. For ADMM and the distributed Newton
method, we use the data split strategy leading to the better convergence in
Figure 2. Figure 4 shows that for epsilon (l  n), VW and the distributed
Newton method yield a better speedup than ADMM as the number of machines
increases, while for webspam (n  l), the distributed Newton method is better
than the other two.
For the problem webspam, the speedup of VW is much worse than epsilon
and problems in [1], so we conduct some investigation. For epsilon and data in
[1], they have l  n. Thus we suspect that because n  l for webspam and VW
considers an instance-wise split, VW suﬀers from high communication cost. To
conﬁrm this point, we conduct an additional experiment in Figure 4(b). A special
property of the problem webspam is that it actually has only 680,715 non-zero
feature columns, although its feature indices are up to 16 million. We generate
a new set by removing zero columns and rerun VW.6 The result, indicated as
VW* in Figure 4(b), clearly shows that the speedup is signiﬁcantly improved.
Next, we investigate more about the unsatisfactory speedup of ADMM.
Because of parallelizing only the matrix-vector products, the numbers of itera-
tions in VW and the distributed Newton method are independent of the number
of machines. In contrast, ADMM’s number of iterations may signiﬁcantly vary,
because the reformulation in (2) is related to the number of machines. In Figure
5, we present the relation between the number of ADMM iterations and the rel-
ative diﬀerence to the optimum. It can be seen that as the number of machines
increases, the higher number of iterations comes with more computational and
communication costs. Thus the speedup of ADMM in Figure 4 is not satisfactory.
6 The hash size is reduced correspondingly from 225 to 220.
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Fig. 5. The relation between the number of ADMM iterations and the decrease of the
function value. We show results of using diﬀerent numbers of machines.
5 Conclusion
To the best of our knowledge, this work is the ﬁrst comprehensive study on
the distributed Newton method for regularized logistic regression. We carefully
address important issues for distributed computation including communication
and memory locality. An advantage of the proposed distributed Newton method
and VW over ADMM is that the optimization processes are independent of the
distributed conﬁguration. That is, the number of iterations remains the same
regardless of the number of machines. Our experiment shows that in a practi-
cal distributed environment, the distributed Newton method is faster and more
scalable than ADMM and VW that are considered state-of-the-art for real-world
problems.
However, because of requiring diﬀerentiability, Newton methods are more
restrictive than ADMM. For example, if we consider L1-regularization by replac-
ing ‖w‖2/2 in (1) with ‖w‖1, the optimization problem becomes non-diﬀeren-
tiable, so Newton methods cannot be directly applied.7
Our experimental code is available at (removed for the blind review
requirements).
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Abstract. Recommender systems research has experienced diﬀerent
stages such as from user preference understanding to content analysis.
Typical recommendation algorithms were built on the following bases:
(1) assuming users and items are IID, namely independent and identi-
cally distributed, and (2) focusing on speciﬁc aspects such as user pref-
erences or contents. In reality, complex recommendation tasks involve
and request (1) personalized outcomes to tailor heterogeneous subjec-
tive preferences; and (2) explicit and implicit objective coupling rela-
tionships between users, items, and ratings to be considered as intrinsic
forces driving preferences. This inevitably involves the non-IID complex-
ity and the need of combining subjective preference with objective cou-
plings hidden in recommendation applications. In this paper, we propose
a novel generic coupled matrix factorization (CMF) model by incorporat-
ing non-IID coupling relations between users and items. Such couplings
integrate the intra-coupled interactions within an attribute and inter-
coupled interactions among diﬀerent attributes. Experimental results on
two open data sets demonstrate that the user/item couplings can be
eﬀectively applied in RS and CMF outperforms the benchmark methods.
1 Introduction
Recommender systems (RS) become increasingly important as they deeply involve
our daily living, online, social, mobile and business activities. Typically, a set of
users and items are involved, where each user u rates various items according to
his/her respective preferences (embodied by preference rates) [12]. A new rate or
item is then recommended to a user based on the rating behaviors of similar users
on existing items.
Often recommendation algorithms come up with the outcomes based on the
aggregated understanding of individual commonality. A rate is then predicted
for a new item to a given user or a new user for a given item. The performance
of applying such algorithms for real-time recommendation for speciﬁc users and
items is often not very impressive. There are two important aspect that have
not been considered thoroughly in RS. (1) The heterogeneity between users and
between items, namely users and items are personalized and thus rating needs to
c© Springer International Publishing Switzerland 2015
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be tailored according to individual characteristics. (2) The coupling relationships
between users, between items, and between users and items, namely users and
items are coupled and hence rating needs to capture the underlying interactions.
These two aspects together essentially bring the recommendation problem to
a non-IID context [4] [3], namely users and items are not as independent and
identically distributed (IID) as usually assumed in the existing RS.
The existing RS algorithms and systems such as collaborative ﬁltering and
matrix factorization have been mainly built on the IID context, consequently
they may overlook or may not fully capture the intrinsic heterogeneity and cou-
plings. For example, many researchers try to inﬂuence or precisely estimate the
latent factors [7] [19] [1] [13] through considering the attributes or topics infor-
mation of users and items for latent factor models. Nevertheless, most of the
existing methods assume that the attributes are IID. This is a very fundamen-
tal and critical issue for the RS community, as the big recommendation data
in online, social, mobile and business applications is essentially non-IID. For
example, a user’s preference may inﬂuence his/her friends, item attributes are
often associated with each other via explicit or implicit relationships [17] [18] [5].
Therefore in this paper, we deeply analyse the coupling relationships between
users and between items based on their attributes, and incorporate the coupling
interactions into MF to improve recommendation qualities.
Table 1. A Toy Example
Director Scorsese Coppola Hitchcock Hitchcock
Actor De Niro De Niro Stewart Grant
Genre Crime Crime Thriller Thriller
Age ZipCode Country Sex God Father Good Fellas Vertigo N by NW
20 10081 China M u1 1 3 5 4
40 2007 Australia F u2 4 2 1 5
20 2008 Australia M u3 - 2 - 4
To illustrate the coupling relationships in RS, we give a toy example in
Table 1. There is a rating matrix consisting of three users and four movies with
their attributes. Most existing CF methods utilize the rating matrix for recom-
mendation but ignore the attributes of users and items. However, when the rating
matrix is very sparse, the attributes within users and items may also contribute
to solving the challenges. Speciﬁcally, we can infer the relationship of u1 and
u2 from the “Age”, “ZipCode”, “Country” and “Sex” attribute space. Similarly,
we can get the movies’ relationship from the “Director”, “Actor” and “Genre”
attribute space. Intuitively, the existing similarity methods such as Pearson or
Jaccard measures can be applied to compute the similarities within users or
items, based on the IID assumption. In reality, however this assumption is not
always held and there are more or less exist coupling relations between instances
and attributes. One observation is that the similarity of two attributes values are
dependent on other attributes, for example, two directors’ relationship is depen-
dent on “Actor” and “Genre” attributes over all the movies. This dependent
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relation is called the inter-coupled similarity between attributes. Alternatively,
within an attribute, one attribute value will also be dependent on other values of
the same attribute. Speciﬁcally, two attribute values are similar if they present
the analogous frequency distribution on one attribute, which leads to another
so-called intra-coupled similarity within an attribute. For example, two direc-
tors “Scorsese” and “Coppola” are considered similar because they appear with
the same frequency. We believe that the coupled similarities between values and
between attributes should simultaneously contribute to the relationships within
users and within items, namely user coupling and item coupling. Incorporating
the user coupling and item coupling into MF model may reach more satisfactory
recommendations.
The incorporation of such couplings into RS is motivated by analysing the
interactions between diﬀerent attributes by disclosing IID assumption. A com-
plete consideration of couplings may provide a practical mean for enhancing the
eﬀectiveness of RS. Especially, if we do not have ample rating data, the objective
user coupling and item coupling can be utilized to make recommendations. To
date, our study is the ﬁrst work to simultaneously consider the user coupling and
item coupling based on their objective attributes, and integrate them together
into the matrix factorization model.
The contributions of the paper are concluded as follow:
– We propose a coupled measure to capture the relationships for users and
items, namely user coupling and item coupling, which consider the coupled
interaction between attributes from non-IID perspective.
– We propose a Coupled Matrix Factorization (CMF) model by accommodat-
ing the user coupling, item coupling and users’ subjective rating preferences
together.
– We conduct experiments to evaluate the superiority of couplings and the
eﬀectiveness of CMF model.
The rest of the paper is organized as follows. Section 2 presents the related
work. In Section 3, we formally state the recommendation and couplings prob-
lems. Section 4 ﬁrst analyses the couplings in RS, then details the coupled MF
model integrating the couplings together. Experimental results and analysis are
presented in Section 5. The paper is concluded in the last Section.
2 Related Work
Collaborative ﬁltering (CF) is one of the most successful approaches taking
advantage of user rating history to predict users’ interests. As one of the most
accurate single models for collaborative ﬁltering, matrix factorization (MF) is a
latent factor model [8] which generally eﬀective at estimating overall structure
that relates simultaneously to most items. MF approach tries to decompose the
rating matrix to user latent matrix and item latent matrix. Then the estimated
rating is predicted by the multiplication of the two decomposed matrices. With
the advent of social network, many researchers have started to analyse social
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Fig. 1. Coupling Relations in Recommender Systems
recommender systems and various models integrating social networks have been
proposed [20]. Social friendship is an outstanding explicit factor to improve the
eﬀectiveness of recommendation, however, not every web site have social or trust
mechanisms. This explicit social gap greatly motivates us to explore the user and
item couplings to improve recommendation qualities. Indeed, such couplings help
to make reasonable recommendations when lacking valuable rating information.
Content-based techniques are another successful methods which recommend
relevant items to users according to users’ personal interests. Content-based
methods often assume item’s attributes are independent which is not always
held in reality. Actually, several research outcomes such as [16] [17] [18] [9] [10]
have been proposed to handle the challenging issues. However, user couplings
are item couplings are still not completely considered for RS. This motivates us
to completely consider the non-IID couplings and integrate the user couplings
and item couplings into the MF model.
3 Problem Statement
A large number of user and item sets with attributes can be organized by
a triple S =< SU , SO, h >, where SU =< U,A, V, f > describes the users’
attribute space, U = {u1, u2, ..., un} is a nonempty ﬁnite set of users, A =
{A1, ..., AM} is a ﬁnite set of attributes for users; V = ∪Jj=1Vj is a set of all
attribute values for users, in which Vj is the set of attribute values of attribute
Aj(1 ≤ j ≤ J), Vij is the attribute value of attribute Aj for user ui, and
f = ∧Mj=1fj(fj : U → Vj) is an information function which assigns a particu-
lar value of each feature to every user. Similar to SU , SO =< O,A′, V ′, f ′ >
expresses the items’ attribute space where O = {o1, ..., om}, A′ = {A′1, ..., A′M ′},
V ′ = ∪J ′j=1V ′j , f ′ = ∧M
′
j=1f
′
j(f ′j : O → V ′j) are all for items. In the triple
S =< SU , SO, h >, h(ui, oj) = rij expresses the subjective rating preference on
item oj for user ui. User rating preferences on items are then converted into a
user-item matrix R, with n rows and m columns. Each element rij of R represents
the rating given by user ui on item oj . For instance, Table 1 consists of three users
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U = {u1, u2, u3} and four items O = {GodFather,GoodFellas, V ertigo,NbyNW},
A = {Age, ZipCode, Country, Sex}, V3 = {China,Australia}, f3(u2) =
Australia, and A′ = {Director,Actor,Genre}, V ′3 = {Crime, Thriller}, f ′3
(V ertigo) = Thriller, and h(u2, V ertigo) = 1. The existing similarity methods
for computing the relationships assumed that the attributes are independent
from each other. However, all the attributes should be coupled together and fur-
ther inﬂuence each other. The couplings are illustrated in Fig.1, for users, within
an attribute Aj , there is dependent relation between values Vlj and Vmj (l = m).
While a value Vli of an attribute Ai is further inﬂuenced by the values of other
attributes Aj (j = i). For example, attributes A1, A3, ... to AJ all more or less
inﬂuence the values of V12 to Vn2 of attribute A2.
4 Coupled Matrix Factorization
In this section, we mainly introduce the coupled MF approach as shown in
Fig. 2. CMF ﬁrst computes the user coupling and item coupling which integrate
the coupled interactions based on the objective attributes. Then, user coupling,
item coupling and users’ rating preferences are incorporated together into MF
model.
4.1 User Coupling
Users are non-IID, as users share diverse properties but may also be inter-related
for some reasons such as educational or cultural background. The user coupling
can be calculated on top of the dependent relations for all attributes Aj by setting
SOb = SU =< U,A, V, f >. For two users described by the attribute space,
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the Coupled User Similarity (CUS ) is deﬁned by incorporating intra-couplings
between values within an attribute and inter-couplings between attributes [16]
to measure the similarity between users.
Definition 1. Formally, given user attribute spaceSU =< U,A, V, f >, theCou-
pled User Similarity (CUS) between two users ui and uj is deﬁned as follows.
CUS(ui, uj) =
J∑
k=1
δIak (Vik, Vjk)) ∗ δIek (Vik, Vjk)) (1)
where Vik and Vjk are the values of attribute k for users ui and uj, respectively;
and δIak is the intra-coupling within attribute Ak, δ
Ie
k is the inter-coupling between
diﬀerent attributes.
4.2 Item Coupling
Similarly, items are non-IID. Each item owns diﬀerent characteristics from oth-
ers, and there may be coupling relationships between items such as the comple-
mentation between purposes. Similar to user coupling, the item coupling can be
calculated by setting SOb = SO =< O,A′, V ′, f ′ >. For two items described by
the attribute space, the Coupled Item Similarity (CIS ) is deﬁned to measure the
similarity between items by integrating intra-couplings within an attribute and
inter-couplings between attributes.
Definition 2. Formally, given item attribute space SO =< O,A′, V ′, f ′ >, the
Coupled Item Similarity (CIS) between two items oi and oj is deﬁned as
follows.
CIS(oi, oj) =
J ′∑
k=1
δIak (V
′
ik, V
′
jk)) ∗ δIek (V ′ik, V ′jk)) (2)
where V ′ik and V
′
jk are the values of attribute j for items oi and oj, respectively;
and δIak is the intra-coupling within attribute Ak, δ
Ie
k is the inter-coupling between
diﬀerent attributes.
4.3 Coupled MF Model
MF approaches have been recognized as the main stream in RS through a latent
topic projection learning model. In this work, we attempt to incorporate all
discussed couplings into a MF scheme. Traditionally, the matrix of predicted
ratings Rˆ ∈ Rn×m, where n, m respectively denote the number of users and the
number of items, can be modeled as: Rˆ = rm + PQT with matrices P ∈ Rn×d
and Q ∈ Rm×d, where d is the rank (or dimension of the latent space) with
d ≤ n,m, and rm ∈ R is a global oﬀset value. Through this modelling, the
prediction task of matrix Rˆ is transferred to compute the mapping of items and
users to factor matrices P and Q. Once this mapping is completed, Rˆ can be
easily reconstructed to predict the rating given by one user to an item.
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In our proposed CMF, we take not only the rating matrix, but also the user
coupling and item coupling, into account. All these aspects should be accom-
modated into a uniﬁed learning model. The learning procedure is constrained
by three-fold: the learned rating values should be as close as possible to the
observed rating values, the predicted user and item proﬁles should be similar to
their neighbourhoods as well, which are derived from their coupling information.
Speciﬁcally, in order to incorporate the user coupling and item coupling, we add
two additional regularization factors in the optimization step. Then the compu-
tation of the mapping can be similarly optimized by minimizing the regularized
squared error. The objective function is given as Eqn. 3.
L =
1
2
∑
(u,oi)∈K
(
Ru,oi − Rˆu,oi
)2
+
λ
2
(‖Qi‖2 + ‖Pu‖2
)
+
α
2
∑
all(u)
∥
∥
∥
∥
∥
∥
Pu −
∑
v∈N(u)
CUS(u, v)Pv
∥
∥
∥
∥
∥
∥
2
+
β
2
∑
all(oi)
∥
∥
∥
∥
∥
∥
Qi −
∑
oj∈N(oi)
CIS(oi, oj)Qj
∥
∥
∥
∥
∥
∥
2 (3)
As we can see in the objective function, the rating preference, user coupling
and item coupling have been all incorporated together. Speciﬁcally, the ﬁrst part
reﬂects the subjective rating preferences and the latter two parts reﬂect the user
coupling and item coupling, respectively. This means when we recommend rel-
evant items to users, the users’ rating preferences may take the dominant role.
Besides this, another distinct advantage is that, when we do not have ample
rating data, it is still possible to make satisfactory recommendations via lever-
aging the coupling information, e.g., one user will be recommended what his/her
neighbours like or items similar to what he/she preferred before.
To optimize the above objective equation, we minimize the objective function
L by the gradient descent approach:
∂L
∂Pu
=
∑
oi
Iu,oi(rm + PuQi
T − Ru,oi)Qi + λPu + α(Pu−
∑
v∈N(u)
CUS(u, v)Pv) − α
∑
v:u∈N(v)
CUS(u, v)(Pv −
∑
w∈N(v)
CUS(v, w)Pw)
(4)
∂L
∂Qi
=
∑
u
Iu,oi(rm + PuQi
T − Ru,oi)Pu + λQi + β(Qi −
∑
oj∈N(oi)
CIS(oi, oj)Qj) − β
∑
oj :oi∈N(oj)
CIS(oj , oi)(Qj −
∑
ok∈N(oj)
CIS(oj , ok)Qk)
(5)
where Iu,oi is the function indicating that whether user has rated item oi, 1
means rated, 0 means not rated. CUS(u, v) is the coupled similarity of users u
and v, and CIS(oi, oj) is the coupled similarity of items oi and oj . N(u) and
N(oi) respectively represent the user and item neighborhood ﬁltered by coupled
similarity.
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Model Training. Through the above gradient descent approach, the best
matrices P and Q can be computed in terms of the user coupling, item cou-
pling and user-item coupling. The whole process of the coupled model starts at
computing user coupling and item coupling based on their objective attribute
space, then neighbors of users and items are selected from the couplings. Next,
values of P and Q are randomly initiated followed by an iteration step to update
P and Q until convergence according to Eqn. 4 and 5. After P and Q are learned
from the training process, we can predict the ratings for user-item pairs (u, oi).
5 Experiments and Results
In this section, we evaluate our proposed model and compare it with the existing
approaches respectively using Movielens1 and Bookcrossing2 data sets.
5.1 Data Sets
Movielens data set has been widely explored in RS research in last decade.
Movielens 1M data set consists of 1,000,209 anonymous ratings of approximately
3,900 movies made by 6,040 Movielens users who joined Movielens in 2000.
Only users providing basic demographic information such as “gender”, “age”,
“occupation” and “zipcode” are included in this data set. The movies also have
a special “genre” attribute which is applied for computing the item couplings.
Similarly, collected by Cai-Nicolas Ziegler, Bookcrossing data set contains
278,858 users with demographic information providing 1,149,780 ratings on 271,
379 books. The ratings range from 1 to 10 and the users’ “gender” and “age”
attributes and the books’ “book-author”, “year of publication” and “publisher”
have been used to form user and item couplings.
5.2 Experimental Settings
The 5-fold cross validation is performed in our experiments. In each fold, we
have 80% of data as the training set and the remaining 20% as testing set. Here
we use Root Mean Square Error (RMSE) and Mean Absolute Error (MAE) as
evaluation metrics.
To evaluate the performance of our proposed CMF we consider ﬁve baseline
approaches: (1) The basic probabilistic matrix factorization (PMF) approach
[14]; (2) Singular value decomposition (RSVD) [2] is a factorization method to
decompose the rating matrix; (3) Implicit social matrix factorization (ISMF)
[11] is an uniﬁed model which incorporates implicit social relationships between
users and between items computed by Pearson similarity based on the user-item
rating matrix; (4) User-based CF (UBCF) [15] ﬁrst computes users’ similarity by
Pearson Correlation on the rating matrix, then recommends relevant items to the
1 www.movielens.org
2 www.bookcrossing.com
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given user according to the users who have strong relationships; (5) Item-based
CF (IBCF) [6] ﬁrst considers items’ similarity by Pearson Correlation on the
rating matrix, then recommends relevant items which have strong relationships
with the given user’s interested items.
The above ﬁve baselines just consider users’ rating preferences on items but
ignore the attributes of users and items. In order to demonstrate the eﬀective-
ness of our proposed method, we also compare it with other three hybrid models
PSMF, CSMF and JSMF which respectively augment MF with Pearson Corre-
lation Coeﬃcient, Cosine and Jaccard similarity measures to compute the rela-
tionships within users and items based on their attributes. Simply put, we ﬁrst
respectively apply Pearson Correlation Coeﬃcient, Cosine and Jaccard similarity
to compute the similarities for users and items based on their attributes. Then
we utilize the similarities within users and items to update and optimize the
objective function to acquire the best P and Q as CMF. The objective function
of PSMF, CSMF and JSMF is similarly constructed as Eqn. 3 by respectively
replacing CUS(u, v), CIS(oi, oj) as the pearson similarity, cosine similarity, and
jaccard similarity between users and between items.
5.3 Experimental Results and Discussions
We respectively evaluate the eﬀectiveness of our CMF model in comparison
with the above baselines and the other three hybrid methods PSMF, CSMF
and JSMF by selecting the optimal parameters α=1.0, β=0.2 for Movielens, and
α=0.6, β=1.0 for Bookcrossing.
Superiority over MF Methods. Because the users of Movielens data set
have the basic demographic data for user coupling, and the movies also have
natural genre attribute for item coupling, the experimental results compared
to the MF methods in Table 2 can show the eﬀect of user coupling and item
coupling. In this experiment, we respectively compared the experimental results
regarding diﬀerent latent dimensions with MAE and RMSE metrics. When the
latent dimension is set as 100, 50 and 10, in terms of MAE, our proposed CMF
can reach an average improvements of 21.24%, 12.88% compared with PMF and
RSVD approaches. Similarly, CMF can also improves averagely 58.77%, 39.93%
regarding RMSE over PMF and RSVD approaches. Besides the basic compar-
isons, we also compare our CMF with the latest research outcome ISMF which
utilizes the implicit relationships between users and items based on the rating
matrix by Pearson similarity. From the experimental result, we can see that CMF
can averagely improve 15.22% and 45.87% regarding MAE and RMSE respec-
tively. In conclusion, the experiments on Movielens data set clearly indicate that
CMF is more eﬀective than the baseline MF approaches and the state-of-the-art
ISMF method regarding MAE and RMSE when latent dimension is respectively
set to 100, 50 and 10, due to the strength of user coupling and item coupling.
Similar to Movielens, Bookcrossing data set also has certain user demographic
information, and rich book content information such as “Book-Title”, “Book-
Author”, “Year-Of-Publication” and “Publisher”. After removing all the invalid
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Table 2. MF Comparisons on Movielens and Bookcrossing
Data Set Dim Metrics PMF (Improve) ISMF (Improve) RSVD (Improve) CMF
Movielens
100D
MAE 1.1787(28.09%) 1.1125 (21.47%) 1.1076 (20.98%) 0.8978
RMSE 1.7111 (71.07%) 1.5918 (59.14%) 1.5834 (58.30%) 1.0004
50D
MAE 1.1852 (18.43%) 1.1188 (11.79%) 1.1088 (10.79%) 1.0009
RMSE 1.8051 (58.98%) 1.6103 (39.50%) 1.5835 (36.82%) 1.2153
10D
MAE 1.2129 (17.19%) 1.1651 (12.41%) 1.1098 (6.88%) 1.0410
RMSE 1.8022 (46.25%) 1.7294 (38.97%) 1.5863 (24.66%) 1.3397
Bookcrossing
100D
MAE 1.5127 (3.65%) 1.5102 (3.40%) 1.5131 (3.69%) 1.4762
RMSE 3.7455 (0.76%) 3.7397 (0.18%) 3.7646 (2.67%) 3.7379
50D
MAE 1.5128 (3.67%) 1.5100 (3.39%) 1.5131 (3.70%) 1.4761
RMSE 3.7452 (0.74%) 3.7415 (0.37%) 3.7648 (2.70%) 3.7378
10D
MAE 1.5135 (3.73%) 1.5107 (3.45%) 1.5134 (3.72%) 1.4762
RMSE 3.7483 (1.20%) 3.7440 (0.77%) 3.7659 (2.96%) 3.7363
ISBNs, all the books in the data set are cleaned. Therefore the experimental
results on the Bookcrossing data set can also demonstrate the impacts of user
and item couplings. We depict the eﬀectiveness comparisons with respect to dif-
ferent methods on Bookcrossing data set in Table 2. We can clearly see that,
our proposed CMF method outperforms all the counterparts in terms of MAE
and RMSE. Speciﬁcally, when the latent dimension is set as 100, 50 and 10, in
terms of MAE, our proposed CMF can reach an average improvements of 3.68%,
3.70% compared with PMF and RSVD approaches. While CMF can averagely
increase 0.98% and 2.78% regarding RMSE over PMF and RSVD approach. Fur-
thermore, the prominent improvements compared with the baseline approaches
regarding MAE and RMSE are resulted from considering complete couplings.
Additionally, we also compare the CMF with the state-of-the-art method ISMF,
the result shows that the improvements can reach to 3.41% and 0.44% regard-
ing MAE and RMSE respectively. Therefore, we can conclude that our CMF
method not only outperforms PMF and SVD which are basic MF methods, but
also performs better than the state-of-the-art model ISMF in terms of MAE and
RMSE metrics.
Superiority over CF Methods. In addition to the MF methods, we also com-
pare our proposed CMF model with two diﬀerent CF methods UBCF and IBCF.
In this experiment, we ﬁx the latent dimension to 100 for our proposed CMF
model. On Movielens, the results in Table 3 indicate that CMF can respectively
improve 0.49% and 2.42% regarding MAE, and 0.18% and 19.54% in terms of
RMSE. Similarly compared with UBCF and IBCF, on Bookcrossing data set, the
results show that the CMF can reach huge improvements respectively 33.02%
and 31.03% regarding MAE, and 24.68% and 19.04% regarding RMSE. There-
fore, this experiment clearly demonstrates that our proposed CMF performs
better than UBCF and IBCF methods. The improvements are contributed by
the full consideration of the couplings in RS.
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Table 3. CF Comparisons on Movielens and Bookcrossing
Data Set Metrics UBCF (Improve) IBCF (Improve) CMF
Movielens
MAE 0.9027 (0.49%) 0.9220 (2.42%) 0.8978
RMSE 1.0022 (0.18%) 1.1958 (19.54%) 1.0004
Bookcrossing
MAE 1.8064 (33.02%) 1.7865 (31.03%) 1.4762
RMSE 3.9847 (24.68%) 3.9283 (19.04%) 3.7379
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Fig. 3. Superiority over Hybrid Methods on Movielens and Bookcrossing
Superiority over Hybrid Methods. In order to demonstrate the eﬀectiveness
of our proposed method, we also compare it with other three hybrid methods
PSMF, CSMF and JSMF. From the resultant Fig. 3 on Movielens data set,
we can clearly see that the proposed CMF method greatly outperforms PSMF,
CSMF and JSMF in terms of MAE and RMSE. Speciﬁcally, CMF can averagely
improve PSMF, CSMF, JSMF by 20.14%, 19.63%, 27.78% regarding MAE, and
by 54.58%, 53.45%, 79.50% regarding RMSE. Similarly on Bookcrossing data set,
the results in Fig. 3 clearly indicate that the CMF method also perform better
than PSMF, CSMF and JSMF regarding MAE and RMSE. The results show
that CMF can respectively improve 2.24%, 19.57%, 2.2% in average regarding
MAE, and 8.13%, 44.18%, 8.38% in terms of RSME compared with PSMF,
CSMF, JSMF. From this experiment, we can conclude that our proposed CMF
is more eﬀective than these three hybrid methods.
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6 Conclusion and Future Work
In this paper, we studied Recommender System from a non-IID perspective,
speciﬁcally, we mainly focused on the signiﬁcant non-IID coupling relations
between users and between items to improve the quality of recommendations.
The couplings disclosed the traditional IID assumption and deeply analysed the
intrinsic relationships between users and between items. Furthermore, a cou-
pled matrix factorization model was proposed to incorporate the coupling rela-
tions and the explicit rating information. The experiments conducted on the
real data sets demonstrated the superiority of the proposed CMF method and
suggested that non-IID couplings can be eﬀectively applied in RS. The hetero-
geneity between users and between items is still not thoroughly considered in
this paper. We need to further explore the heterogeneity challenge for enhancing
our recommendation model in the future.
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Abstract. Location-based social networks (LBSNs) allow users to share
the locations that they have visited with others in a number of ways.
LBSNs like Foursquare allow users to ‘check in’ to a location to share
their locations with their friends. However, in Yelp, users can engage with
the LBSN via modes other than check-ins. Speciﬁcally, Yelp allows users
to write ‘tips’ and ‘reviews’ for the locations that they have visited. The
geo-social correlations in LBSNs have been exploited to build systems
that can recommend new locations to users. Traditionally, recommen-
dation systems for LBSNs have leveraged check-ins to generate location
recommendations. We demonstrate the impact of two new modalities -
tips and reviews, on location recommendation. We propose a graph based
recommendation framework which reconciles the ‘tip’ and ‘review’ space
in Yelp in a complementary fashion. In the process, we deﬁne novel intra-
user and intra-location links leveraging tip and review information, lead-
ing to a 15% increase in precision over the existing approaches.
Keywords: Location based social networks · Location recommenda-
tion · Mining graph and network data
1 Introduction
LBSNs have become a popular tool for users to share their locations with their
friends. Services like Foursquare allow users to post ‘check-ins’ at their current
locations to let their friends know about their whereabouts. The popularity of
such LBSNs has encouraged the development of systems recommending new
locations to users (henceforth referred to as location recommender systems).
Typically, any such location recommender system leverages the rich check-in
information about each user to suggest relevant locations. This is because the
number of times a user checks-in to a particular location, indicates her preference
for that location.
Apart from check-ins, there are other mechanisms through which users can
engage with LBSNs and express their preference (positive or negative) for a
c© Springer International Publishing Switzerland 2015
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location that they have visited. Two such alternate modalities are present in
Yelp - namely, tips and reviews, capturing users’ opinions about venues. Tips
are short textual descriptions about a venue - typically describing the standout
characteristic of a location or a set of things to do or to avoid at a particular
location. Reviews, on the other hand, present a much more detailed account of
a person’s experience at a location. A major diﬀerence between tips and reviews
as against check-ins is that the frequency of check-ins is much greater. A typical
user might post only a handful of tips for a particular location, whereas she
might check-in at a particular location 30-40 times. In this work, we look at
the problem of location recommendation in a popular LBSN - Yelp. Speciﬁcally,
we focus on the information provided by tips and reviews to generate location
recommendations for users. To the best of our knowledge, this is the ﬁrst work
which looks at the problem of location recommendation from the lens of tips
and reviews taken together, rather than check-ins. We propose a graph-based
framework which seamlessly combines signals coming from tips and reviews. We
consider users and locations as nodes in a graph with weighted edges constructed
between user-user, user-location and location-location pairs, based on tip, review
and friendship information in Yelp. Finally, a spreading activation technique is
used to recommend locations to a target user. This work makes the following
contributions in the context of location recommendation in LBSNs:
• We identify how tips are diﬀerent from reviews in the way they are used
to express preference for a visited location. We then propose a graph based
recommendation framework which seamlessly combines the disparate spaces
of tips and reviews, along with users’ social network.
• In the graph-based framework, we propose novel intra-location and intra-
user links based on factors like a) distance between locations (LLD), b)
frequency with which users write tips and reviews (LLT/LLR), c) entropy of
the common locations for which users either write tips/reviews (UUT/UUR)
and d) the friendship relationship between users (UUF).
• We ﬁnd that intra-location links like LLD and LLT/LLR aﬀect the recom-
mendation accuracy to a greater extent as compared to intra-user links like
UUT/UUR and UUF. We also ﬁnd that the way distance is incorporated in
the graph has a huge impact on the recommendation accuracy.
2 Tip Space vs Review Space in Yelp
Yelp is an LBSN which helps users search for any kind of business in a city -
from a restaurant to a hair-dresser. It is diﬀerent from some of the other LBSNs
like Foursquare in that it allows users to post both tips as well as reviews for
the locations that they have visited. We run all our experiments on the Yelp
dataset made freely available by Yelp as part of their data challenge contest.1 The
details of the dataset are mentioned in Table 1. This data is for Phoenix, Arizona
covering the time period between Feb. 2005 to Feb. 2014. We can see from Table 1
1 http://www.yelp.com/dataset challenge
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Table 1. Yelp Dataset Details
# unique
locs
# unique
users
# Tips # Reviews
# users
with at
least
1 review
# users
with at
least
1 tip
# locs
with at
least
1 review
# locs
with at
least
1 tip
15,585 70,817 1,13,993 3,35,022 70,817 15,231 15,579 10,473
that all 70817 users have written at least one review whereas only 15231 users
have written at least one tip. In addition to this, the number of locations for
which at least one tip has been written is 10473, whereas the number of locations
for which at least one review has been written is 15579. These numbers suggest
that the number of users as well as the number of locations covered by reviews as
an interaction medium, is much more than tips in Yelp. To study the diﬀerence
between check-ins and tips/reviews as interaction mechanisms in LBSNs, we also
considered Brightkite dataset [3] which was collected over the period of Apr. 2008
- Oct. 2010 and gives details about users’ check-in behavior. We can see from
Table 2 that not only is the average number of check-ins that a user makes is
higher than the corresponding numbers for tips and reviews, but the maximum
number of check-ins that a user makes for a venue is also signiﬁcantly higher than
writing tips or reviews. This is because the level of user involvement required
by these diverse interaction mechanisms varies. While check-ins incur very little
cognitive load on the part of the user (who just has to indicate whether she was
present at a location or not); the textual nature of tips and reviews requires the
users to expend more eﬀort in writing them. Figure 1 shows that more than
Table 2. Comparison of check-ins(Brightkite) with Tips/Reviews(Yelp)
Avg. check-ins
per user
Avg. Tips
per user
Avg. Reviews
per user
Max. check-ins
by a user
Max. Tips
by a user
Max. Reviews
by a user
92.34 7.48 4.73 2100 104 10
80% of the users have no location for which they write both a tip as well as a
review. Thus, if we consider that a user prefers a location if she writes a tip or
review for that location, then the locations that a user likes through her tips are
very diﬀerent from the locations that she likes via her reviews, in Yelp. We also
investigated three types of venues for each user : venues for which only tips were
posted (Type T), venues for which only reviews were posted (Type R), venues
for which both reviews and tips were posted (Type TR). After creating these
3 types for each user, we calculated the average distance between each pair of
venues within a type. These values were then averaged over all the users and
reported in Table 3. It can be seen that venues for which only tips are posted by a
user are closer geographically to each other as opposed to venues for whom only
reviews are written by a user. These observations provide a strong motivation to
leverage the signals coming separately from tips and reviews in a complementary
way so as to provide better recommendations to users.
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Fig. 1. % of users writing both tips and
reviews for same locations
Table 3. Distance in kms.
Avg. Distance b/w
venues of Type TR
0.623
Avg. Distance b/w
venues of Type T
1.237
Avg. Distance b/w
venues of Type R
6.015
3 Graph-based Recommendation Framework
We represent our framework as a multilayer graph M = (G, C) where G =
{Gα;α ∈ {U,L}} is a family of user and location layers. Each layer is individually
represented with the help of a subgraph. Speciﬁcally, GU = (XU , EU ) represents
the user subgraph of M with XU = {xU1 , ...., xUNU } denoting the set of user
nodes and EU = {(xUi , xUj )|xUi , xUj ∈ XU} denoting the set of edges between
users. Similarly, GL = (XL, EL) represents the location subgraph with XL =
{xL1 , ...., xLNL} denoting the set of location nodes and EL = {(xLi , xLj )|xLi , xLj ∈
XL} denoting the set of edges between locations. Finally,
C = {Eαβ ⊆ Xα × Xβ ;α, β ∈ {U,L}, α = β} (1)
is the set of edges between nodes of the user graph GU and the location graph GL
representing inter-layer connections. EU and EL, on the other hand, represent
intra-layer connections.
3.1 Edge Creation and Edge-weights
In this subsection we discuss how the weights for user-location, user-user and
location-location links are chosen in our framework.
User-Location Links (UL) - Among the user-location links, we distinguish
links either being formed based on tips or based on reviews.
Review Based Links (ULR): We create a link between a user aU and location
iL if aU has written at least one review for iL. If aU has written k number of
reviews for iL, then
wR(aU , iL) =
1
1 + Ck
(2)
where C is the maximum number of reviews that a user has written for any
location and R denotes a review-based edge.
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Fig. 2. Graph-based framework represented as multilayer graph M
Tip Based Links(ULT): Similarly, the weight of a tip-based edge between
user aU and location iL is computed as:
wT (aU , iL) =
1
1 + Ck
(3)
User-User Links (UU) - Among the user-user links we make three distinctions
with respect to the nature of such user-user links.
Friendship-based Links (UUF): Two friends aU and bU might have simi-
lar location preferences and hence a link is created if they are in each other’s
social network. Let |ΓaU | denote the number of friends user aU has, in her social
network.
wF (aU , bU ) =
1
|ΓaU |
(4)
where F denotes that this is a friendship based link. We can see from Eq. 4 that
wF (aU , bU ) would be diﬀerent from wF (bU , aU ).
Tip Entropy Based Links (UUT): Two users, aU and bU , can also have an
implicit connection if they have written a tip for the same location iL. Let ΘTaUbU
denote the set of those locations for which both aU and bU have written a tip;
and ΦTiL denote the set of users who have written a tip for location i
L. Also,
let |taU iL | denote the number of tips aU has written for iL and |TiL | denote the
total number of tips that have been written for iL. Tip-entropy of a location iL
in ΘTaUbU is then deﬁned as
EiL = −
∑
aU ∈ΦT
iL
qaU iL × log(qaU iL) (5)
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where qaU iL =
|taU iL |
|TiL | . Let us imagine a scenario where i
L ∈ ΘTaUbU and jL ∈
ΘTcUdU . If tip-entropy of location i
L is high and that of jL is very low, we can
infer stronger interest overlap between users cU and dU as opposed to users aU
and bU . This is because a location with a high tip-entropy (for example - an
airport) represents a location which has been visited by several casual visitors
who have opted to write a tip for that location. Thus, the chances that two
users who are bound by such a common location, have similar interests, are less.
Hence, weight of the link connecting users aU and bU , based on tip-entropy is
deﬁned as
wTent(aU , bU ) =
∑
iL∈ΘT
aU bU
1
EiL
(6)
where Tent denotes that the link weight is based on Tip entropy.
Review Entropy Based Links (UUR): In a similar vein, the weight of the
link between users aU and bU , based on review-entropy is computed as
wRent(aU , bU ) =
∑
iL∈ΘR
aU bU
1
EiL
(7)
Note that previous works [9,10] have outlined the importance of place entropies
based on check-ins in the task of friendship link prediction among users. Our
use of tip and review entropies, on the other hand, uses them to connect similar
minded users in a location recommendation setting.
Location-Location Links (LL) - We consider three types of links which can
be created between two locations.
Review Based links (LLR): Locations iL and jL can have an implicit link via
reviews written by a common user for both iL and jL. The motivation behind
creating such an edge is that the similarity of reviewing behavior across iL and
jL (exhibited by the common users who write a review for both iL and jL) can
be used to infer similarity between iL and jL.
Let ΠRiLjL denote the set of those users who have written a review for both i
L
and jL. Also, let |RaU iL | denote the number of reviews that user aU has written
for location iL; and let βaU denote the set of locations for which aU has written
a review for. Then, strength of connection between iL and jL is computed as
wR(iL, jL) =
∑
aU ∈ΠR
iLjL
1
1 +
∑
kL∈βaU |RaUkL |
(8)
The rationale behind Eq. 8 can be explained through the following example. Let
us suppose that users aU and bU have written a review for both locations iL
and jL, i.e. iL and jL are connected because of users aU and bU . If the number
of reviews that aU has written for all locations (iL and jL included) is much
greater than the total number of reviews that bU has written for all locations,
then the contribution of bU in the link between iL and jL should be higher
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than the contribution of aU . In other words, if a user is selective in her choice
of venues for which she writes a review (evident by the lesser number of total
reviews written by her), then her contribution should be weighed more heavily.
Tip Based links (LLT): Similarly, weight of the edge between locations iL
and jL, formed on the basis of tips is given by
wT (iL, jL) =
∑
aU∈ΠT
iLjL
1
1 +
∑
kL∈βaU |TaUkL |
(9)
Distance Based links (LLD): Prior work has established that people tend
to visit locations which are close to the locations that they have already visited
[13,14]. To account for this fact, we propose to create an edge between two
locations with a weight which is inversely proportional to the distance between
those locations. Instead of creating a distance based edge between each pair of
locations, we create an edge between locations iL and jL, only if iL and jL have
some common user who either has written a tip for both or review for both. The
weight of such an edge is then computed as
wD(iL, jL) =
1
1 + distiLjL
(10)
where distiLjL is the geographical distance between iL and jL.
All the weights are normalized in the same manner as described in [8]. For
each node z, the sum of weights (S) for all the links going out from it is computed,
and then each each weight of the link going out from z is divided by S.
3.2 Preference Propagation on the Graph
We use the graph described in the previous subsection for recommending loca-
tions to users. Let us denote the target user, for whom we want to generate
recommendations, by aU . We use a spreading activation algorithm (branch and
bound serial, symbolic search algorithm (BNB)) in a manner similar to the one
used in [2]. To initiate the recommendation process, we activate the target user
with an activation value of 1, while all other nodes are initialized to 0. In the
next iteration (next time step), aU is ‘expanded’ in the sense that all its neigh-
bors (locations as well as users) are activated by an amount proportional to
the weight of the edge connecting the two nodes, and are added to a list Q.
Therefore, the activation value that is assigned to an arbitrary neighbor z, of aU
equals μz(t + 1) = μaU (t) × w(aU , z) (11)
where μx(t) represents the activation value of node x at time t and w(aU , z)
denotes the weight of the edge connecting aU and z. Note that, depending upon
whether z is a location or a user, there might be multiple edges connecting aU
and z. The activation values accumulated through all such edges becomes the
new activation value of z. In the next iteration, a previously ‘unexpanded’ node
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p with the highest activation value in Q, is ‘expanded’, with all its neighbors
getting activated according to Eq. 11 (again accumulated over all kinds of edges
between the two nodes). There might be some neighbors of p which are already
in Q. Such nodes’ values are increased by the value computed above. While other
neighbors,which were not already in Q are added to Q with their corresponding
activation values. This process of ‘expanding’ a previously ‘unexpanded’ node
with the highest activation value in Q is repeated for a ﬁxed number of iterations
(50 in our experiments). Finally, the location nodes having the maximum activa-
tion values, that have not yet been visited by the target user, are recommended
to her.
4 Experimental Methodology and Results
From the Yelp dataset described in Section 2, ﬁrst we ﬁlter those users who have
written tip/review for at least 30 locations. After this initial preprocessing step,
we are left with 2076 fairly active users in terms of posting tips and reviews;
and on whom we do all the further experiments. For each user we randomly
mark oﬀ 20% and 40% of the locations that she has written a tip/review for, as
the test set to test the eﬀectiveness of our approach. The rest of the data for
each user is treated as training data and used to build the graph with appropri-
ate edge weights as described in Section 3. Then, for each target user, we run
the preference propagation procedure outlined in Section 3.2 to generate top k
recommendations. We repeat this experiment 5 times and report the average
precision@N and average recall@N .
precision@N =
∑
ui∈U |TopN(ui)
⋂
L(ui)|
∑
ui∈U |TopN(ui)|
(12)
recall@N =
∑
ui∈U |TopN(ui)
⋂
L(ui)|
∑
ui∈U |L(ui)|
(13)
where TopN(ui) is the top-n locations which have been recommended to the
user ui, L(ui) is the set of locations in the test set of ui and U is the set of all
the users. We do experiments for two values of N - 5 and 10.
We compare our approach with the following benchmark approaches:
• User-based collaborative (CF) ﬁltering which takes similar users’ opinion
into account to recommend new locations to users. We refer to CF applied
on the user-location space connected by tips as CF-Tip and that on the
review space as CF-Review.
• Graph-based recommendation algorithm proposed in [5] referred to as G-
Local henceforth; with the weights used for the links connecting users to
locations being the same as used in our proposed framework.
• NMF [7], a state-of-the-art recommendation method which accounts for
latent factors underlying user preferences. We mark the entry cij in the
user-location matrix as 1 if the ui has written either a tip or a review for
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lj . We also experimented with values of cij proportional to the number of
times ui writes a tip/review for lj , but it produced inferior results and hence
we report the results corresponding to cij values being 1. Both NMF and
G-Local provide intuitive ways to combine the information coming from tips
and reviews.
Table 4. Bold values indicate signiﬁcant increase with p<0.01 w.r.t. NMF.
Testing % Metrics Our Framework NMF G-Local CF-Review CF-Tip
precision@5 0.07791 0.0687 0.06211 0.01159 0.01191
20%
precision@10 0.06729 0.05837 0.05382 0.01103 0.01172
precision@5 0.12614 0.11928 0.09637 0.02944 0.02903
40%
precision@10 0.1144 0.10099 0.08613 0.028 0.02913
Table 5. Bold values indicate signiﬁcant increase with p<0.01 w.r.t NMF. Bold value
with * indicates signiﬁcant increase with p<0.05 w.r.t NMF.
Testing % Metrics Our Framework NMF G-Local CF-Review CF-Tip
recall@5 0.02736 0.02413 0.02181 0.00316 0.00354
20%
recall@10 0.04727 0.04100 0.03781 0.00601 0.00697
recall@5 0.02187* 0.02068 0.01671 0.00368 0.00407
40%
recall@10 0.03967 0.03502 0.02987 0.00701 0.00817
Note that the low values of precision and recall reported in Tables 4 and 5 are
not unreasonable because the accuracy of recommendations is usually not very
high when dealing with sparse datasets (where density of user-item matrix is
low) [11]. For instance, precision@5 reported in [11] for a dataset with density
of 8.02 × 10−3 was 0.05. The sparsity of the preprocessed dataset used in our
experiments is 5.61 × 10−3. We can see from Tables 4 and 5 that the proposed
framework outperforms other approaches signiﬁcantly. Speciﬁcally, when 20% of
the data is held-out as the test set, our approach outperforms NMF (the next
best) by 13.4% and 15.28% w.r.t precision@5 and precision@10 respectively.
Moreover, the robust performance of our approach vis a vis the other approaches
is maintained even when the sparsity of the data is increased by marking 40%
of the data as the test set.
We also constructed the user-location graph with links between users and
locations created at random, respecting the density of user-location links formed
either based on tips or reviews in the original dataset. Each of the weights are
then computed as described in Section 3 and ﬁnally the spreading activation
algorithm as used in our framework is used to recommend locations to users.
The precision@5 and recall@5 (testing % = 20%) achieved by such an algorithm
(averaged over 5 runs) is 0.034 and 0.0108 respectively; hugely under performing
our framework as can be seen from Tables 4 and 5. This shows that the better
recommendations generated by our framework are not by random chance.
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5 Discussion
Our method diﬀers from G-Local [5] in that apart from considering user-item
links based on user preferences, our approach additionally considers intra-user
and intra-location links, based on tip and review information. Hence, we wanted
to see what is the eﬀect of these extra links on recommendation accuracy indi-
vidually. To that end, we selectively removed features from our framework and
measured the recommendation accuracy. Table 6 shows the results of removing
various features from our framework one at a time. As can be seen from Table
6, removing links of the type LLD decreases the precision and recall by the
maximum amount, suggesting the importance of connecting locations based on
distance. Links of the type LLR and LLT (where locations are connected based
on the number of reviews/tips, the common users have written), have the next
highest impact on the accuracy. Friendship links (UUF) seem to have the least
impact on the recommendation accuracy.
Table 6. Eﬀect of Individual Features (Testing % = 20%)
Metrics All Features
LLD
Removed
UUR & UUT
Removed
LLR & LLT
Removed
UUF
Removed
precision@5 0.07791 0.06603 0.07664 0.07119 0.07734
recall@5 0.02736 0.02319 0.02692 0.02500 0.02716
Use of Distance: We know of one prior work [15] which incorporates distance
in a graph-based setting for location recommendation. Our use of distance is
diﬀerent from theirs in that we only create a distance based link from li to lj
if there is a user who has written a tip/review for both li and lj , rather than
having links drawn from each location to its nearest k locations. We propose a
Table 7. Capturing Distance in an appropriate way (Testing % = 20%)
Metrics G-Local Our Framework G-dist
precision@5 0.06211 0.07791 0.06107
recall@5 0.02181 0.02736 0.02145
framework, G-dist, that contains all the features that our proposed framework
contains except for distance based links. The distance based links in G-dist are
created in accordance with the approach outlined in [15]. In G-dist, distance
based links are created from each location to its nearest 608 locations. Note
that 608 is the average number of location-location links, that exist in the graph
constructed according to our proposed framework. As can be seen from Table 7,
having distance-based links to the nearest locations seems to take the recom-
mendation process astray and produces poorer results than even G-Local which
does not consider any intra-user or intra-location features. However, the diﬀer-
ent treatment of distance in our framework, streamlines the recommendation
process to produce better results.
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6 Related Work
While there has been a lot of interest in location recommendation in LBSNs, we
think that interaction modalities other than check-ins have not featured promi-
nently in majority of the studies. Collaborative Filtering (CF) [4] is a domain
independent technique which uses past user behavior to compute user-user as
well as item-item relationships to infer new user-item relationships [6]. Latent
factor models like matrix factorization methods are a branch of CF methods
that characterize users as well as items based on k number of latent factors [6].
Non-graph Based Location Recommendation: In [12], only user preference
along with social (friend) and geographical factors were considered to recommend
locations, whereas our approach considers other user and place properties derived
from tips and reviews, apart from the social and geographical factors. In [1], the
authors modeled users’ preferences based on the categories of locations that they
visited and identiﬁed experts in a city for a particular category; who were then
used for location recommendation.
The graph based recommendation framework proposed here diﬀers from the
graph-based approaches discussed in [5,8,15] in the following signiﬁcant ways:
• To alleviate the sparsity problem that besets collaborative ﬁltering algo-
rithms, a graph based recommendation framework was proposed in [5] where,
only links connecting users to items based on the users’ purchase history
were considered. Our work on the other hand, also considers intra-user and
intra-location edges based on tips and reviews.
• A model based on personalized random walk over user-location graph was
proposed in [8] which made use of social network information along with
check-in information. However, our work deﬁnes novel features about users
and locations, which are in turn derived from tips and reviews. The user-
user links of the type UUT/UUR, introduced in this work, are the ﬁrst
attempt to connect users in a graphical setting, with information other than
social network information for recommendation purposes. Another point of
departure of our work from [8] is the novel use of distance in our framework,
not accounted for in [8].
• To the best of our knowledge, a recent work [15] is the ﬁrst one to discuss
the possibility of having edges between two locations for location recom-
mendation. While the work in [15] connects locations li and lj only based on
distance, we create additional edges like LLR/LLT which capture semantic
information other than distance. Also, while they create an edge from li to
its nearest k locations, we create edges only between those 2 locations for
which there is at least one user who has written tip/review for both of them.
7 Conclusions
In this paper, we describe a graph-based location recommendation system which
makes use of signals coming from tips and reviews as opposed to check-ins.
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We deﬁne novel features based on tips and reviews which can be used to con-
nect users and locations. A simple preference propagation algorithm on the con-
structed graph is then used to generate recommendations. The recommendation
accuracy of our proposed framework is better than the existing methods. Among
the intra-user and intra-location features proposed, we conclude that links of the
type LLD and LLT/R are better than UUR/T and UUF type of links. We also
observe that having distance based links between k number of nearest locations
may not be the best way to leverage distance based information and ﬁnd that
using distance based links between venues with at least one common user (based
on tip/review) leads to much better location recommendations.
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Abstract. Learning user/item relation is a key issue in recommender
system, and existing methods mostly measure the user/item relation
from one particular aspect, e.g., historical ratings, etc. However, the rela-
tions between users/items could be inﬂuenced by multifaceted factors,
so any single type of measure could get only a partial view of them.
Thus it is more advisable to integrate measures from diﬀerent aspects to
estimate the underlying user/item relation. Furthermore, the estimation
of underlying user/item relation should be optimal for current task. To
this end, we propose a novel model to couple multiple relations measured
on diﬀerent aspects, and determine the optimal user/item relations via
learning the optimal way of integrating these relation measures. Speciﬁ-
cally, matrix factorization model is extended in this paper by considering
the relations between latent factors of diﬀerent users/items. Experiments
are conducted and our method shows good performance and outperforms
other baseline methods.
Keywords: Recommender system · Collaborative ﬁltering · Matrix fac-
torization
1 Introduction
Recommender system is a type of technology to overcome the information over-
load problem by estimating users’ preferences and ﬁnding potentially desirable
items for them [1]. For instance, online bookstore Amazon would infer users’ pref-
erences by analyzing the explicit ratings they have given, and then recommend
to them some books that might catch their interests. Currently, recommender
system has attracted extensive attention form both of academia and industry,
and various methods have been proposed by researchers for recommending items
of diﬀerent types, e.g., movies [2], books [3], and music [4], etc.
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Among existing methods, collaborative ﬁltering (CF) has been investigated
and extended extensively [5]. The underlying assumption of CF is that similar
users/items will give/receive similar ratings in future. Therefore, the success of CF
essentially rely on how to learn the similarities, i.e., the extent of relations, between
users/items. Roughly speaking, User/item relation can be measured using diﬀer-
ent types of auxiliary data, e.g., historical ratings, social networks [6–8], users and
items’ attributes [9], user-generated tags [10], and reviews [11], etc.
    director Robert Tom ͙ Jack 
    … ͙ ͙ ͙ ͙
    genre Musical Crime  Thriller
age gender … job v1 v2 ͙ vm
25 F ͙ lawyer u1 1 ? … 1 
27 M ͙ doctor u2 1 ? … 4 
35 F ͙ teacher u3 ? 4 … ? 
͙ ͙ ͙ ͙ ͙ 1 ? … ? 
36 M ͙ teacher un ? 1 … ? 
Fig. 1. An example of movie recommendation
Despite the improvments, existing methods mostly exploit only one type of
data, e.g., historical ratings, to learn user/item relations. The potential issues
include: (1) Each type of data might suﬀer the insuﬃciency problem. Figure 1 is
a toy dataset for movie recommendation. It shows that: a) the rating matrix is
extremely sparse, and b) an user/item is characterized by few attributes. Hence
similarities and relations learned based on such kinds of data might be inappro-
priate. (2) Each type of data only oﬀers a partial view of the underlying user/item
relation, whereas multifaceted factors might be involved. For instance, if user u1
follows other users’ suggestions when rating items, there might be multiple pos-
sible factors: they have similar attributes, e.g., they are lawyers; they have shown
similar interest, e.g., rating movies similarly, or they are friends in social net-
works, etc. Therefore, it is more advisable to couple multiple relations measured
from diﬀerent aspects to approximate the underlying user/item relation.
In this paper, we try to address above issues based on the matrix factoriza-
tion (MF) framework [12]. The key tasks include: (1) Couple multiple views of
relations measured from diﬀerent types of data to approximate the underlying
user/item relation. The objective of coupling them together is to capture a bet-
ter understanding of user/item relation. Similar motivation has been employed
in multiple kernel learning, in which diﬀerent kernels correspond to diﬀerent
notions of similarity [13]. (2) Incorporate user/item relation in the matrix fac-
torization model. To this end, we propose a new recommendation framework
based on the MF model, and it can be characterized as follows:
(1) Firstly, multiple types of data are explored and the corresponding rela-
tions are coupled in a supervised learning framework. Speciﬁcally, for users ui
and uj , k diﬀerent data sources are exploited, thus we get k relation values.
i.e., Aij = (aij1 , a
ij
2 , ..., a
ij
k ), which are then treated as descriptive attributes of
the underlying relation between ui and uj , i.e., sij . Next, we approximate sij
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as sij = fθ(Aij), thus more appropriate sij can be obtained via learning the
optimal parameter θ of function f by minimizing a given loss function. Likewise,
the same strategy is applied to items.
(2) Secondly, in order to utilize the user/item relation in MF framework, we
assume that each user ui latent factor vector Pˆi is determined by two compo-
nents: his/her basic factor vector Pi, and other similar users’ basic factor vectors
Pneighbors. We set Pˆi = g(Pi, Pneighbors, S) to utilize the relations and dependen-
cies between users. Here S is a matrix that indicates the relation values between
all possible pairs of users. The same strategy is applied to items.
We ﬁnally compare our model with other state-of-the-art methods on datasets
with diﬀerent types of data to compute user/item relation respectively. To sum-
marize, our main contributions are as follows.
– We propose an innovative model to exploit multiple types of auxiliary data
and couple multiple measures of user/item similarity and relation in a super-
vised learning framework.
– We extend classical MF model to enable that relations between users/items
can be exploited when learning each user’s/item’s latent factor vector.
– We conduct extensive experiments. The results validate the eﬀectiveness of
our model, and indicate its applicable scenarios.
The remainder of paper is organized as follows. Section 2 brieﬂy reviews the
related work. Problem statement is given in section 3. In section 4, we describe
our model in detail. Experimental design and results are presented in section 5,
followed by the conclusions in section 6.
2 Related Work
2.1 Compute User/Item Relation Using Diﬀerent Types of Data
According to the types of data source have been utilized to compute user/item
similarity, related methods mainly fall into the following categories.
(1) Utilizing historical ratings. The is the most common data have been inves-
tigated in traditional CF technique. Two basic methods are user-based approach
and item-based approach [2,5]. User-based approach tries to compute the user
relation based on their past ratings, and item-based approach tries to compute
item relation base on the ratings they have received. Cosine similarity and Pear-
son correlation are the two main measures have been used to compute user/item
similarity and relation. (2) Exploiting social networks. Social networks introduce
explicit user-user relationship that can be represented as an asymmetric or sym-
metric matrix [8,14]. The basic assumption is that users connected in a social
network should have similar preferences. Based on this assumption, various mod-
els introducing social networks have been proposed [7,15,16]. (3) Exploiting user
contributed information. As summarized in [17], various types of data generated
by users have been explored, such as tags, multimedia content, reviews and
comments, etc. User relation is deﬁned by the similarity between corresponding
content contributed by the users.
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2.2 Matrix Factorization (MF) Model
MF model has been extensively investigated and extended recently for recom-
mendation task. It essentially treats the recommendation as a matrix completion
problem, and solve it by transforming the original rating matrix R to the mul-
tiplication of two matrices PT Q, thus rij , i.e., the rating assigned to item vj by
user ui, can be approximated as rij ≈ PTi Qj . Here, Pi and Qj can be treated as
a latent factor vector representing user ui and item vj respectively. The optimal
P and Q are learned by minimizing a particular loss function.
The relations between users/items’ latent factor vectors are ignored in basic
MF model. Some of above methods thus try to incorporate the use/item relation
into MF model by assuming that similar user/item should have similar latent
factor vectors. Speciﬁcally, social networks are utilized in [6,7,15], and social
networks and historical ratings are explored in [16], etc.
Our proposed model is also based on MF model, and similar to these meth-
ods. The diﬀerences include: (1) Instead of determining user/item relation using
a single type of data, our model utilize multiple data sources to measure diﬀer-
ent user/item relations and couple them together. (2) The weights of diﬀerent
measures and the ultimate user/item relation values are learned in a supervised
learning framework, thus they could be optimal for current recommendation
task.
3 Problem Statement
Based on MF model, we assume that each user/item’s latent factor should
be dependent on other similar users’/items’ latent factors. Thus critical tasks
include (1) Estimate the similarities between users/items, here similarity means
the extent of user/item relation, we will use this term in following part. (2) Model
dependencies between similar users/items in MF model. The targeted problem
can be formulated as follows.
Let SU = [SUij ]n×n denote the similarities between users, where s
U
ij is the
similarity between user ui and uj . As stated before, user/item similarity can be
measured from diﬀerent aspects, e.g., similarity based on ratings, similarity based
on connectivity in social networks, etc. We then treat these values as descriptive
features of the ultimate user similarity. Formally, SUij should be determined as
SUij = fθ(A
uij) (1)
Here Auij =< auij1 , · · · , auijz > is a set of values consists of diﬀerent similarity
measures for ui and uj . f is a function that generates the ﬁnal similarity and
θ is a set of parameters that need to be estimated. Since diﬀerent measures are
computed on diﬀerent data sources, thus multiple types of data are explored.
Likewise, let SV = [SVij ]m×m denote the similarities between items, where s
V
ij
indicates the similarity of item vi and vj . Same strategy is applied to learn item
similarity, we can get
SVij = fϑ(A
vij) (2)
736 B. Fu et al.
Here Avij =< avij1 , · · · , avijz > is a set of diﬀerent similarity measures for item
vi and vj , and ϑ are the parameters that need to be estimated.
To model the dependency relations between users/items, we let P and Q
denote users’ and items’ basic latent factors as in traditional MF model. However,
P and Q should be updated due to the inﬂuence between similar users and
items. Thus, ui’s ﬁnal factor vector Pˆi is Pˆi = g(P, SU ). Here g is the function
determines the ﬁnal factor vectors. It is clear that Pˆi is determined by other
users’ basic factor vector with respect to their similarities. Same strategy is
applied to items, and we get Qˆj = g(Q,SV ).
Finally, rating rij is estimated as rˆij = Pˆi
T
Qˆj . Now, the speciﬁc task is how
to design function f , g, and estimate the parameters < θ, ϑ, P,Q >, which is
elaborated in next section.
4 Coupling Multiple Views of Relations
4.1 Multiple Views of Similarity
Given a particular type of data, there are various ways to compute similarities
between users/items. For example, given the rating matrix Rm×n, similarity
between ui and uj can be deﬁned as the similarity between corresponding row
Ri. and Rj. in R. Pearson correlation can be used to compute the similarity
between these rows. There are other ways of measuring similarity given more
deﬁnitions or more types of auxiliary data. We couple these measures using the
framework shown in (1). The results of diﬀerent measures are then fed into
function f to generate the ultimate similarity value. In this paper, we choose
the sigmoid function for f , since it is a diﬀerentiable function which makes the
following learning process feasible, and its output range is [0, 1] that is natural
for representing the similarity. The deﬁnition of f for determining user similarity
is thus deﬁne as:
SUij = fθ(A
uij) =
1
1 + e−θT Auij
(3)
Similarly, to learn the ultimate item similarity SV , we get the following
formula.
SVij = fϑ(A
vij) =
1
1 + e−ϑT Avij
(4)
The key problem is how to estimate the optimal values of parameters θ, ϑ.
4.2 Dependency Propagation Among Users/Items
Due to the similarity, an user’s preference should be inﬂuenced by his neighbours,
i.e., a set of similar users. Likewise, an item should also show common charac-
teristics with other similar items. In other words, the latent factor vector of an
users/item should be dependent on others’ with respect to their similarities.
Let us focus on user ﬁrstly. In our model, each user ui is assumed to have
an initial factor vector Pi. Then, ui will get an ultimate factor vector Pˆi due to
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the dependency propagation among similar users. We formulate this dependency
propagation as follows:
Pˆi = (1 − αu)
∑
l∈Nu(i) S
U
il Pl
|Nu(i)| + αuPi (5)
Where Nu(i) denotes ui’s neighbours, a set of users who are most similar with
user ui according to SU . It is shown that Pˆi is determined by two components,
i.e., his initial factor vector Pi, and his neighbours’ factor vectors. Here αu is
an adjustable parameter to control the inﬂuence of dependency propagation.
Since each user depends on his/her neighbours, a dependency graph is actually
formed. The dependencies are propagated over the whole graph, thus each user
essentially is inﬂuenced by all other users directly or indirectly. For items, we
can get a similar formulation. Given an item vj , its ultimate factor vector Qˆj is:
Qˆj = (1 − αv)
∑
l∈Nv(j) S
V
jlQl
|Nv(j)| + αvQj (6)
Here Nv(j) denotes item vj ’s neighbours that are most similar with it according
to SV , and αv is the parameter to trade oﬀ the two components.
Once the Pˆi and Qˆj are determined, the rating rij can be approximated
as rij ≈ PˆiT Qˆj . By now, the whole process of our model is outlined, and a
graphical illustration is given in Fig. 2, in which Pi1...k are factor vectors of
user ui’s k neighbours, and Qj1...k are factor vectors of item vi’s k neighbours.
AU = [Auij ]n×n is a matrix, and its element Auij is the precomputed vector
of similarity values for user ui and uj . Similarly, AV = [Avij ]m×m is also a
matrix, and Avij is the precomputed vector of similarity values for item vi and
vj . Finally, < θ, ϑ, P,Q > are the parameters need to be estimated.
4.3 Parameter Estimation
To begin with, we deﬁne the loss function which will be used in our model to
learn the optimal parameters. Its deﬁnition is:
L(θ, ϑ, P,Q) =
1
2
∑
(i,j)∈D
(rij − PˆTi Qˆj)2 + λ(||P ||2F + ||Q||2F ) (7)
here D is the training set that contains a set of (ui, vj , rij) tuples that record
the already known rij for pair of (ui, vj). λ is the parameter to control the
inﬂuence of the regularization term, and || · ||F denotes the Frobenius norm.
Pˆ , Qˆ are deﬁned in (5) and (6). Now, the task is to learn optimal parameters
θ∗, ϑ∗, P ∗, Q∗ that can minimize above loss function.
We use stochastic gradient descent method to solve this task. The key issue
in the process is to compute the partial derivatives of a single training instance’s
loss with respect to the parameters. Without loss of generality, we show how to
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Rij
PiQj
i=1,Ă, nj=1,Ă, m
Pi1
Pi2
Pik
Qj1
Qj2
Qjk
... ...
SV SU
AV AU
Fig. 2. Graphical illustration of our proposed model
compute the partial derivative for a tuple (ui, vj , rij). Speciﬁcally, for (ui, vj , rij),
the loss function becomes:
Lij(θ, ϑ, P,Q) =
1
2
(rij − PˆTi Qˆj)2 + λ(||P ||2F + ||Q||2F ) (8)
For simplicity, we set eij = (rij −PˆTi Qˆj).The partial derivatives of all parameters
are computed as follows.
According to (3), θ =< θ1, · · · , θz > is a vector of parameters used to deter-
mine user similarities SU , so it only exists in Pˆi. According to (5), for any element
θt in θ, the partial derivative is
∂Lij
∂θt
= −eij ∂Pˆ
T
i
∂θt
Qˆj =
−eij(1 − αu)
|Nu(i)| · (
∑
l∈Nu(i)
∂SUil
∂θt
Pl)T Qˆj (9)
Here |Nu(i)| is the number of ui’s neighbours, the remaining problem is ∂SUil /∂θt.
According to (3), it can be computed as follows.
∂SUil
∂θt
=
∂ 1
1+e−θT Aujl
∂θt
=
e−θ
T Auil
(1 + e−θT Auil)2
Auilt (10)
As deﬁned before, Auil is a vector of similarity measures for user ui and uj , and
Auilt is the tth element of A
uil.
Similarly, ϑ is a vector of parameters to determine item similarities SV .
According to (6), for any element ϑt in ϑ, the partial derivative is:
∂Lij
∂ϑt
= −eijPˆTi
∂Qˆj
∂ϑt
=
−eij(1 − αv)
|Nv(j)| · Pˆ
T
i (
∑
l∈Nv(j)
∂SVjl
∂ϑt
Ql) (11)
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Here |Nv(j)| is the number of item vj ’s neighbours. According to (4), ∂SVjl/∂ϑt
can be computed as follows.
∂SVjl
∂ϑt
=
∂ 1
1+e−ϑT Avjl
∂ϑt
=
e−ϑ
T Avjl
(1 + e−ϑT Avjl)2
Avjlt (12)
Here Avjl is a vector of similarity measures for item vj and vl, and A
vjl
t is the
tth element of Avjl.
For P = [P1, · · · , Pn], only Pi and Pl(l ∈ Nu(i)) are involved. Therefore, the
partial derivative ∂Lij/∂Pi is
∂Lij
∂Pi
= −eijαuQˆj + λPi (13)
For any Pl(l ∈ Nu(i)), ∂Lij/∂Pl is
∂Lij
∂Pl
=
−eij(1 − αu)SUil
|Nu(i)| Qˆj + λPl (14)
Similarly, for Q = [Q1, · · · , Qm], only Qj and Ql(l ∈ Nv(j)) are involved.
Therefore, ∂Lij/∂Qj is computed as
∂Lij
∂Qj
= −eijαvPˆi + λQj (15)
For any Ql(l ∈ Nv(j)), ∂Lij/∂Ql is computed as
∂Lij
∂Ql
=
−eij(1 − αv)SVjl
|Nv(j)| Pˆi + λQl (16)
We now have described the overall process of our model and how to compute
all the necessary components. We call our model as CMR (Couple Multiple Rela-
tions). Note that each user/item’s neighbours would change in each iteration,
due to the dynamical updating of the similarities. Arguably, our model could
learn more appropriate user and item similarities by explicitly optimizing the
loss function. The validation is shown in next section.
5 Experimental Results
5.1 Evaluation Metrics and Datasets
The popular metrics, MAE and RMSE, are used to measure the performance
of all the models. Let T denote a test dataset that contains a set of (ui, vj , rij)
tuples, and rˆij denote the prediction of rij . These metrics are deﬁned as belows.
– Mean Absolute Error (MAE).
MAE =
∑
(i,j)∈T |rij − rˆij |
|T | (17)
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– Root Mean Squared Error (RMSE).
RMSE =
√
(rij − rˆij)2
|T | (18)
For both of the metrics, a smaller value means a better performance.
We user 2 datasets, Movielens1M and Yelp, to train and evaluate the models.
They include diﬀerent types of data, enabling us to compute user/item similarity
from diverse aspects.
– MovieLens1M is a dataset regarding recommending movies. Several types of
data are included: (1) User attribute. Each user is represented by a vector of
attributes, including age, gender, and occupation, etc. (2) Movie attribute.
We just keep the category set of each movie as its attributes. (3) Rating set
which consists of a set of < user, item, rating > tuples. We remove users
and items which have made/received less than 50 ratings, and ﬁnally there
are 4297 users and 2514 movies left.
– Yelp is a dataset regarding recommending Point-of-Interest (POI), such as
restaurant, hotel, etc. Several types of data are included: (1) Social networks.
For each user, his/her friends are explicitly given. (2) POI attribute. We
similarly keep the category set of each POI as its attributes. (3) A set of
ratings. The original dataset contain POIs in several cities in United States.
We just keep POIs in city ”Las Vegas” and users who have rated any of these
POIs and the corresponding ratings.
5.2 Baselines and Setting
We compare the proposed CMR model with other three classical models. These
models include:
– MF model [12]. This model assumes that users/items are independent from
each other, the similarities are ignored.
– SoRec model [6]. It takes one type of user relation into consideration. For
dataset MovieLens1m, user relation is deﬁned as the similarity between users’
ratings. For dataset Yelp, relations between users are derived from the social
networks, which means the similarity is 1 if two users are connected in the
social networks, otherwise is 0.
– SRu+i+ model [16]. It incorporates one type of user relation and one type of
item relation into MF. Item relation is deﬁned as the similarity of items’ rat-
ings in both of two datasets. To compute user similarity in the two datasets,
we adopt the same approach adopted in SoRec.
– our CMF model. the aim of our model is to couple multiple measures of
user/item relation. Speciﬁcally, two types of user relation are considered: a)
similarity between users’ ratings, and b) similarity between users’ attributes
(MovieLens1m) or connectivities in social networks (Yelp). Two types of
item relation are also considered: a) similarity between items’ ratings, and
b) similarity between items’ attributes.
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Pearson correlation is used to compute the similarity between users’ and
item’s ratings, and Euclidean distance is used to measure the similarity between
users’ and item’s attributes. After trying diﬀerent values, the length of latent
factor vector is set to be 10 in all models. In SoRec, SRu+i+ , and CMF, the number
of neighbours for each user or item is also set to be 10. Since all models use
stochastic gradient descent, we also experiment with diﬀerent values of learning
rate. Finally, the learning rate is set to 0.3 in the baseline models and 0.05 in
out model. 0.005 is chosen for the regularization term weight λ in all models.
For simplicity, αu and αv in our model are assigned with same value, and we use
α to replace αu, αv in following part.
5.3 Results and Analysis
We begin with investigating the impact of α on our model’s performance. Both
of the two datasets are split into training set (80%), and test set (20 %). We
vary α’s value from 0 to 1, and the results on two datasets are shown in Fig. 3.
(a) Result on Movielens1M (b) Rsult on Yelp
Fig. 3. The impact of α on our model
In our model, α is used to control the inﬂuence of similar users/items on cur-
rent user/item. Seen from Fig. 3, experiments on two datasets show the similar
results. That is, optimal performance is obtained when α is around 0.4 − 0.5,
which means the inﬂuence of user/relation should be exploited to an appropriate
extent. Both of overemphasizing (α → 0) or ignoring (α → 1) the inﬂuence of
user/item relation are inadvisable.
Next, we create another 4 training sets by sampling 20%, 40%, 60%, and
80% of original training set. Models are evaluated on these training sets, and
the results are shown in Table 1-2. Each table is divided into two parts. The
left part contains results in terms of MAE, and the right part contains results
in terms of RMSE. Bold items indicate the corresponding models that performs
best. α is set to be 0.4 in our model.
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Table 1. Performance on MovieLens1M
Data set MF SoRec SRu+i+ CMR MF SoRec SR
u+
i+ CMR
100% 1.3947 1.369 1.3669 1.2969 1.6884 1.6485 1.6722 1.5158
80% 1.4199 1.4252 1.4252 1.3229 1.4199 1.6918 1.6918 1.5424
60% 1.4258 1.4245 1.4245 1.2760 1.6939 1.6919 1.6919 1.4935
40% 1.4024 1.3580 1.3915 1.3863 1.6755 1.6487 1.6624 1.6061
20% 1.3892 1.4167 1.4167 1.3143 1.6886 1.6849 1.6849 1.5327
Table 2. Performance on Yelp
Data set MF SoRec SRu+i+ CMR MF SoRec SR
u+
i+ CMR
100% 1.4599 1.4216 1.2207 1.2661 1.7542 1.7186 1.4823 1.4671
80% 1.4350 1.4042 1.3120 1.1318 1.7424 1.6970 1.5697 1.3301
60% 1.4873 1.4565 1.4146 1.1852 1.7586 1.7239 1.6752 1.3853
40% 1.4264 1.4167 1.3661 1.4219 1.7100 1.6964 1.6239 1.6254
20% 1.4614 1.4342 1.1677 1.2130 1.7814 1.7199 1.4263 1.4159
Tables 1-2 show similar results. They indicate that our model is signiﬁcantly
superior to the other models. Our model performs best on 4 out of the 5 datasets
in terms of MAE and RMSE both on MovieLens1M and Yelp. Therefore, the
results validate our model’s eﬀectiveness due to its capability of coupling multiple
views of user/item similarity and learning the optimal user/item similarities for
current task.
6 Conclusions
This work is motivated by the fact that each single way of computing user/item
relation only captures a partial view of the underlying relation. Moreover, no
explicit loss function is refereed to when learning the relations in existing work.
Therefore, we propose a novel framework for coupling multiple views of rela-
tions between users/items in this paper. In our proposed framework, multiple
relations measured from diﬀerent types of auxiliary data are coupled to approx-
imate the underling user/item relation. In conclusions, our model’s advantages
include: (1) Multiple similarity measures are coupled together, thus a more accu-
rate and comprehensive approximate of the user/item relation could achieve. (2)
Motivated by metric learning etc., we learn the user/item similarity by explic-
itly optimizing a particular loss function, thus the similarities acquired would be
optimal for current recommendation task. (3) Both of the dependencies between
users and between items are exploited based on MF model. The experimental
results validate the eﬀectiveness and superiority of our model. In following work,
we aim to explore more types of auxiliary data to achieve more appropriate
approximation of the underlying relations.
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Abstract. We address the problem of one class recommendation for
a special implicit feedback scenario, where training data only contain
binary relevance data that indicate user’ selection or non-selection. A
typical example is the followship in social network. In this context, the
extreme sparseness raised by sparse positive examples and the ambiguity
caused by the lack of negative examples are two main challenges to be
tackled with. We dedicate to propose a new model which is tailored to
cope with this two challenges and achieve a better topN performance.
Our approach is a pairwise rank-oriented model, which is derived on
basis of a rank-biased measure Mean Average Precision raised in Infor-
mation Retrieval. First, we consider rank diﬀerences between item pairs
and construct a measure function. Second, we integrate the function
with a condition formula which is deduced via taking user-biased and
item-biased factors into consideration. The two factors are determined
by the number of items a user selected and the number of users an item
is selected by respectively. Finally, to be tractable for larger dataset, we
propose a fast leaning method based on a sampling schema. At the end,
we demonstrate the eﬃciency of our approach by experiments performed
on two public available databases of social network, and the topN per-
formance turns out to outperform baselines signiﬁcantly.
Keywords: Implicit feedback · One class · Rank-oriented recommen-
dation · Pairwise
1 Introduction
As the concept of personalization is becoming prevailing, recommender systems
have been widely used in various Internet Service[4,7]. Recommendation algo-
rithms may diﬀer as the scenario changes with service. Generally, there exist two
categories: explicit and implicit scenarios. Under the former scenario, explicit rat-
ings are given by users, such as a 1-5 scale in Netﬂix, and ratings is a measure of
preference. Lots of researchs have been done on this issue, a representative work
was done by [1] in Netﬂix prize. However, this kind of data is hard to achieve,
for that it’s a bad experience for user to be compelled to provide ratings. On the
other hand, implicit scenario indicates the situation where only user’s implicit
feedback can be got. However, there are two kinds of implicit feedback. One
kind of implicit feedback can be transferred into ratings, e.g., the counts of a
c© Springer International Publishing Switzerland 2015
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user purchasing a brand, the counts of a user browsing a website, etc. Since that
the counts of user behavior can be interpreted as a measure of preference, just as
ratings do, this scenario is easier to tackle with. The other kind implicit feedback
has no “count” information and is usually represented by binary relevance data,
which indicates a user’s attitude to an item, such as the followship between users
in social network. Though Lots of research has been done for implicit feedback,
few attention has been paid to the situation where only binary relevance data
can be obtained, which is exactly we focus on in this paper.
For convenience, the implicit scenario where only binary relevance data is avail-
able is short for binary implicit scenario. To ﬁgure this scenario out, we take the
followship in social network as an speciﬁc example. If a user follows someone else,
he is assumed to like that person, which is also called a positive example. As for
persons who are not in his follow list, it’s not sure whether he like or dislike them,
which are missing examples. Obviously, we can only know part of positive exam-
ples from user feedback, with the remaining hidden in the missing part, which
is a mix of positive and negative examples. Hence, the dataset is sparse and has
one class ambiguity, which are two main challenges in binary implicit scenario.
Various solutions have been proposed to settle with this, such as considering it
as a one class classiﬁcation problem[5,12,14] or completing missing data accord-
ing to a certain strategy[6]. Taking missing data as unknown, one class classiﬁ-
cation learn only from known positive examples and use EM-like algorithms to
iteratively learn the classiﬁer and then predict on the unknown. While the com-
pleting method assign ﬁxed values to missing examples according to weighting
or sampling strategies. However, it is too arbitrary to take all missing data as
unknown or assign unchangeable values to them. In this paper, we try to ﬁgure
out a compromise by dealing with training data in a new method.
Our proposed model is a constrained pairwise rank-oriented model, which is
based on a rank-biased measure raised in Information Retrieval. We choose the
rank-biased measure as the basis of our model because that we expect our model
to achieve a better recommend list. As stated in [3,10], rank-biased measures
penalize mistakes of top items more than other items, which leads to a better
topN performance than traditional measures that take mistakes of all items as
equally important. This is also proved by [9,13], etc. What’s more, to be tailored
for binary implicit scenario, we do two improvements to achieve the compromise
we mentioned before, which are also contributions of this paper:
– We construct a new pairwise rank-biased measure, in which rank diﬀerences
of item pairs are taken into consideration. We assume that a user prefer
positive items that he has action on than items that he doesn’t have any
action on. The interpret of training data will be more accuracy, since that
we consider all items in a proper method instead of ignoring missing data
like one class classiﬁcation[5,12,14] do.
– We add a constrained condition to reﬁne the pairwise rank-biased measure.
This constrained condition is deduced by considering user-biased and item-
biased factors. In a social network, user-biased and item-biased factors are
determined by the number of persons a user follows and the number of
followers a user owns respectively.
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The paper is organized as follows. In section 2 we review the related work.
Model we propose is presented in section 3, which is followed by the optimization
process and a fast leaning method which targets at reducing the computation
complexity of optimization stated in section 4. In section 5, we empirically eval-
uate the eﬃciency of our approach by comparing with some baselines on two
public datasets. Finally, we conclude the paper.
2 Related Work
The most popular optimization measure for recommender is error metric[1].
However, it is barely suit for explicit feedback or implicit feedback that can
be transformed into ratings and not for the binary implicit scenario which we
are targeted at. Recently, a new kind of measure has emerged, rank-biased mea-
sures [9,11,13]. This kind of measures optimize on rank information, and as the
comparison done in [15] shows, they have a better topN performance. In addi-
tion, Mean Average Precision (MAP), a common rank-biased measure, is a more
suitable measure for binary implicit scenario, which is shown in [2]. That why
we choose MAP as the basis of our model.
Generally, recommendation work that targets at binary implicit scenario
can be divided into several directions. One direction is one class classiﬁcation.
Machine leaning algorithms that optimize model only on limited positive exam-
ples are proposed, such as [5,12,14]. Another direction is one class collabora-
tive ﬁltering (OCCF)[6], where missing data are completed according to certain
strategy. Then traditional CF model, such as Matrix Factorization and k-nearest
neighbor (KNN), can be trained on the completed dataset. In contrast to these,
our model is a pair-wise rank-biased model. Similar work have been done by
[8,9]. [9] is based on smoothed mean reciprocal rank, a rank-biased measure,
however, it only estimates the thought of ranking and didn’t consider much
about the sparse and ambiguity problems of dataset. [8] utilizes pairwise com-
parisons between item pairs, while its criterion is Area Under the Curve (AUC).
However the AUC can’t reﬂect the topN performance well[15] because it is not
a top-biased measure. In our paper, we mainly go into the sparsity and one class
ambiguity problems, and try to construct a tailored rank-biased measure.
3 Pairwise Rank-oriented Model
3.1 Problem Definition
The problem setting in this paper is as following: Suppose that we are doing
recommendation for a social network, which is a representative binary implicit
scenario, and we want to provide a list of persons who a user may interest most
to him. Notice that for a user in social network, his items are all other persons
except himself instead of common goods like books, radio or something else.
Thus, if the number of user is M, we can got a M·N (N is equal to M) matrix
Y by taking all user item pairs’ relationship as entries. Obviously, this matrix is
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binary and diagonally meaningless. If user i follows item j, we indicate this user
item pair 〈i, j〉 by yij = 1, otherwise we are not sure the relationship, yij = 0 is
used to note it.
Rank-biased measure which we choose as the basis of our model is a con-
cept drawing insight from Information Retrieval ﬁeld, where various measures
have been proposed, such as Normalized Discounted Cumulative Gain (NDCG),
Mean Average Precision (MAP) etc.. However, some of them are not suitable
for the binary implicit scenario, because graded relevance is needed. Take this
into consideration, we choose MAP, which has been used in many paper, as our
model’s basis. A common form of MAP measure utilized in recommendation[9]
is as following:
APi =
1
N∑
j=1
yij
N∑
j=1
yij
rij
N∑
k=1
yikI(rik ≤ rij)
MAP =
1
M
M∑
i=1
1
N∑
j=1
yij
N∑
j=1
yij
rij
N∑
k=1
yikI(rik ≤ rij)
(1)
Where rij indicates the of person j among all recommended persons provided
for user i. I(rik ≤ rij) is a pre-deﬁned function: if the condition in the bracket
is true, it returns 1, otherwise 0. The maximum of APi promotes the relevant
items of user i and depresses the irrelevant items, which optimizes a user’s item
ranks according to item relevance. Then MAP is the sum of all users’ AP, which
ensures the item ranks of all users is optimized. The detail of how to utilize MAP
will stated in next two section.
3.2 Pairwise Ranking
In this section, a new measure, pairwise ranking (PWR), is proposed based
on MAP, which alleviates the ambiguity problem of training matrix mentioned
before. Traditional methods optimize directly on pointwise train data, and gener-
ally they assign ﬁxed values to missing examples to complete the original dataset.
However, an arbitrary assignment will cause the error of dataset, which will lead
to an inaccurate model. To avoid this, we utilize item pairs as training inputs and
construct a new pairwise rank-biased measure. This diﬀerent approach liberates
us from the assignment, and utilizes relationship between item pairs which is
more reliable.
Here, we obey two basic hypothesis to decide the relationship between item
pair: for a user, it is more likely that, 1). known positive examples are assigned
higher values than missing ones. 2). known positive examples’ values are closer.
For the convenience of stating, we use N+i , N
−
i and Ni to denote known positive
item set, missing item set and integral item set of user i. Eq. (1) can be divided
into two parts: ranks of N+i and comparisons between N
+
i and N
−
i . Inspired
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by this equation, we derive our pairwise rank-biased measure, PWR, which is
shown in Eq. (2).
PWRi =
1
N∑
j=1
yij
N∑
j=1
yij
N∑
k=1
I(r(j) − r(k)) (2)
However, problem arises when it comes to optimization. Optimizations are
done on continuous function, however, Eq.(2) depends on the rank and is piece-
wise constant and non-diﬀerentiable. There exists diﬀerent approaches to deal
with this, one of which is smoothing the function and preforming gradient descent
optimization on the smoothed version. Borrowing thought from [2], we derive the
approximation of 1r(i) , fij , which is used to denote a predicted value for user item
pair 〈i, j〉, and rank can be gotten by sorting score ascending. With a sigmoid
function g(x) = 11+e−x , a common monotonous function, the indicator function
can also be transferred into continuous function g(fij − fik). And then, taking
all users into consideration, we can get the integral function:
PWRi =
1
N∑
j=1
yij
N∑
j=1
yij
N∑
k=1
g(fij − fik)
PWR =
1
M
M∑
i=1
1
N∑
j=1
yij
∑
j=1
yij
∑
k=1
g(fij − fik)
(3)
3.3 Constrained Pairwise Ranking
With pairwise rank-biased model mentioned in last section, ambiguity and spar-
sity problems of training dataset is alleviated. However, we can still mine more
useful information from the limited train matrix, and it ’s promising to get a
more accurate model with more information used properly. We all know that
users and items are all diﬀerent to some extent. We can also ﬁnd that diﬀerent
users may have diﬀerent selectivity and diﬀerent items may own diﬀerent pop-
ularity, which is a valuable information. This viewpoint has been proposed and
proved by [6]. We approve the deﬁnition of selectivity and popularity in [6], and
interpret and utilize it in a new method. To make concepts clear, we give the
formula of selectivity and popularity ﬁrst:
selectivityi =
N∑
j=1
yij
N
popularityj =
M∑
i=1
yij
M
(4)
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Where M and N are the total number of users and items. It’s a acknowledged
common sense that a user who select more items has a higher selectivity, which
also means that items he didn’t select have higher conﬁdence to be disliked by
him, vice versa. It’s also obvious that if an item is more popular, it will be more
likely to be disliked by users who didn’t select it. Therefore we can merge these
two factors into a value Cij which indicates the conﬁdence of predicted value for
user item pair 〈i, j〉. In the end, we can deduced a weighted measure function:
Cij = α ∗
N∑
j=1
yij
N
+ β ∗
N∑
i=1
yij
M
(5)
α and β, tunable parameters which depends on the inﬂuence of user and item
factors, can be gotten from experiment. Since Cij is the conﬁdence coeﬃcient,
borrowing the thought of error metric, we can view Cij as the weight of error
and then get a weighted error metric γCij . To stay the same form with PWR,
we continue to use g(fij) to indicate the predicted value of yij . Since yij can
be 0 or 1, the error of predicted value is calculated respectively. Generally the
more accurate the model is, the smaller the value of error metric is. To stay
monotonic, γCij is added to PWR as a negative item:
γCij = Cij ∗ ((1 − yij)g(fij)2 + yij(1 − g(fij))2)
cPWR =
1
M
M∑
i=1
1
N∑
j=1
yij
N∑
j=1
yij
N∑
k=1
g(fij − fik) −
M∑
i=1
N∑
j=1
γCij (6)
4 Optimization and Fast Learning
4.1 Optimization
The key task of optimizing is to approximate fij in cPWR. Note that matrix F is
a predicted score matrix, which contains predicted scores for all user item pairs.
Based on the latent factor model, we replace F matrix with two lower dimension
matrixes: user matrix U and item matrix V. Thus, fij is the inner product of
user vector Ui and item vector Vj . Usually, regularized penalty should be added
to avoid over-ﬁtting problem. After ﬁnishing these replacements, we can get the
ﬁnal objective function:
(U, V ) =
1
M
M∑
i=1
1
N∑
j=1
yij
N∑
j=1
yij
N∑
k=1
g(UiVj − UiVk) −
1
MN
M∑
i=1
N∑
j=1
Ci,j ∗ ((1 − yij)g(UiVj)2
+ yij(1 − g(UiVj))2) − λ(|U |2 + |V |2)
(7)
The main parameters to be approximated are matrix U and V. Here we choose
stochastic gradient ascend to maximize this function. (U, V ) is the average of
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all (Ui, V ), which is determined only by history data of user i. Hence, With
respect to U and V, we can derive gradient formulas of them by taking other
parameter as ﬁxed. For user vector and item vector respectively:
∂L
∂Ui
=
1
∣
∣N+i
∣
∣
N∑
j=1
yij
N∑
k=1
g
′
(fij − fik)(Vj − Vk)−
2
MN
N∑
j=1
Ci,j((1 − yij)g′(fij) + yij(1 − g′(fij)))Vj − 2λUi
∂L
∂Vj
=
1
∣
∣N+i
∣
∣
(
N∑
k=1
yijg
′
(fij − fik)Ui −
N∑
k=1
yikg
′
(fik − fij)Ui
− 2
N∑
i=1
Ci,j(1 − g′(fij))Vj − 2λ2Vj)
(8)
Our model aimed at solving practical application problem, hence the scale
of calculation must be limited. At ﬁrst, we should analyze the complexity of
current training procedure. Suppose that matrix Y has M·N entries, especially
N is equal to M, and the dimension of latent factor is K. Note that
∣
∣N+i
∣
∣ is
number of known positive examples for all user i. For each iteration, the learning
process training across all users, and for each user, gradient is calculated for every
item vector and this user’s vector. Due to the comparisons between item pairs,
the complexity of user-fact gradient formula is O(
∣
∣N+i
∣
∣ · N) and the complexity
of item-fact gradient formula is approximately O(N·N). Although matrix Y is
sparse enough to make complexity of user-fact gradient calculation tractable.
With every update of user vector, all item vectors are updated, which is exactly
the computational bottleneck of our algorithm. In next section, we will propose
a fast learning method to address this computational bottleneck.
4.2 Fast Learning
The key idea of speeding up the optimizing process is to update item vectors
selectively and the main reason leads to the untractable calculation is that the
times of item vectors update is quadratic of the number of items. To improve this,
we propose a sampling strategy, which can sampling a small portion of items to
update during each iteration. For the convenience of statement, we use two items
pair sets: pos pos and pos neg pair set and what we want is that the diﬀerence
between pos pos pair to be smaller and pos neg pair bigger. Hence, we can choose
item pairs which have bigger diﬀerences from pos pos pair set and item pairs
which have smaller diﬀerences from pos neg set. At last, representative items
can be selected for next iteration loop. The detailed sampling strategy and the
integral algorithm in presented in Algorithm 2 and 1.
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Algorithm 1. Integral Learning Algorithm
Input: Train Matrix Y, constrained parameters α, β, regularization
parameter λ, learning rate γ and sampled item set n−, n+
maximum number of iteration max iter, minimum error error min
Output: two latent matrix U,V
initial U, V with random values and t
for every user, get his N+i and N
−
i
loop
% update user vector
for i in M do
U
(t)
i = U
(t−1)
i + λ
∂
∂U
(t−1)
i
according to Eq. (10)
done
sample n− and n+ from N+i and N
−
i according to Algorithm 2
% update item vector
for j in n+ do
V
(t)
j = V
(t−1)
j + λ
∂
∂V
(t−1)
j
according to Eq. (11)
done
for k in n− do
V
(t)
k = V
(t−1)
k + λ
∂
∂V
(t−1)
k
according to Eq. (12)
done
err = t − t−1
if err ≤ err min then
break;
until t ≥ max iter
5 Experiment
5.1 Dataset Description
We evaluate our algorithm on two public available social network dataset, which
all provide binary implicit feedback. The ﬁrst Epinions dataset is the trust
Algorithm 2. Sampling Strategy
Input: training matrix Yi, size of sampled positive items and missing items
n+i max and n
−
i max for all users
Output: sampled positive item set n+i and missing set n
−
i for all users
for each user i
get positive item set N+i and missing item set N
−
i
calculate all diﬀerence values set D++i for pos to pos pairs
calculate all diﬀerence values set D+−i for pos to neg pairs
sort D++i by descend order and sort D
+−
i by ascend order
pick ﬁrst serval item pairs from two sort list
user items from picked pairs to ﬁll n+i and n
−
i
done
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relationships interact for a who-trust-whom online social network Epinions1,
which contains 75879 users and 508837 directed friendships.The second dataset
are collected on Slashdot2, which is a technology-related new website allowing
user to tag each other as friends or foes. The number of users is 77360 and the
number of friendships is 905467, which makes it a less sparse dataset.
5.2 Evaluation
Both datasets are be processed in the same method. We adopt 10-fold cross
validation method on our datasets. Detailed to say, we divide datasets for 10
times at the ratio of 9:1 from the perspective of every user randomly, and we
take the bigger part as the train data and the remaining as the test data. Diﬀer-
ent datasets ensure that our model’s performance is universal. In addition, the
algorithm run across on diﬀerent train set for 10 times, which make the average
measure more compellent.
The measure we optimized for is a good substitute for top-N performance, but
too complex to be intuitive. Hence the evaluation measure we adopt in our exper-
iment is Precise@n (p@5, p@10), the precision rate of the topN recommend list.
Precise@n is the proportion of positive examples in the topN recommend list.
Fig. 1. Precision rate comparison of PWM and baselines on two dataset
5.3 Comparison
We evaluate our approach’s performance by comparing with three representative
baselines: Item-based KNN, LFM and CLiMF, which are described as following:
1 http://snap.stanford.edu/data/soc-Epinions1.html
2 http://snap.stanford.edu/data/soc-Slashdot0811.html
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Fig. 2. The variation of precise@5 of PWM and fast-PMW along iterations
– Item-based KNN: First, the similarities between all items are calculated
according to the intersection of two user sets, which constituted by users who
have selected them. All these values are included by a similarity matrix. And
then, taking a user preferred items in history as seed items, the similar items
to these items will be taken as candidate for the user’s recommendation.
At last, Top-N list can also be picked out by ranking all candidates by
corresponding weights.
– LFM: Latent Factor Model, is in fact an improved matrix factorization app-
roach. It takes root mean square error as optimization measure, and performs
gradient descent to optimize.
– CliMF: This is a similar algorithm with ours for it also adopt ranking-
oriented measure[9], but it did not consider much about the sparsity and
ambiguity existing in binary implicit feedback. The comparison with CliMF
will verify that whether our schema of disposing missing data in implicit
feedback is feasible.
The evaluation results are shown in Figure 1 and 2. First, we analysis the
performance of all compared models showed in Figure 1. On one hand, we can
see that when compared with traditional models, ranking-oriented models have
an obvious superior precision rate. Especially when the size of training data get
bigger, traditional models’ performance are even worse. This proves that rank-
biased measure is a more eﬀective for topN performance. On the other hand,
our model outperforms another ranking-oriented model CliMF. Diﬀerent from
CliMF, our model do more deep exploration on binary implicit scenario and
construct a tailored pairwise ranking-oriented measure. The higher precision
rate indicates that our exploration is valuable and feasible.
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In addition, Figure 2 shows the computing speed and stability of our proposed
fast learning algorithm. We did experiment with 50000 persons of Slatdot and
keep trace of precise@5 (p@5) rate along the iteration process. It shows that
two methods reach the convergence point almost at the same iteration, while
the fast learning method takes less time in every iteration because the sampling
strategy it adopts. Hence, the training procedure is speeded up. At the same
time, we can see that the fast learning method only lower the precision rate to a
tolerable level, which is still higher than other baselines. Generally speaking, the
fast learning method makes our model more suitable for practical application.
6 Conclude
In this paper, we go into the binary implicit scenario. Confronted with one class
ambiguity and sparsity problems, we ﬁnd that a deeper comprehension of train
data can achieve a better approach to ﬁx it. On this basis, we derive our pairwise
rank-biased model: First, we utilize the train data in the form of pairs. Second,
we add a constrained condition to reﬁne the optimizing process. For future work,
we plan to address the problem of how to simply deﬁne parameters in our model.
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Abstract. Trust-based recommendation, which aims to incorporate
trust relationships between users to improve recommendation perfor-
mance, has drawn much attention recently. The focus of existing trust-
based recommendation methods is on how to use the observed trust
relationships. However, the observed trust relationships are usually very
sparse in many real applications. In this paper, we propose to infer
some unobserved trust relationships to tackle the sparseness problem.
In particular, we ﬁrst infer the unobserved trust relationships by prop-
agating trust along the observed trust relationships; we then propose a
novel trust-based recommendation model to combine observed trust and
inferred trust where their relative weights are also learnt. Experimen-
tal evaluations on two real datasets show the superior of the proposed
method in terms of recommendation accuracy.
Keywords: Recommender system · Trust-based recommendation ·
Observed trust · Inferred trust
1 Introduction
Recommender system has been widely used in many real applications to ﬁnd the
most attractive items for the users. One of the most successful methods for rec-
ommendation is collaborative ﬁltering which is based on the existing historical
feedback from users to items. In addition to the user-item feedback, the trust rela-
tionships between users have been incorporated to improve the recommendation
performance [4,7–9,20,21]. These methods, which are referred to as trust-based
recommendation, mainly employ the user homophily eﬀect which assumes that
socially connected users may have similar preferences for the same item.
To date, the existing trust-based recommendation methods mainly focus on
how to make use of the observed trust relationships. However, the observed trust
relationships are usually sparse in many real applications. Consider the running
example in Fig. 1. As we can see in the example, user A trusts user B, and
we can take the rating from user B to item X into consideration if we want to
estimate the rating from user A to item X. How to make use of the rating from
c© Springer International Publishing Switzerland 2015
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Fig. 1. The solid/dashed lines between users are the observed/inferred trust relation-
ships. The solid lines from users to items are the observed ratings, and the dashed lines
between users and items are the ratings we need to estimate (best viewed in color).
user B to item X and the connection from user A to user B is the main focus
of the existing trust-based recommendation methods. However, these existing
methods may become less accurate if we want to know the possible rating from
user A to item Y in the example. Here, our key observation is that since user A
trusts user B and user B trusts user C, user A may also trust user C to some
extent; consequently, we can estimate the rating from A to item Y based on the
inferred trust from user A to user C. Compared to the existing methods that
use observed trust relationships only, the inferred trust may also be helpful for
recommendation.
In this paper, we propose to infer some unobserved trust relationships for
trust-based recommendation. By employing the transitivity property of trust,
we ﬁrst infer several types of unobserved trust based on the observed trust rela-
tionships. Next, we propose a novel trust-based recommendation model by incor-
porating both observed and inferred trust relationships, and we further propose
a genetic algorithm to learn the relative weights of diﬀerent trust relationships.
The main contributions of this work include:
– The proposed RIT model that infers unobserved trust and incorporates both
observed and inferred trust for recommendation. The proposed method can
tackle the sparseness problem of existing trust relationships, and thus achieve
better recommendation performance especially for the cold-start users. To
the best of our knowledge, we are the ﬁrst to directly employ the inferred
trust for recommendation.
– Extensive experiments on two real datasets showing the superior of the pro-
posed method over several existing trust-based recommendation methods
in terms of recommendation accuracy (e.g., up to 5.27% improvement over
the best competitor in terms of MAE ). Further, even greater improvement
is achieved for the recommendation of cold-start users (e.g., up to 20.81%
improvement over the best competitor in terms of MAE ).
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Table 1. Symbols
Symbols Deﬁnition and Description
R the user-item rating matrix
T the observed trust matrix
U,V the low-rank matrices for R
R′ the transpose of matrix R
R(:, i) the ith column of R
R(u, i) the element at the uth row and ith column of R
IR the indicator matrix of R
n,m the number of users and items
r the low rank for U and V
The rest of the paper is organized as follows. Section 2 describes the proposed
RIT model. Section 3 presents the experimental results. Section 4 covers related
work. Section 5 concludes the paper.
2 The Proposed Model: RIT
In this section, we present the proposed RIT model for recommendation. The
main notations we use throughout the paper are listed in Table 1. For example,
we use capital bold letter R and T to represent the rating matrix from users to
items and the observed trust matrix between users, respectively. Based on the
notations, the trust-based recommendation methods take the rating matrix R
and the observed trust matrix T as input, and aim to estimate the potential
preference from a user to an item.
2.1 The Proposed Formulation
Inferring Trust. As mentioned in introduction, our key observation is that
the inferred trust can help to improve the recommendation performance. Here,
we ﬁrst describe how we obtain the inferred trust. We consider three types of
inferred trust [3,22] as shown in Fig. 2.
The ﬁrst type of inferred trust is from direct propagation. As shown in
Fig. 2(a), direct propagation means that if a certain user that is trusted by
Ui (e.g., U3 in Fig. 2(a)) trusts Uj , we can infer that Ui might also trust Uj to
some extent. We can obtain this type of trust with the matrix operation T2.
The second type of inferred trust is called co-citation. The intuition behind
co-citation is that if two users (e.g., Ui and Uj in Fig. 2(b)) are both trusted by
some other users (e.g., U1 in Fig. 2(b)), they may trust each other. Co-citation
can be represented as T′T in its matrix form.
The third type of inferred trust is trust coupling which is shown in Fig. 2(c).
Similar to co-citation, trust coupling is based on the intuition that two users
(e.g., Ui and Uj in Fig. 2(c)) may trust each other if both of them trust some
other users (e.g., U2 in Fig. 2(c)). We represent this kind of inferred trust as TT′.
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Fig. 2. Infer trust from Ui to Uj with trust propagation (best viewed in color)
Incorporating Observed and Inferred Trust. Next, we show how we incor-
porate both the observed trust and the three types of inferred trust. To incorpo-
rate them, the basic idea is to employ the homophily eﬀect [10], which indicates
that similar users tend to have similar preferences for items. In other words, if
user u trusts another user v, they might have similar latent preferences for items.
Taking observed trust as an example, we can add the following constraint
min
∑
(u,v)∈T
T(u, v)‖U(:, u) − U(:, v)‖22 (1)
where U(:, u) and U(:, v) indicate the preferences of user u and user v, respec-
tively. In Eq. (1), we actually encourage the corresponding user latent preferences
U(:, u) and U(:, v) to be closed to each other, and greater T(u, v) would encour-
age them to be closer. For the three types of inferred trust, we can substitute
the T matrix with the inferred trust matrices such as T2, T′T, and TT′.
To incorporate both observed trust and inferred trust, we adopt the com-
monly used matrix factorization framework [5] due to its ﬂexibility. By consid-
ering all the four trust matrices (one for observed trust and three for inferred
trust), we have our RIT model:
min
U,V
L(R,T,U,V) = min
U,V
1
2
‖IR  (R − U′V)‖2F +
λu
2
‖U‖2F +
λv
2
‖V‖2F
+ λg1
∑
(u,v)∈T
T(u, v)‖U(:, u) − U(:, v)‖22
+ λg2
∑
(u,v)∈T2
T2(u, v)‖U(:, u) − U(:, v)‖22
+ λg3
∑
(u,v)∈T′T
(T′T)(u, v)‖U(:, u) − U(:, v)‖22
+ λg4
∑
(u,v)∈TT′
(TT′)(u, v)‖U(:, u) − U(:, v)‖22
(2)
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where λg1 , λg2 , λg3 , λg4 are the coeﬃcients used to control the weights of the four
trust regularization terms, and λu and λv are used to avoid over ﬁtting. Once
the matrices U and V are learnt by the above formulation, we can estimate the
rating from user u to item i as
Rˆ(u, i) = U(:, u)′V(:, i). (3)
2.2 The Proposed Algorithm
Before we present the algorithms to solve the formulation proposed in Eq. (2),
we need to introduce a few notations to simplify the descriptions. There are four
types of trust regularization terms in Eq. (2), which can be re-written as:
λg
∑
(u,v)
(
λg1
λg
T +
λg2
λg
T2 +
λg3
λg
T′T +
λg4
λg
TT′)‖U(:, u) − U(:, v)‖22 (4)
where λg = λg1 + λg2 + λg3 + λg4 .
For simplicity, we deﬁne wi =
λgi
λg
, and deﬁne matrix Q as
Q = w1T + w2T2 + w3T′T + w4TT′ (5)
where w1 +w2 +w3 +w4 = 1. This Q matrix actually contains all the four types
of trust (one observed trust and three inferred trust) and their relative weights.
With these new notations, the optimization problem in Eq. (2) can be re-
written as
min
U,V
L(R,T,U,V) = min
U,V
1
2
‖IR  (R − U′V)‖2F +
λu
2
‖U‖2F +
λv
2
‖V‖2F
λg
∑
(u,v)∈Q
Q(u, v)‖U(:, u) − U(:, v)‖22 (6)
Then, the task of the algorithm is to learn the weights (W = [w1, w2, w3, w4])
that are contained in the Q matrix and the two low-rank matrices (U and V).
Learning Coeﬃcients W . We adopt the so-called real-valued Genetic Algo-
rithm [11] to learn the weights W . The basic idea is to treat the coeﬃcients
W = [w1, w2, w3, w4] as a chromosome. After randomly generate a group of
chromosomes, we can generate its oﬀsprings by three basic operators, i.e., selec-
tion, crossover, and mutation.
For the selection operator, we can simply select several best chromosomes.
Here, we need a ﬁtness function to determine how good the chromosome is.
In this work, we choose prediction accuracy and measure the ﬁtness through
cross validation. For the crossover operator, we select two parent chromosomes
and generate the child chromosome as Wnew = σW old1 + (1 − σ)W old2 , where
σ is a random number between 0 and 1 to control the proportion of each
parent chromosome. For the mutation operator, we select two coeﬃcients in
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Algorithm 1. The computeCoeﬃcient Algorithm
Input: The n × m rating matrix R, the r × n user latent matrix U, the r × m item
latent matrix V, the n × n trust matrices T, T2, T′T, and TT′, the number of
coeﬃcient groups κ, and the maximum iteration number lc
Output: The coeﬃcients W = [w1, w2, w3, w4]
1: randomly initialize κ groups of coeﬃcients W ;
2: while current iteration number ≤ lc do
3: select
√
κ groups of best coeﬃcients;
4: for i = 1 to
√
κ do
5: for j = 1 to
√
κ do
6: crossover a new chromosome Wnew from W oldi and W
old
j ;
7: end for
8: end for
9: for i = 1 to κ do
10: mutate chromosome Wnewi from W
old
i ;
11: end for
12: end while
13: return the best coeﬃcients W ;
W (e.g., wi and wj) and set wnewi = w
old
i − τ and wnewj = woldj + τ . Notice that,
both crossover and mutation will keep the sum of W as 1.
The algorithm is summarized in Alg. 1. We ﬁrst randomly initialize a group
of W ’s (step 1). For each iteration, we select several best W ’s (step 3), and
generate their oﬀsprings via crossover (step 4-8). Then, we adopt the mutation
operator for each oﬀspring (step 9-11). Finally, after several iterations, we return
the best W .
Updating Matrices U and V. Next, we show how we update matrices U and
V. First of all, the fourth term of Eq. (6) can be written as
∑
(u,v)∈Q
Q(u, v)‖U(:, u) − U(:, v)‖22
=
∑
(u,v)∈Q
r∑
k=1
Q(u, v)‖U(k, u) − U(k, v)‖22
=
∑
(u,v)∈Q
r∑
k=1
Q(u, v)U2(k, u) +
∑
(u,v)∈Q
r∑
k=1
Q(u, v)U2(k, v)
−
∑
(u,v)∈Q
r∑
k=1
2Q(u, v)U(k, u)U(k, v)
=
r∑
k=1
U(k, :)(D1 + D2 − 2Q)U′(:, k)
= Tr(U(D1 + D2 − 2Q)U ′)
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Algorithm 2. The RIT Algorithm
Input: The n×m rating matrix R, the n×n observed trust matrix T, and the latent
factor size r
Output: The low-rank matrices U and V
1: compute inferred trust: [T2,T′T,TT′] = computeInferredTrust(T);
2: initialize U and V randomly;
3: learn coeﬃcients: W = computeCoeﬃcient(U,V,R,T,T2,T′T,TT′);
4: compute Q as deﬁned in Eq. (5);
5: while not convergent do
6: U ⇐ U − η ∂L
∂U
where ∂L
∂U
is deﬁned in Eq. (8) and η is the learning step;
7: V ⇐ V − η ∂L
∂V
where ∂L
∂V
is deﬁned in Eq. (8) and η is the learning step;
8: end while
9: return U and V;
where D1 and D2 are two diagonal matrices with D1(u, u) =
∑n
v=1 Q(u, v) and
D2(v, v) =
∑n
u=1 Q(u, v). Since matrix Q may be asymmetrical, D1 and D2
may not equal to each other.
Eq. (6) can be re-written as
L = 1
2
Tr[−2(IR  R)V′U + (IR  (U′V))V′U]
+
λu
2
Tr(UU′) +
λv
2
Tr(VV′) + λgTr(U(D1 + D2 − 2Q)U′)
(7)
Then, we have the following derivatives
∂L
∂U
= −V(IR  R)′ + V(IR  (U′V))′ + λuU
+λg(U(D1 + D2 − 2Q)′ + U(D1 + D2 − 2Q))
∂L
∂V
= −U(IR  R) + U(IR  (U′V)) + λvV (8)
Finally, we summarize the overall algorithm to solve the problem deﬁned in
Eq. (2) as in Alg. 2. As shown in the algorithm, we ﬁrst compute the inferred trust
from observed trust (step 1) and then initialize the U and V matrices (step 2).
Next, we learn the coeﬃcients to control the weights of each trust regularization
terms (step 3), and deﬁne the Q matrix (step 4). After that, the algorithm begins
the iteration procedure. In each iteration, we alternatively update the user latent
matrix U and the item latent matrix V with gradient descent method (step 6
and 7). The iteration procedure will continue until at least one of the following
conditions is satisﬁed: either the Frobenius norm between successive estimates
of both matrices U and V is below a certain threshold or the maximum iteration
step is reached.
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3 Experiments
In this section, we present the experimental results. The experiments are designed
to answer the following questions:
– How accurate is the proposed method for recommendation?
– How does the proposed method perform for cold-start users?
– How robust is the proposed method?
3.1 Experimental Setup
In our experiment, we use two datasets: Epinions and Ciao [18]. These two
datasets contain not only the user-item ratings but also the trust relationships
between users. For the trust relationships, we assign T(u, v) = 1 if user u trusts
user v and T(u, v) = 0 otherwise. Table 2 shows the statistics of the datasets.
Table 2. The statistics of Epinions and Ciao datasets
Data Epinions Ciao
users 33,725 6,102
items 43,542 12,082
ratings 684,371 149,530
trust relationships 405,047 98,856
sparsity of ratings 0.0466% 0.2028%
sparsity of trust relationships 0.0356% 0.2655%
For both datasets, we randomly select a set of ratings as the training set and
use the rest as test set. We conduct two groups of experiments with diﬀerent
percentage of training set (50% and 90%). We ﬁx the rank r = 10, set λg = 0.1,
and λu = λv = 0.1 unless otherwise stated. We use cross-validation to learn the
coeﬃcients W on the training set.
For the evaluation metrics, we adopt the Root Mean Square Error (RMSE )
and the Mean Absolute Error (MAE ) to compare with the existing trust-based
recommendation methods:
RMSE =
√
√
√
√
1
|RT |
∑
(u,i)∈RT
(RT (u, i) − RˆT (u, i))2
MAE =
1
|RT |
∑
(u,i)∈RT
|RT (u, i) − RˆT (u, i)|
where RT is the test set, RT (u, i) denotes the actual rating that user u gives
to item i, RˆT (u, i) denotes the predicted rating from user u to item i, and |RT |
is the total number of ratings in the test set. Lower values of RMSE and MAE
mean better prediction performance.
The compared methods include RSTE [7], SoRec [8], SocialMF [4], FIP [20],
and SR [9]. Notice that all these compared methods use the observed trust only.
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Table 3. Eﬀectiveness comparisons. Our RIT method outperforms all the compared
methods.
Data Training Metrics RSTE SoRec SocialMF FIP SR Basic RIT
Epinions
50%
RMSE 1.1975 1.2082 1.1905 1.1880 1.1897 1.1732 1.1467
MAE 0.9548 0.9655 0.9484 0.9452 0.9469 0.9325 0.9134
90%
RMSE 1.1154 1.1202 1.1140 1.1111 1.1137 1.1023 1.0872
MAE 0.8768 0.8824 0.8748 0.8713 0.8739 0.8648 0.8528
Ciao
50%
RMSE 1.2022 1.2392 1.2051 1.2067 1.2054 1.1827 1.1469
MAE 0.9180 0.9580 0.9215 0.9216 0.9213 0.9017 0.8696
90%
RMSE 1.0899 1.1108 1.0889 1.0947 1.0908 1.0769 1.0561
MAE 0.8157 0.8415 0.8159 0.8203 0.8166 0.8056 0.7852
Table 4. Eﬀectiveness comparisons for cold-start users. Our RIT method can achieve
even greater improvement for cold-start users.
Data Metrics RSTE SoRec SocialMF FIP SR Basic RIT
Epinions
RMSE 1.4315 1.4085 1.4073 1.4007 1.4012 1.3905 1.2857
MAE 1.2124 1.1789 1.1876 1.1778 1.1791 1.1681 1.0523
Ciao
RMSE 1.4781 1.4771 1.4784 1.4904 1.4892 1.4420 1.2398
MAE 1.2079 1.1983 1.2058 1.2141 1.2114 1.1635 0.9489
3.2 Experimental Results
Eﬀectiveness Comparisons. We ﬁrst compare the eﬀectiveness of diﬀerent
methods in Table 3. In the table, we also report the results of the Basic case
of our model where only the observed trust matrix is used. The Basic method
is similar to the SR method except that it uses the trust as side information
while SR uses the rating similarity. As we can see from the table, the proposed
RIT method outperforms all the other trust-based recommendation methods wrt
both RMSE and MAE on both datasets. For example, on the Epinions data with
50% training data, our method improves the best competitor (FIP) by 3.48%
wrt RMSE and by 3.36% wrt MAE ; for the Ciao data with 50% training data,
our method improves the best competitor (RSTE) by 4.60% wrt RMSE and by
5.27% wrt MAE. Overall, the results indicate that the inferred trust is indeed
helpful to improve the performance of recommender systems.
Eﬀectiveness for Cold-Start Users. The cold-start problem, which aims
to recommend items to cold-start users, is still a remaining challenge in rec-
ommender systems. Intuitively, the proposed RIT model can better handle the
cold-start problem as we infer many unobserved trust relationships. We conduct
experiments to validate this intuition, and deﬁne users who have expressed less
than 5 ratings as cold-start users. The results with 50% training data are shown
in Table 4. As we can see, our RIT method achieves larger improvement in the
cold-start scenario. For example, on the Epinions data, our method improves
the best competitor (FIP) by 8.21% wrt RMSE and by 10.66% wrt MAE ; on
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Fig. 3. Inﬂuence of parameters. Our method is robust wrt the parameters.
the Ciao data, our method improves the best competitor (SoRec) by 16.07% wrt
RMSE and by 20.81% wrt MAE. This result indicates that our RIT model can
better handle the cold-start problem by inferring unobserved trust.
Inﬂuence of Parameters. Finally, we study the inﬂuence of the parameters in
our RIT model: λg which controls the importance of trust relationships, and λu
and λv which control regularization. The results are shown in Fig. 3 where we use
50% training data and only report RMSE on y-axis for simplicity. Similar results
can be observed for 90% training data and the MAE metric. For convenience, we
set λu = λv. As we can see from Fig. 3(a), on both datasets, RMSE decreases
quickly and then stays stable as λg increases. For λu and λv, as we can see from
Fig. 3(b), RMSE is stable when they are less than a certain threshold (e.g., 0.1)
on both datasets. Overall, the proposed RIT model is robust wrt the parameters.
4 Related Work
In this section, we review some existing approaches for recommender systems,
including traditional recommendation, trust-based recommendation, and the
cold-start recommendation.
Collaborative ﬁltering is widely used in many traditional recommender sys-
tems. These traditional recommender systems mainly focus on the mining of user
preferences via the user-item rating matrix. Collaborative ﬁltering can be divided
into two categories: memory-based approaches and model-based approaches.
Memory-based approaches aim to ﬁnd similar users or items for recommen-
dation, known as user-based methods [1] and item-based methods [15]. Some
researchers also propose to combine user-based methods and item-based meth-
ods [19]. Model-based approaches focus on learning models from data with sta-
tistical and machine learning techniques, in which matrix factorization has been
widely adopted. These matrix factorization methods [6,12,14] make predictions
by factorizing the user-item rating matrix into low-rank latent matrices.
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Later, researchers begin to take the trust relationships between users into
consideration. The basic intuition is that users may prefer to accept the rec-
ommendations by their trusted people. With this intuition, many trust-based
recommender systems have been proposed [4,7–9,20,21]. For example. Ma et
al. [7] develop a model which combines the tastes of users and their trusted peo-
ple together for the rating prediction; Jamali and Ester [4] propose that users’
preferences are dependent on the preferences of their trusted people ; Ma et al. [8]
propose a model in which the trust matrix and the user-item rating matrix are
connected with shared user latent preferences; Yang et al. [20] aim to use the
inner product between two users’ latent preferences to recover their social link;
Ma et al. [9] introduce the social regularization term which serves as a constraint
to regularize the user latent preferences; Yao et al. [21] consider both the relation-
ships between users and the relationships from items. All the above trust-based
methods employ the observed trust for better recommendation. Diﬀerent from
them, we also consider the inferred trust which might be useful for recommen-
dation. In the recent work by Fazeli et al [2], they try to infer implicit trust into
trust-based recommendation methods when explicit trust relationships are not
available. In contrast, we infer the implicit trust from explicit trust and combine
them together to improve the prediction accuracy of recommender systems.
One of the remaining challenges of recommender systems is the cold-start
problem, i.e., how to recommend items for users that have expressed few ratings.
Existing solutions can be roughly classiﬁed into two classes: interview based and
side-information based. The interview based methods add an interview process
to collect the preferences of cold-start users in their sign-up phase [17,24]; the
main problem of this type of methods is the additional burdens. The second type
of methods incorporate the side information to enhance prediction accuracy for
cold-start users, such as the content information of items [16], the attributes of
users/items [13,23], or the social relationships between users (e.g., trust-based
recommendation). In this work, we enhance the trust-based recommendation by
inferring unobserved trust from observed trust.
5 Conclusion
In this paper, we have proposed a trust-based recommendation model RIT based
on matrix factorization and social regularization. In RIT, we ﬁrst infer several
types of unobserved trust based on the observed trust relationships by employing
the transitivity property of trust. Next, we propose to incorporate both observed
and inferred trust relationships for better recommendation. Experimental eval-
uations on two real datasets show that our method outperforms the existing
trust-based recommendation models in terms of prediction accuracy, and greater
improvement is observed for the recommendation of cold-start users.
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