Abstract Pattern scaling offers the promise of exploring spatial details of the climate system response to anthropogenic climate forcings without their full simulation by stateof-the-art Global Climate Models. The circumstances in which pattern scaling methods are capable of delivering on this promise are explored by quantifying its performance in an idealized setting. Given a large ensemble that is assumed to sample the full range of variability and provide quantitative decision-relevant information, the soundness of applying the pattern scaling methodology to generate decision relevant climate scenarios is explored. Pattern scaling is not expected to reproduce its target exactly, of course, and its generic limitations have been well documented since it was first proposed. In this work, using as a particular example the quantification of the risk of heat waves in Southern Europe, it is shown that the magnitude of the error in the pattern scaled estimates can be significant enough to disqualify the use of this approach in quantitative decision-support. This suggests that future application of pattern scaling in climate science should provide decision makers not just a restatement of the assumptions made, but also evidence that the methodology is adequate for purpose in practice for the case under consideration.
models (GCMs) output interpreted through pattern scaling, change factors, and statistical and dynamical downscaling methodologies are frequently employed to quantify these impacts. Pattern scaling in particular is used to generate climate change scenarios under changes in anthropogenic forcings that have not been simulated by full GCMs, but can be simulated by simpler and less computationally demanding climate models. The main assumption of the pattern scaling approach is that the anthropogenic climate change signal at any region and/or time horizon (the response pattern) is linearly related to the global mean temperature change for the corresponding forcing scenario and period (the scaler). The spatial pattern of change is also assumed to remain constant at any time horizon or forcing scenario (Mitchell et al. 1999 (Mitchell et al. , 2003 .
The pattern scaling approach is currently used to generate projections of climate change (CSIRO 2007; Murphy 2009 ) and to quantify their impacts on, for instance, ecosystems (Warren et al. 2010 (Warren et al. , 2013 and water resources (Wilby et al. 2009; Todd et al. 2011) , and the contribution of land use changes to climate change (Huntingford et al. 2010) . Within the framework of the Representative Concentration Pathways (RCPs), the scenarios for climate change research that constitute the basis of the IPCC Fifth Assessment Report, pattern scaling is considered as a tool to generate climate projections not directly simulated by GCMs (Moss et al. 2010 ). The assumption is that the climate projections obtained using pattern scaling can provide reliable information to evaluate the impacts, adaptation and vulnerabilities under climate change. In particular, for climate change impacts studies, it is argued that while pattern scaling provides the large scale patterns of change, its use in combination with some downscaling/weather generator method generates the information needed at "decision relevant" scales (Moss et al. 2010) .
This paper addresses directly some of the questions possed by Moss et al. (2010 Moss et al. ( , 2008 . In their work the authors state that it is necessary to evaluate "whether the results of scaling different atmosphere-ocean general circulation model (AOGCM) derived climate scenarios will be sufficiently comparable to full AOGCM runs designed to achieve similar outcomes".
While the main characteristics of the projections obtained using this approach and its limitations have been discussed in the literature (Mitchell et al. 1999 , 2003 , Good et al. 2006 Murphy et al. 2004) , the extent to which these limitations affect the estimations of changes in climatic risks for decision support has not been addressed previously. This work aims to study this particular point in a perfect model scenario. The paper starts with a brief description of the pattern scaling approach developed in references (Mitchell et al 1999 (Mitchell et al , 2003 , followed by a discussion of three major assumptions underlying the methodology: first that local climate responses to changes in external forcing are linear functions of the induced global mean temperature changes; second that model simulated changes are not affected strongly by errors in the base climate; and third, that the external forcings do not modify the internal variability of the climate system. It is argued that these assumptions are not expected to hold in general at regional or local scales, and consequently evidence of their validity is required for each particular study that applies the pattern scaling approach to evaluate impacts of climate change.
Assuming that there are scales at which the method can be used, an evaluation of the internal consistency of the approach is performed. Applying a commonly used version of the pattern scaling approach (ClimGen; Mitchell et al. 2004; Osborn 2009; Todd et al. 2011; Warren et al. 2008 Warren et al. , 2012 Warren et al. , 2013 to a large ensemble of climate model runs, an evaluation of whether or not the decision relevant information generated by pattern scaling is internally consistent with the one provided by full model simulations is carried out. The pattern scaled projections are compared with the original ensemble model runs they are derived from, to investigate if the errors obtained are significant enough to affect estimates of climate change risks. Using as an illustrative example the risk of occurrence of heat waves in Southern Europe, it is shown that the original model information is distorted, changing the estimates of warming relevant for humans and ecosystems adaptation, the errors being large enough to mislead adaptation decisions. The pattern scaling approach analyzed here is shown to be unfit for purpose in this case. Modifications to the method that could improve the estimates of risk are discussed in the Supplementary Information.
Needless to say, in cases where climate model simulations do not have skillful information at the impact relevant scales, neither pattern scaling nor any other approach used to generate new projections based on that data can possibly "create" skillful climate change projections.
Methods and data

Pattern scaling approach and underlying assumptions
In reference Mitchell et al. (1999) the pattern scaling approach is defined as follows. Suppose that T (x, t) is the actual pattern of change in the variable T at position x and time t, as simulated by a full GCM. Then, an approximate pattern of change T * (x, t) for this variable can be obtained in terms of a spatial pattern P (x) and the global mean changeT according to
where P (x) is the spatial pattern that minimizes the distance between T and T * defined by dt [T (x, t) − T * (x, t)] 2 . This approximation encapsulates the assumption that the spatial pattern of change P (x) is constant in time, so the only effect of the transient forcing will be to scale the pattern up or down following the trajectory of the global mean temperature change. Hence "pattern scaling". The generalization of the above equation to include monthly or seasonal dependence is straightforward, the temperature change field T (x, t) becomes T (x, i, t) with i labeling a month or season in year t, and consequently there is a pattern P (x, i) for every possible value of i. The spatial pattern P (x) derived from a full GCM, is then used to generate time and space dependent changes for other forcing scenarios given only time series ofT from simple models, reducing the number of forcing scenarios for which the full GCM must be deployed. Simple, fast climate models such as energy balance models, can be run under various forcing scenarios to provide the global mean temperature changesT . The main characteristics of the projections obtained using this approach and its limitations have been discussed previously (Mitchell et al. 1999 , 2003 , Good et al. 2006 Murphy et al. 2004 ). For instance, Mitchell et al (Mitchell et al. 1999) show that for the forcing scenarios they consider, the root mean square error in annual mean temperature when using T * instead of T is smaller than the sampling error due to the model's internal variability (as defined by an initial conditions (I.C.) ensemble). While true, this property of the methodology is not desirable in applications evaluating impacts, since it implies that the approach does not reproduce the variability of the full GCM ensemble.
The extent to which these limitations impose any constraint on the use of pattern scaling to estimate changes in climatic risks for decision support is discussed in Section 3. Meanwhile, in the remainder of this section the plausibility of three basic assumptions that should be satisfied for the pattern scaled field T * to be a good approximation to the fully simulated field T is discussed.
1. Local climate responses to changes in external forcing are linear in global mean temperature changes.
This assumption requires that, for instance, the warming pattern for a 4 • global warming is the same as for a 2 • global warming, but twice as big. In other words pattern scaling is only viable if local temperatures scale linearly with global mean surface temperature. Since the global mean surface temperature changes (scaler) are in general simulated by simple energy balance models, their changes are determined by changes in global radiative forcing (net forcing downwards at the top of the atmosphere). Therefore, the pattern scaling approach implicitly presupposes that the only way in which changes in forcing affect local temperature changes is through the way they affect global temperature change, and conversely, that apart from a fixed spatial pattern, the main driver of local surface temperature changes is global radiative forcing mediated by the global mean temperature changes. At regional/local spatial scales however, processes other than radiative transfer are important in determining local climate. For instance Lawrence and Chase (2010) show that even though land cover changes in the community climate system model (CCSM) do not result in very significant global changes, larger regional and seasonal changes are observed mostly driven by the surface hydrology, with radiative forcing playing a less important role.
The linearity assumption for local climate responses is also questionable when considering modeling studies showing that gradual changes in some control parameter can cause abrupt non-linear transitions in related systems. In reference Petoukov and Semenov (2010) it is shown that a gradual reduction in sea ice concentrations in the Barents-Kara sea induces highly non-linear changes in the high latitude atmospheric circulation (from anomalous cyclonic to anti-cyclonic and then back to cyclonic circulation as the sea ice concentration decreases) that have a large impact on the European winters. This findings suggest that even if changes in global mean temperature are smooth, that does not need to be the case for regional variables.
2. Model simulated changes are not affected strongly by errors in the base climate.
The variables in Eq. 1 represent changes in space dependent climate variables T * (x, t), and changes in global mean temperatureT (t). Since the spatial pattern P (x) is derived from model simulated changes, it can only represent a plausible spatial pattern of change if the model simulated changes correspond to plausible physical changes independently of the errors in the model base climate. In other words, the pattern scaling approach requires that climate models' simulated changes over the next century or so are skilful and can be used to derive the spatial patterns needed to generate further future projections, even though climate models have biases when compared with the present climate (Macadam et al. 2010; Ashfaq et al. 2010) .
When non-linear physical processes are invoked, models with significant biases can not be expected to reliably simulate plausible future changes in climate. Examples of this are the snow-albedo feedback at high latitudes (Hall et al. 2008 ) and sea-ice feedback (Desser et al. 2000; Holland and Bitz 2003) . In the case of snow-albedo feedback, if the simulated temperature has a large positive bias, then there is no snow in the model to be melted in spring/summer. Consequently the amount of water that can be stored in the soil decreases, reducing evapotranspiration that in turn results in a relative increase in sensible over latent heat. Since a decrease in soil moisture content is related to the occurrence of heat waves (Schaer et al. 2004) , it is plausible that patterns of large warming in some regions are a spurious result due to the model bias. The snow-albedo feedback can also have non-local effects. If the snow cover decreases over the land surface due to positive biases, the land surface warms faster than the ocean due to reduced albedo, and this can induce changes in the local atmospheric circulation pattern (surface convergence over the land and divergence over the ocean) (Fletcher et al. 2009 ). This example suggests that model errors in a particular location could not only affect the projections on that location but could also have effects on surrounding regions through, for instance, changes in atmospheric circulation patterns.
3. External forcings do not modify of the internal variability of the climate system.
In the pattern scaling approach, the effect of external forcings is only taken into account through the global mean temperature response usually derived from a simple climate model that does not include any internal variability. Therefore by construction, the pattern scaled projections do not allow for the possibility of external forcings changing the mean response of the natural internal variability of the climate system, ignoring potential feedbacks between these two components.
It is well known however that for non-linear systems in general, changes in forcings affect the internal variability of the system in a non-linear way (Knopf et al. 2005) , and it is expected that similar results hold for the climate system (Ghil 2012) . It has been shown for instance, that in some cases there is a significant contribution of ENSO-related variations to the observed long term warming trends over the oceans (Compo and Sardeshmukh 2010) . This result suggest that changes in ENSO features due to anthropogenic climate change could affect the long term warming trends, effectively modifying the mean state of the climate system. These assumptions raise doubts as to whether the pattern scaling technique is adequate for purpose at regional or local scales in general; changes at these scales are not expected to be linear. This doubt extends to the generalizations of pattern scaling that consist of sampling combinations of different sources of uncertainties in the spatial pattern and the scaler (Watterson 2008; Harris et al. 2006; Frieler et al. 2012) . The key questionable step here is the linearity assumption. In the Supplementary Information a methodology to test this assumption within the perfect model setup is described. The results show that wether or not the linearity assumption holds depends on the Giorgi region (Giorgi and Francisco 2000) and time average considered, and on the methodology employed to estimate the errors in the spatial patterns.
Model data
The remainder of the paper analyzes whether (or not) the pattern scaling approach preserves model information relevant for adaptation decision making, using an ensemble of climate model simulations that, by construction, is assumed to represent the "true" climate. This ensemble was generated by the climateprediction.net (cpdn) experiment (Frame et al. 2009; Rowlands et al. 2012 ) using the HADCM3L model (Jones and Palmer 1998) , a version of the UK Met Office Unified Model consisting of the atmospheric model at standard resolution 2.5 • latitude, 3.75 • longitude) including nineteen vertical layers coupled to an ocean with twenty levels. The cpdn experiment explores the effects of both initial conditions and model parameter perturbations, the latter by perturbing the physics in the atmosphere, ocean and sulphur cycle components. Each simulation involves a 1920-2080 transient run driven by a set of natural forcing scenarios and the SRES A1B emissions scenario (Nakicenovic and Swart 2000) . Details about the parameter perturbations, flux correction and forcings used in the experiment can be found in (Frame et al. 2009; Rowlands et al. 2012 ).
The ensemble used in this paper consists of a 32 member initial conditions (I.C.) model runs with standard values of the physical parameters. The cpdn experiment stores monthly time series of a variety of climate variables for the Giorgi regions (Giorgi and Francisco 2000; Solomon and DQ 2007) . In this paper, the pattern scaling approach is applied to monthly temperature time series for the Giorgi regions. Even though these regions are larger than the typical local or regional scales relevant for many impact studies, they are nevertheless useful for the purpose of evaluating the ability of the pattern scaling approach to preserve model information relevant to estimate climate risks.
Results
The aim of this section is to analyze the differences between the pattern scaled and model runs' projections, and then evaluate the significance of those errors when using pattern scaled projections to evaluate changes in climatic risks. To this end, the I.C. cpdn ensemble described in the previous section is taken to define the full range of variability; and by construction it is considered to provide quantitative decision relevant information.
The method analyzed here follows the implementation of the pattern scaling approach described and/or employed in references (ClimGen; Mitchell et al. 2004; Osborn 2009; Todd et al. 2011; Warren et al. 2008 Warren et al. , 2012 Warren et al. , 2013 . In this approach, the pattern of change is calculated for a given time slice in the future, s, as the ratio between the local and the global temporal averages of temperature changes as follows
where the < T (x, im) > s and < T (x, im) > baseline are the average of temperature change field T (x, im) for month or season im over the time slice s or the baseline period respectively, and similarly for the global mean temperatureT . This pattern represents the local (at position x) warming for month or season im per unit of global annual warming. Therefore, assuming a linear dependence of the local change onT , when the pattern P s is multiplied by a global annual temperature changeT simulated by an energy balance model (or any other GCM), it shields the corresponding spatial temperature change. This spatial change is added to the observed time series of anomalies from climatology over the baseline period, T baseline (x, im, y), to yield realizations of climate change superimposed to year-to-year variability as follows
where s denotes the time slice, and y runs over the years within that time slice.
Since it has been shown that scaling from the ensemble mean improves results when compared to scaling from an individual simulation (see for instance (Ruosteenoja et al. 2007) ), the spatial pattern P s is derived using T (x, im) andT for the I.C. ensemble mean. The baseline period is 1961-1990, and s corresponds to seven time slices consisting of thirty years periods centered at the seven decades simulated by the I.C. ensemble between 2000 and 2079.
A set of changes are generated by multiplying the pattern P s by the change in global mean temperature simulated by each model m in the I.C. ensemble, i.e., P s (x, im)T m (y). As mentioned above, the inter annual variability is obtained when adding these changes to the anomalies from the observed climatology. In the perfect model scenario set up, instead of the observed time series for the baseline period, a randomly selected model (say model M) from the I.C. ensemble is used for T baseline (x, im, y) . This allows to evaluate whether or not the pattern scaled ensemble in period s encloses the model simulated time series for model M. The ensemble generated by adding P s (x, im)T m (y) to model M anomalies from its climatology is called PSR. Note that, by construction, for each of the seven time slices labeled by s there is an ensemble of pattern scaled thirty year long time series.
3.1 Implications for climate risks analysis: occurrence of heat waves How significant are the differences between the I.C. ensemble model runs (MR) and the pattern scaled projections (PSR) when using this information for decision support? The answer depends on the particular impact being studied, the region under consideration and the time frame.
Consider for instance, the occurrence of heat waves in Southern Europe (defined as the region between 10W and 40E, and 30 and 50N). It is assumed that a heat wave in this region can be quantified in terms of the change in mean summer (June-July-August) temperature only, and that a heat wave occurs every time the projected change is larger than 2.3 • C (Stott et al. 2004 ). The choice of threshold is just illustrative, based on the 2003 European heat wave, when the mean summer temperature of Southern Europe was 2.3 • C higher than the 1961-1990 mean (Stott et al. 2004) . The use of the pattern scaling approach to estimate changes in the risk of heat waves presupposes that the top two panels in Fig. 1 provide the same information; that is, they should each show near identical curves if pattern scaling is to be effective in estimating that risk. As shown in the figure, however, the time varying risk of overshooting the threshold (defined as the fraction of model runs that overcome the threshold for a given ensemble), is ensemble dependent.
The bottom panel of the figure shows the risk of a heat wave occurrence, estimated as the fraction of model runs that overcome a given threshold (2.3 • for Southern Europe for instance). For clarity, only decadal and thirty year means are shown in the figure. The results for the PSR ensemble do not coincide in general with the MR ensemble. For decadal averages, the results also vary depending on which time slice is used to calculate the pattern. For instance the risk of overshooting the threshold in the 2020-2029s is estimated to be 54 %, 38 % or 27 % for Southern Europe by the PSR ensemble, depending on the time slice analyzed (2000-2029,2010-2039 or 2020-2049 respectively) , while the true risk estimated by the MR ensemble is 39 %.
The differences in the estimated risks are a consequence of the methodology used to obtained the pattern scaled ensemble PSR, since the estimated risk for a given decade can be obtained by scaling patterns that are calculated using thirty years periods centered at different decades. In other words, the PSR ensemble provides three different estimates for the risk in the 2020s, depending on whether the spatial pattern P s is calculated using the One could argue that the methodology employed to obtain the PSR ensemble can only provide information about thirty years means, i.e., averages of climate indicators over the time slice used to estimate the spatial pattern of change. Though it is arguably unlikely that a thirty year mean of the risk of overshooting a temperature threshold could be a valid indicator for planing to adapt to changing risks of occurrence of heat waves, averaging over thirty years significantly reduces the error; the bottom panel of Fig. 1 shows that the differences between the PSR and the MR ensemble is less than |4 %| in all cases (compare solid and dashed horizontal lines corresponding to MR and PSR thirty years means respectively), becoming negligible according the criteria stated above.
A key distinction here is the difference between the ability of the MR ensemble projections to realistically quantify the risk of heat waves in Southern Europe during the 21st century and the pattern scaling applied to the MR ensemble (that is, the PSR ensemble) to represent the MR ensemble. In terms of decision-support, pattern scaling fails in this case; this failure stands regardless of whether the climate models (MR ensemble) provides credible output.
As shown in the Supplementary Information, the example discussed here is representative of similar results for other regions, choice of threshold and baseline model M. However, if internal variability is sampled not just by the baseline time series of model M, but also an ensemble of random permutations of this time series is considered (see details in the Supplementary Information), the risks estimated by the MR and the PSR ensembles become comparable, reducing the errors to less than 5 % for the regions and time averages analyzed.
Recent generalizations of the pattern scaling approach sample combinations of different sources of uncertainties in the spatial pattern and the scaler, such as model structure and scenario uncertainty, and provide probability distributions of changes that attempt to encompass all these uncertainties (Harris et al. 2006; Watterson 2008; Frieler et al. 2012 ). These generalizations are not relevant to the results above because the goal was to evaluate whether or not the pattern scaling approach considered here can provide internally consistent decision support information in a "perfect model scenario". This is represented in this work by the initial conditions ensemble of model runs which define the true range of variability. Failure in this "perfect model scenario" indicates failure in more complex real world environments even when the recent generalizations work perfectly.
Conclusions
The question of whether or not the pattern scaling approach actually provides robust and reliable decision making information was investigated. Generic limitations of this approach have been discussed in the literature; here the aim was to identify whether or not these limitations preclude the use of pattern scaling for quantitative decision support.
Firstly, three major assumptions underlying the methodology were discussed: first that local climate responses to changes in external forcing are linear functions of the induced global mean temperature changes; second that model simulated changes are not affected strongly by errors in the base climate; and third, that the external forcings do not modify the internal variability of the climate system. In the Supplementary Information it was shown that, in the perfect model scenario, wether or not the linearity assumption holds depends on the Giorgi region and time average considered, and on the methodology employed to estimate the errors in the spatial patterns. Therefore, it was argued that these assumptions are not expected to hold in general at regional or local scales, and consequently evidence of their validity is required for each particular study that applies the pattern scaling approach to evaluate impacts of climate change.
Secondly, under the questionable assumption that there are scales at which the method could be used, the internal consistency of the decision relevant information generated using an initial conditions ensemble of GCM model runs, and a surrogate ensemble of pattern scaled runs derived from it was evaluated. The pattern scaled runs were generated using the initial conditions ensemble mean to derive the spatial pattern, and each individual model run global mean temperature to scale it. Year to year variability was taken into account by adding a time series of anomalies for a predetermined baseline period (ClimGen; Mitchell et al. 2004; Osborn 2009; Todd et al. 2011; Warren et al. 2008 Warren et al. , 2012 Warren et al. , 2013 . These two ensembles are defined to be internally consistent if the information that they provide for decision support is equivalent, as when for instance, the estimated climatic risks are indistinguishable (within a margin of error determined by the ensemble size). Using as an example the risk of occurrence of heat waves in Southern Europe, and under the assumption that the ensemble of GCM model runs has decision relevant information, it was shown that this information is lost or distorted if models (with their internal variability) are replaced by the pattern scaled projections. For the example considered, it was found that if a decision maker was to base her adaptation planning on the information provided by the pattern scaled ensemble or the MR ensemble, the pathways to be undertaken according to the two ensembles would be different due to the different estimates of the changing risk. An approach to reduce the errors based on re sampling from the baseline period was described in the Supplementary Information.
In conclusion, deploying the pattern scaling approach analyzed in this paper as a computationally convenient way to generate scenarios for impacts, adaptation an vulnerability is problematic. Our findings make concrete the IPCC 4AR statement that "for some quantities like variability and extremes, such scaling is unlikely to work" (Solomon and DQ 2007) , 1 and reinforce the necessity of clearly evaluating the consistency of the method before embarking in particular analysis that can otherwise end up with misleading information.
Clearly, when climate model simulations do not have skillful information at the impact relevant scales, neither pattern scaling nor any other approach used to generate new projections based on that data can possibly "create" skillful climate change projections. However, this should not be seen as a limitation for adaptation decision making and planning; comprehensive risk management approaches specifically designed to deal with the deep uncertainties inherent to climate change information can be used to avoid the risk of maladaptation (Wilby and Dessai 2010; Ranger et al. 2009; Hallegate 2009 ).
