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SUMMARY
Lateral viscosity variations (LVVs) in the mantle influence geodynamic processes and their
surface expressions. With the observed long-wavelength geoid, free-air anomaly, gravity gra-
dient in three directions and discrete, high-accuracy residual topography, we invert for depth-
and temperature-dependent and tectonically regionalized mantle viscosity with a mantle flow
model. The inversions suggest that long-wavelength gravitational and topographic signals are
mainly controlled by the radial viscosity profile; the pre-Cambrian lithosphere viscosity is
slightly (∼ one order of magnitude) higher than that of oceanic and Phanerozoic lithosphere;
plate margins are substantially weaker than plate interiors; and viscosity has only a weak
apparent, dependence on temperature, suggesting either a balancing between factors or a
smoothing of actual higher amplitude, but short wavelength, LVVs. The predicted large-scale
lithospheric stress regime (compression or extension) is consistent with the world stress map
(thrust or normal faulting). Both recent compiled high-accuracy residual topography and the
predicted dynamic topography yield ∼1 km amplitude long-wavelength dynamic topography,
inconsistent with recent studies suggesting amplitudes of∼100 to∼500 m. Such studies use a
constant, positive admittance (transfer function between topography and gravity), in contrast to
the evidence which shows that the earth has a spatially and wavelength-dependent admittance,
with large, negative admittances between ∼4000 and ∼104 km wavelengths.
Key words: Gravity anomalies and Earth structure; Mantle processes; Creep and deforma-
tion; Dynamics of lithosphere and mantle; Dynamics: convection currents, and mantle plumes;
Rheology: mantle.
1 INTRODUCTION
Dynamic topography is the surface undulations induced by mantle
flow (Pekeris 1935; Parsons & Daly 1983; Hager & Richards 1989)
and plays an important role in geodynamics through a strong influ-
ence on the total topography (Zhong & Gurnis 1992; Faccenna et
al. 2014), the long-term large-scale flooding history of continents
(Lithgow-Bertelloni & Gurnis 1997), global and regional relative
sea-level changes (Gurnis 1990; Moucha et al. 2008; Spasojevic &
Gurnis 2012), and the amplitude and sign of the long-wavelength
geoid (Hager & Richards 1989). Although the total topography of
continents is dominated by the isostatic response of density varia-
tions within the crust and lithosphere and is mainly modulated by
plate tectonics, changes in dynamic topography can significantly
shift coastlines and change sediment and erosion patterns as large
portions of continents are at elevations close to sea level (Flament
2014). Dynamic topography affects both relative and global sea
levels over millions of years through the differential motion of
continents over large-scale dynamic topography and through mod-
ulating ocean bathymetry. Through dynamic topography, long-term
sea level variations as recorded on otherwise stable continental plat-
forms are not a simple reflection of eustatic variations (Gurnis 1990;
Moucha et al. 2008; Spasojevic & Gurnis 2012). Lateral variations
of density within the mantle drive mantle convection, which fur-
ther undulates mantle density interfaces (earth’s surface, the core–
mantle boundary, CMB, and any internal compositional interface).
The long-wavelength gravitational field does not resemble surface
topography, which is dominated by shallow density heterogeneity
andmodulatedmainly by plate tectonics. Instead, it arguably reflects
density heterogeneities inside the mantle and the corresponding dy-
namic topography (Hager & Richards 1989).
Given the importance of dynamic topography, attempts have been
made to observationally constrain its geographical pattern and am-
plitude. The most common way to constrain dynamic topography
has been to remove the isostatic signal from the observed total
topography (Crough 1978; Wheeler & White 2000, 2002; Gurnis
et al. 2000a; Panasyuk &Hager 2000b; Kaban et al. 2004; Czarnota
et al. 2013; Becker et al. 2014;Winterbourne et al. 2014). The resid-
ual component of the topography cannot be accounted for by density
heterogeneity within the crust and lithosphere (Crough 1978) and is
often thought of as reflecting dynamic topography. Since the early
explicit calculations of dynamic topography (Ricard et al. 1984;
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Hager et al. 1985), there have been considerable discussions as
to its amplitude. Numerical and laboratory experiments often pre-
dict large amplitude (1–2 km) dynamic topography (Ricard et al.
1993; Steinberger 2007; Conrad & Husson 2009; Husson et al.
2012; Flament et al. 2013). On the other hand, estimates of the
amplitude of residual topography are more ambiguous, with some
authors (Wheeler & White 2000, 2002; Kaban et al. 2004) arguing
for small amplitudes (close to zero) of residual topography while
others for much larger amplitudes (Crough 1978; Davies & Pribac
1993; Gurnis et al. 2000a; Panasyuk&Hager 2000b). This inconsis-
tency between residual and dynamic topography is due to a variety
of factors, including: (1) model assumptions of the cooling oceanic
lithosphere, (2) large uncertainties in deciphering shallow density
distributions in generating residual topography, and (3) uncertainty
in the mantle density and viscosity structures which control mantle
flow and dynamic topography.
Recently, several studies (Czarnota et al. 2013; Winterbourne et
al. 2014; Hoggard et al. 2016) have attempted to recover residual to-
pography on normal ocean floor at discrete locations (which we call
point measurements) using previously acquired seismic reflection
and refraction profiles (many from oil exploration) that yield accu-
rate sediment and crustal thickness corrections. The amplitude of
the new estimated residual topography is in excess of 1 km, close to
the amplitude of dynamic topography frommantle convection mod-
els. However, based on the analysis ofGTR (free-air gravity/residual
topography ratio), the investigators (Winterbourne et al. 2014; Hog-
gard et al. 2016) suggest that the amplitude of the long-wavelength
dynamic topography is small and the measured residual topogra-
phy mainly arises from density variations immediately beneath the
lithosphere.
GTR (free-air gravity/residual topography ratio) has long been
used to estimate the compensation depth of surface topography
(McKenzie 1977, 1994; Simons et al. 1997; Jones et al. 2012),
assuming higher GTR corresponds to deeper mass compensation.
GTR arising from mantle flow was often assumed to be constant
with a value of ∼30 mGal km−1 (or ∼50 mGal km−1 on land)
(Crosby et al. 2006; Crosby & McKenzie 2009; Molnar et al.
2015). Based on the band-pass filtered (700–12 400 km) free-air
gravity and their compiled high-accurate residual topography, Win-
terbourne et al. (2014) inferred that the GTR for the residual to-
pography is ∼22 mGal km−1. Because this is smaller than the 30
mGal km−1 commonly assumed to correspond to mantle convec-
tion (Crosby & McKenzie 2009), they suggested that most of the
residual depth anomalies are caused by density heterogeneity within
the uppermost mantle. In addition, Molnar et al. (2015) questioned
the existence of dynamic topography based on the small ampli-
tude of long-wavelength free-air and isostatic gravity anomalies.
For example, Molnar et al. (2015) suggest that the amplitude of dy-
namic topography in several regions (e.g. southern Africa, Colorado
Plateau) is less than ∼100 m, contrary to predictions from dynamic
models that use seismic tomography inputs while attempting to
fit the long-wavelength non-hydrostatic geoid (Hager et al. 1985;
Ricard et al. 1993; Thoraval & Richards 1997; Gurnis et al. 2000a;
Steinberger 2007; Conrad & Husson 2009; Flament et al. 2013).
Recently, Hoggard et al. (2016) transformed onshore free-air grav-
ity to residual topography assuming that the GTR is 50 mGal km−1.
Combining their onshore model of dynamic topography with com-
piled offshore residual topography, they argue that the amplitude of
the long-wavelength dynamic topography is smaller than 500 m.
Dynamic topography depends on mantle viscosity, one of the key
controls on GTR (Hager 1984; Colli et al. 2016). Laboratory exper-
iments on rock deformation suggest that mantle viscosity depends
strongly on temperature (Karato & Wu 1993) such that cold slabs
(and hot upwelling flow) might be orders of magnitude stronger
(weaker) than the surrounding mantle. Such strong lateral viscosity
variations (LVVs) may affect mantle flow and surface observations
significantly (Moresi & Gurnis 1996; Zhong &Davies 1999; Zhong
et al. 2000; Cˇadek & Fleitout 2003; Stadler et al. 2010). For ex-
ample, temperature-dependent viscosity stiffens cold downwellings
while enhancing the ability of cold slabs to penetrate through the
660 kmendothermic phase boundary (Zhong&Gurnis 1994; Zhong
et al. 2000). On the other hand, temperature-dependent viscosity
weakens the hot upwelling while reducing the ability of plumes to
penetrate through the 660 km endothermic phase boundary (Zhong
et al. 2000). Observations show that the long-wavelength (e.g. de-
gree 4–9) geoid is high over subduction zones (Chase 1979; Hager
1984). In radially layered viscositymodels, this is explained by a one
to two orders of magnitude viscosity jump across the 660 km dis-
continuity, which leads to a smaller downward deflection of surface
topography at subduction zones such that the slab density increase
has more contribution to the geoid than the surface topographic
depression does (Hager 1984; Hager & Richards 1989; Ricard et al.
1993; Panasyuk & Hager 2000a; Soldati et al. 2009). A stiffened
slab through the temperature dependence of viscosity, on the other
hand, can lead to larger deflections of the surface compared to that
with just radial viscosity variations and in turn lead to a negative
geoid anomaly over subduction zones or the inference of even larger
jumps in viscosity between the upper and lower mantle (Moresi &
Gurnis 1996).
Bounds on LVVs remain poorly established and most previous
studies limit inversion to 1-D (depth-dependent) mantle viscosity
(King 1995; Panasyuk & Hager 2000a; Mitrovica & Forte 2004;
Soldati et al. 2009; Rudolph et al. 2015). Several studies computed
instantaneous mantle flow and investigated the influence of LVVs
on geodynamic processes and surface observations (Moresi & Gur-
nis 1996; Zhong & Davies 1999; Tosi et al. 2009). These studies
indicate that the strong slab generates low geoid around subduc-
tion zones, inconsistent with observed geoid highs and suggested
that the cold slab in the mantle might be significantly weakened
compared with that inferred from temperature-dependent viscosity.
In contrast, other studies (Moucha et al. 2007; Ghosh et al. 2010)
suggest that LVVs have only a weak influence on surface observa-
tions. These forward calculations added the LVVs to pre-inverted
1-D radial viscosity profiles and consider their effects on surface
observations. However, LVVs and the radial viscosity profile are
likely coupled and their influence on observations remains to be
investigated through the simultaneous inversion of these parame-
ters. For example, through the temperature-dependence of viscosity,
prolonged subduction regionally may give rise to a strong radial
gradient between the upper and lower mantle as well as a lateral
gradient between the normal mantle and strong slabs. A somewhat
opposite situationmay be associated with the large-scale upwellings
associated with the large low shear velocity provinces in the lower
mantle. LVVs related to these cold slabs and hot upwellings are
expected to affect surface observations (Moresi & Gurnis 1996;
Zhong & Davies 1999; Zhong et al. 2000; Cˇadek & Fleitout 2003).
Ghosh et al. (2010, 2013) computed numerous forward models and
tried to adjust both lateral and radially viscosity parameters manu-
ally to fit both the geoid and surface plate motion. However, formal
inversions for viscosity parameters and investigations on their trade-
offs are needed to better understand the viscosity structure of the
mantle.
This paper has several aims.We invert for depth- and temperature-
dependent and tectonically regionalized mantle viscosity driven by
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Figure 1. Observed (upper) and predicted (lower) geoid (a), free-air anomaly (b) and gravity gradients in the north (d), west (e), and radial (f) directions. (c)
Dynamic topography versus residual topography at residual topography observation points (upper) and map view of dynamic topography (bottom) overlaid by
1006 high-accuracy residual topography at discrete observation points (Hoggard et al. 2016).
mismatches between the observed and predicted non-hydrostatic
geoid, free-air gravity, gravity gradients and discrete values of resid-
ual topography (Fig. 1). In addition, we investigate the relationship
between free-air gravity and dynamic topography as a function of
wavelength and investigate the possibility that the observed free-air
gravity anomalies and the putative large amplitude long-wavelength
dynamic topography can be reconciled by a dynamic model. Al-
though there have been numerous studies on this topic, here we
use the gradient of the gravity along with the newly available dis-
crete residual topography observations in an inversion. We verify
that the predicted dynamic topography and high-accuracy observed
residual topography are consistent in both pattern and amplitude at
long-wavelengths. We also investigate the structure of LVVs, their
trade-offs, and influence on surface observations.
2 METHOD
We constrain mantle structure with the long-wavelength (degree 2–
8) geoid, free-air anomaly, gravity gradients, and recently compiled
pointmeasurement of residual topography.We choose only the long-
wavelength (spherical degree ≤8) gravitational fields as constraints
on the inversion because (1) Global seismic tomography models
from different groups based on different datasets and different pro-
cessing techniques are generally consistent for those wavelengths
but generally inconsistent over the globe for shorterwavelengths; (2)
The effects of shallow density heterogeneities on the gravitational
fields cannot be neglected for wavelengths shorter than ∼degree 8
(Richards&Hager 1988). Although the geoid, free-air anomaly, and
gravity gradients are all derived from the gravitational field, they
are sensitive to mantle structures over different depth and length
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scales. It has also recently been suggested that the gravity gradi-
ents (e.g. from the GOCE, Gravity field and steady-state Ocean
Circulation Explorer, mission) provide additional constraints on
mantle structure and dynamics (Panet et al. 2014). The zonal coef-
ficients of the hydrostatic (Chambat et al. 2010) and coefficients of
incomplete postglacial rebound (Geruo et al. 2013) have been sub-
tracted from the GOCE (Reguzzoni & Tselfes 2009) geopotential
models to reveal a gravitational signal putatively related to mantle
flow.Geruo et al. (2013) load a compressible, viscoelastic earth with
the ICE-5 G global ice loading history and then infers the glacial
isostatic adjustment and the present-day gravitational signals due
to the incomplete postglacial rebound. Compared to the Nakiboglu
(1982) hydrostatic Earth model, the Chambat et al. (2010) model
yields a more oblate non-hydrostatic geoid, with the geoid at the
equator higher than that using the Nakiboglu correction. However,
the inverted mantle structure is not significantly affected by changes
in the hydrostatic model. The residual topography data (Czarnota et
al. 2013; Winterbourne et al. 2014; Hoggard et al. 2016), although
sparse, provides important data for the inverse approach. Besides
the above observations, smoothed (Koptev et al. 2013) stress regime
(compression or extension) based on a recent compilation of the
world stress map (Heidbach et al. 2010) is compared to our pre-
dicted average lithospheric horizontal stress (negative or positive).
Since the stress regime observation is not applied in the inversion,
it provides independent verification of model outcome.
The cost function of our inversion is
J =
√∑
(N p − No)2
NC
+wF
√∑
(F p − Fo)2
NC
+ wz
√∑(
U pzz − Uozz
)2
NC
+wx
√∑(
U pxx − Uoxx
)2
NC
+ wy
√∑(
U pyy − Uoyy
)2
NC
+wD
√∑
(H p − Ho)2
ND
(1)
whereN, F, Uzz,Uxx,Uyy are geoid height, free-air anomaly, vertical,
north and west direction gravity gradients at CitcomS grid points,
respectively. The CitcomS grid points are distributed in an equal
area fashion across the globe (see Zhong et al. 2000). Superscript p
and o represent predicted and observed values respectively. H is the
topography (where the predicted value is dynamic topography and
the observed value the residual topography) at the residual topogra-
phy observation points.NC andND are the numbers of CitcomS grid
and residual topography observation points, respectively. w is the
weight for each quantity. The goodness of fit between the predicted
and observed gravitational fields is expressed as residuals at discrete
uniformly distributed grid points instead of spherical harmonic cor-
relations (Ghosh et al. 2010). The spherical harmonic correlation
method is sensitive to the pattern of the gravitational field but does
not include the amplitude information. Previous studies with only
the geoid as constraints report slightly different inverted results for
different goodness of fit calculating methods (Rudolph et al. 2015).
However, the choice of methods to calculate the goodness of fit
does not influence our inversion as we explicitly incorporate resid-
ual topography as constraints in the inversion. With the weight of
the geoid set to unity, the weights of other quantities are set to the
ratios of the amplitudes of the geoid (∼100 m) and that of each
quantity. For example, the amplitude of long-wavelength free-air
gravity anomaly is ∼30–50 mGal and we give it a weight of 2.
Weights of the gravity gradients along three orthogonal directions
are divided by three to ensure that the gravity gradient observations
are not overly weighted. The weight for free-air gravity, vertical,
north and west direction gravity gradients, and dynamic topogra-
phy terms are set to 2, 0.0333, 0.0667, 0.0667 and 0.03, respectively.
Although we have three kinds of gravity observations and one kind
of residual topography observation, we do not multiply the weight
of residual topography by three because (1) geoid, free-air anomaly,
and gravity gradients are sensitive to different depth and wavelength
of the mantle; (2) among all the observations, residual topography
may be the least accurate; and (3) small variations of the weights
(e.g. increasing the weight of free-air gravity to 3 or reducing it to
1 or doubling the weight of dynamic topography) do not strongly
influence the inverted results.
We use Powell’s method (Press et al. 2007) to invert for model
parameters. Starting from an initial guess of each of the N model
parameters, Powell’s method sequentially optimizes the parameters
in each direction to find the minima of an N-variables cost function
(Fig. 2a). Powell’s method does not calculate the gradient of the cost
function to get the search direction. Calculating the gradient of the
cost function requires solving the Stokes equations, which is time-
costing and prevents the use of gradient methods (e.g. conjugate
gradient method). The Powell’s method finds only the local min-
ima (Press et al. 2007). In contrast, probabilistic methods (such as
simulated annealing, genetic or neighbourhood algorithms), which
also do not require the gradient of the cost function, can be used
to avoid falling into local minima. However, probabilistic methods
usually require many more iterations than Powell’s while strongly
relying on the user’s experience and do not always ensure finding
the global minimum (Sen & Stoffa 2013). For example, simulated
annealing requires setting up what is called an annealing schedule
(initial temperature, temperature reduction rate, acceptance proba-
bilities; Van Laarhoven & Aarts 1987) to maximize the probability
of convergence on the global minimum within a limited computa-
tional time (Sen & Stoffa 2013). However, there are no universal
rules for setting up the annealing schedule and different problems
usually require different annealing schedules. Although Powell’s
method only finds local minima of the cost function, we attempt to
avoid this problem by performing Powell’s inversion several times
with randomly chosen initial parameters and parameter searching
orders. This can be regarded as a hybrid of Powell’s and a proba-
bility method as it attempts to incorporate both the advantages of
Powell’s method, which can find the local minima rapidly, and a
probability method that tries to find the global minimum. The in-
version terminates either if the decrease of the solution between two
outer iterations (optimizing the cost function sequentially in each
direction) of the Powell method is less than 0.01 or the number of
outer iterations exceeds 10.
For each one-direction optimization problem, the traditional Pow-
ell’s method tries to find the global minimum in this direction (Press
et al. 2007). This usually asks for a large number of forward cal-
culations. In contrast, we use a method similar to inverse quadratic
interpolation (Press et al. 2007) to find only the approximate global
minimum. That is, we use a second order polynomial to fit the cost
function at three discrete points (one is passed on from the last it-
eration) and then use this polynomial to predict the position of the
optimal point. After evaluating the cost function at this predicted op-
timal point, we choose the point of the minimal cost function among
those four points as the optimal solution for the one-directional op-
timization problem. After each outer loop of Powell’s method, we
reduce the search radius of each search direction. This setup en-
ables us to find the global minimum for the N-variable cost function
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1190 T. Yang and M. Gurnis
Figure 2. (a) Sequence of accepted points generated by Powell’s method for a 2-D optimization problem. (b) Optimization for a two variable cost function
with multiple local minima. Our inversion strategy finds the global minimum. Colour lines in (a) and (b) represent contour lines of the cost function. Green
and red points represent the initial guess and inverted parameters, respectively. Open circles in (a) represent the optimal value of each one-direction search.
Table 1. Constant physical parameters.
Parameters Value
Reference mantle density 3.3e3 kg m−3
Air density 0 kg m−3
Water density 1.0 × 103 kg m−3
Gravitational acceleration 9.8 m s−2
Thermal expansivity 3 × 10−5 ◦C−1
Reference temperature 2500 ◦C
Mantle depth 2867 km
Thermal diffusivity 1 × 10−6 m2 S−1
efficiently. We have conducted two synthetic tests (Figs 2a and b) to
verify this method. For the problem with only one minimum in the
parameter space (Fig. 2a), Powell’s method finds the global mini-
mum rapidly. For a problem with multiple minima (Fig. 2b), we run
Powell’s method ten times, each with different initial guesses and
parameter searching orders. Seven find the global minimum while
the others find the local minima.
We use the finite element method in a spherical shell, Cit-
comS (Zhong et al. 2000), to calculate mantle flow and related
surface observations assuming the Boussinesq approximation. Cit-
comS enables the inclusion of LVVs which arise from temperature-
dependent and tectonically regionalized viscosities in the calcu-
lation. We use a mesh of 653 in each of twelve approximately
equal-area caps with vertical refinement in the upper mantle. This
resolution is compatible with that of the tomography model (Rit-
sema et al. 2011) andRUM (Gudmundsson&Sambridge 1998) slab
model that were used to construct the buoyancy field. For the best-
fitting model, we re-compute the flow and predictions with a mesh
resolution of 129 × 129 × 65 and between different resolutions we
find negligible (less than 1 per cent) difference for all of the rep-
resentations associated with the gravitational field and topography.
Physical constants used in this study are listed in Table 1.
The non-dimensional, depth- and temperature-dependent and tec-
tonically regionalized viscosity is expressed as
η = η0ηt f
(
ε∐) exp [−E (T − T0)] , (2)
where η0, ηt,E andT0 are viscosity pre-factor for each layer, regional
(tectonic) viscosity contrast, non-dimensional activation energy and
reference temperature within each layer, respectively. T is the non-
dimensional temperature, which varies continuously. The mantle is
divided into four layers: lithosphere, upper mantle, transition zone
and lower mantle, each with their own viscosity parameters. The
reference temperature is set to 0.5 for all layers. The lithosphere is
divided into oceanic, Phanerozoic, pre-Cambrian and plate margins
each of which has a different viscosity (Figs 3a and b), as defined by
ηt. ηt of the oceanic lithosphere is set to unity, meaning that we use
the average oceanic lithosphere viscosity to represent the viscosity
pre-factor of the lithosphere layer. Below the lithosphere, ηt is set
to 1. The viscosity of the plate margins is assumed to depend on
the second invariant of the strain rate tensor from the Global Strain
Rate Map (GSRM; Kreemer et al. 2003), in which diffuse plate
boundaries are included. In plate margins, viscosity reduces with
the increase in strain rate:
f (ε∐) = 1
ηt
− (1 − ηt ) log(ε
∐/ε∐ Min)
ηt log
(
ε∐ Max/ε∐ Min) , (3)
where ε∐ is the second invariant of the strain rate tensor. Min and
Max represent the minimum and maximum values of the strain rate
invariant from GSRM. The plate margin viscosity increases from
ηt at the maximum strain rate to surrounding mantle viscosity at
the minimal strain rate (Fig. 3b). The quantities (gravitational fields
and residual topography) only allow us to constrain the relative
viscosity variations. So we fix the non-dimensional viscosity at the
reference temperature in the lower mantle to unity and invert for
viscosity parameters. Inverted (best fit) viscosity parameters are
listed in Table 2.
Assuming purely thermal convection, the horizontal mantle tem-
perature perturbation (Fig. 3c), which drives mantle flow, is con-
structed from a combination of a smooth seismic velocity model
(S40RTS; Ritsema et al. 2011) and a discontinuous slab model
(RUM; Gudmundsson & Sambridge 1998). The inverted viscos-
ity structures are not changed if we use the smoothed tomography
model for the whole mantle. The viscosity structure derived from
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Dynamic topography and mantle viscosity 1191
Figure 3. (a) Tectonic provinces that each has a different viscosity. OL, PC,
Ph, and PM represent oceanic lithosphere, pre-Cambrian continental litho-
sphere, Phanerozoic continental lithosphere and plate margins (including
diffuse zones), respectively. (b) Inverted 3-D mantle viscosity (Table 2) at
91 km depth. The pre-Cambrian lithosphere is stiffer than the Phanerozoic
and oceanic lithospheres and plate margin region is much weaker than plate
interiors. (c) Inverted mantle density perturbation along the equator.
these inversions is close to the combined density model. Density,
and hence temperature, variations within the upper 250 km associ-
ated with S40RTS are ignored because (1) the relationship between
density and seismic perturbation is complex in the shallow mantle
(Deschamps et al. 2001). The large variations of temperature and
composition of the uppermost mantle seem to balance each other to
a large degree (Jordan 1975). For example,Mg# and Fe/Al depletion
and temperature reduction of the subcontinental lithospheric mantle
result in a seismically high velocity continental lithosphere while
being neutrally buoyant (Djomani et al. 2001); and (2) at long wave-
lengths the effect of shallow density heterogeneities on the geoid
is less than ∼10 m (Richards & Hager 1988). We first fix dT/dVs,
the ratio between the non-dimensional temperature and shear wave
velocity perturbation to that predicted by mineral physics (Karato &
Karki 2001) for MgO and MgSiO3 perovskite and invert for mantle
viscosity only. After the mantle viscosity inversion, we also invert
for dT/dVs ratios within each layer for our preferredmantle viscosity
structure.
3 RESULTS
3.1 Recovered viscosity
We verify our method of recovering mantle viscosity parameters.
We first compute a forward model with known viscosity parame-
ters (thick dashed red lines in Fig. 4) and then added 10 per cent
Gaussian-distributed noise to the computed gravitational spherical
harmonics coefficients and 500 m Gaussian distributed noise to dy-
namic topography at the residual topography observation points.
Then, we attempted to recover the parameters with our inversion
method. We performed Powell’s procedure eight times with ran-
domly assigned initial guesses of model parameters and search
orders. Each operation of Powell’s inversion requires a few hundred
forward evaluations to yield the optimal viscosity parameters. The
viscosity parameters best fitting the data are close to those of the
input (Fig. 4) in nearly all cases. Viscosity models corresponding
to the lowest one (ten) per cent of the cost function are highlighted
with the green (yellow) lines in Fig. 4. Note that the yellow and
green lines are not continuously distributed because of the limited
sampling of the model space. Our updated Powell’s method jumps
from one point to another to find the optima. Increasing the number
of sampling can make the green and yellow lines more continuous.
However, the best solution is less influenced. The scatter of the green
or yellow lines for inferred depth-dependent viscosity parameters is
narrow, indicating that the radial profile is generally well recovered.
The scatter of the inferred LVVs parameters is wider compared to
depth-dependent viscosity parameters, indicating that LVVs are less
well recovered by the long-wavelength surface observations. For
example, the input Phanerozoic continental lithosphere viscosity
contrast (Phanerozoic continental lithosphere/oceanic lithosphere
viscosity ratio) is 2, however, models with viscosity contrasts of
1 or 10 also fit the observations as well, because variations in ra-
dial viscosity affect free-air anomaly globally while inclusions of
LVVs affect free-air gravity regionally. Because the width of plate
margins are generally narrow compared to long-wavelength obser-
vations (Fig. 3), the surface observations are also less sensitive to
viscosity reduction in plate margins compared to radial viscosity
profiles, as shown earlier from 2-D forward, instantaneous models
of subduction (King & Hager 1994). However, the LVVs do affect
the amplitude of dynamic topography and gravitational fields (King
& Hager 1994; Moresi & Gurnis 1996) and our inversion strategy
can recover the LVVs (Fig. 4), although with large uncertainty.
It has been suggested that gravity gradients provide extra con-
straints on mantle structure and dynamics (Panet et al. 2014). We
conduct an additional synthetic inversion test, in which the grav-
ity gradients are removed as constraints, to investigate the extra
information provided by gravity gradients to the mantle viscosity
inversion. The inverted mantle viscosity structure is similar to that
in Fig. 4. But the inverted values for the tectonically related vis-
cosity parameters are more scattered compared to when the gravity
gradients are included (Fig. 4), suggesting that the gravity gradients
do provide some limited additional constraints (Greff-Lefftz et al.
2016), especially on shallow structures.
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1192 T. Yang and M. Gurnis
Table 2. Inverted (best fit) viscosity parameters.
Viscosity pre-factor η0 Viscosity contrast ηt Non-dim activation energy E
Depth (km) Value Type Value Depth (km) Value
0–100 0.61 PM 0.019 0–100 0 (fixed)
100–410 0.17 Ph 0.90 100–660 −6.8
410–660 0.005 PC 7.5 660–2867 −13.1
660–2867 1 (fixed)
Note: Viscosity contrast is the viscosity ratio of each type of lithosphere to the oceanic lithosphere. PM, PC and Ph denote plate margin,
pre-Cambrian and Phanerozoic lithosphere respectively.
Figure 4. Synthetic test of the inversion method. (a) Recovered viscosity pre-factor of each layer. (b) Recovered viscosity contrast of each tectonic province
relative to oceanic lithosphere. PM, PC and Ph denote plate margin, pre-Cambrian and Phanerozoic lithosphere, respectively. (c) Recovered activation energy
of each layer. Red dash lines represent the input parameters of the synthetic model. Black lines represent the best-fit model. Yellow and green lines represent
the best 1 and 10 per cent models. Grey regions denote the space that parameters were searched over.
As a reference to better understand our ability to recover lat-
eral variations in viscosity, we first attempt to invert for a 1-D
(depth-dependent) viscosity profile from the observed fields. The
mantle is divided into four viscosity layers: the lithosphere, upper
mantle, transition zone and lowermantle.With viscosity of the lower
mantle fixed, we invert for viscosity of the other three layers. We
performed Powell’s inversion eight times with randomly assigned
initial guesses of model parameters and search orders. Compared to
the fixed viscosity of the lower mantle, the preferred radial viscosity
profiles have a low viscosity upper mantle and transition zone and
a high viscosity lithosphere with the viscosity about the same as
the lower mantle (Fig. 5a), similar to previous studies (Hager &
Richards 1989; King 1995; Panasyuk & Hager 2000a; Soldati et al.
2009). The inversion yields an upper-mantle viscosity higher than
that in the transition zone. Although not a profile normally found or
assumed with forward models, such profiles have previously been
found from inverse studies (King 1995; Soldati et al. 2009). Re-
ducing the viscosity in the upper mantle slightly will further reduce
the coupling between the lithosphere and mantle below and reduce
the amplitude of dynamic topography and geoid compared to the
inverted model (Hager & Richards 1989).
To investigate howmany layers the inversion can resolve, we also
invert for two other models with different parameterizations of the
viscosity layers for the 1-Dmodel. One is a three-layermodel, which
combines the upper mantle and transition zone in the four-layer
model (Figs 5a and b). The inversion yields a high viscosity litho-
sphere and lower mantle and low viscosity upper mantle (Fig. 5b).
The other is a five-layer model which splits the upper mantle into
two layers (Figs 5a and c). The inversion yields a low viscosity
asthenosphere immediately beneath the lithosphere. Compared to
the four-layer model, the cost function of the best-fitting three-layer
model is much larger (71.8 versus 83.2), while that of the five layer
model is not obviously reduced (71.3 versus 71.8). This suggests
that our inversion may be capable of resolving four layers while
adding an additional layer beyond that does not reduce the cost
function further. We also perform an additional inversion similar
to those shown in Fig. 5(a) except that we move the depth of the
viscosity jump from 660 to 1000 km. The best-fitting model yielded
in the inversion has a cost function of 83.0, much larger than that
shown in Fig. 5(a) (71.8). Thus we use the four-layer model with a
viscosity jump across the 660 km discontinuity for the 3-D model
inversions that follow.
We now invert for the fully 3-D viscosity. For this inversion,
the oceanic lithosphere viscosity equals that of the pre-factor of
the lithosphere layer (inverted values are shown in Fig. 5d), but the
continental and weak plate margins (Fig. 3) are allowed to have dif-
ferent viscosities (Fig. 5e). The recovered radial viscosity is similar
to the radial only model (Fig. 5d), but continental and oceanic litho-
spheres have different viscosities and plate boundaries are much
weaker than plate interiors (Figs 5e and 6a), consistent with pre-
vious forward models (Zhong & Davies 1999; Tosi et al. 2009;
Ghosh et al. 2010). Compared to the inverted model, increasing
the viscosity of the Precambrian lithosphere slightly will increase
the free-air gravity above upwellings (e.g. southern Africa) while
decreasing the free-air gravity in subduction zones (e.g. East Asia).
The inverted radially dependent viscosity is not significantly af-
fected by including LVVs (compare Figs 5a with d), suggesting
that the observational signals (gravitational fields and topography)
at long wavelengths are controlled by the radial viscosity. There
is a large scatter among the inferred LVVs parameters (Figs 5e
and f). For example, all models with plate margins about one order
less viscous than surrounding lithosphere fit the observations well
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Figure 5. Recovered viscosity parameters. (a) Viscosity pre-factor of each layer for the four layer (lithosphere, upper mantle, transition zone and lower mantle)
1-D model. (b) Similar as (a), but combine the upper mantle and transition zone into one layer. (c) Similar as (a), but the upper mantle is split into two layers.
(d) Viscosity pre-factor of each layer for the four layer 3-D model. (e) Viscosity jumps across each tectonic province. (f) The activation energy of each layer. We
allow activation energy to be negative to account for possible balancing effects of other factors, which may overwhelm the effects of temperature on viscosity
at long wavelengths. The meaning of symbols is the same as Fig. 4.
(Fig. 5e). However, we still find important attributes of lateral vari-
ations in viscosity. The viscosity of the pre-Cambrian lithosphere
is about one order of magnitude higher than that of the oceanic
and Phanerozoic lithosphere. Plate margins are weaker than plate
interiors. The recovered non-dimensional activation energy in the
mantle is close to zero.
The small (or even negative) activation energy found in the in-
version is unexpected. We perform an extra 3-D inversion with the
tectonic differences but the weak zones within the lithosphere re-
moved to investigate the influence of the tectonic regionalization
in the lithosphere on the activation energy. The derived apparent
activation energies are also less than zero. This is consistent with
Fig. 7, which demonstrates that the trade-offs between tectonic re-
gionalization and activation energy are small. We perform a 3-D
inversion constraining the activation energy to be no less than zero
and find that that the recovered activation energy for the upper and
lower mantle are both close to zero.
We analyse the sensitivity of the models (Fig. 6) and how the
viscosity parameters trade off as they fit the observations (Fig. 7).
Although the analysis indicates that all parameters affect the out-
comes, the gravitational and topography fields are more sensitive
to the radial viscosity than to LVVs. For example, the variation
of upper-mantle activation energy has a smaller influence on the
cost function than the upper-mantle viscosity pre-factor (Figs 6
and 7). The trend and trade-offs between inferred parameters are
investigated with using a quadratic polynomial to fit the cost func-
tion at each computed point in the N-dimensional space. Although
the quadratic polynomial is only an approximation of the actual,
more complex cost function, it can reproduce the pattern and trend
of the cost function (Figs 7a and b) without resampling the pa-
rameter space (Sambridge 1999). For example, we have evalu-
ated the true cost function at evenly distributed grid points for
the depth-dependent viscosity pre-factors (Fig. 7b). The trend pre-
dicted by our polynomial fitting is consistent with the true distribu-
tion. The trade-offs between viscosity parameters can be visualized
through conditional distributions around the best-fitting model re-
sult (Fig. 7b). The viscosity pre-factors for the lithosphere and upper
mantle strongly trade off with each other, noted earlier for radial
dependent viscosity inversions (Thoraval & Richards 1997), with
a negative slope such that a high viscosity lithosphere and low
viscosity upper mantle fit the data as well as a model with a low
viscosity lithosphere and high viscosity upper mantle. For example,
the amplitude of dynamic topography low in Southeast Asia and
dynamic topography high in the southwest Pacific (e.g. the Society
Islands region) can be reduced by increasing the viscosity either in
the lithosphere or upper mantle. On the other hand, the amplitude
of dynamic topography low in Southeast Asia or dynamic topogra-
phy high in the southwest Pacific can be increased by decreasing
viscosity either in the lithosphere or upper mantle. The trade-offs
between LVVs parameters are not prominent (Fig. 7). This may be
related to the small sensitivity of the surface observations to these
parameters (Fig. 7).
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Figure 6. Sensitivity test for each parameter inverted, that is, fixing other parameters, investigate the cost function versus one parameter. The reference model
(black solid circle) is our inverted mantle structure (black lines in Fig. 5). (a–c) Viscosity pre-factor for the oceanic lithosphere (0–100 km), upper mantle
(100–410 km), transition zone (410–660 km) layers. (d–f) Viscosity contrast across the pre-Cambrian lithosphere, Phanerozoic lithosphere and plate margins.
(g,h) Non-dimensional activation energy in the upper- and lower-mantle layers. Note that the Y-Axis limit for the uppermost panels is different from that in the
middle and bottom panels.
3.2 Dynamic topography, free-air anomaly and GTR
The predicted and observed fields are generally consistent at long
wavelengths (Figs 1 and 9). The Southeast Asia to Melanesia and
South America subduction zones correspond to low dynamic to-
pography but high geoids, positive free-air gravity anomaly, and
positive vertical gravity gradients. The Pacific and African super-
swells correspond to high dynamic topography and high geoid, pos-
itive free-air gravity anomaly and positive vertical gravity gradient.
Regions where slab remnants are thought to exist in the lower man-
tle (e.g. North and South America) forms a ring with low dynamic
topography, low geoid, negative free-air gravity anomalies and neg-
ative vertical gravity gradient. Most continents lie above dynamic
topography lows.
To further compare the observed residual topography and our pre-
dicted dynamic topography, we conduct spherical harmonic analysis
for both the predicted dynamic topography (Fig. 8b) and the ob-
served residual topography (Figs 8c and d). Although the dynamic
topography has a number of localized high amplitude values (e.g.
at the subduction zone where the predicted dynamic topography
can reach −2 km, Fig. 8a), the amplitude of the long-wavelength
(degree 2–3) components of the dynamic topography is ∼1 km
(Fig. 8b). The long-wavelength components of the predicted dy-
namic topography are consistent with that of the observed residual
topography in both amplitude and pattern (Figs 8b and c). For ex-
ample, both the predicted and observed topographies yield∼+500–
700 m topography in southern Africa, ∼−1 km topography in
East Asia and ∼+1 km topography in the south Pacific around
the Society Islands. Compared to Fig. 8(c), which analyses 1006
high-accuracy residual topography observations from Hoggard
et al. (2016), Fig. 8(d) includes ∼1000 extra observations, which
have accurate sediment thickness measurements but the crustal
thickness is not accurately known. The long-wavelength compo-
nents from the leas-square analysis of these two different sets of
point data are quite similar (Figs 8c and d).
We use a bootstrap method to estimate the highest spherical de-
grees that the ∼2100 residual topography points can be expanded
to.We randomly choose 80 per cent per cent of the residual topogra-
phy observations and compute the spherical harmonic fit. We repeat
this process 30 times and then calculate the average fit error at the
80 per cent sampling points and 20 per cent per cent un-sampled
points. When the maximum spherical harmonic expansion degree
is larger than 5, the misfit at the 20 per cent un-sampled points is
significantly larger than that at the 80 per cent sampling points. This
bootstrap analysis suggests that the maximum degree to which the
spherical harmonic expansion can be inferred is less than 5. We
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Figure 7. (a) A comparison between the real and the multiple variable quadratic polynomial fitting predicted cost function values at those points visited during
the 3-D viscosity inversion. (b) Conditional distribution of the cost function. Fixing other six viscosity parameters at the inverted values, we plot the distribution
of the cost function varying with the left two parameters. The inverted eight parameters include: pre-factor for the lithosphere, upper mantle and transition zone;
viscosity contrast between the pre-Cambrian, Phanerozoic lithosphere, plate margins and the oceanic lithosphere; and activation of the upper- and lower-mantle
layers. From top to bottom, each Y-axis represents the first seven parameters. From left to right, each X-axis represents the last seven parameters. Large red
dots represent the inverted viscosity parameters. The real cost function values based on the grid-search (small dots in the upper-left panels) and that predicted
by multivariable quadratic polynomial fitting (contour lines) are consistent.
compare the power spectra for the dynamic and residual topogra-
phies at the ∼2100 residual topography observation points. The
power of the long-wavelength residual and dynamic topographies
are comparable (Fig. 9). However, the predicted dynamic topogra-
phy peaks at degree 2 while the residual topography spectra are
more flat.
Although the predicted dynamic topography reproduces the ob-
served residual topography at long wavelengths, it does not repro-
duce the short wavelength variations of residual topography. For
example, although offshore Argentina and offshore Chile are only a
fewhundred kilometres away, residual topography decreases from∼
+500 m offshore Chile to ∼−1000 m within the Argentine Basin.
In contrast, the predicted dynamic topography demonstrates only a
gradual decrease from offshore Chile to the Argentine Basin.
Our results indicate that the fit to the free-air gravity does not
preclude the presence of a∼1 km amplitude dynamic topography at
long wavelengths (Figs 1 and 9a). For example, in Southeast Asia,
dynamic topography reaches ∼−1000 m while in Pacific super-
swells, the dynamic topography reaches ∼+1000 m. To investigate
the relationship between gravity anomaly and dynamic topogra-
phy, we estimate the GTR and the correlation between predicted
free-air anomaly and dynamic topography at randomly distributed
points across the globe that sample the field at different wavelengths
(Fig. 10).
For the longest wavelengths (degree 2–3, Fig. 10a), although
dynamic topography and free-air anomaly show some correlations
regionally, they are poorly correlated globally and the GTR is small
(0.8 mGal km−1). For example, offshoreWestern Australia dynamic
topography and free-air anomaly demonstrate a clear negative cor-
relation with lower dynamic topography corresponding to a higher
gravity anomaly. On the other hand, at Wilkes Land margin of
Antarctic (south of Australia), dynamic topography and gravity
anomaly have a positive correlation. However, dynamic topography
and free-air anomaly are not correlated globally. This is because
at the longest wavelengths, free-air anomaly is sensitive to man-
tle density heterogeneity within the whole mantle and the gravity
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Figure 8. Comparison of inverted dynamic topographywith observed resid-
ual topography. (a) Observed residual topography superimposed on the
predicted dynamic topography at a contour interval of 200 m. (b) Long-
wavelength component (degree 0–3) of the predicted dynamic topography
with 1006 high-accuracy residual topography observations (Hoggard et al.
2016) superimposed. (c) Long-wavelength components (degree 0–3) from
the least squares analysis of 1006 high accurate residual topography obser-
vations (Hoggard et al. 2016). (d) Long-wavelength components (degree
0–3) of observed 2120 residual topography observations (1006 high accu-
rate residual topography and 1114 extra observations with crustal thickness
unmeasured; Hoggard et al. 2016). In (a), crosses represent residual topog-
raphy following the procedure inWinterbourne et al. (2014) from ship-track
bathymetry (assembled digitally by Smith & Sandwell 1997) with the iso-
static effect of sediment loading and lithosphere thermal cooling removed.
Sediment thickness data are based on the NGDC grid (Whittaker et al. 2013)
and oceanic plate age map is from Mu¨ller et al. (2008) with the reference
depth-age curve of Crosby & McKenzie (2009). Areas of known oceanic
plateau are excised and the resulting residual topography along ship-tracks
is interpolated onto evenly distributed 2◦ × 2◦ grids. Solid circles repre-
sent 1006 high accuracy residual topography observations from Hoggard
et al. (2016), in which sedimentary and crustal thicknesses are known with
high accuracy. Upward pointing triangles represent 488 points, which give
the lower limit for residual depth; downward pointing triangles represent
626 points, which give the upper limit for residual depth. Contours are for
inverted dynamic topography with a 200 m interval.
Figure 9. Power spectra of the spherical harmonic analysis of the residual
topography point measurements and dynamic topography that is required to
fit the components of the gravity fields through the dynamic flowmodel. The
bounds of the power spectra of the predicted dynamic topography (red band)
are based on the 10 per cent best-fitting models. Each of the fifty estimations
of the residual topography power spectra with 80 per cent randomly sampled
points is represented by a black line.
kernels change sign with depth (Hager 1984; Hager & Richards
1989; Simmons et al. 2010).
Between degrees 4–10 (Fig. 10b), the correlation between dy-
namic topography and free-air anomaly is high but the GTR is
negative (−14.7 mGal km−1), suggesting that positive dynamic to-
pography corresponds to negative gravity anomaly and negative
dynamic topography corresponds to positive gravity anomaly. In the
model, the gravity anomaly at degree 4–10 is mainly controlled by
subducted slabs in the mid-mantle (Hager 1984; Hager & Richards
1989) in which the free-air anomaly kernel is positive while the dy-
namic topography kernel is negative (Hager 1984;Hager&Richards
1989). With the recovered viscosity jump across the 660 km discon-
tinuity (Hager & Richards 1989), amplitudes of positive (negative)
surface dynamic topography induced by subducted slabs (or up-
welling flow) are significantly reduced compared with those ob-
tained in a uniform viscosity mantle (Hager & Richards 1989).
An example of positive residual topography, but negative gravity
anomaly is the pattern found in the Ross Sea region (Figs 1 and 8a),
as previously documented (Spasojevic et al. 2010; Sutherland et al.
2010). An example of the negative topography and positive grav-
ity anomaly is western Pacific subduction zones, especially evident
through −1 km residual topography over the entire Philippine Sea
plate (Fig. 8a; Winterbourne et al. 2014) but within a region of high
gravity (Fig. 1).
At shorter wavelengths (e.g. between degree 15–20, Fig. 10c),
the correlation between dynamic topography and free-air anomaly
is high and GTR is positive (31.2 mGal km−1). The gravity and dy-
namic topography kernels in the lower mantle are close to zero
for wavelengths shorter than ∼5000 km, suggesting that buoy-
ancy heterogeneities in the lower mantle do not affect short wave-
length gravity and dynamic topography. Both free-air and dy-
namic topography kernels are negative over these wavelengths,
yielding a positive correlation between dynamic topography and
free-air anomaly. Iceland (and some other hotspots), which has
both high dynamic topography and free-air gravity anomaly is
an example. Notice that the amplitudes of dynamic topogra-
phy (∼±500 m, Fig. 10c) within this range of wavelengths
is much smaller than that at longer wavelengths (∼±1000 m,
Figs 10a and b).
Dynamic topography is mainly induced by vertical stresses im-
posed on the lithosphere by mantle flow. The large-scale plate in-
terior tectonic regime (compression, extension, strike-slip or neu-
tral), on the other hand, is affected by the mantle flow induced
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Figure 10. Relationships between predicted dynamic topography and free-
air gravity anomaly at randomly chosen points. (a) At spherical harmonic
degrees 2–3, (b) at spherical harmonic degree 4–10 and (c) at spherical
harmonic degrees 15–20. (d) Location of sample points. Points inside six
regions are colour-coded while those outside these regions are plotted in
grey.
horizontal stresses. Based onAnderson’s theory of faulting, positive
and negative values of the average amplitude of the horizontal stress
correspond to normal and thrust faulting, respectively (Turcotte &
Schubert 2014). We compare mantle flow induced lithospheric hor-
izontal stress magnitude (Fig. 11) with the observed stress regime
(Koptev et al. 2013), which is a regional average of the World
Stress Map data (Heidbach et al. 2010). Although the lithospheric
stress field is affected by multiple factors, including mantle flow,
plate boundary forces and topographic potentials (Zoback 1992),
the predicted stress amplitude is generally consistent with previous
calculations (Lithgow-Bertelloni &Guynn 2004; Ghosh et al. 2013)
and the observed stress regimes. For example, predicted extension
(the average horizontal lithospheric stress is positive) in east and
southern Africa, central and north Atlantic and compression (the av-
erage horizontal lithospheric stress is negative) in Southeast Asia,
Figure 11. Comparison between observed (a) and predicted, mantle flow in-
duced (b) lithospheric stress regime. In (a), observed stress data are plotted
with implied focal mechanisms (lower-hemisphere stereographic projec-
tion). Blue, red and green represent thrust, normal and strike-slip stress
regimes, respectively. In (b), horizontal stress direction and magnitude are
represented by black bar and colour, respectively. Positive and negative val-
ues represent extension and compression respectively.
South America, and eastern North America is consistent with the
observations. This consistency between predicted stress magnitude
and observed stress regimes provides circumstantial support for the
predicted dynamic topography.
4 D ISCUSS ION AND CONCLUS ION
Knowledge of mantle viscosity is key for our understanding of earth
evolution and dynamics. However, the inversion of mantle viscosity
has been a long-standing problem, especially since there have been
only a few attempts to recover the lateral variations in viscosity
(Cˇadek & Fleitout 2003, 2006; Ghosh et al. 2010, 2013). We update
Powell’s method, which enables us to invert for model parameters
efficiently. Then we explicitly invert for mantle viscosity, including
depth- and temperature- dependent and tectonically regionalized
viscosity and investigate the trade-offs between different viscosity
parameters.
Our results suggest that, compared to radial viscosity variations,
LVVs have less influence on long-wavelength observations. This re-
sult is consistent with previous forward studies (Richards & Hager
1989; King & Hager 1994; Moucha et al. 2007; Ghosh et al. 2010).
Previous studies also suggest that LVVs do not strongly affect
the lithospheric stress field (Conrad and Lithgow-Bertelloni 2006;
Naliboff et al. 2009). However, considering LVVs in the mantle may
still improve the fit to surface observations (Zhong & Davies 1999;
Ghosh et al. 2010) and LVVs may be recovered through inversion,
although with large uncertainty (Fig. 4).
The recovered apparent activation energy, which is close to zero
or even negative (Fig. 5), suggests that temperature heterogeneity
induced LVVs are small or balanced by other factors at long wave-
lengths, with the slab region no more than∼one order of magnitude
higher in viscosity than the surroundingmantle at longwavelengths.
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This result is consistent with previous forward studies (Moresi &
Gurnis 1996; Zhong & Davies 1999; Yoshida & Nakakuki 2009).
This inverted small activation energy might be one of the reasons
why the pure slab subduction induced mantle density model can
reproduce the observed geoid for radially layered viscosity (Ricard
et al. 1993) but fail to reproduce the observed geoid when temper-
ature dependent viscosity is considered (Zhong & Davies 1999).
There are likely two reasons for the recovery of lateral variations
in viscosity, which are much smaller than those variations predicted
by forward models using laboratory-based constitutive relations in
which the variations are suggested to be at least several orders of
magnitude (Stadler et al. 2010; Alisic et al. 2012): either the lat-
eral variations are small at long wavelengths or at long wavelengths
large LVVs are being averaged out. In the first case, there could
be several factors lowering LVVs compared to those predictions
from purely temperature, such as ionic diffusion (Ammann et al.
2010), grain size (Glisˇovic´ et al. 2015) and stress and yielding
induced weakening (Hines & Billen 2012; Jadamec 2015). When
yielding and dislocation creep regimes are considered, some part
of the slab might be weakened. Although most parts of the slab
are still strong, they are weakly connected to the surface, yielding
dynamic topography and gravitational fields similar to that of a ho-
mogeneous weak slab (Hines & Billen 2012). Considering lateral
grain size variations may further reduce the LVVs (Glisˇovic´ et al.
2015). Phase transformation from the orthorhombic to the tetrago-
nal structure perovskite and grain size reduction when the cold slab
passes through the 660 km discontinuity may also contribute to the
low apparent activation energy in the lower mantle (Karato & Li
1992; Solomatov 1996). In the second case, subduction of the high
viscosity slab into the mantle may weaken the surrounding mantle.
Under the dislocation creep regime (which might operate within re-
gions close to slabs both in the upper and lower mantle; McNamara
et al. 2002), subduction of a high viscosity slab produces a zone of
weakening surrounding the slab (Stadler et al. 2010; Jadamec 2015).
Dehydration of the subducted slab can also weaken the overriding
mantle (Hebert et al. 2009), forming low-viscosity channel or man-
tle wedge which arguably strongly affects slab dynamics (Billen &
Gurnis 2001; Manea & Gurnis 2007). This short wavelength LVVs
with high viscosity slabs and low viscosity surrounding mantle may
be smoothed out for long wavelengths (larger than ∼5000 km) dur-
ing inversion. However, we suggest that although LVVs over long
wavelengths may not be significant, it may be large at short wave-
lengths, which is putatively a critical factor governing plate motions
(Stadler et al. 2010). Our inversion results highlight the necessity
of investigating detailed subduction zone viscosity structures.
Our inversions suggest that the subduction zones have a lower
viscosity than the less deformed surrounding mantle at large scale.
This is consistent with previous laboratory experiments (Girard et
al. 2016) suggesting that strain weakening and shear localization
likely occur in the lowermantle. The invertedmantle viscosity struc-
tures have significant implications on the studies of thermochemical
evolutions of the mantle. For example, previous studies (Soloma-
tov & Reese 2008; Yang & Fu 2014) suggest that the dynamics
of the thermochemical piles in the lower mantle may be signifi-
cantly different from those assuming pure temperature-dependent
viscosity.
Rheology and strength of the continental lithosphere remain con-
tentious. Many studies suggest that the continental lithosphere has
higher effective strength due to its low temperature, water defi-
ciency (Peslier et al. 2010) and survival since the Archean (Jordan
1978). However, the Phanerozoic lithosphere might be weaker in
light of its extensive deformation. The inversions suggest that the
Table 3. Inverted ratios between non-dim temperature and shear wave ve-
locity perturbation. Scaling ratios of positive and negative velocity pertur-
bations are allowed to be different.
Depth (km)
dT/dVs
(positive, unit 1E-4)
dT/dVs
(negative, unit 1E-4)
250–410 1.43 2
410–660 1.0 6.0
660–1700 3.0 4.8
1700–2867 8 8
pre-Cambrian lithosphere is ∼one order of magnitude higher in
viscosity compared to both oceanic and Phanerozoic lithosphere,
while the oceanic and Phanerozoic lithosphere have similar viscosi-
ties. Plate margin has long been suggested to have low viscosity
(Gurnis et al. 2000b), due to yielding, strain weakening and partial
melting (Bercovici 2003). The inversions are consistent with these
suggestions. Previous forward calculations indicate that the weak
plate boundaries help to reproduce observed plate motion and yields
better geoid models (Zhong &Davies 1999; Tosi et al. 2009; Ghosh
et al. 2010).
Consistent with previous inversions (Hager & Richards 1989;
King 1995; Panasyuk & Hager 2000a; Mitrovica & Forte 2004;
Soldati et al. 2009),we assume that the viscosity boundary coincides
with the 660 kmphase boundary.However, Rudolph et al. (2015) has
recently argued that viscosity increases at ∼1000 km instead of at
660 kmdepth.We performed an additional inversion similar to those
shown (Fig. 5a) except that we move the 660 km viscosity boundary
to 1000 kmdepth. The best-fittingmodel yielded in the inversion has
a larger cost function than that shown in Fig. 5(a). Movement of an
internal viscosity jump from 660 to 1000 km might be problematic
in fits to the stress patterns inferred from deep focus earthquakes
which show that slabs descending down to only the upper mantle
are in downdip tension while those extending to the transition zone
are in downdip compression (Isacks & Molnar 1971). Generic flow
models (Vassiliou et al. 1984;Alpert et al. 2010) andmodels tailored
to observed structure and seismicity (Billen et al. 2003; Alisic et al.
2010) requires either a jump in viscosity at 660 km or an increasing
gradient between 410 and 660 km.
The inverted upper mantle has a larger effective viscosity than
the transition zone, found previously (King 1995; Soldati et al.
2009), usually interpreted as indicative of mantle hydration in the
transition zone (Pearson et al. 2014). Uncertainties of the seismic
tomographic models would be expected to influence the parameters
recovered in inversions (Lee et al. 2011). However, all the seismic
tomography models tested by Lee et al. (2011) yield a low viscosity
transition zone compared to the upper mantle. The five layer viscos-
ity inversions yield a low viscosity asthenosphere (Fig. 5c). How-
ever, compared to the four layer viscosity inversions (Fig. 5a), the
best-fitting cost function is not significantly reduced. This suggests
that the surface observations invoked here are not sensitive to the
asthenosphere viscosity or that the asthenosphere viscosity trades
off with the lithosphere and upper-mantle viscosities (Thoraval &
Richards 1997). Other observations, for example, plate motion, may
be more sensitive to asthenosphere viscosity. However, much higher
resolution mesh is clearly needed to model plate motion properly
(Stadler et al. 2010).
Although we focus on inversion of viscosity parameters, we also
attempted to recover the mantle density structure after deriving the
best-fitting viscosity structure (Table 2). The recovered dT/dVs for
each layer are listed in Table 3. The recovered dT/dVs in the upper
mantle are much smaller than those in the lower mantle, consistent
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with previous studies (Deschamps et al. 2001) and suggests that re-
lationship between seismic velocity anomaly and density is complex
in the upper mantle (Deschamps et al. 2001). Our inverted dT/dVs
ratios in the lower mantle are consistent with previous studies (e.g.
Karato & Karki 2001) and the yielded lateral density variations,
with amplitude generally less than ∼30 kg m−3 (Fig. 3c), are also
consistent with previous studies (Gurnis et al. 2000a; Simmons
et al. 2010).
Although the concept that mantle convection imposes normal
stress on the lithosphere and produces dynamic topography iswidely
accepted, little consensus has been reached on the amplitude of
dynamic topography. Our model, which fits the long-wavelength
geoid, free-air anomaly and gravity gradients, predicts large ampli-
tude,∼1 km, long-wavelength dynamic topography, consistent with
the long-wavelength components of the recently compiled high ac-
curacy residual topography. This suggests that the observed free-air
gravity anomaly does not require small amplitude of dynamic to-
pography, in contrast to the conclusion of Molnar et al. (2015).
The inconsistency between the model here and that of Molnar et
al. (2015) arises from GTR that depends on wavelengths (spheri-
cal harmonic degree) for a viscously heterogeneous mantle (Moresi
& Parsons 1995) which is overlooked by Molnar et al. (2015). At
wavelength longer than ∼5000 km, the amplitude of dynamic to-
pography is large, while the amplitude of free-air anomaly is small
(Fig. 7). This is because that at the longest wavelength GTR is close
to zero (degree 2–3) or negative (degree 4–12). Previous studies in
2-D Cartesian domain (McKenzie 1994; Moresi & Parsons 1995)
also suggests that GTR varies with wavelength.
Contrary to Hoggard et al. (2016), who argue that the ampli-
tude of the long-wavelength dynamic topography is no larger than
500 m, our analysis of the observed residual topography demon-
strates a∼1000 m amplitude at long-wavelength (Fig. 8), consistent
with the predicted dynamic topography. One reason for the small
amplitude derived by Hoggard et al. (2016) is their use of a ‘model’
of dynamic topography within continents. Hoggard et al. (2016) use
a model with a constant 50mgal km−1 admittance to transform free-
air gravity to residual topography for onshore regions. However,
the admittance is expected to vary with wavelength and location
with negative admittance at wavelengths of ∼5000 to ∼10 000 km
(Fig. 8). This transformation predicts ∼+1 km high residual topog-
raphy onshore Southeast Asia. However, their accurate point mea-
surements of the residual topography suggest ∼−1 km low residual
topography in this region. Consequently, summing their model of
positive dynamic topography within Southeast Asia and over north-
ern Australia with the observed negative, off shore residual topog-
raphy, effectively annihilates the long wavelengths over Southeast
Asia in the model of Hoggard et al. (2016). In addition, because the
sediment and crustal thicknesses are not accurately known, residual
topography based on ship-tracks may also have large uncertainties.
We analyse the high-accuracy point measurements of residual
topography compiled by Hoggard et al. (2016). The patterns and
amplitude of the long-wavelength components of residual topog-
raphy (Figs 8c and d) are very close to those of our predicted dy-
namic topography (Fig. 8b). For example, both the long-wavelength
residual and dynamic topography yield ∼+500–700 m topogra-
phy in southern Africa, ∼−1 km in east Eurasia and ∼+1 km
topography in southern Pacific around the Society Islands. The
long-wavelength residual topography and dynamic topography are
broadly consistent. However, significant differences still exist be-
tween them. For example, the degree 2 peak in dynamic topog-
raphy is not observed in the residual topography. Our model pre-
dicts ∼−500 m dynamic topography across South America which
is not shown in the long-wavelength residual topography. Consider-
ing that our predicted lithospheric stress regime is consistent with
the observed stress regime in this region (Fig. 11), we suggest that
our predicted negative dynamic topography across South America
is reasonable. More work related to both residual topography mea-
surements and mantle dynamics models is needed to reconcile this
difference.
Although some residual topography observations (Czarnota et al.
2013; Winterbourne et al. 2014; Hoggard et al. 2016) have accurate
sedimentary and crustal thicknesses corrections, they are sparse
and located primarily on oceanic lithosphere adjacent to continen-
tal margins, leaving residual topography within most part of the
oceanic lithosphere unconstrained. The choice of the reference age-
depth relationship also strongly influences the determined residual
topography. Following the procedure of Winterbourne et al. (2014),
we determine residual topography from ship-track bathymetry (as-
sembled digitally by Smith & Sandwell 1997), which covers large
parts of oceanic crust (Fig. 8). Avoiding areas of thick sediments and
oceanic plateaus, the isostatic loading of sediment and thermal cool-
ing of the lithosphere are removed from the observed bathymetry.
The derived residual topography corroborates high long-wavelength
topography in the southwest Pacific and around southern Africa,
consistentwith our predicted dynamic topography (Fig. 8). Themost
significant difference between residual topography and dynamic to-
pography lies in the northwest Pacific, where the residual topog-
raphy is ∼−500 m while the dynamic topography is ∼+500 m.
Previous inversions suggest that substituting the S40RTS tomogra-
phy model with SAW642ANb cannot reproduce the low residual
topography in northwest Pacific (fig. 7 in Liu & Zhong 2016).
One possibility for the low residual topography but moderate high
dynamic topography within northwest Pacific are shallow seismic
velocity (and hence density) heterogeneities that are yet to be ac-
counted for. We added the ship-track based residual topography into
a separate inversion to assess its influence on recovered parameters.
The new inversions yield similar viscosity structure as that in Fig. 5.
We have also changed the reference age-depth relationship from that
of Crosby & McKenzie (2009) to the half-space cooling model and
recalculated the residual topography. Compared to that with the
Crosby age-depth relationship as a reference, the new calculated
residual topography based on the half-space cooling model predicts
higher positive residual topography and shallower negative residual
topography in the old oceanic basins. However, the inverted mantle
viscosity structure is not significantly influenced by the choice of
the reference age-depth relationship.
There remain factors that may affect the inversion of mantle vis-
cosity structure and the prediction of dynamic topography which
are yet to be fully accounted for. For example, the model parame-
terization, including the number and depth of layers (Rudolph et al.
2015), or the smoothness of the viscosity (Constable et al. 1987)
may affect the inversion. Possible composition heterogeneity in the
mantle (Ballmer et al. 2015; Liu & Zhong 2015) may also affect
the inversion. Also, due to the limitation of tomography models and
the simplified mantle viscosity and temperature structure, shorter
wavelength features evident in residual topography are poorly repro-
duced by dynamic topography. Self-consistent velocity-temperature
and velocity-density scalings (Stixrude&Lithgow-Bertelloni 2007)
with higher-resolution tomography models should also be consid-
ered in the future. In summary, based on the present results, we
conclude that: (1) Geodynamic observations are mainly controlled
by the radial variations in viscosity, but are also influenced by
LVVs. (2) LVVs due to temperature might be balanced by other pro-
cesses. (3) Plate margins are much weaker than plate interiors. The
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pre-Cambrian lithosphere has ∼one order higher viscosity than the
Oceanic and Phanerozoic lithosphere. (4) Both the compiled high-
accuracy residual topography and modelled dynamic topography
yield ∼1 km amplitude at long wavelengths suggesting that the ob-
served free-air gravity anomaly does not preclude the existence of
long-wavelength dynamic topography, which can reach ∼1 km in
amplitude.
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