We have applied density functional methods to predict the nucleation rates of bubbles in superheated, stretched, or supersaturated binary fluid mixtures. Our model uses Lennard-Jones mixtures, with mixing rules chosen to allow either ideal or nonideal solution behavior. Deviations from the predictions of classical nucleation theory are in general quite large, with the locus of observable bubble nucleation ͑the kinetic stability limit͒ following the spinodal ͑the thermodynamic stability limit͒ reasonably closely. Comparisons are made with a variety of experiments, and puzzling earlier results are explained, such as the increase in solubility of some gases with temperature at the kinetic stability limit. Further experiments are needed to explore the variety of behavior predicted by the present calculations.
I. INTRODUCTION
When a single-component liquid or liquid mixture is brought into a state that is metastable with respect to the vapor phase, bubbles nucleate and grow in the bulk liquid. Such a metastable state can be prepared in several ways. First, the temperature can be raised and the liquid superheated; this pathway is of particular relevance to chemical engineers who are concerned about the violent release of energy when a superheated liquid suddenly vaporizes. Second, the liquid can be ''stretched'' by putting it under negative pressure; this pathway is studied by scientists interested in the mechanical stability of a liquid and the effect on it of rapidly changing pressure fields in shock waves. Third, in the case of a liquid mixture, a metastable state can be achieved by dissolving a sufficient amount of volatile gas until the saturation limit is passed.
Superheating, stretching, and supersaturation involve quite different types of experiments. Blander and Katz have described the superheating of one-component liquids 1 and the corresponding superheating of binary liquid mixtures has been considered by Ward and co-workers 2, 3 and by Holden and Katz. 4 The Katz experiments, for example, use small liquid droplets suspended in an immiscible host liquid of higher density; the droplets float upward into higher temperature regions and the point at which they explode ͑the limit of superheat͒ is noted. Stretching experiments, on the other hand, use acoustic techniques 5 to drive liquids with high amplitude sound waves. When the negative pressure peak of the sound wave becomes large enough, bubbles form. Liquids can also be stretched by rapid shearing, as near a submarine propeller. Fewer studies exist of kinetic ͑as opposed to thermodynamic͒ limits of supersaturation of volatile gases. One recent approach is described in the work of Rubin and Noyes. 6 These authors generated dissolved gases in bulk liquids through chemical reaction and noted the gas concentration at which visible bubbles first appeared.
In spite of the differences in experimental techniques, a single theory should be able to describe the kinetics of bubble formation in a given metastable phase, regardless of how that phase is prepared. The growth kinetics of bubbles is certainly rapid, so nucleation becomes the rate-determining step, which decides whether a particular state persists for a long or a short period of time. Classical nucleation theory can be applied to bubble formation, 1, 4 just as it is to the reverse process of gas-to-liquid nucleation, in which droplets form in supersaturated vapor. This approach assumes that the critical bubble that forms the barrier to nucleation is large enough that it can be described by bulk thermodynamics and its surface by the planar surface tension. The resulting bubble size is often quite small, however, raising doubts about the applicability of classical theory. In particular, critical bubbles are typically smaller than critical droplets for gas-to-liquid nucleation, where classical theory is reasonably successful in predicting critical supersaturations, though not actual rates of nucleation.
In our earlier work on single-component liquids, we used density functional theory to calculate free energies of critical bubbles ͑as well as of critical droplets͒. 7, 8 This statistical mechanical approach avoids the macroscopic assumption of classical nucleation theory, but is computationally much simpler than the direct simulation of interacting atoms and molecules. From the free energies, nucleation rates were calculated and the kinetic stability limits for vapor and liquid phases determined. This work showed that classical theory works fairly well for droplet nucleation but fails drastically for bubble nucleation. In particular, calculated nucleation rates from the nonclassical density functional approach were typically 20 orders of magnitude greater than those from classical theory. This would translate into measurably lower tensile strengths for the corresponding liquids. Such reduced tensile strengths are in fact often observed, but are usually ascribed to impurities, which can cause the heterogeneous nucleation of bubbles before homogeneous nucleation can occur. It is much more difficult to purify a liquid than a vapor phase, and thus it is harder to rule out heterogeneous nucleation in bubble formation.
In this paper, we use the density functional method to explore bubble formation in binary fluids, which range from mixtures of liquids of comparable volatility to volatile gases dissolved in much less volatile liquids. We explore the nega- tive pressure regime ͑applicable to cavitation experiments͒ as well as the positive pressures relevant to usual superheating and supersaturation experiments. We focus on binary mixtures of Lennard-Jones particles, using mixing rules that give both ideal and nonideal mixtures. We find that the kinetic stability limit of these metastable phases exhibits a rich variety of behavior which has scarcely begun to be explored. In some cases, we find results that are direct extrapolations of behavior expected from single-component fluids; in others, there are real surprises. In particular, we show how the critical supersaturation of a dissolved gas can increase with increasing temperature, a result contrary to our usual expectation ͑based on thermodynamic considerations͒ that less gas can be dissolved at higher temperatures; equivalently, the bubble nucleation rate decreases with increasing temperature at fixed composition and pressure. One source of the richness of the behavior that we predict is the interplay between the gas-liquid and liquid-liquid phase separation that can be seen in binary systems.
The outline of the paper is as follows. Section II reviews classical nucleation theory for bubble formation and Sec. III describes how density functional theory can be extended to bubble formation in binary mixtures. Section IV gives results for bulk thermodynamics and for the interfacial properties of planar ͑flat͒ interfaces, both necessary properties for employing classical nucleation. Section V gives the major new results of this paper, beginning with an examination of the thermodynamic stability of the fluid mixtures ͑the location of the spinodal lines͒ and then of the kinetic stability ͑the points at which bubble formation rates become measurable͒. Section VI concludes with a summary of the results and a discussion of their implications.
II. CLASSICAL NUCLEATION THEORY
Blander and Katz 1 have reviewed the principal aspects of classical nucleation theory to estimate rates of bubble nucleation ͑cavitation͒ in pure liquids. The starting point in this problem is to calculate the minimum work W required to form a bubble of gas of volume V at constant temperature from the homogeneous liquid phase. By considering volume and surface contributions in a capillarity approximation they find that
where R c is the critical radius and ␥ lg is the surface tension of the liquid-gas interface. In particular, the critical radius R c is given by the Laplace equation
where P l and P g are the pressure in the liquid and the gas pressure in the critical bubble, respectively. Ward et al. 2, 3 extended these results to investigate the role of a dissolved gas in the homogeneous nucleation of bubbles from liquids. In their work they were able to maintain the same structure for the work of formation W and the critical radius R c as given in Eq. ͑1͒ and Eq. ͑2͒, but the gas pressure in the critical bubble was calculated in terms of the thermodynamic properties of the surrounding solution. Similar results were obtained by Holden and Katz 4 in their study of the homogeneous nucleation of bubbles in superheated binary liquid mixtures. By assuming the bubble to be in chemical equilibrium with its environment, they were able to reduce the nucleation calculation to a pseudo-one component problem. The rate of nucleation J CNT was given by the net rate at which bubbles of critical size add and lose molecules of the average gas composition. The rate of bubble nucleation was estimated by using the relation
In this expression 1s l is the number density of the pure solvent, y 1 and y 2 are the vapor mole fractions of the solvent and the solute, respectively, and m 1 and m 2 are the corresponding molecular masses. For practical purposes, the surface tension ␥ lg in these equations is often assumed to be that of the pure solvent under the specific working conditions. The structure of the preexponential factor arises from the fact that the rate per unit area at which a bubble surface gains or loses molecules ␤ is replaced in a binary vapor by the sum of the individual rates: ␤→␤ 1 ϩ␤ 2 . Ideal gas behavior is assumed for the vapor in the bubble. Alternative forms of the preexponential factor have been obtained by taking into account hydrodynamic and transport constraints, or by assuming that the bubbles are in mechanical equilibrium with their environment. 1 The effect on the calculated nucleation rates, however, tends to be negligible in the scale of the actual rate values.
In the next sections we introduce the density functional theory for binary mixtures and use it to estimate critical bubble properties and rates of cavitation under various conditions. Our results serve as a basis for evaluating to what extent the classical theory that has been described is reliable in predicting the behavior of these systems.
III. DENSITY FUNCTIONAL THEORY FOR BINARY MIXTURES
For a binary mixture in which the particles interact via a pairwise potential i j ͑i, jϭ1, 2͒, the simplest approximation to the intrinsic Helmholtz free energy functional is
where f h ͓ 1 ͑r͒, 2 ͑r͔͒ denotes the reference Helmholtz free energy density of a hard-sphere mixture with uniform densities i ͑iϭ1, 2͒, and i j p ͉͑rϪrЈ͉͒ is the perturbative attractive part of the interaction potential i j .
The grand potential of the system is given by
where i is the chemical potential of the ith component. The equilibrium density profiles i ͑r͒ are determined by minimizing ␦⍀/␦ i ͑r͒ϭ0 ͑iϭ1,2͒,
͑7͒
at constant temperature T, volume V, and chemical potentials i . The process leads to Euler-Lagrange relations of the form
͑8͒
where i h ͓ 1 ͑r͒, 2 ͑r͔͒ is the local chemical potential of the ith component in the hard-sphere fluid. This system of coupled equations can be solved by standard numerical procedures.
Once we know the equilibrium density profiles i ͑r͒, the surface tension ␥ for a particular interface of area A at a given temperature can be evaluated from
where ⍀ b is the grand potential of the homogeneous system. The form of this thermodynamic potential is derived from Eq. ͑6͒ by taking the limit of uniform densities
To evaluate these quantities, we consider a model binary mixture characterized by the interaction potential
where ⑀ i j and i j are characteristic Lennard-Jones energy and length parameters. For simplicity, we assume that all the particles have the same size ͑ 11 ϭ 22 ϭ 12 ϭ͒ in our calculations. Given the nature of our model, the behavior of mixtures composed of unequal-sized particles is expected to be qualitatively similar to that of systems with particles of the same size. 10 The values of the energy parameters ⑀ i j are chosen to mimic the properties of the mixtures of interest.
In this perturbation theory, we choose the decomposition due to Barker and Henderson for the reference and perturbative parts of the interaction potential In this approach the reference system is replaced by a system of hard spheres of diameter dϭ. Hence, the reference Helmholtz free energy density f h [ 1 , 2 ] can be obtained from well known expressions like those of the PercusYevick compressibility approximation for binary mixtures. 12 The reference system can be refined by introducing a temperature-dependent hard-sphere diameter d(T), employing the Barker-Henderson formula
This approximation helps to mimic the actual repulsive part of the Lennard-Jones intermolecular potential. Coexisting densities, critical properties, spinodal surfaces, and other relevant bulk properties are derived from the thermodynamic potential ⍀ b for this model. Interfacial properties and other relevant features of inhomogeneous states are determined by the functional ⍀͓ 1 , 2 ͔ and its associated Euler-Lagrange equations.
IV. BULK AND PLANAR INTERFACIAL PROPERTIES
The phase diagram for a particular mixture at a given temperature can be obtained by using Eq. ͑10͒ for the pressure of a uniform fluid, and Eq. ͑8͒ for the chemical potentials in the limit of homogeneous densities. The properties of a pair of coexisting phases are uniquely determined by the conditions
In Fig. 1 solvent ͑⑀ 11 ͒. In this case, the system exhibits a liquid-vapor critical point at high pressure and solute mole fraction x 2 ϭ 2 /( 1 ϩ 2 ) for a temperature (kT/⑀ 22 ϭT*) much lower than the critical temperature of the pure solvent, but higher than the critical temperature of the pure solute. The value of the cross-interaction parameter ⑀ 12 is determined by our particular choice of the mixing parameter ⌳ϭ⑀ 11 ϩ⑀ 22 Ϫ2⑀ 12 . By changing ⌳ we can modify the nature of the mixture and generate more complex phase diagrams; we illustrate here one of the simplest situations. In any case, however, it is expected that our generalized van der Waals theory will be qualitatively successful in describing the intrinsic topology of coexistence and critical manifolds. For each pair of coexisting phases we can calculate the density profiles i ͑r͒ϭ i (z) ͑iϭ1, 2͒ by solving Eqs. ͑8͒ under appropriate boundary conditions. Figure 2 depicts the density profiles for a particular value of the coexisting pressure P in the system described in Fig. 1 . It is evident that the solute tends to segregate to the surface, leading to a nonmonotonic density profile 2 (z). The effect is more pronounced the higher the value of the solute concentration in the liquid phase 2 l . The surface enrichment by the more volatile component has a considerable impact on the surface tension ␥, which drops abruptly as the solute concentration 2 l increases at a given temperature ͑see Fig. 3͒ . The steepest region in this kind of curves shifts to smaller values of 2 l the stronger the segregating nature of both components. As we will see later, this surface enrichment is also present in nucleating bubbles and affects their nucleation rate under supersaturated conditions. The nonmonotonic profile for the dissolved gas together with the high rate of change of ␥( 2 l ) severely limit the use of classical nucleation theory to describe the nucleation process.
V. BUBBLE NUCLEATION IN SUPERSATURATED SOLUTIONS
We first concentrate on the nucleation that occurs in supersaturated solutions of a solute gas at a fixed temperature far below the boiling point of the solvent at a given pressure. In this case, nucleating bubbles are expected to consist almost entirely of molecules of the solute. Experimentally, nucleation is promoted by increasing the concentration of the dissolved gas in a supersaturated solution until a ''supersaturation limit'' is reached. This limit can be identified with a theoretical kinetic threshold for homogeneous nucleation. Before analyzing how the location of this limit depends on the nature of the mixture or the values of control variables like the temperature and the pressure, let us analyze certain thermodynamic properties of the binary system that condition the kinetic behavior.
A. Thermodynamic threshold
From the thermodynamic point of view, the location of the liquid spinodal manifold can be conceived as the true limit to bubble nucleation promoted either by superheating or by supersaturation. In a multicomponent system the limit of thermodynamic stability is determined through the evaluation of the Hessian of the Helmholtz free energy for uniform states. In particular, the condition defines the location of the spinodal lines at a given temperature in our binary mixtures.
After choosing a particular pressure, we can use Eq. ͑15͒ to determine the solute concentration on the liquid spinodal at several temperatures. Representative results for different mixtures are summarized in Fig. 4 . The changing slope of these curves indicates that the trend of the solute concentration at the thermodynamic limit suffers an inversion with increasing temperature. The solute concentration increases with temperature at low temperatures, reaches a maximum, and then decreases at high temperature. The temperature of inversion shifts to lower values as the segregating nature of the mixture decreases ͑by decreasing ⑀ 11 /⑀ 22 or ⌳ϭ⑀ 11 ϩ⑀ 22 Ϫ2⑀ 12 ͒. The inversion point eventually reaches T*ϭ0 and the solute concentration 2 l always decreases with increasing temperature for systems consisting of molecules with similar interactions. It is important to note that as the difference between the critical temperatures of the pure components increases ͑by increasing the ratio ⑀ 11 /⑀ 22 , for example͒, the solute concentration at the liquid spinodal becomes less susceptible to temperature variations. Figure 5 illustrates the effect of the pressure on the location of the liquid spinodal. The temperature of inversion shifts to lower values as the pressure becomes more negative, while the solute concentration becomes a stronger function of temperature. At a particular temperature, larger quantities of the solute must be dissolved to reach the spinodal as the pressure is increased. As we will see in the next section, the basic features of the liquid spinodal determine, at a qualitative level, the kinetic behavior in bubble nucleation.
B. Rates of nucleation and kinetic threshold
When the chemical potentials of a mixture are changed at fixed temperature away from their values at coexistence, the planar interface becomes unstable. Between the binodal and the spinodal, however, one can still find nontrivial solutions to the coupled integral equations
under the assumption of spherical symmetry. These solutions determine the density profiles of the critical nucleus [ 1 (r), 2 (r)] at each supersaturation, and from them it is possible to evaluate the work Wϭ⌬⍀*ϭ⍀*[ 1 , 2 ]Ϫ⍀ b needed to form the critical bubble from the unstable homogeneous liquid.
As we have pointed out in previous work, 7, 8 away from coexistence there are never fully convergent profiles associated with the solutions of Eqs. ͑16͒. Nevertheless, the solutions for the saddle point can be obtained by following an iterative procedure: 14 Make an initial guess of the density profiles by choosing a particular bubble of radius R i , and solve Eqs. ͑16͒ by iteration. In the process, the behavior of ⌬⍀(n), d⌬⍀(n)/dn, and d 2 ⌬⍀(n)/dn 2 , with n the iteration number, are analyzed. In the vicinity of the unstable fixed point ⌬⍀ always decreases with iteration number n, and both d⌬⍀/dn and d 2 ⌬⍀/dn 2 tend to zero; so, given a radius R i , we continue the iteration until d 2 ⌬⍀/dn 2 changes sign, recording the current values of d⌬⍀/dn. In the next step, a close new guess of R i is then chosen and the process repeated until the value R i * at which ͉d⌬⍀/dn͉ is minimum for d 2 ⌬⍀/dn 2 ϭ0 is located. The final result gives the critical free energy of formation of the nucleus, ⌬⍀*, and the structure of its density profiles.
Once we obtain the work of formation of a critical bubble ⌬⍀*, the corresponding rate of nucleation can be estimated via the equation
where J 0 is the classical preexponential factor obtained when assuming that the bubbles are in chemical equilibrium with the bulk metastable state ͓Eq. ͑4͔͒. In our approach, to speak of the existence of a theoretical kinetic threshold or supersaturation limit in bubble nucleation is meaningful as long as J DFT turns out to be a strong function of the solute concentration 2 l . It is only when the rate of nucleation changes rapidly with gas concentration that one can imagine a narrow concentration range in which the former quantity changes from having negligible values to experimentally observable values almost instantaneously.
For large negative pressures on the liquid P l , the typical behavior of the predicted rate of cavitation J DFT as a function of the concentration of the dissolved gas in the solution 2 l is illustrated in Fig. 6͑a͒ . The molecular mass of water as a solvent and the molecular mass and Lennard-Jones parameters of nitrogen as a solute gas have been used to evaluate the rates. The rate of bubble formation remains essentially constant ͑and negligible small͒ for small values of 2 l until the adsorption of the more volatile component at the bubble interface drastically reduces the surface free energy. The rate J DFT then increases rapidly and we can identify a well defined kinetic threshold to nucleation. The density profiles of critical nuclei in this region show solute surface enrichment ͓Fig. 6͑b͔͒. The amount of surface enrichment diminishes as the ratio of the molecular interactions ⑀ 11 /⑀ 22 decreases toward 1.
We have also included in Fig. 6͑a͒ the predictions of classical nucleation theory as calculated from Eq. ͑3͒ and Eq. ͑4͒. The pressure of gas in the bubble P g is assumed to be that of a hypothetical gas with the chemical potential of the surrounding liquid at pressure P l . In addition, instead of taking ␥ lg in the exponential of Eq. ͑3͒ as the surface tension of the pure solvent, which results in worse predictions, we assume that this quantity corresponds to the surface tension of a planar liquid-vapor interface in which the solute concentration in the liquid phase is the same as that in the solution surrounding the critical bubble. Although this assumption improves the results, the apparent agreement between classical nucleation rates and density functional rates at least in the concentration range of the supersaturation limit in Fig.  6͑a͒ is largely fortuitous. Figure 7͑a͒ illustrates the behavior for a higher pressure where classical nucleation theory exhibits serious deviations from density functional results. ͑This pressure, P 3 /⑀ 22 ϭ0.0, corresponds essentially to atmospheric pressure once values of and ⑀ 22 are selected.͒ As the pressure on the liquid P l is increased, the density of gas in the critical bubble increases, as shown in the density profiles depicted in Fig. 7͑b͒ . The surface free energy of the bubble, however, is still much higher than that corresponding to the planar interface that is used as reference state in the capillarity approximation.
When the temperature is changed, the evolution of the rates of bubble nucleation depends largely on the nature of the mixture and on the pressure. For large negative pressures and a particular solute concentration 2 l , the mixtures exhibit the same behavior observed in pure liquids: the rate of nucleation increases with temperature at a fixed composition. This implies that the solute concentration needed to reach the supersaturation limit decreases with increasing temperature FIG. 6 . ͑a͒ Rate of nucleation calculated by density functional theory ͑DFT͒ as a function of the solute concentration 2 l for a mixture with ⑀ 11 /⑀ 22 ϭ4.0 and ⌳/⑀ 22 ϭ0.0 at T*ϭ1.5. The pressure on the liquid is P 3 /⑀ 22 ϭϪ3.0. We include the predictions of the classical nucleation theory ͑CNT͒ for the same system. ͑b͒ Density profiles for the critical cluster when the rate of nucleation is J DFT ϭ0.0413 cm Ϫ3 s
Ϫ1
.
͑see dashed lines in Fig. 8͒ . This behavior is observed at all pressures in those mixtures of molecules with similar attractive interactions. As the ratio ⑀ 11 /⑀ 22 is increased, however, the regular trend of the nucleation rates can suffer an inversion as the pressure is increased. The gas density in the bubble attains liquidlike values ͓see Fig. 7͑b͔͒ and the surface free energy gets smaller the lower the temperature. Under such conditions, the rate of nucleation decreases with temperature and more solute can be dissolved before reaching the supersaturation limit the higher the temperature. The presence of this ''reverse behavior'' is consistent with the evolution of the limit of thermodynamic stability described in Sec. V A and summarized in Fig. 5 . The inversion of the dependence of nucleation rates on temperature and pressure can be seen in Fig. 8 ͑solid lines͒, and more clearly in Fig. 9 , where we have increased the value of the ratio ⑀ 11 /⑀ 22 . As can be deduced by analyzing Fig. 4 and Fig. 5 for the location of the liquid spinodal in binary mixtures, the so-called ''reverse behavior'' is more FIG. 7 . ͑a͒ Rate of nucleation for the same mixture described in Fig. 6 when the pressure on the liquid is zero ( P 3 /⑀ 22 ϭ0.0). We include our predictions ͑DFT͒ and those of the classical nucleation theory ͑CNT͒; the density scale has been expanded to emphasize the differences. ͑b͒ Density profiles for the critical cluster when the rate of nucleation is J DFT ϭ3.624 cm likely to be observed at a given positive pressure by increasing the segregating nature of the mixture. It is also important to point out that for values of the pressure close to the conditions of inversion, the location of the supersaturation limit becomes less susceptible to changes in temperature ͓(d 2 l /dT) P ϭ0 for the inversion point at the spinodal͔. In some recent experiments, Rubin and Noyes 6 created supersaturations of several gases in various solvents by carrying out a liquid-phase chemical reaction that generates the gas, and by measuring the concentrations at which bubble formation occurs. Their results suggest that the threshold for nucleation of N 2 and O 2 in water decreases slightly with increasing temperature while that of H 2 actually increases. In all cases, however, changes in temperature of 20°C had only a modest effect on the supersaturation limits. Although in most cases nucleation rates depend very strongly on temperature, our density functional results indicate that the temperature effect on this type of binary mixtures is very small under particular conditions. The actual reverse behavior of hydrogen compared to that of nitrogen and oxygen suggests that the experiments of Noyes and Rubin have been carried out in the inversion regime for these systems. Additional experiments at different pressures are necessary to verify our predictions.
A global analysis of the properties of different types of mixtures shows that the nucleation rates of bubble formation in binary mixtures typically increase as we increase the concentration of the more volatile component at fixed pressure and temperature. Certain exceptions occur, however, when the two components are similar. In this case, it is possible to observe a nonmonotonic behavior like that depicted in Fig.  10͑a͒ . The rate of nucleation reaches a maximum at intermediate compositions and decreases as we enrich the mixture in either component. The rate of nucleation is an increasing function of temperature and, as a consequence, the location of both supersaturation limits merges at a minimum in the temperature-composition space. This kind of behavior was observed by Holden and Katz in their measurement of the limit of superheat for mixtures of benzene and cyclohexane. 4 The higher the value of the mixing parameter ⌳ in this kind of system the more likely the mixture is to show a liquidliquid phase separation. The high rate of nucleation at intermediate compositions reflects the proximity to a wider zone of thermodynamic instability under such conditions. By increasing the value of ⌳ the metastable liquid can be forced to segregate into two different liquid phases. Nucleation rates then increase as we increase the concentration of either component from the pure liquids, but the liquid-vapor phase separation proceeds via spinodal decomposition over a well defined range of compositions. The behavior of the rate of bubble formation in this kind of system is illustrated in Fig.  10͑b͒ .
VI. DISCUSSION
The normal expectation for bubble formation in liquid mixtures is that nucleation rates should increase at higher temperatures and that an increase in the mole fraction of the more volatile component should increase the nucleation rate. Neither of these statements is true in general, however. Figure 9 shows clearly that the nucleation rate can decrease as the temperature goes up, and Fig. 10 shows that increasing the amount of a ͑slightly͒ more volatile component can decrease the nucleation rate.
The origin of both of these observations lies in the fact that liquid-liquid phase separation is involved as well as a gas-liquid phase transition. High temperatures favor states of high entropy, such as gases relative to liquids. However, high temperatures also favor homogeneous liquid phases, as opposed to pairs of phase separated liquids with different compositions. Although the bubbles that eventually reach macroscopic size are gaseous, the critical nucleus may involve more a change in composition than a change in den- sity. In other words, nucleation here is a two-dimensional process. The growth of a critical nucleus may involve first a liquid-liquid phase separation and only later ͑past the barrier͒ a change in density. When this is the case, our intuition about the effect of temperature, for example, may no longer be correct. At a liquid surface, there is preferential adsorption of the more volatile substance, because less attractive energy is lost when the more weakly interacting molecules are brought to the surface. If the critical bubble is small enough, that ''surface'' adsorption can extend to the center of the bubble and the critical bubble can be more liquidlike than gaseous ͓Fig. 7͑b͒ provides an example͔. When this happens, classical nucleation theory will fail completely, and the pathway to macroscopic bubbles must pass through a state in which a liquidlike region of the second component first forms. We argue that this may be the case for hydrogen dissolved in water.
The most dramatic effect of liquid-liquid phase separation on nucleation behavior is illustrated in Fig. 10͑b͒ . For this choice of parameters and thermodynamic state, no such phase separation is seen in the equilibrium phase diagram. However, in the metastable fluid region such a phase transition does occur. The range of compositions over which there is no solution of the nucleation equations corresponds to a spinodal region in the metastable phase diagram. Fluids under these conditions should separate into gas and liquid phases via a barrierless spinodal decomposition mechanism.
There remains much interesting work for experimental investigation. There has been very little systematic study of the dynamics of bubble formation in metastable fluid mixtures, and we hope that the present theoretical paper will stimulate further work in this direction. Recent interest in sonoluminiscence 15 has raised many unanswered questions about the effect of different dissolved gases on bubble formation, growth, and collapse in liquids. 
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