Abstract-This paper presents a new distance measure that is based on the spectral sensitivity of the line spectrum frequency parameters (LSFs) and its Karhunen-Loeve (KL) transformed coefficients. It is shown that the proposed distance measure achieves better performance of vector quantization (VQ) compared to other methods in the field of LSF coding. In most cases, the percentage of outliers is reduced when using the new one, compared to the best results of using other conventional weighting functions. The use of this distance as the weighting function of the LSF transformed parameters is also suggested.
I. INTRODUCTION
The aim of speech coding is to obtain a synthesized speech signal perceptually as close as possible to the original signal. As the human ear is very sensitive to changes of the spectrum, spectral distortion has been found to allow the best subjective evaluation of LSF encoding quality.
During the design of the vector quantizer, one needs to find the codeword that minimizes the spectral distortion in its region. Since the spectral distortion has high computational complexity, the weighted Euclidean distance is used in most recent research for real-time applications [1] - [4] . However, for small distances Gardner and Rao have shown that the spectral quantization distortion approaches a simple quadratically weighted Euclidean error, where the weighting matrix is a sensitivity matrix that is an extension of the concept of scalar sensitivity [2] .
In this paper, we derive the closed-form spectral sensitivity with respect to LSFs and to their transformed coefficients based on the Gardner-Rao form. We then introduce a new general squared weighting function by modifying the sensitivity matrix in order to make use of the property of the human ear to perceive spectral distortion better at lower than at higher frequencies. Our results have shown that this weighting function introduced better performance than the other distance measures with respect to both the spectral error and the percentages of outliers.
II. WEIGHTED LSF DISTANCE MEASURES
One of the best available suggestions for a measure of spectral distortion is the log spectral distortion (LSD) in decibels [1] defined by where ! is the radian frequency, and P (!) andP (!) are the original power spectra of the nth speech frame and its quantized version.
As of now, in practice, the spectral distortion is often replaced by a weighted squared Euclidean distance (WED) both in the designing and the coding phases of VQ. A WED, d, has the form
where ! ! ! and! ! ! are column vectors of the original and quantized LSF vectors, and W is a diagonal weighting matrix which may depend on ! ! !. The task in designing the code-books and the quantizer algorithm of VQ is to find a weighting function that gives the best approximation of the spectral distortion. In relevant research, we found many suggestions for the weights, all determined in an empirical way. For example, while the LPC spectral weights (LPCW) [1] are computed from the spectral magnitude, the LSF inverse harmonic mean weights (IHMW) [3] are calculated from the closeness of LSFs. The local spectral approximation weights (LSAW) [4] also use the closeness of LSFs with a more complex function derived from a local spectral approximation of the LPC power spectrum.
III. SPECTRAL SENSITIVITY OF LSFS AND THEIR TRANSFORMED PARAMETERS
When a WED (rather than spectral distortion) is used for VQ design and coding, the spectral distortion is not minimized in general. However, Gardner and Rao have found that the spectral distortion, LSD, given by (1) , is equal to the WED in (2) for small distances, i.e.
when the cubic and higher terms in a Taylor series expansion can be neglected [2] . The diagonal weighting matrix D in (3) is called a sensitivity matrix that depends on LSF parameters, but their calculation is simple enough for a real-time coder [5] .
A. Spectral Sensitivity of LSF Parameters
Let S denote the log power spectrum of a given LPC filter, then the spectral sensitivity with respect to an LSF parameter, ! i , as a function of the LSF vector (! ! !), is defined as [6] SENi(! ! !) = 1 2
To evaluate the spectral sensitivity, we modified only one of ten components of the vector LSF in order to get the distorted vector while the other nine parameters of the two vectors were unchanged. Using the expression in (3), the LSF spectral sensitivity in (4) can be computed in a closed-form as follows:
where D i is the ith element of the diagonal sensitivity matrix D in (3).
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B. Spectral Sensitivity of LSF Transformed Coefficients
There are several one-to-one vector functions that transform the column vector of LSF (! ! !) into another column vector, e.g., differential LSF parameters [6] and Karhunen-Loeve (KL) coefficients [7] .
Let T denote the linear transform matrix. The transformed coefficients can be then expressed in the form u = T! ! !, as the elements of column vector u. Furthermore, the inverse transform is given by ! ! ! = T 01 u. Then the spectral distortion with respect to the transformed coefficients can be written in matrix form as LSD 2 (u;û) = (u 0û) T (T 01 ) T DT 01 (u 0û) (6) where T 01 is the linear inverse transform matrix, u is the transformed vector of the LSF parameters.
In the above expression, the weighting matrix is (T 01 ) T DT 01 and generally is not diagonal. In this paper we only consider the KL transformed coefficients that have been proposed in our previous study of optimal transformation of the LSF parameters [7] . In such a case, the KL transform matrix is defined as T = [b1b2 1 11b10] T , where bi is the eigenvector of the autocorrelation matrix of the LSF parameters.
Since T = (T 01 ) T identity is held in the KL transform, it follows that the weighting matrix for transformed parameters in (6) is TDT 01 .
Similar to the LSF parameters, we can obtain the spectral sensitivity of the KL coefficients ( ) as follows:
where D j is the spectral sensitivity of the jth LSF coefficient and b i (j) is the jth component of vector b i .
IV. NEW GENERAL WEIGHTING DISTANCE MEASURE
In what follows, we introduce a new general weighting function based on the above derived parameter spectral sensitivity. For the LSF vector we define the general weighting (GW) matrix as GW LSF = diag[w 1 ; w 2 ; 111 ; w 10 ] and SEN i is the spectral sensitivity of the ith LSF parameter given in (5) and c i s are the same as those used in [1] . For the KL transformed coefficients the GW matrix is defined from (6) and (8) as
We show in Fig. 1 the normalized value of different weighting functions which are mentioned in Section III and the new general weights proposed in this section for a typical speech vowel. It can be seen in Fig. 1(b) that for two close LSFs (formant region) the GW gives a large weight to the LSF which is closer to the local maximum of the spectral envelope, and the other LSF gets significantly lower weight, while any other methods give large weights to both LSFs.
Generally, in order to reduce the complexity of VQ the examined parameter set is split into subvectors and then can be quantized independently. However, the general weighting matrix GWKL is not a diagonal matrix, thus the split vectors of KL transformed parameter could Since (6) applies to whole vectors rather than subvectors, in order to compute the distortion between the original subvector u s (1 s S) and the quantized (or candidate) subvectorûs, these vectors must be extended into ten-dimensional vectors. Due to the significance order of the KL coefficients, the subvector which consists of the lower-index KL coefficients is more important than those which have higher-index KL parameters. Thus, the subvector u s andû s is padded with zeros from right and padded with the original and the encoded subvectors from left, respectively, hence the distortion is computed as follows: In this section, the performance of the split VQ (SVQ) (in terms of average spectral distortion, SD, and number of outliers) is studied and results are reported using different weighting functions.
The speech database used in this study consists of 90 000 frames of male and female speech data taken from 45 male and female speakers. The sampling rate was 8 kHz, each frame was 20 ms long and the tenth order LPC analysis was employed. About 80 000 frames of speech were used for training, and the last 10 000 frames of speech (different from those used for training) were used for test.
In order to see the effect of weighting, we studied the performance of the SVQ using the unweighted Euclidean distance measure (UNW) and the WED with different weighting functions as follows: LPCW in [2] ; IHMW in [3] ; LSAW in [5] ; GW for LSFs defined by (8) and GW for KLs defined by (10). The VQ is designed by using the LBG algorithm [8] on the training data, and its performance is evaluated both from the training and the test data. The performance of the SVQ is studied at rates of 20, 22, and 24 bits/frame. The LSF vectors are split using the 3-3-4 segmentation. Since the KL transform packs most of the energy into the lower-index coefficients, the KL vectors are split using 2-3-5 segmentation.
The bit allocation algorithm used in this experiments is based on the variance of the LSF and KL coefficients of the training data [9] . The results from the training and test data for SVQ quantizers using different weighting functions at the above bit rates are presented in Table I .
It can be seen that the new weighting function introduced better performance than the other distance measures with respect to both the SD and the percentages of outliers. The KL transform increased the performance of the SVQ even without using the WED, and with WED the quality of the reconstructed speech is much better. We can find that the SVQ of the LSFs for the training and the test data and also the SVQ of the KLs for the test data using the proposed GW has better average distortion than the other weighted SVQ schemes, and the percentage of outliers is also smaller.
It is important to note that the efficient computation method of the LSF sensitivity matrix is provided in [2] . There are no divisons, square roots, or power computations needed, which are tipically time-consuming operation in real DSP implementations. Using this method, the overall complexity of the proposed GW is about 1000-1500 instructions per frame, which can be easily performed in real-time coder.
VI. CONCLUSIONS
In this paper, we have derived the closed-form spectral sensitivity with respect to LSF parameters and to their linear transformed coefficients. Using this spectral sensitivity, we have proposed a new general weighting function for LSF parameters and their KL transformed coefficients.
Our experimental results have shown that with respect to unweighting and to conventional weights, our distance measure introduces better performance for SVQ schemes in all of the bit rates examined. In most cases the percentage of outliers is reduced when using the proposed weighting distance measure compared to the best results of using other conventional weighting functions.
Based on the experimental results, it has been found that the new weighting distance measure can be efficiently used for quantization of both the LSF parameters and their KL transformed coefficients.
