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Este trabalho apresenta um novo m delo genérico de diagnóstico hierárquico adaptativo 
distribuído e baseado em comparações e um novo algoritmo, chamado Hi-Dif , que se 
baseia neste modelo. O algoritmo permite a detecção de alterações em sistemas com 
conteúdo replicado distribuído em uma rede como, por exemplo, a Internet. Um nodo 
sem-falha executando o algoritmo Hi-Dif , testa outro nodo do sistema para classificar 
seu estado. O modelo classifica os nodos do sistema em conjuntos de acordo com o 
resultado dos testes. Um teste é realizado através do envio de uma tarefa para um par de 
nodos do sistema. Após o recebimento das duas saídas da execução destas tarefas, o 
testador compara estas saídas e, se a comparação indicar igualdade, os nodos são 
classificados no mesmo conjunto. Por outro lado, se a comparação das saídas indicar 
diferença, os nodos são classificados em conjuntos distintos, de acordo com o resultado 
da tarefa. Um dos conjuntos contém os nodos sem-falha do sistema. Uma diferença 
fundamental do modelo proposto para outros modelos publicados anteriormente é que a 
comparação por um nodo sem-falha, sobre as saídas produzidas por dois nodos falhos, 
pode resultar em igualdade. Considerando um sistema co  N nodos, prova-se que o 
algoritmo Hi-Dif  possui latência igual a log2N rodadas de testes; o número máximo de 
testes requeridos pelo algoritmo é de O(N2) no pior caso; e, que o algoritmo é  
(N–1)-diagnosticável. Resultados experimentais obtidos através de simulações e através 






This work presents a new comparison-based distributed system-level diagnosis generic 
model and a new algorithm, called Hi-Dif , based on this model. The algorithm allows 
the detection of modifications in systems with replicated data distributed on networks 
like the Internet. Fault-free nodes running Hi-Dif , execute tests on other nodes. Based 
on test results tested nodes are classified in sets. A test consists of a task that is sent to 
two system nodes. After the tasks are executed, the task outputs is sent back to the 
tester. The outputs are then compared; if the comparison produces a match, the two 
nodes are classified in the same set. On the other hand, if the comparison results in a 
mismatch, the two nodes are classified in different sets, according to their tasks results. 
One of the sets always contain all fault-free nodes. One fundamental difference of the 
proposed model to previously published models is that t is model allows the task 
outputs of two faulty nodes to be equal to each other. Considering a system of N nodes, 
it is proved that the algorithm has latency equal to log2N testing rounds; the maximun 
number of tests required for the algorithm is O(N2) in the worst case; and, the algorithm 
is (N–1)-diagnosable. Experimental results obtained by simulation and by the 










 Atualmente já se aproxima de 600 milhões o número estimado de pessoas que 
utilizam a Internet [1]. O bom funcionamento da rede é cada vez mais importante para 
indivíduos e organizações. Por outro lado, ataques e ações de vandalismo como, por 
exemplo, modificações não autorizadas de conteúdo na Web têm se tornado cada vez 
mais comuns [2]. Com isso, cresce a preocupação com a onitoração de sistemas 
visando a detecção de violações. 
 
 O objetivo de um sistema de monitoração é descobrir quais são as unidades 
falhas de um sistema. É essencial que a monitoração seja tolerante a falhas, ou seja, 
capaz de funcionar corretamente mesmo na presença de uni ades falhas [3]. Este 
trabalho trata da monitoração, utilizando diagnóstico distribuído baseado em 
comparações, para sistemas com conteúdo replicado em uma rede como, por exemplo, a 
Internet. Uma das aplicações práticas deste trabalho é o diagnóstico de vandalismo em 
servidores Web com dados replicados [4].  
 
 A seguir, neste capítulo, é apresentada uma visão geral sobre a detecção de 
alterações e trabalhos relacionados, em seguida, é feita uma introdução ao diagnóstico 
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distribuído baseado em comparações e, na sequência, algoritmos de diagnóstico 
hierárquico e adaptativo e o algoritmo proposto são descritos brevemente. 
 
1.1 Detecção de Alterações: Trabalhos Relacionados 
 
 Estatísticas mostram que atualmente o número de sites invadidos na Internet é 
muito grande [2, 5]. Por exemplo, segundo notícias de um serviço especializado em 
registrar invasões de sites, em 2001 o número de sites invadidos e vandalizados 
virtualmente, ou seja, com conteúdo modificado, em todo o mundo foi de 22,4 mil  
[5, 6]. Em 2002, apenas no primeiro semestre do ano, estatísticas já mostravam que o 
número de sites invadidos e vandalizados já chegavam a 20.371 [7], 27% a mais em 
relação ao mesmo período de 2001 [7]. 
 
 Com o objetivo de minimizar as chances de um intruso obter sucesso em suas 
atividades, diversos mecanismos de proteção podem sr utilizados. Entre estes 
mecanismos surgem a criptografia, a certificação digital, a infra-estrutura de chaves 
públicas e privadas, os firewalls, os protocolos de autenticação, os sistemas de detecção 
de intrusão ou IDSs (Intrusion Detection Systems), e também os sistemas para 
monitoramento e detecção de alterações [8, 9]. 
 
 Existem muitas ferramentas e trabalhos publicados para detecção de alterações, 
como a detecção de modificações ou atualizações em uma página Web que é 
frequentemente acessada [10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. Muitas ferramentas 
permitem até monitorar as atualizações em partes específicas da página [10, 11, 12, 14, 
16, 17, 20]. Estas ferramentas utilizam comparações para poder determinar quando 
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houve alguma alteração. Muitas destas ferramentas armazenam uma cópia local dos 
arquivos [10] ou algumas armazenam um check-sum dos arquivos [13] que estão sendo 
monitorados para se poder comparar com o arquivo ou com a parte de interesse do 
arquivo que está na Web. Um exemplo que funciona como este modelo é a ferramenta 
WebMon [10]. Esta ferramenta configura um conjunto de páginas Web que serão 
monitoradas e armazena uma cópia local dos arquivos. Através de um intervalo 
configurado, as páginas Web são consultadas para a verificação de diferenças com 
relação às cópias locais armazenadas. Outras ferrament s ainda executam como um 
serviço na própria Web e enviam um e-mail quando detectam a alteração de uma página 
Web, como por exemplo a ferramenta URL-minder [13]. 
 
 O modelo proposto neste trabalho é distribuído, ou seja, não há um elemento 
centralizado responsável pela monitoração. Ao contrário, as unidades – que possuem os 
dados replicados – se monitoram de acordo com um modelo distribuído de diagnóstico 
baseado em comparações, que é tópico das seções seguintes deste capítulo. 
 
1.2 Diagnóstico Distribuído Baseado em Comparações 
 
 O objetivo do diagnóstico em nível de sistema é identificar quais unidades do 
sistema estão falhas e quais estão sem-falhas. As unidades do sistema realizam testes 
sobre as outras unidades e comunicam resultados de testes visando obter o diagnóstico 
completo do sistema.  
 
 Diferentes modelos de diagnóstico em nível de sistma [21] têm sido propostos. 
O primeiro modelo de diagnóstico foi o modelo PMC (Preparata, Metze, e Chien) [22]. 
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Este modelo assume que as unidades têm a capacidade de testarem outras unidades. 
Uma unidade pode estar em um de dois estados, falho ou sem-falha, e seu estado não 
muda durante o diagnóstico. Neste modelo, um teste envolve a aplicação controlada de 
estímulos e a observação da resposta correspondente. O modelo também assume que 
todo nodo sem-falha executa de modo confiável todos s testes, isto é, um nodo sem-
falha nunca realiza um teste de forma imprecisa. Uma unidade testadora avalia a 
unidade testada como falha ou sem-falha. O conjunto de todos os resultados de testes é 
chamado de síndrome do sistema. O modelo PMC assume a existência de um 
observador central que, baseado na síndrome, realiza o diagnóstico. 
 
 Muitos algoritmos baseados no modelo PMC, bem como variações deste 
modelo, têm sido propostos nas últimas décadas. Se cada nodo do sistema é capaz de 
executar testes em outros nodos e se os resultados dos testes dependem dos resultados 
de testes anteriores, então o diagnóstico é dito adapt tivo [23]. Se o modelo ou 
algoritmo não assume a existência de um nodo monitor, mas considera que os próprios 
nodos que realizam os testes fazem o diagnóstico do sistema então o diagnóstico é dito 
distribuído [24]. Quando o diagnóstico é hierárquico, os nodos são divididos em clusters 
e a cada rodada de testes o tamanho destes clusters aumenta [25].  
 
 Em um algoritmo de diagnóstico hierárquico, distribuído e adaptativo, quando o 
nodo testador realiza um teste em um nodo sem-falha, recebe informações do nodo 
testado que são chamadas de informações de diagnóstico [26]. Os algoritmos 
hierárquicos, distribuídos e adaptativos baseados no modelo PMC assumem que um 
nodo com falha simplesmente pára e nunca responde a testes [27, 28, 29]. 
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 Os modelos de diagnóstico baseados em comparações foram propostos 
inicialmente por Malek [30] e em seguida por Chwa e Hakimi [31]. Nestes modelos, é 
assumido que em um sistema de N unidades, a comparação dos resultados produzidos 
na saída da execução de tarefas de alguns ou todo par de unidades é possível. Qualquer 
diferença na comparação indica que uma ou ambas as unidades estão falhas. Estes 
modelos também assumem que existe um observador cent al que armazena as 
informações das saídas de tarefas e que através das comparações das saídas chega-se ao 
diagnóstico completo do sistema: se existe alguma falha ou não, e/ou localiza as 
unidades falhas. Este observador central é uma unidde confiável que não sofre nenhum 
evento. A diferença deste modelo proposto em [31] para o modelo proposto por Malek 
[30], é que duas unidades falhas, quando submetidas à mesma tarefa, podem produzir as 
mesmas saídas, podendo assim, causar uma igualdade na comparação destas saídas. 
 
 O modelo MM (Maeng e Malek) [32], é uma extensão do modelo de diagnóstico 
baseado em comparação proposto inicialmente por Malek [30]. Este modelo assume que 
os resultados das comparações das saídas são enviados para um observador central que 
realiza o diagnóstico completo do sistema, mas permit  que as comparações das saídas 
das tarefas sejam feitas pelas próprias unidades. A única restrição é que a unidade que 
realiza a comparação deve ser diferente das duas unidades que produzem as saídas da 
tarefa executada. Sengupta e Dahbura em [33] propuseram uma generalização do 
modelo MM chamada de modelo MM*. Este modelo permite que a própria unidade 
testadora seja uma das unidades que produzem as saíd .  
 
 Blough e Brown em [34] apresentaram um modelo de diagnóstico baseado em 
comparações com broadcast confiável. Neste modelo, uma tarefa é atribuída como 
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entrada para um par de nodos diferentes. Estes dois nodos executam a tarefa e as saídas 
produzidas são comparadas para detectar uma possível falha em um dos dois nodos. 
Estes dois nodos que estão sendo comparados fazem broadcast das suas saídas para 
todos os nodos do sistema, inclusive eles próprios. As comparações das saídas são 
realizadas em todo nodo sem-falha do sistema. 
 
 Em [35] Wang propõe um modelo de diagnóstico baseado em comparações 
utilizando hipercubos [36, 37] e também nos chamados hipercubos melhorados 
(enhanced hypercubes) [38]. Cada nodo do sistema realiza os testes em outros nodos do 
sistema através da comparação das saídas de tarefas tribuídas aos nodos que estão 
sendo comparados. Este modelo também permite que o próprio nodo testador possa ser 
um dos nodos que estão sendo comparados. 
 
 Araki e Shibata em [39] estudam a diagnosticabilidade de redes borboletas [40] 
através do diagnóstico baseado em comparações. São prop stos dois métodos de 
geração de testes em redes borboletas, um é chamado de comparação ne-way, e o outro 
de comparação two-way. O diagnóstico é realizado através do envio da mesma tarefa de 
entrada para um par de processadores. Para isso é realizada a comparação das respostas 
destas tarefas por um terceiro processador que tem ac sso a ambos os processadores que 
estão sendo comparados. O conjunto com o resultado de t das as comparações também 
é chamado de síndrome do sistema. Também considerando o diagnóstico baseado em 
comparações, Fan em [41] avalia a diagnosticabilidade de cubos cruzados. Neste 
modelo o diagnóstico do sistema também é obtido através da síndrome do sistema. 
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1.3 Diagnóstico Hierárquico e Adaptativo 
 
 Para os algoritmos de diagnóstico hierárquico, adapt tivo e distribuído baseados 
no modelo PMC, um nodo pode estar em um de dois estados, falho ou sem-falha, e seu 
estado não muda durante o diagnóstico. Estes algoritmos definem rodadas de testes, que 
são intervalos de tempo em que cada nodo executa ses testes. Quando o nodo testador 
realiza um teste em um nodo sem-falha, recebe informações do nodo testado que são 
chamadas de informações de diagnóstico [26].  
 
 Os algoritmos hierárquicos adaptativos e distribuídos incluem o algoritmo  
Hi-ADSD [26], o algoritmo Hi-ADSD with Detours [42] e por último o Hi-ADSD with 
Timestamps apresentado em [29]. Estes algoritmos utilizam umaestratégia de agrupar 
os nodos em clusters lógicos de tamanho progressivo, com exceção do algoritmo  
Hi-ADSD with Timestamps no qual o tamanho do cluster, considerando um sistema com 
N nodos, é sempre N/2. O número de nodos em um cluster, isto é, seu tamanho, é 
sempre uma potência de dois. No algoritmo Hi-ADSD with Timestamps, cada nodo do 
sistema executando este algoritmo, mantém um timestamp para o estado de cada outro 
nodo do sistema. Desta forma o testador pode obter apenas a informação de diagnóstico 
mais recente sobre o estado de todos os nodos do sitema. Como exemplo, a figura 1.1 
mostra um sistema de 8 nodos; os arcos correspondem aos testes executados, desta 
forma, há um arco do nodo i para o nodo j, se o nodo i testa o nodo j. Esta figura forma 
um hipercubo [36, 37] quando todos os nodos do sistema estão sem-falha. Considerando 
este sistema de 8 nodos executando o algoritmo Hi-ADSD with Timestamps, a figura 1.2 
mostra os clusters testados pelo nodo 0. Por exemplo, quando o nodo 0 testa o nodo 1, o 
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nodo 0 obtém informações sobre os 4 nodos (N/2 nodos), ou seja, sobre os nodos 1, 3, 5 
e 7. Quando o nodo 0 testa o nodo 2, o nodo 0 obtém informações sobre os 4 nodos 2, 3, 
6 e 7. Quando o nodo 0 testa o nodo 4, o nodo 0 obtém informações sobre os nodos 4, 5, 














 O modelo genérico de diagnóstico distribuído e adaptativo em nível de sistema 
baseado em comparações é apresentado por Albini e Duarte em [43]. Este modelo usa a 
mesma estratégia hierárquica de testes similar à implementada no algoritmo Hi-ADSD 
with Timestamps, mas não é limitado a falhas do tipo crash como os algoritmos 
baseados no modelo PMC. Um nodo sem-falha testa outro nodo do sistema para 
identificar seu estado. Um teste é realizado através do envio de uma tarefa para um par 
de nodos do sistema. Após o recebimento das duas saídas da execução destas tarefas, o 
testador compara estas saídas e se a comparação indicar igualdade, os nodos são 
considerados sem-falha. Este modelo possui a seguint  asserção: quando um nodo sem-
falha compara as saídas produzidas por dois nodos falhos, o resultado sempre indica 
diferença. Neste trabalho apresentado em [43], é apresentado o algoritmo Hi-Comp 
(Hierarchical Comparison-Based Adaptive Distributed System-Level Diagnosis 
Algorithm), proposto para o modelo genérico de diagnóstico baseado em comparações 
ali definido. 
 
1.4 O Novo Algoritmo Proposto 
 
 Este trabalho propõe um novo modelo genérico para o di gnóstico distribuído e 
adaptativo em nível de sistema baseado em comparações.  Os nodos do sistema podem 
estar falhos ou sem-falhas. Um nodo falho pode tanto es ar com falha do tipo crash, 
como apenas estar respondendo de maneira incorreta à tarefa enviada como teste. 
 
 Este novo modelo usa a mesma estratégia hierárquica de testes implementada no 
algoritmo Hi-ADSD with Timestamps [29], mas também não é limitado a falhas do tipo 
crash. Um nodo sem-falha testa outro nodo do sistema para classificar seu estado. O 
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modelo classifica os nodos do sistema em conjuntos de acordo com o resultado dos 
testes. Um teste é realizado através do envio de uma tarefa para um par de nodos do 
sistema. Após o recebimento das duas saídas da execução destas tarefas, o testador 
compara estas saídas e, se a comparação indicar igualdade, os nodos são classificados 
no mesmo conjunto de nodos. Por outro lado, se a comparação das saídas indicar 
diferença, os nodos são classificados em conjuntos distintos, de acordo com o resultado 
da tarefa. Um dos conjuntos contém os nodos sem-falha do sistema.  
 
 Uma diferença fundamental do modelo proposto para outros modelos publicados 
anteriormente, é que a asserção – a comparação, realizada por um nodo sem-falha, das 
saídas produzidas por dois nodos falhos sempre resulta em diferença – foi eliminada. 
Desta forma, este modelo permite o tratamento da situ ção onde dois nodos quaisquer 
estão invadidos e vandalizados com as mesmas alterações sobre o conteúdo replicado.  
 
 Este trabalho apresenta o algoritmo Hi-Dif  baseado no modelo proposto para o 
diagnóstico adaptativo distribuído e hierárquico baseado em comparações. Este novo 
algoritmo é voltado para o diagnóstico de alterações em nodos com conteúdo replicado, 
como, por exemplo, o diagnóstico de vandalismo em srvidores Web com dados 
replicados. Este novo algoritmo ainda permite a ident ficação e diferenciação dos nodos 
que estão com seu conteúdo modificado, ou seja, permite a identificação dos nodos que 
possuem a mesma modificação de conteúdo e diferenciá-los de outros nodos que 
possuem outra modificação. 
 
 Uma rodada de teste é um intervalo de tempo onde todos os nodos sem-falha do 
sistema obtêm informação de diagnóstico sobre todos s nodos do sistema. Dada esta 
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definição e a forma com que os testes são realizados, o novo algoritmo possui uma 
latência igual a log2N rodadas de testes para um sistema de N nodos. Também prova-se 
que o número máximo de testes requeridos pelo algoritmo é de O(N2) no pior caso, e 
que o algoritmo é (N–1)-diagnosticável. 
 
 Resultados experimentais obtidos através de simulações do algoritmo e através 
de implementação do algoritmo – utilizada para o diagnóstico de nodos com conteúdo 
replicado na Web – são apresentados.  
 
1.5 Organização deste Trabalho 
 
 O restante deste trabalho está organizado da seguint  maneira. O capítulo 2 
apresenta o diagnóstico distribuído baseado em comparações. Em seguida, o capítulo 3 
descreve o novo modelo e o novo algoritmo de diagnóstico distribuído baseado em 
comparações. No capítulo 4 são apresentados os resultados experimentais obtidos 
através de simulações do algoritmo. Em seguida, no capítulo 5 são descritos os 
resultados experimentais através de implementação do algoritmo utilizada para o 
diagnóstico de nodos com conteúdo replicado na Web. E, no capítulo 6 seguem as 





Diagnóstico Distribuído Baseado em 
Comparações 
 
 O diagnóstico em nível de sistema permite que os componentes sem-falha de um 
sistema distribuído determinem quais unidades estão falhas e quais estão sem-falhas 
[25]. Se o algoritmo considera que os próprios nodos que realizam os testes fazem o 
diagnóstico do sistema então o algoritmo é dito distribuído [24].  
 
 Muitos resultados sobre diagnóstico distribuído em nível de sistema têm sido 
publicados e muitos modelos têm sido apresentados nas últimas décadas. Este capítulo 
apresenta alguns destes modelos, incluindo o modelo PMC, modelos distribuídos de 
diagnóstico hierárquico e adaptativo e também modelos baseados em comparações. 
 
2.1 Modelo PMC 
 
 O primeiro modelo proposto para diagnóstico em nível de sistema foi o modelo 
PMC [22], cujo nome se refere às iniciais dos autores do modelo, Preparata, Metze e 
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Chien. No modelo PMC, o diagnóstico do sistema assume que as unidades têm a 
capacidade de testarem outras unidades. Uma unidade po  estar em um de dois 
estados, falho ou sem-falha, e seu estado não muda durante o diagnóstico. Neste 
modelo, um teste envolve a aplicação controlada de estímulos e a observação da 
resposta correspondente.  
 
 O modelo PMC assume que um sistema S é representável por um grafo 
completo, isto é, há ligação entre quaisquer pares de unidades (ui, uj) e não existem 
falhas de enlace. O modelo também assume que todo nodo sem-falha executa de modo 
confiável todos os testes, isto é, um nodo sem-falha nunca realiza um teste de forma 
imprecisa, enquanto nodos com falha podem retornar resultados incorretos [44, 25, 22]. 
Uma unidade testadora avalia a unidade testada comofalha ou sem-falha.  
 
 O conjunto de testes deste modelo forma um grafo direcionado em que os 
vértices ou unidades ui são os nodos do sistema e as arestas que vão de i para j, ou links 
de testes bij , representam um teste do nodo i para o nodo j. O valor aij  que pode ser  
{0, 1}, corresponde ao resultado do teste bij . Este resultado será 0 sobre a hipótese de 
que o testador ui está sem-falha e se a unidade testada uj estiver sem-falha. O resultado 
será 1 também considerando a mesma hipótese e se uj e tiver falha. Mas caso o testador 
ui esteja falho, o resultado não é confiável, então aij  pode assumir tanto 0 como 1, 
independente do estado da unidade testada. 
 
 O conjunto de todos os resultados de testes é chamado de síndrome do sistema. 
O modelo PMC assume a existência de um observador central que, baseado na 
síndrome, realiza o diagnóstico, isto é, determina o estado de todos os nodos do sistema. 
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Hakimi e Amim em [44] apresentam resultados sobre a capacidade de realização de 
diagnóstico do modelo PMC, tendo em vista o número d  nodos falhos no sistema. Se o 
sistema consiste de N unidades, as seguintes condições garantem que o diagnóstico é 
possível mesmo que até t nodos estejam falhos: 1) N ≥ 2t +1; e 2) cada unidade é testada 
por pelo menos outras t unidades. 
 
 Como exemplo, a figura 2.1 mostra um sistema com 5 unidades u1, u2, u3, u4 e 
u5 executando os testes b12, b23, b34, b45 e b51 onde a unidade 1 é falha. Nesta figura, 
ao lado das arestas também é mostrado o valor aij  correspondente. A síndrome para o 
sistema mostrado nesta figura é representada por um vetor de 5 bits (x, 0, 0, 0, 1) que 

















Figura 2.1: Um sistema com 5 onde a unidade 1 é falha. 
 
 
2.2 Diagnóstico Hierárquico e Adaptativo 
 
 Muitos algoritmos baseados no modelo PMC foram propostos nos últimos 35 
anos. O diagnóstico é dito adaptativo [23], se cada nodo do sistema é capaz de executar 
testes em outros nodos e se a seleção dos próximos teste  depende dos resultados de 
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testes anteriores. O diagnóstico é dito distribuído [24], se o algoritmo não assume a 
existência de um nodo observador central, mas considera que os próprios nodos que 
realizam os testes fazem o diagnóstico do sistema. Qu ndo o diagnóstico é hierárquico 
[25], os nodos são divididos em clusters e a cada ro da de testes o tamanho destes 
clusters aumenta. Um nodo pode estar em um de dois estados, falho ou sem-falha, e seu 
estado não muda durante o diagnóstico. Cada mudança no estado dos nodos é chamada 
de evento. 
 
 Os algoritmos hierárquicos, adaptativos e distribuídos assumem que o sistema S 
com N nodos é representável por um grafo completo, isto é, há ligação entre quaisquer 
pares de nodos (ni, nj) e não existem falhas de enlace. Estes algoritmos definem rodadas 
de testes, que são intervalos de tempo em que cada nodo executa se s testes. Quando o 
nodo testador realiza um teste em um nodo sem-falha, recebe informações do nodo 
testado que são chamadas de informações de diagnóstico [25]. Os algoritmos 
hierárquicos, adaptativos e distribuídos assumem falhas do tipo crash, isto é, um nodo 
com falha simplesmente pára e nunca responde a testes [27, 28, 29]. 
 
 Os algoritmos hierárquicos adaptativos e distribuídos incluem o algoritmo  
Hi-ADSD [26], o algoritmo Hi-ADSD with Detours [42] e por último o Hi-ADSD with 
Timestamps [29]. Estes algoritmos utilizam uma estratégia de agrupar os nodos em 
clusters lógicos de tamanho progressivo, com exceção do algoritmo Hi-ADSD with 
Timestamps onde o tamanho do cluster, considerando um sistema com N nodos, é 
sempre N/2. O número de nodos em um cluster, isto é, seu tamanho, é sempre uma 
potência de dois. Estes algoritmos executam seus testes de maneira assíncrona, isto é, 
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em um determinado intervalo de testes, os nodos sem-falha podem testar clusters de 
tamanhos diferentes. 
 
2.2.1 O Algoritmo Hi-ADSD with Timestamps 
 
 O algoritmo Hi-ADSD with Timestamps foi proposto por Duarte, Brawerman e 
Albini [29]. Este algoritmo utiliza a mesma estratégia de agrupar os nodos em clusters 
lógicos utilizada pelos outros algoritmos hierárquicos. Neste algoritmo o tamanho de 
todo cluster é sempre N/2. O grafo dirigido dos nodos sem-falhas testados, T(S), tem 
arestas dirigidas do nodo a para o nodo b caso o nodo a teste o nodo b como sem-falha. 
Quando não há falhas em nenhum nodo do sistema, T(S) é um hipercubo, como mostra 
a figura 2.2 para N=8. 
 
 
Figura 2.2: T(S) para um sistema com 8 nodos. 
 
 Quando um nodo é testado, o nodo testador obtém informação sobre todo o 
cluster do nodo testado. Em cada intervalo de teste, cada nodo testa um determinado 
nodo em um cluster. Em log2N intervalos de testes todos os clusters são testados. O 
processo continua indefinidamente.  
 17
 
 No algoritmo Hi-ADSD with Timestamps é possível que o nodo i obtenha 
informação de diagnóstico sobre o nodo j a partir de dois ou mais nodos sem-falha. 
Neste caso é necessário garantir que o nodo i seja capaz de determinar a informação 
mais recente sobre o estado do nodo j. Por exemplo, na figura 2.3 o nodo 0 obtém 
informação de diagnóstico do nodo 5 através do nodo 1 e do nodo 4. Consequentemente 
é preciso garantir que o nodo 0 obtenha a informação mais recente sobre o nodo 5. 
 
 
Figura 2.3: O nodo 0 obtém informação de diagnóstico do nodo 5  
através do nodo 1 e do nodo 4. 
 
 Assim, cada nodo do sistema executando o algoritmo Hi-ADSD with Timestamps 
mantém um timestamp para o estado de cada outro nodo do sistema, de forma que o 
testador possa determinar qual é a informação de diagnóstico mais recente sobre certo 
nodo obtida a partir de mais de um nodo testado. A latência deste algoritmo é log22N 
rodadas de testes e o número de testes por rodada de testes é de Nlog2N e a cada rodada 
de testes é transferido um número fixo de informações de diagnóstico de N/2 nodos a 
cada teste.  
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2.3 Diagnóstico Baseado em Comparações 
 
 O primeiro modelo de diagnóstico baseado em comparações foi proposto por 
Malek [30]. Neste modelo, é assumido que em um sistema de N unidades, a comparação 
dos resultados produzidos na saída da execução de tarefas de alguns ou todo par de 
unidades é possível. Qualquer diferença na comparação indica que uma ou ambas as 
unidades estão falhas. Além disso, ele consiste de duas atividades: primeiro, detecção de 
falhas, onde o objetivo é somente determinar que uma falha ocorreu em um sistema, 
pois se a comparação de resultados indicar diferença sabe-se que ao menos uma das 
duas unidades estão falhas, mas não se sabe qual; e segundo, localização de falhas, onde 
a identificação de qual é a unidade falha é necessária. 
 
 Um sistema com N unidades é modelado como um grafo G(V, E, C) onde V é o 
conjunto de N vértices e E e C são conjuntos de arestas. Cada componente de V
corresponde a um processador que é considerado uma unid de do sistema e cada 
elemento do conjunto E representa a comunicação entre as unidades. O conjunt  C 
corresponde às comparações que são um subconjunto de E. Existe uma aresta de 
comparação, se o resultado das tarefas executadas pelas entidades que são os vértices 
desta aresta, forem comparados por uma entidade testadora. 
 
 O modelo assume que as tarefas do sistema são duplicadas em duas unidades 
diferentes. Ele também assume que existe um observador central que armazena as 
informações das saídas de tarefas e que através das comparações das saídas chega-se ao 
diagnóstico completo do sistema: se existe alguma falha ou não, e/ou localiza as 
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unidades falhas. Este observador central é uma unidde confiável que não sofre nenhum 
evento.  
 
 Quando duas unidades são comparadas, os resultados possíveis são mostrados na 
figura 2.4. O resultado pass indica que ambas as unidades estão sem-falha, enquanto fail 
indica que pelo menos uma das duas unidades está falha. Para a determinação da 
existência de falhas, mais comparações com relação  este par de unidades comparadas 
serão redundantes, mas para a localização de falhas, s unidades podem ser comparadas 




Unidade 1 Unidade 2 Comparação das Saídas 
sem-falha sem-falha 0 (pass) 
sem-falha falha 1 (fail) 
falha sem-falha 1 (fail) 
falha falha 1 (fail) 
  
Figura 2.4: O estado e a comparação das saídas de um par de unidades. 
 
 
 Introduzido juntamente com este primeiro modelo [30], foi proposto por Chwa e 
Hakimi em [31] outro modelo de diagnóstico baseado em comparações. Neste modelo, 
também são enviadas tarefas replicadas para duas unidades do sistema. Os estados falho 
ou sem-falha das unidades são determinados pela comparação das saídas destas tarefas. 
Uma diferença na comparação das saídas destas tarefas indica a existência de uma falha. 
Também é assumida a existência de um observador cent al que realizada estas 
comparações para obter o diagnóstico completo do sistema. A diferença deste modelo 
para o modelo proposto por Malek, é que duas unidades falhas, quando submetidas à 
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mesma tarefa, podem produzir as mesmas saídas, podendo assim, causar uma igualdade 
na comparação destas saídas. 
 
2.4 Modelo MM de Diagnóstico Baseado em Comparações 
 
 O modelo MM, das iniciais dos autores, Maeng e Malek [32], é uma extensão do 
modelo de diagnóstico baseado em comparação proposto inicialmente por Malek [30]. 
No modelo apresentado na seção 2.3 o sistema pode ser r presentado por um grafo 
G=(V, E) não direcionado, onde cada nodo representa um processador e cada aresta 
representa um enlace de comunicação entre cada par de processadores. Dois 
processadores interagem um com o outro através do envi  de mensagens sobre este link 
de comunicação. A estratégia do diagnóstico pode ser modelada por um multigrafo 
M=(V, C) definido sobre o mesmo conjunto de nodos do grafo G. Uma aresta (i, j) ∈ C 
representa o fato que as unidades i, j ∈ V podem ser comparadas. M é um multigrafo 
porque as saídas do mesmo par de unidades podem ser comparadas por muitas outras 
diferentes unidades do sistema. 
 
 Neste modelo, a identificação do estado falho ou sem-falha de uma unidade é 
determinada pela comparação da resposta de uma taref  do sistema com a resposta da 
mesma tarefa imposta a outras unidades do sistema. U  unidade k compara a saída 
produzida por duas unidades i e j em resposta à mesma tarefa de entrada, uma 
discordância no resultado da comparação indica que ao menos uma unidade está falha e 
esta comparação resulta 1, enquanto que uma igualdade na comparação indica que as 
duas unidades estão sem-falha e esta comparação resulta 0.  
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 O conjunto de todas as comparações resultantes é nomeado de síndrome do 
sistema. Em [31] e [30] é assumido que um observado central do sistema realiza as 
comparações para descobrir quais são as unidades falhas do sistema. Este modelo 
assume que os resultados das comparações das saídas são enviados para um observador 
central que realiza o diagnóstico completo do sistema, mas permite que as comparações 
das saídas das tarefas sejam feitas pelas próprias unidades. A única restrição é que a 
unidade que realiza a comparação deve ser diferente das duas unidades que produzem as 
saídas da tarefa executada.  
 
 Este modelo assume algumas asserções como: todas as falh s de qualquer 
unidade são permanentes; uma unidade que está falha produz saídas incorretas para toda 
tarefa de entrada; a comparação feita por uma unidade  falha não é confiável; duas 
unidades falhas, quando submetidas à mesma tarefa de entrada não produzem a mesma 
saída; e, existe um limite superior t, sobre a quantidade de unidades que podem estar 
falhas no sistema para que a síndrome deste sistema eja possível. 
 
 A figura 2.5(a) mostra um sistema modelado como um grafo G, e a figura 2.5(b) 
mostra o conjunto de comparações para um multigrafo M referente a este grafo G. Nesta 
figura, o número ao lado de cada aresta é o número da unidade que está comparando o 
resultado das saídas do par de unidades dos vértices desta aresta. O resultado de cada 
comparação é mostrado dentro de um círculo ao lado de cada uma destas arestas. Nesta 
figura podemos notar que a síndrome do sistema podeser produzida, por exemplo, 























(a) (b)  
 
Figura 2.5: (a) Um sistema para um grafo G de 5 unidades.  
(b) Um multigrafo M de comparações para o grafo G. 
 
 Uma generalização do modelo MM foi proposta por [33] e chamada de modelo 
MM*. Neste modelo as comparações são distribuídas e as saídas para comparações são 
enviadas para um observador central que realiza o diagnóstico. Mas este modelo 
permite que a própria unidade testadora seja uma das unidades que produzem as saídas. 
Este modelo também apresenta uma solução para a classe de sistemas diagnosticáveis 
pelo modelo MM e dá as condições suficientes para um sistema ser t-diagnosticável. 
 
2.5 Modelo de Diagnóstico Baseado em Comparações com 
Broadcast Confiável 
 
 O modelo de diagnóstico baseado em comparações com broadcast confiável [34] 
é uma combinação do diagnóstico distribuído [45] e o modelo MM* de comparação em 
sistemas [33] utilizando um serviço de broadcast confiável [46]. O diagnóstico 
distribuído é baseado na comparação de tarefas redundantes e tem acesso ao protocolo 
de broadcast confiável. Neste modelo, uma tarefa é atribuída como entrada para um par 
de nodos diferentes. Estes dois nodos executam a tarefa e as saídas produzidas são 
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comparadas para detectar uma possível falha em um dos dois nodos. Estes dois nodos 
que estão sendo comparados fazem broadcast das suas aíd  para todos os nodos do 
sistema, inclusive eles próprios. A figura 2.6 mostra este processo. Nesta figura o nodo 
1 envia uma mesma tarefa aos nodos 2 e 3 que fazem broadcast das saídas destas tarefas 
para todos os nodos do sistema. 
 
 Todo nodo sem-falha no sistema compara as duas saídas que são recebidas. As 
comparações são realizadas em todo nodo sem-falha, inclusive os próprios nodos que 
estão sendo comparados. Uma vez que um nodo produziu um conjunto suficiente de 
comparações de saída sobre os diversos nodos do sistema, ele é responsável por 












Figura 2.6: Em um sistema de 6 nodos, uma tarefa é nviada para os nodos 2 e 3 
e suas saídas são enviadas por broadcast para todos os n dos do sistema. 
 
 
 Este modelo adota as mesmas asserções sobre as comparações das saídas usadas 
originalmente pelo modelo de Malek [30], pelo model MM [32] além do modelo MM* 
[33]. Estas asserções mostram que dois nodos sem-falha submetidos à mesma tarefa 
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sempre produzem a mesma saída, enquanto que um nodo falho sempre produz uma 
saída diferente da saída de qualquer outro nodo falh  ou sem-falha submetido à esta 
mesma tarefa. Esta característica destes modelos difere-se para o modelo baseado em 
comparação de Chwa e Hakimi [31] em que dois nodos falhos podem produzir saídas 
iguais quando submetidos às mesmas tarefas. 
 
 A comparação dos nodos deste sistema também é modelada como um grafo  
G(V, E), onde V é um conjunto de vértices e E é um conjunto de arestas. Cada vértice 
corresponde a um nodo e cada aresta corresponde a um par de nodos que serão 
comparados durante o procedimento de diagnóstico.  
 
 Se as saídas das tarefas de um par de nodos são iguais, a comparação resulta 0. 
Se as saídas das tarefas de dois pares de nodos são diferentes, a comparação resulta 1. 
Uma síndrome é a coleção completa das comparações de todas as saídas, isto é, um 
valor 0 ou 1  para cada aresta de comparação do grafo G. Caso aconteça um time-out, ou 
seja, um tempo limitado é esgotado sem uma resposta c m a saída de uma certa tarefa, é 
utilizado um valor especifico que é diferente quando comparado com qualquer outro 
valor. 
 
 Além disso, um sistema utilizando um modelo baseado em comparações com 
broadcast precisa garantir outras asserções: qualquer mensagem de broadcast de um 
nodo sem-falha é recebida corretamente por todos os outros nodos sem-falha em um 
tempo limitado; o tempo para qualquer mensagem produzir uma saída também é 
limitado; cada nodo tem um identificador único; nodos sem-falha podem identificar 
corretamente o remetente de um broadcast; e, valores de saída enviados por um nodo 
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falho e recebidos por nodos sem-falha não causam um resultado igual quando 
comparados com a saída de um outro nodo qualquer falho ou sem-falha.  
 
 Por fim, o broadcast confiável utilizado, é o tipo mais fraco possível dentre todos 
os tipos de broadcast confiável [46], e não tem requisitos quanto à ordem das 
mensagens, isto é, não é um broadcast FIFO (Fisrt In, Fist Out) e nem é um broadcast 
causal [46]. Estas características ajudaram a simplificar o problema deste modelo, 
garantindo que todos os nodos sem-falha do sistema produzem a mesma saída para as 
comparações e uma síndrome completa é obtida para cada nodo sem-falha do sistema. 
 
2.6 Modelo de Diagnóstico Baseado em Comparações 
Utilizando Hipercubos 
 
 O modelo de diagnóstico baseado em comparações utilizando hipercubos foi 
proposto por Wang [35] e trata do diagnóstico baseado em comparações em hipercubos 
e nos chamados hipercubos melhorados (enhanced hypercubes) [38]. Considere um 
grafo G=(V, E), onde cada nodo vi ∈ V representa um processador e cada aresta  
{ vi, vj} ∈ E representa um enlace de comunicação entre vi e vj. O sistema pode ser 
modelado como um multigrafo M=(V, C) onde V representa o conjunto de 
processadores e as arestas {vb, vc} va ∈ C, onde a aresta com label va conectando os 
nodos vb e vc, representa que estes nodos vb e vc estão sendo comparadas pelo nodo va. 
M é um multigrafo porque o mesmo par de nodos pode ser comparado por diferentes 
nodos do sistema. Este modelo define sobre o multigrafo M, um multigrafo M*=(V, C*), 
onde C* ={{ vb, vc} va | {va, vb}, { vb, vc} ∈ E }, ou seja, este modelo permite que o 
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próprio nodo testador possa ser um dos nodos que estão sendo comparados. Um grafo G 
para um sistema de 5 nodos e um multigrafo M são exemplificados na figura 2.7. Por 
exemplo, nesta figura através do multigrafo M, podemos notar que os nodos va e ve são 
comparados pelo nodo vb, os nodos va e vb são comparados pelo nodo ve, os nodos vb e 
ve são comparados pelo nodo va, e assim por diante. 
 
 Para representar o resultado da comparação dos nod vb e vc pelo nodo va, é 
usada a notação r({vb, vc} va). Este resultado será 0 quando a comparação das saídas 
indicar igualdade e o resultado será 1 quando a comparação das saídas indicar diferença. 
Se o resultado for 1, ao menos 1 dos nodos va, vb ou vc está falho. Se o resultado for 0 e 
o nodo testador va também está sem-falha, então vb e vc também estão sem-falha. Mas 
se o nodo testador va estiver falho, o resultado dos testes não são confiáveis, portanto 


















Figura 2.7: Um grafo G para um sistema de 5 nodos, e um multigrafo M. 
 
 
 Um n-hipercubo é um grafo G=(V, E) onde V consiste de 2n nodos, numerados 
de 00...0 (n bits) até 11...1 (n bits), e {vi, vj} ∈ E se e somente se vi e vj têm somente um 
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bit de diferença. Desta forma todo nodo tem uma ligação com exatos n outros nodos. Se 
dois nodos vi e vj de um n-hipercubo possuem d bits diferentes, é dito que estes dois 
nodos têm distância de Hamming (H) igual a d. Então, em um n-hipercubo, ou 
simplesmente n-cubo, uma ligação existe entre vi e vj se e somente se  
H(vi e vj) = 1. Como exemplo, um 3 hipercubo é mostrado através da figura 2.8(a) e um 






















(a) (b)  
 
Figura 2.8: (a) Um 3-hipercubo, ou simplesmente um 3-cubo. 
(b) Um hipercubo 4-dimensional, ou simplesmente um 4-cubo. 
 
 
 A diagnosticabilidade (diagnosability) para hipercubos é n para o diagnóstico 
baseado em comparações se n ≥ 5 [35]. Conhecendo a n-diagnosticabilidade destes  
n-cubos sobre o modelo baseado em comparações, pode-se aplicar diretamente o 
algoritmo de diagnóstico proposto em [33].  
 
 Os hipercubos melhorados são obtidos pela adição de mais ligações, também 
conhecidos como desvios, sobre os hipercubos regular s. Estas ligações extras 
incrementam a habilidade de diagnóstico do sistema  alcançam um aperfeiçoamento 
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sobre muitas medidas [38] como o diâmetro e a densiade de trafego dos hipercubos 
melhorados. Estes hipercubos melhorados são denotados por (n, k)-cubo onde são 
adicionados 2n–1 desvios sobre as ligações já existentes em um  n-cubo. Existe um 
desvio entre um par de nodos bnbn–1 ...bk+1bkbk–1 ...b1 e bnbn–1 ...bk+1bkbk–1 ...b1, onde bi é o 
complemento de bi, e k ∈ {2, ..., n} é a distancia de Hamming entre os pares de nodos 
ligados pelos desvios. O exemplo de um (3, 2)-cubo e um (3,3)-cubo são mostrados 
respectivamente através da figura 2.9(a) e 2.9(b), onde os desvios são mostrados através 

















(a) (b)  
 
Figura 2.9: (a) Um (3,2)-cubo. (b) Um (3,3)-cubo. Os desvios  
são mostrados através das linhas pontilhadas. 
 
 
 A diagnosticabilidade dos hipercubos melhorados é incrementada para n+1 
sobre o diagnóstico baseado em comparações se n ≥ 6. Conhecendo a  
(n+1)-diagnosticabilidade sobre o modelo baseado em co parações, pode-se aplicar o 






2.7 Diagnóstico Baseado em Comparações sobre Redes 
Borboletas 
 
 No modelo apresentado por Araki e Shibata [39] é estudada a 
diagnosticabilidade de redes borboletas [40] através do diagnóstico baseado em 
comparações. São propostos dois métodos de geração de testes em redes borboletas, um 
é chamado de comparação one-way, e o outro de comparação two-way.  
 
 O sistema é representado por um grafo G=(V, E), onde cada nodo u ∈ V 
representa um processador e cada aresta (u, v) ∈ E representa um enlace de 
comunicação entre u e v. O diagnóstico baseado em comparações é realizado através do 
envio da mesma tarefa de entrada para um par {u, v} de processadores e é realizada a 
comparação das respostas destas tarefas. A comparação é feita em um terceiro 
processador x que tem acesso a ambos os processadores u  v. O resultado da 
comparação é igual ou diferente. Assume-se que um processador tem acesso a outro se e 
somente se existe um enlace de comunicação entre eles. Então x é o processador que 
compara u e v se e somente se (x, u) ∈ E e (x, v) ∈ E. 
 
 A comparação no sistema pode ser modelada por um multigrafo M=(V, C). V é o 
conjunto de processadores. Uma aresta {u, v} x ∈ C, onde x é o label da aresta (u, v), 
indica que x é o processador que compara de u e v. M é um multigrafo porque o mesmo 
par de processadores pode ser comparado por diferentes processadores. A figura 2.10 
mostra um exemplo de um grafo de interconexão G e um multigrafo de comparação M.
Por exemplo, nesta figura, através do multigrafo M, podemos notar que os nodos a e e 
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Figura 2.10: Um grafo de interconexão G e um multigrafo de comparação M.
 
 
 Neste modelo, processadores falhos satisfazem às seguintes restrições: todas as 
falhas são permanentes; um processador falho produz saídas incorretas para suas 
entradas; a saída da comparação realizada por um processador falho não é confiável; e, 
dois processadores falhos com a mesma entrada não produzem a mesma saída. 
 
 O conjunto com o resultado de todas as comparações é chamado de síndrome do 
sistema. O objetivo é determinar todos os processadores falhos e sem-falhas do sistema 
através da análise desta síndrome. Um sistema é t-diagnosticável se, para toda síndrome, 
o número de processadores falhos não ultrapassa t. 
 
 Uma rede borboleta BF(k, r) é uma rede k-ária e r-dimensional e possui rkr 
nodos. Cada nodo tem o label 〈l; x0x1...xr–1〉, onde 0 ≤ l ≤ r–1,  0 ≤ xi ≤ k–1, e  
0 ≤ i ≤ r–1. É chamado de l o nível (level) dos nodos. Cada nodo 〈l; x0x1...xr–1〉 é 
adjacente ao nodo  
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〈l+1; x0 ...xl–1 yl xl+1 ...xr–1〉 para 0 ≤ yl ≤ k–1, e ao nodo 
〈l–1; x0 ...xl–2 yl–1 xl ...xr–1〉 para 0 ≤ yl–1 ≤ k–1. 
 
 Como exemplos, a estrutura de uma BF(2, 3) e a estrutura de uma BF(3, 3) são 
mostradas nas figuras 2.11 e 2.12 respectivamente. Nestas figuras os nodos no nível 0 
são replicados para facilitar a visualização.  
 
 No método chamado de comparação one-way baseado na estrutura de redes 
borboletas, cada nodo u no nível l compara todo par de vizinhos no nível l+1. Por 
exemplo na figura 2.11, o nodo b realiza a comparação {a, d} b e o nodo c realiza a 
comparação {a, d} c. Já na figura 2.12 o nodo b realiza três comparações {a, e} b, {a, f} b, 
{ e, f} b. No segundo método chamado de comparação two-way, cada nodo u no nível l 
compara todo par de vizinhos no nível l–1 e no nível +1. Na figura 2.11, nota-se que o 
nodo a realiza duas comparações {b, c} a, {c, f} a. Na figura 2.12 o nodo a realiza seis 
comparações {b, c} a, {b, d} a, {c, d} a, e {x, y} a, {x, z} a e {y, z} a. Cada nodo realiza  
k(k–1)/2 comparações no método comparação one-way e realizada k(k–1) comparações 
no método comparação two-way.  
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 A diagnosticabilidade de redes borboletas BF(k, r) é no máximo 2k. A 
diagnosticabilidade mostrada por este modelo para o mét do comparação one-way é k–2 
e 2(k–2) no método comparação two-way. Um método melhorado de comparação 
também é proposto e aumenta a diagnosticabilidade pra 2k, que é o maior valor 
possível. Araki e Shibata em [47] também mostram que os algoritmos de diagnóstico 









































Figura 2.12: Estrutura de uma BF(3, 3) onde os nodos no nível 0 estão replicados. 
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2.8 Diagnóstico Baseado em Comparações Através de Cubos 
Cruzados 
 
 O modelo proposto por Fan [41] avalia a diagnosticabilidade de cubos cruzados 
considerando o diagnóstico baseado em comparações. Os cubos cruzados são uma 
importante variação dos hipercubos [48, 49, 50]. Ambos os cubos cruzados e hipercubos 
são grafos regulares que possuem o mesmo número de n dos, número de arestas e 
conectividade; ambos são recursivos por natureza. Mas o diâmetro dos cubos cruzados é 
aproximadamente a metade [41] do diâmetro dos hipercubos correspondentes. Um cubo 
cruzado n-dimensional contém uma árvore binária completa com 2n–1 nodos e com 
todos os ciclos de tamanho de 4 a 2n para n ≥ 2, enquanto um hipercubo n-dimensional 
não possui estas propriedades [41]. 
 
 Para a definição de um cubro cruzado, em [48, 49] é feita a seguinte definição: 
duas strings binárias x = x1x0 e y = 1y0 são par-relacionadas (pair-related), denotado por 
x ~ y, se e somente se (x, y) ∈ {(00, 00), (10, 10), (01, 11), (11, 01)}; se x e y não são 
par-relacionados, é denotado x ~ y. Um cubo cruzado n-dimensional também chamado 
de CQn, é definido recursivamente assim como em [48, 49].CQ1 é o grafo completo 
com dois nodos com label 0 e 1, respectivamente. Para n > 1, CQn consiste de dois 
subcubos CQ0n–1 e CQ
1
n–1. O nodo u = 0un–2 ...u0 do CQ
0
n–1 e o nodo v = 1vn–2 ...v0 do 
CQ1n–1 são adjacentes se e somente se 
1) un–2 = vn–2 se n é par, e 
2) para 0 ≤ i < (n –1) /2, u2i+1 u2i ~ v2i+1 v2i. 














Figura 2.13: Um cubo cruzado 3-dimensional CQ3. 
 
 
 O sistema é representado por um grafo G=(V, E), onde todo nodo v ∈ V 
representa um processador e cada aresta (u, v) ∈ E representa um enlace de 
comunicação entre u e v. O sistema pode ser modelado como um multigrafo M=(V, C) 
onde V representa o conjunto de processadores e C o conjunto de arestas. Toda aresta  
(v, w) de nome u é escrita como (v, w)u ∈ C. Uma aresta (v, w)u ∈ C representa a 
comparação de v e w por u. M é um multigrafo porque o mesmo par de processadores 
pode ser comparado por diferentes processadores. Caso u esteja sem-falha, o resultado 
da comparação das saídas de v w por u será 0 se v e w estiverem sem-falha. Este 
mesmo resultado será 1 se um dos dois processadores v u w estiver falho. Mas caso u 
estiver falho, o resultado não é confiável.  
 
 O conjunto com o resultado de todas as comparações é chamado de síndrome do 
sistema. O objetivo é determinar todos os processadores falhos e sem-falhas do sistema 
através da análise desta síndrome. A diagnosticabilid de do sistema é definida em 
função de t, e para o sistema ser t-diagnosticável o número de processadores falhos nã 
deve ultrapassar t. 
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 Este modelo mostra que diagnosticabilidade para cubos cruzados sobre o 
diagnóstico baseado em comparação é n para n ≥ 4. O algoritmo polinomial de 
diagnóstico apresentado em [33] pode ser usado para di gnosticar cubos cruzados  
n-dimensionais se o número de nodos falhos no cubo cruzado n-dimensional não 
ultrapassar n. 
 
2.9 Modelo Genérico de Diagnóstico Distribuído Baseado em 
Comparações 
 
 No modelo genérico de diagnóstico distribuído e adaptativo em nível de sistema 
baseado em comparações [43], considera-se que um sistema S com N nodos é 
completamente conectado, e é também representado por um grafo G=(V, E), onde V é 
um conjunto de vértices e E é um conjunto de arestas. Cada vértice do grafo 
corresponde a um nodo do sistema e as arestas correspondem aos enlaces de 
comunicação. Neste modelo os enlaces de comunicação não falham. Os nodos do 
sistema podem estar falhos ou sem-falhas e as mudanças de estado dos nodos são 
chamadas de eventos [29]. 
 
 Este modelo usa a mesma estratégia hierárquica de test s implementada no 
algoritmo Hi-ADSD with Timestamps [29], mas não é limitado a falhas do tipo crash 
como os algoritmos baseados no modelo PMC. Um nodo sem-falha testa outro nodo do 
sistema para identificar seu estado. Um teste é realizado através do envio de uma tarefa 
para um par de nodos do sistema. Após o recebimento das duas saídas da execução 
destas tarefas, o testador compara estas saídas e, se a comparação indicar igualdade, os 
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nodos são considerados sem-falha. Por outro lado, se a comparação das saídas indicar 
diferença, pelo menos um dos nodos testados será considerado falho, mas sem concluir 
qual dos dois é o nodo falho. 
 
As seguintes asserções são necessárias neste modelo: 
1) a comparação realizada por um nodo sem-falha sobre as saídas produzidas 
por dois nodos sem-falha sempre resulta em igualdade;  
2) a comparação realizada por um nodo sem-falha sobre as saídas produzidas 
por um nodo falho e qualquer outro nodo falho ou sem-falha sempre resulta 
em diferença;  
3) o tempo para um nodo sem-falha produzir uma saída para uma tarefa é 
limitado.  
Para garantir que a asserção 2 é satisfeita, dois nodos falhos devem produzir diferentes 
saídas para uma mesma tarefa de entrada.  
 
 Um multigrafo M(S) [51], representa a maneira com que os testes são executados 
no sistema. M(S) é um multigrafo direcionado definido sobre o grafo G, onde todos os 
nodos do sistema são sem-falha. Os vértices de M(S) correspondem aos nodos do 
sistema S. Cada aresta de M(S) representa que um nodo está enviando uma tarefa para 
ser executada por outro nodo, isto é, existe uma aresta do nodo i para o nodo j se o nodo 
i envia uma tarefa para ser executada pelo nodo j. 
 
 Considere como exemplo de um multigrafo M(S) a figura 2.14, onde o nodo 0 
envia um par de tarefas para os nodos 1 e 2, e também outro par de tarefas para os nodos 
2 e 3. Para representar as diferentes arestas existente  entre um mesmo par de nodos, 
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cada aresta possui um identificador constituído do identificador do par de nodos que 
conecta esta tarefa, mais o identificador do outro nodo que também recebeu esta mesma 
tarefa e terá sua saída comparada com a saída desta tarefa. Neste exemplo as aresta do 
grafo são (0, 1)2, (0, 2)1, (0, 2)3 e (0, 3)2, todas direcionadas do nodo 0 para outros nodos 
do sistema. A aresta (0, 1)2 indica que o nodo 0 está enviando uma tarefa para o nodo 1 
e a saída desta tarefa será comparada com a saída da tarefa enviada do nodo 0 para o 









Figura 2.14: Exemplo de multigrafo M(S). 
 
 O trabalho [43] apresenta um algoritmo de diagnóstico hierárquico, adaptativo e 
distribuído em nível de sistema baseado em comparações Hi-Comp (Hierarchical 
Comparison-Based Adaptive Distributed System-Level Diagnosis Algorithm), que é 
especificado a seguir. 
 
2.9.1 Especificação do Algoritmo Hi-Comp 
 
 No algoritmo Hi-Comp, um teste é realizado através do envio de uma tarefa para 
um par de nodos do sistema. Após o recebimento das du  saídas da execução destas 
 38
tarefas, o testador compara estas saídas e se a comp ração indicar igualdade, os nodos 
são considerados sem-falha. Se a comparação das saí indicar diferença, pelo menos 
um dos nodos testados será considerado falho, mas sem concluir qual dos dois é o nodo 
falho.  
 
 Neste algoritmo, um grafo T(S) representa a estratégia de testes empregada. T(S) 
é um hipercubo quando todos os nodos do sistema estão sem-falha. O grafo de testes de 
nodos sem-falha Ti(S), é um grafo direcionado sobre T(S) e mostra como a informação 
de diagnóstico é transmitida no sistema. Existe umaaresta em Ti(S) do nodo a para o 
nodo b se existe uma aresta em T(S) do nodo a para o nodo b e a distância de 
diagnóstico do nodo i para o nodo a for menor que a distância de diagnóstico do nodo i 
para o nodo b. A figura 2.15 mostra um grafo T(S) para um sistema de 8 nodos. 
 
 
Figura 2.15: T(S) para um sistema com 8 nodos. 
 
 Uma rodada de teste é um intervalo de tempo no qual todos os nodos sem-falha 
do sistema obtêm informação de diagnóstico sobre todos s nodos do sistema. Uma 
asserção é feita, na qual após o nodo i já ter testado o nodo j em uma certa rodada de 
teste, o nodo j não pode sofrer mais nenhum evento nesta rodada de teste.  
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 A estratégia de testes agrupa os nodos em clusters assim como o algoritmo  
Hi-ADSD with Timestamps [29]. Cada cluster tem N/2 nodos. Uma função baseada na 
distância de diagnóstico define a lista de nodos sobre s quais o nodo i pode obter 
informação de diagnóstico sobre um nodo p. 
 
 Inicialmente um nodo i envia uma tarefa para seus nodos filhos em pares. Como 
exemplo, em um sistema de 16 nodos mostrado na figura 2.16, o nodo 0 envia uma 
tarefa para os nodos 1 e 2; em seguida envia outra tarefa para os nodos 4 e 8. Quando a 
quantidade de nodos filhos é impar, o último nodo filho é testado com seu antecessor. 
Por exemplo, no sistema com 8 nodos mostrado na figura 2.15, o nodo 0 envia uma 
tarefa para os nodos 1 e 2; em seguida envia outra taref  para os nodos 2 e 4. 
 
 
Figura 2.16: Um sistema com 16 nodos. 
 
 Quando o nodo i realiza o diagnóstico de dois nodos como sem-falha través da 
comparação do resultado das tarefas destes nodos, o nodo i obtém a informação de 
diagnóstico sobre o cluster correspondente a que cada um destes dois nodos pertencem. 
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 Neste algoritmo é possível que o nodo i receba informações de diagnóstico do 
nodo j através de dois ou mais nodos p ep’, pois um nodo pode pertencer a mais de um 
cluster. Como exemplo, a figura 2.17 mostra um sistema com 8 nodos onde o nodo 7 
pertence a três clusters diferentes em destaque. Por ste motivo, o algoritmo implementa 
timestamps [29, 45] para determinar a ordem em que os eventos foram detectados e 
garantir que o nodo i receba sempre a informação de diagnóstico mais recent  sobre o 
estado de todos os nodos do sistema. Quando o nodo i recebe informação de diagnóstico 
sobre o nodo j através do nodo p, o nodo i compara seu próprio timestamp sobre o nodo 
j com o timestamp de p sobre o nodo j, se a comparação indicar que o timestamp de p 
sobre o nodo j é mais recente, então o nodo i atualiza a sua informação de diagnóstico, 
caso contrário, o nodo i simplesmente desconsidera esta informação de diagnóstico 
recebida do nodo p. 
 
(b)(a) (c)   
 
Figura 2.17: Uma divisão de clusters em um sistema de 8 nodos. 
 
 
 O algoritmo trabalha sobre três conjuntos: U, o conjunto dos nodos indefinidos; 
F, o conjunto dos nodos falhos; e, FF, o conjunto dos nodos sem-falha. Estes conjuntos 
possuem algumas propriedades: U ∩ F = ∅, U ∩ FF = ∅, F ∩ FF = ∅ e  
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U ∪ F ∪ FF = V. Cada nodo do sistema sempre estará em um destes três conjuntos e ao 
final de cada rodada de testes o conjunto U sempre é vazio. 
 
 Quando o nodo i compara a saída de dois nodos p e p’ e a comparação indicar 
igualdade, o nodo i identifica estes dois nodos como sem-falha. O nodo i c loca os 
nodos testados no conjunto FF removendo estes nodos do conjunto em que estes se 
encontravam. O nodo i também obtém informação de diagnóstico destes dois nodos 
sobre o cluster a que estes nodos pertencem. Cada cluster contém sempre N/2 nodos.  
 
 Quando um nodo i executa a comparação das saídas de dois nodos e a 
comparação indicar diferença, o nodo i classifica o estado destes dois nodos como 
indefinido, porque não é possível determinar se um ou ambos os nodos estão falhos. 
Assim, o nodo i coloca os dois nodos no conjunto U removendo estes nodos do 
conjunto em que se encontravam.  
 
 Se neste momento, o nodo i já tiver identificado algum nodo já classificado 
como sem-falha, o nodo i testa os dois nodos com este nodo sem-falha um de cada vez. 
Se a comparação das saídas indicar igualdade, entãoo nodo indefinido é considerado 
sem-falha, sendo mudado seu estado de indefinido para sem-falha, ou seja, o nodo é 
colocado no conjunto FF. Se a comparação indicar diferença, o nodo indefini o é 
considerado falho, sendo mudado seu estado de indefinido para falho, ou seja, o nodo é 
colocado no conjunto F. Mas se o nodo i não tiver identificado nenhum nodo sem-falha, 
os dois nodos indefinidos irão permanecer neste estado até que o nodo i chegue ao 
diagnóstico de algum nodo sem-falha que possa ser usado para fazer o diagnóstico dos 
nodos com estado indefinido.  
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 Antes de o nodo i colocar um nodo p no conjunto U, o nodo i deve testar o nodo 
p com todos os nodos k ∈ U. Se todas as comparações indicarem diferença o nod i 
coloca o nodo p no conjunto U. Mas se a comparação entre o nodo p e um nodo k ∈ U 
indicar igualdade o testador classifica os nodos p e k como sem-falha e após todos os 
nodos k ∈ U terem sido testados com o nodo p testador classifica os outros nodos ∈ U 
como falhos. 
 
 Quando um nodo k ∈ U  é identificado como sem-falha por um nodo i, nodo i 
recebe informação de diagnóstico dos N/2 nodos do cluster do nodo testado. Se após o 
nodo i testar seus filhos, o conjunto U for vazio e o nodo i não tem informação de 
diagnóstico sobre algum nodo, o nodo i testa este nodo com qualquer nodo já 
identificado como sem-falha nesta rodada de testes.  
 
 Se após o nodo i testar seus filhos e o conjunto FF for vazio, isto é, todos os 
nodos estão classificados como indefinidos, o nodo i eve testar os nodos filhos dos 
seus filhos no grafo de testes, e assim por diante té que alguma comparação indique 
igualdade, ou até que o nodo i teste o nodo mais distante no grafo. O último nodo é 
testado com todos os nodos do sistema. Se qualquer comparação indicar igualdade, o 
testador classifica ambos os nodos como sem-falha, e o testador pode determinar o 
estado de todos os nodos do sistema através das informações de diagnóstico destes dois 
nodos, ou testando os nodos com estado indefinido com estes dois nodos sem-falha. 
 
 Se após terem sido testados todos os nodos o conjunt  FF for vazio, o nodo i
assume a si próprio como sem-falha e testa todos os nodos k ∈ U consigo mesmo, um 
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por um. Neste momento, se a comparação indicar difeença o nodo k é considerado 
falho e se a comparação indicar igualdade o nodo k é considerado sem-falha. Desta 
forma, ao final da rodada de testes, todo nodo está no conjunto F ou FF, isto é,  






Um Algoritmo Hierárquico para 
Diagnóstico Distribuído Baseado  
em Comparações 
 
 Este capítulo apresenta o novo modelo genérico de diagnóstico distribuído e 
adaptativo baseado em comparações e o novo algoritmo Hi-Dif , baseado neste modelo. 
Também são apresentadas as provas da latência, do número de testes e da 
diagnosticabilidade do algoritmo Hi-Dif .  
 
3.1 Um Novo Modelo Genérico de Diagnóstico Baseado em 
Comparações 
 
 O novo modelo genérico de diagnóstico distribuído e adaptativo em nível de 
sistema baseado em comparações, considera que um sistema S com N nodos é 
completamente conectado, e é também representado por um grafo G=(V, E), onde V é 
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um conjunto de vértices e E é um conjunto de arestas. Cada vértice do grafo 
corresponde a um nodo do sistema e as arestas correspondem aos enlaces de 
comunicação. Neste modelo os enlaces de comunicação não falham. Os nodos do 
sistema podem estar falhos ou sem-falhas. Um nodo falh pode tanto estar com falha do 
tipo crash, como apenas estar respondendo de maneira i correta à tarefa enviada como 
teste. 
 
 Este modelo usa a mesma estratégia hierárquica de test s implementada no 
algoritmo Hi-ADSD with Timestamps [29], mas não é limitado a falhas do tipo crash 
como os algoritmos baseados no modelo PMC. Um nodo sem-falha testa outro nodo do 
sistema para classificar seu estado. O modelo classifica os nodos do sistema  
conjuntos de acordo com o resultado dos testes. Um teste é realizado através do envio 
de uma tarefa para um par de nodos do sistema. Após o recebimento das duas saídas da 
execução destas tarefas, o testador compara estas saídas e, se a comparação indicar 
igualdade, os nodos são classificados no mesmo conjunt  de nodos. Por outro lado, se a 
comparação das saídas indicar diferença, os nodos sã  classificados em conjuntos 
distintos, de acordo com o resultado da tarefa. Um dos conjuntos contém os nodos sem-
falha do sistema. Este modelo assume que o “usuário” do sistema é capaz de identificar 
o conjunto dos nodos sem-falha. O simples fato dos nodos serem classificados em mais 
de um conjunto indica que há nodos falhos no sistema. 
 
 Como este novo modelo faz uma classificação dos nodos em conjuntos a partir 
das saídas das tarefas recebidas e considerando a aplic ção para o diagnóstico de 
sistemas com conteúdo replicado, este modelo permite: a identificação dos nodos que 
estão com falha do tipo crash; a identificação dos nodos sem-falha; e, a identificação 
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dos nodos falhos que possuem alteração de conteúdo. Além disso, permite ainda a 
identificação dos conjuntos de nodos que estão falhos e que possuem as mesmas 
modificações no conteúdo replicado. 
 
As seguintes asserções são necessárias neste modelo: 
1) a comparação realizada por um nodo sem-falha sobre as saídas produzidas 
por dois nodos sem-falha sempre resulta em igualdade;  
2) a comparação realizada por um nodo sem-falha sobre as saídas produzidas 
por um nodo falho e outro sem-falha sempre resulta em diferença;  
3) o tempo para um nodo sem-falha produzir uma saída para uma tarefa é 
limitado.  
 
 Uma diferença do modelo genérico de diagnóstico distribuído baseado em 
comparações, que foi descrito na seção 2.9, para o modelo proposto, é que aquele 
modelo possui a seguinte asserção: a comparação realizada por um nodo sem-falha 
sobre as saídas produzidas por um nodo falho e qualquer outro nodo falho ou sem-falha 
sempre resulta em diferença; ou seja, dois nodos falhos, ou um falho e outro sem-falha, 
não podem produzir as mesmas saídas para uma mesma tarefa de entrada. O modelo 
proposto elimina esta asserção, ou seja, se dois nodos quaisquer estiverem invadidos e 
forem vandalizados com as mesmas alterações e a comparação do resultado das tarefas 
dos dois nodos for realizada, esta pode resultar em igualdade.  
 
 Um multigrafo M(S) [51], representa os testes executados no sistema. M(S) é um 
multigrafo direcionado definido sobre o grafo G, onde todos os nodos do sistema são 
sem-falha. Os vértices de M(S) correspondem aos nodos do sistema S. Cada aresta de 
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M(S) representa que um nodo está enviando uma tarefa para ser executada por outro 
nodo, isto é, existe uma aresta do nodo i para o nodo j se o nodo i envia uma tarefa para 
ser executada pelo nodo j. 
 
 Neste modelo, um evento é definido como a mudança de estado de um nodo 
detectada pelo algoritmo de diagnóstico, ou seja, qu ndo um nodo passa a responder de 
forma diferente à tarefa enviada como teste, em relação a forma como respondeu à 
tarefa pela última vez. 
 
3.2 O Algoritmo Hi-Dif 
 
 Nesta seção é apresentado um novo algoritmo para o di gnóstico adaptativo 
distribuído e hierárquico baseado em comparações, chamado Hi-Dif , baseado no modelo 
de diagnóstico apresentado na seção anterior. Este novo algoritmo é voltado para o 
diagnóstico de alterações em nodos com conteúdo replicado. Como exemplo pode-se 
citar o diagnóstico de vandalismo em servidores Web. Este novo algoritmo ainda 
permite a identificação dos nodos que possuem um mesmo tipo de modificação de 
conteúdo e diferenciá-los de outros nodos que possuem o tros tipos de modificação. Por 
fim, é descrito como é tratado o diagnóstico dinâmico de eventos e qual o procedimento 
de recuperação de falhas utilizado pelo algoritmo. 
 
3.2.1 Descrição do Algoritmo Hi-Dif 
 
 O novo algoritmo, Hi-Dif , é dito distribuído porque o diagnóstico é executado 
por todos os nodos do sistema, adaptativo porque os próximos testes de um nodo são 
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baseados nos resultados de testes anteriores, e é dito hierárquico porque na estratégia de 
testes os nodos são divididos em clusters. Este algoritmo é baseado no modelo 
apresentado na subseção 3.1. 
 
 O multigrafo [33, 51, 52] de testes do sistema, M(S), representa a maneira com 
que os testes são realizados. M(S) é um multigrafo direcionado definido sobre o grafo G, 
onde todos os nodos do sistema são sem-falha. Os vértices de M(S) correspondem aos 
nodos do sistema S. Cada aresta de M(S) representa que um nodo está enviando uma 
tarefa para ser executada por outro nodo, isto é, existe uma aresta do nodo i para o nodo 
j se o nodo i envia uma tarefa para ser executada pelo nodo j. 
 
 Para representar as diferentes arestas existentes tr  um mesmo par de nodos, 
cada aresta possui um identificador constituído do identificador do par de nodos que 
conecta esta tarefa, mais o identificador do outro nodo que também recebeu esta mesma 
tarefa e terá sua saída comparada. Desta forma se o nodo a envia uma tarefa para os 
nodos b e c, existe uma aresta no multigrafo M(S) identificada por (a, b)c e existe outra 
tarefa em M(S) identificada por (a, c)b. Assim, sempre que existir uma aresta (a, b)c em 
M(S), deve, obrigatoriamente, existir outra aresta (a, c)b em M(S). 
 
 Considere como exemplo de um multigrafo M(S) a figura 3.1, onde o nodo 0 
envia um par de tarefas para si próprio e para o nod  1, e também outro par de tarefas 
para si próprio e para o nodo 2. Neste exemplo as aresta do grafo são (0, 0)1, (0, 1)0,  
(0, 0)2 e (0, 2)0, todas direcionadas do nodo 0 para outros nodos ou para si próprio. A 
aresta (0, 1)0 indica que o nodo 0 está enviando uma tarefa para o nodo 1 e a saída desta 
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tarefa será comparada com a saída da tarefa enviada do nodo 0 para o próprio nodo 0, e 









Figura 3.1: Exemplo de multigrafo M(S). 
 
 
 O grafo de testes de nodos sem-falha, T(S), é um grafo direcionado do sistema, 
definido sobre o multigrafo M(S). Este grafo representa a estratégia de testes 
empregada. T(S) é um hipercubo quando todos os nodos do sistema estão sem-falha e 
quando a quantidade de nodos do sistema é uma potência de 2. A figura 3.2 mostra um 
grafo T(S) para um sistema de 8 nodos. 
 
 A distância de diagnóstico entre o nodo i e o nodo j é definida como a menor 
distância entre o nodo i e o nodo j em T(S), isto é, o caminho com o menor número de 
arestas entre o nodo i e o nodo j no grafo T(S). Apesar de ser o menor caminho, pode 
existir mais de um caminho entre estes dois nodos com a mesma distância de 
diagnóstico. Por exemplo, na figura 3.2, a distância de diagnóstico entre o nodo 0 e o 
nodo 3 é 2, pois, apesar de existirem dois caminhos, o menor caminho entre esses nodos 




Figura 3.2: T(S) para um sistema com 8 nodos. 
 
 O grafo de testes de nodos sem-falha do nodo i, Ti(S), é um grafo direcionado 
sobre T(S) e mostra como a informação de diagnóstico é transmitida no sistema. Existe 
uma aresta em Ti(S) do nodo a para o nodo b se existe uma aresta em T(S) do nodo a 
para o nodo b e a distância de diagnóstico do nodo i para o nodo a for menor que a 
distância de diagnóstico do nodo i para o nodo b. A figura 3.3 mostra a T0(S) para um 
sistema de 8 nodos. Chamamos de filhos do nodo i na Ti(S), os nodos que possuem 
ligação direta com o nodo i. No exemplo da figura 3.3 os filhos do nodo 0 são os nodos 









 Uma rodada de teste é um intervalo de tempo onde todos os nodos sem-falha do 
sistema obtêm informação de diagnóstico sobre todos os nodos do sistema. Uma 
asserção é feita, na qual após o nodo i já ter testado o nodo j em uma certa rodada de 
teste, o nodo j não pode sofrer mais nenhum evento nesta rodada de testes. Esta asserção 
é necessária para garantir a propagação das informações de diagnóstico pelo sistema 
[29]. 
 
 A estratégia de testes agrupa os nodos em clusters como o algoritmo Hi-ADSD 
with Timestamps [29]. Uma função ci,s,p baseada na distância de diagnóstico define a 
lista de nodos sobre os quais o nodo i p de obter informação de diagnóstico através e a 
partir de um nodo p, com distância de diagnóstico menor ou igual a s –1 na Ti(S). Neste 
algoritmo s é sempre igual a log2N, o que implica que cada cluster tem sempre N/2 
nodos. A figura 3.4 mostra esta divisão de clusters para um sistema de 8 nodos para 
T0(S). Os clusters são: (a) c0,3,1: nodos {1, 3, 5, 7}, (b) c0,3,2: nodos {2, 3, 6, 7} e (c) 
c0,3,4: nodos {4, 5, 6, 7}. 
 
(b)(a) (c)   
 




 Em comparação com outros modelos de diagnóstico, o modelo do algoritmo  
Hi-Dif  tem uma diferença importante: a asserção em que a comparação realizada por um 
nodo sem-falha sobre as saídas produzidas por um nodo falho e outro nodo falho sempre 
resulta em diferença foi eliminada. Para eliminar esta asserção, neste algoritmo, um 
nodo i sempre se considera como sem-falha. Além disso, a estr tégia de testes dos 
nodos será a de enviar tarefas em pares, sempre uma para si próprio e outra para um 
nodo a ser testado. Ou seja, um nodo i testador, sempre envia uma tarefa para si próprio 
e para outro nodo j e compara o resultado destas tarefas.  
 
 Se a comparação do resultado destas tarefas do próprio nodo i e do nodo j 
indicar igualdade, o nodo i irá obter informação de diagnóstico deste nodo j. Desta 
forma o nodo i sempre considera como sem falha somente os nodos que gerarem saída 
para a tarefa enviada, igual à saída gerada pela tar f enviada ao próprio nodo testador. 
 
 Por este motivo, este algoritmo possui as seguintes asserções sobre o observador 
externo que é o “usuário” do algoritmo: este observador externo é quem realiza o 
diagnóstico do sistema e este observador externo é c nfiável e não pode falhar em 
hipótese alguma. Além disso, o observador externo sempre identifica corretamente se 
um nodo está correto a fim de se obter os dados de diagnóstico do sistema. Desta forma, 
este observador nunca irá escolher um nodo que esteja falho – ou no caso especifico a 
que se aplica o algoritmo, um nodo invadido ou com nteúdo incorreto – para obter as 
informações de diagnóstico do sistema. 
 
 Desta forma, no algoritmo Hi-Dif  os testes são realizados através do envio da 
tarefa para 2 nodos do sistema que a executam e devolvem os resultados para o nodo 
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testador. Além disso, no algoritmo um destes nodos sempre será o próprio nodo 
testador. Assim, quando um nodo testador i envia uma tarefa para o par de nodos i e x, o 
nodo i considera o nodo x como sem-falha quando o resultado das tarefas enviadas aos 
nodos i e x indicar igualdade. Caso contrário, o nodo x será considerado falho. 
 
3.2.2 Execução do Algoritmo 
 
 Inicialmente o nodo testador i envia uma tarefa para si próprio e outra para seu 
primeiro filho. Após receber os resultados desta tarefa, o nodo i envia outra tarefa para 
si próprio e para seu próximo filho, e assim por diante até que sejam enviadas tarefas 
para todos os seus filhos. Por exemplo, em um sistema de 8 nodos, quando os filhos do 
nodo 0 estão sem-falha, o nodo 0 envia a primeira tarefa para os nodos 0 e 1, ele próprio 
e seu primeiro filho; depois ele envia outra tarefa para os nodos 0 e 2, ele próprio e seu 
próximo filho, e por fim ele envia outra tarefa para os nodos 0 e 4, que é seu último 
filho. 
 
 Quando o nodo i diagnosticar que um de seus filhos está sem-falha, ou seja, o 
resultado da comparação das tarefas enviadas ao seu filho e ao nodo i resultar em 
igualdade, ele obtém informação de diagnóstico do cluster ao qual este nodo sem-falha 
pertence. Por exemplo, na figura 3.4, quando o nodo 0 iagnosticar o nodo 1 como sem-
falha, ele obtém através do nodo 1 informação de diagnóstico sobre todo o cluster do 
nodo 1, ou seja, dos nodos 3, 5 e 7. Da mesma forma quando o nodo 0 diagnosticar o 
nodo 2 como sem-falha, ele obtém através do nodo 2 informação de diagnóstico sobre 
todo o cluster do nodo 2, ou seja, dos nodos 3, 6 e 7. 
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 No algoritmo Hi-Dif  é possível que o nodo i receba informações de diagnóstico 
do nodo j através de dois ou mais nodos p e p’, porque um nodo pode pertencer a mais 
de um cluster como mostrado na figura 3.4, onde o nodo 0 pode obter informação de 
diagnóstico do nodo 3 e 7 através dos nodos 1 e 2. Por este motivo, é necessário garantir 
que o nodo i sempre obtenha a informação mais recente sobre os outros nodos do 
sistema. Para garantir isso, o algoritmo implementa timestamps [29, 45]. Os timestamps 
são implementados através de contadores de troca de estados, que cada nodo possui para 
todos os nodos do sistema. Essa estratégia permite determinar a ordem em que os 
eventos foram detectados e garantir que o nodo i receba sempre a informação de 
diagnóstico mais recente sobre o estado de todos os nodos do sistema. 
 
 Assim, quando o nodo i receber informação de diagnóstico do nodo j pelo nodo 
p, ele compara seu timestamp sobre o nodo j com o timestamp do nodo p sobre o nodo j, 
se o do nodo p for maior, o nodo i atualiza suas informações pelas informações 
recebidas, inclusive o valor do timestamp, caso contrário, as informações recebidas são 
descartadas. 
 
 Quando o nodo i executar a comparação entre as saídas de um par de t efas, 
enviadas uma ao próprio nodo i e outra ao um outro nodo j, e estas não indicarem 
igualdade, o nodo i classifica o nodo testado j como falho e não recebe informações de 
diagnóstico do cluster deste nodo j. 
 
 Se após o nodo i testar todos os seus filhos em uma rodada de testes ainda 
existirem nodos do sistema sobre os quais ainda não se obteve informações, o nodo i 
começa a testar diretamente os nodos, um de cada vez. Neste caso o nodo i pega o 
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próximo nodo como menor identificador que ainda nãoobteve informação sobre seu 
estado, e que a distância de diagnóstico seja igual a 2, ou seja, um nodo que seja filho de 
um dos seus filhos. Após já ter testado os filhos dos seus filhos e ainda restarem nodos 
em que não se tem informação sobre seus estados, o n do i testa os nodos com distância 
de diagnóstico igual a 3 e assim por diante até que se teste o último nodo que não se 
tenha informação sobre seu estado, que está a uma distância log2N. 
 
 Como exemplo, a figura 3.5 mostra um sistema de 8 nodos onde os nodos 2 e 4 
são falhos. Neste exemplo, o nodo 0 testa seus filhos, isto é, testa o nodo 1 e descobre 
que está sem-falha e recebe informações de diagnóstico sobre os nodos 3, 5 e 7, e em 
seguida testa os nodos 2 e 4 e descobre que estão falhos e não recebe nenhuma 
informação de diagnóstico. Neste momento o nodo 0 já testou todos os seus filhos ainda 
não tem nenhuma informação sobre o estado do nodo 6, esta forma o nodo 0 realiza 









 Mesmo após o nodo i ter testado todos os seus filhos e restarem x nodos do 
sistema dos quais não se conhece seu estado, isto não indica necessariamente que o 
nodo i irá realizar x testes extras para completar o diagnóstico do sistema. Isto se deve 
porque após o nodo i testar o primeiro destes x nodos, se este nodo estiver sem-falha, ele 
irá obter informação de diagnóstico sobre o restante dos nodos do cluster do nodo 
testado. 
 
 Como exemplo, a figura 3.6 mostra um sistema de 8 nodos onde os nodos 1, 2 e 
4 estão falhos. Neste exemplo, o nodo 0 testa seus filho , isto é, testa os nodos 1, 2 e 4 e 
descobre que estão falhos e não recebe nenhuma informação de diagnóstico sobre os 
demais nodos do sistema. Neste momento o nodo 0 nãotem informações de diagnóstico 
sobre os nodos 3, 5, 6 e 7, e então testa o primeiro nodo com distância de diagnóstico 
igual a 2 e com menor identificador, ou seja, testa o nodo 3. Como o nodo 3 está sem-
falha, o nodo 0 obtém informações sobre o nodo 7. Onodo 0 não obtém informação 
diagnóstico do nodo 5 através do nodo 3, pois a distância de diagnóstico do nodo 0 até o 
nodo 3 somada à distância de diagnóstico do nodo 3 até o nodo 5 é maior que a 
distância de diagnóstico do nodo 0 até o nodo 5. Desta forma após o nodo 0 ter testado o 
nodo 3, ele testa os nodos 5 e 6 que também irão repassar informações de diagnóstico 
sobre o nodo 7. Após o nodo 0 completar os testes dos filhos dos seus filhos, ou seja dos 
nodos 3, 5 e 6, ele não precisará testar o nodo 7 pois já recebeu informação sobre este 






Figura 3.6: Sistema de 8 nodos com os nodos 1, 2 e 4 falhos. 
 
 
3.2.3 Classificação de Nodos com Mesmo Resultado 
 
 Além de apresentar o diagnóstico do sistema, o novalgoritmo também executa 
uma classificação dos nodos do sistema em conjuntos. Estes conjuntos são construídos 
de forma a permitir a fácil identificação de quais nodos do sistema estão respondendo 
com o mesmo resultado para as tarefas enviadas comoteste. Um dos objetivos desta 
classificação é, por exemplo, permitir a fácil identificação de quais nodos estão com 
falha do tipo crash, ou ainda permitir identificar quais conjuntos de nodos estão 
invadidos e vandalizados com o mesmo tipo de alteração sobre o conteúdo que deveria 
estar replicado. 
 
 Para isso, o algoritmo classifica os nodos em conjuntos com identificador 
numérico e sequencial e estes conjuntos são utilizados para a seguinte classificação: 
nodos com falhas do tipo crash; nodos que possuem o conteúdo correto, ou seja, que 
estão respondendo corretamente às tarefas; e, nodos com falhas por estarem 
respondendo às tarefas enviadas de forma diferente da considerada correta.  
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 Como a identificação dos conjuntos é numérica e sequencial, foi padronizado o 
conjunto com identificador 0 para os nodos que possuem falha do tipo crash; o conjunto 
com identificador 1 para os nodos que não estão falh s, ou seja, nodos que estão com os 
dados replicado inalterados ou corretos; o conjunto com identificador 2 é utilizado para 
nodos que respondem da mesma maneira, mas incorretamente para as tarefas enviadas 
como teste; o conjunto com o identificador 3 para nodos que também respondem da 
mesma maneira, mas incorretamente e com resposta diferente da resposta dos nodos que 
estão no conjunto 2; e assim por diante. Desta forma, podemos identificar quais nodos já 
estão invadidos e vandalizados, caso exista algum nodo nesta situação, e permitir 
diferenciá-los, por exemplo, dos nodos que estão com falhas do tipo crash. 
 
 Para isso, sempre que um nodo testador envia uma taref  para um par de nodos, 
por exemplo, um nodo y e o próprio nodo testador i, além de realizar a comparação do 
resultado das tarefas e classificar o nodo y como falho ou sem-falha de acordo com o 
resultado da comparação, o testador coloca o nodo y no conjunto 0 se este nodo não 
responder ao teste, coloca o nodo testado no conjunt  1 se o resultado da tarefa enviado 
ao nodo for igual ao resultado da tarefa enviada ao próprio nodo testador. Mas se o 
resultado da tarefa nodo y for diferente do resultado da tarefa do próprio nodo i, o 
testador começa a comparar o resultado da tarefa do nodo y com o resultado de um dos 
nodos de cada um dos conjuntos começando pelo conjunt  de identificador 2. Desta 
forma o algoritmo compara o resultado do nodo y c m o resultado de qualquer nodo do 
conjunto 2, se o resultado for o mesmo, o nodo y será colocado neste conjunto, caso 
contrário o algoritmo continua a busca, comparando o resultado da tarefa enviada ao 
nodo y com o resultado de qualquer nodo do conjunto 3, se o resultado for o mesmo, o 
nodo y será colocado neste conjunto, e assim por diante.  
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 Desta forma ao ser encontrado um conjunto em que exista algum nodo que 
possui resultado igual ao resultado da tarefa enviada para o nodo y, o nodo y será 
colocado neste conjunto e o algoritmo não continua a busca. Caso sejam consultados 
todos os conjuntos a partir do conjunto 2, e mesmo assim não foi encontrado um 
conjunto que possui um nodo que tenha resultado igual ao do nodo y, será criado um 
novo conjunto com título indicando o número do maior conjunto já criado, somando-se 
uma unidade. Por exemplo: se o maior conjunto já criado for o conjunto 3, e um nodo 
do conjunto 2 não possuir o mesmo resultado do nodo y, e também um nodo do 
conjunto 3 não possuir o mesmo resultado do nodo y, será criado o conjunto com 
identificador 4 e colocado o nodo y neste conjunto. 
 
3.2.4 Especificação do Algoritmo 
 
 O algoritmo Hi-Dif  agrupa os nodos em dois conjuntos de estados: o conjunt  
dos nodos falhos: F, e o conjunto dos nodos sem-falha: FF. Estes conjuntos são sempre 
disjuntos e a união deles sempre resulta em V, isto é F ∩ FF = ∅ e F ∪ FF = V. Além 
disso, o algoritmo utiliza também uma lista de conjuntos, result-set-list, para classificar 
o nodo de acordo com o resultado da tarefa enviada. Cada nodo do sistema mantém 
estes 2 conjuntos F e FF e mantém também a lista de conjuntos result-set-list. Ao final 
de cada rodada de testes cada nodo deve estar em um dos dois conjuntos F e FF e deve 
estar em exatamente um dos conjuntos da lista re ult-set-list. 
 
 Quando o nodo i compara as saídas de uma tarefa realizada pelo próprio nodo i e 
por outro nodo p, e essa comparação indicar igualdade, o nodo i i entifica o nodo p 
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como sem-falha. O nodo i coloca o nodo p no conjunto FF retirando-o do conjunto F
caso estivesse neste conjunto. Além disso, o nodo p é colocado no conjunto 1 da lista 
result-set-list, ou seja, é colocado no conjunto dos nodos com conteúdo correto. Em 
outras palavras: 
 
envia_tarefa( i, p ); 
SE ( resultado(i) == resultado(p) )  
ENTÃO 
 F = F – {p}; 
 FF = FF + {p}; 
 result-set-list[conjunto 1] = result-set-list[conj unto 1] + {p}; 
FIM_SE 
 
 Quando o nodo i identifica um nodo sem-falha, ele obtém desse nodo 
informações de diagnóstico sobre todo o cluster desse nodo. Além disso, como são 
utilizados timestamps para datar as informações, o nodo i deve testar se as informações 
que está recebendo são mais novas que as que ele já possui. Caso as informações que 
está recebendo sejam mais recentes, o nodo i deve substituir suas informações pelas que 
está recebendo, caso contrário deve simplesmente descartar estas informações. Em 
outras palavras: 
 
envia_tarefa( i, p ); 
SE ( resultado(i) == resultado(p) )  
ENTÃO 
 F = F – {p}; 
 FF = FF + {p}; 
 result-set-list[conjunto 1] = result-set-list[conj unto 1] + {p}; 
 
 OBTER informações de diagnóstico do cluster de p; 
  COMPARAR timestamps dos nodos do cluster; 
  ATUALIZAR informações locais se necessário; 
FIM_SE 
 
 Quando o nodo i envia uma tarefa para ser realizada pelo próprio nodo i e por 
outro nodo p, mas o nodo p não responde, o nodo i identifica o nodo p como falho. O 
nodo i coloca o nodo p no conjunto F retirando-o do conjunto FF caso estivesse neste 
conjunto. Além disso, o nodo p é colocado no conjunto 0, ou seja, é colocado no 






envia_tarefa( i, p ); 
SE ( resultado(p) == ∅ )  
ENTÃO 
 FF = FF – {p}; 
 F = F + {p}; 
 result-set-list[conjunto 0] = result-set-list[conj unto 0] + {p}; 
FIM_SE 
 
 Quando o nodo i compara as saídas de uma tarefa realizadas pelo próprio nodo i 
e por outro nodo p, e essa comparação indicar diferença, o nodo i i entifica o nodo p 
como falho. O nodo i coloca o nodo p no conjunto F retirando-o do conjunto FF caso 
estivesse neste conjunto. Em outras palavras: 
 
envia_tarefa( i, p ); 
SE ( resultado(i) != resultado(p) )  
ENTÃO 
 FF = FF – {p}; 
 F = F + {p}; 
FIM_SE 
 
 Além disso, quando o nodo i identifica um nodo p como falho porque o 
resultado da tarefa do nodo p foi diferente do resultado da tarefa enviada ao nodo i, é 
procurado um conjunto na lista result-set-list para se colocar o nodo p. Essa procura 
começa pelo conjunto 2 da lista result-set-list. Para cada conjunto a partir do conjunto 2, 
é verificado se o primeiro nodo x deste conjunto possui resultado para a tarefa enviada a 
este nodo x igual ao resultado da tarefa do nodo p. Caso esta verificação seja 
confirmada, o nodo p será colocado no mesmo conjunto do nodo n na lista  
result-set-list. Caso contrário, será criado um novo conjunto na list result-set-list e 



















envia_tarefa( i, p ); 
SE ( resultado(i) != resultado(p) )  
ENTÃO 
 FF = FF – {p}; 
 F = F + {p}; 
 
 id_conj = NULO; 
 PARA (x começando em 2)  
 ENQUANTO ( x <= result-set-list.id_maior_conjunto E id_conj == NULO )  
 FAÇA 
  SE ( resultado(um nodo de result-set-list[conjunt o x]) == resultado(p) )  
  ENTÃO  
   id_conj = x; 
  FIM_SE 
 FIM_PARA 
 
 SE ( id_conj != NULO )  
 ENTÃO  
  result-set-list[conjunto id_conj] =  
      result-set-list[conjunto id_conj] + {p}; 
 SENÃO 
  id_novo_conj = result-set-list.criar_novo_conjunt o; 




 Desta forma, o nodo i testa primeiramente seus filhos na Ti(S), enviando uma 
tarefa sempre para o próprio nodo i e para o seu próximo filho a testar. Assim, através 
da comparação do resultado das tarefas enviadas, o nodo i determina o estado de todos 
os seus nodos filhos. 
 
 Quando o nodo i acaba de testar seus filhos, e ainda restam nodos não testados 
em que não se tem informação sobre seu estado, o nodo i testa diretamente estes nodos, 
um por um. O nodo i então testa primeiramente os nodos com menor identificador e 
com distância de diagnóstico igual a 2, ou seja, os nodos filhos dos seus filhos. Se 
depois de testados estes nodos com distância de diagnóstico igual a 2, ainda existirem 
nodos que não foram testados e que não se obteve informação sobre seu estado na 
rodada de testes corrente, o nodo i então testa os nodos, por ordem de identificador, com 
distância de diagnóstico igual a 3, e assim por diante té que se conheça o estado de 
todos os nodos do sistema. A cada teste, se o nodo i identificar um nodo sem-falha, será 
solicitada pelo nodo i informação de diagnóstico necessária sobre os nodos do cluster do 
nodo testado.  
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 Neste algoritmo nota-se claramente a necessidade do nodo i testar primeiramente 
seus filhos, em seguida testar os nodos com distânca de diagnóstico igual a 2 e que 
ainda não se obteve informações sobre seus estados, e as im por diante. Para facilitar 
esta tarefa, a estratégia utilizada pelo algoritmo foi criar uma lista com todos os nodos 
do sistema, mas ordenada por distância de diagnóstico do nodo i para cada nodo, e 
dentro desta ordem de distância de diagnóstico, ordena  também pelo identificador dos 
nodos. Por exemplo, considerando a T0(S) mostrada na figura 3.3 para um sistema de 8 
nodos, a lista do nodo 0 de nodos a serem testados seria: 1, 2, 4, 3, 5, 6 e 7. Em outras 
palavras: 
 
TO_TEST = {ALL NODES}; 
TO_TEST = Ordenar_por_Distância_Diagnóstico_e_Ident ificador( TO_TEST ); 
 
REPETIR 
 p = próximo_nodo em TO_TEST; 
 TO_TEST = TO_TEST – {p} 
 
 envia_tarefa( i, p ); 
 
 ‘comparar as saídas das tarefas de i e p, 
  para identificar o estado do nodo p, 
  identificar o conjunto de p na lista result-set-l ist, e 
  obter informação de diagnóstico do cluster  
  de p caso p esteja sem-falha.’ 
 
ATÉ ( foi encontrado o estado de todos os nodos ) 
 
 Assim, ao final de cada rodada de testes, todo nod i sem-falha terá todos os 
nodos do sistema em um dos dois conjuntos F ou FF, isto é F ∪ FF = V. Além disso 
todos os nodos do sistema também estarão em um dos conjuntos da lista result-set-list. 
Um nodo que estiver no conjunto 0 da lista result-set-list, necessariamente também 
estará no conjunto F. Um nodo que estiver no conjunto 1 da lista result-set-list, 
necessariamente estará no conjunto FF. E um nodo que estiver em qualquer outro 




Abaixo é apresentado o algoritmo em pseudo-código. 
 
Algoritmo rodando no nodo i: 
 
F = EMPTY; FF = EMPTY; 
 
REPETIR PARA SEMPRE 
 
 Inicializar( result-set-list ); 
 TO_TEST = {ALL NODES}; 
 TO_TEST = Ordenar_por_Distância_Diagnóstico_e_Iden tificador( TO_TEST ); 
 
 REPETIR 
  p = próximo_nodo em TO_TEST; 
 
  envia_tarefa( i, p ); 
  TO_TEST = TO_TEST – {p} 
 
  SE ( resultado(p) == ∅ )  
  ENTÃO 
   FF = FF – {p}; 
   F = F + {p}; 
   result-set-list[conjunto 0] =  
      result-set-list[conjunto 0] + {p}; 
 
  SENÃO SE ( resultado(i) == resultado(p) )  
  ENTÃO 
   F = F – {p}; 
   FF = FF + {p}; 
   result-set-list[conjunto 1] =  
      result-set-list[conjunto 1] + {p}; 
 
   OBTER informações de diagnóstico do cluster de p ; 
    COMPARAR timestamps dos nodos do cluster; 
    ATUALIZAR informações locais se necessário; 
    TO_TEST = TO_TEST – {nodos com info atualizadas }; 
 
  SENÃO SE ( resultado(i) != resultado(p) )  
  ENTÃO 
   FF = FF – {p}; 
   F = F + {p}; 
 
   id_conj = NULO; 
   PARA (x começando em 2)  
   ENQUANTO ( x <= result-set-list.id_maior_conjunt o  
              E id_conj == NULO )  
   FAÇA 
    SE ( resultado(um nodo result-set-list[conjunto  x])  
        == resultado(p) ) 
    ENTÃO  
     id_conj = x; 
    FIM_SE 
   FIM_PARA 
 
   SE ( id_conj != NULO )  
   ENTÃO  
    result-set-list[conjunto id_conj] =  
     result-set-list[conjunto id_conj] + {p}; 
   SENÃO 
    id_novo_conj = result-set-list.criar_novo_conju nto; 
    result-set-list[conjunto id_novo_conj] = {p}; 
   FIM_SE 
  FIM_SE 






3.2.5 Diagnóstico Dinâmico e Procedimento de Recuperação 
 
 O algoritmo Hi-Dif  possui a capacidade de realizar o diagnóstico de eventos 
dinâmicos, ou seja, eventos que ocorrem antes do diagnóstico de eventos anteriores por 
todos os nodos sem-falha do sistema. Em contraposição, o modelo de falhas estático 
adotado por alguns algoritmos hierárquicos de diagnóstico apresentados baseados no 
modelo PMC, considera que um evento não ocorre antes qu  todos os nodos sem-falha 
tenham diagnosticado o evento anterior. Entretanto, este modelo estático não é 
adequado para um ambiente real, onde falhas podem ocorrer mesmo antes de outras 
falhas ainda não terem sido diagnosticadas por todos s nodos sem-falha. Considerando-
se um modelo de falhas dinâmico é necessário especificar um procedimento de 
recuperação para os nodos que são reparados durante a execução do algoritmo. 
 
 Quando um nodo i é reparado, este não tem informações de diagnóstico sobre o 
sistema. À medida que este nodo realiza seus testes  obtém informação de diagnóstico 
através de outros nodos do sistema, ele atualiza suas informações de diagnóstico. Neste 
momento é necessário distinguir quais informações de diagnóstico que este nodo i já 
possui estão atualizadas das não atualizadas, para impedir que informações incorretas 
sejam propagas pelo sistema. 
 
 Como cada nodo do sistema mantém informações (sobre o estado, conjunto na 
result-set-list, e timestamp) sobre todos os nodos do sistema, um campo chamado u-bit 
pode ser associado a estas informações. Este campo será utilizado para indicar se a 
informação de diagnóstico sobre um determinado nodo está atualizada ou não desde a 
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reparação do nodo testador. Este campo pode ser implementado como 1 bit, onde o 
valor 0 indica que a informação ainda não está atualizad  e 1, no caso contrário. Um 
nodo que já completou o procedimento de recuperação, é um nodo que já possui 
informações atualizadas sobre todos os nodos do sistema, ou seja, um nodo que possui 
os u-bits de todos os nodos com o valor 1. 
 
 Ao iniciar o procedimento de recuperação, o nodo i atribui a todos os seus -bits 
o valor 0. Ao encontrar um nodo sem-falha j que já tenha completado o processo de 
recuperação ele obtém informações – sobre o estado e sobre o valor do timestamp – de 
todos os nodos do sistema, inclusive sobre o seu próprio timestamp (o timestamp do 
nodo i). Em seguida este nodo i atribui a todos os u-bits de todos os nodos o valor 1. 
Este é o procedimento de recuperação que também já foi especificado no algoritmo  
Hi-ADSD with Timestamps em [53]. Como exemplo, a figura 3.7 mostra um sistema de 
8 nodos no momento em que o nodo 0 se recupera de uma falha. Neste momento, todos 
os outros nodos do sistema já estavam sem-falha. Neste exemplo o nodo 0 inicia seus 
testes e como o nodo 1 está sem-falha, o nodo 0 obtém informação sobre todos os nodos 




Figura 3.7: Sistema de 8 nodos onde os nodos de 1 a 7 já estavam  




 Uma simplificação que poderia ser considerada sobre o procedimento de 
recuperação especificado, é a não utilização de um u-bit que cada nodo testador mantém 
sobre todos os outros nodos, mas sim utilização de apenas um valor para a identificação 
de que o procedimento de recuperação já está completo neste nodo testador. Esta 
simplificação poderia ser feita, pois sempre que um nodo que está executando o 
procedimento encontra um nodo sem-falha, são obtidas informações sobre todos os 
nodos do sistema, atribuindo todos os u-bits com o valor 1. Caso não seja encontrado 
nenhum nodo sem-falha, ao final da rodada de testes, o nodo testador também atribui o 
valor 1 a todos os seus -bits. Assim, sempre para um nodo testador, os valores dos u-
bits que ele mantém sobre todos os nodos, estão todos em 1 ou 0. Apesar desta 
simplificação ser possível, no algoritmo Hi-Dif  esta implementação não foi utilizada. 
 
 Neste trabalho foi detectada uma situação em que, sobre o procedimento de 
recuperação acima especificado, é necessário o tratamen o de um caso excepcional para 
que o sistema não fique com informações inconsistentes. Este caso acontece quando o 
nodo i encontra um nodo sem-falha j que já tenha completado o processo de 
recuperação, mas este nodo j, ainda não detectou a recuperação do nodo i. Neste caso, 
se o nodo i atualizar o seu timestamp com o valor que o nodo j tem sobre o timetamp de 
i, o nodo i ficará com seu timestamp desatualizado. Isto acontece, pois no próximo teste 
que o nodo j realizar sobre o nodo i, o nodo j irá detectar a recuperação do nodo i e 
incrementar o timestamp que mantém sobre este nodo, ficando com uma unidade a mais 
em relação ao timestamp de i sobre si próprio. Para tratar este caso, a solução adotada 
foi, quando o nodo i recebe informações sobre todos os nodos do sistema do nodo j, o 
nodo i deve comparar seu estado com o estado que o nodo j tem sobre o nodo i. Caso o 
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estado seja o mesmo, ou seja, sem-falha, o nodo i apenas atualiza seu timestamp, caso 
contrário, o nodo i deve incrementar o timestamp recebido em uma unidade. 
 
 Como exemplo, a figura 3.8 ilustra um sistema de 8 nodos onde somente os 
nodos 0 e 7 estão sem-falha, quando o nodo 6 se recupera. Neste momento os nodos 0 e 
7 ainda não possuem a informação da recuperação do n do 6 e seus timestamps sobre o 
nodo 6 ainda possuem, por exemplo, o valor 3. Como  n do 6 inicia seus testes, e seu 
único filho sem falha é o nodo 7, ele obtém informação sobre o estado e timestamp de 
todos os nodos do sistema. Neste momento, o nodo 6 i entifica que o nodo 7 possui a 
informação de que o nodo 6 está falho, e então o nodo 6 incrementa o timestamp 
recebido sobre si, atualizando seu timestamp com o valor 4. 
 
nodo 6 ( )falho; =3tt
nodo 6 ( )falho; =3tt






Figura 3.8: Sistema de 8 nodos onde o nodo 0 e 7 estão sem-falha  
quando ocorre a recuperação do nodo 6. 
 
 
 Assim como na recuperação de uma falha ou na inicialização de algoritmo, este 
procedimento de recuperação também é executado no algoritmo Hi-Dif  quando um 
nodo detecta que seu próprio estado mudou, isto é, quando um nodo detecta uma 
mudança no seu próprio conteúdo. A execução do procedimento de recuperação neste 
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caso é necessária porque sempre que acontece uma modificação no conteúdo de um 
nodo, este nodo poderá começar a classificar como se -falha, um novo conjunto de 
nodos. Desta forma, os valores dos timestamps que ele possui, podem ter sido obtidos 
com base em nodos que agora podem estar sendo classificado  como nodos falhos. 
Portanto, o nodo que acabou de sofrer alteração de seu conteúdo, não pode mais 
considerar como correto os valores de seus timestamps, e deve obrigatoriamente 




 Nesta seção são apresentadas as provas da latência, do número de testes e da 
diagnosticabilidade (diagnosability) do algoritmo Hi-Dif . 
 
 A prova para a latência do algoritmo Hi-Dif  é similar à prova para a latência do 
algoritmo Hi-Comp e mostrada através do Teorema 1. 
 
Teorema 1: Todos os nodos sem-falha executando o algoritmo Hi-Dif  necessitam de, 
no máximo, log2N rodadas de testes para atingir o diagnóstico completo do sistema. 
Prova: 
 Considere um novo evento que ocorre no nodo a. Pela definição de rodada de 
testes, todos os filhos do nodo a, realizam o diagnóstico desse evento na primeira 
rodada de testes posterior ao evento. Considerando o grafo Ta(S), ilustrado na figura 
3.9, na primeira rodada de testes posterior ao evento, os filhos do nodo a realizam o 
diagnóstico do evento que ocorre em a. 
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 Já na segunda rodada de testes, os nodos que possuem distância de diagnóstico 
igual a 2 em relação ao nodo a realizam o diagnóstico, recebendo informações dos 
nodos com distância igual a 1, ou testando o nodo a iretamente, caso os nodos com 
distância 1 estejam falhos. Na Ta(S), ilustrada na figura 3.9, os nodos que são filhos de 
a realizam o diagnóstico do evento em questão, recebendo informações dos filhos de a 
ou testando o próprio nodo a.
 Assuma que o nodo i sem-falha com distância de diagnóstico igual a d com 
relação ao nodo a realiza o diagnóstico de um evento ocorrido no nodo a em d rodadas 
de testes. 
 Considere agora um nodo j com distância de diagnóstico igual a d+1 até o nodo 
a. Pela definição de distância de diagnóstico, todo nodo com distância de diagnóstico 
igual a d+1 com relação ao nodo a é filho de algum nodo com distância de diagnóstico 
igual a d em relação ao nodo a. Então o nodo j é filho de algum nodo i. Pela definição 
de rodada de testes, um nodo obrigatoriamente testa todos os seus filhos em cada 
rodada de testes, então o j testa o nodo i em todas as rodadas de testes. 
 Como o nodo j testa o nodo i em todas as rodadas de testes, o nodo j p de 
demorar uma rodada de testes para receber novas informações através do nodo i. 
Então, se o nodo i demora d rodadas de testes para realizar o diagnóstico do evento 
ocorrido em a e o nodo j demora mais uma rodada de testes para realizar o diagnóstico 
através do nodo i, o nodo j demora d+1 rodadas de testes para realizar o diagnóstico 
do evento ocorrido em a. Portanto, para um nodo j realizar o diagnóstico de um evento 
ocorrido em um nodo a, com distância de diagnóstico entre eles de d+1, o nodo j 
demora d+1 rodadas de testes. 
 Concluindo, se a distância de diagnóstico entre dois nodos for x então um 
desses nodos demora até x rodadas de testes para realizar o diagnóstico de um evento 
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ocorrido no outro nodo. Ou seja, um nodo pode demorar x rodadas de testes para 
realizar o diagnóstico de um evento em um nodo com distância de diagnóstico x até ele. 
 A latência máxima do algoritmo ocorre entre os nodos com maior distância de 
diagnóstico do sistema. Pela definição de um hipercubo [36, 37] e de distância de 
diagnóstico já apresentada, a maior distância de diagnóstico entre dois nodos no 
sistema é de log2N. Portanto a latência máxima do algoritmo é de log2N rodadas de 





Figura 3.9: Ilustração de um grafo Ta(S). 
 
 
Teorema 2 O número máximo de testes realizados pelos nodos sem-falha em uma 
rodada de testes é O(N2). 
Prova: 
 Considerando um sistema com N nodos, o pior caso para a quantidade de testes 
em uma rodada de testes é o pior caso de testes para cada um dos N nodos. No pior 
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caso, a quantidade de testes necessárias para 1 nodo ocorre quando este precisa testar 
todos os outros N–1 nodos do sistema; um exemplo ocorre na situação onde estes N–1 
nodos estão falhos. Neste caso o nodo sem-falha executa N–1 testes. 
 Considere este caso, em que há somente um nodo i sem-falha no sistema e N–1 
nodos falhos, mas não com falha do tipo crash. Também considere que cada um dos  
N–1 nodos está com o conteúdo replicado alterado de forma que todos os nodos estão 
com conteúdos diferentes entre si, ou seja, consideran o os N nodos, tem-se N 
conteúdos diferentes e somente 1 correto. 
 Para realizar o diagnóstico, o nodo sem-falha envia testes para si próprio e 
para cada um dos nodos falhos, então o número de test s realizados é N–1, pois 
existem N–1 nodos falhos no sistema. O mesmo acontece com cada um dos outros N–1 
nodos falhos. Como estão com falha que não é do tipo crash, cada nodo considera-se 
sem-falha e realiza também outros N–1 testes, pois para este nodo existem N–1 nodos 
falhos (nodos que estão com conteúdo diferente deste nodo testador). Ao considerar 
esta configuração do sistema, temos o pior caso do número de testes para cada nodo, 
ou seja, temos a seguinte quantidade de testes: N * (N–1) = N2 –N, que é O(N2).  □ 
 
Teorema 3 Um sistema executando o algoritmo Hi-Dif , é (N–1)-diagnosticável. 
Prova: 
 Inicialmente considere um sistema com somente um nodo sem-falha e N–1 
nodos falhos. O nodo sem-falha vai testar todos os nodos do sistema, enviando testes 
para si próprio e para cada um dos nodos falhos, identificando o estado de todos os 
nodos. 
 Agora considere um sistema com mais de um nodo sem-falha. Um desses nodos 
sem-falha realiza testes até encontrar outro nodo sem-falha. Quando o testador 
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encontra um nodo sem-falha, o testador obtém informações de diagnóstico do nodo 
testado. Juntando as informações recebidas do nodo sem-falha testado com as 
informações coletadas pelos seus próprios testes, o nodo sem-falha realiza um 
diagnóstico completo do sistema. 
 Entretanto, se ocorrer a situação ilustrada pela figura 3.10, na qual o nodo a 
obtém informações de diagnóstico sobre o nodo c através do nodo b e o nodo b obtém 
informações de diagnóstico sobre o nodo c através do nodo a, os nodos a e b não 





Figura 3.10: Caso impossível em um sistema executando o algoritmo Hi-Dif . 
 
 
 Porém essa situação jamais ocorre, pois para o nodo a receber informações de 
diagnóstico do nodo c, através do nodo b, a distância de diagnóstico do nodo a para o 
nodo c deve ser maior que a distância de diagnóstico do nodo b para o nodo c. Já para 
o nodo b receber informações sobre o nodo c através do nodo a, a distância do nodo b
para o nodo c deve ser maior que a distância do nodo a para o nodo c. O que resulta 
em uma contradição, e nunca ocorre no sistema. 
 Desta forma, mesmo se houver apenas um único nodo sem-falha, esse nodo será 
capaz de completar corretamente o diagnóstico do sistema. Portanto, o algoritmo é 





Resultados de Simulação 
 
 Neste capítulo são apresentados os resultados obtidos através da realização de 
simulação do algoritmo Hi-Dif . As simulações foram efetuadas utilizando-se a 
linguagem de simulação de eventos discretos SMPL (SiMulation Programming 
Language) [54]. Os nodos foram modelados como facilities do SMPL. Quatro tipos de 
eventos foram definidos: teste, falha, recuperação e alteração do conteúdo replicado. 
 
 Quatro tipos de experimentos foram simulados. As duas primeiras simulações 
mostram o funcionamento do algoritmo Hi-Dif . A primeira simulação mostra a 
realização do diagnóstico de um evento pelo algoritm  Hi-Dif  em um sistema de 16 
nodos na situação onde todos os nodos do sistema estão sem-falha quando ocorre um 
evento. A segunda simulação mostra a realização do diagnóstico quando temos todos os 
nodos falhos, exceto os nodos 0 e 15 que estão sem-falha, quando ocorre um evento no 
nodo 15. 
 
 Em seguida, a latência do algoritmo é apresentada com base também no primeiro 
experimento realizado. Na sequência, é avaliado o número máximo de testes necessários 
pelo algoritmo através de uma simulação em um sistema de 16 nodos onde 15 nodos 
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estão falhos. Também é feita a análise do número máximo de testes em um sistema de 
16 nodos, mas considerando apenas falhas do tipo crash neste sistema. Para isso, são 
analisados os resultados de simulações para todas as combinações possíveis de falhas do 
tipo crash de nodos em um sistema de 16 nodos. Por fim, uma quarta simulação do 
algoritmo é realizada para, em conjunto com a segunda simulação, demonstrar a 
diagnosticabilidade (diagnosability) do sistema. 
 
 Por convenção, nas figuras de exemplos das simulações que serão descritas nas 
próximas seções, um nodo com falha do tipo crash será exemplificado como mostrado 
na figura 4.1 (a), e um nodo com falha ocasionada por uma alteração de seu conteúdo 




Figura 4.1: (a) Nodo com falha do tipo crash. (b) Nodo  
com falha devido à alteração de seu conteúdo. 
 
 
4.1 Funcionamento do Algoritmo 
 
 O funcionamento do algoritmo é detalhado através da realização de duas 
simulações. Ambas as simulações foram realizadas em um sistema com 16 nodos. Na 
primeira simulação todos os nodos estão sem-falha quando ocorre a falha do nodo 15. 
Na segunda simulação, tem-se o caso onde o nodo 0 e  nodo 15 estão sem-falha e o 
restante dos nodos estão com falha do tipo crash, quando ocorre uma alteração de 
conteúdo que deixa o nodo 15 falho. 
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4.1.1 Simulação de um Sistema com N–1 Nodos Sem-Falha 
 
 Esta simulação foi realizada em um sistema com 16 nodos onde todos os nodos 
estão sem-falha e ocorre um evento no nodo 15, ondeeste nodo torna-se falho. Esta 





Figura 4.2: Sistema com 16 nodos onde o nodo 15 sofre falha do tipo crash. 
 
 
 O diagnóstico do sistema é analisado pela perspectiva do nodo 0, pois ele é o 
nodo mais distante do nodo 15 – nodo que sofre o evento – e será o último nodo a 
diagnosticar o evento. A seguir é mostrado um logging do resultado da simulação em 
fonte destacada. Neste logging são mostrados sempre os testes do nodo 0, e também os 
testes dos nodos que diagnosticam o novo evento ocorrido no nodo 15 a cada rodada de 
testes. Neste logging o nodo 15 fica falho no tempo 200, a próxima rodada de testes 
para todos os nodos ocorre no tempo 210 e cada rodada de testes ocorre sempre a cada 
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30 unidades de tempo, ou seja, se uma rodada de testes para um certo nodo ocorre no 
tempo 210, a próxima rodada de testes para este nodo oc rrerá no tempo 240.  
 
Neste logging, sempre que se encontrar uma linha começando com ‘FAULT: ’ tem-se a 
indicação de que um nodo está ficando falho naquele momento. Sempre que se 
encontrar uma linha começando com ‘Testing: ’ tem-se a indicação de que os testes de 
um nodo estão começando. Sempre que existir uma linh começando com ‘Test: ’ tem-
se a indicação de que um nodo está realizando um teste em um par de nodos, e nesta 
mesma linha estará a indicação do resultado da taref  enviada aos dois nodos e também 
o resultado do diagnóstico do nodo testador sobre o nodo testado, ou seja, a 
classificação do nodo como falho (faulty ) ou sem-falha (ffree ), e também o número do 
conjunto na lista result-set-list em que este nodo será incluído (c njunto x). Sempre que 
se encontrar uma linha começando com ‘End of Testing Round: ’ tem-se a indicação de 
que os testes daquele nodo naquela rodada de testesacabaram e na sequência é 
mostrado o resultado do diagnóstico deste nodo testador sobre todos os nodos do 
sistema. O resultado do diagnóstico é mostrado com as seguintes informações para cada 
nodo, separadas por vírgulas: número do nodo, estado (f lho ou sem-falha – faulty  ou 
ffree ), conjunto na lista result-set-list, o valor do conteúdo que este nodo possui, e valor 
do timestamp de cada nodo. 
 
Simulação do Algoritmo HiDIF 
Nodos = 16 
Testing Interval =  30.0 
Nodo a Falhar = 15 
Fault Time = 200.0 
 
FAULT: nodo 15 no tempo 200.0 torna-se falho (tipo crash). 
 
Testing: nodo [0] no tempo 210.0 inicia testes. 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 8), res ult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1,ffree,2,100,2  2,ffree ,2,100,2  3,ffree,2,100,2   
          4,ffree,2,100,2  5,ffree,2,100,2  6,ffree ,2,100,2  7,ffree,2,100,2   
          8,ffree,2,100,2  9,ffree,2,100,2  10,ffre e,2,100,2  11,ffree,2,100,2   
          12,ffree,2,100,2  13,ffree,2,100,2  14,ff ree,2,100,2  15,ffree,2,100,2  >>  
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Testing: nodo [7] no tempo 210.0 inicia testes. 
  Test: nodo 7 tempo 210.0 testa nodos (7 e 3), res ult(100 e 100). DIAG: nodo 3 é ffree (conjunto 1). 
  Test: nodo 7 tempo 210.0 testa nodos (7 e 5), res ult(100 e 100). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 7 tempo 210.0 testa nodos (7 e 6), res ult(100 e 100). DIAG: nodo 6 é ffree (conjunto 1). 
  Test: nodo 7 tempo 210.0 testa nodos (7 e 15), re sult(100 e 0). DIAG: nodo 15 é FAULTY (conjunto 0).  
    End of Testing Round: diagnostico do nodo 7:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,0,0,3  >>  
Testing: nodo [11] no tempo 210.0 inicia testes. 
  Test: nodo 11 tempo 210.0 testa nodos (11 e 3), r esult(100 e 100). DIAG: nodo 3 é ffree (conjunto 1) . 
  Test: nodo 11 tempo 210.0 testa nodos (11 e 9), r esult(100 e 100). DIAG: nodo 9 é ffree (conjunto 1) . 
  Test: nodo 11 tempo 210.0 testa nodos (11 e 10), result(100 e 100). DIAG: nodo 10 é ffree (conjunto 1). 
  Test: nodo 11 tempo 210.0 testa nodos (11 e 15), result(100 e 0). DIAG: nodo 15 é FAULTY (conjunto 0 ). 
    End of Testing Round: diagnostico do nodo 11:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,0,0,3  >>  
Testing: nodo [13] no tempo 210.0 inicia testes. 
  Test: nodo 13 tempo 210.0 testa nodos (13 e 5), r esult(100 e 100). DIAG: nodo 5 é ffree (conjunto 1) . 
  Test: nodo 13 tempo 210.0 testa nodos (13 e 9), r esult(100 e 100). DIAG: nodo 9 é ffree (conjunto 1) . 
  Test: nodo 13 tempo 210.0 testa nodos (13 e 12), result(100 e 100). DIAG: nodo 12 é ffree (conjunto 1). 
  Test: nodo 13 tempo 210.0 testa nodos (13 e 15), result(100 e 0). DIAG: nodo 15 é FAULTY (conjunto 0 ). 
    End of Testing Round: diagnostico do nodo 13:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,0,0,3  >>  
Testing: nodo [14] no tempo 210.0 inicia testes. 
  Test: nodo 14 tempo 210.0 testa nodos (14 e 6), r esult(100 e 100). DIAG: nodo 6 é ffree (conjunto 1) . 
  Test: nodo 14 tempo 210.0 testa nodos (14 e 10), result(100 e 100). DIAG: nodo 10 é ffree (conjunto 1). 
  Test: nodo 14 tempo 210.0 testa nodos (14 e 12), result(100 e 100). DIAG: nodo 12 é ffree (conjunto 1). 
  Test: nodo 14 tempo 210.0 testa nodos (14 e 15), result(100 e 0). DIAG: nodo 15 é FAULTY (conjunto 0 ). 
    End of Testing Round: diagnostico do nodo 14:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,0,0,3  >>  
 
Testing: nodo [0] no tempo 240.0 inicia testes. 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 8), res ult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1,ffree,2,100,2  2,ffree ,2,100,2  3,ffree,2,100,2   
          4,ffree,2,100,2  5,ffree,2,100,2  6,ffree ,2,100,2  7,ffree,2,100,2   
          8,ffree,2,100,2  9,ffree,2,100,2  10,ffre e,2,100,2  11,ffree,2,100,2   
          12,ffree,2,100,2  13,ffree,2,100,2  14,ff ree,2,100,2  15,ffree,2,100,2  >>  
Testing: nodo [3] no tempo 240.0 inicia testes. 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 7), res ult(100 e 100). DIAG: nodo 7 é ffree (conjunto 1). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 11), re sult(100 e 100). DIAG: nodo 11 é ffree (conjunto 1) . 
    obtendo info: nodo 15 é FAULTY (conjunto 1, con teúdo 0). 
    End of Testing Round: diagnostico do nodo 3:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,1,0,3  >>  
Testing: nodo [5] no tempo 240.0 inicia testes. 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 7), res ult(100 e 100). DIAG: nodo 7 é ffree (conjunto 1). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 13), re sult(100 e 100). DIAG: nodo 13 é ffree (conjunto 1) . 
    obtendo info: nodo 15 é FAULTY (conjunto 1, con teúdo 0). 
    End of Testing Round: diagnostico do nodo 5:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,1,0,3  >>  
Testing: nodo [6] no tempo 240.0 inicia testes. 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 7), res ult(100 e 100). DIAG: nodo 7 é ffree (conjunto 1). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 14), re sult(100 e 100). DIAG: nodo 14 é ffree (conjunto 1) . 
    obtendo info: nodo 15 é FAULTY (conjunto 1, con teúdo 0). 
    End of Testing Round: diagnostico do nodo 6:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,1,0,3  >>  
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Testing: nodo [9] no tempo 240.0 inicia testes. 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 8), res ult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 11), re sult(100 e 100). DIAG: nodo 11 é ffree (conjunto 1) . 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 13), re sult(100 e 100). DIAG: nodo 13 é ffree (conjunto 1) . 
    End of Testing Round: diagnostico do nodo 9:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
Testing: nodo [10] no tempo 240.0 inicia testes. 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 2), r esult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1) . 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 8), r esult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1) . 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 11), result(100 e 100). DIAG: nodo 11 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 14), result(100 e 100). DIAG: nodo 14 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 10:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,0  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
Testing: nodo [12] no tempo 240.0 inicia testes. 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 4), r esult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1) . 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 8), r esult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1) . 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 13), result(100 e 100). DIAG: nodo 13 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 14), result(100 e 100). DIAG: nodo 14 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 12:  
      <<  0,ffree,1,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
 
Testing: nodo [0] no tempo 270.0 inicia testes. 
  Test: nodo 0 tempo 270.0 testa nodos (0 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo 270.0 testa nodos (0 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo 270.0 testa nodos (0 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 0 tempo 270.0 testa nodos (0 e 8), res ult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1,ffree,2,100,2  2,ffree ,2,100,2  3,ffree,2,100,2   
          4,ffree,2,100,2  5,ffree,2,100,2  6,ffree ,2,100,2  7,ffree,2,100,2   
          8,ffree,2,100,2  9,ffree,2,100,2  10,ffre e,2,100,2  11,ffree,2,100,2   
          12,ffree,2,100,2  13,ffree,2,100,2  14,ff ree,2,100,2  15,ffree,2,100,2  >>  
Testing: nodo [1] no tempo 270.0 inicia testes. 
  Test: nodo 1 tempo 270.0 testa nodos (1 e 0), res ult(100 e 100). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 1 tempo 270.0 testa nodos (1 e 3), res ult(100 e 100). DIAG: nodo 3 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 1 tempo 270.0 testa nodos (1 e 5), res ult(100 e 100). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 1 tempo 270.0 testa nodos (1 e 9), res ult(100 e 100). DIAG: nodo 9 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 1:  
      <<  0,ffree,2,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
Testing: nodo [2] no tempo 270.0 inicia testes. 
  Test: nodo 2 tempo 270.0 testa nodos (2 e 0), res ult(100 e 100). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 2 tempo 270.0 testa nodos (2 e 3), res ult(100 e 100). DIAG: nodo 3 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 2 tempo 270.0 testa nodos (2 e 6), res ult(100 e 100). DIAG: nodo 6 é ffree (conjunto 1). 
  Test: nodo 2 tempo 270.0 testa nodos (2 e 10), re sult(100 e 100). DIAG: nodo 10 é ffree (conjunto 1) . 
    End of Testing Round: diagnostico do nodo 2:  
      <<  0,ffree,2,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
Testing: nodo [4] no tempo 270.0 inicia testes. 
  Test: nodo 4 tempo 270.0 testa nodos (4 e 0), res ult(100 e 100). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 4 tempo 270.0 testa nodos (4 e 5), res ult(100 e 100). DIAG: nodo 5 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 4 tempo 270.0 testa nodos (4 e 6), res ult(100 e 100). DIAG: nodo 6 é ffree (conjunto 1). 
  Test: nodo 4 tempo 270.0 testa nodos (4 e 12), re sult(100 e 100). DIAG: nodo 12 é ffree (conjunto 1) . 
    End of Testing Round: diagnostico do nodo 4:  
      <<  0,ffree,2,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
Testing: nodo [8] no tempo 270.0 inicia testes. 
  Test: nodo 8 tempo 270.0 testa nodos (8 e 0), res ult(100 e 100). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 8 tempo 270.0 testa nodos (8 e 9), res ult(100 e 100). DIAG: nodo 9 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 8 tempo 270.0 testa nodos (8 e 10), re sult(100 e 100). DIAG: nodo 10 é ffree (conjunto 1) . 
  Test: nodo 8 tempo 270.0 testa nodos (8 e 12), re sult(100 e 100). DIAG: nodo 12 é ffree (conjunto 1) . 
    End of Testing Round: diagnostico do nodo 8:  
      <<  0,ffree,2,100,0  1,ffree,1,100,2  2,ffree ,1,100,2  3,ffree,1,100,2   
          4,ffree,1,100,2  5,ffree,1,100,2  6,ffree ,1,100,2  7,ffree,1,100,2   
          8,ffree,1,100,2  9,ffree,1,100,2  10,ffre e,1,100,2  11,ffree,1,100,2   
          12,ffree,1,100,2  13,ffree,1,100,2  14,ff ree,1,100,2  15, FAULTY,3,0,3  >>  
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Testing: nodo [0] no tempo 300.0 inicia testes. 
  Test: nodo 0 tempo 300.0 testa nodos (0 e 1), res ult(100 e 100). DIAG: nodo 1 é ffree (conjunto 1). 
    obtendo info: nodo 15 é FAULTY (conjunto 3, con teúdo 0). 
  Test: nodo 0 tempo 300.0 testa nodos (0 e 2), res ult(100 e 100). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo 300.0 testa nodos (0 e 4), res ult(100 e 100). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 0 tempo 300.0 testa nodos (0 e 8), res ult(100 e 100). DIAG: nodo 8 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1,ffree,2,100,2  2,ffree ,2,100,2  3,ffree,2,100,2   
          4,ffree,2,100,2  5,ffree,2,100,2  6,ffree ,2,100,2  7,ffree,2,100,2   
          8,ffree,2,100,2  9,ffree,2,100,2  10,ffre e,2,100,2  11,ffree,2,100,2   
          12,ffree,2,100,2  13,ffree,2,100,2  14,ff ree,2,100,2  15, FAULTY,3,0,3  >>           
 
 Na primeira rodada de testes posterior ao evento (no tempo 210), os nodos que 
conseguem diagnosticar a falha do nodo 15 são os nodos dos quais o nodo 15 é filho, ou 
seja, os nodos que possuem distância de diagnóstico igual a 1 para com o nodo 15, isto 
é, os nodos 7, 11, 13 e 14. Nesta rodada de testes o nodo 0 não realiza o diagnóstico 
sobre o evento ocorrido no nodo 15 pois o nodo 0 só obtém informação de diagnóstico 
dos nodos que são seus filhos, ou seja, dos nodos 1, 2, 4 e 8, e nenhum destes nodos 
possui informação sobre o evento ocorrido no nodo 15. 
 
 Na segunda rodada de testes após o evento (no tempo 240), os nodos que 
conseguem diagnosticar a falha do nodo 15, são os ndos 3, 5, 6, 9, 10 e 12. Estes nodos 
são os nodos que possuem distância de diagnóstico igual a 2 para com o nodo 15. Estes 
nodos conseguem diagnosticar o evento ocorrido ao testarem seus filhos, ou seja, a 
informação é repassada ao serem testados os nodos 7, 11, 13 e 14, que já possuem 
informação sobre o estado do nodo 15. 
 
 Na terceira rodada de testes (no tempo 270), os nodos 1, 2, 4 e 8 conseguem 
diagnosticar a falha do nodo 15. Estes nodos são os nodos que possuem distância de 
diagnóstico até o nodo 15 igual a 3. Estes conseguem diagnosticar o evento pois 
recebem informação de diagnóstico através de seus filhos que já diagnosticaram o 
evento na rodada de testes anterior. 
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 Na quarta rodada (no tempo 300), os nodos com distância de diagnóstico até o 
nodo 15 igual a 4 realizam o diagnóstico do evento ocorrido no nodo 15, ou seja, o nodo 
15 consegue diagnosticar o evento ocorrido. 
 
 Portanto, em log216 = 4 rodadas de testes, todos os nodos sem-falha do sistema 
realizam o diagnóstico do evento ocorrido. 
 
4.1.2 Simulação de um Sistema com 1 Nodo Sem-Falha 
 
 Esta simulação foi realizada em um sistema com 16 nodos onde existem N–2 
nodos com falha do tipo crash e acontece mais um evento de falha. Os nodos falhos são 
os nodos de identificadores de 1 a 14, e os nodos 0 e 15 estão sem-falha. Então ocorre 
um evento no nodo 15, onde acontece uma alteração no c nteúdo deste nodo, ou seja, 
para o sistema este nodo torna-se falho, pois seu conteúdo foi alterado em relação ao 
considerado correto. Esta situação é apresentada através da figura 4.3. 
 
 O diagnóstico do sistema é analisado pela perspectiva do nodo 0, pois ele é o 
nodo mais distante do nodo 15 – nodo que sofre o evento – e será o último nodo a 
diagnosticar o evento. A seguir é mostrado um logging do resultado da simulação em 
fonte destacada. Neste logging são mostrados os testes necessários ao nodo 0 para 
completar o diagnóstico do sistema. Neste logging os nodos com identificadores de 1 a 
14 estão falhos e o nodo 15 sofre alteração de conteúdo, ou seja, torna-se falho no 






Figura 4.3: Sistema com 16 nodos onde todos os nodos de 1 a 14 estão falhos,  
e acontece uma alteração no conteúdo do nodo 15. 
 
 
 Neste logging, sempre que se encontrar uma linha começando com ‘DATA
MODIFICATION: ’ tem-se a indicação de que um nodo está sendo alterado naquele momento. 
Sempre que se encontrar uma linha começando com ‘Testing: ’ tem-se a indicação de 
que os testes de um nodo estão começando. Sempre que existir uma linha começando 
com ‘Test: ’ tem-se a indicação de que um nodo está realizando um teste em um par de 
nodos, e nesta mesma linha estará a indicação do resultado da tarefa enviada aos dois 
nodos e também o resultado do diagnóstico do nodo testador sobre o nodo testado, ou 
seja, a classificação do nodo como falho (faulty ) ou sem-falha (ffree ), e também o 
número do conjunto na lista result-set-list em que este nodo será incluído (c njunto x). 
Sempre que se encontrar uma linha começando com ‘End of Testing Round: ’ tem-se a 
indicação de que os testes daquele nodo naquela rodada e testes acabaram e na 
sequência é mostrado o resultado do diagnóstico deste nodo testador sobre todos os 
nodos do sistema. O resultado do diagnóstico é mostrado com as seguintes informações 
para cada nodo, separadas por vírgulas: número do nodo, estado (falho ou  
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sem-falha – faulty  ou ffree ), conjunto na lista result-set-list, o valor do conteúdo que 
este nodo possui, e valor do timestamp de cada nodo. 
 
Simulação do Algoritmo HiDIF 
Nodos = 16 
Testing Interval =  30.0 
Nodo a Falhar = 15 
Fault Time = 200.0 
 
DATA MODIFICATION: nodo 15 no tempo 200.0 tem conte údo alterado para 20.  
 
Testing: nodo [0] no tempo 210.0 inicia testes. 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 1), res ult(100 e 0). DIAG: nodo 1 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 2), res ult(100 e 0). DIAG: nodo 2 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 4), res ult(100 e 0). DIAG: nodo 4 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 8), res ult(100 e 0). DIAG: nodo 8 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 3), res ult(100 e 0). DIAG: nodo 3 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 5), res ult(100 e 0). DIAG: nodo 5 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 6), res ult(100 e 0). DIAG: nodo 6 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 9), res ult(100 e 0). DIAG: nodo 9 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 10), re sult(100 e 0). DIAG: nodo 10 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 12), re sult(100 e 0). DIAG: nodo 12 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 7), res ult(100 e 0). DIAG: nodo 7 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 11), re sult(100 e 0). DIAG: nodo 11 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 13), re sult(100 e 0). DIAG: nodo 13 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 14), re sult(100 e 0). DIAG: nodo 14 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 15), re sult(100 e 20). DIAG: nodo 15 é FAULTY (conjunto 2) . 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1,indef,0,0,2  2,indef,0 ,0,2  3,indef,0,0,2   
          4,indef,0,0,2  5,indef,0,0,2  6,indef,0,0 ,2  7,indef,0,0,2   
          8,indef,0,0,2  9,indef,0,0,2  10,indef,0, 0,2  11,indef,0,0,2   
          12,indef,0,0,2  13,indef,0,0,2  14,indef, 0,0,2  15, FAULTY,2,20,3  >> 
 
 Então, na primeira rodada de testes posterior ao evento (no tempo 210), o nodo 0 
inicia seus testes e testa cada um de seus filhos, ou seja, testa os nodos 1, 2, 4 e 8. Como 
todos estes nodos estão com falha do tipo crash, o nod  0 não obtém nenhuma 
informação sobre nenhum outro nodo do sistema. Desta forma, o nodo 0 inicia os testes 
no restante dos nodos do sistema, e para cada nodo e via uma tarefa para este nodo e 
para si próprio, até testar o nodo 15. Quando o nod 0 testa o nodo 15, descobre que seu 
conteúdo está alterado e classifica este nodo falho, col cando este nodo conteúdo no 
conjunto 2 da lista result-set-list, ou seja, coloca em um conjunto que não é o conjunto 1 
dos nodos sem-falha, mas também não é o conjunto dos nodos com falha do tipo crash. 
 
 Desta forma pode-se notar que o nodo 0 diagnostica o estado de todos os nodos 
do sistema em apenas 1 rodada de testes, e são necessários N–1 testes nesta rodada de 
testes para se completar o diagnóstico do sistema. 
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4.2 Latência do Algoritmo 
 
 Para demonstrar a latência do algoritmo Hi-Dif  no diagnóstico de um evento, foi 
utilizada uma simulação onde todos os nodos do sistema estão sem-falha quando ocorre 
a falha de um dos nodos. Para mostrar a latência do lgoritmo, é utilizada a mesma 
simulação apresentada na seção 4.1.1 onde se tem um siste a de 16 nodos com todos os 
nodos sem-falha. Então o nodo 15 torna-se falho comfalha do tipo crash. Esta 
simulação é representada pela figura 4.2. 
 
 Nesta simulação, ocorre a falha do nodo 15 e a informação sobre este evento 
deve ser propagada até atingir o nodo 0, que é o nod mais distante do nodo onde o 
evento ocorre. Na primeira rodada de testes, os nodos dos quais o nodo 15 é filho 
realizam o diagnóstico,  ou seja, os nodos 7, 11, 13 e 4. Na segunda rodada de testes 
posterior ao evento, os nodos dos quais os nodos 7, 11, 13 e 14 são filhos realizam o 
diagnóstico do evento, ou seja os nodos 3, 5, 6, 9, 10 e 12. Na terceira rodada de testes 
os pais destes nodos realizam o diagnóstico do sistema, ou seja, os nodos 1, 2, 4 e 8. Por 
fim, na quarta rodada de testes, o nodo 0 realiza o diagnóstico do evento ocorrido no 
nodo 15.  
 
 A tabela 4.1 abaixo mostra a quantidade de nodos que realizam o diagnóstico a 
cada rodada de testes. Na primeira rodada de testesposterior ao evento 4 nodos realizam 
o diagnóstico do evento. Na segunda rodada de testes 6 nodos realizam o diagnóstico. 
Na terceira rodada 4 nodos realizam o diagnóstico e na quarta rodada de testes somente 
um nodo realiza o diagnóstico. 
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Tabela 4.1: Quantidade de nodos em um sistema de 16nodos  
que realizam o diagnóstico em cada rodada de testes. 
 
 
 Portanto, como mostrado no gráfico da figura 4.4, são necessárias 4 rodadas de 
testes para que todos os nodos sem-falha do sistema co pletem o diagnóstico do evento 
ocorrido no nodo 15. Este gráfico também mostra a qu ntidade de nodos que já 
diagnosticaram o novo evento a cada rodada de testes. 
 
Quantidade de Nodos que Diagnosticam 
























Figura 4.4: Quantidade de nodos que diagnosticam o evento  












4.3 Quantidade Máxima de Testes Necessários 
 
 O propósito desta seção é mostrar a quantidade máxima de testes necessárias 
pelos nodos sem-falha em uma rodada de testes. Além disso, esta seção também mostra 
o pior caso para a quantidade de testes em um sistema de 16 nodos, quando 
consideradas somente falhas do tipo crash. 
 
4.3.1 Pior Caso para o Número de Testes 
 
 Nesta seção é apresentada a simulação para uma sistema com 16 nodos onde 
temos somente um nodo sem-falha e os outros  N–1 nodos estão falhos, mas com falha 
causada  por alteração de conteúdo e, ainda, todos este  N–1 nodos estão com conteúdo 
diferentes entre si. Esta simulação exemplifica o pior caso de testes necessários, assim 
como no caso explicado através da prova do teorema 2. Esta situação do sistema é 




Figura 4.5: Sistema com 16 nodos somente o nodo 0 está s m falha e os outros  




 A seguir é mostrado um logging do resultado da simulação em fonte destacada. 
Neste logging são mostrado todos os testes necessários para os 16 nodos do sistema na 
rodada de testes de número 240.  
 
 Neste logging, sempre que se encontrar uma linha começando com ‘Testing: ’ 
tem-se a indicação de que os testes de um nodo estã começando. Sempre que existir 
uma linha começando com ‘Test: ’ tem-se a indicação de que um nodo está realizando 
um teste em outros dois nodos, e nesta mesma linha estará a indicação do resultado da 
tarefa enviada aos dois nodos e também o resultado do diagnóstico do nodo testador 
sobre o nodo testado, ou seja, a classificação do no como falho (faulty ) ou sem-falha 
(ffree ), e também o número do conjunto na lista result-set-list em que este nodo será 
incluído (conjunto x).  
 
Simulação do Algoritmo HiDIF 
Nodos = 16 
Testing Interval =  30.0 
 
Testing: nodo [0] no tempo 240.0 inicia testes. 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 1), res ult(100 e 101). DIAG: nodo 1 é FAULTY (conjunto 2).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 2), res ult(100 e 102). DIAG: nodo 2 é FAULTY (conjunto 3).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 4), res ult(100 e 104). DIAG: nodo 4 é FAULTY (conjunto 4).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 8), res ult(100 e 108). DIAG: nodo 8 é FAULTY (conjunto 5).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 3), res ult(100 e 103). DIAG: nodo 3 é FAULTY (conjunto 6).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 5), res ult(100 e 105). DIAG: nodo 5 é FAULTY (conjunto 7).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 6), res ult(100 e 106). DIAG: nodo 6 é FAULTY (conjunto 8).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 9), res ult(100 e 109). DIAG: nodo 9 é FAULTY (conjunto 9).  
  Test: nodo 0 tempo 240.0 testa nodos (0 e 10), re sult(100 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 0). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 12), re sult(100 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 1). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 7), res ult(100 e 107). DIAG: nodo 7 é FAULTY (conjunto 12) . 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 11), re sult(100 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 3). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 13), re sult(100 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 4). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 14), re sult(100 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 5). 
  Test: nodo 0 tempo 240.0 testa nodos (0 e 15), re sult(100 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 6). 
Testing: nodo [1] no tempo 240.0 inicia testes. 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 0), res ult(101 e 100). DIAG: nodo 0 é FAULTY (conjunto 2).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 3), res ult(101 e 103). DIAG: nodo 3 é FAULTY (conjunto 3).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 5), res ult(101 e 105). DIAG: nodo 5 é FAULTY (conjunto 4).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 9), res ult(101 e 109). DIAG: nodo 9 é FAULTY (conjunto 5).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 2), res ult(101 e 102). DIAG: nodo 2 é FAULTY (conjunto 6).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 4), res ult(101 e 104). DIAG: nodo 4 é FAULTY (conjunto 7).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 7), res ult(101 e 107). DIAG: nodo 7 é FAULTY (conjunto 8).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 8), res ult(101 e 108). DIAG: nodo 8 é FAULTY (conjunto 9).  
  Test: nodo 1 tempo 240.0 testa nodos (1 e 11), re sult(101 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 0). 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 13), re sult(101 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 1). 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 6), res ult(101 e 106). DIAG: nodo 6 é FAULTY (conjunto 12) . 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 10), re sult(101 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 3). 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 12), re sult(101 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 4). 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 15), re sult(101 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 5). 
  Test: nodo 1 tempo 240.0 testa nodos (1 e 14), re sult(101 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 6). 
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Testing: nodo [2] no tempo 240.0 inicia testes. 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 0), res ult(102 e 100). DIAG: nodo 0 é FAULTY (conjunto 2).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 3), res ult(102 e 103). DIAG: nodo 3 é FAULTY (conjunto 3).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 6), res ult(102 e 106). DIAG: nodo 6 é FAULTY (conjunto 4).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 10), re sult(102 e 110). DIAG: nodo 10 é FAULTY (conjunto 5 ). 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 1), res ult(102 e 101). DIAG: nodo 1 é FAULTY (conjunto 6).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 4), res ult(102 e 104). DIAG: nodo 4 é FAULTY (conjunto 7).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 7), res ult(102 e 107). DIAG: nodo 7 é FAULTY (conjunto 8).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 8), res ult(102 e 108). DIAG: nodo 8 é FAULTY (conjunto 9).  
  Test: nodo 2 tempo 240.0 testa nodos (2 e 11), re sult(102 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 0). 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 14), re sult(102 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 1). 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 5), res ult(102 e 105). DIAG: nodo 5 é FAULTY (conjunto 12) . 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 9), res ult(102 e 109). DIAG: nodo 9 é FAULTY (conjunto 13) . 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 12), re sult(102 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 4). 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 15), re sult(102 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 5). 
  Test: nodo 2 tempo 240.0 testa nodos (2 e 13), re sult(102 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 6). 
Testing: nodo [3] no tempo 240.0 inicia testes. 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 1), res ult(103 e 101). DIAG: nodo 1 é FAULTY (conjunto 2).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 2), res ult(103 e 102). DIAG: nodo 2 é FAULTY (conjunto 3).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 7), res ult(103 e 107). DIAG: nodo 7 é FAULTY (conjunto 4).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 11), re sult(103 e 111). DIAG: nodo 11 é FAULTY (conjunto 5 ). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 0), res ult(103 e 100). DIAG: nodo 0 é FAULTY (conjunto 6).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 5), res ult(103 e 105). DIAG: nodo 5 é FAULTY (conjunto 7).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 6), res ult(103 e 106). DIAG: nodo 6 é FAULTY (conjunto 8).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 9), res ult(103 e 109). DIAG: nodo 9 é FAULTY (conjunto 9).  
  Test: nodo 3 tempo 240.0 testa nodos (3 e 10), re sult(103 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 0). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 15), re sult(103 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 1). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 4), res ult(103 e 104). DIAG: nodo 4 é FAULTY (conjunto 12) . 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 8), res ult(103 e 108). DIAG: nodo 8 é FAULTY (conjunto 13) . 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 13), re sult(103 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 4). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 14), re sult(103 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 5). 
  Test: nodo 3 tempo 240.0 testa nodos (3 e 12), re sult(103 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 6). 
Testing: nodo [4] no tempo 240.0 inicia testes. 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 0), res ult(104 e 100). DIAG: nodo 0 é FAULTY (conjunto 2).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 5), res ult(104 e 105). DIAG: nodo 5 é FAULTY (conjunto 3).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 6), res ult(104 e 106). DIAG: nodo 6 é FAULTY (conjunto 4).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 12), re sult(104 e 112). DIAG: nodo 12 é FAULTY (conjunto 5 ). 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 1), res ult(104 e 101). DIAG: nodo 1 é FAULTY (conjunto 6).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 2), res ult(104 e 102). DIAG: nodo 2 é FAULTY (conjunto 7).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 7), res ult(104 e 107). DIAG: nodo 7 é FAULTY (conjunto 8).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 8), res ult(104 e 108). DIAG: nodo 8 é FAULTY (conjunto 9).  
  Test: nodo 4 tempo 240.0 testa nodos (4 e 13), re sult(104 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 0). 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 14), re sult(104 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 1). 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 3), res ult(104 e 103). DIAG: nodo 3 é FAULTY (conjunto 12) . 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 9), res ult(104 e 109). DIAG: nodo 9 é FAULTY (conjunto 13) . 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 10), re sult(104 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 4). 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 15), re sult(104 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 5). 
  Test: nodo 4 tempo 240.0 testa nodos (4 e 11), re sult(104 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 6). 
Testing: nodo [5] no tempo 240.0 inicia testes. 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 1), res ult(105 e 101). DIAG: nodo 1 é FAULTY (conjunto 2).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 4), res ult(105 e 104). DIAG: nodo 4 é FAULTY (conjunto 3).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 7), res ult(105 e 107). DIAG: nodo 7 é FAULTY (conjunto 4).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 13), re sult(105 e 113). DIAG: nodo 13 é FAULTY (conjunto 5 ). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 0), res ult(105 e 100). DIAG: nodo 0 é FAULTY (conjunto 6).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 3), res ult(105 e 103). DIAG: nodo 3 é FAULTY (conjunto 7).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 6), res ult(105 e 106). DIAG: nodo 6 é FAULTY (conjunto 8).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 9), res ult(105 e 109). DIAG: nodo 9 é FAULTY (conjunto 9).  
  Test: nodo 5 tempo 240.0 testa nodos (5 e 12), re sult(105 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 0). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 15), re sult(105 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 1). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 2), res ult(105 e 102). DIAG: nodo 2 é FAULTY (conjunto 12) . 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 8), res ult(105 e 108). DIAG: nodo 8 é FAULTY (conjunto 13) . 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 11), re sult(105 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 4). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 14), re sult(105 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 5). 
  Test: nodo 5 tempo 240.0 testa nodos (5 e 10), re sult(105 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 6). 
Testing: nodo [6] no tempo 240.0 inicia testes. 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 2), res ult(106 e 102). DIAG: nodo 2 é FAULTY (conjunto 2).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 4), res ult(106 e 104). DIAG: nodo 4 é FAULTY (conjunto 3).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 7), res ult(106 e 107). DIAG: nodo 7 é FAULTY (conjunto 4).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 14), re sult(106 e 114). DIAG: nodo 14 é FAULTY (conjunto 5 ). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 0), res ult(106 e 100). DIAG: nodo 0 é FAULTY (conjunto 6).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 3), res ult(106 e 103). DIAG: nodo 3 é FAULTY (conjunto 7).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 5), res ult(106 e 105). DIAG: nodo 5 é FAULTY (conjunto 8).  
  Test: nodo 6 tempo 240.0 testa nodos (6 e 10), re sult(106 e 110). DIAG: nodo 10 é FAULTY (conjunto 9 ). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 12), re sult(106 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 0). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 15), re sult(106 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 1). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 1), res ult(106 e 101). DIAG: nodo 1 é FAULTY (conjunto 12) . 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 8), res ult(106 e 108). DIAG: nodo 8 é FAULTY (conjunto 13) . 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 11), re sult(106 e 111). DIAG: nodo 11 é FAULTY (conjunto 1 4). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 13), re sult(106 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 5). 
  Test: nodo 6 tempo 240.0 testa nodos (6 e 9), res ult(106 e 109). DIAG: nodo 9 é FAULTY (conjunto 16) . 
Testing: nodo [7] no tempo 240.0 inicia testes. 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 3), res ult(107 e 103). DIAG: nodo 3 é FAULTY (conjunto 2).  
  Test: nodo 7 tempo 240.0 testa nodos (7 e 5), res ult(107 e 105). DIAG: nodo 5 é FAULTY (conjunto 3).  
  Test: nodo 7 tempo 240.0 testa nodos (7 e 6), res ult(107 e 106). DIAG: nodo 6 é FAULTY (conjunto 4).  
  Test: nodo 7 tempo 240.0 testa nodos (7 e 15), re sult(107 e 115). DIAG: nodo 15 é FAULTY (conjunto 5 ). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 1), res ult(107 e 101). DIAG: nodo 1 é FAULTY (conjunto 6).  
  Test: nodo 7 tempo 240.0 testa nodos (7 e 2), res ult(107 e 102). DIAG: nodo 2 é FAULTY (conjunto 7).  
  Test: nodo 7 tempo 240.0 testa nodos (7 e 4), res ult(107 e 104). DIAG: nodo 4 é FAULTY (conjunto 8).  
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  Test: nodo 7 tempo 240.0 testa nodos (7 e 11), re sult(107 e 111). DIAG: nodo 11 é FAULTY (conjunto 9 ). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 13), re sult(107 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 0). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 14), re sult(107 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 1). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 0), res ult(107 e 100). DIAG: nodo 0 é FAULTY (conjunto 12) . 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 9), res ult(107 e 109). DIAG: nodo 9 é FAULTY (conjunto 13) . 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 10), re sult(107 e 110). DIAG: nodo 10 é FAULTY (conjunto 1 4). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 12), re sult(107 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 5). 
  Test: nodo 7 tempo 240.0 testa nodos (7 e 8), res ult(107 e 108). DIAG: nodo 8 é FAULTY (conjunto 16) . 
Testing: nodo [8] no tempo 240.0 inicia testes. 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 0), res ult(108 e 100). DIAG: nodo 0 é FAULTY (conjunto 2).  
  Test: nodo 8 tempo 240.0 testa nodos (8 e 9), res ult(108 e 109). DIAG: nodo 9 é FAULTY (conjunto 3).  
  Test: nodo 8 tempo 240.0 testa nodos (8 e 10), re sult(108 e 110). DIAG: nodo 10 é FAULTY (conjunto 4 ). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 12), re sult(108 e 112). DIAG: nodo 12 é FAULTY (conjunto 5 ). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 1), res ult(108 e 101). DIAG: nodo 1 é FAULTY (conjunto 6).  
  Test: nodo 8 tempo 240.0 testa nodos (8 e 2), res ult(108 e 102). DIAG: nodo 2 é FAULTY (conjunto 7).  
  Test: nodo 8 tempo 240.0 testa nodos (8 e 4), res ult(108 e 104). DIAG: nodo 4 é FAULTY (conjunto 8).  
  Test: nodo 8 tempo 240.0 testa nodos (8 e 11), re sult(108 e 111). DIAG: nodo 11 é FAULTY (conjunto 9 ). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 13), re sult(108 e 113). DIAG: nodo 13 é FAULTY (conjunto 1 0). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 14), re sult(108 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 1). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 3), res ult(108 e 103). DIAG: nodo 3 é FAULTY (conjunto 12) . 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 5), res ult(108 e 105). DIAG: nodo 5 é FAULTY (conjunto 13) . 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 6), res ult(108 e 106). DIAG: nodo 6 é FAULTY (conjunto 14) . 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 15), re sult(108 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 5). 
  Test: nodo 8 tempo 240.0 testa nodos (8 e 7), res ult(108 e 107). DIAG: nodo 7 é FAULTY (conjunto 16) . 
Testing: nodo [9] no tempo 240.0 inicia testes. 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 1), res ult(109 e 101). DIAG: nodo 1 é FAULTY (conjunto 2).  
  Test: nodo 9 tempo 240.0 testa nodos (9 e 8), res ult(109 e 108). DIAG: nodo 8 é FAULTY (conjunto 3).  
  Test: nodo 9 tempo 240.0 testa nodos (9 e 11), re sult(109 e 111). DIAG: nodo 11 é FAULTY (conjunto 4 ). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 13), re sult(109 e 113). DIAG: nodo 13 é FAULTY (conjunto 5 ). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 0), res ult(109 e 100). DIAG: nodo 0 é FAULTY (conjunto 6).  
  Test: nodo 9 tempo 240.0 testa nodos (9 e 3), res ult(109 e 103). DIAG: nodo 3 é FAULTY (conjunto 7).  
  Test: nodo 9 tempo 240.0 testa nodos (9 e 5), res ult(109 e 105). DIAG: nodo 5 é FAULTY (conjunto 8).  
  Test: nodo 9 tempo 240.0 testa nodos (9 e 10), re sult(109 e 110). DIAG: nodo 10 é FAULTY (conjunto 9 ). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 12), re sult(109 e 112). DIAG: nodo 12 é FAULTY (conjunto 1 0). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 15), re sult(109 e 115). DIAG: nodo 15 é FAULTY (conjunto 1 1). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 2), res ult(109 e 102). DIAG: nodo 2 é FAULTY (conjunto 12) . 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 4), res ult(109 e 104). DIAG: nodo 4 é FAULTY (conjunto 13) . 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 7), res ult(109 e 107). DIAG: nodo 7 é FAULTY (conjunto 14) . 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 14), re sult(109 e 114). DIAG: nodo 14 é FAULTY (conjunto 1 5). 
  Test: nodo 9 tempo 240.0 testa nodos (9 e 6), res ult(109 e 106). DIAG: nodo 6 é FAULTY (conjunto 16) . 
Testing: nodo [10] no tempo 240.0 inicia testes. 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 2), r esult(110 e 102). DIAG: nodo 2 é FAULTY (conjunto 2 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 8), r esult(110 e 108). DIAG: nodo 8 é FAULTY (conjunto 3 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 11), result(110 e 111). DIAG: nodo 11 é FAULTY (conjunto  4). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 14), result(110 e 114). DIAG: nodo 14 é FAULTY (conjunto  5). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 0), r esult(110 e 100). DIAG: nodo 0 é FAULTY (conjunto 6 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 3), r esult(110 e 103). DIAG: nodo 3 é FAULTY (conjunto 7 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 6), r esult(110 e 106). DIAG: nodo 6 é FAULTY (conjunto 8 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 9), r esult(110 e 109). DIAG: nodo 9 é FAULTY (conjunto 9 ). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 12), result(110 e 112). DIAG: nodo 12 é FAULTY (conjunto  10). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 15), result(110 e 115). DIAG: nodo 15 é FAULTY (conjunto  11). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 1), r esult(110 e 101). DIAG: nodo 1 é FAULTY (conjunto 1 2). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 4), r esult(110 e 104). DIAG: nodo 4 é FAULTY (conjunto 1 3). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 7), r esult(110 e 107). DIAG: nodo 7 é FAULTY (conjunto 1 4). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 13), result(110 e 113). DIAG: nodo 13 é FAULTY (conjunto  15). 
  Test: nodo 10 tempo 240.0 testa nodos (10 e 5), r esult(110 e 105). DIAG: nodo 5 é FAULTY (conjunto 1 6). 
Testing: nodo [11] no tempo 240.0 inicia testes. 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 3), r esult(111 e 103). DIAG: nodo 3 é FAULTY (conjunto 2 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 9), r esult(111 e 109). DIAG: nodo 9 é FAULTY (conjunto 3 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 10), result(111 e 110). DIAG: nodo 10 é FAULTY (conjunto  4). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 15), result(111 e 115). DIAG: nodo 15 é FAULTY (conjunto  5). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 1), r esult(111 e 101). DIAG: nodo 1 é FAULTY (conjunto 6 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 2), r esult(111 e 102). DIAG: nodo 2 é FAULTY (conjunto 7 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 7), r esult(111 e 107). DIAG: nodo 7 é FAULTY (conjunto 8 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 8), r esult(111 e 108). DIAG: nodo 8 é FAULTY (conjunto 9 ). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 13), result(111 e 113). DIAG: nodo 13 é FAULTY (conjunto  10). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 14), result(111 e 114). DIAG: nodo 14 é FAULTY (conjunto  11). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 0), r esult(111 e 100). DIAG: nodo 0 é FAULTY (conjunto 1 2). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 5), r esult(111 e 105). DIAG: nodo 5 é FAULTY (conjunto 1 3). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 6), r esult(111 e 106). DIAG: nodo 6 é FAULTY (conjunto 1 4). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 12), result(111 e 112). DIAG: nodo 12 é FAULTY (conjunto  15). 
  Test: nodo 11 tempo 240.0 testa nodos (11 e 4), r esult(111 e 104). DIAG: nodo 4 é FAULTY (conjunto 1 6). 
Testing: nodo [12] no tempo 240.0 inicia testes. 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 4), r esult(112 e 104). DIAG: nodo 4 é FAULTY (conjunto 2 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 8), r esult(112 e 108). DIAG: nodo 8 é FAULTY (conjunto 3 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 13), result(112 e 113). DIAG: nodo 13 é FAULTY (conjunto  4). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 14), result(112 e 114). DIAG: nodo 14 é FAULTY (conjunto  5). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 0), r esult(112 e 100). DIAG: nodo 0 é FAULTY (conjunto 6 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 5), r esult(112 e 105). DIAG: nodo 5 é FAULTY (conjunto 7 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 6), r esult(112 e 106). DIAG: nodo 6 é FAULTY (conjunto 8 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 9), r esult(112 e 109). DIAG: nodo 9 é FAULTY (conjunto 9 ). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 10), result(112 e 110). DIAG: nodo 10 é FAULTY (conjunto  10). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 15), result(112 e 115). DIAG: nodo 15 é FAULTY (conjunto  11). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 1), r esult(112 e 101). DIAG: nodo 1 é FAULTY (conjunto 1 2). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 2), r esult(112 e 102). DIAG: nodo 2 é FAULTY (conjunto 1 3). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 7), r esult(112 e 107). DIAG: nodo 7 é FAULTY (conjunto 1 4). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 11), result(112 e 111). DIAG: nodo 11 é FAULTY (conjunto  15). 
  Test: nodo 12 tempo 240.0 testa nodos (12 e 3), r esult(112 e 103). DIAG: nodo 3 é FAULTY (conjunto 1 6). 
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Testing: nodo [13] no tempo 240.0 inicia testes. 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 5), r esult(113 e 105). DIAG: nodo 5 é FAULTY (conjunto 2 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 9), r esult(113 e 109). DIAG: nodo 9 é FAULTY (conjunto 3 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 12), result(113 e 112). DIAG: nodo 12 é FAULTY (conjunto  4). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 15), result(113 e 115). DIAG: nodo 15 é FAULTY (conjunto  5). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 1), r esult(113 e 101). DIAG: nodo 1 é FAULTY (conjunto 6 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 4), r esult(113 e 104). DIAG: nodo 4 é FAULTY (conjunto 7 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 7), r esult(113 e 107). DIAG: nodo 7 é FAULTY (conjunto 8 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 8), r esult(113 e 108). DIAG: nodo 8 é FAULTY (conjunto 9 ). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 11), result(113 e 111). DIAG: nodo 11 é FAULTY (conjunto  10). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 14), result(113 e 114). DIAG: nodo 14 é FAULTY (conjunto  11). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 0), r esult(113 e 100). DIAG: nodo 0 é FAULTY (conjunto 1 2). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 3), r esult(113 e 103). DIAG: nodo 3 é FAULTY (conjunto 1 3). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 6), r esult(113 e 106). DIAG: nodo 6 é FAULTY (conjunto 1 4). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 10), result(113 e 110). DIAG: nodo 10 é FAULTY (conjunto  15). 
  Test: nodo 13 tempo 240.0 testa nodos (13 e 2), r esult(113 e 102). DIAG: nodo 2 é FAULTY (conjunto 1 6). 
Testing: nodo [14] no tempo 240.0 inicia testes. 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 6), r esult(114 e 106). DIAG: nodo 6 é FAULTY (conjunto 2 ). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 10), result(114 e 110). DIAG: nodo 10 é FAULTY (conjunto  3). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 12), result(114 e 112). DIAG: nodo 12 é FAULTY (conjunto  4). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 15), result(114 e 115). DIAG: nodo 15 é FAULTY (conjunto  5). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 2), r esult(114 e 102). DIAG: nodo 2 é FAULTY (conjunto 6 ). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 4), r esult(114 e 104). DIAG: nodo 4 é FAULTY (conjunto 7 ). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 7), r esult(114 e 107). DIAG: nodo 7 é FAULTY (conjunto 8 ). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 8), r esult(114 e 108). DIAG: nodo 8 é FAULTY (conjunto 9 ). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 11), result(114 e 111). DIAG: nodo 11 é FAULTY (conjunto  10). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 13), result(114 e 113). DIAG: nodo 13 é FAULTY (conjunto  11). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 0), r esult(114 e 100). DIAG: nodo 0 é FAULTY (conjunto 1 2). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 3), r esult(114 e 103). DIAG: nodo 3 é FAULTY (conjunto 1 3). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 5), r esult(114 e 105). DIAG: nodo 5 é FAULTY (conjunto 1 4). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 9), r esult(114 e 109). DIAG: nodo 9 é FAULTY (conjunto 1 5). 
  Test: nodo 14 tempo 240.0 testa nodos (14 e 1), r esult(114 e 101). DIAG: nodo 1 é FAULTY (conjunto 1 6). 
Testing: nodo [15] no tempo 240.0 inicia testes. 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 7), r esult(115 e 107). DIAG: nodo 7 é FAULTY (conjunto 2 ). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 11), result(115 e 111). DIAG: nodo 11 é FAULTY (conjunto  3). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 13), result(115 e 113). DIAG: nodo 13 é FAULTY (conjunto  4). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 14), result(115 e 114). DIAG: nodo 14 é FAULTY (conjunto  5). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 3), r esult(115 e 103). DIAG: nodo 3 é FAULTY (conjunto 6 ). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 5), r esult(115 e 105). DIAG: nodo 5 é FAULTY (conjunto 7 ). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 6), r esult(115 e 106). DIAG: nodo 6 é FAULTY (conjunto 8 ). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 9), r esult(115 e 109). DIAG: nodo 9 é FAULTY (conjunto 9 ). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 10), result(115 e 110). DIAG: nodo 10 é FAULTY (conjunto  10). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 12), result(115 e 112). DIAG: nodo 12 é FAULTY (conjunto  11). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 1), r esult(115 e 101). DIAG: nodo 1 é FAULTY (conjunto 1 2). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 2), r esult(115 e 102). DIAG: nodo 2 é FAULTY (conjunto 1 3). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 4), r esult(115 e 104). DIAG: nodo 4 é FAULTY (conjunto 1 4). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 8), r esult(115 e 108). DIAG: nodo 8 é FAULTY (conjunto 1 5). 
  Test: nodo 15 tempo 240.0 testa nodos (15 e 0), r esult(115 e 100). DIAG: nodo 0 é FAULTY (conjunto 1 6). 
 
 
 Na primeira rodada de testes do logging (no tempo 240), o nodo 0 começa a 
testar seus filhos e, como todos estão com falha, ee testa todos os outros nodos que 
também estão com falha. Então nesta rodada de testes o nodo 0 realiza N–1 testes. Ao 
iniciar os testes do nodo 1, este nodo testa seus filho . Como cada nodo testador sempre 
se considera sem-falha, apesar deste estar com conteúd  modificado do considerado 
correto, este nodo 1 diagnostica todos os seus filhos como nodos falhos, pois estes 
possuem conteúdo diferente do conteúdo do nodo 1. Então este nodo 1 testa todos os 
outros nodos do sistema onde também são diagnosticados como falhos. Então nesta 
rodada de testes o nodo 1 também realiza N–1 testes. O mesmo que aconteceu como o 
nodo 1, acontece com o nodo 2 e todos os outros nodos do sistema.  
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 Portanto, nesta rodada de cada nodo realiza N–1 testes, ou seja, nesta rodada são 
executados N2–N testes no sistema. 
 
4.3.2 Pior Caso para o Número de Testes Considerando Falhas Tipo Crash 
 
 As simulações desta seção visam mostrar o pior cas p ra a quantidade de testes 
em um sistema de 16 nodos, quando consideradas somente falhas do tipo crash. Para a 
apresentação dos resultados foram realizadas simulações com todas as combinações de 
nodos possíveis para um sistema de 16 nodos, e escolhidas as que resultaram no maior 
número de testes necessários para todas as quantidades e nodos sem-falha. Para isso 
foram realizadas todas as simulações possíveis, com a quantidade de nodos sem-falha 
no sistema começando com 1, e incrementando este núm ro em 1 até que os N nodos do 
sistema estejam sem-falha. Então foram selecionadas as situações onde os nodos sem-
falha executam o maior número possível de testes. 
 
 Apesar de o valor apresentado para uma certa quantidade de nodos sem-falha ser 
o maior, podem existir outras combinações de nodos com esta mesma quantidade de 
nodos sem-falha que resulte na mesma quantidade de test s. Para a análise dos 
resultados, nesta seção não importa a combinação dos nodos, mas sim o número 
máximo de testes realizados pelos nodos. 
 
 A quantidade de testes necessários para cada quantidade de nodos sem-falha no 
sistema é mostrada através do gráfico da figura 4.6. Este gráfico mostra o número 
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máximo de testes necessários nas simulações do algoritmo considerando falhas do tipo 
crash para todas as quantidades de nodos falhos.  
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Figura 4.6: Número máximo de testes executados em um sistema de 16 nodos 
considerando somente falhas do tipo crash. 
 
 
 No gráfico da figura 4.6, nota-se que a maior quantid de de testes para os nodos 
sem-falha do sistema ocorre quando existem 8 nodos sem-falha, onde são necessários 
80 testes no sistema para que todos os nodos complete  o diagnóstico do sistema. Esse 






Figura 4.7: Pior caso do número de testes necessário  em um sistema de 16 nodos. 
 
 
 No algoritmo Hi-Dif , um nodo testa seus filhos para obter informação de 
diagnóstico sobre os demais nodos do sistema, caso seus filhos estejam sem-falha. 
Quando seus filhos estão falhos, o nodo testador precisa testar os nodos filhos dos seus 
filhos e assim por diante. Como mostrado na figura 4.7, os estados dos nodos foram 
arranjados de forma que os filhos de cada nodo sem-falha estejam todos falhos. Assim 
são necessários, além dos 4 testes para testar seus filhos, mais 6 testes para testar os 
filhos dos seus filhos. Como temos 8 nodos sem-falha no sistema, são necessários 80 
testes para que todos os nodos sem-falha completem o diagnóstico do sistema. 
 
 Essas simulações mostram que se temos muitos nodosc m falha do tipo crash e 
o restante dos nodos sem-falha, o número de testes nec sários em cada rodada de testes 
é bem abaixo do pior caso do algoritmo para o número áximo de testes que é N2 –N, 
ou seja, no caso de um sistema com 16 nodos, 240 testes.  
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4.4 Diagnosticabilidade (Diagnosability) 
 
 A simulação “Simulação de um Sistema com N–1 Nodos Sem-Falha” 
apresentada na seção 4.1.1 comprova que um sistema executando o algoritmo Hi-Dif  é 
(N–1)-diagnosticável. Nesta simulação temos os nodos 0 e 15 sem-falha e o restante dos 
nodos com falha do tipo crash quando ocorre a alteração do conteúdo do nodo 15, ou 
seja, quando este nodo fica falho. Nesta simulação, mesmo quando existe somente um 
nodo sem-falha no sistema, esse nodo consegue realiza  o diagnostico de todos os N–1 
nodos falhos.  
 
 Agora vamos considerar uma nova simulação em um sistema de 16 nodos onde 
todos os nodos estão sem-falha e, então, 15 nodos falham simulatenamente. A diferença 
desta simulação para a anterior é que na anterior existiam 14 nodos falhos e o nodo 15 
fica falho em seguida resultando em 15 nodos falhos n  sistema, já nesta nova 
simulação os 15 nodos ficam falhos no mesmo momento. Esta situação é apresentada 
através da figura 4.8. 
 
 O diagnóstico do sistema é analisado pela perspectiva do nodo 0, pois ele é 
único nodo sem-falha no sistema. A seguir é mostrado um logging do resultado da 
simulação em fonte destacada. Neste logging são mostrados os testes necessários ao 






Figura 4.8: Sistema com 16 nodos onde todos os 1 a 15 estão falhos. 
 
 
 Neste logging, sempre que se encontrar uma linha começando com ‘FAULT: ’ tem-
se a indicação de que um nodo fica falho naquele momento. Sempre que se encontrar 
uma linha começando com ‘Testing: ’ tem-se a indicação de que os testes de um nodo 
estão começando. Sempre que existir uma linha começando com ‘Test: ’ tem-se a 
indicação de que um nodo está realizando um teste em outros dois nodos, e nesta mesma 
linha estará a indicação do resultado da tarefa enviada aos dois nodos e, também, o 
resultado do diagnóstico do nodo testador sobre o nod testado, ou seja, a classificação 
do nodo como falho (faulty ) ou sem-falha (ffree ), e também o número do conjunto na 
lista result-set-list em que este nodo será incluído (c njunto x). Sempre que se encontrar 
uma linha começando com ‘End of Testing Round: ’ tem-se a indicação de que os testes 
daquele nodo naquela rodada de testes acabaram e, n s quência, é mostrado o resultado 
do diagnóstico deste nodo testador sobre todos os nodos do sistema. O resultado do 
diagnóstico é mostrado com as seguintes informações para cada nodo, separadas por 
virgulas: número do nodo, estado (falho ou sem-falha – faulty  ou ffree ), conjunto na 




Simulação do Algoritmo HiDIF 
Nodos = 16 
Testing Interval =  30.0 
Nodo a Falhar = 1,2,3,4,5,6,7,8,9,10,11,12,13,14,15  
Fault Time = 200.0 
 
FAULT: nodo 1 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 2 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 3 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 4 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 5 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 6 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 7 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 8 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 9 no tempo 200.0 torna-se falho (tipo c rash). 
FAULT: nodo 10 no tempo 200.0 torna-se falho (tipo crash). 
FAULT: nodo 11 no tempo 200.0 torna-se falho (tipo crash). 
FAULT: nodo 12 no tempo 200.0 torna-se falho (tipo crash). 
FAULT: nodo 13 no tempo 200.0 torna-se falho (tipo crash). 
FAULT: nodo 14 no tempo 200.0 torna-se falho (tipo crash). 
FAULT: nodo 15 no tempo 200.0 torna-se falho (tipo crash). 
 
Testing: nodo [0] no tempo 210.0 inicia testes. 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 1), res ult(100 e 0). DIAG: nodo 1 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 2), res ult(100 e 0). DIAG: nodo 2 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 4), res ult(100 e 0). DIAG: nodo 4 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 8), res ult(100 e 0). DIAG: nodo 8 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 3), res ult(100 e 0). DIAG: nodo 3 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 5), res ult(100 e 0). DIAG: nodo 5 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 6), res ult(100 e 0). DIAG: nodo 6 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 9), res ult(100 e 0). DIAG: nodo 9 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 10), re sult(100 e 0). DIAG: nodo 10 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 12), re sult(100 e 0). DIAG: nodo 12 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 7), res ult(100 e 0). DIAG: nodo 7 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo 210.0 testa nodos (0 e 11), re sult(100 e 0). DIAG: nodo 11 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 13), re sult(100 e 0). DIAG: nodo 13 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 14), re sult(100 e 0). DIAG: nodo 14 é FAULTY (conjunto 0).  
  Test: nodo 0 tempo 210.0 testa nodos (0 e 15), re sult(100 e 0). DIAG: nodo 15 é FAULTY (conjunto 0).  
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,100,0  1, FAULTY,0,0,3  2, FAUL TY,0,0,3  3, FAULTY,0,0,3   
          4, FAULTY,0,0,3  5, FAULTY,0,0,3  6, FAUL TY,0,0,3  7, FAULTY,0,0,3   
          8, FAULTY,0,0,3  9, FAULTY,0,0,3  10, FAU LTY,0,0,3  11, FAULTY,0,0,3   
          12, FAULTY,0,0,3  13, FAULTY,0,0,3  14, F AULTY,0,0,3  15, FAULTY,0,0,3  >> 
 
 Na primeira rodada de testes posterior ao evento (no tempo 210), o nodo 0 inicia 
seus testes e testa cada um de seus filhos, ou seja, testa os nodos 1, 2, 4 e 8. Como todos 
estes nodos estão com falha do tipo crash, o nodo 0 não obtém nenhuma informação 
sobre nenhum outro nodo do sistema. Desta forma, o nod 0 inicia os testes no restante 
dos nodos do sistema, e para cada nodo envia uma taref  para este nodo e para si 
próprio, até testar o último nodo e diagnosticar a falha de todos estes nodos.  
 
 Portanto, pode-se constatar pelas duas simulações que, tanto na existência de um 
único evento ou com a existência de N–1 eventos simultâneos, o único nodo sem-falha 
no sistema consegue diagnosticar todos os eventos ocorridos no sistema. Portanto o 







 Neste capítulo são apresentados os resultados obtidos através da realização de 4 
experimentos práticos através da implementação real do algoritmo Hi-Dif  para o 
diagnóstico de nodos com conteúdo replicado na Web. Todos os experimentos se 
passam em um sistema de 8 nodos. O primeiro experimento mostra a situação onde 
todos os nodos estão sem-falha quando acontece um evento no nodo 7 que sobre 
alteração de seu conteúdo. No segundo experimento, quando todos os nodos estão sem-
falha, ocorre a falha do tipo crash de N–1 nodos. O terceiro experimento mostra a 
situação onde todos os nodos estão sem-falha quando acontece a alteração de conteúdo 
de N/2 nodos. No quarto experimento, os nodos 3 e 6 falham através da alteração do 
conteúdo replicado de forma diferente para cada um destes dois nodos. 
 
 Antes dos experimentos, que são apresentados a partir d  seção 5.3, nas 
próximas duas seções são descritos detalhes sobre a implementação do algoritmo e uma 
descrição sobre o ambiente de realização dos experimentos. 
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5.1 Implementação do Algoritmo Hi-Dif 
 
 O algoritmo Hi-Dif  foi implementado na linguagem de programação C [55], para 
ser utilizado em sistemas operacionais Linux [56]. A estratégia foi implementar o 
algoritmo através de dois componentes, ou dois executáveis: um servidor (server-hidif) 
e um cliente (hidif). O servidor é o componente responsável pela resposta a s testes ou 
informações solicitadas por outros nodos do sistema. O cliente é o componente no qual 
o algoritmo Hi-Dif  está implementado. Este cliente é quem controla as rodadas de 
testes, realiza os testes, pede informações de diagnóstico para outros nodos do sistema e 
realiza o diagnóstico do sistema.  
 
 A comunicação entre os nodos do sistema como, por exemplo, os testes ou as 
solicitações de informações de diagnóstico sobre nodos, é realizada através de conexões 
TCP/IP (Transmission Control Protocol/Internet Protocol) [57] utilizando-se uma porta 
que pode ser configurada. 
 
 Tanto o servidor como o cliente utilizam um arquivo de configuração chamado 
‘hidif.ini ’. Neste arquivo de configuração estão indicados o número daquele nodo no 
sistema, o endereço IP (Internet Protocol) daquele nodo no sistema, a porta que ele 
utiliza para receber conexões TCP/IP, e o intervalo de testes entre cada rodada de testes 
indicado em segundos. Abaixo segue em fonte destacada, um exemplo de como são 









 Cada cliente do algoritmo Hi-Dif  utiliza outro arquivo chamado  
‘hidif-nodes.ini ’ para guardar as configurações de cada nodo do sistema. Cada linha 
deste arquivo deve conter o identificador do nodo no sistema, o endereço IP do nodo e a 
porta que o algoritmo Hi-Dif  implementa para receber conexões TCP/IP. Neste arquivo 
o primeiro nodo deve sempre começar com o identificador 0 e seus sucessores com uma 
unidade a mais em relação ao identificador da linha anterior. Este arquivo também deve 
conter as mesmas informações em todos os nodos do si tema. Abaixo segue em fonte 
destacada, um exemplo de como são organizadas as informações neste arquivo para um 
sistema com 8 nodos.  
 
NODE_ID IP PORT 
0 192.168.254.1 7655 
1 192.168.254.2 7655 
2 192.168.254.3 7655 
3 192.168.254.4 7655 
4 192.168.254.5 7655 
5 192.168.254.6 7655 
6 192.168.254.7 7655 
7 192.168.254.8 7655 
 
 
 Quando um nodo a testa um par de nodos b e c, ou seja, os nodos b e c recebem 
uma tarefa para ser executada, cada um destes nodosexecutam um arquivo script de 
teste chamado ‘script_test_hidif ’ que fica no diretório de instalação do algoritmo. 
Este script é livre e deve ser configurado por cada ministrador do algoritmo 
especificamente para a sua aplicação. Este script deve obrigatoriamente gerar outro 
arquivo de resultado da tarefa chamado ‘result_my_test.out ’ que deve conter o 
resultado da tarefa daquele nodo. Desta forma, quando um nodo recebe uma tarefa, o 
componente servidor executa o script de teste e responde para o nodo que solicitou a 
tarefa o conteúdo do arquivo de resultado da tarefa. 
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 Cada nodo mantém um diretório chamado ‘data’. Neste diretório são mantidos 
arquivos que correspondem aos resultados das tarefas d  cada nodo do sistema. Os 
arquivos deste diretório têm o nome de  ‘node_0.out ’ para o arquivo de resultado do 
nodo 0, ‘node_1.out ’ para o arquivo de resultado do nodo 1, e assim por diante. 
Também neste diretório é mantido mais um arquivo chamado ‘state_nodes.dat ’ que 
contém o resultado do diagnóstico daquele nodo sobre t dos os nodos do sistema. Este 
arquivo é dinâmico, e a cada rodada de testes é atualiz do com o resultado do 
diagnóstico do nodo testador.  
 
 Este arquivo que mantém o resultado do diagnóstico contém as seguintes 
informações: o identificador do nodo no sistema, o endereço IP do nodo, o estado do 
nodo (0 indica sem-falha e 1 indica que o nodo está falho), o valor do timestamp de cada 
nodo, e o conjunto na lista result-set-list em que cada nodo do sistema se encontra. 
Abaixo segue em fonte destacada, um exemplo de comosão rganizadas as informações 
neste arquivo para um sistema com 8 nodos. Neste exemplo nota-se que todos os nodos 
estão sem-falha exceto o nodo 7, e que este nodo 7 não está com falha do tipo crash, 
pois encontra-se no conjunto 2 da lista result-set-list, ou seja, está com o conteúdo 
modificado em relação ao considerado correto. 
 
NODE_ID IP STATE TIMESTAMP RESULTSETLIST 
0 192.168.254.1 0 0 1 
1 192.168.254.1 0 2 1 
2 192.168.254.1 0 2 1 
3 192.168.254.1 0 2 1 
4 192.168.254.1 0 2 1 
5 192.168.254.1 0 2 1 
6 192.168.254.1 0 2 1 




 Desta forma, esta implementação do algoritmo Hi-Dif  possui algumas 
características: a execução de uma tarefa – recebida por uma conexão TCP/IP em porta 
configurável – foi implementada através da execução de 1 script pelo componente 
servidor e a saída desta é gerada em outro arquivo específico; e, como o componente 
cliente do algoritmo também grava o diagnóstico do sistema a cada rodada de testes em 
outro arquivo. Estas características permitem que o alg ritmo (tanto o componente 
cliente quanto o servidor) possa até executar em outra máquina que não seja o servidor 
Web, caso não se queira incrementar a utilização de processamento dessas máquinas. 
 
5.2 Ambiente de Realização dos Experimentos 
 
 Os experimentos foram realizados utilizando-se um computador com 
processador Intel Pentium IV [58] de 2400 MHz. O sistema operacional utilizado foi o 
Linux Kurumin [59] versão 2.20.  
 
 Todos os experimentos foram realizados em um sistema de 8 nodos e os 
experimentos foram todos realizados na mesma máquina. Os nodos dos experimentos 
foram configurados em diretórios diferentes nesta máquina, mas cada um utilizando 
uma porta diferente para as conexões TCP/IP. Desta forma, o arquivo com as 
configurações dos nodos ‘hidif-nodes.ini ’ que é o mesmo em todos os nodos, foi 






NODE_ID IP PORT 
0 192.168.254.1 7655 
1 192.168.254.1 7656 
2 192.168.254.1 7657 
3 192.168.254.1 7658 
4 192.168.254.1 7659 
5 192.168.254.1 7660 
6 192.168.254.1 7661 
7 192.168.254.1 7662 
 
 
 Para ocasionar uma falha do tipo crash em um nodo,  processo servidor e o 
processo cliente do algoritmo HiDif  foram terminados através do comando kill  [56] do 
sistema operacional. Em todos os experimentos, os nodos foram configurados com um 
intervalo de 10 segundos de pausa entre cada rodada de testes, ou seja, se uma rodada de 
testes em um certo nodo terminou na data 23/07/2004 2:52:33, a próxima rodada de 
testes deve iniciar na data 23/07/2004 22:52:43. 
 
 Em todos os experimentos o conteúdo replicado monitorado foi um arquivo pdf 
de tamanho 3.591 KB. Para que este arquivo de pouco mais de 3,5 MB não fosse 
transferido pela rede a cada tarefa requisitada aos nodos e a utilização da rede não fosse 
prejudicada pela execução do algoritmo, o script de teste foi configurado para se 
executar o algoritmo de hash (resumo digital) MD5 [60] sobre o arquivo pdf, jogando 
apenas o checksum do MD5 no arquivo de resultado da tarefa. Desta forma o impacto 
no tráfego de rede ficou bastante reduzido. 
 
 Por convenção, nas figuras de exemplos dos experimentos que serão descritos 
neste capítulo, um nodo com falha do tipo crash será exemplificado como mostrado na 
figura 5.1 (a), e um nodo com falha ocasionada por uma alteração de seu conteúdo será 





Figura 5.1: (a) Nodo com falha do tipo crash. (b) Nodo  
com falha devido à alteração de seu conteúdo. 
 
 
 Em cada um dos quatro experimentos descritos nas próximas seções, é 
apresentado um logging, onde neste logging, sempre que se encontrar uma linha 
começando com ‘Testing: ’ tem-se a indicação de que os testes de um nodo estã  
começando. Sempre que existir uma linha começando com ‘Test: ’ tem-se a indicação de 
que um nodo está realizando um teste em outros dois nodos, e nesta mesma linha estará 
a indicação do resultado da tarefa enviada aos dois nodos e também o resultado do 
diagnóstico do nodo testador sobre o nodo testado, ou seja, a classificado do nodo como 
falho (faulty ) ou sem-falha (ffree ), e também o número do conjunto na lista result-set-
list em que este nodo será incluído (c njunto x). Sempre que se encontrar uma linha 
começando com ‘End of Testing Round: ’ tem-se a indicação de que os testes daquele 
nodo naquela rodada de testes acabaram e na sequência é mostrado o resultado do 
diagnóstico deste nodo testador sobre todos os nodos do sistema. O resultado do 
diagnóstico é mostrado com as seguintes informações para cada nodo, separadas por 
vírgulas: número do nodo, estado (falho ou sem-falha – faulty  ou ffree ), o conjunto na 






5.3 Primeiro Experimento – 1 Nodo Falha 
 
 O primeiro experimento mostra um sistema de 8 nodos onde todos os nodos 
estão sem-falha quando acontece um evento no nodo 7 que sofre alteração de seu 





Figura 5.2: Um sistema de 8 nodos onde todos os nodos estão sem falha  
e o nodo 7 sofre alteração de seu conteúdo. 
 
 
 A seguir é mostrado um logging do resultado do experimento em fonte 
destacada. Neste logging são mostrados todos os testes dos nodos sem-falha ocorridos 
após o evento, até que todos os nodos do sistema copletem o diagnóstico deste evento. 
Neste logging o nodo 7 sofre alteração de conteúdo, ou seja, fic falho, no instante 





Testing: nodo [0] no tempo '27/07/2004 00:06:21' in icia testes. 
  Test: nodo 0 tempo '27/07/2004 00:06:21' testa no dos (0 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:06:21' testa no dos (0 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:06:21' testa no dos (0 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   







Testing: nodo [1] no tempo '27/07/2004 00:06:21' in icia testes. 
  Test: nodo 1 tempo '27/07/2004 00:06:22' testa no dos (1 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:06:22' testa no dos (1 e 3). DIAG: nodo 3 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:06:22' testa no dos (1 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 1:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [2] no tempo '27/07/2004 00:06:23' in icia testes. 
  Test: nodo 2 tempo '27/07/2004 00:06:23' testa no dos (2 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 2 tempo '27/07/2004 00:06:23' testa no dos (2 e 3). DIAG: nodo 3 é ffree (conjunto 1). 
  Test: nodo 2 tempo '27/07/2004 00:06:23' testa no dos (2 e 6). DIAG: nodo 6 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 2:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [3] no tempo '27/07/2004 00:06:23' in icia testes. 
  Test: nodo 3 tempo '27/07/2004 00:06:23' testa no dos (3 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 3 tempo '27/07/2004 00:06:23' testa no dos (3 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 3 tempo '27/07/2004 00:06:23' testa no dos (3 e 7). DIAG: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 3:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [4] no tempo '27/07/2004 00:06:26' in icia testes. 
  Test: nodo 4 tempo '27/07/2004 00:06:27' testa no dos (4 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 4 tempo '27/07/2004 00:06:27' testa no dos (4 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 4 tempo '27/07/2004 00:06:27' testa no dos (4 e 6). DIAG: nodo 6 é ffree (conjunto 1). 
    obtendo info: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 4:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [5] no tempo '27/07/2004 00:06:26' in icia testes. 
  Test: nodo 5 tempo '27/07/2004 00:06:27' testa no dos (5 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 5 tempo '27/07/2004 00:06:27' testa no dos (5 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 5 tempo '27/07/2004 00:06:27' testa no dos (5 e 7). DIAG: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 5:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [6] no tempo '27/07/2004 00:06:26' in icia testes. 
  Test: nodo 6 tempo '27/07/2004 00:06:27' testa no dos (6 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 6 tempo '27/07/2004 00:06:27' testa no dos (6 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 6 tempo '27/07/2004 00:06:27' testa no dos (6 e 7). DIAG: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 6:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [0] no tempo '27/07/2004 00:06:31' in icia testes. 
  Test: nodo 0 tempo '27/07/2004 00:06:32' testa no dos (0 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:06:32' testa no dos (0 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:06:32' testa no dos (0 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
    obtendo info: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [1] no tempo '27/07/2004 00:06:32' in icia testes. 
  Test: nodo 1 tempo '27/07/2004 00:06:32' testa no dos (1 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:06:32' testa no dos (1 e 3). DIAG: nodo 3 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:06:32' testa no dos (1 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
    obtendo info: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 1:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   






Testing: nodo [2] no tempo '27/07/2004 00:06:33' in icia testes. 
  Test: nodo 2 tempo '27/07/2004 00:06:33' testa no dos (2 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 2 tempo '27/07/2004 00:06:33' testa no dos (2 e 3). DIAG: nodo 3 é ffree (conjunto 1). 
  Test: nodo 2 tempo '27/07/2004 00:06:33' testa no dos (2 e 6). DIAG: nodo 6 é ffree (conjunto 1). 
    obtendo info: nodo 7 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 2:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




 Neste experimento, o primeiro nodo a realizar testes após o evento é o nodo 0 
que inicia sua rodada de testes no instante 27/07/20 4 00:06:21. Em seguida os nodos 1 
e 2 realizam a próxima rodada de testes e também não detectam o evento. Até este 
momento, nenhum nodo detectou o evento ocorrido até que os nodos dos quais o nodo 7 
é filho começam a executar seus testes. Nos instante  27/07/2004 00:06:23, 27/07/2004 
00:06:26 e 27/07/2004 00:06:26, os nos 3, 5 e 6 iniciam suas respectivas rodadas de 
testes. Como estes são os nodos dos quais o nodo 7 é filho (nodo onde o evento 
ocorreu), estes nodos detectam a falha do nodo 7 através de um teste direto a este nodo. 
Como o nodo 7 está falho, mas não com falha do tipo crash, este nodo é colocado no 
conjunto 2 da lista result-set-list. 
 
 Nos instantes 27/07/2004 00:06:27, 27/07/2004 00:06:32 e 27/07/2004 00:06:33, 
respectivamente os nodos 4, 1 e 2 diagnosticam o evento através de testes realizados 
sobre os nodos 5 e 6 que haviam a pouco tempo detectado o evento. A próxima rodada 
de testes do nodo 0 inicia-se no instante 27/07/2004 0 :06:31. Assim, logo que o nodo 0 
testa o nodo 4 – que é seu único filho que já detectou o evento neste instante – o nodo 0 





5.4 Segundo Experimento – N–1 Nodos Falham 
 
 O segundo experimento mostra um sistema de 8 nodos nde todos os nodos 
estão sem-falha quando acontece a falha do tipo crash dos nodos com identificadores de 
1 a 7, ou seja, acontecem N–1 falhas do tipo crash. Esta situação do sistema é 





Figura 5.3: Um sistema de 8 nodos onde todos os nodos estão sem falha quando  
ocorre a falha do tipo crash dos nodos identificados de 1 a 7. 
 
 
 A seguir é mostrado um logging do resultado do experimento em fonte 
destacada. Neste logging são mostrados todos os testes do nodo 0 que é o único nodo  
sem-falha no sistema após a ocorrência dos eventos. Ne te logging os nodos 





Testing: nodo [0] no tempo '27/07/2004 00:14:09' in icia testes. 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 1). DIAG: nodo 1 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 2). DIAG: nodo 2 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 4). DIAG: nodo 4 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 3). DIAG: nodo 3 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 5). DIAG: nodo 5 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 6). DIAG: nodo 6 é FAULTY (conjunto 0). 
  Test: nodo 0 tempo '27/07/2004 00:14:09' testa no dos (0 e 7). DIAG: nodo 7 é FAULTY (conjunto 0). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,FAULTY,0,5  2,FAULTY,0,5  3,FAULTY,0,7   




 Neste experimento, o nodo 0 é o único nodo sem-falha no sistema após as falhas 
do restante dos nodos. Desta forma, o nodo 0 precisa testar todos os nodos para se obter 
o diagnóstico do sistema. Assim, o nodo 0 realiza os N–1 = 7 testes e diagnostica todos 
os nodos outros como falhos colocando-os no conjunto 0 da lista result-set-list. 
 
5.5 Terceiro Experimento – N/2 Nodos Sofrem Alteração de 
Conteúdo 
 
 O terceiro experimento mostra um sistema de 8 nodos nde todos os nodos estão 
sem-falha quando acontece um evento ao mesmo tempo nos nodos 1, 2, 3 e 4 que 
sofrem a mesma alterações no conteúdo replicado. Esta situação do sistema é 





Figura 5.4: Um sistema de 8 nodos onde todos os nodos estão sem falha quando  




 A seguir é mostrado um logging do resultado do experimento em fonte 
destacada. Neste logging são mostrados todos os testes dos nodos sem-falha ocorridos 
após os quatro eventos, até que todos os nodos do sistema completem o diagnóstico 
deste dois eventos. Neste logging os nodos 1, 2, 3 e 4 sofrem alteração de conteúdo, ou 





Testing: nodo [5] no tempo '27/07/2004 00:11:00' in icia testes (Rodada Teste: 32). 
  Test: nodo 5 tempo '27/07/2004 00:11:00' testa no dos (5 e 1). DIAG: nodo 1 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:11:00' testa no dos (5 e 4). DIAG: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:11:01' testa no dos (5 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
  Test: nodo 5 tempo '27/07/2004 00:11:01' testa no dos (5 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 5:  
      <<  0,ffree,1,0  1,FAULTY,2,3  2,ffree,1,2  3 ,ffree,1,4   




Testing: nodo [6] no tempo '27/07/2004 00:11:02' in icia testes (Rodada Teste: 32). 
  Test: nodo 6 tempo '27/07/2004 00:11:03' testa no dos (6 e 2). DIAG: nodo 2 é FAULTY (conjunto 2). 
  Test: nodo 6 tempo '27/07/2004 00:11:03' testa no dos (6 e 4). DIAG: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 6 tempo '27/07/2004 00:11:03' testa no dos (6 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
  Test: nodo 6 tempo '27/07/2004 00:11:03' testa no dos (6 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 6:  
      <<  0,ffree,1,0  1,ffree,1,2  2,FAULTY,2,3  3 ,ffree,1,4   




Testing: nodo [0] no tempo '27/07/2004 00:11:03' in icia testes (Rodada Teste: 33). 
  Test: nodo 0 tempo '27/07/2004 00:11:03' testa no dos (0 e 1). DIAG: nodo 1 é FAULTY (conjunto 2). 
  Test: nodo 0 tempo '27/07/2004 00:11:03' testa no dos (0 e 2). DIAG: nodo 2 é FAULTY (conjunto 2). 
  Test: nodo 0 tempo '27/07/2004 00:11:03' testa no dos (0 e 4). DIAG: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 0 tempo '27/07/2004 00:11:03' testa no dos (0 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 0 tempo '27/07/2004 00:11:04' testa no dos (0 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:11:04' testa no dos (0 e 6). DIAG: nodo 6 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,FAULTY,2,3  2,FAULTY,2,3  3,FAULTY,2,5   




Testing: nodo [7] no tempo '27/07/2004 00:11:06' in icia testes (Rodada Teste: 32). 
  Test: nodo 7 tempo '27/07/2004 00:11:07' testa no dos (7 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 7 tempo '27/07/2004 00:11:07' testa no dos (7 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
    obtendo info: nodo 1 é FAULTY (conjunto 2). 
    obtendo info: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 7 tempo '27/07/2004 00:11:07' testa no dos (7 e 6). DIAG: nodo 6 é ffree (conjunto 1). 
    obtendo info: nodo 2 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 7:  
      <<  0,ffree,1,0  1,FAULTY,2,3  2,FAULTY,2,3  3,FAULTY,2,5   




Testing: nodo [5] no tempo '27/07/2004 00:11:11' in icia testes (Rodada Teste: 33). 
  Test: nodo 5 tempo '27/07/2004 00:11:11' testa no dos (5 e 1). DIAG: nodo 1 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:11:11' testa no dos (5 e 4). DIAG: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:11:11' testa no dos (5 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
    obtendo info: nodo 2 é FAULTY (conjunto 2). 
    obtendo info: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:11:11' testa no dos (5 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 5:  
      <<  0,ffree,1,0  1,FAULTY,2,3  2,FAULTY,2,3  3,FAULTY,2,5   







Testing: nodo [6] no tempo '27/07/2004 00:11:13' in icia testes (Rodada Teste: 33). 
  Test: nodo 6 tempo '27/07/2004 00:11:14' testa no dos (6 e 2). DIAG: nodo 2 é FAULTY (conjunto 2). 
  Test: nodo 6 tempo '27/07/2004 00:11:14' testa no dos (6 e 4). DIAG: nodo 4 é FAULTY (conjunto 2). 
  Test: nodo 6 tempo '27/07/2004 00:11:14' testa no dos (6 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
    obtendo info: nodo 1 é FAULTY (conjunto 2). 
    obtendo info: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 6 tempo '27/07/2004 00:11:15' testa no dos (6 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 6:  
      <<  0,ffree,1,0  1,FAULTY,2,3  2,FAULTY,2,3  3,FAULTY,2,5   
          4,FAULTY,2,3  5,ffree,1,2  6,ffree,1,4  7 ,ffree,1,4  >> 
 
 
 Neste experimento, o primeiro nodo a realizar testes após os eventos é o nodo 5 
que inicia sua rodada de testes no instante 27/07/20 4 00:11:00. Então este nodo detecta 
as falhas dos nodos 1 e 4 pois testa diretamente estes dois nodos. Em seguida, o nodo 6 
inicia sua rodada de testes e acontece uma situação parecida à ocorrida no nodo 5. O 
nodo 6 detecta a falha dos nodos 2 e 4 pois também testa diretamente estes dois nodos. 
O nodo 0 que inicia sua próxima rodada de testes no tempo 27/07/2004 00:11:03 detecta 
a falha dos quatro nodos, pois os nodos 1, 2 e 4 são seus e são testados diretamente pelo 
nodo 0, e o nodo 3 é testado na sequência após diagnosticar todos os seus filhos como 
falhos.  
 
 A seguir o nodo 7 inicia seus testes no tempo 27/07/20 4 00:11:06 e consegue 
diagnosticar a falha de todos os nodos da seguinte maneira: a falha do nodo 3 é 
diagnosticada através de um teste, pois o nodo 3 é seu filho; as falhas dos nodos 1 e 4 
são detectadas através de informações de diagnóstico recebidas através do nodo 5; e, a 
falha do nodo 2 é detectada através das informações de diagnóstico recebidas através do 
nodo 6. Na sequência, o nodo 5 diagnostica as falhas do nodo 2 e 3 através de 
informações recebidas do nodo 7, e o nodo 6 diagnostica as falhas do nodo 1 e 3 através 
de informações recebidas do nodo 7. 
 
 111
5.6 Quarto Experimento – 2 Nodos Sofrem Alterações Difer ntes 
 
 O quarto experimento mostra um sistema de 8 nodos nde todos os nodos estão 
sem-falha quando acontece um evento ao mesmo tempo nos nodos 3 e 6 que sofrem 
alterações diferentes no conteúdo replicado. Esta situ ção do sistema é apresentada 





Figura 5.5: Um sistema de 8 nodos onde todos os nodos estão sem falha quando  
os nodos 3 e 6 sofrem alterações diferentes no conteúdo replicado. 
 
 
 A seguir é mostrado um logging do resultado do experimento em fonte 
destacada. Neste logging são mostrados todos os testes dos nodos sem-falha ocorridos 
após os dois eventos, até que todos os nodos do sistema completem o diagnóstico deste 
dois eventos. Neste logging os nodos 3 e 6 sofre alteração de conteúdo, ou seja, ficam 





Testing: nodo [0] no tempo '27/07/2004 00:09:08' in icia testes. 
  Test: nodo 0 tempo '27/07/2004 00:09:09' testa no dos (0 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:09:09' testa no dos (0 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:09:09' testa no dos (0 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   





Testing: nodo [1] no tempo '27/07/2004 00:09:08' in icia testes. 
  Test: nodo 1 tempo '27/07/2004 00:09:08' testa no dos (1 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:09:09' testa no dos (1 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 1 tempo '27/07/2004 00:09:09' testa no dos (1 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 1:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   




Testing: nodo [2] no tempo '27/07/2004 00:09:11' in icia testes (Rodada Teste: 22). 
  Test: nodo 2 tempo '27/07/2004 00:09:11' testa no dos (2 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 2 tempo '27/07/2004 00:09:11' testa no dos (2 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 2 tempo '27/07/2004 00:09:11' testa no dos (2 e 6). DIAG: nodo 6 é FAULTY (conjunto 3). 
  Test: nodo 2 tempo '27/07/2004 00:09:11' testa no dos (2 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 2:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   




Testing: nodo [7] no tempo '27/07/2004 00:09:12' in icia testes. 
  Test: nodo 7 tempo '27/07/2004 00:09:12' testa no dos (7 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 7 tempo '27/07/2004 00:09:12' testa no dos (7 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 7 tempo '27/07/2004 00:09:12' testa no dos (7 e 6). DIAG: nodo 6 é FAULTY (conjunto 3). 
  Test: nodo 7 tempo '27/07/2004 00:09:12' testa no dos (7 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 7:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   




Testing: nodo [4] no tempo '27/07/2004 00:09:14' in icia testes. 
  Test: nodo 4 tempo '27/07/2004 00:09:14' testa no dos (4 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 4 tempo '27/07/2004 00:09:14' testa no dos (4 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 4 tempo '27/07/2004 00:09:14' testa no dos (4 e 6). DIAG: nodo 6 é FAULTY (conjunto 2). 
    End of Testing Round: diagnostico do nodo 4:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, ffree,1,2   




Testing: nodo [5] no tempo '27/07/2004 00:09:14' in icia testes. 
  Test: nodo 5 tempo '27/07/2004 00:09:15' testa no dos (5 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
    obtendo info: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 5 tempo '27/07/2004 00:09:15' testa no dos (5 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
  Test: nodo 5 tempo '27/07/2004 00:09:15' testa no dos (5 e 7). DIAG: nodo 7 é ffree (conjunto 1). 
    obtendo info: nodo 6 é FAULTY (conjunto 3). 
    End of Testing Round: diagnostico do nodo 5:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   




Testing: nodo [1] no tempo '27/07/2004 00:09:19' in icia testes. 
  Test: nodo 1 tempo '27/07/2004 00:09:19' testa no dos (1 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
  Test: nodo 1 tempo '27/07/2004 00:09:19' testa no dos (1 e 3). DIAG: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 1 tempo '27/07/2004 00:09:19' testa no dos (1 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
    obtendo info: nodo 6 é FAULTY (conjunto 3). 
    End of Testing Round: diagnostico do nodo 1:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   




Testing: nodo [0] no tempo '27/07/2004 00:09:19' in icia testes. 
  Test: nodo 0 tempo '27/07/2004 00:09:19' testa no dos (0 e 1). DIAG: nodo 1 é ffree (conjunto 1). 
  Test: nodo 0 tempo '27/07/2004 00:09:19' testa no dos (0 e 2). DIAG: nodo 2 é ffree (conjunto 1). 
    obtendo info: nodo 3 é FAULTY (conjunto 2). 
    obtendo info: nodo 6 é FAULTY (conjunto 3). 
  Test: nodo 0 tempo '27/07/2004 00:09:20' testa no dos (0 e 4). DIAG: nodo 4 é ffree (conjunto 1). 
    End of Testing Round: diagnostico do nodo 0:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   





Testing: nodo [4] no tempo '27/07/2004 00:09:25' in icia testes. 
  Test: nodo 4 tempo '27/07/2004 00:09:25' testa no dos (4 e 0). DIAG: nodo 0 é ffree (conjunto 1). 
    obtendo info: nodo 3 é FAULTY (conjunto 2). 
  Test: nodo 4 tempo '27/07/2004 00:09:26' testa no dos (4 e 5). DIAG: nodo 5 é ffree (conjunto 1). 
  Test: nodo 4 tempo '27/07/2004 00:09:26' testa no dos (4 e 6). DIAG: nodo 6 é FAULTY (conjunto 3). 
    End of Testing Round: diagnostico do nodo 4:  
      <<  0,ffree,1,0  1,ffree,1,2  2,ffree,1,2  3, FAULTY,2,3   
          4,ffree,1,2  5,ffree,1,2  6,FAULTY,3,3  7 ,ffree,1,4  >> 
 
 
 Neste experimento, o primeiro nodo a realizar testes após o evento é o nodo 0 
que inicia sua rodada de testes no instante 27/07/20 4 00:09:08. Em seguida os nodos 1, 
7, 2 e 4 realizam suas próximas rodadas de testes. Como estes nodos têm como filhos ao 
menos um dos dois nodos que sofreram o evento, estes nodos detectam novas 
informações sobre o estado dos nodos 3 e 6. Os nodos 2 e 7 já detectam os dois eventos 
ocorridos, mas os nodos 1 e 4 só detectam um evento cada, pois estes dois nodos só 
possuem respectivamente um dos nodos 3 e 6 como filhos.  
 
 Os próximos testes dos nodos 5 e 0 que são os nodo mais distantes dos eventos, 
acontecem respectivamente nos tempos 27/07/2004 00:09:14 e 27/07/2004 00:09:19. 
Neste momento, estes dois nodos obtêm informação sobre os dois eventos através de 
testes a nodos que já possuíam as informações. O nodo 5 testa os nodos 1 e 7 que 
repassam informação respectivamente sobre os nodos 3 e 6; e, o nodo 0 testa o nodo 2 
que repassa as informações dos eventos ocorridos nos nod s 3 e 6. Assim, só resta aos 
nodos 1 e 4 detectarem o evento ocorrido respectivamente nos nodos 6 e 3, que o fazem 








 Este trabalho apresentou um novo modelo genérico de diagnóstico hierárquico 
adaptativo distribuído e baseado em comparações, e apresentou um novo algoritmo,  
Hi-Dif , baseado neste modelo, para o diagnóstico distribuído de alterações em sistemas 
com conteúdo replicado em uma rede como, por exemplo, a Internet. No modelo 
apresentado, os nodos do sistema podem estar falhos ou sem-falhas e um nodo falho 
pode tanto estar com falha do tipo crash, como apenas star respondendo de maneira 
incorreta às tarefas enviadas como teste. 
 
 No algoritmo Hi-Dif , um nodo sem-falha testa outro nodo do sistema par
classificar seu estado. O algoritmo classifica os ndos do sistema em conjuntos de 
acordo com o resultado dos testes e um teste é realizado através do envio de uma tarefa 
para um par de nodos do sistema. Após o recebimento das duas saídas da execução 
destas tarefas, o testador compara estas saídas e, se a comparação indicar igualdade, os 
nodos são classificados no mesmo conjunto de nodos. Por outro lado, se a comparação 
das saídas indicar diferença, os nodos são classificados em conjuntos distintos, de 




 Uma diferença do modelo apresentado para outros modelos propostos 
anteriormente, é que a seguinte asserção foi eliminada: a comparação, realizada por um 
nodo sem-falha, das saídas produzidas por dois nodos falhos sempre resulta em 
diferença. Por este motivo, o modelo apresentado permite o tratamento da situação onde 
dois nodos quaisquer estão invadidos e vandalizados com as mesmas alterações sobre o 
conteúdo replicado.  
 
 Este novo algoritmo permite o diagnóstico de vandalismo em servidores Web 
com dados replicados. Como o algoritmo classifica os n dos em conjuntos de acordo 
com o resultado das tarefas enviadas como teste, est  novo algoritmo permite a 
identificação dos nodos que estão com conteúdo modifica o e diferenciá-los, por 
exemplo, de outros nodos que venham a possuir outras modificações de conteúdo. 
 
 Quando um nodo sem-falha testa outro nodo sem-falha, ele recebe do nodo 
testado informações de diagnóstico de todo o cluster ao qual o nodo testado pertence. 
Neste algoritmo os clusters são conjuntos com N/2 nodos. Como no algoritmo Hi-Dif  é 
possível que o nodo i receba informações de diagnóstico do nodo j através de dois ou 
mais nodos, é necessário garantir que o nodo i sempre obtenha a informação mais 
recente sobre os outros nodos do sistema. Para garantir isso, o algoritmo implementa 
timestamps, que são implementados através de contadores de troca de estados, que cada 
nodo possui para todos os nodos do sistema.  
 
 Foi demonstrado que o algoritmo Hi-Dif  possui uma latência de log2N rodadas 
de testes para um sistema de N nodos, ou seja, é capaz de diagnosticar qualquer evento 
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ocorrido em no máximo log2N rodadas de testes. Uma rodada de teste é um intervalo de 
tempo onde todos os nodos sem-falha do sistema obtêm informação de diagnóstico 
sobre todos os nodos do sistema. O algoritmo também é (N–1)-diagnosticável e o 
número máximo de testes requeridos pelo algoritmo é de O(N2), no pior caso. 
 
 Experimentos através de simulações do algoritmo e experimentos através da 
implementação do algoritmo utilizada para o diagnóstico de nodos com conteúdo 
replicado na Web também foram realizados. Os resultados dos experimentos 
comprovam o número máximo de testes necessários; comprovam também que a latência 
do algoritmo é log2N; e, mostram também que, mesmo quando N–1 nodos ficam falhos 
ao mesmo tempo, o único nodo sem-falha do sistema é capaz de diagnosticar todos os 
eventos. 
 
 Trabalhos futuros incluem o estudo da aplicação do algoritmo em redes  
peer-to-peer, e a implementação de um pacote para que  instalação e configuração do 
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