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THE WEIGHTED POSET METRICS AND DIRECTED GRAPH
METRICS
JONG YOON HYUN1, HYUN KWANG KIM2, AND JEONG RYE PARK3
Abstract. Recently, in [3], the authors introduced metrics on Fn
2
based on di-
rected graphs on n vertices and developed some basic coding theory on directed
graph metric spaces. In this paper, we consider the problem of classifying di-
rected graphs which admit the extended Hamming codes to be a perfect code.
We first consider weighted poset metrics as a natural generalization of poset
metrics and investigate interrelation between weighted poset metrics and di-
rected graph based metrics. In the next, we classify weighted posets on a
set with eight elements and directed graphs on eight vertices which admit the
extended Hamming code H˜3 to be a 2-perfect code. We also construct some
families of such structures for any k ≥ 3 which can be viewed as a general-
izations of some results in [3] and [5]. Those families enable us to construct
packing or covering codes of radius 2 under certain maps.
1. Introduction
Let Fq be the finite field with q elements and F
n
q be the vector space of n-tuples
over Fq. Coding theory may be considered as the study of F
n
q when F
n
q is endowed
with the Hamming metric. Since the late 1980’s several attempts have been made
to generalize the classical problems of the coding theory by introducing a new
non-Hamming metric on Fnq (cf. [6]-[8]). These attempts led Brualdi et al. [1] to
introduce the concept of poset metrics Fq in 1995. Recently, in [3], the authors
introduced metrics on Fn2 based on directed graphs on n vertices. The authors
discussed basic topics of coding theory such as, isometry groups, reconstruction
problems, and the MacWillams Identity and the MacWillams Extension Properties
in directed graphmetric spaces. In this paper, we consider the problem of classifying
directed graphs which admit the extended Hamming codes to be a perfect code. We
first consider weighted poset metrics as a natural generalization of poset metrics
and investigate interrelation between weighted poset metrics and directed graph
based metrics. In the next, we classify weighted posets a set with eight elements
and directed graphs on eight vertices which admit the extended Hamming code H˜3
to be a 2-perfect code. We also construct some families of such structures for any
k ≥ 3 which can be viewed as a generalizations of some results in [3] and [5]. Those
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families enable us to construct packing or covering codes of radius 2 under certain
maps.
Let F2 be the finite field of order two and F
n
2 the vector space of binary n-tuples.
The support of x in Fn2 is the set of non-zero coordinate positions. The Hamming
weight wH(x) of a vector x in F
n
2 is the number of non-zero coordinate positions.
Throughout this paper, we identify x in Fn2 with its support.
Let d∗ be a metric based on an object ∗ which is one of a poset, a weighted poset
and a digraph. Let x be a vector in Fn2 and r a non-negative integer. The ∗-sphere
with center x and radius r is defined as the set
S∗(x; r) = {y ∈ F
n
2 | d∗(x, y) ≤ r}
of all vectors in Fn2 whose ∗-distance from x is at most r.
Let (Fn2 , d∗) denote the metric space on F
n
2 endowed with the d∗-metric. A subset
C of (Fn2 , d∗) is called a ∗-code of length n.
Definition 1.1. Let C be a ∗-code of length n.
We say that C is an r-covering ∗-code if the union of ∗-spheres of radius r centered
at the codewords of C is Fn2 . The covering radius of C is the smallest r such that
C is an r-covering code.
We say that C is an r-packing ∗-code if ∗-spheres of radius r centered at the code-
words of C are pairwise disjoint. The packing radius of C is the largest r such that
C is an r-packing code.
We say that C is an r-error-correcting perfect (for short, r-perfect) ∗-code if it is
an r-covering and r-packing ∗-code.
We start with by introducing two types of non-Hamming metrics, namely weighted
poset metrics and directed graph metrics, which will be discussed in this paper.
1.1. Poset Metrics. Let (P,) be a partially ordered set (for short, poset) of size
n. A subset I of P is called an order ideal if i ∈ I and j  i imply that j ∈ I. For a
subset A of P , 〈A〉P denotes the smallest order ideal of P containing A. The order
ideal generated by {i} is denoted 〈i〉P for short.
Without loss of generality, we may assume that P is {1, 2, . . . , n} and that the
coordinate positions of vectors in Fn2 are labeled by P . The P -weight of a vector x
in Fn2 is defined by the size of the smallest order ideal of P containing x, that is,
wp(x) = |〈x〉P | .
The P -distance of the elements x and y in Fn2 is defined by
dP (x, y) = wP (x− y).
The metric dP on F
n
2 , which is introduced by Brualdi et al. in [1], is called a poset
metric.
1.2. Weighted Poset Metrics. Let (P,) be a partially ordered set and pi a
function from P to N, where N is the set of natural numbers. The triple (P,, pi)
is called a pi-weighted poset. We simply denote a weighted poset by Ppi . The
Ppi-weight of x in F
n
2 is defined by
wPpi (x) =
∑
i∈〈x〉P
pi(i).
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The Ppi-distance of the vectors x and y in F
n
2 is defined by
dPpi (x, y) = wPpi (x − y).
Notice that
dPpi (x, y) = dP (x, y)
when the weight function pi : P → N is given by pi(i) = 1 for any i in P .
Lemma 1.1. If Ppi is a weighted poset, then Ppi-distance dPpi is a metric on F
n
2 .
Proof. Obviously, Ppi-distance is symmetric and positive definite. To prove that
dPpi(x, y) ≤ dPpi (x, z) + dPpi (z, y) for all x, y and z, it is sufficient to show that
Ppi-weight satisfies the triangle inequality wPpi (x + y) ≤ wPpi (x) + wPpi (y). Since
〈x+ y〉P ⊆ 〈x〉P ∪ 〈y〉P , we obtain
wPpi (x+ y) ≤
∑
i∈〈x+y〉P
pi(i) ≤
∑
i∈〈x〉P
pi(i) +
∑
i∈〈y〉P
pi(i)
= wPpi (x) + wPpi (y)

We call the metric dPpi on F
n
2 a pi-weighted poset metric. In [2], the authors intro-
duced weighted Hamming metrics and constructed an infinite family of weighted
Hamming metrics which make the generalized Goppa codes to be perfect codes.
The weighted Hamming metrics form an important class of weighted poset metrics
in which the posets are given by antichains.
In the weighted poset metric space, we can compute the cardinality of spheres
of radius r as follows. Let Ωωj (i) be the number of order ideals of Ppi of size i,
Ppi-weight ω with j maximal elements. Recall that Ppi-weight of a subset is defined
to be the sum of weights of its elements. Then the number of vectors in Fn2 whose
Ppi-distance to the zero vector is exactly ω equals

1 if ω = 0,
ω∑
i=1
i∑
j=1
2i−jΩωj (i) if ω > 0.
Therefore we have
(1) |SPpi (x; r)| = 1 +
r∑
ω=1
ω∑
i=1
i∑
j=1
2i−jΩωj (i).
1.3. Graph Metrics. All graphs considered in this paper are directed simple
graphs, that is, neither loops nor multiple edges are allowed. We refer to [4] for
general facts on directed graphs. Let G be a digraph consisting of a vertex set
V (G) and an edge set E(G) where the (directed) edge is an ordered pair of distinct
vertices. For any u and v in V (G) with u 6= v, we say that v is dominated by u
if there is a path from u to v. For a subset S of V (G), we denote 〈S〉G the set
consisting of S and the vertices which are dominated by vertices in S. The G-weight
of x in Fn2 is defined by the size of the vertices dominated by {x}, that is,
wG(x) = |〈x〉G| .
The G-distance of the vectors x and y in Fn2 is defined by
dG(x, y) = wG(x− y).
4 THE WEIGHTED POSET METRICS AND DIRECTED GRAPH METRICS
The metric dG on F
n
2 which is introduced by Etzion et al. in [3] is called a directed
graph metric. The Hamming metric maybe considered as a G-metric where G
contains no edges.
2. Weighted posets and Digraphs
In this section, we discuss the interrelation between weighted poset metrics and
directed graph metrics. We introduce the weight poset metric induced by a directed
graph and the directed graph metric induced by a weighted poset. We conclude
that these two concepts are ‘almost’ the same.
2.1. Induced weighted poset metrics from digraphs. In this subsection, we
define the weighted poset induced by a digraph.
Let G be a digraph with n vertices. For any u and v in V (G), we write u ∼ v if
u = v or there are paths from u to v and from v to u. One can easily check that it
is an equivalence relation on V (G).
Let G/∼ be the set of equivalence classes of the relation ∼. Let v¯ denote the
equivalence class containing a vertex v. We define a relation on G/∼ by u¯  v¯ if
u¯ = v¯ or there is a path from a to b where a ∈ v¯ and b ∈ u¯.
Lemma 2.1. Let G be a digraph. Then  is well-defined and it is a partial order
on G/∼.
Proof. The proof is straightforward. 
We may make the poset (G/∼,) into a weighted poset by using a weight func-
tion p˜i : G/∼ → N by p˜i(v¯) = |v¯|. Here, for a set A, |A| denotes the size of A.
The weighted poset (G/∼,, p˜i) is called the weighted poset induced by G. In the
sequel, we simply denote it by Pp˜i instead of (G/∼,, p˜i). Notice that Pp˜i is a poset
with size m where m denotes the number of equivalence classes of G/∼. Note also
that the Pp˜i-weight of x in F
m
2 , is given by
wPp˜i (x) =
∑
v¯∈〈x〉Pp˜i
|v¯| ,
and the Pp˜i-distance of the vectors x and y in F
m
2 is written by
dPp˜i (x, y) = wPp˜i (x − y).
We mention that a directed acyclic graph corresponds to a poset metric.
Example 2.2. In Fig.1, the digraph with four vertices has a directed cycle of length
3. Then the induced weighted poset Pp˜i has two elements.
1
2
3 4
Pp˜i
1¯, p˜i(1¯) = 1
2¯, p˜i(2¯) = 3
Figure 1.
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In Fig.2, the induced weighted poset has four elements which are labeled by the
Pp˜i-weight.
1
2
3 4
5
6
78
Pp˜i
1
4
2
1
1¯
2¯
6¯
8¯
Figure 2. p˜i(1¯) = p˜i(8¯) = 1, p˜i(2¯) = 4 and p˜i(6¯) = 2.
2.2. Induced graph metrics from weighted posets. In this subsection, we
define the digraph induced by a weighted poset.
Let Ppi be a pi-weighted poset. We denote E(Ppi) the set of pairs (a, b) of elements
of Ppi such that b  a. For a in Ppi , we set a0 = a and aˆ =
{
a0, a1, . . . , api(a)−1
}
.
Denote by E(aˆ) the set of pairs (ai, ai+1), where the subscripts are taken modulo
pi(a). Note that the digraph consisting of the vertex set aˆ and the edge set E(aˆ) is
a directed cycle graph. We define a digraph Gpi by
V (Gpi) =
⋃
a∈Ppi
aˆ, E(Gpi) = E(Ppi) ∪ [
⋃
a∈Ppi
E(aˆ)].
Remark 2.3. For a given digraph G, it is not generally equal to Gp˜i (cf. Fig.3).
G
4
Pp˜i Gp˜i
Figure 3. The weighted poset Pp˜i is induced by the digraph G.
There is only one element such that Pp˜i-weight is 4.
The diagram of metrics introduced in this paper is given in Fig.4.
Recall that Gpi is the digraph induced by a pi-weighted poset and that Pp˜i is the
p˜i-weighted poset induced by a digraph.
2.3. The relationship between weighted posets and digraphs. In this sub-
section, we deal with covering codes and packing codes for a graph metric and a
weighted poset metric. To do this, we define two mappings to obtain new codes
from their images.
Let G be a digraph with n vertices and Pp˜i the weighted poset induced by G.
We denote the ground set of Pp˜i by {1¯, 2¯, . . . , m¯}.
Let x = (X1¯, X2¯, . . . , Xm¯) be an element of F
n
2 , where Xi¯ is a binary vector of
length |¯i|. The mapping ϕp˜i from F
n
2 to F
m
2 is defined by x
ϕp˜i = (x1¯, x2¯, . . . , xm¯) in
F
m
2 , where
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pi-weighted poset metrics
Ppi-code
poset metrics
P -code
Hamming metrics
H-code
graph metrics
G-code
pi = id
antichain
no cycles
(acyclic)
no edges
induce Pp˜i
induce Gpi
Figure 4. A diagram of metrics
xi¯ =
{
0 if Xi¯ = 0,
1 otherwise.
Let C be a G-code. Then Cϕp˜i = {xϕp˜i : x ∈ C} is a Pp˜i-code. We point out that
the linearity does not preserved under the map ϕp˜i.
Let Ppi be a weighted poset with m elements with total weight n and Gpi a
digraph induced by Ppi. We denote the ground set of Ppi by
{
1ˆ, 2ˆ, . . . , mˆ
}
.
Let x = (x1ˆ, x2ˆ, . . . , xmˆ) be an element of F
m
2 . The mapping ϕpi from F
m
2 to F
n
2
is defined by xϕpi = (X1ˆ, X2ˆ, . . . , Xmˆ) in F
n
2 , where Xiˆ = (xiˆ, 0, 0, . . . , 0) is a vector
of length pi(ˆi). Notice that if C is a Ppi-code of length m, then C
ϕpi is a Gpi-code of
length n and the linearity of C is preserved by ϕpi.
Lemma 2.4. For x, y ∈ Fn2 and u, v ∈ F
m
2 the following statements hold:
(i) wG(x) = wPp˜i (x
ϕp˜i ).
(ii) wPp˜i (x
ϕp˜i + yϕp˜i) ≤ wPp˜i ((x + y)
ϕp˜i).
(iii) wPpi (u) = wGpi (u
ϕpi).
(iv) uϕpi + vϕpi = (u+ v)ϕpi .
Proof. (i) We claim that
〈x〉G =
⋃
i¯∈〈xϕp˜i 〉Pp˜i
i¯.
Let a be in 〈x〉G. Then there is a path from v to a such that xv = 1, and so v¯ in
〈xϕp˜i〉Pp˜i , where v¯ is the equivalence class containing v. The claim holds since the
equivalence class containing a is also in 〈xϕp˜i〉. The converse can be proved by a
similar argument.
(ii) Let x = (X1¯, X2¯, . . . , Xm¯) and y = (Y1¯, Y2¯, . . . , Ym¯). Assume that i¯ contributes
zero to wPp˜i ((x+ y)
ϕp˜i ), i.e., Xi¯+Yi¯ = 0. Then we have Xi¯ = Yi¯ and hence xi¯ = yi¯.
Therefore i¯ contributes zero to wPp˜i (x
ϕp˜i + yϕp˜i). One can easily check that if i¯
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contributes a positive weight to wPp˜i ((x+ y)
ϕp˜i) then i¯ contributes either zero or a
positive weight to wPp˜i (x
ϕp˜i + yϕp˜i). Hence we may have a strict inequality in (ii).
(iii) We claim that ⋃
iˆ∈〈u〉Ppi
iˆ = 〈uϕpi〉Gpi .
Let a be an element of the left hand side in the claim. By the definition of an ideal
of a weighted poset, there exists sˆ in Ppi such that usˆ = 1 and aˆ  sˆ, where aˆ is
the element in Ppi containing a. Then sˆ ⊆ 〈u
ϕpi〉Gpi and hence a ∈ 〈u
ϕpi〉Gpi . The
converse can be proved by a similar argument.
(iv) Let uϕpi = (U1ˆ, U2ˆ, . . . , Umˆ) and v
ϕpi = (V1ˆ, V2ˆ, . . . , Vmˆ). Then we have
the iˆ-th coordinate of u+ v is 0 if and only if uiˆ = viˆ
if and only if Uiˆ = Viˆ if and only if the iˆ-th coordinate of u
ϕpi + uϕpi is 0. 
We now establish the relationship between a covering G-code (resp., a packing
Ppi-code C) and a covering Pp˜i-code (resp., a packing Gpi-code).
Theorem 2.5. The following statements hold:
(i) If C is an r-covering G-code, then Cϕp˜i is an r-covering Pp˜i-code.
(ii) If C is an r-packing Ppi-code, then C
ϕpi is an r-packing Gpi-code.
Proof. (i) Let x ∈ Fm2 . Then x
ϕpi ∈ Fn2 . Since C is an r-covering G-code, there
is a codeword c in C such that xϕpi ∈ SG(c; r). So wG(c + x
ϕpi ) ≤ r. Applying
Lemma 2.4 (i), (ii) to wG(c+ x
ϕpi), we have
wPp˜i (c
ϕp˜i + (xϕpi )ϕp˜i) ≤ wPp˜i ((c+ x
ϕpi )ϕp˜i) = wG(c+ x
ϕpi) ≤ r.
Thus x ∈ SPp˜i(c
ϕp˜i ; r) because x = (xϕpi )ϕp˜i .
(ii) Let x ∈ SGpi(c
ϕpi
1 ; r) ∩ SGpi(c
ϕpi
2 ; r) for some distinct c
ϕpi
1 and c
ϕpi
2 in C
ϕpi , where
c1 and c2 belong to C. Notice that c1 6= c2 because of the definition of ϕpi. Then
wGpi(c
ϕpi
1 ;x) ≤ r and wGpi (c
ϕpi
2 ;x) ≤ r. Applying Lemma 2.4 (i), (ii) to wGpi (c
ϕpi
i ;x),
we have
wPpi ((c
ϕpi
i )
ϕp˜i + xϕp˜i) ≤ wPpi ((c
ϕpi
i + x)
ϕp˜i ) = wGpi(c
ϕpi
i + x) ≤ r,
where i = 1, 2. Due to ci = (c
ϕpi
i )
ϕp˜i , we have xϕp˜i ∈ SPpi (c1; r) ∩ SPpi (c2; r), which
is a contradiction to the assumption that C is an r-packing Ppi-code. 
3. Weighted posets and digraphs which admits the extended Hamming
code to be a perfect code
In this section, we consider the problem of construction of wighted posets and
digraphs which admit the extended Hamming code H˜k to be a 2-perfect code.
We classify all such structures when k = 3, and construct some families of such
structures for any k ≥ 3.
We start with a quick introduction of extended Hamming codes.
Let H˜k = [n = 2
k, 2k−1−k, 4] (k ≥ 2) be the extended Hamming code with the
usual parity check matrix Hk. The Hk is a (k + 1)× 2
k binary matrix whose first
row is the all one vector of length 2k. The remaining k rows of Hk form a k × 2
k
submatrix whose i-th column corresponds to the 2-adic representation of i− 1. For
example, H˜3 is the [8, 4, 4]H code with the parity check matrix H3, where H3 is
given by
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1 2 3 4 5 6 7 8



1 1 1 1 1 1 1 1
0 0 0 0 1 0 1 1
0 0 1 1 0 0 1 1
0 1 0 1 0 1 0 1
.
The following proposition, which gives a necessary and sufficient condition for a
given code to be a perfect code, was proved in [5] for poset codes. We first generalize
it to weighted codes and digraph codes.
Proposition 3.1. Let ∗ be either a pi-weighted poset Ppi or a digraph G, and C
be an [n, k] binary linear ∗-code. Then C is an r-perfect ∗-code if and only if the
following two conditions are satisfied:
(i) (The sphere packing condition) |S∗(0; r)| = 2
n−k,
(ii) (The partition condition) for any non-zero codeword c and any partition
{x, y} of c, either w∗(x) ≥ r + 1 or w∗(y) ≥ r + 1.
Proof. (Sufficiency) (i) By ∗-perfectness, we have |C| · |S∗(c; r)| = |F
n
2 | so that
|S∗(c; r)| = 2
n−k.
(ii) Assume that {x, y} is a partition of c such that w∗(x) ≤ r and w∗(y) ≤ r. Then
x and y are in S∗(0; r) ∩ S∗(c; r), a contradiction to ∗-perfectness.
(Necessity) By (i), it is sufficient to show that S∗(0; r) ∩ S∗(c; r) = φ for any
non-zero c ∈ C. Let α ∈ S∗(0; r) ∩ S∗(c; r). Then w∗(α) ≤ r and w∗(α + c) ≤ r.
Since {α ∩ c, c \ α ∩ c} is a partition of c, the partition condition implies that either
w∗(α ∩ c) ≥ r + 1 or w∗(c \ α ∩ c) ≥ r + 1. Since w∗(α ∩ c) ≤ w∗(α) ≤ r, we have
w∗(c \ α ∩ c) ≥ r + 1. Then
r ≥ w∗(α+ c) = w∗(α \ α ∩ c+ c \ α ∩ c)
≥ w∗(c \ α ∩ c) ≥ r + 1,
a contradiction. 
Corollary 3.2. Let ∗ be either a pi-weighted poset Ppi or a digraph G. The extended
binary Hamming code H˜k is a 2-packing ∗-code if and only if for any codeword c
of H˜k with w∗(c) = 4, and any partition {x, y} of c such that wH(x) = wH(y) = 2,
we have either w∗(x) ≥ 3 or w∗(y) ≥ 3.
Proof. It is straightforward from the partition condition of Proposition 3.1. 
Lemma 3.3. Let ∗ be either a pi-weighted poset Ppi or a digraph G. If the extended
Hamming code H˜k is a 2-perfect ∗-code, then there are no elements in ∗ whose
∗-weight is bigger than two.
Proof. Assume that there is an element x in ∗ such that w∗(x) ≥ 3. By the
∗-perfectness, there is a codeword c in H˜k such that x ∈ S∗(c; 2). Then c is a
non-zero codeword and wH(c) ≥ 4 since H˜k has the minimum Hamming distance
4. Thus we should have that d∗(c, x) ≥ 3, a contradiction. 
In the next two subsections, we classify weighted poset structures and digraphs
which admit the extended binary Hamming code H˜3 to be 2-perfect. Motivated by
these classifications we find some families of weighted poset structures and digraphs
which admit the extended binary Hamming code H˜k to be 2-perfect for any k ≥ 3.
THE WEIGHTED POSET METRICS AND DIRECTED GRAPH METRICS 9
Remark 3.4. Let T be a linear isometry of (Fn2 , d∗), where ∗ is either a Ppi or G.
Then the image of an r-perfect ∗-code under T is also r-perfect. It means that
to find an r-perfect ∗-code we should consider in general, a labeling of coordinate
positions.
3.1. Weighted posets. In this subsection, we consider a weighted poset Ppi. It
follows from (1) that
|SPpi (0; 2)| = 1 + Ω
1
1(1) + Ω
2
1(1) + 2Ω
2
1(2) + Ω
2
2(2).
Lemma 3.5. If the extended Hamming code H˜k is a 2-perfect Ppi-code, then Ω
2
1(1) =
1 + 12Ω
1
1(1)(Ω
1
1(1)− 3).
Proof. Let s be the number of elements in Ppi whose Ppi-weight are 1, i.e. s = Ω
1
1(1).
It follows from the sphere packing condition and (1) that
(2) |SPpi(0; 2)| = 2
k+1 = 1 +
(
s
1
)
+
(
s
2
)
+Ω21(1) + 2Ω
2
1(2).
We have n = 2k because Ppi is a weighted poset with n elements. It follows that
(3) |Ppi| = 2
k = s+Ω21(1) + Ω
2
1(2).
The proof is followed by solving (2) and (3). 
As an illustration of our theorem, we classify weighted poset structures which
admit the extended binary Hamming code H˜3 to be a 2-perfect Ppi-code.
Lemma 3.6. If the extended Hamming code H˜3 is a 2-perfect Ppi-code, then 1 ≤
Ω11(1) ≤ 4.
Proof. It follows from (3) that
(4) |Ppi| = 2
3 = Ω11(1) + Ω
2
1(1) + Ω
2
1(2).
Note that Ω21(2) is a non-negative integer. By Lemma 3.5, the equality does not
hold if Ω11(1) = 0 and Ω
1
1(1) ≥ 5. 
It follows from Lemma 3.5, Lemma 3.6 and (4) that possible structure vectors
are as follows:
(Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (1, 0, 7), (2, 0, 6), (3, 1, 4), (4, 3, 1).
The wighted poset Ppi is just a poset if Ω
1
1(1) ≤ 2. The poset structures which admit
the extended binary Hamming code to be a 2-perfect poset code were classified in [5].
Therefore we now classify weighted poset structures for the remaining cases (3, 1, 4)
and (4, 3, 1).
We define
∆ωi := {x ∈ Ppi | |〈x〉Ppi | = i, wPpi(x) = ω} ,
i.e. Ωω1 (i) = |∆
ω
i |.
For any a in Ppi, we define
∆ωi (a) := {x ∈ Ppi | x  a} ∩∆
ω
i .
Case (i) Ω11(1) = 4:
There is a unique weighted poset structure Ppi up to equivalence with the structure
vector (4, 1, 3) (cf. Fig.5).
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1 2 2 2
1 1 1 1
Figure 5. There are three elements of which the Ppi-weight is two
and five elements of which the Ppi-weight is one.
Let us give a labeling as follows: ∆11 = {α, β, γ, δ
′}, ∆21 = {β
′, γ′, δ}, and ∆22(α) =
{α′}, where {α, β, γ, δ}, {α, β, α′, β′}, {α, γ, α′, γ′} and {α, δ, α′, δ′} are codewords
of H˜3. Then we can check that the conditions of Corollary 3.2 are satisfied.
Case (ii) Ω11(1) = 3:
There are four non-equivalent weighted poset structures, say P 1pi , P
2
pi , P
3
pi and P
4
pi
with the structure vector (3, 1, 4) (cf. Fig.6 and Fig.7).
1 1 1 1 2
1 1 1
1 1 1 1 2
1 1 1
Figure 6.
1 1 1 1 2
1 1 1
1 1 1 1 2
1 1 1
Figure 7.
Let {α, β, γ, δ} be a codeword of H˜3. For each weighted poset, we give a labeling
such that ∆11 = {α, β, γ}. Then by Corollary 3.2, we should give a labeling such
that ∆21 = {δ}. For each P
1
pi and P
2
pi , we give a labeling at the remaining coordinates
as follows:
P 1pi : ∆
2
2(α) = {α
′, β′, γ′, δ′};
P 2pi : ∆
2
2(α) = {α
′, β′}, ∆22(β) = {γ
′, δ′},
where {α, β, α′, β′}, {α, γ, α′, γ′} and {α, δ, α′, δ′} are codewords. Then P 1pi and P
2
pi
admit H˜3 to be a 2-perfect code by checking the partition condition in Proposi-
tion 3.1.
For the remaining weighted posets, we claim that they do not admit H˜3 to be a
2-perfect code. Without loss of generality, we may assume that
∣∣∆22(α)∣∣ ≥ 2 and∣∣∆22(β)∣∣ = 1, and we denote the element in ∆22(β) by x. Let {α, β, x, y} be a code-
word. The codewords which contains {α, β} are {α, β, α′, β′} or {α, β, γ′, δ′}. For
the weighted poset P 3pi , we can easily see that y in ∆
2
2(α), which is a contradiction to
Corollary 3.2. For the weighted poset P 4pi , we have y ∈ ∆
2
2(γ). Obviously, there ex-
ists z in ∆22(α) such that {α, γ, y, z} is a codeword. The codewords which contains
{α, γ} are {α, γ, α′, γ′} or {α, γ, β′, δ′}, which is a contradiction to Corollary 3.2.
By combining the preceding discussion and the result [5], we obtain the following
theorem.
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Theorem 3.7. Let H˜3 denote the binary extended [8, 4, 4]H Hamming code. Then
H˜3 is a 2-perfect Ppi-code if and only if Ppi is one of the weighted posets described
in Fig.5, Fig.6 or Fig.8.
1
· · · 1 111
7
1 1
· · · 1 111
6
Figure 8. Ordinary posets which admit H˜3 to be a 2-error cor-
recting perfect code (cf. [5]).
We provide two families of weighted poset structures which admit the extended
binary Hamming code H˜k to be a 2-perfect Ppi-code.
By Lemma 3.5 and (3), if H˜k is a 2-perfect Ppi-code, then we have the following
possible structures vector:
(Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (1, 0, 2
k − 1), (2, 0, 2k − 2), (3, 1, 2k − 4), (4, 3, 2k − 7), . . . .
Theorem 3.8. Let Ppi be a weighted poset satisfying one of the following:
(i) (Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (3, 1, 2
k − 4),
∆11 = {α, β, γ}, ∆
2
1 = {δ}, ∆
2
2(α) = P
(1)
pi \ (∆11 ∪∆
2
1);
(ii) (Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (4, 3, 2
k − 7),
∆11 = {α, β, γ, δ
′}, ∆21 = {β
′, γ′, δ}, ∆22(α) = P
(1)
pi \ (∆11 ∪∆
2
1),
where {α, β, γ, δ}, {β, β′, γ, γ′}, {β, β′, δ′, δ′} and {γ, γ′, δ, δ′} are codewords. Then
the extended Hamming code H˜k is a 2-perfect Ppi-code.
Proof. We can check as in the preceding discussion that Proposition 3.1 and Corol-
lary 3.2 are satisfied. 
We provide concretely a possible labeling on a poset Ppi with Table 1 for which
H˜3 is a 2-perfect Ppi-code.
Table 1.
Structure Possible labeling
(3, 1, 4) ∆11 = {1, 2, 3}, ∆
2
1 = {4}, ∆
2
2(1) = {5, 6, 7, 8}
(3, 1, 4) ∆11 = {1, 2, 3}, ∆
2
1 = {4}, ∆
2
2(1) = {5, 6}, ∆
2
2(2) = {7, 8}
(4, 3, 1) ∆11 = {1, 2, 3, 8}, ∆
2
1 = {4, 6, 7}, ∆
2
2(1) = {5}
Theorem 3.9. If the extended Hamming code H˜k is a packing Ppi-code of packing
radius 2, then H˜ϕpik is a packing Gpi-code with packing radius 2.
Proof. It follows from Theorem 2.5 that H˜ϕpik is a packingGpi-code. By the partition
condition in Proposition 3.1, there is x in both SPpi (c1; 3) and SPpi (c2; 3) for some
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distinct codewords c1 and c2 in H˜k. Then we have wPpi (c1;x) ≤ 3 and wPpi (c2;x) ≤
3. Applying Lemma 2.4 (iii), (iv) to wPpi (ci;x) we have
wGpi (c
ϕpi
i + x
ϕpi ) = wGpi((ci + x)
ϕpi) = wPpi (ci + x) ≤ 3,
where i = 1, 2. This implies that xϕpi ∈ SGpi(c
ϕpi
1 ; 3) ∩ SGpi(c
ϕpi
2 ; 3), and the result
follows. 
Example 3.10. Let H˜3 be a 2-perfect Ppi-code. Consider weighted posets with the
structure vector (3, 1, 4). Then the weighted posets in Fig.6 correspond to the
digraphs in Fig.9. By Theorem 3.9, the digraphs admit H˜ϕpi3 to be a 2-packing
G-code. The codewords of H˜ϕpi3 can be found in Table 2.
Table 2.
∆11 = {1, 2, 3}, ∆
2
1 = {4}
H˜3 H˜
ϕpi
3
1 2 3 4 5 6 7 8 1 2 3 4 4′5 6 7 8
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 0 0 1 1 1 1
1 0 0 1 0 1 1 0 1 0 0 1 0 0 1 1 0
1 0 0 1 1 0 0 1 1 0 0 1 0 1 0 0 1
0 1 0 1 1 0 1 0 0 1 0 1 0 1 0 1 0
0 1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1
1 1 0 0 1 1 0 0 1 1 0 0 0 1 1 0 0
1 1 0 0 0 0 1 1 1 1 0 0 0 0 0 1 1
0 0 1 1 1 1 0 0 0 0 1 1 0 1 1 0 0
0 0 1 1 0 0 1 1 0 0 1 1 0 0 0 1 1
1 0 1 0 1 0 1 0 1 0 1 0 0 1 0 1 0
1 0 1 0 0 1 0 1 1 0 1 0 0 0 1 0 1
0 1 1 0 0 1 1 0 0 1 1 0 0 0 1 1 0
0 1 1 0 1 0 0 1 0 1 1 0 0 1 0 0 1
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 1
Figure 9.
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3.2. Graph Metrics. In this subsection, we consider a digraph G. Recall that Pp˜i
denote the p˜i-weighted poset induced by a digraph. It follows from (1) that
|SPp˜i (0; 2)| = 1 + Ω
1
1(1) + Ω
2
1(1) + 2Ω
2
1(2) + Ω
2
2(2).
The number of vectors in Fn2 whose G-distance to the zero vector is exactly d equals

1 if d = 0,
Ω11(1) if d = 1,
3Ω21(1) + 2Ω
2
1(2) + Ω
2
2(2) if d = 2.
Therefore we have
(5) |SG(0; 2)| = 1 + Ω
1
1(1) + 3Ω
2
1(1) + 2Ω
2
1(2) + Ω
2
2(2).
Lemma 3.11. If the extended Hamming code H˜k is a 2-perfect G-code, then
Ω21(1) = 1 +
1
2Ω
1
1(1)(Ω
1
1(1)− 3).
Proof. Let s be the number of elements in PG whose PG-weight are 1, i.e. s = Ω
1
1(1).
It follows from the sphere packing condition and (5) that
(6) |SG(0; 2)| = 2
k+1 = 1 +
(
s
1
)
+
(
s
2
)
+ 3Ω21(1) + 2Ω
2
1(2).
Since G is a digraph with n vertices, we have n = 2k, and so
(7) |V (G)| = 2k = s+ 2Ω21(1) + Ω
2
1(2).
The proof can be completed from solving (6) and (7). 
As an illustration of our theorem, we classify digraphs which admit the extended
binary Hamming code H˜3 to be a 2-perfect G-code.
Lemma 3.12. If the extended Hamming code H˜3 is a 2-perfect G-code, then 1 ≤
Ω11(1) ≤ 3.
Proof. It follows from (7) that
(8) |V (G)| = 23 = Ω11(1) + 2Ω
2
1(1) + Ω
2
1(2).
Note that Ω21(2) is non-negative integer. By Lemma 3.11, the equality does not
hold if Ω11(1) = 0 and Ω
1
1(1) ≥ 4. 
It follows from Lemma 3.11, Lemma 3.12 and (8) that the possible structure
vectors are as follows:
(Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (1, 0, 7), (2, 0, 6), (3, 1, 3).
We classify the possible digraphs which admit H˜3 to be a 2-perfect G-code corre-
sponding to the structure vectors. The digraph G has no cycles if Ω11(1) ≤ 2. In
this case, the digraph G corresponds to a poset. The authors classified the poset
structures which admit the extended binary Hamming code to be a 2-perfect poset
code in [5]. We now classify the digraphs for the remaining case (3, 1, 3). There
are three non-equivalent digraphs, say G1, G2 and G3 with the structure vector
(3, 1, 3) (cf. Fig.10 and Fig.11).
We define
Γωi := {v ∈ V (G) | |v¯| = i, wG(v) = ω} .
For any v in V (G), we define
Γωi (v) := {u ∈ V (G) | (u, v) ∈ E(G)} ∩ Γ
ω
i .
14 THE WEIGHTED POSET METRICS AND DIRECTED GRAPH METRICS
Figure 10.
Figure 11.
There are three codewords of H˜3 which contains {α, α
′}. For each digraph, we
give a labeling such that ∆22 = {α, α
′}. For G1, we give a labeling as follows:
Γ11 = {β, γ, δ}, Γ
2
1(β) = {γ
′}, Γ21(γ) = {δ
′} and Γ21(δ) = {β
′}, where {α, β, γ, δ},
{α, β, α′, β′}, {α, γ, α′, γ′} and {α, δ, α′, δ′} are codewords. Then G1 admits H˜3 to
be a 2-perfect code.
For the remaining digraphs, we claim that they do not admit H˜3 to be a 2-perfect
code. Let {α, α′, x, y} be a codeword. The codewords which contains {α, α′} are
{α, α′, β, β′}, {α, α′, γ, γ′} or {α, α′, δ, δ′}. Without loss of generality, x ∈ Γ11 and∣∣Γ21(x)∣∣ ≥ 2. By Corollary 3.2, we have y ∈ Γ21 \ Γ21(x). Therefore G2 does not
admit H˜3 to be a 2-perfect code. Since there is a unique vertex x
′ such that (y, x′)
is an edge, we find an another codeword {α, α′, x′, y′} which contains {α, α′}. In
a similar way, we have y′ ∈ Γ21(x). But {x, x
′, y, y′} is a codeword, which is a
contradiction to Corollary 3.2.
By combining the preceding discussion and the result [5], we obtain the following
theorem.
Theorem 3.13. Let H˜3 denote the binary extended [8, 4, 4]H Hamming code. Then
H˜3 is a 2-perfect G-code if and only if G is one of the digraphs described in Fig.10
or Fig.12.
· · ·
7
· · ·
6
Figure 12. Acyclic directed graphs which admit H˜3 to be a 2-
error correcting perfect code (cf. [5]).
We provide a family of digraphs which admit the extended binary Hamming
code H˜k to be a 2-perfect G-code.
By Lemma 3.11 and (7), if H˜k is a 2-perfect G-code, then we have the following
possible structure vectors:
(Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (1, 0, 2
k − 1), (2, 0, 2k − 2), (3, 1, 2k − 5), . . . .
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Theorem 3.14. Let G be a digraph such that the following holds:
(Ω11(1),Ω
2
1(1),Ω
2
1(2)) = (3, 1, 2
k − 5),
Γ22 = {α, α
′}, Γ11 = {β, γ, δ}, Γ
2
1(β) = {γ
′}, Γ21(γ) = {δ
′},
Γ21(δ) = V (G) \ (Γ
2
2 ∪ Γ
1
1 ∪ {γ
′, δ′}),
where {α, β, γ, δ}, {α, β, α′, β′}, {α, γ, α′, γ′} and {α, δ, α′, δ′} are codewords. Then
the extended Hamming code H˜k is a 2-perfect G-code.
Proof. We can check as in the preceding discussion that Proposition 3.1 and Corol-
lary 3.2 are satisfied. 
We provide concretely a possible labeling on V (G) with Table 3 for which H˜3 is
a 2-perfect G-code.
Table 3.
Structure Possible labeling
(3, 1, 4) Γ11 = {2, 3, 4}, Γ
2
2 = {1, 5}, Γ
2
1(2) = {8}, Γ
2
1(3) = {6}, Γ
2
1(4) = {7}
Theorem 3.15. If the extended Hamming code H˜k is a 2-perfect G-code, then H˜
ϕp˜i
k
is a covering Pp˜i-code of covering radius 2.
Proof. Let x be in Fm2 , where m is the size of the Pp˜i . It is sufficient to show that
x is not in SPp˜i (c
ϕp˜i ; 1) for any c ∈ H˜k. i.e. wPp˜i (c
ϕp˜i + x) ≥ 2. It follows from
Theorem 2.5 that H˜ϕp˜ik is a covering Pp˜i-code. By Theorem 3.11, if Ω
2
1(1) = 0, then
Ω11(1) ≤ 2. In this case, the digraph G corrsponds to just a poset. This implies that
H˜ϕp˜ik = H˜k and the weighted poset Pp˜i induced by the digraph G is a poset. Then
H˜ϕp˜ik is 2-perfect Pp˜i-code, and the result follows. Thus we may assume that there is
x in Fm2 such that wPp˜i (x) = 2 and wH(x) = 1. Let c be a non-zero codeword of H˜k.
Note that wH(c) ≥ 4 since H˜k has 4 as the minimum Hamming distance. Now, we
claim that wH(c
ϕp˜i) ≥ 3. If wH(c
ϕp˜i ) = 1, then the digraph G has a directed cycle
of length at least 4. This is a contradiction to Lemma 3.3. If wH(c
ϕp˜i) = 2, then the
codeword c can be partitioned into {a, b} such that wH(a
ϕp˜i ) = 1 and wH(b
ϕp˜i) = 1.
By Lemma 3.3 we have wG(a) = wG(b) = 2 and wH(a) = wH(b) = 2. It follows
that wG(c) = 4. This is a contradiction to Corollary 3.2, and our claim is proved.
Therefore we have 2 ≤ wH(c
ϕp˜i)− wH(x) ≤ wH(c
ϕp˜i + x) ≤ wPp˜i (c
ϕp˜i + x), and the
proof is completed. 
Example 3.16. Let H˜3 be a 2-perfect G-code. Then the digraph in Fig. 10 cor-
respond to the weighted poset in Fig. 13. By Theorem 3.15, the weighted poset
admits H˜ϕp˜i3 to be a 2-covering Pp˜i-code. The codewords of H˜
ϕp˜i
3 can be found in
Table 4.
1 1 1 2
1 1 1
Figure 13.
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Table 4.
Γ11 = {2, 3, 4}, Γ
2
2 = {1, 5}, Γ
2
1(2) = {8}, Γ
2
1(3) = {6}, Γ
2
1(4) = {7}
H˜3 H˜
ϕp˜i
3
1 2 3 4 5 6 7 8 2 3 4 5 6 7 8
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 1 1 1 0 0 0 1 1 1 1
1 0 0 1 0 1 1 0 0 0 1 1 1 1 0
1 0 0 1 1 0 0 1 0 0 1 1 0 0 1
0 1 0 1 1 0 1 0 1 0 1 1 0 1 0
0 1 0 1 0 1 0 1 1 0 1 0 1 0 1
1 1 0 0 1 1 0 0 1 0 0 1 1 0 0
1 1 0 0 0 0 1 1 1 0 0 1 0 1 1
0 0 1 1 1 1 0 0 0 1 1 1 1 0 0
0 0 1 1 0 0 1 1 0 1 1 0 0 1 1
1 0 1 0 1 0 1 0 0 1 0 1 0 1 0
1 0 1 0 0 1 0 1 0 1 0 1 1 0 1
0 1 1 0 0 1 1 0 1 1 0 0 1 1 0
0 1 1 0 1 0 0 1 1 1 0 1 0 0 1
1 1 1 1 0 0 0 0 1 1 1 1 0 0 0
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
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