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STOCHASTICIZATION OF SOLUTIONS TO THE YANG-BAXTER
EQUATION
AMOL AGGARWAL, ALEXEI BORODIN, AND ALEXEY BUFETOV
Abstract. In this paper we introduce a procedure that, given a solution to the Yang-Baxter
equation as input, produces a stochastic (or Markovian) solution to (a possibly dynamical version
of) the Yang-Baxter equation. We then apply this “stochasticization procedure” to obtain three
new, stochastic solutions to several different forms of the Yang-Baxter equation. The first is a
stochastic, elliptic solution to the dynamical Yang-Baxter equation; the second is a stochastic,
higher rank solution to the dynamical Yang-Baxter equation; and the third is a stochastic solution
to a dynamical variant of the tetrahedron equation.
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1. Introduction
The search for exactly solvable (or integrable) systems has long played a prominent role in
mathematics and physics. In recent years, a significant amount of effort has been devoted towards
the more refined search for models that are not only integrable but also Markovian (or stochastic).
These include certain classes of interacting particles systems and directed polymers in random
media, in which the asymmetric simple exclusion process (ASEP) and Kardar–Parisi–Zhang (KPZ)
stochastic partial differential equation serve as representative examples, respectively.
The first wave of integrable Markovian models started in the late 1990s with the papers of
Johansson [38] and Baik–Deift–Johansson [3], and the key to their integrability was in reductions
to determinantal and Pfaffian random point processes. The second wave of integrable Markovian
models started the in late 2000s, and their integrability mechanisms heavily relied on those that
had been previously developed for non-Markovian integrable models of statistical and quantum
mechanics. For example, looking at the earlier papers of the second wave we see that: (a) The
pioneering work of Tracy–Widom [49, 48, 50] on the ASEP was based on the famous idea of Bethe
[12] of looking for eigenfunctions of a quantum many-body system in the form of superpositions
of those for noninteracting bodies (coordinate Bethe ansatz); (b) The work of O’Connell [46] and
Borodin–Corwin [15] on semi-discrete Brownian polymers utilized properties of eigenfunctions of
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the Macdonald–Ruijsenaars quantum integrable system – the celebrated Macdonald polynomials
and their degenerations; (c) The physics papers of Dotsenko [28] and Calabrese–Le Doussal–Rosso
[22], and a later work of Borodin–Corwin–Sasamoto [17], used a duality trick to show that certain
observables of infinite-dimensional models solve finite-dimensional quantum many-body systems
that are in turn solvable by the coordinate Bethe ansatz.
It was later realized that all of the above examples, as well as many others, can be naturally
united under a single umbrella – integrable stochastic vertex models. The first such unification was
suggested by Corwin–Petrov [24] on the basis of Borodin [13] under the name of the stochastic higher
spin six vertex model ; see Borodin–Petrov [18] for a lecture style exposition. Its existence was due
to the fact that all of these models were governed by the same algebraic structure – the quantum
affine group Uq(ŝl2). This was later extended to the level of the elliptic quantum group Eτ,η(sl2)
in Borodin [14] and Aggarwal [1], which produced dynamical stochastic vertex models. Concerning
quantum groups of higher rank, stochastic vertex models corresponding to those of type A have
been introduced by Kuniba–Mangazeev–Maruyama–Okado in [43]. In a certain degeneration, these
models reproduce multi-species exclusion processes that have been around since at least the 1990s.
A dynamic extension was given by Kuniba in [42].
However, a question that largely remained without answer was whether one could provide a
systematic way to search for and produce new examples of stochastic integrable systems.
In the non-stochastic setting, exactly solvable systems are known to arise from solutions to the
Yang-Baxter equation (see the book by Baxter [7] and the collection of foundational papers [35]),
which is a relation of the form∑
i′,j′,k′
Ri
′j′
ij R
k′j′′
kj′ R
k′′i′′
k′i′ =
∑
i′,j′,k′
Rk
′i′
ki R
k′′j′
k′j R
i′′j′′
i′j′ ,(1.1)
where R =
[
Ri
′j′
ij
]
is an R-matrix (which might depend on additional parameters) and the sum is
over all triples (i′, j′, k′), with (i, j, k) and (i′′, j′′, k′′) fixed.
Solutions to the Yang-Baxter equation (1.1) are in turn known (see, e.g., Jimbo-Miwa [37])
to come from the representation theory of (affine or elliptic) quantum groups; the latter topic is
intensely studied with many examples, thereby giving rise to many examples of integrable sys-
tems. However, stochasticity of a system arising in this way is equivalent to the condition that∑
i′,j′ R
i′j′
ij = 1 for each fixed (i, j), and this relation is typically not satisfied.
Our goal in this paper is to in a sense rectify this issue by explaining how a general solution
R =
[
Ri
′j′
ij
]
of the Yang-Baxter equation (1.1) can be “stochasticized” to form a matrix S =
[
Si
′j′
ij
]
that is stochastic and still satisfies a (possibly dynamical variant) of the Yang-Baxter equation
(1.1).
The above-mentioned works [24, 13, 14, 1, 43, 42] (see also Kuan [41]) did use certain conjugations
to produce stochastic integrable models out of non-stochastic ones. These conjugations can be
viewed as special cases of the general stochasticization procedure that we describe in this work. In
fact, we will see that our procedure is much more universal and applies in a substantially broader
context; in particular, it also allows one to see stochastic systems in situations where previous
attempts failed to (for example, in the elliptic setting).
It is natural to view our stochasticization procedure as a particular case of the broader concept
of bijectivisation of the Yang-Baxter equation introduced by Bufetov–Petrov [21]; a basic case (sl2,
spin 12 ) of one of our examples actually appeared in Section 7 of that work and was our starting
point.
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Curiously, the graphical representation of our stochasticization procedure is somewhat similar to
the “shadows world” of Kirillov-Reshetikhin in [40]. Another similarity is that “the shadows world”
of [40] is also closely related to solutions to the dynamical Yang-Baxter equation and solid-on-solid
(SOS) models. However, this is where similarities end — our definitions are different, as are the
resulting solutions.
In Section 1.1, Section 1.2, and Section 1.3 below we describe three new examples of stochastic
solutions to (variants of) the Yang-Baxter equation obtained by applying our stochasticization
procedure in different settings. Specifically, in Section 1.1, we state an elliptic, stochastic solution
to the dynamical Yang-Baxter equation; in Section 1.2, we state a dynamical variant of a stochastic
higher rank vertex model; and, in Section 1.3, we state a stochastic solution to a dynamical version of
the tetrahedron equation. We then provide an outline for the remainder of the paper in Section 1.4.
1.1. A Stochastic Elliptic Solution. Elliptic solutions to the dynamical Yang-Baxter equation
were introduced by Baxter 45 years ago through his eight-vertex SOS model as a means to solve the
eight-vertex model [4, 5, 6]. Since then, elliptic integrable systems have been studied extensively in
the statistical physics literature; see, for instance, [2, 7, 25, 26, 27, 29, 30, 31, 32, 35, 36, 37] and
references therein. However, none of these elliptic integrable systems happened to be stochastic.
Based on the framework of elliptic quantum groups [29, 30, 31], a family of stochastic dynamical
vertex, or interaction round-a-face (IRF), models were proposed in [14], which were later general-
ized in [1, 42] and analyzed from a probabilistic perspective in [16]. However, in order to ensure
stochasticity of these models, the works [1, 14, 42] took trigonometric degenerations of the origi-
nally elliptic solutions to the dynamical Yang-Baxter equation. Thus, the ellipticity of the stochastic
vertex weights was lost.
Here, we introduce a stochastic integrable system whose weights are elliptic. We begin with the
following definition, which provides the stochastic weights.
Definition 1.1. Let τ, η, λ, x, y, v ∈ C with ℑτ > 0. Letting f(z) denote the first Jacobi theta
function (dependent on τ) as in (4.1), define
Sell1;1
(
1, 0; 1, 0 |λ, v;x, y
)
=
f(y − x)f(λ − 2η)
f(y − x+ 2η)f(λ)
f
(
λ+ y − v + 2η
)
f
(
x− v
)
f
(
x− v + 2η
)
f
(
λ+ y − v
) ;
Sell1;1
(
0, 1; 1, 0 |λ, v;x, y
)
=
f(λ− y + x)f(2η)
f(y − x+ 2η)f(λ)
f
(
λ+ y − v + 2η
)
f
(
x− v
)
f
(
λ+ x− v + 2η
)
f
(
y − v
) ;
Sell1;1
(
1, 0; 0, 1 |λ, v;x, y
)
=
f(λ+ y − x)f(2η)
f(y − x+ 2η)f(λ)
f
(
y − v + 2η
)
f
(
λ+ x− v
)
f
(
x− v + 2η
)
f
(
λ+ y − v
) ;
Sell1;1
(
0, 1; 0, 1 |λ, v;x, y
)
=
f(y − x)f(λ + 2η)
f(y − x+ 2η)f(λ)
f
(
λ+ x− v
)
f
(
y − v + 2η
)
f
(
λ+ x− v + 2η
)
f
(
y − v
) ;
Sell1;1
(
0, 0; 0, 0 |λ;x, y; v
)
= 1 = Sell1;1
(
1, 1; 1, 1 |λ;x, y; v
)
,
and Sell1;1
(
i1, j1; i2, j2 |λ, v;x, y
)
= 0 for all (i1, j1; i2, j2) not of the above form.
To provide a diagrammatic interpretation of the quantities Sell1;1(i1, j1; i2, j2 |λ, v;x, y), let D be
a finite subset of the graph Z2≥0. A directed path ensemble on D is a family of paths connecting
adjacent vertices of D, each edge of which is either directed up or to the right; see the left side of
Figure 1 for an example.
In particular, each vertex (a, b) ∈ D has some number i1 = i1(a, b) of incoming vertical edges
(namely, directed edges from (a, b− 1) to (a, b)); some number j1 = j1(a, b) of incoming horizontal
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Figure 1. A directed path ensemble is depicted above and to the left. A vertex
with arrow configuration (i1, j1; i2, j2) = (4, 3; 2, 5) is depicted above and to the
right.
edges (from (a− 1, b) to (a, b)); i2 = i2(a, b) outgoing vertical edges (from (a, b) to (a, b + 1)); and
j2 = j2(a, b) outgoing horizontal edges (from (a, b) to (a + 1, b)). We refer to the right side of
Figure 1 for an example (where there we allow multiple arrows to occupy edges). The quadruple(
i1, j1; i2, j2
)
is called the arrow configuration associated with the vertex (a, b) ∈ D. Observe that
the same number of arrows enter and exit each vertex, that is, i1 + j1 = i2 + j2; this is sometimes
referred to as arrow (spin) conservation.
We consider the quantities Sell1;1
(
i1, j1; i2, j2 |λ, v;x, y
)
as weights associated with a vertex u ∈ Z2>0
with arrow configuration (i1, j1; i2, j2); here, x is viewed as a rapidity parameter associated with
the row of u and y as one associated with the column of u. Observe in the present case that Sell1;1
is equal to 0 unless i1, j1, i2, j2 ∈ {0, 1}; this condition will be removed in later examples. The
complex numbers λ = λ(u) and v = v(u) are dynamical parameters that change between vertices
according to the identities
λ(a+ 1, b) = λ(a, b) + 2η(i2 − 1); λ(a, b − 1) = λ(a, b) + 2η(2j1 − 1);
v(a− 1, b) = v(a, b)− 2ηi1(a, b); v(a, b + 1) = v(a, b)− 2ηj2(a, b),
where (i1, j1; i2, j2) is the arrow configuration associated with the vertex u = (a, b); we refer to
Figure 2 for depictions of these identities, where for each vertex u, the dynamical parameters λ(u)
and v(u) there are drawn in the upper-left face and lower-right containing u, respectively.
While at first glance it might seem as if one would need to keep track of two height functions
in order to reformulate the above system as a face (or SOS, or IRF) model, with weights given
by products of the contributions of plaquettes on the dual lattice, it actually suffices to only track
one. Indeed, the identities according to which the dynamical parameters λ and v change across
the lattice are determined by the directed path ensemble (or, equivalently, by the configuration of
arrows entering and exiting each vertex), which can be encoded by a single height function on the
dual lattice. Thus Definition 1.1, as well as its more general fused versions described below, can be
viewed as an SOS model in the usual sense.
The Sell1;1 weights above are in fact the J = 1 = Λ special cases of the stochasticized elliptic fused
weights SJ;Λ given by Definition 4.5 and (4.19) below, which are (both vertically and horizontally)
fused versions of the Sell1;1 weights. We will not describe them here since their form, given by 12v11
very well-poised, balanced elliptic hypergeometric series, is a bit lengthy. However, let us mention
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λ+ 2η(2i2 + 2j2 − 2)
λ λ+ 2η(2i2 − 1)
i1
y
i2
j1x
λ+ 2η(2j1 − 1)
j2
v
v − 2η(i1 + j1) v − 2ηj2
v − 2ηi1
i1
i2
j1 j2
Figure 2. Depicted above is the way in which the dynamical parameters λ and
v change between faces in the elliptic, stochastic spin 12 model.
that several special cases of these fused weights that simplify considerably include their higher spin
S1;Λ and elliptic Hahn degenerations, given by Proposition 4.12 and Proposition 4.13, respectively.
As indicated by Theorem 4.7 below, these SJ;Λ weights are stochastic and satisfy the dynamical
Yang-Baxter equation. The J = Λ = T = 1 special case of that result is given by the following
theorem.
Theorem 1.2. For any fixed x, y, λ, v ∈ C and i1, j1 ∈ {0, 1}, we have that∑
i2,j2∈{0,1}
S
(
i1, j1; i2, j2 |λ, v;x, y
)
= 1,
where we abbreviated S
(
i1, j1; i2, j2 |λ, v;x, y
)
= Sell1;1
(
i1, j1; i2, j2 |λ, v;x, y
)
.
Furthermore, for any fixed i1, j1, k1, i3, j3, k3 ∈ {0, 1} and λ, v, x, y, z ∈ C, we have that∑
i2,j2,k2∈{0,1}
S
(
i1, j1; i2, j2 |λ; v − 2ηk1;x, y
)
S
(
k1, j2; k2, j3 |λ+ 2η(2i2 − 1); v;x, z
)
× S
(
k2, i2; k3, i3 |λ; v − 2ηj3; y, z
)
=
∑
i2,j2,k2∈{0,1}
S
(
k1, i1; k2, i2 |λ+ 2η(2j1 − 1); v; y, z
)
S
(
k2, j1; k3, j2 |λ; v − 2ηi2;x, z
)
× S
(
i2, j2; i3, j3 |λ+ 2η(2k3 − 1); v;x, y
)
.
The feature that makes the weights from Definition 1.1 and the Yang-Baxter equation from
Theorem 1.2 different from what had been considered earlier is their dependence on the new dy-
namical parameter v. It is possible to remove their dependence on this parameter by first taking
the trigonometric limit of the Jacobi theta function, obtained by letting the parameter τ (recall
(4.1)) tend to i∞ so that f(z) will converge to sin z (after suitable rescaling), and then by letting
v tend to ∞. This will recover some of the dynamical stochastic higher spin vertex models studied
in [1, 14, 42].
1.2. A Stochastic, Dynamical Higher Rank Solution. In this section we provide a solution to
a dynamical variant of the Yang-Baxter equation that yields a stochastic, dynamical, higher rank
(colored) vertex model.
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The solution to the Yang-Baxter equation that gives rise to this stochastic dynamical solution
was originally proposed by Jimbo [34]. That solution was not stochastic, although it was observed
in [43] that stochasticity could be obtained by applying a gauge transformation to its vertex weights;
these stochastic solutions were later fused in [20] and then analyzed from the perspectives of duality
and spectral theory in [41] and [19], respectively.
The stochasticization procedure enables one to produce dynamical deformations of these col-
ored stochastic vertex models, which depends on an additional parameter v that changes between
vertices. We begin with the following definition for the vertex weights.
Definition 1.3. Let n be a positive integer and q, v, x, y be complex numbers. For any integer
i ∈ [1, n] or pair of integers (i, j) with 1 ≤ i < j ≤ n, define
Scol1;1
(
i, 0, 0, i |x, y; v
)
=
(1 − q)x(1 − qvy)
(x− qy)(1− qvx)
; Scol1;1
(
i, 0, i, 0 |x, y; v
)
=
q(x− y)(1− vx)
(x− qy)(1− qvx)
;
Scol1;1
(
0, i, 0, i |x, y; v
)
=
(x− y)(1− qvy)
(x− qy)(1− vy)
; Scol1;1
(
0, i, i, 0 |x, y; v
)
=
(1− q)y(1 − vx)
(x− qy)(1 − vy)
;
Scol1;1
(
i, j, j, i |x, y; v
)
=
(1− q)x
x− qy
; Scol1;1
(
j, i, i, j | x, y; v
)
=
(1 − q)y
x− qy
;
Scol1;1
(
i, j, i, j | x, y; v
)
=
(x− y)q
x− qy
; Scol1;1
(
j, i, j, i |x, y; v
)
=
x− y
x− qy
;
Scol1;1
(
0, 0, 0, 0 |x, y; v
)
= 1 = Scol1;1
(
j, j, j, j |x, y; v
)
,
(1.2)
and Scol1;1
(
A,B,C,D | x, y; v
)
= 0 for any (A,B,C,D) not of the above form.
As in Section 1.1, the Scol1;1 weights have diagrammatic interpretations. Specifically, let D be a
finite subset of the graph Z2≥0. An n-colored directed path ensemble on D is a family of colored
paths connecting adjacent vertices of D, each edge of which is either directed up or to the right and
is assigned one of n colors (which are labeled by the integers {1, 2, . . . , n}). We assume that each
edge can accommodate at most one path (although this restriction will be weakened later); if an
edge does not accommodate a path, then we assign it color 0.
The (colored) arrow configuration associated with some vertex u ∈ D is defined to be a certain
quadruple of integers (A,B,C,D). Here, A denotes the color of the incoming vertical arrow at u;
B denotes the color of the incoming horizontal arrow; C the color of the outgoing vertical arrow;
and D the color of the outgoing horizontal arrow.
Then we view the quantity Scol1;1
(
A,B,C,D |x, y; v
)
as the weight associated with a vertex u ∈ D
whose colored arrow configuration is (A,B,C,D). Here, x and y denote the rapidity parameters at
u in the horizontal and vertical directions, respectively. The parameter v can again be viewed as a
dynamical parameter, so we sometimes denote v = v(u) by the value of v at a vertex u in Z2>0; the
identities governing v(u) are given by
v(a− 1, b) = q1−1A=0v; v(a, b+ 1) = q1−1D=0v,
for any (a, b) ∈ Z2>0 whose arrow configuration is (A,B,C,D). These identities are depicted in
Figure 3, where v(u) is labeled in the lower-right face containing u.
Similar to in Section 1.1, the weights given by Definition 1.3 are the L = 1 = M special cases of
certain fused stochastic weights SL;M given by Definition 5.5 and (5.9) below. Those weights are
more general, allowing for multiple arrows to exist along vertical and horizontal edges. However,
for simplicity, we will not describe them here since their expression is again a bit lengthy.
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A
y
Bx
C
D
q2−1A=0−1B=0v q1−1D=0v
q1−1A=0v v
Figure 3. Depicted above is a colored vertex u, where the dashed and solid
arrows are associated with colors 1 and 2, respectively. The arrow configuration of
u is (A,B,C,D) = (1, 2, 2, 1). The dynamical parameters are also labeled in each
of the four faces passing through u. In the situation depicted above, we have that
1A=0 = 1B=0 = 1C=0 = 1D=0 = 0.
As indicated by Theorem 5.9 below, these fused weights are stochastic and satisfy a dynamical
variant of the Yang-Baxter equation. The L = M = T = 1 case of that result states the following.
Theorem 1.4. For any integers a, b ∈ [0, n] and complex numbers x, y, v ∈ C, we have that∑
0≤c,d≤n
S
(
a, b, c, d |x, y; v
)
= 1,
where we abbreviated S
(
a, b, c, d |x, y; v
)
= Scol1;1
(
a, b, c, d |x, y; v
)
.
Furthermore, for any fixed complex numbers x, y, z, v and integers i1, j1, k1, i3, j3, k3 ∈ [0, n], we
have that ∑
0≤i2,j2,k2≤n
S
(
i1, j1; i2, j2
∣∣x, y; q1−1k1=0v)S(k1, j2; k2, j3∣∣∣x, z; v)S(k2, i2; k3, i3∣∣y, z; q1−1j3=0v)
=
∑
0≤i2,j2,k2≤n
S
(
k1, i1; k2, i2
∣∣y, z; v)S(k2, j1; k3, j2∣∣x, z; q1−1i2=0v)S(i2, j2; i3, j3∣∣x, y; v).
As in Section 1.1, it is possible to remove the dependence on the new dynamical parameter v
from both the weights from Definition 1.3 and the Yang-Baxter equation from Theorem 1.4. This
can be done by either setting v = 0 or letting v tend to ∞, in which case one recovers the models
introduced in [43].
1.3. A Stochastic Solution of the Tetrahedron Equation. The tetrahedron equation is a
three-dimensional analog of the Yang-Baxter equation. While many solutions are known to the
latter, few solutions are known to the former. The earliest was predicted by Zamolodchikov in 1980
[51, 52] and then confirmed by Baxter in [8] shortly afterwards. A number of additional solutions to
the tetrahedron equation were found over the next thirty years [9, 11, 10, 39], although all of these
(including the original one of Zamolodchikov) had at least one vertex weight that was negative.
The first family of solutions to the tetrahedron equation with all nonnegative vertex weights was
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introduced by Mangazeev-Bazhanov-Sergeev in 2013 [45]; none of these solutions happened to be
stochastic.
By applying our stochasticization procedure to the solution provided in [45], we provide the first
example of a stochastic solution to a (dynamical variant) of the tetrahedron equation. Its vertex
weights are given as follows.
Definition 1.5. For any q, v ∈ C and n1, n2, n3, n
′
1, n
′
2, n
′
3 ∈ Z≥0, define
S
n′1n
′
2n
′
3
n1n2n3 (v) = q
(n1+n3+n
′
1+n
′
3+2)n2−2(n
′
1+1)n
′
2
(q2; q2)n1(q
−2n′1 ; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
× vn
′
2
(vq−2n
′
1 ; q2)n′3
(v; q2)n3
2ϕ1
(
q−2n2 , q2n1+2
q2(n
′
1−n2+1)
∣∣∣∣∣q2, q−2n3
)
1n1+n2=n′1+n
′
2
1n2+n3=n′2+n
′
3
,
(1.3)
where (a; q2)k denotes the q-Pochhammer symbol, as in the second identity in (4.3), and 2ϕ1 denotes
the basic hypergeometric series, as in (4.6).
The diagrammatic interpretation of the quantities S
n′1n
′
2n
′
3
n1n2n3 (v) is that they are weights associated
with a vertex u in Z3 with arrow configuration (n1, n2, n3;n
′
1, n
′
2, n
′
3); here, this means that u has n1
incoming arrows parallel to one direction (say the x-axis); n2 incoming arrows parallel to the y-axis;
n3 incoming arrows parallel to the z-axis; n
′
1 outgoing arrows parallel to the x-axis; n
′
2 outgoing
arrows parallel to the y-axis; and n′3 outgoing arrows parallel to the z-axis. Observe that, with this
understanding, the S weights do not satisfy arrow conservation, in that they are not supported on
arrow configurations (n1, n2, n3;n
′
1, n
′
2, n
′
3) satisfying n1 + n2 + n3 = n
′
1 + n
′
2 + n
′
3. The parameter
v is again a dynamical parameter that changes between vertices; we will not explicitly state the
identities governing this parameter here but instead refer to Figure 4 for a depiction.
The following theorem states that these S weights are stochastic and satisfy a dynamical variant
of the tetrahedron equation, which is depicted in Figure 4; observe that there are two non-interacting
dynamical parameters (namely v and w) in this equation. The proof of this theorem will appear in
Section 6.2 below.
Theorem 1.6. Fix v ∈ C and (n1, n2, n3) ∈ Z
3
≥0. Then,∑
n′
S
n′1n
′
2n
′
3
n1n2n3 (v) = 1,(1.4)
where the sum is over all n′ = (n′1, n
′
2, n
′
3) ∈ Z
3
≥0.
Furthermore, fix complex numbers v and w, as well as nonnegative integers n1, n2, n3, n4, n5, n6
and n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 . Then,∑
n′
S
n′1n
′
2n
′
3
n1n2n3 (q
2n5w)S
n′′1 n
′
4n
′
5
n′1n4n5
(w)S
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
(q−2n
′′
2 v)S
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
(v)
=
∑
n′
S
n′3n
′
5n
′
6
n3n5n6 (v)S
n′2n
′
4n
′′
6
n2n4n′6
(q−2n
′
3v)S
n′1n
′′
4 n
′′
5
n1n′4n
′
5
(q2n
′
3w)S
n′′1 n
′′
2n
′′
3
n′1n
′
2n
′
3
(w),
(1.5)
where the sum on both sides of (1.5) is over nonnegative integers n′ = (n′1, n
′
2, n
′
3, n
′
4, n
′
5, n
′
6).
Once again, it is possible to remove the dynamical feature of both the stochastic weights (1.3) and
the tetrahedron equation (1.5). This can be done by letting q tend to 1, under which degeneration
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w
q−2n
′′
2 v
q2n5w
v
n1n2n3
n4
n5
n6
n′′1
n′′2
n′′3
n′′4
n′′5
n′′6n
′
1 n′2
n′3
n′4
n′5
n′6
v
q2n
′
3w
q−2n
′
3v
w
n1
n2
n3
n4
n5
n6
n′′1
n′′2
n′′3
n′′4
n′′5
n′′6
n′1
n′2
n′3
n′4
n′5
n′6
Figure 4. The dynamical tetrahedron equation, as in Theorem 1.6, is depicted
above; the numbers of arrows on the dashed lines is summed over. The dynamical
parameters of the form qmu and qmw are boxed.
the new weights (denoted by T
n′1n
′
2n
′
3
n1n2n3 (v)) simplify considerably and are given explicitly by
T
n′1n
′
2n
′
3
n1n2n3 (v) = v
n′2(1− v)n2−n
′
2
(
n2
n′2
)
1n′2≤n21n1+n2=n
′
1+n
′
2
1n2+n3=n′2+n
′
3
.
This serves as a (seemingly new) solution to the non-dynamical tetrahedron equation; we will
describe this degeneration in more detail in Section 6.3.
1.4. Outline. The remainder of this paper is organized as follows. We begin in Section 2 with a
preliminary example of the stochasticization procedure by applying it to the six-vertex solution to
the Yang-Baxter equation to recover a dynamical variant of the stochastic six-vertex model that
was introduced in [21]. Then, in Section 3, we explain the general version of stochasticization,
which we implement in Section 4, Section 5, and Section 6 to establish the results from Section 1.1,
Section 1.2, and Section 1.3, respectively.
Acknowledgments. The work of Amol Aggarwal was partially funded by the NSF Graduate
Research Fellowship under grant number DGE1144152. The work of Alexei Borodin was partially
supported by the NSF grant DMS-1607901 and DMS-1664619.
2. A Dynamical Stochastic Six-Vertex Model
In this section we provide a preliminary example of the stochasticization procedure to recover the
dynamical stochastic six-vertex model introduced as Definition 7.1 of [21]. Specifically, in Section
2.1 we present the solution to the Yang-Baxter equation that we will stochasticize, and in Section 2.2
we discuss properties of the stochasticized weights and how they give rise to a dynamical six-vertex
model. Throughout this section, we fix q ∈ C.
2.1. Stochasticizing a Six-Vertex Weight. In this section we recall the (higher spin) six-vertex
solution to the Yang-Baxter equation and explain how it can be “stochasticized.” We begin by
defining certain vertex weights, given by the following definition, which appears as Definition 2.1
of [13] with their wu replaced by our χs and their u by our
x
y .
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Definition 2.1 ([13, Definition 2.1]). For any x, y, s ∈ C, define the quantities χs(i1, j1; i2, j2) =
χs
(
i1, j2; i2, j2 |x, y
)
by
χs(k, 0; k, 0) =
y − sqkx
y − sx
; χs(k, 0; k − 1, 1) =
(1− s2qk−1)x
y − sx
,
χs(k, 1; k + 1, 0) =
(1 − qk+1)y
y − sx
; χs(k, 1; k, 1) =
x− sqky
y − sx
,
for any nonnegative integer k, and χs(i1, j1; i2, j2) = 0 for any (i1, j1; i2, j2) not of the above form.
Further define the quantities w(i1, j1; i2, j2) = w
(
i1, j2; i2, j2 |x, y
)
by
w(1, 0; 1, 0) =
q(x − y)
x− qy
; w(1, 0; 0, 1) =
(1− q)x
x− qy
,
w(0, 1; 1, 0) =
(1 − q)y
x− qy
; w(0, 1; 0, 1) =
x− y
x− qy
,
w(0, 0; 0, 0) = 1 = (1, 1; 1, 1).
and w(i1, j1; i2, j2) = 0 for any (i1, j1; i2, j2) not of the above form.
To provide a diagrammatic interpretation of the quantities w(i1, j1; i2, j2) and χs(i1, j1; i2, j2),
let D be a finite subset of the graph Z2≥0, and consider a directed path ensemble on D, as
in Section 1.1 (see Figure 1 for an example). We consider the quantities w
(
i1, j1; i2, j2 |x, y
)
and χs
(
i1, j1; i2, j2 |x, y
)
as weights associated with a vertex u ∈ Z2>0 with arrow configuration
(i1, j1; i2, j2); here, x is viewed as a rapidity parameter associated with the row of u and y as one
associated with the column of u. Observe in the present case that both w and χs are equal to 0
unless j1, j2 ∈ {0, 1}; this condition will be removed in later examples.
The following proposition, which is a restatement of Proposition 2.5 of [13] (see also Section 4
and Section 5 of [44]), indicates that the w and χ weights satisfy the (RLL = LLR version of the)
Yang-Baxter equation.
Proposition 2.2 ([13, Proposition 2.5]). Fix x, y, z ∈ C; i1, j1, i3, j3 ∈ {0, 1} and k1, k3 ∈ Z≥0.
Then, ∑
i2,j2,k2∈Z≥0
w
(
i1, j1; i2, j2 |x, y
)
χs
(
k1, j2; k2, j3 |x, z
)
χs
(
k2, i2; k3, i3 | y, z
)
=
∑
i2,j2,k2∈Z≥0
χs
(
k1, i1; k2, i2 | y, z
)
χs
(
k2, j1; k3, j2 |x, z
)
w
(
i2, j2; i3, j3 | x, y
)
.
(2.1)
The same statement holds if the χs weights in (2.1) are replaced by the w weights.
The Yang-Baxter equation (2.1) is sometimes diagrammatically interpreted as “moving” a line
through a cross; see Figure 5 for a depiction.1 There, the unshaded vertices are evaluated with
respect to the weight w and the shaded vertices with respect to χs.
Now, we would like to “stochasticize” the weights w, that is, produce weights S(i1, j1; i2, j2),
which are (manageable) deformations of the originalw weights that are also stochastic, meaning that∑
i2,j2
S(i1, j1; i2, j2) = 1 for each fixed i1, j1 ∈ {0, 1}. One should also impose the nonnegativity
constraint S(i1, j1; i2, j2) ≥ 0 for all (i1, j1; i2, j2), but we will typically not mention this here since
1Although arbitrarily many arrows are allowed along vertical edges through shaded vertices, no edge in Figure 5
accommodates more than one arrow. The reason for this is that Figure 5 will be reused to depict (2.6), where at
most one arrow is allowed per edge.
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j1x
i1y
j2
i2
k1
z
k2
i3
j3
k3
w
qk1v
χs
χs
v
qj3v
k1
z
k2
j1
i1
k3
j2
i2 j3 x
i3 y
wqi2v
v
χs
χs
=
Figure 5. The vertex interpretation of the Yang-Baxter relation is depicted
above; here, the indices along the dashed arrows (which are i2, j2, k2) are summed
over and the remaining indices (which are i1, j1, k1, i3, j3, k3) remain fixed. The
dynamical parameters of the form qmv are boxed above and appear in Proposition
2.6.
in the examples we consider it will be possible to specialize the underlying parameters in such a
way to ensure nonnegativity of the stochasticized weights.
As it happens, the weights w given by Definition 2.1 are already stochastic. However, this is not
a general property of solutions to the Yang-Baxter equation and we would therefore like to find a
definition of these S weights that can be shown to be stochastic only through (some variant of) the
Yang-Baxter equation (2.1) and the spin conservation property.
This is indeed doable. To that end, first observe that the spin conservation property implies that
w(i1, j1; 0, 0) is equal to zero unless i1 = 0 = j1. In general, an outgoing pair (i2, j2) that admits
a unique incoming pair (i1, j1) such that (i1, j1; i2, j2) is nonzero will be called a frozen boundary
condition; the stochasticization procedure to be presented in Section 3.1 will not fully assume spin
conservation but rather the existence of a frozen boundary, which in this case is (0, 0). Thus, if we
insert i3 = j3 = 0 in Proposition 2.2, there is at most one nonzero summand on the right side of
(2.1) (which arises when i2 = 0 = j2 and k2 = k1 + i1), as depicted in Figure 6. This implies the
following corollary.
Corollary 2.3. Fix x, y, z ∈ C; i1, j1 ∈ {0, 1} and k ∈ Z≥0. If χs
(
k, i1; k + i1, 0 | y, z
)
and
χs
(
k + i1, j1; k + i1 + j1, 0 |x, z
)
are nonzero, then
∑
i2,j2∈{0,1}
w
(
i1, j1; i2, j2 |x, y
)
χs
(
k, j2; k + j2, 0 |x, z
)
χs
(
k + j2, i2; k + i2 + j2, 0 | y, z
)
χs
(
k, i1; k + i1, 0 | y, z
)
χs
(
k + i1, j1; k + i1 + j1, 0 |x, z
)
w
(
0, 0; 0, 0 |x, y
) = 1.
(2.2)
In view of Corollary 2.3 (and the fact that w
(
0, 0; 0, 0 |x, y
)
= 1), we have the following definition.
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=+
Figure 6. An instance of the Yang-Baxter relation with a frozen right boundary
is depicted above.
Definition 2.4. For each x, y, s ∈ C; i1, j1, i2, j2 ∈ {0, 1}; and k ∈ Z≥0, define the stochasticized
weight
S
(
i1, j1; i2, j2 | x, y; s; k, z
)
= w
(
i1, j1; i2, j2 |x, y
) χs(k, j2; k + j2, 0 |x, z)
χs
(
k + i1, j1; k + i1 + j1, 0 |x, z
) χs(k + j2, i2; k + i2 + j2, 0 | y, z)
χs
(
k, i1; k + i1, 0 | y, z
) .(2.3)
The fact that the S weights are indeed stochastic follows from Corollary 2.3.
The following proposition explicitly evaluates the S weights from Definition 2.4; its proof follows
from inserting the weights from Definition 2.1 into (2.3).
Proposition 2.5. Follow the notation of Definition 2.4, and denote v = sqkz−1. Then, the stochas-
ticized weights S(i1, j1; i2, j2) = S
(
i1, j1; i2, j2 | x, y; v
)
= S
(
i1, j1; i2, j2 | x, y; s; k, z
)
are given by
S(1, 0; 1, 0) =
q(x− y)(1− vx)
(x− qy)(1− qvx)
; S(1, 0; 0, 1) =
(1 − q)x(1 − qvy)
(x − qy)(1− qvx)
;
S(0, 1; 1, 0) =
(1− q)y(1− vx)
(x− qy)(1− vy)
; S(0, 1; 0, 1) =
(x − y)(1− qvy)
(x − qy)(1− vy)
S(0, 0; 0, 0) = 1 = S(1, 1; 1, 1),
(2.4)
and S(i1, j1; i2, j2) = 0 if (i1, j1; i2, j2) is not of the above form.
Observe that these weights depend on s, k, and z only through v; in particular, if v = 0 then the
S weights reduce to the original w weights from Definition 2.1. In the next section we will explain
in what sense the S weights still satisfy the Yang-Baxter equation for nonzero v.
2.2. Stochasticizing a Path Ensemble. As seen by Proposition 2.5, the stochasticization pro-
cedure deforms the original w weights by an additional parameter v. If we wish to stochasticize
a directed path ensemble, we therefore require an assignment of this parameter v to each vertex
of our domain D. Under an arbitrary such assignment, the model will not retain its integrability,
that is, the Yang-Baxter equation will no longer hold. However, in this section we will describe a
specific assignment that preserves the Yang-Baxter equation.
To that end, let us begin with a more diagrammatic interpretation of Definition 2.4, which is
depicted in Figure 7. Suppose we would like to stochasticize some vertex u = (a, b) with arrow
configuration (i1, j1; i2, j2). We draw this vertex as unshaded in the plane; see the left side of
Figure 7, in which (i1, j1; i2, j2) = (1, 0; 0, 1). We then attach two shaded vertices to u, one above
it (denoted by u2) and one to its right (denoted by u1). As depicted in Figure 7, k arrows (which
are drawn as dashed) enter through u1 from the bottom, and any arrows exiting u are “collected”
by this dashed curve; in particular, this means that k + j2 arrows are directed from u1 to u2, and
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k
k + i2 + j2
k + j2
u
u2
u1
k
k + i1 + j1
k + i1
u
u2
u1
Figure 7. The process of the (dashed) stochasticization curve being “pushed”
through a vertex is depicted above.
k
(1, 1)
Figure 8. The process of the stochasticization curve being “pushed” through a
path ensemble is depicted above.
k + i2 + j2 exit through u2. We call this dashed curve the stochasticization curve, to which we
assign the rapidity parameter z.
We then “push” the stochasticization curve through the vertex u, as shown on the right side of
Figure 7. Due to the boundary conditions, all arrows that would have otherwise entered u are now
collected by the stochasticization curve; in particular, no arrows enter or exit the vertex u after the
pushing procedure.
If we weight all unshaded vertices by w and all shaded vertices by χs, then Definition 2.4 states
that the stochasticized weight S(i1, j1; i2, j2) of the original vertex u (with arrow configuration
(i1, j1; i2, j2)) is the weight of the left diagram in Figure 7 divided by that of the right one.
This weight depends on the number k of arrows that are originally placed in the stochasticization
curve. Thus, if we would like to stochasticize each vertex in a path ensemble (in a domain D), we
require a way to assign k to each vertex of D. This can be done by applying the same pushing
procedure to a directed path ensemble instead of to a single vertex; see Figure 8.
Specifically, suppose that we have a path ensemble E on domain D, whose vertices we depict as
unshaded (in Figure 8, D is a 5× 2 rectangle). We then attach a path of shaded vertices along the
top-right boundary of D, which are connected by dashed arrows, as shown in the top-left diagram
of Figure 8. We again refer to this path of dashed arrows as the stochasticization curve, which
begins with k arrows entering the bottom-right shaded vertex and collects all arrows that exit D.
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k
k + i1 + j1 k + j2
k + i1
i1
i2
j1 j2
v
vqi1+j1 vqj2
vqi1
i1
i2
j1 j2
Figure 9. Depicted above is the way in which the dynamical parameters k and
v change between faces.
Next, we push the stochasticization curve through D, one vertex at a time, as described above in
Figure 7. For example, the top-middle diagram in Figure 8 depicts the stochasticization curve after
being pushed through the top-right vertex (5, 2) of D; the bottom-left diagram there shows it after
being pushed through the top row of D; and the bottom-right diagram shows the stochasticization
curve after being pushed through all of D.
Now, unit squares whose vertices are lattice points in Z2≥0 are faces of the graph Z
2
>0; if one of
the four vertices of some face F belongs to D we say that F is a face of D. The pushing procedure
described above provides a way to assign a nonnegative integer k(F ) to each face F of D by setting
k(F ) equal to the number of arrows in the stochasticization curve when it passes through F .
By identifying F with its top-left corner, this assigns an integer k(u) to each vertex u ∈ D. For
example, if u is the bottom-right vertex of D (which is (5, 1) in Figure 8), then k(u) = k = 2.
Moreover, the top-right and bottom-middle diagrams in Figure 8 indicate that if u = (3, 2) or
u = (4, 1), then k(u) = 3; similarly, one can verify that k(2, 2) = 4 and k(1, 2) = 5.
This provides a way to assign an integer k(u) to each u ∈ D, which depends on the number of
arrows k initially entering the stochasticization curve, as well as on the dircted path ensemble that
is being stochasticized. Under this assignment, each u ∈ D can be stochasticized as in (2.3), with
weight given explicitly by (2.4), where the v = v(u) there is sqk(u)z−1.
Since these parameters k(u) and v(u) change between vertices, they are sometimes referred to
as dynamical parameters. Based on the above description, one can quickly determine the identities
governing these dynamical parameters. Specifically, let u = (a, b) denote a vertex with arrow
configuration (i1, j1; i2, j2); denote k(u) = k and v(u) = v. Then, the dynamical parameters at the
vertices (a− 1, b) and (a, b + 1) are given by
k(a− 1, b) = k + i1; k(a, b+ 1) = k + j2; v(a− 1, b) = q
i1v; v(a, b+ 1) = qj2v.(2.5)
We refer to Figure 9 for a depiction of these identities, which shows dynamical parameters corre-
sponding to four adjacent faces (and therefore four adjacent vertices, since each face is associated
with its top-left vertex). In this way, if we fix a path ensemble on some domain D and the dynamical
parameter k or v at one vertex in D, then the dynamical parameters k(u) and v(u) are defined at
all u ∈ D through (2.5) and the fact that v(u) = sqk(u)z−1. This procedure of assigning dynamical
parameters is not restricted to subdomains of Z2; it can be applied to any oriented, planar graph
admitting a stochasticization curve that can be passed through it using the Yang-Baxter equation
(see Section 3.1).
The following proposition states that, under the above choice of assignment of dynamical pa-
rameter v(u), the S weights satisfy the Yang-Baxter equation; see Figure 5.
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Proposition 2.6. Fix i1, j1, k1, i3, j3, k3 ∈ {0, 1} and x, y, z, v ∈ C. Then,∑
i2,j2,k2∈{0,1}
S
(
i1, j1; i2, j2 |x, y; q
k1v
)
S
(
k1, j2; k2, j3 |x, z; v
)
S
(
k2, i2; k3, i3 | y, z; q
j3v
)
=
∑
i2,j2,k2∈{0,1}
S
(
k1, i1; k2, i2 | y, z; v
)
S
(
k2, j1; k3, j2 |x, z; q
i2v
)
S
(
i2, j2; i3, j3 |x, y; v
)
.
(2.6)
Proof. We will derive (2.6) from the Yang-Baxter equation for the w weights given by the last state-
ment of Proposition 2.2. To that end, set v = sqr for some integer r > 0 and complex number s. In
view of (2.3) (with the k there replaced by our r here and the z there equal to 1 here), the summand
on the left side of (2.6) divided by w
(
i1, j1; i2, j2 |x, y
)
w
(
k1, j2; k2, j3 |x, z
)
w
(
k2, i2; k3, i3 | y, z
)
is
equal to
χs
(
r + k1, j2; r + k1 + j2, 0 |x, 1
)
χs
(
r + k1 + i1, j1; r + i1 + j1 + k1; 0 |x, 1
) χs(r + k1 + j2, i2; r + i2 + j2 + k1, 0 | y, 1)
χs
(
r + k1, i1; r + k1 + i1; 0 | y, 1
)
×
χs
(
r, j3; r + j3, 0 |x, 1
)
χs
(
r + k1, j2; r + k1 + j2; 0 |x, 1
) χs(r + j3, k2; r + k2 + j3, 0 | z, 1)
χs
(
r, k1; r + k1; 0 | z, 1
)
×
χs
(
r + j3, i3; r + i3 + j3, 0 | y, 1
)
χs
(
r + j3 + k2, i2; r + i2 + j3 + k2; 0 | y, 1
) χs(r + i3 + j3, k3; r + i3 + j3 + k3, 0 | z, 1)
χs
(
r + j3, k2; r + j3 + k2; 0 | z, 1
)
=
χs
(
r, j3; r + j3, 0 |x, 1
)
χs
(
r + k1 + i1, j1; r + i1 + j1 + k1; 0 |x, 1
) χs(r + j3, i3; r + i3 + j3, 0 | y, 1)
χs
(
r + k1, i1; r + k1 + i1; 0 | y, 1
)
×
χs
(
r + i3 + j3, k3; r + i3 + j3 + k3, 0 | z, 1
)
χs
(
r, k1; r + k1; 0 | z, 1
) ,
(2.7)
where we are using the fact that replacing v by qav corresponds to replacing r by r + a for any
integer a, and also that k1+j2 = k2+j3 (due to arrow conservation). By similar reasoning, the right
side of (2.6) divided by w
(
k1, i1; k2, i2 | y, z
)
w
(
k2, j1; k3, j2 |x, z
)
w
(
i2, j2; i3, j3 |x, y
)
is also equal to
the right side of (2.7).
Since that quantity is only dependent on the fixed boundary parameters i1, j1, k1, i3, j3, k3 (equiv-
alently, they are independent of the interior, summed parameters i2, j2, and k2), (2.6) follows from
the last statement of Proposition 2.2. 
Remark 2.7. Observe that the proof of Proposition 2.6 did not require the explicit values of the
χs and w weights given by Definition 2.1. Instead, it used the fact that (2.7) is independent of
the intermediate indices i2, j2, k2 (which are the ones that are summed over in (2.6)), which was in
turn due to the fact that each appearance of a χs weight in the numerator of the left side of (2.7)
is matched by one in the denominator.
In fact, by imposing this matching, one could guess the way in which the dynamical parameters
should appear in (2.6) without initially having the diagrammatic interpretation for these parameters
given by Figure 8. To that end, one would search for integers a, b, c such that the quantity
S
(
i1, j1; i2, j2 |x, y; q
av
)
S
(
k1, j2; k2, j3 |x, z; q
bv
)
S
(
k2, i2; k3, i3 | y, z; q
cv
)
w
(
i1, j1; i2, j2 |x, y
)
w
(
k1, j2; k2, j3 |x, z
)
w
(
k2, i2; k3, i3 | y, z
)(2.8)
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is independent of i2, j2, and k2. Following the proof of Proposition 2.6, we find that (2.8) is equal
to
χs
(
r + a, j2; r + a+ j2, 0 |x, 1
)
χs
(
r + a+ i1, j1; r + i1 + j1 + a; 0 |x, 1
) χs(r + a+ j2, i2; r + i2 + j2 + a, 0 | y, 1)
χs
(
r + a, i1; r + a+ i1; 0 | y, 1
)
×
χs
(
r + b, j3; r + b+ j3, 0 |x, 1
)
χs
(
r + b+ k1, j2; r + b+ k1 + j2; 0 |x, 1
) χs(r + b+ j3, k2; r + b+ k2 + j3, 0 | z, 1)
χs
(
r + b, k1; r + k1; 0 | z, 1
)
×
χs
(
r + c, i3; r + c+ i3, 0 | y, 1
)
χs
(
r + c+ k2, i2; r + c+ i2 + k2; 0 | y, 1
) χs(r + c+ i3, k3; r + c+ i3 + k3, 0 | z, 1)
χs
(
r + c, k2; r + c+ k2; 0 | z, 1
) .
(2.9)
As explained above, one way of guaranteeing that (2.9) be independent of i2, j2, k2 would be to
impose a matching between any term in the numerator involving one of these indices with one in
the denominator. For instance, this would require us to match
χs
(
r + a, j2; r + a+ j2, 0 |x, 1
)
= χs
(
r + b+ k1, j2; r + b+ k1 + j2; 0 |x, 1
)
,
which would be true if a = b+ k1. Similarly, one equates
χs
(
r + a+ j2, i2; r + i2 + j2 + a, 0 | y, 1
)
= χs
(
r + c+ k2, i2; r + c+ i2 + k2; 0 | y, 1
)
;
χs
(
r + b+ j3, k2; r + b+ k2 + j3, 0 | z, 1
)
= χs
(
r + c, k2; r + c+ k2; 0 | z, 1
)
,
which are satisfied if a + j2 = c + k2 and c = b + j3, respectively. In particular, these equations
are all satisfied for (a, b, c) = (k1, 0, j3), which is indeed the choice of parameters on the left side of
(2.6). One could then similarly guess the way in which the dynamical parameters should appear
on the right side of (2.6).
This form of reasoning is not quite necessary in the present situation, since the identities (2.5)
governing the dynamical parameter v can be obtained through the diagrammatic procedure depicted
in Figure 8. However, we will implement a variant of this analysis in the proof of Theorem 6.7 in
Section 6.2, where such a diagram appears to be unavailable.
3. The Stochasticization Procedure
In this section we provide a general procedure for stochasticizing solutions to the (two-dimensional)
Yang-Baxter equation; we explain it in Section 3.1 and then establish some properties about the
stochasticized weights in Section 3.2.
3.1. Stochasticization of Face Weights. In this section we describe the general (two-dimensional
version of the) stochasticization procedure that produces a stochastic solution to the Yang-Baxter
equation starting from a nonnegative one. The setting here will be that of an interaction round-
a-face (IRF) model as opposed to of a vertex model of the type studied in Section 2, and so our
weights will be with respect to faces (and not vertices) of a graph. This will cause the notation
here to be slightly different from what was described in Section 2 but, as we will explain further
below, these two perspectives are essentially equivalent by dualizing the underlying graph.
We begin with a finite family L of directed lines2 in R2, that is, each line ℓ ∈ L has both a positive
and negative direction. We assume that these directions are consistent, meaning that there exists
an open half-plane H ⊂ R2 that intersects each ℓ ∈ L in its positive direction. Stated equivalently,
there do not exist three lines in L whose positive and negative directions “interlace.” We refer to
Figure 10 for examples.
2For convenience, we will sometimes draw these lines as curves in the plane to simplify diagrams.
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Figure 10. Shown to the left is a set of five lines whose directions are consistent.
Shown to the right are three lines whose directions are inconsistent since their
directions interlace.
The set L induces a directed, planar graph D, whose vertex set consists of the intersection points
between elements of L and whose edge set consists of segments of the (directed) lines in L connecting
adjacent vertices. Let G denote the dual graph to D, that is, a vertex of G is a face of D and two
vertices of G are connected by an edge if the corresponding faces in D share an edge.
We call the faces of G plaquettes ; they correspond to the vertices of D. Each plaquette P has
four vertices (v1, v2, v3, v4), which we order counterclockwise and in such a way that the two edges
adjacent to v1 are the segments closer to the negative directions of the two lines in L that intersect
to form P ; see the left side of Figure 11 for an example. We will call the edges in G connecting
(v1, v2) and (v3, v4) horizontal and the ones connecting (v2, v3) and (v1, v4) vertical (although these
edges might not be parallel to the axes).
Denoting the vertex set of G by V , fix some complex vector space h and two functions F :
V → h and w : h × h × h × h → C; we refer to F as a height function and w as a weight
function. We view w(a, b, c, d) as the weight of a plaquette P = (v1, v2, v3, v4) that satisfies(
F(v1),F(v2),F(v3),F(v4)
)
= (a, b, c, d).
Remark 3.1. Let us explain how the setting described here degenerates to that of Section 2. There,
the weights were with respect to vertices of a domain D. By taking G to be the dual graph of D as
above, these vertex weights now become plaquette weights on G.
The quadruple
(
F(a),F(b),F(c),F(d)
)
corresponding to a plaquette here is the analog of the
arrow configuration of a vertex defined in Section 2.1. Explicitly, we may define the height function
h on G by setting h(v) to be the number of paths to the right of the vertex v of G (or, equivalently,
of the corresponding face in D). Then, the height function at the four corners of a plaquette P in
G determine the arrow configuration of the vertex in D corresponding to P through the identities
i1 = F(v1)−F(v2); j1 = F(v4)−F(v1); i2 = F(v4)−F(v3); j2 = F(v3)−F(v2).
(3.1)
Thus, by dualizing, the weight of a vertex in u ∈ D (dependent on the arrow configuration of
u) becomes the weight of the corresponding plaquette P in G (dependent on the height function at
the four vertices of P ).
In the examples to be discussed in Section 4, Section 5, and Section 6, we will adopt this vertex
perspective as opposed to the face model one described here (including in situations where we
analyze face models, such as in Section 4). However, as indicated above, these two points of view
are equivalent, and so we will omit comments of this type in later sections.
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v1 v2
v3v4
v1 v2
v3v4
Figure 11. To the left is the labeling of vertices on a plaquette in G; the dotted
lines there are elements of L. To the right is a frozen plaquette, which we indicate
by placing squares in its corners.
The first and second definitions below provide notation on when the weight function is nonzero
or zero, respectively.
Definition 3.2. We call a quadruple (a, b, c, d) ∈ h × h × h × h admissible (with respect to w)
if w(a, b, c, d) 6= 0. Let Adm1(a, b, c;w),Adm3(a, b, c;w),⊂ h denote the sets of d ∈ h such that
(d, a, b, c) and (a, b, d, c) are admissible, respectively. Also define Adm(a, b, c;w) = Adm1(a, b, c;w)∪
Adm3(a, b, c;w).
Definition 3.3. We call a triple (b, c, d) ∈ h×h×h frozen (with respect to w) if
∣∣Adm1(b, c, d)∣∣ = 1.
Furthermore, we say that a plaquette P = (v1, v2, v3, v4) has an frozen boundary (with respect to
a height function F) if
(
F(v2),F(v3),F(v4)
)
is frozen; we depict this diagrammatically by placing
squares in the corners of any plaquette with a frozen boundary (see the right side of Figure 11).
Remark 3.4. Again, let us take a moment to explain the analogs of these two notions in the setting
of Section 2. As indicated in Remark 3.1, the height function h evaluated at the four vertices of a
plaquette P = (v1, v2, v3, v4) determines the arrow configuration (i1, j1; i2, j2) at the vertex u ∈ D
corresponding to P through the identities (3.1). The admissibility constraint here means that
(a, b, c, d) =
(
F(v1),F(v2),F(v3),F(v4)
)
are chosen such that w(i1, j1; i2, j2) 6= 0. This requires
i1, j1, i2, j2 ≥ 0, which means that a, c ∈ [b, d]; in particular,
∣∣Adm(x, y, z)∣∣ <∞ for any x, y, z ∈ Z.
Now, (3.1) implies that fixing the last three elements of the height function quadruple (a, b, c, d)
of a plaquette in G fixes the numbers (i2, j2) of outgoing vertical and horizontal arrows at the
corresponding vertex of D. Thus, the statement that a triple (b, c, d) freezes is equivalent to that
the corresponding pair (i2, j2) admits only one pair (i1, j1) ∈ Z
2
≥0 such that w(i1, j1; i2, j2) 6= 0. As
mentioned in Section 2.1, this is guaranteed if i2 = 0 = j2, in which case b = c = d.
Now let us fix an additional function χ : h× h× h× h → C. The following definition stipulates
certain conditions on the pair (w, χ) indicating when it is possible to use χ to create a stochastic
solution to the Yang-Baxter relation from w.
Definition 3.5. Adopting the notation above, we say that w is stochasticizable with respect to χ
if the following three conditions hold.
(1) For each a, b, c ∈ h, both
∣∣Adm(a, b, c;w)∣∣ and ∣∣Adm(a, b, c;χ)∣∣ are finite.
(2) The weights w satisfy the Yang-Baxter equation, which states that∑
c∈h
w(a, b, c, d)w(b, e, f, c)w(c, f, g, d) =
∑
c∈h
w(b, e, c, a)w(a, c, g, d)w(c, e, f, g),(3.2)
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a b
d
c x
z y
a b
d c′ x
z y
ℓ1ℓ1
ℓ2
ℓ2
Figure 12. We assign to each plaquette in our original graph two shaded pla-
quettes (as shown to the left), such that the top-right square (shown to the right)
has a frozen boundary.
for any fixed a, b, d, e, f, g ∈ h. Diagrammatically, this is the equation
ℓ1ℓ3
ℓ2
ℓ1
ℓ3
ℓ2
a b
d
c e
g f
=
∑
c a b
d c
e
g f∑
c
(3.3)
(3) Let P = (v1, v2, v3, v4) be any plaquette, and denote a = F(v1); b = F(v2); c = F(v3);
and d = F(v4). We can associate with P a shaded triple
3 (x, y, z) ∈ h × h × h, which
is independent of the value of a = F(v1), such that the following conditions hold. In
what follows, we view this shaded triple as “attaching” two new plaquettes to P along the
positive direction. We distinguish these new plaquettes by shading them; see the left side
of Figure 12. We can also view this procedure as introducing a frozen plaquette and then
attaching two shaded plaquettes to it along the negative direction, as on the right side
of Figure 12. In either case, the weights of the original or frozen plaquettes will be with
respect to w, and weights of the shaded ones will be with respect to χ.
(a) The shaded triple (x, y, z) is frozen (with respect to w); let c′ be such that (c′, x, y, z)
is admissible.
(b) Both χ(b, x, c′, a) and χ(a, c′, z, d) are nonzero.
(c) The special case of the Yang-Baxter equation given by∑
c∈h
w(a, b, c, d)χ(b, x, y, c)χ(c, y, z, d) = χ(b, x, c′, a)χ(a, c′, z, d)w(c′, x, y, z)(3.4)
holds; the right side of (3.4) has one term since (x, y, z) is frozen. Diagrammatically,
this is the equation
a b
d c x
z y
=
∑
c a b
d
c′
x
z y
3This triple need not be unique. In fact, it usually will not be, and this non-uniqueness will give rise to additional,
dynamical parameters.
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d c
f e
x′
z′ y
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=
Figure 13. The shaded plaquettes must satisfy the two consistency relations
depicted above.
(d) Consistency Condition: If P and Q are adjacent plaquettes, then the new, attached
plaquettes satisfy the consistency relations depicted in Figure 13. Explicitly, suppose
that P and Q share a vertical edge and that the height functions on their vertices are
as in the top of Figure 13. Denote the shaded triple associated with P by (x, y, z) and
the one associated with Q by (x′, y′, z′) (again, as in the top of Figure 13). Then, we
have that (b, x, y, c) = (b, f, z′, c) (so x = f and y = z′). Similarly, if P and Q share a
horizontal edge and the height function on the vertices of P and Q are labeled as in
the bottom of Figure 13, then (c, y, z, d) = (c, x′, e, d) (so y = x′ and z = e).
Remark 3.6. Once again, let us explain how the discussion from Section 2 can be viewed as a special
case of this framework. As explained in Remark 3.1, we view the face model on G as a vertex model
on the dual graph D, so that the plaquette weights here become vertex weights. Now, the weights
w and χ here will be the w and χs from Definition 2.1, respectively.
We claim that w is stochasticizable with respect to χs. The first condition there was verified in
Remark 3.4, and the second is a consequence of the vertex form of the Yang-Baxter equation, given
by (2.1). To verify the third condition, we must explain how to attach two shaded vertices to each
vertex u ∈ D.
This was essentially done in Section 2.2. Specifically, we begin with a stochasticization curve to
the right of D that starts with k arrows and collects any arrow outputted by D, as in the top-left
diagram of Figure 8. We then move the stochasticization curve through D, one vertex at a time
using the procedure depicted in Figure 7.
The two shaded vertices attached to u are then the two vertices of the stochasticization curve
adjacent to u directly before being passed through u, as in the left side of Figure 7. These vertices
are assigned the weight χs and can seen to be independent of the incoming arrow configuration(
i1(u), j1(u)
)
. The two shaded vertices attached in the negative direction (whose duals are depicted
on the right side of Figure 12) are the two vertices of the stochasticization curve adjacent to u
directly after being passed through u, as in the right side of Figure 7.
Now one can quickly verify the four parts of the third condition of Definition 3.5. The first
is a consequence of the content of Remark 3.4; the second holds for generic values of s, x, y, k by
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Definition 2.1; and the third follows from (2.1). The fourth (called the consistency condition) follows
from the fact that a shaded vertex attached to some u ∈ D in the positive direction was attached
to a vertex u′ ∈ D adjacent to u in the negative direction (this can be seen diagrammatically, from
Figure 8). This confirms that w is stochasticizable with respect to χs.
Remark 3.7. Our reason for introducing the consistency condition is similar to what was explained
in the beginning of Section 2.2. In the examples of interest to us, there will be a number of ways
to “locally” assign shaded plaquettes (or vertices) to a given one in our domain. However, under an
arbitrary global assignment of plaquettes to each vertex in our domain, the Yang-Baxter equation
will typically no longer hold for the stochasticized weights. Imposing the consistency condition is
one way of ensuring that the Yang-Baxter equation is preserved; see Remark 3.12 below.
Remark 3.8. In Section 2.2, the attachment of a pair of shaded vertices resulted in a dynamical
parameter v(u) (or k(u)) associated with each vertex u in our domain. The consistency condition
then essentially explains how the dynamical parameter changes between vertices, according to the
identities (2.5) (see also Remark 2.7). A similar phenomenon will appear in later examples of
stochasticization.
Now we can define the stochasticized plaquette weights analogously to Definition 2.4.
Definition 3.9. Suppose that w is stochasticizable with respect to χ in the sense of Definition 3.5.
Let P = (v1, v2, v3, v4) be a plaquette and denote F(v1) = a, F(v2) = b, F(v3) = c, and F(v4) = d.
Let (x, y, z) denote the shaded triple associated with P as given by the third part of Definition 3.5,
and let Adm1(x, y, z) = {c
′}; see the right side of Figure 12. Then, define the stochasticization S
of w with respect to χ (and F) by
SP (a, b, c, d) =
w(a, b, c, d)χ(b, x, y, c)χ(c, y, z, d)
χ(b, x, c′, a)χ(a, c′, z, d)w(c′, x, y, z)
.(3.5)
Diagrammatically, this is equivalent to
SP
( )
=
Weight
( )
Weight
( ) .
We will occasionally refer to the quantity SP (a,b,c,d)w(a,b,c,d) as a stochastic correction.
3.2. Properties of Stochasticization. In this section we establish various properties of the
stochasticized weights S. The first is that they are indeed stochastic.
Lemma 3.10. Adopt the notation of Definition 3.9. Then,∑
m∈h
SP (a, b,m, d) = 1,(3.6)
for any plaquette P = (v1, v2, v3, v4) in our domain and a = F(v1), b = F(v2), and d = F(v4) in
h. Furthermore, if w(a, b, c, d), χ(a, b, c, d) ≥ 0 for each a, b, c, d ∈ h, then SP (a, b, c, d) ≥ 0 for each
a, b, c, d ∈ h.
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Figure 14. Shown above is process of moving the shaded plaquettes through our
domain, which is used to establish the Yang-Baxter equation.
Proof. The second statement of the lemma follows from (3.5). The first, given by (3.6), is equivalent
to (3.4) in view of (3.5). 
Let us proceed to explain the Yang-Baxter equation that holds for the stochasticized weights.
To that end, let ℓ1, ℓ2, ℓ3 ∈ L be three lines that are adjacent, meaning that they intersect to form
three neighboring vertices in D. Denote the corresponding plaquettes in G by P , Q, and R, and
denote the height function are the vertices of P , Q, and R by (a, b, c, d), (b, e, f, c), and (c, f, g, d),
respectively. This is depicted in the summand on the left side of (3.3).
Now, let us perturb L by shifting ℓ3 past ℓ1 and ℓ2. This forms a family L
′ of lines, corresponding
to a perturbed graph D′, in which the new ℓ1, ℓ2, ℓ3 ∈ L
′ intersect to form three adjacent vertices.
We denote the corresponding plaquettes by P ′, Q′, and R′; the height function at the vertices
of these plaquettes are (c, e, f, g), (a, c, g, d), and (b, e, c, a), respectively. This is depicted in the
summand on the right side of (3.3).
Next, we attach shaded plaquettes toQ, R, P ′, andQ′, as given by the third part of Definition 3.5;
this is depicted in the top-left and bottom-left diagrams of Figure 14. In what follows, we adopt
the notation from the figure. In particular, we assume that the same plaquettes are attached in
both the original (top-left) graph and the perturbed (bottom-left) one.
Then we can establish the Yang-Baxter equation in this setting.
Theorem 3.11. Under the notation and assumptions explained above, we have that∑
c∈h
SP (a, b, c, d)SQ(b, e, f, c)SR(c, f, g, d) =
∑
c∈h
SP ′(c, e, f, g)SQ′(a, c, g, d)SR′(b, e, c, a).(3.7)
Proof. We will establish this theorem by showing that both sides of Equation (3.7) are the same
multiples of the corresponding sides of (3.2).
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To that end, let us begin by explaining the diagrams in Figure 14. Since (x, y, z) is the shaded
triple associated with the plaquette (c, f, d, g), there exists a unique g′ ∈ h such that (g′, x, y, z) is
admissible. Then, (f, x, g′, c) and (c, g′, z, d) are the two plaquettes attached to the frozen plaquette
(g′, x, y, z) along the negative direction, as in the right diagram in Figure 12; this is depicted in the
second diagram on the top row of Figure 14.
Now, the consistency condition implies that (v, x, g′) is the shaded triple associated with the
plaquette (b, e, f, c), and so there again exists a unique f ′ ∈ h such that (f ′, v, x, g′) is admissible.
Continuing in this manner, we obtain the third and fourth diagrams on the top row of Figure 14.
Applying the same reasoning to the bottom-left diagram in Figure 14 yields the bottom row of that
figure.
This gives rise to triples (f ′, g′, c′) and (c′′, f ′′, g′′) and the top and bottom row, respectively. We
claim that these two triples are equal, that is, f ′ = c′′, g′ = f ′′, and c′ = g′′. To that end, we apply
the Yang-Baxter equation (3.2) and the facts that Adm1(x, y, z) = {g
′} and Adm1(v, x, y) = {f
′′}
to deduce that
w(g′, x, y, z)w(f ′, v, x, g′)w(c′, f ′, g′, z) = w(f ′′, v, x, y)w(f ′, v, f ′′, c′)w(c′, f ′′, y, z).(3.8)
Now, since the left side of (3.8) is nonzero, the right side is also nonzero. Thus, w(c′, f ′′, y, z) 6= 0.
However, as depicted in the bottom-right diagram of Figure 14, the triple (f ′′, y, z) is frozen with
Adm1(f
′′, y, z) = {g′′}. Hence, c′ = g′′. Similar reasoning yields f ′ = c′′ and g′ = f ′′.
Now, let us evaluate the S weights. By Definition 3.9, we obtain that
SP (a, b, c, d) =
w(a, b, c, d)χ(c, g′, z, d)χ(b, f ′, g′, c)
χ(b, f ′, c′, a)χ(a, c′, z, d)
1
w(c′, f ′, g′, z)
;
SQ(b, e, f, c) =
w(b, e, f, c)χ(e, v, x, f)χ(f, x, g′, c)
χ(e, v, f ′, b)χ(b, f ′, g′, c)
1
w(f ′, v, x, g′)
;
SR(c, f, g, d) =
w(c, f, g, d)χ(f, x, y, g)χ(g, y, z, d)
χ(f, x, g′, c)χ(c, g′, z, d)
1
w(g′, x, y, z)
,
so that the product of the stochastic corrections at P , Q, and R is equal to
SP (a, b, c, d)SQ(b, e, f, c)SR(c, f, g, d)
w(a, b, c, d)w(b, e, f, c)w(c, f, g, d)
=
χ(e, v, x, f)χ(f, x, y, g)χ(g, y, z, d)
χ(e, v, f ′, b)χ(b, f ′, c′, a)χ(a, c′, z, d)
1
w(c′, f ′, g′, z)w(f ′, v, x, g′)w(g′, x, y, z)
.
Similar reasoning using the lower row of Figure 14 implies that the product of the stochastic
corrections at P ′, Q′, and R′ is equal to
SP ′(c, e, f, g)SQ′(a, c, g, d)SR′(b, e, c, a)
w(c, e, f, g)w(a, c, g, d)w(b, e, c, a)
=
χ(e, v, x, f)χ(f, x, y, g)χ(g, y, z, d)
χ(e, v, c′′, b)χ(b, c′′, g′′, a)χ(a, g′′, z, d)
1
w(g′′, f ′′, y, z)w(f ′′, v, x, y)w(c′′, v, f ′′, g′′)
.
(3.9)
Thus, (3.8) and the fact that (f ′, g′, c′) = (c′′, f ′′, g′′) implies that
SP (a, b, c, d)SQ(b, e, f, c)SR(c, f, g, d)
w(a, b, c, d)w(b, e, f, c)w(c, f, g, d)
=
SP ′(c, e, f, g)SQ′(a, c, g, d)SR′(b, e, c, a)
w(c, e, f, g)w(a, c, g, d)w(b, e, c, a)
.(3.10)
Furthermore, both sides of (3.10) are independent of c since the same is true about each index
appearing on the right side of (3.9). Thus, (3.7) is obtained by multiplying both sides of (3.2) by
either side of (3.10), from which we deduce the theorem. 
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Remark 3.12. As in Remark 2.7, what allowed for the proof of Theorem 3.11 was that the quantities
appearing on either side of (3.10) were independent of the interior vertex c over which the sums in
(3.7) were taken. This independence was essentially stipulated by the consistency condition, which
imposed that any c-dependent χ-weight appearing in the numerator of (3.9) must also appear in
the denominator.
4. A Stochastic Elliptic Model
In this section we explain how to use to the framework of Section 3 to stochasticize solutions to
the dynamical Yang-Baxter equation coming from the fully fused eight-vertex SOS model. We begin
in Section 4.1 with some notation on elliptic functions, Pochhammer symbols, and hypergeometric
series. Then, in Section 4.2 we provide and stochasticize the fused solution to the dynamical Yang-
Baxter equation; in Section 4.3 we evaluate these stochasticized weights; and in Section 4.4 we
provide degenerations of these weights to the six-vertex and higher spin cases.
4.1. Theta Functions and Hypergeometric Series. Throughout this section, we fix η, τ ∈ C
with ℑτ > 0. We will repeatedly come across the first Jacobi theta function θ1(z; τ) = θ(z; τ) =
θ(z) = f(z), defined (for any z ∈ C) by
f(z) = −
∞∑
j=−∞
exp
(
πiτ
(
j +
1
2
)2
+ 2πi
(
j +
1
2
)(
z +
1
2
))
,(4.1)
which converges since ℑτ > 0 and satisfies (see, for instance, equation (2.1.19) of [26])
f(x+ z)f(x− z)f(y + w)f(y − w)
= f(x+ y)(x− y)f(z + w)f(z − w) + f(x+ w)f(x − w)f(y + z)f(y − z),
(4.2)
for any w, x, y, z ∈ C.
For any complex number a and nonnegative integer k, the rational Pochhammer symbol (a)k;
q-Pochhammer symbol (a; q)k and elliptic Pochhammer symbol [a]k = [a; η]k are defined by
(a)k =
k−1∏
j=0
(a+ j); (a; q)k =
k−1∏
j=0
(1− qja); [a]k =
k−1∏
j=0
f(a− 2ηj),(4.3)
respectively. In particular, when k = 0, all three of these expressions above are set to 1 (indepen-
dently of the parameters a, q, and η). The definitions of these Pochhammer symbols are extended
to negative integers k by
(a)k =
−k∏
j=1
1
a− j
; (a; q)k =
−k∏
j=1
1
1− q−ja
; [a]k =
−k∏
j=1
1
f(a+ 2ηj)
.
One can quickly verify that these Pochhammer symbols satisfy the identities
(a; q)k(aq
k; q)m = (a; q)k+m; [a]m−k =
[a]m
[a− 2ηk]k
; lim
q→1
(1 − q)−k(qa; q)k = (a)k,(4.4)
for any a ∈ C and k,m ∈ Z.
From the Pochhammer symbols, we can define the rational hypergeometric series,
pFr
(
a1, a2, . . . , ap
b1, b2, . . . , br
∣∣∣∣ z) = ∞∑
k=0
zk
k!
p∏
j=1
(aj)k
r∏
j=1
(bj)
−1
k ,(4.5)
STOCHASTICIZATION OF SOLUTIONS TO THE YANG-BAXTER EQUATION 25
the basic hypergeometric series,
pϕr
(
a1, a2, . . . , ap
b1, b2, . . . , br
∣∣∣∣ q, z) = ∞∑
k=0
zk(
q; q
)
k
p∏
j=1
(aj ; q)k
r∏
j=1
(bj ; q)
−1
k ,(4.6)
and the elliptic hypergeometric series,
per
(
a1, a2, . . . , ap
b1, b2, . . . , br
∣∣∣∣ z) = ∞∑
k=0
zk
[−2η]k
p∏
j=1
[aj ]k
r∏
j=1
[bj]
−1
k ,(4.7)
for any positive integers p, r and complex numbers a1, a2, . . . , ap, b1, b2, . . . , br, z. Here, we must
assume that the series (4.5), (4.6), and (4.7) converge. In the situations we come across, this will
be guaranteed since these series will always terminate. For (4.5) this means that some aj = −r; for
(4.6) that some aj = q
−r; and for (4.7) that some aj = 2ηr, where in all cases r is a nonnegative
integer.
In what follows, we will require several identities satisfied by hypergeometric series. The first is
the Vandermonde-Chu identity, which states (see equation (1.2.9) of [33]) that
2F1
(
−k, b
c
∣∣∣∣∣1
)
=
(c− b)k
(c)k
,(4.8)
for any k ∈ Z≥0 and b, c ∈ C. The second is the q-Heine transformation identity for the 2ϕ1
hypergeometric series, which states (see equation (1.4.1) of [33]) that
2ϕ1
(
q−k, b
c
∣∣∣∣∣q, z
)
=
(b; q)∞(q
−kz; q)k
(c; q)∞
2ϕ1
(
b−1c, z
q−kz
∣∣∣∣∣q, b
)
,(4.9)
for any k ∈ Z≥0 and b, c, z, q ∈ C with |q|, |b| < 1.
To state additional identities of use to us, we must first explain certain specializations of param-
eters under which hypergeometric series are known to simplify. The two we will discuss here are
very well-poised hypergeometric series and balanced hypergeometric series.
The very well-poised elliptic hypergeometric series is defined by
r+1vr(a1; a6, a7, . . . , ar+1; z) =
∞∑
k=0
zk[a1]k
[−2η]k
f(a1 − 4ηk)
f(a1)
r+1∏
j=6
[aj ]k
[a1 − aj − 2η]k
,(4.10)
which can be viewed as a special case of the elliptic hypergeometric series (4.7) where a2, a3, a4,
and a5 are fixed in terms of a1, τ , and η; see Section 11.3 of [33]. We also call the very well-posed
elliptic hypergeometric series r+1vr(a1; a6, a7, . . . , ar+1) balanced if
(r − 5)(a1 − 2η)
2
=
r+1∑
j=6
aj − 2η,
which is often imposed in order to ensure total ellipticity of the sum (4.10).
Now, the (terminating) elliptic Jackson identity (which was originally found by Frenkel-Turaev
[32]; see also equation (11.3.19) of [33], in which all parameters are divided by −2η), states that
10v9(a; b, c, d, e, 2nη; 1) =
[a− 2η]n[a− b− c− 2η]n[a− b− d− 2η]n[a− c− d− 2η]n
[a− b− 2η]n[a− c− 2η]n[a− d− 2η]n[a− b− c− d− 2η]n
,(4.11)
for any nonnegative integer n, if 10v9(a; b, c, d, e, 2nη; 1) is balanced.
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λ+ 2η(2i2 + 2j2 − Λ− J)
λ λ+ 2η(2i2 − Λ)
i1
y
Λ
i2
j1xJ
λ+ 2η(2j1 − J)
j2
v
v − 2η(i1 + j1) v − 2ηj2
v − 2ηi1
i1
i2
j1 j2
Figure 15. Depicted above is the way in which the dynamical parameters λ and
v change between faces.
4.2. Stochasticizing Fused Elliptic Weights. In this section we stochasticize a solution to the
dynamical Yang-Baxter equation that arises from fusing those coming from the elliptic solid-on-solid
(SOS) or interaction round-a-face (IRF) model [26]; these solutions are essentially reparameteriza-
tions of the ones provided in [1].
We begin with a definition of the dynamical Yang-Baxter equation.
Definition 4.1. We say that a weight function WJ;Λ
(
i1, j1; i2, j2 |λ;x, y) is a solution to the dy-
namical Yang-Baxter equation for any i1, j1, i2, j2 ∈ Z≥0 and λ, x, y, J,Λ ∈ C if the following holds.
For any fixed x, y, z, λ, T ∈ C; i1, j1, k1, i3, j3, k3 ∈ Z≥0; and J,Λ ∈ Z>0, we have that∑
i2,j2,k2∈Z≥0
WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
WJ;T
(
k1, j2; k2, j3 |λ+ 2η(2i2 − Λ);x, z
)
×WΛ;T
(
k2, i2; k3, i3 |λ; y, z
)
=
∑
i2,j2,k2∈Z≥0
WJ;T
(
k2, j1; k3, j2 |λ;x, z
)
WΛ;T
(
k1, i1; k2, i2 |λ+ 2η(2j1 − J); y, z
)
×WJ;Λ
(
i2, j2; i3, j3 |λ+ 2η(2k3 − T );x, y
)
.
(4.12)
Observe that, without the parameters λ, J , Λ, and T , (4.12) is similar to (2.1). The diagrammatic
interpretation of (4.12) is again that WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
is the weight of a vertex u in a
directed path ensemble with arrow configuration (i1, j1; i2, j2), where x and y denote the horizontal
and vertical rapidity parameters associated with u, respectively; see the left side of Figure 15. Here,
J and Λ are spin parameters that are associated with the horizontal and vertical edges that intersect
to form u, respectively.
The complex number λ = λ(u) is a dynamical parameter that changes between vertices according
to the identities
λ(a+ 1, b) = λ(a, b) + 2η(i2 − Λ); λ(a, b − 1) = λ(a, b) + 2η(2j1 − J),(4.13)
where (i1, j1; i2, j2) is the arrow configuration associated with the vertex u = (a, b); we refer to the
left side of Figure 15 for a depiction of these identities, where for each vertex u, the dynamical
parameter λ(u) there is drawn in the upper-left face containing u.
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Under this identification, the diagrammatic interpretation of (4.12) is again that of moving a line
through a cross (similar to what was depicted earlier in Figure 5), where the dynamical parameter
λ(u) is now taken into account to evaluate the vertex weights. One can equivalently express the
Yang-Baxter equation (4.12) in the face form (3.3) on the dual graph, but here we will adhere to
the vertex notation with dynamical parameters changing according to (4.13).
Now let us provide an explicit solution to the dynamical Yang-Baxter equation in terms of very
well-poised, balanced 12v11 elliptic hypergeometric series.
Definition 4.2. Fix x, y ∈ C, and let J ∈ Z>0; λ,Λ ∈ C; and i1, j1, i2, j2 ∈ Z≥0. We define the
elliptic fused weight WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
= WJ;Λ(i1, j1; i2, j2) as follows.
If either i1 + j1 6= i2 + j2, j1 /∈ {0, 1, . . . , J}, or j2 /∈ {0, 1, . . . , J}, then WJ;Λ
(
i1, j1; i2, j2
)
= 0.
Otherwise, set
a1 = λ+ 2η(2j1 + j2 − J); a6 = 2ηj1; a7 = 2ηj2; a8 = λ+ 2ηj1;
a9 = λ+ 2η(i1 + 2j1 − J − 1− Λ); a10 = η(Λ− J) + x− y + 2η(j2 − i1 − 1);
a11 = η(Λ− J)− x+ y + 2η(j2 − i1); a12 = λ+ 2η(i2 + j1 + j2 − J),
(4.14)
and, if i1 + j1 = i2 + j2 and j1, j2 ∈ {0, 1, . . . , J}, then define
WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
=
[2ηi2]i2
[2ηi1]i1
[2ηΛ]i1
[2ηΛ]i2
[
2η(J − j2)
]
j1[
2ηj1
]
j1
[
2ηi1
]
j2
[
2η(Λ− i1 + j2)
]
j1[
η(Λ + J)− x+ y
]
J
×
[
η(Λ + J)− x+ y − 2η(i1 + j1)
]
J−j1−j2
[
λ+ x− y + 2η(i1 + 2j1 − 1)− η(Λ + J)
]
j1
×
[
λ+ 2ηi2
]
J−j1−j2
[
λ+ 2η(i1 + 2j1 − J) + η(J − Λ)− x+ y
]
j2[
λ+ 2ηj1
]
J−j1
[
λ+ 2η(2j1 + j2 − J − 1)
]
j1
×12v11(a1; a6, a7, a8, a9, a10, a11, a12; 1).
(4.15)
Remark 4.3. The elliptic fused weight WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
from Definition 4.2 is directly
related to the WJ (i1, j1; i2, j2 |λ; v) weight given by Definition 3.6 of [1] as follows. Denoting the
latter by UJ
(
i1, j1; i2, j2 |λ, v
)
, we have, by Theorem 3.9 of [1], that
WJ;Λ
(
i1, j1; i2, j2 |λ, x, y
)
= f(2η)i1−i2
[2ηi2]i2
[2ηi1]i1
UJ
(
i1, j1; i2, j2 |λ, x− y − ηJ
)
.(4.16)
Thus, W and U are related by a gauge transformation and a change of variables replacing the w
and z from [1] by x+ η(J − 1) and y here, respectively.
The following proposition states that the dynamical Yang-Baxter equation holds for the elliptic
fused weights. Its proof follows from Section 3 of [1] and Theorem 2.1.2 of [26] and is therefore
omitted.
Proposition 4.4. The elliptic fused weights WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
from Definition 4.2 satisfy
the dynamical Yang-Baxter equation in the sense of Definition 4.1.
Now let us implement the stochasticization procedure on the elliptic fused weights WJ;Λ. This
will be similar to what was done in Section 2 except, in the situation here, we have the dynamical
parameter λ.
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k + i2 + j2
u
u2
u1
λ λ+ 2η(2i2 − Λ)
r + j2
r
λ
λ+ 2η(2j1 − J)
k + i1 + j1
u
u2
u1
r
r + i1
Figure 16. The process of the stochasticization curve being pushed through a
vertex in the elliptic setting is depicted above.
In particular, the shaded vertices will again have arrow configurations of the form (i, j; i+ j, 0).
For a fixed parameter T ∈ C (which serves as the analog of s from Definition 2.1), the χ weights
from Definition 3.5 will be given by WJ;T (i, j; i + j, 0 |λ;x, 0) and WΛ;T (i, j; i+ j, 0 |λ; y, 0).
4 The
first and second conditions in Definition 3.5 hold due to the fact that WJ;Λ(i1, j1; i2, j2) = 0 unless
i1, j1, i2, j2 ≥ 0, and the Yang-Baxter equation (4.12), respectively.
To verify the third condition, we must assign an attachment of shaded vertices to each vertex u
in our domain. This is analogous to what was done in Section 2.2. Specifically, we begin with a
stochasticization curve that initially starts with some number k of arrows and then collects those
that our domain outputs. We then push the stochasticization curve through our domain one vertex
at a time, as depicted in Figure 8 or Figure 16 (the latter is very similar to Figure 7 but also
labels the dynamical parameters in the relevant faces). The two vertices of stochasticization curve
adjacent to u before being pushed through u will be the two shaded vertices assigned to u.
Since W (0, 0; 0, 0) = 1, the degeneration of (3.5) to our situation is given by the following
definition (analogous to Definition 2.4), where in what follows, r denotes the number of arrows in
the stochasticization curve before encountering the vertex to be stochasticized (as in Figure 16).
Definition 4.5. Fix x, y, λ, T ∈ C; i1, j1, i2, j2, r ∈ Z≥0; and J,Λ ∈ Z>0. Define the stochasticized
elliptic fused weights
SJ;Λ
(
i1, j1; i2, j2 |λ;x, y;T ; r
)
= WJ;Λ
(
i1, j1; i2, j2 |λ;x, y;T ; r
)
CJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
,(4.17)
where we have denoted the stochastic correction by
CJ;Λ
(
i1, j1; i2, j2 |λ;x, y;T ; r
)
=
WΛ;T
(
r + j2, i2; r + i2 + j2, 0 |λ; y, 0
)
WΛ;T
(
r, i1; r + i1, 0 |λ+ 2η(2j1 − J); y, 0
)WJ;T (r, j2; r + j2, 0 |λ+ 2η(2i2 − Λ);x, 0)
WJ;T
(
r + i1, j1; r + i1 + j1, 0 |λ;x, 0
) .
(4.18)
The following result explicitly evaluates the stochatsicized elliptic fused weights given by Defini-
tion 4.5; we will establish it in Section 4.3.
4The rapidity parameter associated with the stochasticization curve will be 0 to simplify notation; setting it to
be nonzero causes in a shift in the new dynamical parameter to come from the stochasticization procedure.
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Theorem 4.6. Adopting the notation of Definition 4.5 and defining v = η(J + T − 2r), we have
that
SJ;Λ
(
i1, j1; i2, j2 |λ, v;x, y
)
=
[
2η(J − j1)
]
j2
[
2η(Λ− i1 + j2)
]
j1
[
2ηi1
]
j2[
2ηj2
]
j2
[
η(Λ + J)− x+ y − 2η(i1 + j1)
]
J−j1−j2[
η(Λ + J)− x+ y
]
J
×
[
λ+ 2η(i2 − Λ− 1)
]
J−j1−j2
[
λ+ 2η(2j1 − J − 1)
]
j1[
λ+ 2η(2i2 + j2 − Λ)
]
j2
[
λ+ 2η(2i2 − Λ− 1)
]
J−j2
[
λ+ 2η(2j1 + j2 − J − 1)
]
j1
×
[
λ+ x− y + 2η(i1 + 2j1 − 1)− η(Λ + J)
]
j1
[
λ− x+ y + 2η(i1 + 2j1 − J) + η(J − Λ)
]
j2
×
[
λ+ x− v + 2η(2i2 + 2j2 − Λ − 1)
]
j2[
λ+ x− v + 2η(i1 + 2j1 − 1)
]
j1
[
v − x− 2ηj2
]
i2[
v − x− 2ηJ
]
i1
×
[
λ+ y − v + 2η(2i2 + j2 − 1) + η(J − Λ)
]
i2[
λ+ y − v + 2η(2i1 + 2j1 − 1)− η(Λ + J)
]
i1
[
v − y − η(Λ + J)
]
j2[
v − y + η(Λ− J − 2i1)
]
j1
× 12v11(a1; a6, a7, a8, a9, a10, a11, a12; 1)1i1+j1=i2+j2 ,
(4.19)
where we have denoted SJ;Λ
(
i1, j1; i2, j2 |λ, v;x, y
)
= SJ;Λ
(
i1, j1; i2, j2 |λ;x, y;T, r
)
(since (4.19)
indicates that it only depends on T and r through v).
As in Section 2.2, the parameter v here is dynamical; it depends on the vertex u that is being
stochasticized, and so we sometimes write v = v(u). The parameter r is analogous to the parameter
k from Section 2.2 and is governed by the same identities (given by the first two in (2.5)). Thus,
from the definition v = η(J + T − 2r), one can quickly deduce that v(u) is governed by
v(a− 1, b) = v(a, b)− 2ηi1(a, b); v(a, b+ 1) = v(a, b)− 2ηj2(a, b),(4.20)
for any (a, b) ∈ Z2>0; this is depicted on the right side of Figure 15, where there the dynamical
parameter v(u) is drawn in the lower-right face containing u.
The stochasticity and dynamical Yang-Baxter in this setting is given by the following theorem,
which takes into account both dynamical parameters v and λ.
Theorem 4.7. Adopt the notation of Theorem 4.6. For any fixed Λ, x, y, λ, v ∈ C; J ∈ Z>0; and
i1, j1 ∈ Z≥0, we have that
∑
i2,j2∈Z≥0
SJ;Λ
(
i1, j1; i2, j2 |λ, v;x, y
)
= 1.
Furthermore, for any fixed i1, j1, i3, j3 ∈ Z≥0; J,Λ ∈ Z>0; λ, T, v, x, y, z ∈ C, the S weights
satisfy
∑
i2,j2,k2∈Z≥0
SJ;Λ
(
i1, j1; i2, j2 |λ; v − 2ηk1;x, y
)
SJ;T
(
k1, j2; k2, j3 |λ+ 2η(2i2 − Λ); v;x, z
)
× SΛ;T
(
k2, i2; k3, i3 |λ; v − 2ηj3; y, z
)
=
∑
i2,j2,k2∈Z≥0
SΛ;T
(
k1, i1; k2, i2 |λ+ 2η(2j1 − J); v; y, z
)
SJ;T
(
k2, j1; k3, j2 |λ; v − 2ηi2;x, z
)
× SJ;Λ
(
i2, j2; i3, j3 |λ+ 2η(2k3 − T ); v;x, y
)
.
(4.21)
30 AMOL AGGARWAL, ALEXEI BORODIN, AND ALEXEY BUFETOV
Proof. The first and second statement of this theorem are the applications of Lemma 3.10 and The-
orem 3.11 to our setting, respectively; the second statement (4.21) can alternatively be established
directly, similar to the proof of Proposition 2.6, but we will not implement this here. 
Remark 4.8. We are unaware of any stochastic, fully elliptic solution to the dynamical Yang-Baxter
equation that does not involve the second dynamical parameter v. This is different from what was
described in Section 2, where setting v = 0 in the weights (2.4) still gives rise to stochastic weights
satisfying the non-dynamical Yang-Baxter equation.
4.3. Proof of Theorem 4.6. In this section we establish Theorem 4.6; to that end, we must
evaluate the stochastic corrections CJ;Λ from (4.18). This is done by the following proposition.
Proposition 4.9. Denoting v = η(J + T − 2r), we have that
CJ;Λ
(
i1, j1; i2, j2 |λ;x, y;T ; r
)
=
[
2ηJ
]
j2[
2ηJ
]
j1
[
2ηΛ
]
i2[
2ηΛ
]
i1
[
2ηi1
]
i1[
2ηi2
]
i2
[
2ηj1
]
j1[
2ηj2
]
j2
[
λ+ 2ηj1
]
J−j1
[
λ+ 2η(2j1 − J − 1)
]
j1[
λ+ 2η(2i2 + j2 − Λ)
]
j2
[
λ+ 2η(2i2 − Λ− 1)
]
J−j2
×
[
λ+ 2η(i1 + 2j1 − J)
]
j2
[
λ+ 2η(i2 + j1 − Λ− 1)
]
J−j2[
λ+ 2ηi2
]
J−j1
[
λ+ 2η(i2 + j1 − Λ− 1)
]
j1
×
[
λ+ x− v + 2η(2i2 + 2j2 − Λ− 1)
]
j2[
λ+ x− v + 2η(i1 + 2j1 − 1)
]
j1
[
v − x− 2ηj2
]
i2[
v − x− 2ηJ
]
i1
×
[
λ+ y − v + 2η(2i2 + j2 − 1) + η(J − Λ)
]
i2[
λ+ y − v + 2η(2i1 + 2j1 − 1)− η(Λ + J)
]
i1
[
v − y − η(Λ + J)
]
j2[
v − y + η(Λ − J − 2i1)
]
j1
.
Theorem 4.6 follows from inserting Proposition 4.9 into (4.17). To establish Proposition 4.9, we
require explicit expressions for fused weights of the form WJ;Λ(i, j; i+ j, 0). In principle, these are
given by Theorem 4.6 by an elliptic hypergeometric series; however, the following result, which can
be found as Proposition 4.3 of [1], indicates that these hypergeometric weights simplify considerably
when j2 = 0.
Proposition 4.10 ([1, Proposition 4.3]). Let i ∈ Z≥0, J ∈ Z>0, and j ∈ Z. If j < 0 or j > J ,
then WJ(i, j; i+ j, 0) = 0. Otherwise,
WJ;Λ
(
i, j; i+ j, 0 |λ;x, y
)
=
[
2ηJ
]
j[
2ηj
]
j
[
2η(i+ j)
]
j
[
λ+ 2η(i+ j)
]
J−j[
η(Λ + J)− x+ y
]
J
×
[
x− y + λ+ 2η(i+ 2j − 1)− η(Λ + J)
]
j
[
η(Λ + J)− 2η(i+ j)− x+ y
]
J−j[
λ+ 2ηj
]
J−j
[
λ+ 2η(2j − J − 1)
]
j
.
(4.22)
Now we can prove Proposition 4.9.
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Proof of Proposition 4.9. By (4.22), we have that
WJ;T
(
r, j2; r + j2, 0 |λ+ 2η(2i2 − Λ);x, 0
)
WJ;T
(
r + i1, j1; r + i1 + j1, 0 |λ;x, 0
)
=
[
2η(r + j2)
]
j2[
2η(r + i1 + j1)
]
j1
[
2ηJ
]
j2[
2ηJ
]
j1
[
2ηj1
]
j1[
2ηj2
]
j2
[
λ+ 2η(r + 2i2 + j2 − Λ)
]
J−j2[
λ+ 2η(r + i1 + j1)
]
J−j1
×
[
λ+ 2ηj1
]
J−j1
[
λ+ 2η(2j1 − J − 1)
]
j1[
λ+ 2η(2i2 + j2 − Λ)
]
J−j2
[
λ+ 2η(2i2 + 2j2 − Λ− J − 1)
]
j2
×
[
λ+ x+ 2η(r + 2i2 + 2j2 − Λ− 1)− η(T + J)
]
j2[
λ+ x+ 2η(r + i1 + 2j1 − 1)− η(T + J)
]
j1
[
η(T + J)− 2η(r + j2)− x
]
i2[
η(T − J − 2r)− x
]
i1
,
(4.23)
where we have used the fact that
[
η(T + J)− 2η(r + j2)− x
]
J−j2[
η(T + J)− 2η(r + i1 + j1)− x
]
J−j1
=
[
η(T + J)− 2η(r + j2)− x
]
i2[
η(T − J − 2r)− x
]
i1
,
which holds from the second identity in (4.4) and the fact that i1 + j1 = i2 + j2. Again applying
(4.22) yields
WΛ;T
(
r + j2, i2; r + i2 + j2, 0 |λ; y, 0
)
WΛ;T
(
r, i1; r + i1, 0 |λ+ 2η(2j1 − J); y, 0
)
=
[
2η(r + i2 + j2)
]
i2[
2η(r + i1)
]
i1
[
2ηΛ
]
i2[
2ηΛ
]
i1
[
2ηi1
]
i1[
2ηi2
]
i2
[
λ+ 2η(r + i1 + j1)
]
J−j1[
λ+ 2η(r + 2i2 + j2 − Λ)
]
J−j2
×
[
λ+ 2η(i1 + 2j1 − J)
]
j2[
λ+ 2η(2i2 + 2j2 − J − Λ)
]
2j2−J
[
λ+ 2ηi2
]
J−j1
[
λ+ 2η(2i2 + 2j2 − Λ− J − 1)
]
j2[
λ+ 2η(2i2 − Λ− 1)
]
J−j2
×
[
λ+ 2η(i2 + j1 − Λ− 1)
]
J−j2[
λ+ 2η(i2 + j1 − Λ− 1)
]
j1
×
[
y + λ+ 2η(r + 2i2 + j2 − 1)− η(Λ + T )
]
i2[
y + λ+ 2η(r + 2i1 + 2j1 − J − 1)− η(Λ + T )
]
i1
[
η(T − Λ − 2r)− y
]
j2[
η(Λ + T )− 2η(r + i1)− y
]
j1
,
(4.24)
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where we have used the facts (again due to the second statement of (4.4) and the identity i1+ j1 =
i2 + j2) that[
λ+ 2η(r + i2 + j2)
]
Λ−i2[
λ+ 2η(r + i1 + 2j1 − J)
]
Λ−i1
=
[
λ+ 2η(r + i1 + j1)
]
J−j1[
λ+ 2η(r + 2i2 + j2 − Λ)
]
J−j2
;[
η(Λ + T )− 2η(r + i2 + j2)− y
]
Λ−i2[
η(Λ + T )− 2η(r + i1)− y
]
Λ−i1
=
[
η(T − Λ− 2r)− y
]
j2[
η(Λ + T )− 2η(r + i1)− y
]
j1
;[
λ+ 2η(i1 + 2j1 − J)
]
Λ−i1[
λ+ 2ηi2
]
Λ−i2
=
[
λ+ 2η(i1 + 2j1 − J)
]
j2[
λ+ 2η(2i2 + 2j2 − J − Λ)
]
2j2−J
[
λ+ 2ηi2
]
J−j1
;[
λ+ 2η(2i1 + 2j1 − J − Λ− 1)
]
i1[
λ+ 2η(2i2 − Λ− 1)
]
i2
=
[
λ+ 2η(2i1 + 2j1 − J − Λ− 1)
]
2j2−J[
λ+ 2η(i2 + j1 + j2 − Λ− J − 1)
]
j1+j2−J
=
[
λ+ 2η(2i2 + 2j2 − Λ− J − 1)
]
j2[
λ+ 2η(2i2 − Λ − 1)
]
J−j2
×
[
λ+ 2η(i2 + j1 − Λ− 1)
]
J−j2[
λ+ 2η(i2 + j1 − Λ− 1)
]
j1
.
Again using the second identity in (4.4) and the fact that i1 + j1 = i2 + j2, we find that[
λ+ 2η(2i2 + j2 − Λ)
]
J−j2
[
λ+ 2η(2i2 + 2j2 − J − Λ)
]
2j2−J
=
[
λ+ 2η(2i2 + j2 − Λ)
]
j2
;[
2η(r + i1 + j1)
]
j1
[
2η(r + i1)
]
i1
=
[
2η(r + i2 + j2)
]
i2
[
2η(r + j2)
]
j2
,
using which, and inserting (4.23) and (4.24) into (4.18), we deduce the proposition (after recalling
that v = η(J + T − 2r)). 
4.4. Degenerations. In this section we consider several degenerations of the stochasticized fully
fused elliptic weights.
First observe that there exists a trigonometric limit under which the theta function given by (4.1)
converges to a (scale of) a trigonometric function, in that limτ→i∞ e
−piiτ/4θ(z) = 2 sin(πz). Using
this fact, one can show that as τ tends to i∞ and v tends to i∞, the stochastic weights defined by
(4.17) (or explicitly by Theorem 4.6) degenerate to those provided in Definition 1.1 of [1] that give
rise to the dynamical stochastic higher spin vertex models. Already under the trigonometric limit
(as τ tends to i∞) and when v remains finite, the weights given by Theorem 4.6 appear to be new,
except in the case when J = 1 = Λ, when they coincide with those of Proposition 2.5, which were
considered earlier in [21].
Here, we will mainly focus on the case when the trigonometric limit is not taken, that is, when τ
remains finite. This gives rise to an elliptic, stochastic, integrable face model that does not seem to
have appeared before in the literature. The fully general weights of this model given by Theorem 4.6
might not appear so pleasant, but they become significantly simpler under certain specializations
of the parameters.
We begin with the case J = 1 = Λ.
Proposition 4.11. For any λ, v, x, y ∈ C, the stochasticized elliptic fused weights at J = 1 = Λ,
given by S1;1(i1, j1; i2, j2 |λ, v;x, y), coincide with the ones provided in Definition 1.1. Here, we
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recall that the dynamical parameters λ and v are governed by the identities (4.13) and (4.20) that
are depicted in Figure 15 (with J = 1 = Λ).
Proof. Abbreviating W1;1
(
i1, j1; i2, j2 |λ;x, y
)
= W1;1(i1, j1; i2, j2), one can deduce (directly from
the definition (4.15) or from specializing Λ = 1 in equation (3.1) of [1] and applying the transfor-
mation from Remark 4.3) that
W1;1(1, 0; 1, 0) =
f(y − x)f(λ+ 2η)
f(y − x+ 2η)f(λ)
; W1;1(0, 1; 1, 0) =
f(λ− y + x)f(2η)
f(y − x+ 2η)f(λ)
;
W1;1(1, 0; 0, 1) =
f(λ+ y − x)f(2η)
f(y − x+ 2η)f(λ)
; W1;1(0, 1; 0, 1) =
f(y − x)f(λ − 2η)
f(y − x+ 2η)f(λ)
;
W1;1(0, 0; 0, 0) = 1 = W1;1(1, 1; 1, 1).
(4.25)
Now the proposition follows from inserting (4.25) and the explicit form of the stochastic correction
given by Proposition 4.9 into (4.17). 
Since the S1;1(i1, j1; i2, j2) are zero unless i1, j1, i2, j2 ∈ {0, 1}, we view them as giving rise to
an elliptic, stochastic, dynamical deformation of the six-vertex model. The higher spin analogs of
these weights (allowing for arbitrary i1, i2 ∈ Z≥0 but still restricting j1, j2 ∈ {0, 1}) is given by the
following proposition.
Proposition 4.12. For any Λ, λ, x, y,∈ C and k ∈ Z≥0, we have that
S1;Λ(k, 0; k, 0) =
f
(
y − x+ η(Λ − 2k + 1)
)
f
(
λ+ 2η(k − Λ− 1)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ+ 2η(2k − Λ− 1)
)
×
f
(
x− v
)
f
(
λ+ y + η(4k − Λ− 1)− v
)
f
(
x+ 2kη − v
)
f
(
λ+ y + η(2k − Λ− 1)− v
) ;
S1;Λ(k, 1; k + 1, 0) =
f
(
λ− y + x+ η(2k − Λ + 1)
)
f
(
2η(Λ− k)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ+ 2η(2k − Λ + 1)
)
×
f
(
v − x
)
f
(
λ+ y − v + η(4k − Λ + 3)
)
f
(
λ+ x− v + 2η(k + 1)
)
f
(
v − y + η(Λ − 2k − 1)
) ;
S1;Λ(k, 0; k − 1, 1) =
f
(
λ+ y − x+ η(2k − Λ− 1)
)
f(2ηk)
f
(
y − x+ η(Λ + 1)
)
f
(
λ+ 2η(2k − Λ− 1)
)
×
f
(
v − y − η(Λ + 1)
)
f
(
λ− v + x+ 2η(2k − Λ− 1)
)
f
(
v − x− 2kη
)
f
(
λ+ y + η(2k − Λ− 1)− v
) ;
S1;Λ(k, 1; k, 1) =
f
(
y − x+ η(2k − Λ + 1)
)
f
(
λ+ 2η(k + 1)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ+ 2η(2k − Λ + 1)
)
×
f
(
x+ λ+ 2η(2k − Λ + 1)− v
)
f
(
v − y − η(Λ + 1)
)
f
(
λ+ x− v + 2η(k + 1)
)
f
(
v − y + η(Λ − 2k − 1)
) ,
and S1;Λ(i1, j1; i2, j2) = 0 for all (i1, j1; i2, j2) not of the above form. Above, we have abbreviated
S1;Λ
(
i1, j1; i2, j2 |λ, v;x, y
)
= S1;Λ(i1, j1; i2, j2). Here, we recall that the dynamical parameters λ
and v are governed by the identities (4.13) and (4.20) that are depicted in Figure 15 (with J = 1).
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Proof. The proof of this result is entirely analogous to that of Proposition 4.11 after observing
(again, either as a consequence of Definition 4.2 or by applying the transformation given by Re-
mark 4.3 to equation (3.1) of [1]) that
W1;Λ(k, 0; k, 0) =
f
(
y − x+ η(Λ− 2k + 1)
)
f
(
λ+ 2ηk
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ
) ;
W1;Λ(k, 1; k + 1, 0) =
f
(
λ− y + x+ η(2k − Λ + 1)
)
f
(
2η(k + 1)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ)
;
W1;Λ(k, 0; k − 1, 1) =
f
(
λ+ y − x+ η(2k − Λ− 1)
)
f
(
2η(k + 1)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ
) ;
W1;Λ(k, 1; k, 1) =
f
(
y − x+ η(2k − Λ + 1)
)
f
(
λ+ 2η(k − Λ)
)
f
(
y − x+ η(Λ + 1)
)
f
(
λ
) .

Proposition 4.12 indicates that the elliptic hypergeometric weights SJ;Λ simplify for arbitrary Λ
when J = 1. When J ∈ Z>1, these weights typically do not simplify. However, an exception in the
case x = y + η(J − Λ) was found in Theorem 3.10 of [1] (as an elliptic analog of Proposition 6.7 of
[13]). It was shown there that, under the trigonometric limit, these simplified weights give rise to
a dynamical variant of the q-Hahn boson model.
The following proposition shows that, under this specialization x = y + η(J − Λ), our stochasti-
cized fused elliptic weights also simplify; this gives rise to an elliptic variant of the q-Hahn boson
model of [23, 47].
Proposition 4.13. Fix J ∈ Z>0 and i1, i2 ∈ Z≥0, and assume that x = y + η(J − Λ); further let
j1, j2 ∈ {0, 1, . . . , J}. If i1 + j1 6= i2 + j2, then SJ;Λ
(
i1, j1; i2, j2 | v, λ;x, y
)
= 0. Otherwise,
SJ;Λ
(
i1, j1; i2, j2 |λ, v;x, y
)
=
[
2ηJ
]
j2[
2ηj2
]
j2
[
2ηi1
]
j2
[
2η(Λ− i1)
]
J−j2[
2ηΛ
]
J
[
λ+ 2η(i1 + 2j1 − J)
]
j2
[
λ+ 2η(i2 + j1 − Λ− 1)
]
J−j2[
λ+ 2η(2i2 + j2 − Λ)
]
j2
[
λ+ 2η(2i2 − Λ− 1)
]
J−j2
×
[
λ+ x− v + 2η(2i2 + 2j2 − Λ− 1)
]
j2[
λ+ x− v + 2η(i1 + 2j1 − 1)
]
j1
[
v − x− 2ηj2
]
i2[
v − x− 2ηJ
]
i1
×
[
λ+ y − v + 2η(2i2 + j2 − 1) + η(J − Λ)
]
i2[
λ+ y − v + 2η(2i1 + 2j1 − 1)− η(Λ + J)
]
i1
[
v − y − η(Λ + J)
]
j2[
v − y + η(Λ − J − 2i1)
]
j1
1i1≥j2 .
Here, we recall that the dynamical parameters λ and v are governed by the identities (4.13) and
(4.20) that are depicted in Figure 15.
Proof. Theorem 3.10 of [1] states that, if x = y + η(J − Λ), then
WJ;Λ
(
i1, j1; i2, j2 |λ;x, y
)
=
1i1≥j2
[
2ηJ
]
J[
2ηj1
]
j1
[
2η(J − j1)
]
J−j1
[
2ηΛ
]
i1[
2ηΛ
]
i2
[2ηi2]i2
[2ηi1]i1
[
2ηi1
]
j2
[
2η(Λ − i1)
]
J−j2[
2ηΛ
]
J
×
[
λ+ 2ηi2
]
J−j1
[
λ+ 2η(i2 + j1 − Λ− 1)
]
j1[
λ+ 2ηj1
]
J−j1
[
λ+ 2η(2j1 − J − 1)
]
j1
,
(4.26)
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if i1+ j1 = i2+ j2 and j1, j2 ∈ {0, 1, . . . , J} and is otherwise equal to 0. Now the proposition follows
from inserting (4.26) and Proposition 4.9 into (4.17). 
We will not analyze further degenerations of our stochastic fused elliptic model and instead leave
such investigation for future work. Let us conclude this section by mentioning that the stochasticity
of the general SJ;Λ weights follows as a special case of Lemma 3.10. However, in each of the three
situations explained above, this stochasticity can be checked directly. In the six-vertex and higher
spin elliptic models (given by Proposition 4.11 and Proposition 4.12), this is a consequence of (4.2).
In the elliptic variant of the q-Hahn boson model (given by Proposition 4.13), this is a special case
of the elliptic Jackson identity (4.11).
5. Dynamical Higher Rank Vertex Model
In this section we apply the stochasticization procedure to solutions to the Yang-Baxter equation
coming from higher rank vertex models, which were studied previously in [19, 41, 43]; this will
give rise to dynamical variants of the models studied in [19, 41, 43]. We begin in Section 5.1 by
stochasticizing these solutions and then we detail some special cases in Section 5.2.
5.1. Dynamical Higher Rank Model. In this section we implement the stochasticization pro-
cedure on (the transposed version of) a solution to the Yang-Baxter equation due to Bosnjak-
Mangazeev [20] that arises from symmetric tensor representations of Uq(ŝln+1). Let us begin by
defining this solution. Throughout this section, we fix q ∈ C and n ∈ Z>0.
The below definition originally appeared as equation (7.10) of [20] under a change of parameters;
as stated below, it appears as equation (C.4) of [19]. In what follows, we recall that a composition
of length k + 1 and size N is a sequence C = (C0, C1, . . . , Ck) = (Ci) of nonnegative integers such
that
∑k
j=0 Cj = N . We denote ℓ(C) = k + 1 and, for any 0 ≤ i ≤ j ≤ k, we set C[i,j] =
∑j
m=i Cm.
Two compositions of the same length k + 1 can be added or subtracted as (k + 1)-dimensional
vectors, although the result might not be a composition. For any finite set S ⊂ Z, we also define
|S| =
∑
s∈S s.
Definition 5.1 ([20, Equation (7.10)]). For any x, y ∈ C and n-tuples λ = (λ1, . . . , λn) ∈ Z
n
≥0 and
µ = (µ1, . . . , µn) ∈ Z
n
≥0, define
Φ(λ, µ;x, y) =
(x; q)|λ|(x
−1y; q)|µ|−|λ|
(y; q)|µ|
(y
x
)|λ|
q
∑
1≤i<j≤n(µi−λi)λj
n∏
j=1
(q; q)µi
(q; q)λi (q; q)µi−λi
.
Now let z ∈ C and L,M ∈ Z>0. Let A = (Ai), B = (Bi), C = (Ci), and D = (Di) be four
compositions of length n + 1. Define A = (A1, A2, . . . , An) ∈ Z
n
≥0 (that is, A is obtained by
removing A0 from A), and similarly define B, C, and D.
If A+B = C+D, |A| = M = |C|, and |B| = L = |D|, set
UL;M
(
A,B;C,D | z
)
= z|D|−|B|qL|A|−M|D|
∑
P≤B,C
Φ
(
C−P,C+D−P; qL−Mz, q−Mz
)
Φ
(
P,B; q−Lz−1, q−L
)
,
(5.1)
where the sum is over all P = (P1, . . . , Pn) ∈ Z
n
≥0 such that 0 ≤ Pi ≤ min{Bi, Ci} for each i ∈ [1, n].
Otherwise, set UL;M
(
A,B;C,D | z
)
= 0.
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The following proposition states that these U weights satisfy the Yang-Baxter equation; it is due
to equation (3.20) of [20] but, as stated below, it appears as Theorem C.1.1 of [19].
Proposition 5.2 ([20, Equation (3.20)]). Fix L,M, T ∈ Z>0; x, y, z ∈ C; and length n+ 1 compo-
sitions I1,J1,K1 and I3,J3,K3. Then,∑
I2,J2,K2
UL;M
(
I1,J1; I2,J2
∣∣∣x
y
)
UL;T
(
K1,J2;K2,J3
∣∣∣x
z
)
UM ;T
(
K2, I2;K3, I3
∣∣∣y
z
)
=
∑
I2,J2,K2
UM ;T
(
K1, I1;K2, I2
∣∣∣y
z
)
UL;T
(
K2,J1;K3,J2
∣∣∣x
z
)
UL;M
(
I2,J2; I3,J3
∣∣∣x
y
)
,
(5.2)
where the sums on both sides of (5.2) are over all compositions I2,J2,K2 of length n+ 1.
Before proceeding, let us mention that if we were to stochasticize the U weights using the direct
analogs of (2.3) or (4.17) (and (4.18)), we would be required to evaluate weights of the form
UL;M
(
A,B,C,D | z
)
with |D| = 0. Similar to what was indicated by Proposition 4.10, one might
expect these weights to factor, but this does not seem to be transparent directly from the definition
(5.1). However, UL;M
(
A,B,C,D | z
)
can be quickly seen to factor if |B| = 0, since then the sum
on the right side of (5.1) defining this weight would be supported on P = (0, 0, . . . , 0). Therefore,
it will be useful for us to define “transposed” modifications of the U weights in which B and D are
reversed; this is given by the following definition.
Definition 5.3. Adopting the notation of Definition 5.1, define
WL;M
(
A,B,C,D | z
)
= UL;M
(
C,D,A,B | z
)
.(5.3)
The fact that the W weights satisfy the Yang-Baxter equation is then a consequence of Propo-
sition 5.2.
Corollary 5.4. Adopt the notation of Proposition 5.2. Then (5.2) holds with the U weights there
replaced by the W weights from Definition 5.3.
As in previous sections, the W weights and Corollary 5.4 have diagrammatic interpretations.
Specifically, let D be a finite subset of the graph Z2≥0. An n-colored directed path ensemble on D is
a family of colored paths connecting adjacent vertices of D, each edge of which is either directed up
or to the right and is assigned one of n colors (which are labeled by the integers {1, 2, . . . , n}). We
assume that each vertical edge and each horizontal edge can accommodate up to M and L paths,
respectively.
The (colored) arrow configuration associated with some vertex u ∈ D is defined to be the quadru-
ple of compositions of length n+ 1 given by (A,B,C,D) with |A| = M = |C| and |B| = L = |D|.
Letting Xi be the i-th component of X for each X ∈ {A,B,C,D}, the integers Ai, Bi, Ci, and
Di denote the numbers of incoming vertical, incoming horizontal, outgoing vertical, and outgoing
horizontal arrows of color i, respectively, for each i ∈ [1, n]. Thus, A0 = M−A[1,n], B0 = L−B[1,n],
C0 = M −C[1,n], and D0 = L−D[1,n] denote the numbers of additional arrows that can be accom-
modated in each direction; we sometimes view these as arrows of color 0. We refer to Figure 17 for
example.
Then we view the quantity WL;M
(
A,B,C,D | xy
)
as the weight associated with a vertex u ∈ D
whose colored arrow configuration is (A,B,C,D). Here, x and y denote the rapidity parameters at
u in the horizontal and vertical directions, respectively, and L and M denote the spin parameters
in the horizontal and vertical directions, respectively. As in Section 2.1, the Yang-Baxter equation
STOCHASTICIZATION OF SOLUTIONS TO THE YANG-BAXTER EQUATION 37
A
y
M
BxL
C
D
qL+M−A0−B0v qL−D0v
qM−A0v v
Figure 17. Depicted above is a colored vertex u, where the dotted, dashed,
and solid arrows are associated with colors 0, 1, and 2, respectively. The arrow
configuration of u is (A,B,C,D), where A = (1, 1, 1); B = (2, 1, 1); C = (0, 1, 2);
and D = (3, 1, 0) (so that L = 4 and M = 3). The dynamical parameters are also
labeled in each of the four faces passing through u.
given by Corollary 5.4 can be interpreted as moving a line through a cross, as depicted in Figure 5
in the n = 1 case.
Now let us implement the stochasticization procedure on these WL;M weights; this will be simi-
lar to what was explained in Section 2 and Section 4.2. In particular, shaded vertices only output
arrows of color 0 (and therefore do not output arrows with colors between 1 and n). Specifi-
cally, for fixed parameters z ∈ C and T ∈ Z>0, the χ weights from Definition 3.5 will be of
the form WL;T
(
A,B,C, Le0 |
x
z
)
and WM ;T
(
A,B,C,Me0 |
y
z
)
, where ke0 denotes the composition
(k, 0, 0, . . . , 0) of length n + 1 (with k in coordinate zero and 0 elsewhere) for each k ∈ Z≥0. The
first and second conditions of Definition 3.5 follow from the facts thatWL;M (A,B,C,D) = 0 unless
each part of A,B,C,D is nonnegative, and Corollary 5.4, respectively.
To verify the third condition, we must explain how to attach two shaded vertices to a given vertex
u in our domain, which will again be similar to what was explained in Section 2.2 and Section 4.2.
In particular, we begin with a shaded stochasticization curve with rapidity parameter z and spin
parameter T that starts to the right of our domain. Suppose that this curve initially has Hi arrows
of color i for each i ∈ [0, n]; this gives rise to a composition H = (H0, H1, . . . , Hn) of length n+ 1
and size T .
Similarly to before, the stochasticization curve collects any arrow outputted by our domain and
only outputs arrows of color 0; see Figure 7 for a depiction in the n = 1 case. We then move
this stochasticization curve to the left, through one vertex of our domain at a time, as depicted
in Figure 8. The two vertices of the stochasticization curve adjacent to u directly before the
stochasticization curve passes through it will be the two shaded vertices we assign to u.
SinceWL;M (A,B, Le0,Me0) = 1A=Le01B=Me0 , the specialization of (3.5) in our setting is given
by the following definition. In the below, R = (R0, R1, . . . , Rn) denotes the composition such that
there are Ri arrows of color i in the stochasticization curve before meeting u, for each 0 ≤ i ≤ n.
38 AMOL AGGARWAL, ALEXEI BORODIN, AND ALEXEY BUFETOV
Definition 5.5. Let L,M, T ∈ Z>0; x, y, z ∈ C; and A,B,C,D be compositions of length n+ 1.
For any composition R of size T and length n+ 1, define
SL;M
(
A,B,C,D | x, y;T ;R; z
)
= WL;M
(
A,B,C,D
∣∣∣x
y
)
CL;M
(
A,B,C,D |x, y;T ;R; z
)
,(5.4)
where we have denoted the stochastic corrections
CL;M
(
A,B,C,D |x, y;T ;R; z
)
=
WL;T
(
R,D,R+D− Le0, Le0 |
x
z
)
WL;T
(
R+A−Me0,B,R+A+B− (L+M)e0, Le0 |
x
z
)
×
WM ;T
(
R+D− Le0,C,R+C+D− (L+M)e0,Me0 |
y
z
)
WM ;T
(
R,A,R+A−Me0,Me0 |
y
z
) .
(5.5)
Now we proceed to determine these stochasticized weights. To that end, we begin with the
following lemma, which explicitly evaluates the stochastic correction CL;M .
Lemma 5.6. Adopt the notation of Definition 5.5, and let A = (Ai), B = (Bi), C = (Ci),
D = (Di), and R = (Ri) for i ∈ [0, n]. Denoting v = q
−R0z−1, we have that
CL;M
(
A,B,C,D |x, y;T ;R; z
)
= q(M−L)(D0−B0)+A0B0−C0D0+
∑
1≤i<j≤n(DjCi−AjBi)
(y
x
)D0−B0
×
(qL−D0xv; q)D0
(qL+M−A0−B0xv; q)B0
(qL+M−C0−D0yv; q)C0
(qM−A0yv; q)A0
n∏
j=0
(q; q)Ai(q; q)Bi
(q; q)Ci(q; q)Di
.
(5.6)
Remark 5.7. Observe that (5.6) indicates that the stochastic correction CL;M is only dependent on
T , R, and z through v. The fact that these three parameters reduce to one in this way was not
transparent to us before explicitly evaluating CL;M .
Proof of Lemma 5.6. In order to determine the stochastic correction CL;M using (5.5), we must
first evaluate weights of the form W
(
A,B,C,D
)
= U
(
C,D,A,B
)
when
∣∣D∣∣ = 0. To that end
observe in the sum on the right side of (5.1) that we must have that |P| = 0 if |D| = 0. Thus, that
sum consists of one term, and so we deduce that
WL;M
(
I,J,K, Le0 | z
)
= zL−J0q(M−L)(J0−L)
(qL−Mz; q)M−I0(q
−L; q)L−J0
(q−Mz; q)L+M−I0−J0
q
∑
1≤s<t≤n ItJs
n∏
s=1
(q; q)Is+Js
(q; q)Is(q; q)Js
= zL−J0q(M−L)(J0−L)
(q−K0z; q)J0(q
−L; q)L−J0
(q−Mz; q)L
q
∑
1≤s<t≤n ItJs
n∏
s=1
(q; q)Ks
(q; q)Is(q; q)Js
,
(5.7)
for any compositions I = (I0, I1, . . . , In), J = (J0, J1, . . . , Jn), and K = (K0,K1, . . . ,Kn) such that
I+J = K+Le0. Here, we have used the first identity in (4.4) and the facts that
∣∣I∣∣ = ∣∣I∣∣− I0 and
similarly for J and K; that K0 + L = I0 + J0; and that Im + Jm = Km for each 1 ≤ m ≤ n.
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Inserting (5.7) into (5.5), we find that
CL;M
(
A,B,C,D |x, y;T ;R; z
)
= q(M−L)(D0−B0)+
∑
1≤i<j≤n(DjCi−AjBi)
( y
x
)D0−B0 n∏
j=1
(q; q)Ai(q; q)Bi
(q; q)Ci(q; q)Di
×
(qL−R0−D0xz−1; q)D0
(qL+M−R0−A0−B0xz−1; q)B0
(qL+M−R0−C0−D0yz−1; q)C0
(qM−R0−A0yz−1; q)A0
(q−M ; q)M−C0(q
−L; q)L−D0
(q−M ; q)M−A0(q
−L; q)L−B0
,
(5.8)
where we have used the fact that Ai + Bi = Ci + Di for each i ∈ [0, n]. Now the lemma follows
from (5.8) and the fact that
(q−M ; q)M−C0(q
−L; q)L−D0
(q−M ; q)M−A0(q
−L; q)L−B0
= qA0B0−C0D0
(q; q)A0(q; q)B0
(q; q)C0(q; q)D0
,
which holds due the first identity in (4.4) and the facts that A0+B0 = C0+D0 and v = q
−R0z−1. 
Now we can quickly evaluate the stochasticized weights SL;M .
Corollary 5.8. Adopt the notation from Lemma 5.6. If A + B = C +D, |A| = M = |C|, and
|B| = L = |D|, then
SL;M
(
A,B,C,D | x, y; v
)
= qMB0−LC0+(M−L)(D0−B0)+A0B0−C0D0+
∑
1≤i<j≤n(DjCi−AjBi)
×
(qL−D0vx; q)D0
(qL+M−A0−B0vx; q)B0
(qL+M−C0−D0vy; q)C0
(qM−A0vy; q)A0
n∏
j=0
(q; q)Ai(q; q)Bi
(q; q)Ci(q; q)Di
×
∑
P≤A,D
Φ
(
A−P,A+B−P; qL−Mxy−1, q−Mxy−1
)
Φ
(
P,D; q−Lx−1y, q−L
)
,
(5.9)
where the function Φ was given in Definition 5.1, and the sum on the right side of (5.9) is over
all P = (P1, . . . , Pn) ∈ Z
n
≥0 such that 0 ≤ Pi ≤ min{Ai, Di} for each i ∈ [1, n]. Otherwise,
SL;M
(
A,B;C,D |x, y; v
)
= 0.
Here, we have set SL;M
(
A,B,C,D |x, y; v
)
= SL;M
(
A,B,C,D | x, y;T ;R; z
)
, since (5.9) indi-
cates that it depends on T , R, and z only through v.
Proof. This follows from inserting (5.6) into (5.4), and then applying (5.3) and Definition 5.1. 
The parameter v = q−R0z−1 can again be viewed as a dynamical parameter, so we sometimes
denote v = v(u) by the value of v at a vertex u in Z2>0. One can quickly verify that the identities
governing v(u) are given by
v(a− 1, b) = qM−A0v; v(a, b+ 1) = qL−D0v,(5.10)
for any (a, b) ∈ Z2>0 whose arrow configuration is (A,B,C,D). Indeed, this is due to the fact that if
the stochasticization curve passes an edge with spin parameter K with X0 incoming arrows of color
0, then it loses K −X0 arrows of color 0 (here, we view X ∈ {A,B,C,D} and K ∈ {L,M}). The
identities (5.10) are depicted in Figure 17, where v(u) is labeled in the lower-right face containing
u.
The following theorem states that these S weights are stochastic and satisfy the (dynamical)
Yang-Baxter equation.
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Theorem 5.9. Adopt the notation of Corollary 5.8. Then,
∑
C,D SL;M
(
A,B,C,D | x, y; v
)
= 1
for any v ∈ C, where the sum is over all length n+ 1 compositions C and D.
Furthermore, for any fixed L,M, T ∈ Z>0; x, y, z, v ∈ C; and length n+1 compositions I1,J1,K1
and I3,J3,K3, we have that∑
I2,J2,K2
SL;M
(
I1,J1; I2,J2
∣∣∣x, y; qT−(K1)0v)SL;T (K1,J2;K2,J3∣∣∣x, z; v)
× SM ;T
(
K2, I2;K3, I3
∣∣∣y, z; qL−(J3)0v)
=
∑
I2,J2,K2
SM ;T
(
K1, I1;K2, I2
∣∣∣y, z; v)SL;T (K2,J1;K3,J2∣∣∣x, z; qM−(I2)0)
× SL;M
(
I2,J2; I3,J3
∣∣∣x, y; v) ,
(5.11)
where the sums on both sides of (5.11) are over all length n+ 1 compositions I2,J2,K2.
Proof. The first and second statements of this theorem comprise the degenerations of Lemma 3.10
and Theorem 3.11 to our setting, respectively. 
5.2. Higher Spin Degeneration. In this section we evaluate the “higher spin” and “spin 12 ”
degenerations of the SL;M weights from Corollary 5.8. This is given by the following proposition
(the terminology we use is parallel to in the n = 1 case).
In what follows, if a composition C of length n+1 is equal to ej for some integer j ∈ [0, n] (that
is, the composition whose i-th component is 1i=j for each i), we abbreviate C = j.
Proposition 5.10. Fix integers M > 0 and 1 ≤ h < j ≤ n; complex numbers v, x, y; and
compositions I = (Im) and K = (Km) of length n + 1 and size M . Abbreviating S(I,B,K,D) =
S1;M
(
I,B,K,D | x, y; v
)
for any compositions B and D, we have that S(I,B,K,D) = 0 if arrow
conservation does not hold (meaning that I+B 6= K+D). Otherwise,
S(I, j;K, h) =
qI[1,h−1](1− qIh)x(1 − qMvy)
(x− qMy)(1− qM−I0vy)
; S(I, h;K, j) =
qI[1,j−1] (1− qIj )y(1− qMvy)
(x − qMy)(1 − qM−I0vy)
;
S(I, h;K, h) =
qI[1,h−1](x− qIhy)(1 − qMvy)
(x − qMy)(1 − qM−I0vy)
; S(I, j;K, 0) =
qI[1,n](1− qI0)y(1− vx)
(x − qMy)(1− qM−I0vy)
;
S(I, 0;K, h) =
qI[1,h−1](1− qIh)x(1 − qMvy)
(x − qMy)(1 − qM−I0vx)
; S(I, 0;K, 0) =
qI[1,n](x− qI0y)(1− vx)
(x− qMy)(1− qM−I0vx)
,
(5.12)
assuming that arrow conservation holds in each of the above cases, and S(I,B,K,D) = 0 for any
(I,B,K,D) not of the above form. Here, we recall that the dynamical parameter v changes according
to the identities indicated in (5.10) and depicted in Figure 17.
In particular, if M = 1, then these weights are given by Definition 1.3.
Proof. Since the last statement of the proposition follows from setting M = 1 in (5.12), it suffices
to establish (5.12).
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To that end, first observe that by setting L = 1 in Definition 5.1 and that, for any compositions
I and K of length n+ 1 and size M , and integers 0 ≤ h < j ≤ n, we have that
U1;M
(
I, j; I, j | z
)
=
(1− qIj z)qI[j+1,n]
1− qMz
; U1;M
(
I, h;K, j | z
)
=
(1− qIj )qI[j+1,n]
1− qMz
;
U1;M
(
I, j;K, h | z
)
=
(1− qIh)qI[h+1,n]z
1− qMz
.
(5.13)
Furthermore, Lemma 5.6 applied with L = 1 yields that
C(I, 0, I, 0) =
1− vx
1− qM−I0vx
; C(I, j,K, 0) = qI[1,j]
y(1− qI0)(1− vx)
x(1− qKj )(1 − qM−I0vy)
;
C(I, 0,K, j) = q−K[j,n]
x(1 − qIj )(1 − qMvy)
y(1− qK0)(1− qM−I0vx)
;
C(I, j1,K, j2) = q
K[1,j2−1]−I[j1+1,n]
(1− qIj2 )(1− qMvy)
(1− qKj1 )(1− qM−I0vy)
,
(5.14)
for any j, j1, j2 ∈ [1, n], where we have set C(I,m1,K,m2) = C1;M
(
I,m1, I,m2 | x, y;T ;R; z
)
for
any integers 0 ≤ m1,m2 ≤ n. Now (5.12) follows from (5.13), (5.14), (5.4), and (5.3). 
Remark 5.11. Since both the stochasticity and dynamical Yang-Baxter equation (5.11) for the
S weights from (5.12) are identities of rational functions in qM , we can analytically continue in
M . Specifically, after replacing qM with an arbitrary complex parameter and omitting the size M
constraint on the compositions I, J, and K, the S weights still remain stochastic and satisfy the
dynamical Yang-Baxter equation.
Remark 5.12. Replacing qM by s2, y by s−1, x by x−1, and letting v tend to ∞ recovers the
stochastic higher spin, higher rank vertex model studied in [19] (see in particular equations (1.2.2)
and (2.5.1) of that paper). These weights, as well as their J ≥ 1 fused generalizations, satisfy the
non-dynamical Yang-Baxter equation.
6. A Dynamical Stochastic Tetrahedron Model
Although the stochasticization procedure from Section 3 was explained for models on a two-
dimensional graph, it can also be applied in higher dimensions. In this section, we provide an
example of this by stochasticizing Mangazeev-Bazhanov-Sergeev’s solution [45] to the tetrahedron
equation, which is a three-dimensional analog of the Yang-Baxter equation. This leads to a family
of stochastic weights that satisfies a dynamical variant of the tetrahedron equation. We implement
this stochasticization procedure in Section 6.1, derive properties of the stochasticized weights in
Section 6.2, and discuss one of its degenerations that solves the original (non-dynamical) tetrahedron
equation in Section 6.3.
6.1. Stochasticizing a Solution of the Tetrahedron Equation. Let us begin by defining the
vertex weights that we will stochasticize; these weights are due to Mangazeev-Bazhanov-Sergeev
and can be found as equation (31) of [45]. Throughout this section, we fix a parameter q ∈ C.
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Figure 18. The tetrahedron equation, as in Proposition 6.2, is depicted above;
the numbers of arrows on the dashed lines is summed over.
Definition 6.1 ([45, Equation (31)]). For any nonnegative integers n1, n2, n3, n
′
1, n
′
2, n
′
3, define
R
n′1n
′
2n
′
3
n1n2n3 = q
n2(n2+1)−(n2−n
′
1)(n2−n
′
3)
(q−2n
′
1 ; q2)n2
(q2; q2)n2
2ϕ1
(
q−2n2 , q2n1+2
q2(n
′
1−n2+1)
∣∣∣∣∣q2, q−2n3
)
× 1n1+n2=n′1+n′21n2+n3=n′2+n′3 .
(6.1)
The diagrammatic interpretation of the quantities R
n′1n
′
2n
′
3
n1n2n3 is that they are weights associated
with a vertex u in Z3 with arrow configuration (n1, n2, n3;n
′
1, n
′
2, n
′
3); here, this means that u has n1
incoming arrows parallel to one direction (say the x-axis); n2 incoming arrows parallel to the y-axis;
n3 incoming arrows parallel to the z-axis; n
′
1 outgoing arrows parallel to the x-axis; n
′
2 outgoing
arrows parallel to the y-axis; and n′3 outgoing arrows parallel to the z-axis. Observe that, with this
understanding, the R weights do not satisfy arrow conservation, in that they are not supported on
arrow configurations (n1, n2, n3;n
′
1, n
′
2, n
′
3) satisfying n1 + n2 + n3 = n
′
1 + n
′
2 + n
′
3.
The following proposition, which was established in Section 2 of [45], indicates that the R
n′1n
′
2n
′
3
n1n2n3
weights are nonnegative and satisfy the tetrahedron equation, given by (6.2) below.
Proposition 6.2 ([45, Section 2]). For any fixed nonnegative integers n1, n2, n3, n4, n5, n6 and
n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 , we have that∑
n′
R
n′1n
′
2n
′
3
n1n2n3R
n′′1 n
′
4n
′
5
n′1n4n5
R
n′′3n
′′
5 n
′′
6
n′3n
′
5n
′
6
R
n′′2 n
′′
4n
′
6
n′2n
′
4n6
=
∑
n′
R
n′3n
′
5n
′
6
n3n5n6R
n′2n
′
4n
′′
6
n2n4n′6
R
n′1n
′′
4 n
′′
5
n1n′4n
′
5
R
n′′1 n
′′
2n
′′
3
n′1n
′
2n
′
3
,(6.2)
where the sums on both sides of (6.2) are over nonnegative integer sets n′ = (n′1, n
′
2, n
′
3, n
′
4, n
′
5, n
′
6).
Furthermore, if q ∈ (0, 1), then R
n′1n
′
2n
′
3
n1n2n3 ≥ 0 for any n1, n2, n3, n
′
1, n
′
2, n
′
3 ∈ Z≥0.
The tetrahedron equation is sometimes viewed as “pushing” a plane through a vertex (similar to
how the Yang-Baxter equation is as pushing a line through a vertex) and is depicted in Figure 18.
Following either Section 2.1 or Section 3.1, we would then like to find a boundary condition
(n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6) such that the right side of (6.2) has at most one nonzero term. This can be
imposed by setting n′′1 = n
′′
2 = n
′′
3 = 0 and allowing (n4, n5, n6) = (k1, k2, k3) ∈ Z
3
≥0 to be arbitrary.
Indeed, the fact that R
n′1n
′
2n
′
3
n1n2n3 = 0 unless n1 + n2 = n
′
1 + n
′
2 and n2 + n3 = n
′
2 + n
′
3 implies that
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′
1
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′
2
n1
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k4 + n2
k5 + n3
k6 − n3
Figure 19. The attachment of shaded vertices to a vertex is shown above and
to the left; applying the tetrahedron equation yields a frozen vertex, as shown to
the right.
R000n′1n′2n′3
= 0 unless (n1, n
′
2, n
′
3) = (0, 0, 0). Under this setting, and once (n4, n5, n6) = (k1, k2, k3) is
fixed, then (n′4, n
′
5, n
′
6) = (a
′
4, a
′
5, a
′
6) and (n
′′
4 , n
′′
5 , n
′′
6) = (a
′′
4 , a
′′
5 , a
′′
6) on the right sides of (6.2) are
also fixed to be
a′4 = k4 + n2; a
′
5 = k5 + n3; a
′
6 = k6 − n3;
a′′4 = k4 + n1 + n2; a
′′
5 = k5 − n1 + n3; a
′′
6 = k6 − n2 − n3,
(6.3)
again due to the fact that R
n′1n
′
2n
′
3
n1n2n3 = 0 unless n1 + n2 = n
′
1 + n
′
2 and n2 + n3 = n
′
2 + n
′
3. For the
same reason, the (n′4, n
′
5, n
′
6) = (b
′
4, b
′
5, b
′
6) from the left side of (6.2) is fixed to be
b′4 = k4 + n
′
1; b
′
5 = k5 − n
′
1; b
′
6 = k6 − n
′
2.(6.4)
This is depicted in Figure 19, which indicates the special case of the tetrahedron equation obtained
by setting (n′′1 , n
′′
2 , n
′′
3) = (0, 0, 0).
Due to the fact that R000000 = 1 (which follows from (6.1)), the following definition now serves as
the analog of Definition 2.4 and Definition 3.9.
Definition 6.3. For any nonnegative integers n1, n2, n3, n
′
1, n
′
2, n
′
3, k4, k5, k6, set a
′
4, a
′
5, a
′
6, a
′′
4 , a
′′
5 , a
′′
6
as in (6.3) and b′4, b
′
5, b
′
6 as in (6.4). Then, define
S
n′1n
′
2n
′
3
n1n2n3 (k4, k5, k6) = R
n′1n
′
2n
′
3
n1n2n3C
n′1n
′
2n
′
3
n1n2n3 (k4, k5, k6),(6.5)
where
C
n′1n
′
2n
′
3
n1n2n3 (k4, k5, k6) =
R
0b′4b
′
5
n′1k4k5
R
0a′′4 b
′
6
n′2b
′
4k6
R
0a′′5 a
′′
6
n′3b
′
5b
′
6
R
0a′5a
′
6
n3k5k6
R
0a′4a
′′
6
n2k4a′6
R
0a′′4 a
′′
5
n1a′4a
′
5
.(6.6)
As in Section 2.1 and Section 3.1, we can interpret Definition 6.3 diagrammatically, by attaching
three shaded vertices u1, u2, u3 to our initial (unshaded) vertex u; this is depicted on the left side of
Figure 19. Applying the tetrahedron “pushes” these shaded vertices past u, after which the arrow
configuration of u becomes frozen; this is depicted on the right side of Figure 19. Now the weight
S
n′1n
′
2n
′
3
n1n2n3 is the weight of the left diagram in Figure 19 divided by the weight of the right one.
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We will see that the S weights defined above are stochastic and satisfy (a dynamical variant of)
the Yang-Baxter equation in Proposition 6.6 and Theorem 6.7, respectively. However, let us first
evaluate them explicitly. To that end, we have the following proposition.
Proposition 6.4. For any n1, n2, n3, n
′
1, n
′
2, n
′
3, k4, k5, k6 ∈ Z≥0, we have that
S
n′1n
′
2n
′
3
n1n2n3 (k4, k5, k6) = S
n′1n
′
2n
′
3
n1n2n3 (q
2k5+2),
where S
n′1n
′
2n
′
3
n1n2n3 (v) is given by (1.3), for any v ∈ C.
Remark 6.5. Analogous to what was observed by Remark 5.7 in the higher rank Yang-Baxter
setting, Proposition 6.4 implies that S
n′1n
′
2n
′
3
n1n2n3 (k4, k5, k6) is independent of k4 and k6, that is, the
three parameters initially defining this quantity reduce to one that governs it. This fact will be
useful in deriving the dynamical tetrahedron equation, given by Theorem 6.7 below.
Proof of Proposition 6.4. We first evaluate the stochastic corrections C
n′1n
′
2n
′
3
n1n2n3 (k1, k2, k3) given by
(6.6). Observe that all of the R
n′1n
′
2n
′
3
n1n2n3 terms appearing in the right side of that expression have
n′1 = 0; thus, we will begin by deriving a factored form for weights of the type R
0n′2n
′
3
n1n2n3 .
To that end, if n1, n2, n3, n
′
1, n
′
2, n
′
3 are nonnegative integers satisfying n1 + n2 = n
′
1 + n
′
2 and
n2 + n3 = n
′
2 + n
′
3, then (6.1) yields
R
n′1n
′
2n
′
3
n1n2n3 = q
n2(n2+1)−(n2−n
′
1)(n2−n
′
3)
n2∑
k=0
(q−2n
′
1 ; q2)n2−k(q
2n1+2; q2)k
(q2; q2)n2−k(q
2; q2)k
q−2k(n
′
1+n3+1).
In particular, if n′1 = 0, then (q
−2n′1 ; q2)n2−k = 1k=n2 , and so the sum defining R
n′1n
′
2n
′
3
n1n2n3 is only
supported on the k = n2 term. Thus,
R
0n′2n
′
3
n1n2n3 = q
n2(n
′
3−2n3−n
′
1−1)
(q2n1+2; q)n2
(q2; q2)n2
= q−n2(n1+n3+1)
(q2; q2)n1+n2
(q2; q2)n1(q
2; q2)n2
,(6.7)
where we have used the first identity in (4.4) and the fact that n′3 − n
′
1 = n3 − n1.
Recalling the definitions of a′4, a
′
5, a
′
6 and b
′
4, b
′
5, b
′
6 from (6.3) and (6.4), respectively, and then
inserting (6.7) into (6.6) yields
C
n′1n
′
2n
′
3
n1n2n3 (k1, k2, k3) =
(q2; q2)n1(q
2; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
(q2; q2)k5−n′1+n′3
(q2; q2)k5−n′1
(q2; q2)k5
(q2; q2)n3+k5
(q2; q2)k4+n′1+n′2
(q2; q2)k4+n1+n2
× qk5(n2+n3+n
′
2−n
′
3)+k4(n1+n2−n
′
1−n
′
2)+n1n2+n2n3+n
′
1n
′
3−2n
′
1n
′
2+n2
=
(q2; q2)n1(q
2; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
(q2n5−2n
′
1+2; q2)n′3
(q2n5+2; q2)n3
× qn2+2n
′
2n5+n1n2+n2n3+n
′
1n
′
3−2n
′
1n
′
2 ,
(6.8)
where in the second equality we used the first identity in (4.4) and the facts that n1+n2 = n
′
1+n
′
2
and n2 + n3 = n
′
2 + n
′
3. Now the proposition follows from inserting (6.8) into (6.5) and using
(6.1). 
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6.2. Properties of the Stochasticized Weights. In this section we establish two properties of
the stochasticized weights S
n′1n
′
2n
′
3
n1n2n3 (v) from (1.3), namely that they are stochastic (Proposition 6.6)
and satisfy a dynamical version of the tetrahedron equation (Theorem 6.7). We begin with the
former.
Proposition 6.6. Fix v ∈ C and (n1, n2, n3) ∈ Z
3
≥0. Then, (1.4) holds. Furthermore, if q, v ∈ (0, 1)
and v ≤ q2n
′
1 , then S
n′1n
′
2n
′
3
n1n2n3 (v) ≥ 0.
Proof. The second part of the proposition follows from the second statement of Proposition 6.2 and
the fact that
S
n′1n
′
2n
′
3
n1n2n3 (v)
R
n′1n
′
2n
′
3
n1n2n3
=
(q2; q2)n1(q
2; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
(q−2n
′
1v; q2)n′3
(v; q)n3
vn
′
2qn2(n1+n3+1)+n
′
1n
′
3−2n
′
2(n
′
1+1),(6.9)
which is nonnegative for q, v ∈ (0, 1) with v ≤ q2n
′
1 .
The proof of (1.4) will follow from the tetrahedron equation (6.2) and an analytic continuation.
More specifically, first observe that the number of nonzero terms on the left side of (1.4) is bounded
(by a quantity that depends only on n1, n2, and n3). Each of these terms is a rational function
in v, whose numerator and denominator are both of bounded degrees (again, in a way that only
depends on n1, n2, and n3). Therefore, it suffices to verify (1.4) for infinitely many values of v.
Thus, let k4, k5, k6 be arbitrary positive integers such that the quantities a
′
4, a
′
5, a
′
6, a
′′
4 , a
′′
5 , a
′′
6 and
b′4, b
′
5, b
′
6 from (6.3) and (6.4), respectively, are all nonnegative; we will establish (1.4) in the case
v = q2k5+2.
To that end, we apply (6.2) where the (n1, n2, n3) there coincides with the (n1, n2, n3) here; the
(n4, n5, n6) there coincides with the (k4, k5, k6) here; where n
′′
1 , n
′′
2 , n
′′
3 there are each equal to 0 here;
and where the (n′′4 , n
′′
5 , n
′′
6 ) there coincides with the (a
′′
4 , a
′′
5 , a
′′
6) here. As explained directly above
Definition 6.3, this choice of parameters allows for only one nonzero term on the right side of (6.2),
corresponding to when n′1, n
′
2, n
′
3 there are each equal to 0 here and the (n
′
4, n
′
5, n
′
6) there coincides
with the (a′4, a
′
5, a
′
6) here. The left side of (6.2) might have several nonzero terms but, again as
explained directly above Definition 6.3, if we fix the n′1, n
′
2, n
′
3 indices of a nonzero summand there
then the (n′4, n
′
5, n
′
6) there must coincide with the (b
′
4, b
′
5, b
′
6) here.
Thus, (6.2) states that∑
n′
R
n′1n
′
2n
′
3
n1n2n3R
0b′4b
′
5
n′1k4k5
R
0a′′5 a
′′
6
n′3b
′
5b
′
6
R
0a′′4 b
′
6
n′2b
′
4k6
= R
0a′5a
′
6
n3k5k6
R
0a′4a
′′
6
n2k4a′6
R
0a′′4 a
′′
5
n1a′4a
′
5
,(6.10)
where the sum is over n′ = (n′1, n
′
2, n
′
3) ∈ Z
3
≥0 and where we have used the fact that R
000
000 = 1. Now
(1.4) in the case v = q2k5+2 follows from (6.5), (6.6), (1.3), and (6.10). 
In addition to stochasticity, we would also like the S weights to satisfy a (dynamical variant of) the
tetrahedron equation. Recall from Remark 2.7 and Remark 3.12 that the proof of such an equation
requires the consistency condition for the attachment of the shaded vertices. In our previous
two-dimensional examples, we explained a diagrammatic way of guaranteeing this consistency, by
moving a stochasticization curve through our domain, as depicted in Figure 8.
We do not know of an analogous diagram in the present three-dimensional situation, but we
can still algebraically search for a choice of dynamical parameters that guarantees the required
cancellations (as we did in Remark 2.7). There indeed happens to be one, which is depicted in
Figure 4. This gives rise to the dynamical tetrahedron equation for the S weights provided (1.5).
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Theorem 6.7. Fix complex numbers v and w, as well as nonnegative integers n1, n2, n3, n4, n5, n6
and n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 . Then, (1.5) holds.
Proof (Outline). As in the proofs of Proposition 2.6 and Theorem 3.11, one first shows that
X =
S
n′1n
′
2n
′
3
n1n2n3 (t)
R
n′1n
′
2n
′
3
n1n2n3
S
n′′1n
′
4n
′
5
n′1n4n5
(w)
R
n′′1n
′
4n
′
5
n′1n4n5
S
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
(x)
R
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
S
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
(v)
R
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
,
and
Y =
S
n′3n
′
5n
′
6
n3n5n6 (v
′)
R
n′3n
′
5n
′
6
n3n5n6
S
n′2n
′
4n
′′
6
n2n4n′6
(y)
R
n′2n
′
4n
′′
6
n2n4n′6
S
n′1n
′′
4 n
′′
5
n1n′4n
′
5
(z)
R
n′1n
′′
4 n
′′
5
n1n′4n
′
5
S
n′′1 n
′′
2 n
′′
3
n′1n
′
2n
′
3
(w′)
R
n′′1 n
′′
2n
′′
3
n′1n
′
2n
′
3
,
are equal and independent of n′ = (n′1, n
′
2, n
′
3, n
′
4, n
′
5, n
′
6) if
t = q2n5w; x = q−2n
′′
2 v; y = q−2n
′
3v′; z = q2n
′
3w′; v′ = v; w′ = w.(6.11)
This can be verified directly, since the stochastic corrections SR appearing in the definitions of X
and Y are explicitly given by (6.9). Then, (1.5) would follow as a consequence of this equality and
independence, and of (6.2).
However, instead of confirming this here, let us outline an alternative method that enables one
to derive the relations (6.11) between the dynamical parameters appearing in (1.5), without using
the explicit form (6.9) for the stochastic correction C(u) = S(u)R . To that end, we will first use
Proposition 6.4, (6.5), and (6.6) to express these stochastic corrections as products of weights of
the form R0efabc .
So, let (j4, j5, j6); (k4, k5, k6); (l4, l5, l6); (m4,m5,m6) be four triples of positive integers, to be
fixed later. We view these four triples as analogs of the parameters (k4, k5, k6) from Definition 6.3,
for each of the four stochastic corrections defining X . Specifically, the j-triple corresponds to the
correction C
n′1n
′
2n
′
3
n1n2n3 (t); the k-triple to C
n′′1 n
′
4n
′
5
n′1n4n5
(w); the l-triple to C
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
(x); and the m-triple to
C
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
(v). By Proposition 6.4, the dependence of X on these twelve parameters is given by
t = q2j5+2; w = q2k5+2; x = q2l5+2; v = q2m5+2;(6.12)
in particular, X is independent of the eight parameters ji, ki,mi, li for i ∈ {4, 6}, due to Remark 6.5.
Now for each i ∈ {4, 5, 6} let a′i, a
′′
i and bi be the parameters (6.3) and (6.4) associated with the
correction S
n′1n
′
2n
′
3
n1n2n3 (t). Similarly, let c
′
i, c
′′
i and d
′
i denote the analogous parameters associated with
the vertex with parameter C
n′′1 n
′
4n
′
5
n′1n4n5
(w); let e′i, e
′′
i and f
′
i denote those associated with C
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
(x);
and let g′i, g
′′
i and hi be those associated with C
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
(v).
Then, (6.6) implies that
X =
R
0b′4b
′
5
n′1j4j5
R
0a′′4 b
′
6
n′2b
′
4j6
R
0a′′5 a
′′
6
n′3b
′
5b
′
6
R
0a′5a
′
6
n3j5j6
R
0a′4a
′′
6
n2j4a′6
R
0a′′4 a
′′
5
n1a′4a
′
5
R
0d′4d
′
5
n′′1 k4k5
R
0c′′4 d
′
6
n′4d
′
4k6
R
0c′′5 c
′′
6
n′5d
′
5d
′
6
R
0c′5c
′
6
n5k5k6
R
0c′4c
′′
6
n4k4c′6
R
0c′′4 c
′′
5
n′1c
′
4c
′
5
×
R
0f ′4f
′
5
n′′3 l4l5
R
0e′′4 f
′
6
n′′5 f
′
4l6
R
0e′′5 e
′′
6
n′′6 f
′
5f
′
6
R
0e′5e
′
6
n′6l5l6
R
0e′4e
′′
6
n′5l4e
′
6
R
0e′′4 e
′′
5
n′3e
′
4e
′
5
R
0h′4h
′
5
n′′2m4m5
R
0g′′4 h
′
6
n′′4 h
′
4m6
R
0g′′5 g
′′
6
n′6h
′
5h
′
6
R
0g′5g
′
6
n6m5m6R
0g′4g
′′
6
n′4m4g
′
6
R
0g′′4 g
′′
5
n′2g
′
4g
′
5
.
(6.13)
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In order for X to be independent of n′, we would like for any R term in the numerator of the
right side of (6.13) containing some n′i as one of its indices to also appear in the denominator; this
is similar to what was described in Remark 2.7 and Remark 3.12. For instance, if i = 1, this would
amount to imposing that R
0b′4b
′
5
n′1j4j5
(which appears in the numerator of the right side of (6.13)) be
equal to R
0c′′4 c
′′
5
n′1c
′
4c
′
5
(which appears in the denominator). One way of guaranteeing this is by stipulating
that the ordered sets (n′1, j4, j5, 0, b
′
4, b
′
5) and (n
′
1, c
′
4, c
′
5, 0, c
′′
4 , c
′′
5) be equal, which would be the analog
of the consistency condition from Definition 3.5. This imposes the relations (j4, j5) = (c
′
4, c
′
5) and
(b′4, b
′
5) = (c
′′
4 , c
′′
5), which can be rewritten only in terms of the ni, n
′
i, n
′′
i , ji, ki, li,mi using (6.3) and
(6.4).
Applying similar reasoning five more times (for the other terms on the right side of (6.13)
including some n′i as an index), we obtain a number of relations that amount to
j5 = k5 + n5; m5 − n
′′
2 = l5;
k5 − n
′′
1 = l4; j6 = m5 + n6; j4 = k4 + n4; k4 + n
′′
1 = m4; k6 = m6 − n6; m6 − n
′′
4 = l6.
(6.14)
Under the assumptions (6.14), we have that
X =
R
0d′4d
′
5
n′′1 k4k5
R
0h′4h
′
5
n′′2m4m5
R
0f ′4f
′
5
n′′3 l4l5
R
0g′′4 h
′
6
n′′4 h
′
4m6
R
0e′′4 f
′
6
n′′5 f
′
4l6
R
0e′′5 e
′′
6
n′′6 f
′
5f
′
6
R
0a′′4 a
′′
5
n1a′4a
′
5
R
0a′4a
′′
6
n2j4a′6
R
0a′5a
′
6
n3j5j6
R
0c′4c
′′
6
n4k4c′6
R
0c′5c
′
6
n5k5k6
R
0g′5g
′
6
n6m5m6
,
which is independent of n′ since all of the indices appearing there are (which can quickly be verified
using (6.3) and (6.4)) if the ni and n
′′
i are fixed for each 1 ≤ i ≤ 6.
Now, let us fix j5, k5,m5, l5 satisfying the first two relations in (6.14) and let the other ji, ki,mi, li
be arbitrary positive integers satisfying the latter six relations there. In view of (6.12), the first two
identities in (6.14) imply that t = qn5w and x = q−n
′′
2 v, which comprise the first two constraints in
(6.11). The latter six relations in (6.14) do not affect X since, as mentioned above, it is independent
of the ji, ki, li,mi for i ∈ {4, 6}.
Thus, the first two identities in (6.11) imply that X is independent of n′. Similarly, the third
and fourth relations there can be shown to imply that Y is independent of n′, and the last two
imply that X = Y. However, we will omit the latter two verifications since they are analogous to
what was outlined above. 
Similar to what was considered in Remark 4.8 and Remark 5.12, one might wonder whether it is
possible to find a stochastic solution to the non-dynamical tetrahedron equation. We will address
this in the next section.
6.3. A Non-Dynamical Degeneration. In this section we propose a degeneration of our stochas-
ticized weights that satisfies the original (non-dynamical) tetrahedron equation. This will proceed
by taking the limit as q tends to 1 of the S
n′1n
′
2n
′
3
n1n2n3 (v) stochasticized weights from (1.3).
To that end, we have the following proposition.
Proposition 6.8. Fix v ∈ C and n1, n2, n3, n
′
1, n
′
2, n
′
3 ∈ Z≥0. Then,
lim
q→1
S
n′1n
′
2n
′
3
n1n2n3 (v) = T
n′1n
′
2n
′
3
n1n2n3 (v),(6.15)
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where, for any v ∈ C and n1, n2, n3, n
′
1, n
′
2, n
′
3 ∈ Z≥0,
T
n′1n
′
2n
′
3
n1n2n3 (v) = v
n′2(1 − v)n2−n
′
2
(
n2
n′2
)
1n′2≤n21n1+n2=n
′
1+n
′
2
1n2+n3=n′2+n
′
3
.(6.16)
Moreover, for any fixed v ∈ C and n1, n2, n3 ∈ Z≥0, we have that
∑
n′
T
n′1n
′
2n
′
3
n1n2n3 (v) = 1,(6.17)
where the sum is over all n′ = (n′1, n
′
2, n
′
3) ∈ Z
3
≥0. Furthermore, for any fixed v, w ∈ C and
n1, n2, n3, n4, n5, n6, n
′′
1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 ∈ Z≥0, they also satisfy the (non-dynamical) tetrahedron
equation
∑
n′
T
n′1n
′
2n
′
3
n1n2n3 (w)T
n′′1 n
′
4n
′
5
n′1n4n5
(w)T
n′′3 n
′′
5 n
′′
6
n′3n
′
5n
′
6
(v)T
n′′2 n
′′
4 n
′
6
n′2n
′
4n6
(v)
=
∑
n′
T
n′3n
′
5n
′
6
n3n5n6 (v)T
n′2n
′
4n
′′
6
n2n4n′6
(v)T
n′1n
′′
4 n
′′
5
n1n′4n
′
5
(w)T
n′′1 n
′′
2n
′′
3
n′1n
′
2n
′
3
(w),
(6.18)
where the sum is over all nonnegative integer sets n′ = (n′1, n
′
2, n
′
3, n
′
4, n
′
5, n
′
6).
Additionally, if v ∈ (0, 1), then T
n′1n
′
2n
′
3
n1n2n3 ≥ 0 for each n1, n2, n3, n
′
1, n
′
2, n
′
3 ∈ Z≥0.
Remark 6.9. Observe that the weight T
n′1n
′
2n
′
3
n1n2n3 (v) from (6.16) has the following probabilistic inter-
pretation. Each arrow entering a vertex u through the n1 (or n3) direction deterministically exits u
through the n′1 (or n
′
3) direction. Furthermore, if an arrow enters u through the n2 direction, then
a Bernoulli 0 − 1 random variable χ with P[χ = 1] = v is sampled. If χ = 1, then the arrow exits
u through the n′2 direction; if χ = 0, then two copies of the arrow are made, which exit u through
the n′1 and n
′
3 directions.
Proof of Proposition 6.8. Observe that directly taking the limit as q tends to 1 on the right side of
(1.3) poses an issue, in that the prefactor (q2; q2)n1(q
2; q2)n2(q
2; q2)n3(q
2; q2)−1n′1
(q2; q2)−1n′2
(q2; q2)−1n′3
will behave as a constant multiple of (1 − q)n
′
2−n2 , which diverges if n2 > n
′
2. Therefore, we will
first apply (4.9) with that q given by q2; that k given by n2; that b given by q
2n1+2; that c given by
q2(n
′
1−n2+1); and that z given by q−2n3 to rewrite the 2ϕ1 hypergeometric series on the right side
of (1.3). This yields
S
n′1n
′
2n
′
3
n1n2n3 (v) = q
n2(n1+n3+n
′
1+n
′
3+2)−2n
′
2(n
′
1+1)
(q2; q2)n1(q
−2n′1 ; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
(q−2n2−2n3 ; q2)n2
(q2n
′
1−2n2+2; q2)n′2
× vn
′
2
(q−2n
′
1v; q)n′3
(v; q)n3
2ϕ1
(
q−2n
′
2 , q−2n3
q−2n2−2n3
∣∣∣∣∣q2, q2n1+2
)
1n1+n2=n′1+n
′
2
1n2+n3=n′2+n
′
3
,
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where we have used the second identity in (4.4) and the facts that n1+n2 = n
′
1+n
′
2 and n2+n3 =
n′2 + n
′
3. Hence, (6.16) follows from the facts that
lim
q→1
(q2; q2)n1(q
−2n′1 ; q2)n2(q
2; q2)n3
(q2; q2)n′1(q
2; q2)n′2(q
2; q2)n′3
(q−2n2−2n3 ; q2)n2
(q2n
′
1−2n2+2; q2)n′2
=
n1!(−n
′
1)n2n3!
n′1!n
′
2!n
′
3!
(−n2 − n3)n2
(n′1 − n2 + 1)n′2
;
2ϕ1
(
q−2n
′
2 , q−2n3
q−2n2−2n3
∣∣∣∣∣q2, q2n1+2
)
= 2F1
(
−n′2,−n3
−n2 − n3
∣∣∣∣∣1
)
=
(−n2)n′2
(−n2 − n3)n′2
;
n1!(−n
′
1)n2n3!
n′1!n
′
2!n
′
3!
(−n2 − n3)n2
(n′1 − n2 + 1)n′2
(−n2)n′2
(−n2 − n3)n′2
=
(
n2
n′2
)
1n′2≤n2 ,
which are consequences of the third identity in (4.4), (4.8), and the facts that n1 + n2 = n
′
1 + n
′
2
and n2 + n3 = n
′
2 + n
′
3.
The remaining results given by (6.17), (6.18), and the last statement of the proposition follow
from combining (6.15) with Proposition 6.6 and (1.5) (alternatively, each of these can be verified
directly, independently of the content of Section 6.2). 
Remark 6.10. Let us briefly outline an alternative way to verify that the T weights from (6.16)
satisfy (6.18). To that end, consider the two tetrahedra depicted in Figure 4, and fix the numbers
n1, n2, n3, n4, n5, n6 of arrows entering each tetrahedron. Under the probabilistic interpretation of
the T weights from Remark 6.9, the left and right sides of (6.18) denote the probabilities that
the numbers of arrows exiting the left and right tetrahedra in Figure 4 are n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 ,
respectively.
To equate these two probabilities, we analyze the trajectory of a given arrow entering each tetra-
hedron. For example, consider an arrow entering through n2 edge. In the left diagram in Figure 4,
this arrow splits into two along the n′′1 and n
′
5 edges with probability 1−w, and it continues along
the n′2 edge with probability w. Conditional on the former event, these arrows deterministically exit
through the n′′1 and n
′′
3 edges; conditional on the latter, the arrow deterministically exits through
the n′′2 edge.
Therefore, the probability that an arrow entering the left tetrahedron through the n2 edge causes
an arrow to exit through the n′′2 edge is w, and the probability that it causes arrows to exit through
the n′′1 and n
′′
3 edges is 1 − w. Similar reasoning indicates that the same is true for the right
tetrahedron in Figure 4.
Repeating this, one can show that, for any integer i ∈ [1, 6] and integer subset J ⊆ [1, 6], the
probability that an arrow entering the left tetrahedron through the ni vertex causes an arrow to
exit through the n′′j vertex for each j ∈ J is equal to the probability of the same event for the
right tetrahedron. Thus, the probability that the numbers of arrows exiting the left tetrahedron are
n′′1 , n
′′
2 , n
′′
3 , n
′′
4 , n
′′
5 , n
′′
6 is equal to the probability of the same event for the right tetrahedron. This
implies (6.18).
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