This series presents research findings based either directly on data from the German SocioEconomic Panel Study (SOEP) or using SOEP data as part of an internationally comparable data set (e.g. CNEF, ECHP, LIS, LWS, CHER/PACO). SOEP is a truly multidisciplinary household panel study covering a wide range of social and behavioral sciences: economics, sociology, psychology, survey methodology, econometrics and applied statistics, educational science, political science, public health, behavioral genetics, demography, geography, and sport science.
Introduction
Does economic growth improve the human lot? Since Richard Easterlin's seminal 1974 paper, the question of how exactly economic growth affects subjective well-being has given rise to a lively and controversial debate.
1 Over the years, a series of empirical studies has tried to test the famous happiness-income paradox (better known as the Easterlin paradox or Easterlin hypothesis), i.e., the hypothesis that "at a point in time both among and within nations, happiness varies directly with income, but over time, happiness does not increase when a country's income increases" (Easterlin et al., 2010, p. 1) . 2 Easterlin stresses the long-term perspective of the hypothesis, i.e., 10 years or more.
Easterlin has long recognized the strong positive cross-sectional relationship between income and subjective well-being within countries (Easterlin, 1974) as well as across countries (Easterlin, 1995) .
However, some authors look at the cross-sectional evidence of the relationship between national income and subjective well-being and then go on to draw unwarranted conclusions for the relationship over time (e.g., Arrow and Dasgupta, 2009; Guriev and Zhuravskaya, 2009 ). On the other hand, new studies rely on time series data of countries and indeed find a positive relationship between national income and happiness over time for several countries, contradicting the Easterlin hypothesis (e.g., Sacks et al., 2010 Sacks et al., , 2011 Stevenson and Wolfers, 2008) . In short, there is no consensus yet on the dynamic relationship between economic growth and subjective well-being. 3 This study addresses the question of how individuals' subjective well-being is affected over time by, on the one hand, the growth of Gross Domestic Product (GDP) and, on the other hand, by the growth of their own income, controlling for a number of other potential influences. As a novelty, we use individual panel data, which allows us to control for individual fixed effects.
Using individual fixed effects has several important methodological advantages (cf. Vendrik and Woltjer, 2007) . Fixed-effects estimation enables us to isolate the dynamic relationship between subjective well-being and national income, stripped of any potentially confounding static patterns (using only the within-variation, while disregarding the between-variation). 4 With fixed effects, we can also rule out potential disturbances by time-invariant unobserved heterogeneity, such as birth cohort, family background or even, for some individuals, neighborhood, permanent health conditions, etc. In particular, fixed effects eliminate the influence of stable personality traits, some of which are well-known to correlate strongly with subjective well-being (Diener and Lucas, 1999) . By stripping the error term of any time-constant factors which could be potentially correlated with the regressors, fixed-effects es-1 In this paper, we follow the simple definition of economic growth as increase in (real) GDP per capita. 2 The definition of the Easterlin hypothesis appears in different versions in the literature. We propose that tests of the Easterlin hypothesis should refer to this definition, which is clearly stated by Easterlin himself. 3 In the remainder of this article, we will adopt Alan Krueger's terminology using "Easterlin hypothesis" instead of "Easterlin paradox" in order to reflect this lack of consensus (Stevenson and Wolfers, 2008, p. 96) . 4 The dynamic relationship has been analyzed before in studies using macro data and country fixed effects (e.g., Hagerty, 2000; Sacks et al., 2010) . See Section 3 for a detailed overview of previous studies.
timation also reduces a potential endogeneity bias that could not be ruled out by previous studies on the Easterlin hypothesis.
It is plausible that singular events happening within a nation in a specific year affect the life satisfaction of individuals. We want to make sure that our estimates are not tainted by such events, and we achieve this by controlling for year fixed effects. To circumvent the problem of perfect collinearity between a full set of year dummies and national GDP data, we use regional GDP data with the positive side effect of increased statistical power of the tests thanks to larger variance.
Panel surveys that include subjective well-being questions and cover at least 10 years are scarce. The two longest running panel data sets with questions on subjective well-being match our criteria: the German Socio-Economic Panel (SOEP) and the British Household Panel Survey (BHPS). Fortunately, for both of these countries, regional GDP data are available. We will analyze both of these datasets in turn.
Our analysis proceeds as follows. After discussing theoretical considerations regarding the mechanics of GDP, income, and subjective well-being in Section 2, we zoom in on the core of the dispute around the Easterlin hypothesis by means of a systematic comparison of relevant studies in Section 3. We explain our empirical identification strategy in Section 4. Descriptive and analytical results are presented in Section 5. A series of robustness checks is presented in Section 6, followed by a brief discussion of our results in Section 7. Section 8 concludes.
A theory of the mechanics of GDP, income, and subjective well-being
GDP is a measure of the total monetary value of the economic output of a geographical entity within a given period of time, usually calculated at the national or regional level. Setting the measure in relation to the size of the underlying population provides information on the average economic output per person (GDP per capita).
[ Figure 1 about here] Fig. 1 shows the channels through which GDP growth may influence subjective well-being. Under normal circumstances, steady economic growth may be a favorable condition for political stability, a more effective civil society, better education, better health care, better infrastructure, etc. (Friedman, 2005) . Empirical evidence shows that most of these aspects are in fact positively correlated with subjective well-being (Dolan et al., 2008) . On the other hand, an increase in GDP per capita can also give rise to negative externalities such as environmental degradation or erosion of social capital (Fleurbaey, 2009; Putnam, 2000; van den Bergh, 2009) , which tend to reduce subjective well-being.
Conventionally, the primary channel through which economic growth is thought to affect subjective well-being is an increase in consumption possibilities. We use the term "absolute income effect" to describe this effect. Economic growth can also lead to a "relative income effect", i.e., a change in one person's subjective well-being induced by the change of others' income, holding own income constant.
The relative income effect can be split into a positive "information effect" (ambition) and a negative "comparison effect" (jealousy), as argued by Senik (2004 Senik ( , 2008 following the work of Hirshman and Rothschild (1973) . Senik (2008) proposes that these two partial effects always coexist but that "the degree of mobility and uncertainty in the economic environment" (p. 496) determines which of the two is dominant. In societies with high (perceived) socio-economic mobility, e.g., transition countries in Eastern Europe, a rise in others' income is more likely to induce positive feelings such as optimism and ambition because individuals tend to interpret this as a precursor of a better future for themselves.
However, in countries with lower (perceived) socio-economic mobility, a rise in others' income is more likely to reduce a person's subjective well-being due to, e.g., a loss of socio-economic status.
While an income shock might have a sizable absolute income effect on people's subjective well-being in the short run, individuals may adapt-fully or partially-to income changes in the long run. In other words, individual well-being could gradually revert to the ex-ante level over time. 5 Early theoretical work has been done by economists Pollak (1970) and van Praag (1971) , the latter of which refers to a "preference drift" over time. Psychologists Brickman and Campbell (1971) coined the term "hedonic treadmill" for this phenomenon.
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The bottom line is that theory alone cannot predict whether a rise in GDP per capita leads to an increase in subjective well-being. It is even conceivable that a rise in GDP brings about negative effects on such a scale that well-being is actually diminished. 7 This fundamental ambiguity seems to be at the heart of the divergent empirical findings of the dynamic relationship between subjective well-being and GDP per capita as discussed in Section 3.
In the light of the various channels through which GDP per capita may affect well-being as sketched in Fig. 1 , we are rather pessimistic that empirical studies of the effect of GDP per capita will ever lead to unambiguous results valid for contexts as diverse as high-income and low-income countries. Therefore, we prefer to focus on individual countries.
Easterlin's paradoxical findings of flat curves of subjective well-being over long periods of remarkable economic growth are usually explained with relative income effects and adaptation to rising levels of income. However, tests of relative-income effects are faced with the difficulty of constructing plausible proxies for reference income. The results shown in Pfaff (2013b) cast doubt on some common methods for measuring reference-income effects. He also does not find robust evidence for adaptation to income after four years in Germany with samples that are similar to the ones used in this study. Therefore, our data do not allow us to disentangle all of the mechanisms depicted in Fig. 1 . We reemphasize, therefore, that our objective is not to identify all possible causes for flat curves of subjective well-being, but to separately quantify the respective effects of GDP per capita and individual income on subjective well-being.
3. Previous studies on the relationship between GDP per capita and subjective
well-being
We present a comprehensive overview of the ambiguous findings on the relationship between GDP per capita and subjective well-being in Table 1 . 8 Building on Clark and Senik's (2010b, pp. 161-162) classification, we group models by their focus on the static or dynamic relationship (i.e., cross-sectional or time-series data) and by usage of macro or micro data (i.e., average or individual subjective well-being).
[ Table 1 about here]
In our overview, Easterlin's regressions are the only ones restricted to a specific country, focusing on the United States (Easterlin, 2005b ) and on Japan (Easterlin, 2005a) . 9 All other regressions are based on multi-country analyses, with the Gallup World Poll as the most comprehensive, or "first representative sample of planet Earth" (Diener et al., 2010, p. 52) . The time span for analyses of the dynamic relation ranges from 18 to 35 years. 10 The number of observations ranges from 24 (macro data) to 850,153 (micro data). The specific subjective well-being question of the survey determines the dependent variable and ranges from a 3-point scale happiness question in the General Social Survey to an 11-point scale life evaluation question (Cantril's ladder) in the Gallup World Poll. GDP per capita is our primary variable of interest. The standard method is to take the (natural) logarithm of real GDP per capita because of the assumption of decreasing marginal utility of income (Layard et al., 2008) .
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However, some models deviate from the standard and do not use logarithms, or they use some other specification (as explained in the notes of Table 1 ).
Deaton (2008) and Sacks et al. (2010) are the latest of prominent cross-section studies on the static relationship between GDP per capita and average subjective well-being. They confirm, once again, the 8 Some studies have more models with GDP per capita than are shown in Table 1 . In these cases, we have picked the models that we deemed most relevant while attempting to avoid misrepresenting the range of sizes and significance levels of the coefficients. We also left out models/studies that analyzed financial satisfaction or change in life satisfaction as dependent variable. We neither consider studies analyzing GDP instead of GDP per capita. 9 Stevenson and Wolfers (2008) argue that Easterlin's (2005a) results for Japan are flawed because of series breaks in the wording of the survey questions. 10 Note that the number of years may differ from the number of waves. 11 Note that using the logarithm of income does not imply that the effect of income on subjective well-being becomes nil for high income levels.
earlier results of Easterlin (1974) : richer countries enjoy higher levels of average well-being. The significantly positive static relationship also holds when micro data are used (Diener et al., 2010; Sacks et al., 2010) . In the analysis of Diener et al. (2010) , GDP per capita even has the largest standardized coefficient among the predictors of life evaluation used.
However, it is the divergent findings on the dynamic relationship between national income and subjective well-being which keep the debate on the Easterlin hypothesis alive. In most models and using either macro or micro data, GDP per capita enters positively, at least significant at the five percent level.
Exceptions are the one-country regressions by Easterlin (Easterlin, 2005a, b) The true dynamic relationship is revealed when only the within-variation is used, which can be achieved with macro data by adding country dummies to the model. Such models are estimated by Hagerty (2000) and Sacks et al. (2011) , producing diverging results.
The recent analysis of Diener et al. (2013) applies a hierarchical linear model to macro data from the Gallup World Poll for 135 countries and the period [2005] [2006] [2007] [2008] [2009] [2010] [2011] . Although important to the field, we do not include this study in Table 1 because coefficients cannot be readily compared. Diener et al. (2013) conclude that changes in GDP per capita significantly predict changes in life evaluation, while Sacks et 12 The research group around Richard Easterlin has found more negative coefficients with larger t-values, but then for the change of GDP per capita and with the change in life satisfaction as the dependent variable (Easterlin, 2009; Easterlin and Angelescu, 2009; . For comparability reasons, these studies are not shown in Table 1 . 13 We did not count the significant result in their somewhat daring "panel of panels", where several data sets with different questions on subjective well-being are combined into one sample.
14 Surprisingly, the coefficient more than doubles after adding five lags of GDP per capita in a later study by Di where they use the same data set, but for another time period.
al. (2011) show an insignificant coefficient for GDP per capita applying a different estimation approach to the same data set.
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While the results of previous studies presented in Table 1 point to a positive dynamic relationship between national income and subjective well-being, one should take note of two issues before taking these results as a falsification of the Easterlin hypothesis. 16 The first issue concerns the need for clustering of standard errors when observations are grouped in clusters .
Without clustering, standard errors can be biased downwards and statistical significance would thus be overstated (see Section 4.2.). Some of the studies in Table 1 use multi-country data sets, but apparently account neither for possible within-cluster correlation nor for serial correlation (e.g., Di Di Tella et al., 2003; Diener et al., 2010; Hagerty, 2000; Inglehart et al., 2008) .
Some of the studies appropriately use clustered standard errors, but do not account for potential bias if the number of clusters is small (e.g., Di Tella and MacCulloch, 2008; Sacks et al., 2010 Sacks et al., , 2011 Stevenson and Wolfers, 2008) . When reading the results, one should be aware that there could be either form of potential bias, whereas both can lead to underestimation of standard errors and overstatement of the significance of the statistics.
The second issue preventing a general falsification of the Easterlin hypothesis is the fact that the comprehensive study by Stevenson and Wolfers (2008) shows one important exception: the United
States. The authors acknowledge that "there is a clear evidence of the absence of a time-series happiness-income relationship". They conclude that "[a]lthough the U.S. time series is thus a data point supporting the Easterlin paradox, it should be regarded as an interesting exception warranting further scrutiny." (2008, p. 58) . While most of the evidence based on multi-country data suggests a positive dynamic influence of GDP per capita on subjective well-being, we are aware of the U.S. exception and again make a case for the importance of scrutinizing the Easterlin hypothesis on the country level.
15 In contrast to the results for live evaluation, Diener et al. (2013) suggest that changes in GDP per capita do not significantly predict emotional well-being. Kahneman and Deaton (2010) have stressed earlier that analyses of income and well-being should distinguish between life evaluation and emotional well-being. However, we have doubts that the Easterlin hypothesis with its focus on a long-term relationship can be tested with data from questions with a short-term focus, such as yesterday's emotional feelings. 16 Moreover, our Table 1 shows that Sacks et al. (2012 Sacks et al. ( , p. 1185 are not correct in concluding that all data sets they have studied show significant evidence "that those countries which enjoyed faster economic growth, on average experienced greater growth in well-being".
Empirical strategy for testing the Easterlin hypothesis in Germany and the

United Kingdom
From macro models to micro models with individual fixed effects
Our aim is to test the validity of the Easterlin hypothesis. In other words, we use models that allow us to test if the dynamic, long-term relationship between subjective well-being and economic growth is nil.
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Among measures of subjective well-being, we choose life satisfaction. Life satisfaction has a broader scope than, e.g., happiness, which is considered to reflect a more momentary evaluation of well-being.
This broader scope conforms with our test of long-term effects.
We begin our empirical strategy with mimicking macro and micro models of previous studies, before introducing individual fixed effects. The macro model has the form
where LS t is average life satisfaction in year t, GDP_PC t-1 is national GDP per capita of the previous year, and ε t is a random error term. The error term reflects the fact that in reality many factors other than GDP per capita have an influence on life satisfaction. We focus on the preceding year's GDP per capita because of the fieldwork periods of the surveys, but we will also test current GDP per capita in the micro models. 18 The micro models without individual fixed effects have the general form
where LS ijt is life satisfaction of individual i in region j in year t, GDP_PC j, t-1 is GDP per capita in region j of the previous year, λ t refers to year fixed effects, φ j refers to region fixed effects, u jt is a region-year error component, and ε ijt is an individual error term. We begin the micro data analysis without individual fixed effects followed by a stepwise introduction of region and year fixed effects in order to compare our results with the results of Stevenson and Wolfers (2008) .
The main part of our analysis is dedicated to micro models with individual fixed effects of the general form 17 Sacks et al. (2011) argue that a test of the Easterlin hypothesis should rather focus on the similarity of the coefficients from the within-country cross-section, the between-country cross-section, and the national time-series. Given the empirical evidence for a positive relation of (national) income and well-being in the cross-section, we conclude that a simple and straightforward test of the time-series relation is not inferior to their approach. 18 Usually more than 90 percent of the SOEP interviews are conducted in the first half of the year. BHPS interviews are usually conducted from September until May. GDP represents economic transactions of the full year. It is not very plausible to analyze the influence of GDP on life satisfaction values stated far from the end of the year. It is for our data thus more straightforward to take GDP of the previous year. We presume that the relation between last year's GDP per capita and current life satisfaction is stronger than the relation between current GDP per capita and current life satisfaction.
where α i refers to individual fixed effects, INC ijt is individual income, and the vector X ijt refers to a set of further micro control variables. All control variables are described in Appendix A. 19 OLS is performed on the mean-differenced data to obtain the within estimator.
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At first, we estimate an individual fixed effects model without the set of control variables so that we can isolate the impact of controlling for unobserved heterogeneity. We then add the set of micro control variables. In a further step, we add individual income and expect the coefficient for regional GDP per capita to shrink because the coefficient should now be net of a likely positive individual income effect, consistent with the theoretical model described in Section 2. In a subsequent model we slightly alter equation (3) and use current regional GDP per capita (rather than that of the previous year).
It can be argued that people compare their income to the average income in one's region. In order to avoid that our coefficient of regional GDP per capita partly reflects such a regional relative-income effect, we also estimate a model augmented by a term for average regional income:
����� is average income of region j in year t. We expect the coefficient for average regional income to be insignificant, because we know from the literature that average regional income is not a likely yardstick for comparisons because "people compare to the groups with whom they interact more frequently" (Clark and Senik, 2010a, p. 585) , that means neighbors, friends, and foremost colleagues.
Note, however, that equations like (4) with one regressor being the average of another regressor potentially bear identification problems (Angrist and Pischke, 2009, pp. 192-197) . Results of this model should be interpreted with caution.
OLS requires stationary data to work properly. Otherwise, results might be biased (Granger and Newbold, 1974) . This bias problem is rarely addressed in the literature, with the exceptions of Di Tella et al. (2003) and Sacks et al. (2011) . To mitigate the problem of using potentially trended variables such as levels of GDP per capita with OLS, Di Tella et al. (2003) propose using GDP growth rates or other variables measured relative to trend. In our case, GDP per capita and individual income may, in principle, be trended. We therefore estimate a model similar to equation (3) where possible trends are 19 With individual fixed effects, we do not use education as a control variable, in contrast with many other studies (e.g., Di Layard et al., 2010) . As Dolan et al. (2008) convincingly argue, "most adult survey respondents are unlikely to change their education level during their time in a panel survey, and consequently fixed effects models are unlikely to find any significant effect for education" (p. 100). One example in which the effect of education vanishes when using individual fixed effects is Oswald and Powdthavee (2008) . 20 We prefer OLS because results can be easily interpreted. Also, results are usually not qualitatively different if ordinality of the dependent variable is assumed (Ferrer-i-Carbonell and Frijters, 2004) . We nevertheless describe a robustness check with an estimation method that takes the ordinal character of our dependent variable into account (see Section 6).
removed by replacing levels of GDP per capita with the growth rate of GDP per capita from t-2 to t-1, and another model with the growth rate of GDP per capita from t-1 to t. In these models, levels of individual income are replaced with the respective growth rate from t-1 to t.
Econometric treatment of cluster correlation
The assumption of independent disturbances is usually not valid for regressions of a micro variable on an aggregate regressor (Moulton, 1990) . If the group structure of the errors remains unaccounted for, OLS standard errors can be severely biased downwards, with the consequence of over-rejecting t-tests.
The comfortable solution to account for the group structure is to use cluster-robust standard errors as proposed by Liang and Zeger (1986) . However, the asymptotic theory behind the calculation of cluster-robust standard errors requires a large number of clusters (Wooldridge, 2003) . An insufficient number of clusters (approximately less than 50) can once again lead to drastic overstatement of the significance of statistics (Donald and Lang, 2007) . For such cases, the literature proposes several methods for adjusting standard errors or t-statistics (Angrist and Pischke, 2009; Pfaff, 2013a) . Alas, the bottom-line is that no perfect solution has yet been found to correctly adjust standard errors if the number of clusters is small.
In our setting, we have a micro independent variable and an aggregate key regressor (namely regional GDP per capita), while the number of clusters is small (between 6 and 12 regions). The adjustment method that is feasible and seems most promising for our setting is wild cluster bootstrap. 21 Cameron et al. (2008) find that wild cluster bootstrap performs well in cases with few clusters. For aggregate key regressors, we therefore estimate p-values with the wild cluster bootstrap-t procedure in order to re-assess the significance of the statistics. 22 Wild bootstrap requires an additively separable error term and therefore does not work with ordered probit. For ordered probit regressions with few clusters we derive p-values from the pairs cluster bootstrap-t procedure. 23 Note that we also take account of serial correlation by clustering on the region level while assuming that the regions are independent (Angrist and Pischke, 2009, p. 319) .
The calculation of cluster-robust standard errors works only with nested data. However, panel data as ours are typically non-nested in regions because some individuals move between regions. An approach for clustering standard errors with non-nested data is two-way clustering 21 Both, bias-reduced linearization (Bell and McCaffrey, 2002) and its modified version proposed by Imbens and Kolesar (2012) seem not to work with large samples like ours. The between-group estimator proposed by Donald and Lang (2007) only works for regressors that are fixed within groups, which is not the case for regional GDP per capita that varies over time. The approach of Ibragimov and Müller (2010) is not feasible in our models with time dummies. Finally, the parametric correction with the Moulton factor could suffer from poor estimation of the intraclass correlation coefficient if the number of groups is small (Feng et al., 2001) . 22 In contrast to bootstrap-se procedures, bootstrap-t procedures have the advantage of providing asymptotic refinement (Cameron et al., 2008) . 23 The bootstrap-t procedures for pairs cluster bootstrap and wild cluster bootstrap are explained in Appendix B of Cameron et al. (2008) . Thompson, 2011) . Again, two-way clustering assumes that the number of clusters in each cluster dimension is sufficiently large. A solution for the problem of biased two-way clustered standard errors in settings with few clusters is yet to be developed. As a consequence, we prefer to present potentially unbiased (or at least less biased) inference results using the wild bootstrap method, even if this means that we can only use data which are nested within regions.
We produce a nested data set from the originally non-nested data by keeping only the region in which the individual stayed the longest in our period of analysis. If we cannot identify a main region of residence for an individual (e.g., a person lives four years each in two different regions), we drop all observations for this individual. 24 Obviously, we need to make sure that this selection process does not influence our results. We address this problem in Section 6.
Addressing endogeneity
Our principal concern with our identification strategy is that we cannot rule out endogeneity bias.
Endogeneity bias is caused by violating the assumption that regressors are uncorrelated with the error term (Antonakis et al., 2010) . 25 In our setting, we suspect that endogeneity could be an issue due to measurement error and due to omitted variable bias. Considering measurement error, we suspect life satisfaction, GDP per capita, household income, and health satisfaction as primary candidates. Measurement error of the dependent variable still leads to unbiased estimators if we assume that the error of measurement in life satisfaction is uncorrelated both with the regressors and with the error term (Gujarati and Porter, 2009, p. 483) . Measurement error of the dependent variable would then lead to larger standard errors. If the regressor is measured correctly, Greene (2008, p. 326) argues that one can ignore the measurement error on the dependent variable because it can be absorbed in the error term of the regression. Thus, we are not particularly concerned with potential measurement error for our dependent variable. Modeling measurement error for the independent variables would be possible with some reliability measure, which our data do not provide.
Omitted variable bias seems more problematic in our setting. Our concern is somewhat mitigated by the fact that mean-differentiation applies to our fixed-effects models, whereby α i is eliminated. Eliminating α i allows for consistent estimation of endogenous regressors, provided that the endogenous regressors are only correlated with the time-constant component of the error, α i , and uncorrelated with the time-varying component ε ijt (Cameron and Trivedi, 2010, p. 257) . However, it is still conceivable that regional GDP per capita is correlated with other region-year effects represented by the error component u jt of equation (3). Our results are therefore somewhat vulnerable. We would appreciate if future research identifies solid instruments for GDP per capita, notwithstanding the fact that finding such in- 24 The alternative would have been to drop all individuals which move between regions with an even greater loss of observations. We cannot think of a reason why dropping all movers would be superior to our method. 25 We check further OLS assumptions for our results in Appendix C.
struments with life satisfaction as the dependent variable is an arduous endeavor. Nonetheless, we believe that our fixed-effects results are less vulnerable than the results of previous studies, most of which did not address endogeneity at all. 
Brief description of the panel data sets SOEP and BHPS
Our first data set is the German Socio-Economic Panel (SOEP, 2011), the world's longest-running socio-economic panel study with the first wave in 1984 (Wagner et al., 2007) . The primary question of interest is: "How satisfied are you with your life, all things considered?", and the answers range from 0 ("completely dissatisfied") to 10 ("completely satisfied"). The German re-unification in 1990 had a strong impact on the lives and satisfaction levels of East Germans For our clustering purposes, we require data nested in regions and lose 2.2 percent of observations by keeping only the main region of residence for an individual in the Western German sample. With the 26 The only exception we could find is Di Tella et al. (2003) who briefly discuss endogeneity problems, but they do not present a solid quasi-experimental approach to overcome potential bias either. 27 The SOEP sample was extended to Eastern Germany by 1990, but regional GDP per capita is only available for Eastern Germany beginning in 1991. Because we use GDP per capita (t-1), we can begin our analysis in 1992. 28 GVA is GDP minus taxes on products plus subsidies on products. We treat the two concepts equally in our analysis, and refer only to GDP per capita in the text when all three samples are meant.
same operation, we lose 2.3 percent in the Eastern German sample, and 2.3 percent in the UK sample.
The Easterlin hypothesis refers to the long-term relationship between subjective well-being and economic growth, i.e., 10 years or more. The average number of years covered by an individual is 8.8 years in the Western German sample, 8.5 years in the Eastern German sample, and 6.6 years in the UK sample. The percentage of individuals covering at least 10 years is 38.7 percent, 42.6 percent, and 42.0 percent, respectively. Because an individual fixed-effects regression requires at least two interviews per individual as well as some variation of the life-satisfaction variable, we initially exclude all individuals who do not match either of these criteria.
Results
Descriptive statistics and preliminary analysis
For the primary variables of interest, Table 2 gives an overview of basic descriptive statistics.
[ Table 2 about here ] By using regional GDP per capita, we obtain a higher variation than would be possible with national data, which increases statistical power. The standard deviation in Western Germany is close to what some studies show only for international comparisons in the cross-section (Hagerty and Veenhoven, 2003, p. 5 ). We will focus on the within estimator in individual fixed-effects regressions with the drawback that variables which vary relatively little over time are estimated rather imprecisely. The decomposition into overall, between, and within variation is shown in Tables B.1a-c in Appendix B.
The within variation of regional GDP per capita in levels and log form is always smaller than the between variation. This means that the within estimation in the fixed-effects models leads to an efficiency loss compared to alternative estimators. However, the within variation of the growth rate of regional GDP/GVA per capita is always larger than the between variation. Besides the advantage that our growth rate variables can be regarded as stationary (see Section 4.1.), we acknowledge as a second advantage that the efficiency loss for growth rates using the within estimator is negligible.
At the macro level, the validity of the Easterlin hypothesis is often supported by graphs of aggregate time-series. The empirical analysis therefore begins with graphs of GDP per capita, household income, and life satisfaction in Western Germany, Eastern Germany, and the UK.
[ Figure 2 about here ]
[ Figure 3 about here ] However, only multiple regression analysis can uncover the hidden dynamics of income and subjective well-being.
Before we begin with the analytical section, we discuss the objection that an upwardly limited measure of life satisfaction is valid for the cross-section but not over time (e.g., Deaton, 2008, p. 70 Questionnaire) is a 12-item measure of psychological well-being (Vieweg and Hedlund, 1983) . Each item has four categories that represent evaluations relative to a subjective anchor (e.g., "more so than usual", "same as usual", "less so than usual", "much less than usual"), mapped to the values 0-3. The twelve responses are recoded in the BHPS so that the scale of the GHQ-12 goes from 0 (the least distressed) to 36 (the most distressed). The yearly weighted average of the GHQ-12 score ranges from 11.02 to 11.47 in our sample from 1996-2008. This means that the 12 questions were answered on average slightly below the neutral category "same as usual" in each year, which implies that there has been no improvement in average psychological well-being in the UK in the respective time period.
Given the purely relative nature of the GHQ questions, the above argument against the validity of a fixed-scale life-satisfaction measure does not hold for the GHQ measure because subjective improvements over time should be reflected by GHQ-12 scores larger than 12. This finding suggests that subjective well-being in the UK was indeed rather constant for the respective time period, and that the reason for the flatness of the life-satisfaction curve in Fig. 3 is not the limited scale of the life-satisfaction question. Although we do not have similar data for Germany, the finding gives us some confidence that limited measures of life satisfaction are indeed suitable instruments for our time-series analyses, at least as long as the scores do not scratch the upper limit of the scale.
31 Coefficients of OLS-fitted trend lines are -0.01 (p < 0.01) for Western Germany, 0.01 (p = 0.09) for Eastern Germany, and -0.01 (p < 0.02) for the UK. 32 It is remarkable that the peak of Eastern German wealth in terms of average real equivalized net household income occurs in 2003 (Western Germany: 2010) . In Western Germany, the slowly widening gap between average and median equivalized household income is apparent, increasing from 9 percent in 1984 to 13 percent in 2010 (measured in terms of average equivalized household income). The Eastern German gap is smaller at 7 percent in 1992 and almost 10 percent in 2010. In the UK we do not see a clear trend of a widening gap between average and median income.
Macro and micro estimates without individual fixed effects
We begin the regression analysis with a macro model and with micro models without individual fixed effects. 33 Results are shown in Table 3 . Using OLS for macro data, we find highly significant negative coefficients for GDP per capita (t-1) for Western Germany and the UK, and an equally significant positive relationship for Eastern Germany. The result of a negative relationship in both Western Germany and in the UK qualitatively coincides with the result of Easterlin (2005b) for the U.S. The result of a positive relationship in Eastern Germany coincides with other macro regressions that show a significant positive relationship for a number of countries (e.g., Sacks et al., 2010) . However, we agree with Clark and Senik (2010b, p. 99 ) that "cross-country time-series analyses are based on aggregate measures, which are less reliable than those at the individual level". Thus, we endeavor to create more reliable estimates from individual (micro) data.
[ Table 3 about here ]
The micro models without individual fixed effects are estimated with ordered probit. Standard errors are robust to cluster correlation at the regional level. The number of regions in our samples is small and cluster-robust standard errors are potentially biased downwards, as explained in Section 4.2. 34 In order to re-assess inference, we present p-values obtained with pairs cluster bootstrap (999 replications) for the micro models in Table 3 .
The first micro specification is without year and region fixed effects. Results in Table 3 show that the magnitude of the coefficient for regional GDP per capita (t-1) is reduced drastically compared to the macro model, while the signs do not change. The bootstrap p-values suggest that significance levels should be adapted in Western and Eastern Germany, while the coefficient in the UK remains highly significant. We now add region fixed effects. The magnitude of the coefficients increases in all three samples. The bootstrap p-values suggest that significance levels for the German samples increase compared to the model without region fixed effects, and slightly decrease in the UK sample. For European data, Stevenson and Wolfers (2008, p. 47) show results where the size of the GDP per capita coefficient is reduced by more than two thirds once they introduce country fixed effects.
The next specification is with year fixed effects. We expect the coefficients to change in an unpredictable direction, because the GDP coefficient is then net of the effects of singular events occurring 33 We only estimate unweighted regressions in this paper under the assumption that we sufficiently control for the determinants of the sampling frame so that E(u i |x i ) = 0. The assumption seems specifically realistic for the individual fixed-effects regressions controlling for all time-invariant characteristics. Such time-invariant characteristics include the SOEP sampling criteria West German, East German, foreigner, and immigrant. The SOEP also contains a high-income sample, which is a time-variant criterion, but this should not cause problems for our main results because we control for household income in most of our specifications with individual fixed-effects. 34 The Western German sample has 11 regions, the Eastern German sample has 6 regions, and the UK sample has 12 regions. The regions in Germany correspond to the 16 federal states, but Berlin appears in both of the German samples because the SOEP allows differentiating between West and East Berlin.
within a country in a specific year. As it turns out, the coefficients in the German samples lose magnitude and significance. The sign in Western Germany even changes. The coefficient for the UK changes by very little, but significance is reduced somewhat, compared to the model without fixed effects. We now add year and region fixed effects simultaneously and consider this as the most meaningful of our models without individual fixed effects. The coefficients for GDP per capita (t-1) are now positive but statistically insignificant for all three samples. A loss of significance can also be seen for the micro regressions with European data in Stevenson and Wolfers (2008) , where significance is reduced from the 1 percent level to the 5 percent level after adding country and year fixed effects.
The result of an insignificant relationship is robust to using regional GDP per capita of the current year (last model in Table 3 ) . Note that the model with current regional GDP per capita yields coefficients with larger magnitudes for Western Germany and the UK, compared to the model with GDP per capita (t-1). This is contrary to our earlier expectations (see footnote 18).
Micro estimates with individual fixed effects
In the main part of our analysis, we use models with individual fixed effects due to the models' desirable features as described in Section 1. We use OLS with standard errors adjusted for clustering on Table 3 ). After adding a set of micro control variables, we observe in column 2 of Tables 4a-c that coefficients for GDP per capita (t-1) lose magnitude for all three samples. Following the theoretical perspective presented in Section 2, we would conjecture that controlling for household income decreases the effect of GDP per capita on life satisfaction, now net of the individual income effect. Column 3 reveals that coefficients of GDP per capita (t-1) indeed decrease in size when we add household income to the equation, but only marginally. In line with previous studies, the dynamic effect of equivalized net household income on life satisfaction is positive and highly significant for all samples, and sizable especially in the German samples.
The model in column 4 tests current GDP per capita. We observe for all three samples that the magnitude of the coefficients for GDP per capita (t) is smaller than the coefficients for GDP per capita (t-1).
In contrast to the micro models without individual fixed effects, this result is now consistent with our earlier conjecture that using GDP per capita of the previous year is more plausible given the interview periods of the surveys.
In column 5 we introduce a term for average regional income. As noted in Section 4.1., the model in column 5 is problematic from an econometrics perspective. We show column 5 for illustrative purposes and underline that results should be interpreted with caution. If the unlikely case is true that GDP per capita is considered as reference income, we should see some changes in the coefficients. Coefficients for average regional income are negative for all three samples (and probably significant in the UK), while coefficients for GDP per capita (t-1) increase compared to column 3. 37 The behavior of the GDP per capita coefficients suggests that the effect of GDP per capita on life satisfaction could include a reference income effect, but this result would have to be re-analyzed with a different econometric methodology and additional data sets, an endeavor which is beyond the scope of this study.
In order to avoid spurious relationships caused by trended variables, we replace levels of GDP per capita and household income with the respective growth rates in columns 6 and 7. Results across the samples are not uniform. In Western Germany, growth of regional GDP per capita has a negative coefficient. For GDP per capita growth from t-2 to t-1, the negative coefficient is insignificant, and from t-1 to t, the negative relation is weakly significant according to the p-value obtained from the wild cluster bootstrap. Deaton (2008) also finds negative coefficients for GDP growth in the global cross-section using macro data; to him "one of the most surprising results" (p. 61), and certainly contrary to the usual expectations. 38 For Eastern Germany, we see a significant positive relation for GDP per capita growth from t-2 to t-1 with life satisfaction, and a significant negative relation for economic growth from t-1 to t. The relation between economic growth and life satisfaction in the UK seems to be insignificant, while the sign of the coefficients is positive. For the above mentioned reasons due to interview periods of the surveys, we have a preference for the results of GDP per capita growth t-2 to t-1. Surprisingly, the relationship between household income growth and life satisfaction is close to zero and not significant for the UK. 37 We use weights for calculating average regional income, and weights for Northern Irish observations are all zero in the BHPS data set. Therefore, the number of observations in column 5 is smaller than in the previous columns. 38 Graham (2010) gives some explanations for what she calls the "unhappy growth effect".
For theoretical reasons (see footnote 18), we consider columns 3 and 6 to be our benchmark models. For the sake of brevity, we present robustness checks only for the benchmark models in the following section.
Robustness checks
We divided the German sample in order to avoid that results are affected by the German re-unification process. Any analysis from before 1996 might be biased by the unusually great increases in the GDP of Eastern Germany during the turbulent re-unification period (see Fig. 2 ).
[ Table 5 about here ]
Column 1 of Table 5 shows results for the benchmark models with a combined sample of Western and Eastern Germany for the period of 1996-2010. Wild cluster bootstrap p-values indicate that both the levels and the growth coefficient for regional GDP per capita are insignificant in the combined sample. Table 5 also shows robustness checks concerning the effect of restricting the sample so that the data are nested in region, which is necessary for the estimation of one-way clustered standard errors. We do not observe notable differences between estimated coefficients and standard errors from the restricted, nested sample (columns 2, 5, and 8) and estimated coefficients and standard errors from the unrestricted, non-nested sample (columns 3, 6, and 9). 39 The only exception is the growth rate model in Eastern Germany where the coefficient diminishes from .254 in the nested sample without interstate movers to .125 in the non-nested sample with interstate movers, while significance is lost. Note here, that we use standard errors which are robust against clustering in two dimensions (individual over time and region) for estimations with non-nested data. 40 Although there is no methodology available to correct for potential downward bias in the case of two-way clustering if the number of clusters is small, we assume that the coefficient for GDP per capita growth in the non-nested data set with a size of .125
and an uncorrected two-way cluster-robust standard error of .112 is not significant.
We further check robustness of our previous results by using Probit-adapted OLS (POLS) proposed by van Praag and Ferrer-i-Carbonell (2008) . Using POLS we acknowledge that our dependent variable is ordinal. 41 Columns 4, 7, and 10 of Table 5 show the results. Note that POLS coefficients need to be interpreted in units of standard deviation of the dependent variable and cannot be readily compared to 39 Note that region fixed effects are used in all models, either with nested data as part of the individual fixed effects where region is constant over time, or by adding region dummies when we use non-nested data. 40 The two-way variance estimator, as proposed by and Thompson (2011) , is implemented in the Stata command -xtivreg2- (Schaffer, 2010) . 41 POLS requires that = ′ + is approximately normally distributed. Other estimation methods based on the fixed-effects ordered logit model do not make this assumption. However, some of these methods dichotomize the dependent variable, which has the disadvantage of losing information. The BUC estimator proposed by Baetschmann et al. (2011) uses all information. We tried to use the BUC estimator, but in some cases the within-variation in our dependent variable was apparently not sufficient. In these cases the estimation did not converge so that we would not be able to report BUC results consistently. the size of OLS coefficients. We observe that signs of the coefficients do not change in any case. The only difference with respect to the significance level occurs for the growth rate model in the UK sample where the wild cluster bootstrap result suggests that the coefficient is significant at the 5 percent level while our earlier result with OLS had not suggested any significance.
We base our inference mainly on results from the wild bootstrap-t procedure, but we are still interested in the behavior of the estimated standard errors. From column 2 onwards we compare conventional (i.i.d.) standard errors, robust standard errors (Huber, 1967; White, 1980) , one-way cluster robust standard errors (Liang and Zeger, 1986) , and two-way cluster-robust standard errors Thompson, 2011) . Our first observation is that robust standard errors are never smaller than conventional standard errors, which otherwise could have been a worrying sign (Angrist and Pischke, 2009 , chapter 8.1). The second observation is that conventional and robust standard errors are similar in size, while larger differences could have been a sign for misspecification problems (King and Roberts, 2012) . The third observation is that most of the cluster-robust standard errors are larger than the conventional standard errors. This could be a sign that cluster correlation exists indeed or it could be a sign for misspecification in general according to King and Roberts (2012) . However, we would not know how to better account for cluster correlation by re-specifying our models. The fourth observation is that some of our clustered standard errors fall below the robust standard errors. We can think of two reasons: intracluster correlation is negative in these cases, and/or downward bias occurs for our clustered standard errors with few clusters. We are not able to finally determine the reasons for the smaller clustered standard errors, because we neither have a reliable measure for the intracluster correlation nor a measure for the downward bias at hand.
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In order to avoid that our results are affected by minor irregularities and outliers in the raw data, we also determined if the results of the benchmark models are robust to the exclusion of Berlin in the Western and Eastern German samples, to the exclusion of Hamburg and Bremen in the Western German sample, and to the exclusion of London in the UK sample. 43 Results are shown in Table B .2 of Appendix B.
According to p-values obtained from the wild bootstrap-t procedure, none of the coefficients of GDP per capita is significant in these robustness checks where we exclude the potentially problematic regions.
42 Sribney (2009) explains how negative intracluster correlation can lead to clustered standard errors that are smaller than conventional ones. Given the downward bias of estimates of intracluster correlation coefficients if the number of clusters is small (Feng et al., 2001) , we cannot think of a precise measure of intracluster correlation in our data, and we indeed get an estimate of zero for the intracluster correlation coefficient in all cases, which seems odd to us. Rogers (1993) explains that the downward bias of clustered standard errors if the number of clusters is small stems from "mathematical constraints on the residuals" (p. 22). 43 The calculation of GDP per capita is not entirely satisfactory for East Berlin. The SOEP differentiates between East and West Berlin, but GDP per capita is not available for East Berlin from the German Federal Statistical Office. Hence, we assign GDP per capita for Berlin as a whole to individuals from East and West Berlin. The German city-states Hamburg and Bremen as well London in the UK are outliers in terms of GDP per capita. Here, regional GDP per capita is apparently overestimated because of the large amount of commuters working in these regions.
Brief discussion of the results
Our theoretical framework shows three plausible effects of a shock of GDP per capita on subjective well-being (upper branches of Fig. 1 ). One effect works through individual income. We did not find evidence for adaptation to individual income, and we could not find satisfactory constructs to measure relative individual income effects. What we did find in our data is a robust positive individual income effect (somewhat mitigated in the UK by a surprisingly insignificant result for the model with stationary variables). Controlling for the individual income effect, our main analysis and robustness checks have not produced robust evidence for a significant relationship between GDP per capita and life satisfaction.
For the benchmark models, we conclude from the robustness checks that restricting the data may lead to an overstatement of significance for the coefficient of the growth rate of regional GDP per capita in Eastern Germany. We also get insignificant results for the growth rate in Eastern Germany if we exclude unusual observations (see Appendix C). Concerning the growth rate coefficient in the UK sample, we find evidence that the significance level is understated if the ordinal character of the life satisfaction variable is not taken into account.
We conclude from the finding of an insignificant relation between GDP per capita and life satisfaction that the following assumed, but unmeasured effects cancel each other out: the positive effect of, e.g., political stability, the negative effect of, e.g., pollution, and the relative income effect (see Fig. 1 ). This interpretation does not hold for the growth rate model in the UK. Future studies might find a way to separately measure the magnitude of these effects, and dig deeper into the mechanics of GDP and subjective well-being. 
Conclusion
The aim of this study was to seek empirical evidence regarding the dynamic relationship between GDP per capita and subjective well-being in Germany and the UK. We do not find evidence for a robustly significant dynamic relationship between regional GDP per capita and life satisfaction in our samples.
While some results, especially for the UK, indicate a weakly significant relationship, they do not withstand our robustness checks. On the other hand, we confirm earlier evidence of a significantly positive dynamic relation between individual income and life satisfaction.
What would be the implication of our findings for public policy? Our results support the view that economic growth should be seen as a by-product, not as an end. However, the view of growth as an end still remains a basic tenet of policy making. For example, economic growth is enshrined in German federal law since 1967 (in the "Act to Promote Economic Stability and Growth"), making it a legal obligation of the federal government to pursue steady economic growth. Our results also confirm the finding of Diener et al. (2013) that GDP per capita is not a reliable indicator for average individual income. We therefore strongly suggest that politicians and economists referring to GDP per capita should not use fuzzy synonyms like "income", but should rather refer to more precise terms like "national income".
We propose that future tests of the Easterlin hypothesis should acknowledge some important methodological issues: 1) The use of micro data can make all the difference. Macro data would have shown us very different results for a test of the Easterlin hypothesis. Eventually, micro data and individual fixed effects allow the true analysis of Easterlin's happiness-income paradox, namely the dynamic relationship between national income and subjective well-being, a relationship that should not be confounded by the variation between individuals. 2) We observe that models without trended variables can lead to divergent results. Thus, we propose that unit-root problems should be discussed and avoided.
3) Clustering is a likely issue when analyzing GDP and subjective well-being. Not only should standard errors be adjusted for clustering, one also needs to be aware of the possible downward bias if the number of clusters is small. Ignoring this possibility would overstate the significance of some of our results. We used wild cluster bootstrap as the most promising method to present alternative statistics for inference.
Recent studies focus on a test of the Easterlin hypothesis on a global level and find evidence in some data sets for a significantly positive relationship between economic growth and life satisfaction (e.g., Diener et al., 2013; Sacks et al., 2011) . Our study tests the Easterlin hypothesis on the country level. We cannot generally reject the Easterlin hypothesis for Germany and the UK. Together with the evidence presented in Stevenson and Wolfers (2008) , we now count three countries for which Easterlin's happiness-income hypothesis cannot be rejected: the United States, Germany, and the United Kingdom.
We conclude that the evidence thus far shows that economic growth may improve the human lot -or it may not.
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The data used in this publication were made available by the German Socio-Economic Panel Study Age squared: The square of the respondent's age in years.
Marital status: The variables pgfamstd (SOEP) and mlstat (BHPS) are recoded into the categories "married", "separated/divorced", "single", "widowed". In the SOEP samples, married couples living separately appear in the category "separated/divorced".
Number of children in household: Number of household members aged 0-15 years in the SOEP, generated from the variables h11103, h11104, h11105, h11106, h111107, and h11108. Number of own children in household in the BHPS (nchild).
Health satisfaction: Subjective health satisfaction, ranging from 0 "totally unsatisfied" to 10
"totally satisfied" in the SOEP (p0080), and from 1 "not satisfied at all" to 7 "completely satisfied" in the BHPS (lfsat1).
Employment status: The variables pglfs (SOEP) and jbstat (BHPS) are recoded into the categories "working", "non-working", and "unemployed".
House owner: Dummy variable indicating whether a person owns a home, generated from the variables hgowner (SOEP) and tenure (BHPS). The variable serves as a proxy for personal wealth.
Person requiring help in household: Dummy variable with the following wording in the SOEP Self-administered interview: The dummy variable indicates whether the interview was executed self-administered in contrast to a face-to-face or telephone interview. The dummy is generated from the SOEP variable hghmode. Chadi (2012) and Conti and Pudney (Conti and Pudney, 2011) find that the interview mode can have a significant influence on the answering behavior for satisfaction questions, which is confirmed by our SOEP results. In the BHPS, all respondents answer the life satisfaction question in a self-completion questionnaire.
Appendix B
Please see tables B.1-B.3.
Appendix C
Regression diagnostics
We performed a series of diagnostic tests on our two benchmark models (columns 3 and 6 in Tables 4a-c) in order to check compliance with assumptions of OLS regression and hypothesis testing. Concerning unusual observations, we identified "multivariate outliers" with added-variable plots. In order to exclude that unusual observations influence our results, we re-estimated the benchmark models without the 50 most unusually low and the 50 most unusually high values of the respective GDP per capita variable given all other independent variables. We found that dropping the unusual observations only had a sizeable impact on the coefficient for the GDP per capita growth rate in the Eastern German sample, where the coefficient shrunk from .254 to .105, while the cluster-robust standard error slightly increased from .090 to .105. The normality assumption should not be a problem in large samples such as ours. Residual-versus-fitted plots do not show signs of strong heteroskedasticity, and the cluster-robust standard errors used for inference are also robust to heteroskedasticity. Concerning multicollinearity, we look at variance inflation factors (VIFs). VIFs above 10.0 are conventionally considered to be problematic. The largest VIF we find is 5.19, indicating that multicollinearity is not a major issue in our models. Augmented component-plus-residual plots confirm the approximate linear relationship between life satisfaction and each of the independent variables in the benchmark models. These plots and theoretical considerations corroborate the model specifications we have chosen.
Appendix D
Regional price indices
Due to regional differences, price index data should be used at the smallest geographical level possible.
We do not use data at the regional (Bundesland) level because the German Federal Statistical Office Significance level not given in study. c) GDP per capita not used as log and scaled by a factor of 10,000. d) GDP per capita scaled by a factor of 1,000.
e) GDP per capita scaled by a factor of 2,000. f) Standard error not correct in publication (personal communication with authors). g) Personal income position (logarithm of individual income relative to mean income). Western Germany (1984 ) 281 24,941 23,361 5,420 16,108 40,924 Eastern Germany (1992 114 16, 391 16, 283 3, 217 8, 775 24, United Kingdom (1996 ) 139 15,443 14,761 3,527 10,648 29,585 Western Germany (1984 ) 311,307 16,648 14,740 11,610 4,148 2,448,534 Eastern Germany (1992 ) 81,127 13,630 12,558 6,455 4,157 324,689 United Kingdom (1996 78,687 16,586 14,620 10,245 1,942 315,086 GVA per capita is used for the UK data. GDP and GVA per capita are used in real terms. See notes of Table 2 for further details and data sources. (1984 ) Eastern Germany (1992 United Kingdom (1996 Kingdom ( -2008 Dependent variable: life satisfaction Notes: Asterisks denote statistical significance lower than or equal to the * 10 percent, ** 5 percent, and *** 1 percent level. The standard errors in parentheses are adjusted for regional clustering. The reported p -values stem from the wild cluster bootstrap-t procedure (999 replications, Rademacher weights, null hypothesis imposed). GDP per capita and household income are used in real terms. Household income is net and equivalized.
Data are nested in region, and region is a time-invariant variable controlled for in the individual fixed-effects regressions. Average regional household income is weighted. Further control variables are age squared, marital status, number of children in household, health satisfaction, employment status, house ownership, person requiring help in household, and self-administered interview (see Appendix A). Data in columns 6 and 7 are from 1985-2010 because household income growth cannot be calculated for 1984. See Table 2 for further details and data sources.
Dependent variable: life satisfaction
ln ( Table 4a for further details and notes of Table 2 for data sources.
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107,342
Notes: Conventional standard errors are reported in parentheses. Heteroskedasticity-robust standard errors using formulas in White (1980) are reported in brackets. The standard errors in braces are adjusted for regional clustering using formulas in Liang and Zeger (1986) . The standard errors in angle brackets are adjusted for two-way clustering (individual over time and region) using formulas in and Thompson (2011) . The reported p -values stem from the wild cluster bootstrap-t procedure (999 replications, Rademacher weights, null hypothesis imposed). All regressions are estimated with individual fixed effects. All models are with further control variables. Life satisfaction is on a 0-10 scale for Germany, and on a 1-7 scale for the UK. See notes of Tables 4a-c for further details. Notes: Life satisfaction is on a 0-10 scale for Germany, and on a 1-7 scale for the UK. Asterisks denote statistical significance lower than or equal to the * 10 percent, ** 5 percent, and *** 1 percent level. The standard errors in parentheses are adjusted for regional clustering. Instead of GDP per capita, GVA per capita is used for the UK data. GDP per capita, GVA per capita and household income are used in real terms. See notes of Table 2 for further details.
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