Recently, learned image compression methods have been actively studied. Among them, entropy-minimization based approaches have achieved superior results compared to conventional image codecs such as BPG and JPEG2000. However, the quality enhancement and rate-minimization are conflictively coupled in the process of image compression. That is, maintaining high image quality entails less compression and vice versa. However, by jointly training separate quality enhancement in conjunction with image compression, the coding efficiency can be improved. In this paper, we propose a novel hybrid architecture of jointly learning conflictively coupled image compression and quality enhancement, called JointIQ-Net, as well as entropy model improvement, thus achieving significantly improved coding efficiency against the previous methods. Our proposed JointIQ-Net combines an image compression sub-net and an image quality enhancement sub-net in a cascade, both of which are end-to-end trained in a combined manner within the JointIQ-Net. Also the JointIQ-Net benefits from improved entropy-minimization that newly adopts a Gussian Mixture Model (GMM) and further exploits global context to estimate the probabilities of latent representations. In order to show the effectiveness of our proposed JointIQ-Net, extensive experiments have been performed, and showed that the JointIQ-Net achieves a remarkable performance improvement in coding efficiency in terms of both PSNR and MS-SSIM, compared to the previous learned image compression methods and the conventional codecs such as VTM 7.1 (intra), BPG, and JPEG2000. To the best of our knowledge, this is the first end-to-end optimized image compression method that outperforms VTM 7.1 (intra), the latest reference software of the VVC standard, in terms of the PSNR and MS-SSIM.
Introduction
Recently, significant progress in artificial neural networks has led to many groundbreaking achievements in various research fields. In image and video compression domain, a number of learning based studies [4, 5, 10, 15-18, 21, 22] have been conducted. Especially, some latest endto-end optimized image compression approaches [15, 17] based on entropy minimization have already shown better compression performance than those of the existing image compression codecs such as BPG [6] and JPEG2000 [20] , despite a short history of the field. The basic approach to entropy minimization is to train analysis (encoder) / synthesis (decoder) transform networks allowing them to reduce entropy of transformed latent representations, keeping the quality of reconstructed images as close as possible to the originals. Entropy minimization approaches can be viewed from two different aspects: prior probability modeling and context exploitation. Prior probability modeling is a main element of entropy minimization and allows an entropy model to approximate the actual entropy of latent representations, which plays a key role for both training and actual arithmetic coding/decoding. For each transformed representation, an image compression method estimates the parameters of the prior probability model, based on contexts such as previously decoded neighbor representations or some bit-allocated side informations. A better context can be regarded as the information given to the model parameter estimator, which help predict the distributions of latent representations more precisely.
The latest two entropy minimization approaches [15, 17] achieved noticeable compression performance, but their methods focused on building new entropy models with context exploitation in an autoregressive manner, rather than utilizing the up-to-date architectural techniques. Meanwhile, in the field of quality enhancement, a number of studies have been continuously conducted in an architec- Figure 1 : Comparison of sample reconstruction images including the ground truth, our method, Lee et al. [15] 's approach, [5] 's approach, BPG [6] , and VTM 7.1 (intra) [1] . tural perspective and have shown superior results compared to the traditional methods, as described in Section 2. However, there has been few work on jointly taking into account both image quality enhancement and image compression in a unified architecture, although worthwhile to restore the compressed images with coding artifacts as close as possible to the quality of uncompressed input. Therefore, in this paper, we propose a novel hybrid architecture th/at incorporates quality enhancement and image compression so as to allow them to collaborate each other for higher coding efficiency. However, we do not propose any specific image quality enhancement network to be incorporated into our new image compression network. Instead, an state-of-theart (SOTA) method is adopted, so that any advanced method can be combined with our image compression network in the proposed unified joint learning architecture.
In addition, we present a novel image compression network that incorporates an improved entropy minimization method with GMM-based prior probability modeling and global context exploitation. In terms of prior probability modeling, we adopt a more generalized form with a GMM. The GMM was simply mentioned but was not used in Minnen et al. [17] 's approach where a single Gaussian model was used in their formulation and experiments. In our prior probability modeling, the sub-network for estimating the model parameters of GMM is trained in the course of jointly learning image compression and quality enhancement, yielding the improved estimation accuracy for them.
From the contextual point of view, we define a new type of global context for entropy minimization in an autoregressive manner. The autoregressive approaches [15, 17] estimate the distribution of a current latent representation using its adjacent known representations, thus leading to improve the compression performance by removing the correlations between the current latent representation and its neighbors. Although their methods effectively remove the spatial and inter-channel correlations among the transformed representations, our global context exploitation further improves the coding efficiency by removing the remaining spatial correlations across a wider area of each input image, motivated by the known wisdom [8, 14] that self-similarity exists in the natural images. Fig. 1 compares the reconstructed sample images of our final model and those of the existing methods [5, 6, 15, 20] . When the compression ratios are set to similar levels, our method yields the reconstructed images of higher quality in both quantitative measures (PSNR) and qualitative viewing.
The key contributions of our work are as follows:
• We first propose a novel hybrid architecture, called JointIQ-Net, that can jointly optimize both image compression and image quality enhancement in a unified manner;
• We propose an improved entropy-minimization method that uses a GMM for prior probability modeling, whose parameters are accurately estimated by the improved estimator trained in the joint optimization of image compression and quality enhancement, yielding the improved coding efficiency;
• To further improve the entropy-minimization method, we utilize global context in estimation of the GMM parameters, which captures a wider context information and helps reduce the spatial correlations between a current latent representation and its neighbors in a non-local extent;
• To the best of our knowledge, the JointIQ-Net is the first end-to-end optimized image compression approach that outperforms the VTM intra coding [1] , the best tool-based image compression approach at the moment, in terms of both PSNR and MS-SSIM, and also produces a significant improvement over BPG, JPEG2000, and the learned SOTA image compression approaches.
Related work
Artificial-neural-network (ANN) based image compression approaches can be divided into two folds: First, some approaches [10, 22] try to achieve a small number (or ratio) of latent representations while maintaining the original information as much as possible in latent spaces. Based on this concept, Toderici et al. [22] introduced a novel image compression method using a fixed number of latent binary representations, which improve the image quality in an progressive manner. Then Johnston et al. [10] enhanced the network operation method of Toderici et al. 's network to achieve better coding efficiency; Second, some other approaches [2, 4, 5, 15, 17, 21] minimize the entropy of the latent representations, which transforms them to have low entropy to be represented in a small number of bits by using their own entropy models. Ballé et al. (2017) [4] and Theis et al. [21] introduced a new image compression method based on entropy minimization. [5] enhanced the entropy model by adopting a hierarchical prior model for estimating standard deviations of the latent representations in an input-adaptive manner, whereas the first two approaches [4, 21] train their image compression networks with their prior model parameters fixed during inference. Minnen et al. [17] and Lee et al. [15] utilize adjacent regions of known latent representations as additional contexts for the parameter estimation of prior models, based on the idea that entropy-coding and decoding process can be conducted in an autoregressive manner (e.g. a raster scanning order) and spatially adjacent representations tend to have high correlations. Both approaches enhanced the compression performance and obtained better results than BPG [6] that is the image compression codec based on HEVC (ISO/IEC 23008-2, ITU-T H.265) [9] . Meanwhile, ANN-based image restoration, such as super resolution (SR) and denoising, has become an indispensable method by far surpassing handcrafted algorithms. Kim et al. [12] 's approach, first introduced a deep network architecture based on residual learning for SR, named VDSR, and obtained substantial boost in SR performance. Zhang et al. [24] 's approach has achieved further improvement by exploiting residual dense blocks (RDBs), each of which comprises densely connected convolutional layers and a local skip connection. Kim et al. [11] 's approach, grouped residual dense network (GRDN), has extended the previous work by grouping multiple RDBs, named grouped residual dense blocks (GRDBs), and arranged the multiple GRDBs in the network. Furthermore, they incorporate a more deeper architecture that allows the convolutional layers to process down-scaled representations, and also adopt spatial and channel-wise attention layers. Based on this enhanced architecture, they has obtained the state-of-the-art performance in the image denoising task. Recently, Cho et al. [7] 's approach has utilized GRDN [11] for reducing artifacts caused by a new image codec, which is the intra coding of Versatile Video Coding (VVC) [3] , under standardization, and they have achieved a noticeable quality improvement. However, GRDN in Cho et al. [7] 's approach has been separately optimized against the image codec.
3. Proposed network architecture 3.1. Hybrid Architecture for image compression and quality enhancement Fig. 2 shows our hybrid architecture, JointIQ-Net, of image compression and quality enhancement in cascade. As mentioned, in this paper, we propose a novel image compression network but adopt an existing image quality enhancement network for the JointIQ-Net. Consequently, the proposed architecture provides high flexibility and extensibility. In particular, our method can easily accommodate fu- ture's advanced image quality enhancement networks, and it also allows various combinations of image compression and quality enhancement methods. That is, separately developed image compression networks and quality enhancement networks can easily be combined and can jointly be optimized in a unified architecture by minimizing the following total loss:
where I is an image compression with input x, and Q is a quality enhancement function with inputx = I(x) which is an intermediate reconstruction output of I. R, D, and λ represent the rate, distortion, and a balancing parameter, respectively. In contrast to the previous methods [4, 5, 15, 17, 21] that train the image compression networks, I, to reconstruct the output images with as small distortion as possible, we regard the outputs of I in Eq. (1) as an intermediate latent representation,x, which is fed into the quality enhancement sub-network Q. So, the distortion D is measured between the input x and the final output x = Q(x) reconstructed by Q. Consequently, our architecture allows two sub-networks to be jointly optimized towards minimizing the total loss Eq. (1). Note thatx is best represented in a sense that Q outputs the final reconstruction with high fidelity.
To verify the effectiveness of our hybrid architecture, we combine a reference image compression method with various quality improvement methods in cascade connections. Lee et al. [15] 's approach is used as the reference image compression method which is then combined with each of VDSR [12] , RDN [24] and GRDN [11] as image quality improvement methods. For fair comparisons, the numbers of parameters and layers for the quality enhancement networks are adjusted to have similar computation complexities. Ex-perimental results in Fig. 3 show that the joint optimization significantly improves the compression performance compared to the reference image compression method. Especially, the joint optimization with GRDN [11] yields the highest compression performance for the four combinations of cascade connections. This seems to be owing to the structural advantage of GRDN [11] that allows to have fourtimes deeper layers at a similar level of the computational cost by placing the convolutional layers in the down-scaled domain with a factor of 2. Based on the experimental results, we adopt GRDN [11] as the image quality enhancement network Q in Fig. 2 .
Proposed image compression network
The overall network architecture of JointIQ-Net is illustrated in Fig. 4 . As mentioned in section 3.1, our image compression network is connected with GRDN, adopted as an image quality enhancement sub-net, in a cascade. The image compression network of the proposed JointIQ-Net is based on the existing approach [15] . Therefore, we basically use the same rate-distortion optimization framework and transform functions. The JointIQ-Net transforms input x into latent representations y, and y is then quantized intoŷ. In addition, we also use the hyperpriorẑ, proposed in Ballé et al. (2018) [5] 's approach, which further captures spatial correlations ofŷ. Accordingly, we use four fundamental transform functions: an analysis transform g a (x; φ g ), a synthesis transform g s (ŷ; θ g ), an analysis transform h a (ŷ; φ h ), and a synthesis transform h s (ẑ; θ h ), as in the previous methods [5, 15] . The optimization process ensures the JointIQ-Net to yield the entropy ofŷ andẑ as low as possible and also to yield x , reconstructed from y, as close to the original visual quality as possible. To allow this rate-distortion optimization, along with the distortion between the input x and output x , the rate is calculated based on the prior probability models forŷ andẑ. For z, we use a simple zero-mean Gaussian model convolved with U − 1 2 , 1 2 , whose standard deviation values are found from training, whereas the parameters of the prior probability model forŷ are estimated by the model parameter estimator f in an autoregressive manner as in the previous method [15] .
The model parameter estimator f in the previous method utilizes the two types of contexts, c i reconstructed from the hyperpriorẑ and c i extracted from the adjacent known representations ofŷ. In addition, we let f additionally utilize a global context, denoted as c i , for estimating the model parameters more precisely as described in Section 4.3. The functions to extract the three types of contexts are denoted as E , E , and E , respectively. With the three given contexts, f estimates the parameters of GMM (convolved with U − 1 2 , 1 2 ), adopted as a prior probability model forŷ in our method, as described in Section 4.1. This parameter , , . 
Improved entropy models and parameter estimation for entropy-minimization
The previous entropy-minimization methods et al. [15, 17] utilize local contexts to estimate the prior model parameters for eachŷ i . For this, they utilize the neighbor latent representations of a current representation,ŷ i , for estimating µ i and σ i of a single Gaussian prior model (convolved with a uniform function) forŷ i . These approaches have two limitations: (i) A single Gaussian model has a limited capability to model various distributions of latent representations. In this paper, we use a Gaussian mixture model GMM; (ii) Extracting the context information from neighbor latent representations is limited when their correlations widespreadly exist over the entire spatial domains.
Gaussian mixture model (GMM) for prior distributions
The existing autoregressive methods [15, 17] use the single Gaussian distribution to model the distribution of eachŷ i . Although their transform networks can produce the latent representations that follow single Gaussian distributions, such a single Gaussian modeling is limited in predicting the actual distributions of latent representations, thus leading to sub-optimal performance. Instead, we use a more generalized form, GMM, of a prior probability model.
Formulation for Entropy Models
We basically use the same R-D optimization framework as the existing approaches [15, 17] . The objective function includes the rate and distortion terms, as shown in Eq. 2, and the parameter λ is used to adjust the balance between the rate and distortion in the optimization process:
The rate term is composed of the cross-entropy forz and y|ẑ. To deal with the discontinuities due to quantization, as in the previous methods [5, 15, 17] , a density function convolved with a uniform function U − 1 2 , 1 2 is used for approximating probability mass function (PMF) ofŷ. Correspondingly, for training, the noisy representationsỹ and z following uniform distributions whose mean values are y and z, respectively, are used to fit the actual sample distributions to the PMF-approximating functions. To model the distributions ofz, as in Lee et al. [15] 's approach, we simply use zero-mean Gaussian density functions (convolved with a uniform density function), whose standard deviation variables are optimized via training. Whereas, we extend the entropy model forỹ|ẑ based on a GMM as:
where G is the number of Gaussian distribution functions.
The distribution estimator f predicts 3 × G parameters so that each of the G Gaussian distributions has its own weight, mean, and standard deviation parameters, denoted as π i,g , µ i,g , and σ i,g , respectively. The mean squared error (MSE) is basically used as the distortion term for optimization in Eq. 2, and we additionally provide experimental results of the MS-SSIM [23] optimized models.
Global context for model parameter estimation
In order to better extract context information for the current latent representation y i , we can use a global context by aggregating all possible contexts from the whole area of known representations to estimate the prior model parameters. For this, we define the global context as information aggregated from both local and non-local context regions, where the local context region is within the fixed distance from the current representation y i , and the non-local region is the whole causal area outside the local context region. Fig. 5 shows the local and non-local context regions with trainable variables ψ (i) to capture the global context c i for known representations. To capture the correlations across the different channels ofŷ as well, we obtain the global context c i fromẏ, which is a linearly transformed version 
where i = [i c , i h , i v ] is a 3-d spatio-channel-wise position index indicating a current position (i h , i v ) in the i c -th channel. w (i) k,l is a weight variable for the relative coordinates (k, l) based on the current location (i h , i v ), andẏ (i) i h -k,iv-l is a representation ofẏ (i) at location (i h -k, i v -l), within the global context region S.ẏ (i) is the two-dimensional representaions within i c -th channel ofẏ. Here, the key issue is to find an optimal set of the weight variables for the global context information at every location i where the samples are the known (processed or decoded) representations within the global region. The optimal set of weight variables is estimated based on a 2-dimensional extension to the 1-dimensional global context extraction scheme of Shaw et al. [19] 's approach. Fig. 5 shows the global context region that consists of the local context region of a fixed size and the non-local context region of a variable size for a current latent representation y i . In the global context extraction, the non-local context region becomes enlarged as the local context window that defines the local context area slides over a feature map, thus increasing the number of weight variables. In order to limit the number of the weight variables, the most left (upper) weight variables of the local context area are shared with the weight variables of the nonlocal area in each horizontal (vertical) direction, as shown in Fig. 5 . As a result, the weight variables for the weighted mean and standard deviation in Eq. 4 and Eq. 5 are calculated over the global region. Note that the weight variables in w (i) are the normalized weights that are elementwise multiplied to the the element values ofẏ (i) for the weighted mean in Eq. 4 and to the difference squares of (ẏ
For this, we first define a set of trainable variables ψ (i) as the corresponding weight variables before normalization, which is found from training. Then w is calculated by normalizing a set of ψ (i) variables, a (i) , via softmax as follows:
where a (i) = ψ (i) clip(k,K),clip(l,K) |k, l ∈ S and clip(x, K) = max(−K, min(K, x)). Note that ψ
within the same channel (over the same spatial feature space). w (i) is the normalization of a (i) from the softmax operation where a (i) is the set of ψ (i) k,l for the global context region S. Fig. 6 visualizes the trained ψ (i) examples for several channels of latent representations. Fig. 6-(a) shows the case that the context of the channel is dependent of the neighbor representations just next to the current latent representation while Fig. 6-(d) shows the case that the context of the channel is dependent of the widely spread neighbor representations.
Implementation
In our implementation, we set N and M differently according to λ values. For the low-bpp model, we set both N and M to 128, whereas we set them to 256 and 600, respectively, for the high-bpp model. The detailed information about the configurations of λ and corresponding N and M values are described in the supplementary material. We set G, the number of Gaussian distributions for each prior distribution, to 3. Therefore, the model parameter estimator f outputs 9 × M values forŷ i representations of M channels. For obtaining the global contexts, we set K to 7, and we utilize the global contexts only when the number of representations in the global context region is 30 or more, in order to maintain statistical significance of the global contexts. For less than 30 representations, we set the global contexts to all zeros. For GRDN, we set the number of RDBs in each GRDB, the number of convolutional layers in each RDB, and the number of kernels used by each convolutional layer to 4, 8, and 64, respectively. The further implementation details and training conditions are described in the supplementary material. [5, 15, 17] to better distinguish the performance differences.
Experiments

Experimental environments
To verify the performance of the proposed method, we measured the average bits per pixel (BPP) and quality of the reconstructed images over the Kodak PhotoCD image dataset [13] . The PSNR and MS-SSIM metrics are used to measure the quantitative qualities. For each quality metric, eight models were trained with different λ values, and we evaluated them by comparing the resulting R-D curve with those of the existing ANN-based approaches, such as Lee et al. [15] , [5] , and Theis et al. [21] , and the conventional codecs, such as VTM 7.1 (intra) [1] , BPG [6] , and JPEG2000 [20] . Minnen et al. [17] 's method is also one of the representative ANN-based compression approaches, but was excluded for comparison because their method showed very similar performance to that of Lee et al. [15] 's approach. We compared the results in the range 
Experimental results
We compared the compression performance of our method with those of the other existing approaches using the rate-distortion curves, in terms of PSNR and MS-SSIM. As demonstrated in Fig. 7, our [5] 's method, BPG [6] and JPEG2000 [20] , respectively. In the supplementary material, we provide the examples of reconstructed images with those of the other methods.
Ablation study
In order to verify the effectiveness of each proposed element, we conducted the ablation study as follows: We excluded each proposed element from the full model, and trained the models in the same way as in the experiments of Section 6. We compared the test results of each model with those of the full model. Four different models were evaluated and their excluded components are GRDN [11] , global context (GC), model parameter refinement module (MPRM), and Gaussian mixture model (GMM), respectively. All the GRDN sub-networks used in the ablation study were the lightweight versions, for which we set the number of RDBs in each GRDB, the number of convolutional layers in each RDB, and the number of kernels used by each convolutional layer to 3, 3, and 32, respectively. Note that, the global context is also excluded when excluding MPRM because the global context is processed by the MPRM in our full model. In addition, as a baseline, the Model BD-rate loss (%) without GRDN 8.61 without GC 0.92 without GC/MPRM 3.71 without GMM 2.76 Table 1 : BD-rate losses of the element-excluded models compared with the final model. compression performance of Lee et al. [15] 's method is also included in the comparison. Fig. 8 shows the PSNR performances for various versions of our model used in the ablation study. As shown in Fig. 8 , when GRDN [11] is excluded, significant performance degradation occurs. This indicates that the proposed hybrid architecture can play an important role in improving compression performance. The global context also improves performance, but the amount of PSNR performance improvement is relatively low. When both MPRM and global context are excluded, the performance degradation becomes more noticeable. The results also show that MPRM has a greater impact in a higher bpp range. Whereas, when we use a single Gaussian model instead of a GMM, a similar level of performance degradation occurs over the entire bpp range. Table 1 compares the quantitative results between the final model and each of the element-excluded models in terms of BD-rate loss.
Conclusion
In this paper, we proposed a new image compression method, called JointIQ-Net, that outperforms VTM 7.1 (intra), BPG, JPEG2000, and the state-of-the-art ANN-based image compression approaches. For improving the coding efficiency of the JointIQ-Net, we have built a new hybrid architecture that incorporates both image compression and image quality enhancement, allowing them to be jointly optimized in a unified manner. From the perspective of image compression, we have improved the entropy model by adopting GMM as a more generalized prior probability model for the transformed representations. In addition, we have enhanced the capability of the model parameter estimation by utilizing the global contexts that can reduce the remaining correlations over the global regions of the transformed representations. From the experiments over our full model trained in an end-to-end manner, we showed that our JointIQ-Net outperforms VTM 7.1 (intra) in terms of the PSNR and MS-SSIM, and also significantly improves the coding efficiency compared to the other previous methods.
