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Abstract—In this paper, a multiple access (MA) technique
is proposed for chaos-based communication systems, in which
chaotic reference signals are transmitted followed by the infor-
mation-bearing signals. Chaotic reference signals modulated by a
binary training sequence are sent periodically. The same chaotic
signals are then modulated by the binary data and transmitted. To
achieve MA, different chaotic signals and training sequences are
assigned to different users. Two types of receivers are proposed.
For the first one, an adaptive filter is employed which aims to
reduce the inter-user interference. For the second receiver type,
a simple inverse-and-average method is used in an attempt to re-
cover the chaotic reference signal, which is then used to correlate
with the information-bearing signals for determining the received
symbols. The performance bounds of these two schemes are also
derived. Finally, the bit error rates of the proposed system are
simulated and compared.
Index Terms—Adaptive filter, bit error rates (BERs), chaos com-
munications, multiple access (MA), noncoherent detection, Walsh
codes.
I. INTRODUCTION
D IGITAL communications based on chaotic circuits werefirst proposed more than a decade ago [1], [2]. Since
then, various modulation and demodulation schemes have been
suggested and studied [3]–[8]. Compared with conventional
communication schemes, chaos-based communication systems
offer potential advantages such as ease of generation of broad-
band signal and high security. Recently, researchers have also
begun looking into the MA capability of chaos-based commu-
nication systems which are inherently broadband. At the code
level, spreading codes based on chaos have been applied to
conventional direct-sequence code-division MA (DS-CDMA)
systems [9]–[11]. Results show that using periodic quantized
chaotic sequences as the spreading sequences can reduce the
inter-user interference in an asynchronous DS-CDMA commu-
nication system. As a consequence, the capacity of the system
can be enhanced. At the signal level, coherent and noncoherent
MA systems have been proposed and analyzed [12]–[17]. In
the coherent systems, exact replicas of the unmodulated chaotic
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carriers are assumed to be available at the receiver whereas no
such requirement is needed for noncoherent systems.
Among the coherent MA chaos-based communication sys-
tems that have been proposed, the MA chaotic frequency mod-
ulation (CFM) and the MA chaos-shift-keying (CSK), respec-
tively, extend the work of a single-user CFM system [4] and
a single-user CSK system [3]. In the multiuser CFM environ-
ment [14], a base station will transmit a reference signal with
chaotically varying frequency. Having received this reference
signal, all mobile users in the system must first synchronize their
own chaotic oscillators to it. Afterwards, each user can apply
its own transformation to the synchronized chaotic waveform
to generate its unique information-carrying CFM signal. To en-
sure that the reference CFM signal is free from interference, it is
also required that the band in which the mobile units are trans-
mitting the CFM signals is separated from the band used for
“synchronization.” In the coherent MA-CSK system [16], each
transmitter generates two chaotic signals, one used to represent
the binary symbol “ 1” and the other one for symbol “ 1.”
At the receiver, the synchronized versions of the chaotic signals
are assumed to be available and they correlate with the incoming
signal. The symbol corresponding to the larger correlator output
will then be decoded. Analytical techniques to studying the bit
error performance of the MA-CSK system have also been de-
rived [16]. Unfortunately, at the time of writing, robust chaos
synchronization techniques for the practical noise levels con-
cerned are still lacking, the study of coherent detection schemes
remains only of academic interest and the performances of co-
herent systems are used mainly as benchmark indicators.
Noncoherent systems, which do not require the reproduction
of the chaotic carriers at the receiving end, are more practical
and improvements are still being made continually [5]–[7], [17].
In the single-user differential CSK (DCSK) system, each bit du-
ration is divided into two equal slots. In the first slot, a reference
chaotic signal is sent. Dependent upon the symbol being sent,
the reference signal is either repeated or multiplied by the factor
“ 1” and transmitted in the second slot. The extension of the
DCSK scheme to a multiuser environment was first introduced
by Kolumbán et al. [12]. For example, in a two-user environ-
ment, each bit period is divided into four time slots. For the
first user, the reference signal is divided into two parts which
are sent in the first and third time slots. Similarly, the infor-
mation-bearing signal is also divided into two parts which are
sent in the second and fourth time slots. To minimize the in-
terference between the transmitted signals, the order of trans-
mission is changed for the second user. The reference signal is
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sent in the first two slots while the information-bearing signal is
transmitted in the third and fourth slots. By correlating different
time slots of the incoming signal, different user can extract its
own information with minimal interference from other users.
Based on this MA-DCSK system, several enhancements have
been made. For example, Jáko et al. replaced the chaotic signal
with the CFM signal [13] and eliminated the autocorrelation es-
timation problem [17]. Lau et al. lowered the requirements on
the switching circuits in the transmitter and the receiver by re-
arranging the the reference and information-bearing time slots
of the users [15]. Also, by permutating the reference and infor-
mation-bearing chaotic samples within each time slot, the simi-
larity between the reference and information-bearing signals is
removed, and data security is therefore enhanced [18].
Due to the small but finite interference between users, the per-
formance of the MA DCSK and FM-DCSK systems degrades
with the number of users. To eliminate the inter-user interfer-
ence completely, Kolumbán et al. proposed the introduction of
Walsh codes into the MA FM-DCSK system [17]. In their pro-
posed scheme, two basis functions are used to represent the bi-
nary symbols for each user. Each bit duration is first divided into
a number of time slots. To construct a pair of basis functions for
each user, two Walsh codes are multiplied with a chaotic FM
signal repeatedly. At a particular receiver, the chaotic FM signal
in each time slot will multiply with the corresponding element
in the Walsh code. Then, an averaging process is performed at
the receiver to estimate the chaotic FM signal being sent. This
is done for each of the two Walsh codes assigned to each user.
Finally, each of the two estimated chaotic FM signals correlates
with the received signal, and the symbol corresponding to the
large correlator output will be decoded. If all the transmitted
signals are synchronized at the bit level, the inter-user interfer-
ence can be eliminated because of the orthogonal Walsh func-
tions, and the performance is limited by the noise level only.
To ensure the orthogonality between the basis functions of the
users, longer Walsh codes may be required when the number of
users increases. For example, in an -user system, a total of
basis functions are needed. Hence, each symbol period should
be divided into time slots where is a positive integer and
. Note that the number of time slots equals be-
cause this is the length of the Walsh codes. Compared with the
single-user FM-DCSK scheme, a larger number of time slots
and hence chaotic signals are now sent for each symbol. As a
consequence, the bit rate will be lowered.
In this paper, a noncoherent MA scheme is proposed for
chaos-based digital communication systems utilizing trans-
mitted reference. In the proposed scheme, each user transmits
reference chaotic signals, modulated by a training sequence,
to the receiver periodically. Afterwards, the same reference
signals are modulated by the data sequence to form the infor-
mation-bearing signals. Also, users are differentiated by their
reference chaotic signals and distinct training sequences. Two
detection methods are studied. In the first method, an adaptive
filter is employed. Based on the incoming training signals
and the user’s pre-assigned training sequence, the parameters
of the adaptive filter are adjusted with an aim to minimizing
the interference between users. After the training process has
been completed, the adaptive filter is used to demodulate the
Fig. 1. MA chaos-based communication system under an additive white
Gaussian noise environment.
Fig. 2. Transmitter structure of the proposed MA chaos-based communication
system.
information-bearing signals. In the second detection method,
we first attempt to recover the reference chaotic signal. The
incoming training signals in the time slots are multiplied by the
user’s pre-assigned training sequence. An averaging process
is then performed to estimate the reference signal, which is
used to correlate with the information-bearing signals for de-
termining the received symbols. In a noiseless condition, clean
reference chaotic signals can be recovered. In both detection
schemes, each bit duration is divided into two time slots only.
For simplicity, we only study the amplitude-modulated version
of the system and compare the results with an earlier version
of MA-DCSK system. However, the working principles of the
transceivers can be easily adopted by chaotic FM signals. The
only extra requirement would be to evaluate complex trans-
mitted signals, complex tap coefficients, etc., at the transceivers
instead of real ones.
The organization of the paper is as follows. We begin with
the descriptions of the transmitter structure and the transmitted
signal in Section II. In Section III, two receiver structures will be
presented. The working principles of each receiver will be ex-
plained, together with a discussion on the performance bounds.
Finally, we present the simulations results in Section IV.
II. TRANSMITTER STRUCTURE OF NONCOHERENT MA
CHAOS-BASED COMMUNICATION SYSTEM
Shown in Fig. 1 is an MA chaos-based communication
system under a noisy environment. Here, we make use of the
discrete-time baseband equivalent models of the transmitter
and receiver to describe the proposed MA scheme [5], [8], [19].
Fig. 2 shows the transmitter structure of the th user. The trans-
mitter consists of a chaos generator, a number of delay blocks,
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Fig. 3. Transmitted frame structure of the ith user.
a switch and a multiplier. The transmitted signal is organized
into frames which are further sub-divided into a number of
time slots, as shown in Fig. 3. The first slots are used to
send the reference chaotic samples for training, while the infor-
mation-bearing chaotic samples are sent in the remaining
slots. Without loss of generality, we consider the transmitted
signal for a single frame period. At the output of the chaos
generator, the chaotic signal is first biased before transmission
such that its mean value is zero. This avoids transmission of the
dc component which carries no useful information but increases
transmission power. Suppose chaotic samples are sent within
one slot. For each frame, the same chaotic samples will be
used in each slot. We denote the chaotic samples used by the
th user within this frame by . For
algebraic brevity, we also define a chaotic-sample vector as
(1)
where represents the matrix transposition.
Moreover, the chaotic-sample vector will be modulated by
the training bits or the data bits before transmission. For the th
time slot, the sample vector sent by the th user, denoted by ,
is given by
(2)
where equals “ 1” or “ 1.” When , rep-
resents the training bit, and when ,
denotes the information bit. In other words, if the training/data
bit is “ 1,” the transmitted samples are the same as the chaotic
samples. If the training/data bit equals “ 1,” the sign of the
chaotic samples will be inverted and then transmitted. A typ-
ical frame structure for the th user is shown in Fig. 3.
Consider the -user system shown in Fig. 1. We assume
that the frame sizes of all users are identical and the frames
transmitted for all users are synchronized. Also, the number
of slots per frame and the number of chaotic samples trans-
mitted per slot are identical for all users. We further assume that
such that on the average, two slots are required
to send one data bit. Thus the average number of chaotic samples
transmitted per bit (spreading factor) equals . Assuming that
all transmitters are switched on, the overall transmitted sample
vector of the system, denoted by , is obtained by summing
the outputs from all users, i.e.,
(3)
III. RECEIVER STRUCTURES OF NONCOHERENT MA
CHAOS-BASED COMMUNICATION SYSTEM
We make the usual assumption that the channel is additive
white Gaussian. Thus, during the th time slot, the received
sample vector, , is
(4)
where
(5)
and represents the th noise sample, the mean and variance
(power-spectral density) of which are zero and , respec-
tively. The first received sample vectors, i.e.,
, are the training signals. Based on these training
signals, the receiver needs to update its internal parameters be-
fore decoding the information-bearing vectors that follow. Two
receiver structures will be investigated. The first one is based on
an adaptive transversal filter (ATF) while the second one esti-
mates the chaotic-sample vector from the training signals.
A. Adaptive Transversal Filter
1) Receiver Structure: Fig. 4 shows the structure of an ATF,
which makes use of the first received sample vectors for
updating the tap weights. The tap weights are set to zero for
all users at the beginning of each training process. During the
training period, the estimated training bit corresponding to the
th slot of the th user, denoted by , is first computed using
(6)
where
(7)
is a vector containing the tap weights of the adaptive filter after
the th iteration (time slot). Then, the es-
timated training bit is compared with the desired symbol .
Based on the error between the desired symbol and the esti-
mated symbol, i.e., , the tap weights in each
receiver are updated at the end of each time slot using the nor-
malized least-mean-square (LMS) algorithm. The whole itera-
tive process is summarized in the following steps [20]:
(8)
(9)
(10)
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Fig. 4. Receiver based on an adaptive transversal filter.
where is the Euclidean norm of the input vector de-
fined as
(11)
At the end of the training period, i.e., after iterations, we
will obtain the tap-weight vector which can then be used
to estimate the data symbols embedded in the remaining time
slots of the frame. The decoded data symbol, i.e., ,
, is then determined according to the
following rule:
if
if .
(12)
In other words, for the remaining time slots of each frame, if
the estimated data symbol is larger than zero, then, “ 1” is
detected. Otherwise, “ 1” is decoded.
2) Theoretical Performance Bound: Assume that the
channel is noiseless during the training period. When the
training period is long enough, the error between the desired
data and the estimated data will approach zero for all users.
Hence, we assume that the error equals zero for all ,
where is a sufficiently large integer. In other words,
(13)
Based on (10), it can be further deduced that for all
(14)
for all . Moreover, substituting (13) and (14)
into (9), and making use of (1)to (4), we obtain
(15)
where denotes the Kronecker’s delta defined as
when
when . (16)
The equality in (15) shows that the correlation between the
chaotic-sample vector of the th user and the tap-weight vector
of the th transversal filter (receiver) equals zero and unity,
respectively, for and . That is to say, after the
training process has been completed, the inter-user interference
can be eliminated totally using the transversal filter, while
the required signal can still be recognized and produces unity
output at the transversal filter. Therefore, under such conditions,
the cross-correlation estimation problem can also be minimized
[17].
When the transversal filter is used to decode the information-
bearing chaotic signal, which is now assumed to be corrupted
by noise, the system behaves like a coherent single-user an-
tipodal CSK system because the inter-user interference has been
removed under a noiseless condition. The bit error rate (BER)
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Fig. 5. Structure of the IA receiver.
of the aforementioned coherent CSK system is approximated
by that of the conventional coherent binary phase-shift-keying
(BPSK) communication scheme [21], and is given by
(17)
where denotes the energy of each bit in the demodulation
process and erfc(.) is the complementary error function [19]. In
the proposed noncoherent system under study, we assume that
the number of training time slots and the number of informa-
tion-bearing time slots are the same within each frame. As a
consequence, if we denote the average bit energy of the th user
by , which equals
(18)
where
(19)
denotes the average transmission power of the th user and E[.]
represents the expectation operator, then will be twice as
the bit energy spent in the demodulation process, i.e.,
(20)
Substituting (20) into (17), the performance bound of the pro-
posed receiver for the th user, denoted by , equals
(21)
In practice, the BER performance is expected to be worse than
that given in (21) because the tap-weight vector cannot be es-
timated perfectly under the influence of noise and with a finite
length of training sequence.
3) Choice of Training Sequences: In the proposed modula-
tion scheme, the chaotic samples used to carry the data vary once
every frame. At the beginning of each frame, the tap weights of
the adaptive filter need to be reset and then updated so as to
track the next set of chaotic samples. Hence, the training period
should not be too long. To shorten the convergence time and to
avoid getting the same tap weights for more than one user at the
end of the training period, sets of orthogonal codes are assigned
to the users as the training sequences.
Suppose where is a positive integer. We can con-
struct orthogonal Walsh functions based on the Hadamard
matrix , which can be generated using the following recur-
sive procedure [19]:
for (22)
for (23)
.
.
.
for (24)
Each row in the Hadamard matrix represents a Walsh code. De-
note the th row of the Hadamard matrix by ,
. It is readily shown that the Walsh codes are
orthogonal, i.e.,
if
if . (25)
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The choice of depends on the number of users in the system.
For example, gives four orthogonal Walsh codes, and hence
up to four users can be supported.
B. Inverse-and-Average Receiver
1) Receiver Structure: The structure of the inverse-and-av-
erage (IA) receiver is shown in Fig. 5. The roles of the receiver
are to estimate the chaotic-sample vector of the required
user during the training period, and to decode the informa-
tion-bearing chaotic signal by correlating it with the estimated
sample vector. To estimate the chaotic-sample vector, the mod-
ulation due to the training bit at the transmitter is first removed
at the receiving end by multiplying the received signal in each
time slot by the corresponding training bit again. Since the
training bit equals 1, multiplying the chaotic-sample vector
of the th user twice (one at transmitter and another at re-
ceiver) by the same training bit produces no effect on the vector.
Afterwards, the resultant vectors in all the training time slots
are averaged to produce an estimation of the chaotic-sample
vector which is represented by
(26)
When the training process is finished, the chaotic signals in the
information-bearing time slots will correlate with the estimated
chaotic-sample vector. When the output of the th receiver, de-
noted by , is larger than zero, a “ 1” is decoded. Otherwise,
a “ 1” will be detected.
2) Theoretical Performance Bound: Using the same no-
tations defined in Section II, for the th user, the recovered
chaotic-sample vector is given by
(27)
In (27), the first term is the required chaotic-sample vector.
Both the second and third terms are unwanted signals and
should be removed. The third term, being derived from the
noise, cannot be eliminated. The second term, however, is
introduced by the transmitted signals of other users and can
be removed by assigning appropriate training sequences to the
users. Re-arranging the summation signs in the second term in
(27), we have
(28)
From (28), it can be observed that the effect of other users
can be removed by assigning training sequences
such that
(29)
for . This can be easily accomplished by assigning Walsh
codes as the training sequences, as in Section III-A-3. With such
an arrangement, the estimated chaotic-sample vector becomes
(30)
The estimated chaotic-sample vector will then correlate
with the chaotic signals transmitted in the information-bearing
time slots. Denote the input to the detector by for the th
time slot of the th user. Then,
(31)
The received symbol, denoted by , is decoded according to
the following rule:
if
if .
(32)
To estimate the performance bound, we further assume that
the number of reference time slots is large enough such that
the term due to noise can be ignored in (30). Therefore, (30) is
simplified to
(33)
implying that a clean chaotic-sample vector can be recovered at
the receiver. Under such circumstances, during the decoding of
the information-bearing time slots, the communication system
is equivalent to a multi-user antipodal coherent CSK system.
Therefore, the performance of the IA receiver is bounded by that
of the multi-user antipodal coherent CSK system, which will be
found by computer simulations in the following section.
Comparing the complexity of the two proposed receivers in
this section, it can be seen that the receiver based on an ATF
has a slightly more complicated structure (mainly because of
the LMS algorithm) over the IA receiver.
IV. RESULTS AND DISCUSSION
In our simulations, all users use the same map, each with a
different initial condition, to generate the chaotic samples. The
form of the map is given by
(34)
With this map, the average transmission power of each user
is readily shown equal to 0.5 [8]. It can be substituted into (18) in
computing the performance bound equation of the ATF receiver,
as given in (21). Also, for the ATF receivers, the parameters
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Fig. 6. Correlation of x and w versus K for an ATF receiver under a
noiseless environment. Number of users=4. Spreading factor=200.
and in the LMS algorithm are set to 0.5 and , respec-
tively. The BERs of the proposed system are then simulated to
reveal the effects of varying the following parameters:
• bit-energy-to-noise-power-spectral-density ratio
which is given by ;
• length of training sequence ;
• number of users ; and
• spreading factor .
For comparison, we will show the BERs of the typical time-
delay-based multiple-access approach, such as the MA-DCSK
system proposed by Kolumbán [12] and studied by Lau et al.
[15]. The performance bounds of the ATF receiver (21) and IA
receiver (by simulations) will also be plotted as references.
First, we evaluate how the length of the training sequence
affects the training result of the ATF receiver under a noiseless
environment. Fig. 6 plots the correlation of and , i.e.,
, versus . As shown by the curves, when the
length of the training sequence increases, the correlation value
approaches unity and zero, respectively, for and
. The results verify that the ATF receiver has the capability
of recognizing the required signal and removing the inter-user
interference after the training process.
In the next set of simulations, we study a single-user system
and vary the length of the training sequence. The corresponding
BER curves are plotted in Fig. 7. For the case with , the
structure of the transmitted signal is the same as that of a single-
user DCSK system [3], the BER performance of which is also
shown in the figure for comparison. Also, the structure of the
IA receiver is the same as the noncoherent DCSK receiver when
. From the results, it can be observed that for , the
ATF receiver achieves similar BERs as the DCSK scheme (and
consequently, the IA receiver) in a single-user environment. For
, 8 and 16, the ATF and the IA receivers have similar
performance. Also, when the length of the training sequence
increases, the BERs of both types of receivers have improved
because a larger number of training signals can reduce the effect
of noise during the training process.
Fig. 7. BER versus E =N for the proposed chaos-based communication
system with one user. K = 1, 4, 8 and 16. Spreading factor is 200.
Fig. 8 plots the BERs versus for a four-user system.
The length of the training sequence is equal to 4, 8, and 16.
Spreading factors of 20, 40, 100, and 200 are employed. The
BER curve for the MA-DCSK system is also shown for com-
parison [22]. Here, we see clearly that the ATF receiver signifi-
cantly outperforms the IA receiver and the MA-DCSK scheme
in all cases. This is because the ATF receiver can effectively re-
duce the inter-user interference whereas the IA receiver and the
MA-DCSK scheme do not possess such capability. Comparing
the IA receiver and the MA-DCSK scheme, the IA receiver can
always estimate a “cleaner” reference chaotic signal used for de-
modulation. Thus, its BER performance is better than that of the
MA-DCSK scheme. In Figs. 8(a) and (b), it can also be observed
that when the noise power is reduced to a very low level (say,
over 16 dB), the BERs do not improve very much. This
is because the BER performance is now limited by the autocor-
relation and cross-correlation estimation problems [17]. By in-
creasing the spreading factor, the results in Figs. 8(c) and (d) in-
dicate that the estimation problems become less significant and
the BER continues to improve with lower noise level. For the
ATF receiver, it should be noted that the cross-correlation esti-
mation problem can also be alleviated by increasing the length
of training sequence because a well-trained ATF receiver can
effectively eliminate the inter-user interference.
Fig. 9 plots the BER curves versus for 2-, 4- and
8-user systems. The length of the training sequence equals 16
and the spreading factor used is 200. The corresponding curves
for the MA-DCSK system are also shown in the figures. It can
be observed that the BER increases (degrades) with the number
of users, the reason being an increase in inter-user interference.
Compared to that of the IA receiver and the MA-DCSK scheme,
the degradation of the ATF receiver is smaller because the ATF
receiver has the capability of reducing the effects of inter-user
interference effectively. Thus, the ATF receiver can achieve a
better BER compared with the IA receiver and the MA-DCSK
scheme. For a large number of users, the performance discrep-
ancy between the ATF and IA receivers is large. This is be-
cause the ATF receiver can alleviate the inter-user interference
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Fig. 8. BER versus E =N for the proposed chaos-based communication system with four users. Spreading factor is (a) 20, (b) 40, (c) 100, and (d) 200.
whereas the IA receiver aims only to recover a clean chaotic ref-
erence signal from the training signal. The MA-DCSK scheme
has the worst BER performance because both of its reference
and information-bearing signals are suffering from noise and
inter-user interference.
In Fig. 10, we plot the BERs against the spreading factor
in 2-, 4- and 8-user systems with and 16 for the ATF
receiver. For the IA receiver, the BER results are not presented
because the trends are very similar to those of the ATF receiver.
From Fig. 10, it is shown that as the spreading factor increases,
the BER improves initially, but reaches an optimal value at
a certain spreading factor beyond which performance starts
to degrade. The decrease in the BER is due to the reduced
effect of the auto-correlation and cross-correlation estimation
problems, while the increase in the BER is caused by the large
noise level.
Finally, we investigate the proposed noncoherent MA system
under a noiseless environment. In Fig. 11, the BERs of the ATF
and IA receivers are plotted against the number of users for dif-
ferent spreading factors. As expected, the BERs increase with
the number of users because of the increase in inter-user interfer-
ence. Also, the BERs reduce with the spreading factor because
the chaotic signals sent by different users can be more easily dis-
tinguished from one another when the spreading factor is larger.
Moreover, it can be observed that the ATF receiver performs
better than the IA receiver in all cases. In Fig. 12, the BERs
are plotted against the number of users for different lengths of
the training sequence. The performance of both ATF and IA re-
ceivers degrades with the number of users. For the ATF receiver,
the BER reduces as increases because a longer training se-
quence enables the ATF receiver to remove the inter-user inter-
ference more effectively. Under a noiseless condition, the per-
formance of the IA receiver is independent of because a clean
reference chaotic signal can always be recovered. Therefore,
only one curve is shown for the IA receiver. As explained ear-
lier, since the IA receiver cannot eliminate the inter-user inter-
ference, its performance is always worse than that of the ATF
receiver. V. CONCLUSION
In this paper, we have proposed a noncoherent MA chaos-
based communication system utilizing transmitted reference.
The transmission scheme is simple and easy to implement. Es-
sentially, a series of training chaotic signals are sent to train
the receivers at the receiving side. Two types of receivers have
been proposed and studied. The first one is based on an ATF. By
using the normalized least-mean-square algorithm to update the
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Fig. 9. BER versus E =N for the proposed chaos-based communication system with 2, 4, and 8 users. K = 16 and spreading factor is 200. (a) Comparison
between ATF receiver and MA-DCSK scheme. (b) Comparison between IA receiver and MA-DCSK scheme.
Fig. 10. BER versus spreading factor for the proposed chaos-based communication system employing ATF receivers. Number of users is (a)N = 2, (b)N = 4,
and (c) N = 8.
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Fig. 11. BER versus number of users for the proposed chaos-based
communication system for different values of spreading factor in a noiseless
environment. K = 16.
Fig. 12. BER versus number of users for the proposed chaos-ebased
communication system for different values of K in a noiseless environment.
Spreading factor is 40.
tap weights of the filter, the mean-square-error between the in-
coming training symbols and the expected symbols is reduced,
which in turn mitigates the interference between users when de-
coding the information-bearing signal. The second type of re-
ceiver, namely the IA receiver, aims at recovering clean refer-
ence chaotic signals by multiplying the signals in the reference
time slots by the corresponding training bits, followed by aver-
aging. Comparing the complexity of the two receivers, the ATF
receiver has a slightly more complicated training algorithm over
the IA receiver. However, results show that the ATF receiver
outperforms the IA receiver and other time-delay-based mul-
tiple-access system. Although an amplitude-modulated chaotic
carrier is studied in this paper, the modulation/demodulation
schemes described here can be easily extended to frequency-
modulated chaotic carriers by using complex transmitted signals
and complex tap coefficients in the transceivers instead of real
values. Also, because of the adaptive nature of the ATF receiver,
the proposed system should offer an improved performance over
other MA systems in a time-varying channel.
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