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Resumen: En este trabajo consideramos el problema de optimizacio´n multiobjetivo con restricciones de igualdad
y desigualdad. Las soluciones de estos problemas son los conocidos puntos Pareto o´ptimos o Pareto o´ptimos de´biles
pero en este trabajo estamos interesados en puntos estacionarios, es decir, puntos que cumplen una condicio´n necesaria
de optimalidad.
Basados en los resultados obtenidos para el me´todo del gradiente espectral proyectado para el caso escalar proponemos
alternativas para definir un me´todo del mismo para resolver el problema multiobjetivo. Estudiamos posibilidades para
definir coeficientes espectrales adecuados que permitan demostrar convergencia global a puntos estacionarios del
problema multiobjetivo. En este trabajo la direccio´n de bu´squeda lineal utiliza el coeficiente espectral y la bu´squeda
lineal es mono´tona.
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1. INTRODUCCIO´N
Estamos interesados en el siguiente problema de optimizacio´n multiobjetivo con restricciones:
minimizar F (x)
sujeto a x ∈ C
(1)
donde F : Rn → Rm, F (x) = (F1(x), · · · , Fm(x)) es continuamente diferenciable y C ⊂ Rn es cerrado
y convexo. Para este problema, buscamos un Pareto o´ptimo (o punto eficiente), es decir, un punto factible
(x∗ ∈ C) de tal manera que no existe x ∈ C con F (x) ≤ F (x∗) y F (x) 6= F (x∗); o un Pareto o´ptimo de´bil
(o punto de´bilmente eficiente), es decir, un punto factible x∗ tal que no existe x ∈ C con F (x) < F (x∗).
Para el problema multiobjetivo con restricciones, una condicio´n necesaria de optimalidad para un punto
x∗ ∈ C es ser estacionario (o crı´tico) es decir,
JF (x∗)(C − {x∗}) ∩ [−Rm++] = ∅
donde
JF (x∗)(C − {x∗}) := {JF (x∗)(x− x∗) : x ∈ C} .
Es decir, x∗ ∈ C es un punto estacionario del problema (1) si, y so´lo si, para todo x ∈ C,
JF (x∗)(x− x∗) /∈ −Rm++,
es decir JF (x∗)(x− x∗) no es menor que 0.
Luego esta condicio´n es equivalente a: x∗ ∈ C es un punto estacionario para F si, y so´lo si, para todo
x ∈ C,
ma´x
i=1,...,m
∇Fi(x
∗)T (x− x∗) ≥ 0. (2)
Observemos que para el problema de optimizacio´n escalar con restricciones (m = 1) la condicio´n (2) se
reduce a la condicio´n cla´sica de ser estacionario 〈∇F (x∗), x− x∗〉 ≥ 0 para todo x ∈ C.
VI MACI 2017 - Sexto Congreso de Matemática Aplicada, Computacional e Industrial
2 al 5 de mayo de 2017 – Comodoro Rivadavia, Chubut, Argentina
290
Luego, un punto x∗ ∈ C no es estacionario si existe una direccio´n v ∈ C − {x∗} tal que JF (x∗)v < 0.
El siguiente resultado muestra que v es una direccio´n de descenso para F en x (es decir, existe ǫ > 0 tal que
F (x+ tv) < F (x) para todo t ∈ (0, ǫ]).Este resultado nos permite implementar una regla tipo Armijo para
los me´todos de descenso multiobjetivo.
Lema 1 Sea F : Rn → Rm continuamente diferenciable, v ∈ C − {x} tal que JF (x)v < 0, es decir,
∇Fi(x)v < 0 para i = 1, · · · ,m y σ ∈ (0, 1). Entonces existe algu´n ǫ > 0 (que puede depender de x, v y
σ) de tal manera que
F (x+ tv) < F (x) + σtJF (x)v
para cualquier t ∈ (0, ǫ]
En particular, v es una direccio´n de descenso para F en x.
Se puede ver la demostracio´n en [3].
En [3] se muestra como se extiende la direccio´n de bu´squeda, originalmente definida para C = Rn, a C
convexo y cerrado.
Originalmente, para C = Rn se define
v(x) = argmin ϕx(v) +
‖v‖2
2
,
v
luego, para C convexo y cerrado, se define como
v(x) := argmin βϕx(v) +
‖v‖2
2
v ∈ C − {x}
(3)
donde β > 0 es un para´metro y ϕx(v) = ma´x
i
∇Fi(x)
T v.
Observar que, por la convexidad la direccio´n v(x) esta´ siempre bien definida. Ahora se define el valor
funcional optimo θ(.) para (3) como
θ(x) := mı´n
v∈C−{x}
βϕx(v) +
‖v(x)‖2
2
= βϕx(v(x)) +
‖v(x)‖2
2
(4)
Se puede demostrar el siguiente teorema:
Teorema 1 Sea v : C → Rn y θ : C → R dado por
v(x) := argmin βϕx(v) +
‖v‖2
2
v ∈ C − {x}
y
θ(x) := βϕx(v(x)) +
‖v(x)‖2
2
.
Entonces las siguientes afirmaciones valen.
1. θ(x) ≤ 0 para todo x ∈ C.
2. La funcio´n θ(.) es continua.
3. Las siguientes condiciones son equivalentes:
a) El punto x ∈ C no es estacionario.
b) θ(x) < 0.
c) v(x) 6= 0
VI MACI 2017 - Sexto Congreso de Matemática Aplicada, Computacional e Industrial
2 al 5 de mayo de 2017 – Comodoro Rivadavia, Chubut, Argentina
291
En particular, x es estacionario si y slo si θ(x) = 0.
Se puede ver la demostracio´n en [3].
De igual manera sabemos que continua valiendo lo mencionado si consideramos
v(x) := argmin ϕx(v) +
‖v‖2
2β
v ∈ C − {x}
y
θ(x) := ϕx(v(x)) +
‖v(x)‖2
2β
, para β > 0.
Nota 1 En este trabajo, basados en los resultados obtenidos para el me´todo del gradiente espectral pro-
yectado para el caso escalar [1], consideramos una sucesio´n {βk} que varia de un paso al siguiente del
algoritmo, que es acotada y que posee propiedades similares a las que se tienen en el caso escalar.
2. ALGORITMO DE GRADIENTE ESPECTRAL PROYECTADO PARA EL PROBLEMA MULTIOBJE-
TIVO Y ANA´LISIS DE CONVERGENCIA.
Ahora estamos en condiciones de definir una extensio´n del me´todo de gradiente espectral proyectado del
problema escalar para el problema de optimizacio´n multiobjetivo con restricciones (1).
Algoritmo Elegir para´metros fijos β0 > 0, σ ∈ (0, 1) 0 < βmin < βmax <∞ y x0 ∈ C. Tomar k = 0,
1. Calcular la direccio´n de bu´squeda. Calcular
vk = v(xk) := argmin ϕxk(v) +
‖v‖2
2βk
v ∈ C − {xk}
donde ϕxk(v) := ma´x
i=1,...,m
∇Fi(xk)
T v.
2. Chequear optimalidad. Calcular θ(xk) = ϕxk(vk) +
1
2βk
‖vk‖
2 . Si θ(xk) = 0, entonces parar.
3. Calcular la longitud de paso. Eligir tk como el mayor t ∈
{
1
2j
: j = 0, 1, 2, ...
}
tal que
F (xk + tvk) ≤ F (xk) + σtJF (xk)vk.
4. Tomar xk+1 = xk + tkvk. Definir un coeficiente βk+1 tal que βmin < βk+1 < βmax, k ← k + 1, e ir
al paso 2.
Nota 2 En el caso escalar [1] el coeficiente espectral se define como
βk+1 =
{
mı´n{βmax,ma´x{βmin,
sT
k
sk
sT
k
yk
}} si sTk yk > 0
βmax sino
(5)
Se sabe que, si ∇f(xk)T v ≥ 0 ∀v ∈ Rn entonces ∇f(xk) = 0 (es decir xk es un punto estacionario).
Para el caso multiobjetivo si ma´x
i=1,...,m
∇Fi(xk)
T v ≥ 0 entonces xk es un punto estacionario. Luego en
el caso escalar sTk yk = s
T
k (∇f(xk+1) − ∇f(xk)) es decir, s
T
k yk se define a partir de la medida dada
por ∇f(x)T v evaluado en xk y en xk+1. En el caso multiobjetivo esa medida esta´ dada por ϕxk(v) :=
ma´x
i=1,...,m
∇Fi(xk)
T v. Por eso podrı´amos considerar las siguientes posibilidades de eleccio´n de βk+1,
βk+1 dado por (5) siendo
sTk yk = ma´x
i
∇Fi(xk+1)
T sk −∇Fi(xk)
T sk
o
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βk+1 dado por (5) siendo
sTk yk = ϕxk+1(sk)− ϕxk(sk).
Esta u´ltima eleccio´n, se reduce al coeficiente espectral (5) cuando m = 1.
Como sucede para el caso escalar, se puede probar que el Algoritmo termina en un nu´mero finito de
iteraciones, con un punto estacionario, o genera una sucesio´n infinita de iterados no estacionarios.
Lema 2 Sea {xk} ⊂ Rn una sucesio´n generada por el algoritmo. Entonces, {xk} ⊂ C.
Teorema 2 Cada punto de acumulacio´n de una sucesio´n {xk} generada por el algoritmo es un punto
factible estacionario.
3. CONCLUSIO´N Y TRABAJO FUTURO
En este trabajo estudiamos alternativas para definir un me´todo del tipo gradiente espectral proyectado
para el problema multiobjetivo con restricciones. En este contexto proponemos dos posibles sucesiones de
coeficiente espectral para definir la direccio´n de bu´squeda. Se puede demostrar que el algoritmo propuesto
hereda las propiedades de convergencia global que posee el me´todo del gradiente espectral proyectado
para el caso escalar [1] y el me´todo del gradiente proyectado con bu´squeda mono´tona para el problema
multiobjetivo presentado en [3]. Sabemos que el uso del gradiente espectral proyectado en el caso escalar
tiene un mejor desempen˜o cuando es asociado a bu´squeda lineal no mono´tona. Es por este motivo que,
como trabajo futuro, proponemos estudiar posibles bu´squedas no mono´tonas que posean propiedades de
convergencia global y analizar el desempen˜o de la nueva propuesta del punto de vista pra´ctico.
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