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1. INTRODUCTION 
This paper is concerned with some Chebyshev-type approximation problems (see [1, p. 186]). 
More specifically, given a closed interval J ,  we take three Lebesgue measurable functions w, f ,  
and g acting on J so that fw, gw are L 1 [J] functions, gw is nonnegative and not essentially 
identically zero. Moreover, it is required that w be a weight function [1] in the sense that w is 
essentially nonnegative on J, f j  w = 1 and f j  wp E R for any polynomial p. Here nonnegative, 
inf, sup, and so on are intended up to within zero measure sets. In addition, we consider the 
set Yn = P:L[J] of all the nonnegative polynomials of degree not exceeding n defined on J: 
the label L indicates if the polynomials p belonging to V~ are standard algebraic polynomials 
(L = A) or trigonometric polynomials (L = T and J C I = [-Tr, 7r]). The Chebyshev problem is 
the search for the minimum 
pfw 
mn = min " J  ,~V, fgpgW' fw, gw E Ll[J], f jp>0.  (i) 
The integrals appearing in (1) are in the Lebesgue sense, 
In the trigonometric case, namely L -- T, we have a trigonometric Chebyshev problem, other- 
wise there will be an algebraic Chebyshev problem. 
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The first aim of this paper is to show how problem (1) can be translated into a matrix theory 
problem involving Toeplitz structures [3,4]. In the case of the trigonometric Chebyshev problem, 
this alternative representation provides a complete satisfactory solution which is much simpler 
when compared to the classical analysis [1,5] performed by means of the classical orthogonal 
polynomials. 
The paper is organized as follows: in Section 2, we associate the trigonometric Chebyshev 
problem with a search for the minimal eigenvalue of some kind of matrices arising in the Toeplitz 
context of the preconditioning [6,7]. We prove some density and ergodic theorems on the spectra 
of these matrices which extend some of the results regarding this topic [8-10] and immediately give 
the solution to the trigonometric Chebyshev problem. In Section 3, we apply these ergodic results 
to other classical problems of approximation theory. Finally, in Section 4, some generalizations 
for treating the algebraic ase are discussed. A conclusion section ends the paper. 
2. THE MATRIX  REPRESENTAT ION 
We begin by reviewing aclassical result (see [1, Theorem 1.1.2]) which gives the characterization 
of a nonnegative trigonometric polynomial in terms of a standard polynomial defined on the unit 
complex circle. 
LEMMA 2.1. Let p E P+T[I], I = [--~r,~r]. Then there exists a complex polynomial t(z) = 
ao -t- alz + ... -b anz n, z = e ix and i 2 = -1 such that 
p(x) = It(z)l 2 
PROOF. See, for instance, [1,2, p. 64]. | 
By taking into account he definition in equation (1) with J = I, the previous lemma and by 
calling ci the nonzero vector (a0, a l , . . . ,  an), we find that 
fs ltl2 fw 
mn= min (2) 
aeC~+~\{0} //Itl2gw 
By direct calculation, for any Lebesgue integrable function h, it follows that 
n 
S, IrIsh = f 
J l s,t=O 
n 
= E asat 71 h(x)e-i(8-t)x dx 
s,t...~O 
n 
= 
s,t=O 
where ck(h) = (1/2~) fl h(x) e-lk~ dx is the standard k th Fourier coefficient of h. It is to be no- 
ticed that these coefficients can be associated with a sequence of Hermitian Toeplitz matrices [4] 
{Ak(h)}k. More specifically, each matrix Ak(h) is generated by the Lebesgue-integrable func- 
tion h in the sense that the entries of Ak(h) along the jth diagonal are given by the jth Fourier 
coefficient cj(h) of h, j = 0, +1,. . .  ,-t-(k - 1): 
(Ak(h)) i j  = ci- j(h), i , j  = 1, . . . ,  k. 
Therefore, the quantity mn is now defined as the minimum of the following generalized Rayleigh 
quotient: 
mn = min (3) aeC-+l\{0} ~H An+ 1 (gw)ot ' 
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that is, the minimal eigenvalue of the matrix A~X(gw)Ak(fw) with k = n + 1, which is well 
defined, since the quadratic form related to Ak(gw) is strictly positive for any dimension k (see 
Theorem 2.2). 
Before going on, it is useful to recall some new and old results on the relationships between 
the symbol h and the quadratic forms {agAk(h)a}k,  ~ being a k-dimensional vector. 
THEOREM 2.1. (See [2,11,12].) Let h • L 1 and let {AI k) } be the complete set of the eigenvalues 
of Ak(h) (which are real since h is real valued, and therefore, any matrix Ak(h) is Hermitian). 
Then, for any continuous function F with bounded support, the following asymptotic formula 
(the Szeg5 relation) is found: 
i n  l f i  
n E °') -- (4) 
DEFINITION 2.1. Let { Ak } k be a matrix sequence of Hermitian matrices with eigenvalues denoted 
by {Alk)}. {Ak}k is spectrally distributed as a function h over a measurable set gt if for any 
continuous function F with bounded support, the following formula holds: 
lim 1~ (~) )  1 /~ - F ~I = F(h(x))dx. (5) 
n--*~ n ~=1 m{f~} 
On the other hand, in [13,14], Widom observes that the test functions F can be enlarged to 
contain some Riemann integrable functions uch as the class of piecewise constant functions. 
The only required hypothesis i the following: if the Lebesgue measure m{.} of the set {x • I : 
h(x) = a} is positive, then the function F does not present a jump at y = a. 
As a consequence of the previous ergodic result and of the previous remark, we may consider 
the following characterizations of the spectra of Toeplitz matrices which can be also used to 
estimate the asymptotic inertia of the matrices {Ak(h)}k. 
COROLLARY 2.1. (See [13].) V[a,b] and for any h • LI[I] so that m{x • I : h(z) = a or 
h(x) = b} = 0 we have 
#{ i :A ln ) (An(h) )e (a 'b )}  =m{xe I :  h(x) e (a ,b) )  +o(1). 
n 27r 
We define the essential supremum Rh, the essential infimum rh and the essential range ST~(h) 
of a function measurable function as follows: 
rh = SUp{C : m{x • I : h(x) < c} = O}, 
Rh = inf{C : m{x • I : h(x) > C} = O}, 
and y E £T~(h) if for any positive e the measure of the set {x c I : y - e < h(x) < y + e} is 
positive. 
With these notations, we prove the following result. 
THEOREM 2.2. Let mh, Mh and £~(h)  be the essential infimum, the essential supremum and 
the essential range of h, respectively. When mh < Mh, it follows that all the eigenvalues Alk)(h), 
i = 1 , . . . ,  k of Ak(h) are such that 
• A~k)(h)• (mh, Mh), 
• the topological closure of the set Ukeg, i<_k A~k)(h) contains the set $~(h).  
I f  mh = Mh, then Ak(h) coincides with the identity times mh. 
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PROOF. The first part is proved in the classical book of Grenander and Szeg5 [2]: it basically fol- 
lows from the fact that a polynomial, vanishing on a set of positive measure, should coincide with 
the polynomial identically zero (see also [8]). The second part is a straightforward consequence 
of the ergodic Theorem 2.1: considered is first y E CT~(h) and the Riemann integrable function F 
defined as the characteristic function of the set [y-e, y+e] such that m{x E I : h(x) = y4-e} = O. 
Then the Szeg5 relation is applied by obtaining the number of eigenvalues belonging to the set 
[y - e, y + e] as asymptotic to n(1/27r) f l  F(h(x)) dz. By the assumption that y E £T~(h), we 
deduce the positivity of the quantity fI F(h(x)) dx. Therefore, for any positive e, we have to find 
an eigenvalue of An(h), whose distance from y is bounded by ~, must be found. | 
Since the function wg is Lebesgue integrable, nonnegative, and nonzero, by using the preceding 
theorem, we deduce that the minimal eigenvalue of Ak(gw) is positive and so the quotient given 
in (3) is well defined. However, Theorem 2.2 cannot be used to give refined estimates of the image 
of the generalized Rayleigh quotient in (3). For instance, if fw  = x 2 and gw = Ixl on [-Tr, 7r], 
by following the results on the extreme igenvalues of Toeplitz forms [10,15,16], we deduce that 
)~k)(fw) ,~ n -2 and ~k)(gw) ,~ n -1, and therefore, we obtain that two positive constants cl 
and c2 exist (independent of n) for which 
1 °tHAn+l(fw)°t < cln. (6) 
c1-~ <_ Otg An+l(gw)ot -
This estimate can be substantially improved as seen at the end of this section (see equations (15) 
and (16)). 
In the following section, some results are given for the eigenvalues of matrices of the form 
{A-~l(h2)Ak(hl)}k, hi e L 1, and h2 nonnegative and not essentially identically zero: these 
results extend the classical Theory of Szeg5 on Toeplitz forms to this kind of Toeplitz-related 
form by showing that the eigenvalues of {A~l(h2)Ak(hl)}k are naturally described in terms of 
the behaviour of the function hi~h2. Of course, since the minimum mn appearing in (3) is 
nothing other than the minimal eigenvalue of {Akl (gw)Ak( fw)}k with k = n + 1, it is trivial 
to deduce that the study of the spectra of {A~-1 (h2)Ak(hl)}k gives the solution to ~he proposed 
trigonometric Chebyshev problem. In conclusion, for brevity, the matrix A-~ 1 (h2)Ak(hl) will be 
indicated using the symbol 7~k(h2; hi) and will be sometimes called the preconditioned matrix [7] 
according to the terminology used in the applicative field where the study of these structured 
matrices began. 
2.1. The Spectra of the Precondit ioned Matrices 
Before stating the main results, we give a definition of essential zero and a more general 
definition of essential infimum, supremum, and range of a function expressed as the ratio of two 
measurable functions. 
DEFINITION 2.2. Let Xo E I and h be a measurable function defined on I. Then Xo is an essential 
zero of h if for any ~ > 0 and ~ > O, the measure of the set { x E ( xo -~, xo + ~ ) N I : h( x ) E (-~, c)} 
is strictly" positive. 
For instance, given the function h(x) -- x 2 • (1 - ChQn[0,1]) acting on I -- [0, 1] where the 
symbol Q denotes the rational numbers and Chx denotes the characteristic function of the 
measurable set X, we find that x0 = 0 is an essential zero, while each point x = p/q, p, q E N,  
1 <_ p _< q is a zero of h but not an essential zero. 
Of course, when in saying that "h(x0) is essentially equal to 5", it means that xo is an essential 
zero of h(x) - 5, while in saying that "h(xo) is essentially positive", it means that there exists a 
positive number k such that "h(x0) is essentially equal to k". 
DEFINITION 2.3. Let hi and h2 be fwo measurable functions defined on I. Let Z1 and Z2 be 
the sets of the essential zeros of hi and h2, respectively. Then essential infimurn, supremum, and 
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range of h = hi/h2 mean the usual concepts of essential infimum, supremum, and essential range 
but in respect o the definition set given by I\(Z1 n Z2) (because on Z1 A Z2 the function h is 
not well defined). 
2.1.1. Localization results 
THEOREM 2.3. Let h I and h2 be two integrable functions with h2 essentially nonnegative and 
not identically zero. Let mh, Mh, and ST~(h) be the essential infimum, the essential supremum, 
and the essential range of h = hi/h2, respectively. When mh < Mh, it follows that all the 
eigenvalues Alk)(h2; hi), i = 1,.. . ,  k of Pk(h2; hi) axe such that 
AI k) (h2; hi)E (mh,Mh). 
I[ mh = Mh, then Pk(h2; hi) coincides with the identity times mh. 
PROOF. The results of [2] shows that An(h2) is an Hermitian positive definite matrix. Moreover, 
Pk(h2; hi) is similar to 
Ak 1/2 (h2) Ak (hi) Ak 1/2 (h2) , 
and consequently, any eigenvalue of Pk(h2; hi) is a real number. 
Let A be an eigenvalue of Pk(h2; hi). Then the matrix Ck(),) = Ak(hl) - AAk(h2) is singular 
and Ck(A) is a Toeplitz matrix generated by c~(x) = hi(x) - Ah2(x). In view of Theorem 2.2, 
c~(x) cannot have an essential constant sign, and consequently, 
essinfcx(x) < 0, esssupc~(x2) > 0; 
that is, there exist two points xl 
negative and c~ (x l) is essentially 
hi (xl) 
h2(Zl) h2(xl) 
Recalling that h2 is nonnegative, 
and x2 belonging to I\(Z1 N Z2) so that C)~(Xl) is essentially 
positive. It follows that 
A) <0 and h2(x2) l hl(x2)h2 (x2) ~)>0.  
we conclude that 
hi (Xl) hi (x2) mh ~- -  < ~< - -  ~Mh. | 
h2(zl) h2(x2) 
2.1.2. Density and ergodic theorems 
THEOREM 2.4. Let hi and h2 be two integrable functions. Suppose that h2 is essentially nonneg- 
ative and not identically zero and that m{Z1 A Z2} = 0 where the symbol Z1 and Z2 denote the 
sets considered in Definition 2.3. Let mh, Mh, and CT~( h ) be the essential infimum, the essential 
supremum, and the essential range of h = hi~h2, respectively. When mh < Mh, it follows that 
ali the eigenvalues A~)(h2; hi), i = 1,..., k of Pk( h2; hi) are such that the closure of 
U 
kEN, i<_k 
contains ETa(h). If mh = Mh, then Pk(h2; hi) coincides with the identity times mh. 
PROOF. In [17], this theorem was proved under the assumption that the set {x E I : h2(x) = 0} 
has zero measure. This hypothesis i removed here and is substituted by the assumption that 
{x E I : h2(x) = hi(x) = 0} has zero measure (i.e., re{Z1 A Z2} = 0, where the symbols Z~ 
denote the sets considered in Definition 2.3). Actually, the thesis is equivalent to the following 
statement: 
VaE£7~(h-~2 ) ,  Ve>0,  3nENandAEan,  suchthat lA -a l<e.  (7) 
The set of the eigenvalues of the preconditioned matrix Pn(h2; hi) are indicated here with an. 
60 S. SERRA 
Let Cn(o~) = An(h i )  - cA , (h2) :  if Cn(a) is singular for some value n, then there exists A • an 
so that A = a. 
Otherwise Cn(a) is nonsingular for any positive integer n. Moreover, Cn((~) = An(ca(x))  
where the function cz(x) is defined as hi(x)  - zh2(x), with z real parameter. Now we consider 
m~ = m{x • I : hi - (a + e)h2 < 0} and ma_E = m{x • I : hi - (a - e)h2 < 0}. Since 
• $7~(hl/h2),  it follows that there exist a point x0 which is an essential zero hi~h2 -a .  
Therefore, we deduce that m~ > ma_~. At this point, an asymptotic result is recalled, namely 
Corollary 2.1, regarding the distribution of the eigenvalues of Toeplitz matrices [12,13]: V[a, b] 
and for any l • LI[I] so that m{x • I : l(x) = a or l(x) = b} = 0 we have 
# {i :  Al n) (An( l ) )E  (a,b)} e I :  e b)} 
n 21r 
+ o(I). 
Consequently, 
#{i :A ln ) (An(ca+~))<O} - rn~n - 2----~ + o(n) ,  
2-7- + o(n). 
(8) 
(9) 
By using the relation m~ > m~_~, it follows that, for n large enough, "many" eigenvalues ofAn(cz)  
move from positive values to negative values when the parameter z moves from a - e to a + e. 
As a consequence, by using a continuity argument, we have to find A(n) E (a - e, a + e) so that 
the matrix An(c~(n)(x)) is singular, i.e., A(n) E an. 
Notice that, in the equations (8) and (9), we have assumed that m{x e I : hi - (a + e)h2 = 
0} + m{x E I : hi - (a - e)h2 = 0} = 0. In the case where this assumption is not satisfied, by 
virtue of the relation m{Z1 F1 Z2} = 0, we can obviously choose e*, 0 < e* < e such that 
0 = m{x E I :  h i (x)  - (a+e*)h2(x )  = 0} 
= m{x e I :  h i (x)  - (~-  e*)h2(x) = 0}. 
By contradiction, ifVe* E (0,e) we have m{x E I : h i (x)  - (a + C)h2(x) = 0} + m{x E I : 
h i (x)  - (a - e*)h2(x) = 0} > 0, then this would imply that the set I contains an uncountable 
number of disjoint subsets {x E I : hi(x)  = ((~ +e*)h2} of positive measure from which we deduce 
the contradiction by finding that re{I}  = 00. 
Moreover, if equation (7) holds for e* so that 0 < e* < e, then the same equation holds true 
for e and so proving the theorem. I 
COROLLARY 2.2. Under the assumption of Theorem 2.4, define 
T~T(h l ,h2)={t  E R :m{x E I :  hi (x)  - th2(x )  =0} >0}.  
Then we have: 
1. T is at most  countable; 
2. T coincides with {t E I t :  m{x E I : h l (x ) /h2(x)  = t} > 0}; 
3. the complentary set of T denoted by T c is dense in It .  
PROOF. The proof is a byproduct of the proof of Theorem 2.4. I 
COROLLARY 2.3. Under the assumption of Theorem 2.4 and with T denoting the same set defined 
in Corollary 2.2, for any s E T c we find that 
# {i: ~n)(An1 (h2) tn (hi)) > 8} 
= m{x E I :  h l (x ) /h2(x)  >s} +o(1). (10) 
n 2~ 
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PROOF. The proof is a byproduct of the proof of Theorem 2.4. I 
LEMMA 2.2. Under the assumption of Theorem 2.4 and with T denoting the same set defined 
in Corollary 2.2, we find that the set of functions 
ajCh(sj,~) (11) 
"= s : jET ~ , a jE t l . , kEN 
is dense in CK equipped with the infinity norm. Here CK denotes the set of the continuous 
functions with bounded support and Cha denotes the characteristic function of the set A. 
PROOF. The set considered in (11) contains the characteristic functions of any bounded inter- 
val (a, ~] with a, ~ E T c. Since T c is dense in R, it is clear that any continuous function with 
bounded support can be approximated in infinity norm by piecewise constant functions belonging 
to the space indicated in (11). | 
THEOREM 2.5. Let hi and h2 be as in Theorem 2.4. Then, by denoting by Alr`) the eigenvalues 
of the matrices {Pn(h2; hl)}n, for any function Fs = Ch(s,oo) with s E T c, it follows that 
" f dx. 
r`.."~,o,o 7l, i=1  
(12) 
PROOF. The claimed statement is exactly a rewording of the one of Corollary 2.3. ] 
THEOREM 2.6. Let hi and h2 be as in Theorem 2.4, then the eigenvalues AIn) of the matrices 
{ Pr`( h2 ; hl)}r` verify an ergodic formula, i.e., for any continuous function F with bounded support, 
it follows 
n 
li_..{n l Ei=l F (AI r')) : / F \h2(x)](hi(x)'~ dx. (13) 
PROOF. Call S the space of the linear combinations of functions of the form F8 with s E T% 
Recall that the topological closure with respect o the infinity norm of the space S contains all 
the continuous functions with bounded support (Lemma 2.2). Now the general statement given 
in (13) is a consequence of Theorem 2.5 and of the linearity with respect o F of both sides of 
equation (13). I 
2.1.3. Ext remal  behaviour 
COROLLARY 2.4. The quantity mr` defining the Trigonometric Chebyshev problem (1) is asymp- 
totic to mh; that is, 
lim mn = mh,  
r `  ---* O0 
where h = f /g. Here f and g are the two Lebesgue integrable functions appearing in equation (1). 
In order to understand the rate of convergence ofm~ to mh, a second-order result found in [17] 
may be invoked. 
THEOREM 2.7. Let hi and h2 be an integrable functions defined on I = [-lr, 7r] and let x0 E I 
so that hi ~., Ix - Xo[ p' , h2 ~ Ix - Xo} p2 , and P2 < pl. Then, the minimal eigenvalue of the matrix 
Pk(h2; hi) is asymptotical to 
n-(pl-p2). 
Therefore, by using Theorem 2.3, estimate (6) in which fw  = x 2, fg = Ix] and pl = 2, p2 = 1, 
can be stated in a more precise way: 
1 aHAn+l(fw)a (14) 
c1-~ <_ C~gAn+l(gw)c~ < 7r. 
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Finally, by using Theorem 2.7, we may give a tight estimate 
1 o~HAn+l(fw)o~ 
c2-- < (15) n - o~HAn+l(gw)a < 7r, 
and therefore, we find 
1 
m,~ ~ c2-,  c2 > 0 independent of n. (16) 
n 
2.2. Fur ther  Resul ts  on the Tr igonometr ic  Case 
It is worth noticing that the given results are useful to solve other trigonometric Chebyshev 
problems. For instance, the set I = I - r ,  7r] can be replaced by any measurable subset J. More 
precisely, let J C I and let us consider the new trigonometric Chebyshev problem: search the 
minimum 
f pfw 
mn = min j J  peY~ / .  pgw (17) 
J J  
over the set of all the nonnegative trigonometric polynomials defined on the set J. 
By recalling that Chx denotes the characteristic function of the measurable set X, it is evident 
that we can reduce the preceding problem to problem (1) where g and f are replaced by [1 = g.Chj 
and ] = f -  Chj  + Ch[-~,,r]\g, respectively. In conclusion we have 
mn=)~min(An11(gw)An+l ( /w) )  • 
Whence, in the light of Theorem 2.4 and Definition 2.3, the quantity mn will tend to mh, as 
n tends to infinity, where mh is the essinf of f /g  and where this essinf is calculated on J. 
2.3. A Few Remarks on the Structure of {Pk(h2; hl)}k 
Before going on, it is useful to keep in mind the theory about the distribution of the spectra of 
Toeplitz matrices namely Theorems 2.1 and 2.2. This kind of result goes back to Szeg5 [2] but, 
very recently, we observed an impressive sequence of very interesting and enlightening papers on 
the subject (see [11,12] and references therein). 
It is worth pointing out that Tyrtyshnikov and Zamarashkin (see Theorem 2.1) have implicitly 
solved the following problem: given a Lebesgue integrable function f ,  there exists a sequence of 
Toeplitz matrices {Ak(f)}k so that the eigenvalues of Ak(f)  behave asymptotically like f on I. 
Our theory on preconditioned matrices olves a similar and, in some sense, more general prob- 
lem. First, we observe that the set {Ak(f)}kEN,/eL 1 is strictly contained in the set 
(Pk (h2; hl))keN,h,,h2eL 1 , h2 >>_ O, a.e., esssup h2 > 0, 
since, for h2 ~- 1, the matrix 7~k(1; hi) =- Ak(hl). Recalling Theorems 2.4 and 2.6, we find that 
the spectrum of Pn(h2; hi) is asymptotically described by the set gT~(h), with h = hi~h2, and by 
the function h. Notice that h need not be necessarily Lebesgue integrable, but it is a measurable 
function (where it is well defined) since it is the ratio of two measurable functions: this does 
not pose a problem since the notion of "essential range" applies to measurable functions not 
necessarily integrable. 
It is interesting to remark that any measurable function can be expressed as the ratio of two 
L 1 functions, hi and h2, with h2 essentially nonnegative as proved in the next lemma. 
LEMMA 2.3. Let h : J --~ R, with J as a bounded measurable set of R.  Then f and g exist 
belonging to LI[J] with h2 essentially nonnegative, so that h = hi~h2. 
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PROOF. Let M > 1 and let us consider the following measurable sets: 
= (x e J :  h(x) > M}, 
E M={x• J :  h(x) <-M},  
E M = E + U EM, 
(EM) c = {x • J : -M  <_ h(x) < M}. 
Let us define the functions hi and h2 in the following way: 
and 
h(x), on (EM) c , 
hi(x) = +1, on E +, 
-1, on EM, 
/ +1~ on (EM) e, 
h2(x) -- 
on EM. 
Clearly, hi and h2 are measurable and bounded since by construction we have hi(x) • [ -M, M], 
a.e. and h2(x) • [0, 1], a.e. Therefore, the given functions hi and h2 are Lebesgue integrable [18]. 
In particular, we obtain 
~jhl =m{Z+M}--m{ZM}-b f f, 
(EM) ~ 
h2 = m{(EM) ~} + -~1' M 
and so 
fj hl <_ Mm{J} ,  (18) | 
jh2 <_ m{J}.  
Observe that the previous lemma can be extended to the case of an unbounded measurable 
set J. Actually, the function hi(x) could be replaced by hi(x) • e -Ix] and the function h2(x) by 
h2(x), e -[z[ . According to these substitutions, equations (18) are still valid under the assumption 
that m{J}  is replaced by ~( J )  = fg e -[xl , i.e., the Lebesgue measure on the real line with respect 
to the density function e -IxL. 
Therefore, we can state a general result. 
THEOREM 2.8. For any measurable function h defined on I (not identically belonging to 
{-oo, oo}), there is a sequence of preconditioned matrices 
{Pk (h2; hl)}kEN 
such that: 
1. hi, h2 E LI[I], h2 >_ O, esssuph2 > 0, h = hi~h2, 
2. the union of all the eigenvalues of :Pk(h2; hi) describes the essential range of h and is 
contained in the convex hull of ETa(h), and 
3. {Pk(h2; hl)}k is distributed as the measurable function h over I. 
PROOF. In the light of Lemma 2.3, we may express h as hi~h2, with hi, h2 E L 1, h2 essentially 
nonnegative, sssup h2 > 0, and J = I = [-~r, 7r]. Now it is enough to to apply Theorems 2.3, 
2.4, and 2.6. | 
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2.4. Some Dens i ty  Resul ts  Concern ing the T. Chan  Approx imat ion  of  An(h) 
In this section, we consider the approximation of the matrix An(h) in the circulant algebra [19] 
by minimizing the Frobenius distance of A,~(h) over the space of the circulants [20] of size n: the 
minimizer is denoted by C,~(h). 
We recall that the circulants of order n are the algebra of the matrices imultaneously diago- 
nalized by the n-dimensional Fourier transform. Therefore Cn(h) has the form UDU H, where the 
generic element Di,~ is the Cesaro sum of h of order n evaluated at the point -Tr + (2(i - 1)Tr)/n 
(see [21]), i = 1, . . . ,  n, and where U = Fn is the n × n Fourier matrix. 
Moreover, by exploiting some properties of the Cesaro operator, Tyrtyshnikov proves that for 
any continuous F : R --* R with bounded support, it holds 
n 
lim 1 EF(A In )  ) 1 f /  
n.-.*co n i= l  : ~ F(h(x)) dx, (19) 
where (A~ n) } are the eigenvalues of Cn(h) with h E L 1 [I]. Moreover, for h _> 0 with esssup h > 0, 
it is easy to check that 
C,~(h) is positive definite. (20) 
We recall that the combination of the linearity and conditions as (19) and (20) is sufficient o 
prove Theorems 2.4 and 2.6. 
Therefore, by following a proof analogous to those of Theorems 2.4 and 2.6 and taking into 
account he linearity of the operator Cn(.) and (19),(20), we find that 
• the topological closure of all the eigenvalues of
{c;  1 (h2) ck (h,)} k 
is dense in the essential range of hi~h2, where h2 is Lebesgue integrable nonnegative and 
not essentially identically zero, 
• the matrix sequence {C~l(h2)Ck(hl)}n is distributed as hl/h2 over I, i.e., 
n 
lim 1EF(A In )  ) 1 ~iF(hl(X)~ dx, (21) 
n---,oo n ~=I = ~ \ h2(x) ]
where {AI k) } are the eigenvalues of C[  1 (h2)Ck (hi). 
This fact will be used later on in a context of approximation theory. 
3. APPLICATIONS TO THE NUMERICAL 
APPROXIMATION OF FUNCTIONS 
We consider some approximation theory problems: let us take a real-valued function h defined 
over I and let us suppose that h E L 1. It is natural to suppose that we do not know its analytical 
expression or that its analytical expression is not significant for computational purposes. On the 
other hand, we make the assumption that the Fourier coefficients {ak}k are known: this fact is, 
for instance, not unusual in physics where a function can be known only by a formal power series. 
We consider the following problem for which the symbols are supposed real-valued. 
1. Given a value c~, decide if ~ belongs to the essential range of the measurable function 
h = hi~h2, where h2 is nonnegative with esssup h2 > 0 and hi and h2 are known by their 
Fourier expansions. 
With the help of the preceding ergodic formula (21), it is easy to see that a E ~T~(h) if and 
only if for any e > 0 
lim N(c~ - ~, c~ + ~, 2n) = 2, (22) 
n--.c~ N(a - e, a + e, n) 
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where N(s, t, n) denotes the number of eigenvalues of 
c ;  1 (h2) C~ (hi) 
belonging to (s, t). More precisely we define 
N(a - e, a + e, 2n) 
R(n, a, e) = R(n) =_ --~( ---- e,-~--+e,-~ 
and we proceed according tothe following scheme. 
[S0] read  (e, tmax); (5 := 10-1; s := 0;/~ := 16; nt = N2 t (t -- 0, . . .  ,tmax). 
[Sl] Compute  R(nj) for j = s, s + 1, s + 2. 
[S2] Case 2 - R(nj) is: 
"less than  /5 for j = s,s + 1, s + 2": a belongs to the essential range of h within a 
precision e; Stop. 
"greater  than  56 for j = s, s + 1, s + 2": any ;3 • (a - e, a + e) does not belongs to the 
essential range of h; Stop. 
"o therwise" :  if s < tm~ - 6 then  s := s + 3; go to stage S1. else any f~ • (a - e, a + e) 
does not belongs to the essential range of h; Stop. 
For numerical experiments concerning the special case of h2 = 1, see [22]. 
We observe that an evident criticism to formula (22), and consequently, to the proposed algo- 
rithm is that we do not have information about the convergence rate of the quoted limit quantity 
in left-hand side of (22). 
Finally, we want to stress that the former analysis can be generalized to the complex valued 
case and to the multivatiate case [23]. 
4. SOME REMARKS ON THE ALGEBRAIC  CASE 
Let us come back to the original problem 
m,~ = min j J  
pfw 
pev~ jfgpgW (23) 
in the algebraic case. We would like to extend the previously devised matrix technique by 
proceeding in the following way. Let {lj}jEN be a sequence of standard orthogonal polynomials 
defined on the closed interval J with respect o the weight function w. We choose one among the 
possible sequences such that 
• lo = i ,  (fj loW = i), 
1 n • the matrices Ln = (li-~1)~,3=0 are nonnegative definite. 
The last requirement is satisfied if we impose 2~j>l  [t/¢[[~¢ < 1 on the interval J (to see this, 
use the second Gershgorin Theorem). 
We now consider the w-Fourier coefficients c~(h) of a w - L 1 function h as 
= ~j h(x)lj(x)w(x) dx, j • N. c~(h) 
Therefore, we may associate the symbol h with the sequence of symmetric Toeplitz matrices 
{Wk(h)}k having along the jth diagonal the Ijl th w-Fourier coefficient. 
REMARK. Notice an "essential difference" with respect to the trigonometric ase where the 
polynomials are obtained from linear combinations of representatives of the Fourier basis B = 
{eiJX}jez: B is a multiplicative group where each element has inverse belonging to B. On the 
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other hand, in the algebraic ase this is never true since the only algebraic polynomials whose 
inverse is a polynomial are the constants. This fact forces us to work with symmetric (real) 
Toeplitz matrices instead of Hermitian (complex) Toeplitz matrices. 
LEMMA 4.1. Let An be the set of polynomials defined as a3-Lnct , a E R n+l  . Then An C Vn. 
PROOF. Since Ln =- Ln(x) is nonnegative definite, it follows that any quantity of the form 
(q(t~))(x) = a-rLnct is nonnegative. In addition, from the definition of Ln, it follows that q(ot) is 
a polynomial of degree at most n with 
(q(ot))(x) = to(x)llall  +'-"  + 2 o oln(x) 
that can be identically zero if and only if c~ is the null vector. ] 
REMARK. Notice another difference with respect o the trigonometric case where the set An 
coincides with the set Vn as stated in Lemma 2.1. 
LEMMA 4.2. Let mn as in equation (23). Then 
~g pfw 
mn _< peA~min fg~gW = )~min (Wnll(g)Wn+l(f)) • 
PROOF. Since p E An, by definition it follows that p(x) = olTLnO~ for some c~ # 0. Let h be 
w integrable; then we have 
~ phw = f j  (o[r Lna) hw 
= f j  aX(hw)Lna 
n 
= Z aiaJ ~j hwlli-Jl 
i , j=O 
n 
= Z aiajcli-jl(h) 
i,j =o 
---- ~TWn+ 1(h)(~. 
Now the proof can be simply concluded by virtue of by the inclusion of An in Vn, and by invoking 
standard properties of the generalized Rayleigh quotient involving Wn+l (f) and Wn+l (g). | 
Also, in the algebraic ase we may relate the eigenvalues ofthese Toeplitz forms to the analytical 
properties of the involved functions. 
THEOREM 4.1. For any dimension n, each eigenvalue 
PROOF. Let r(a) = aTWn+l(f)a, a = (a0, . . . ,an) .  
Wn+l(f), we find 
of Wn+1(f) belongs to (my,Ml) if 
From the definition of the matrix 
r(a) = fj q(a)f(z),~(x) dz 
< M! fj q(a)w(x) dx. 
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But, the definition of q(c~) and the orthogonality ofthe functions (lj}jeN imply that 
n 
i , j=O 
n 
J J i,j =o 
n 
= Z 2 = IL II  
i=o 
Therefore, since the maximum of r(c~) with IIc~112 = 1 is equal to the maximum eigenvalue 
of Wn+l(f) ,  we deduce that any eigenvalue )~ is bounded from above by Mr. Analogously, we 
prove A >_ my. To show that A cannot equal M/nor  m/ ,  we use a contradiction argument. Under 
the assumption that mf  < My, we find that there is a set J C J of positive measure so that 
f < Mr.  Now, by contradiction let us take c~. such that Wn+l(f)c~. = My~. ,  with c~. unitary 
vector. Then 
0 = r (o~.) - Mf  = _/, q (c~.) ( f(x) - Mr) dx 
</ jq (a . ) ( f (x )  - My) dz 
and the last quantity has to be negative since f (x)  - My < 0 on J,  J has a positive measure 
and q(a . )  is a nonnegative polynomial which cannot be identically zero, since the vector c~. has 
unitary 2 norm. | 
THEOREM 4.2. Let hi and h2 be w integrable with h2 >_ 0 and esssuph2 > 0. Then, for any 
dimension , each eigenval ue of the preconditioned matrix W~ 1 (h2) Wn (h x) belongs to (mh, Mh) 
if mh < Mh and h = hi~h2. Otherwise mh = Mh and W~l(h2)Wn(hx) = mhIn. 
PROOF. The proof is completely similar to the one given for Theorem 2.3. | 
5. CONCLUSIONS 
In this note, we have studied a classical approximation problem from the point of view of the 
spectral matrix theory. This idea was very successful when applied to the case of the trigonometric 
Chebyshev problem. For the algebraic Chebyshev problem, there is still an open question of 
understanding if and how the set An approximates the set Vn. 
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