MplusAutomation is a package for R that facilitates complex latent variable analyses in Mplus involving comparisons among many models and parameters. More specifically, MplusAutomation provides tools to accomplish three objectives: to create and manage Mplus syntax for groups of related models; to automate the estimation of many models; and to extract, aggregate, and compare fit statistics, parameter estimates, and ancillary model outputs. We provide an introduction to the package using applied examples including a large-scale simulation study. By reducing the effort required for large-scale studies, a broad goal of MplusAutomation is to support methodological developments in structural equation modeling using Mplus.
Several packages within the R language (R Core Team, 2015) provide excellent opensource tools for fitting structural equation models (SEM), including lavaan (Rosseel, 2012) and OpenMX (Neale et al., 2016) . Nevertheless, proprietary SEM programs such as LISREL (Jöreskog & Sörbom, 2015) , AMOS (Arbuckle, 2014) , and Mplus (L. K. Muthén & Muthén, 2017 ) enjoy widespread use for a variety of reasons including ease of use, specialized modeling facilities, and users' familiarity. Mplus is among the most popular SEM programs because of its relatively simple programming syntax, support for advanced analyses, and commitment to making contemporary methodological developments accessible to applied researchers.
Specialized SEM software such as Mplus, however, does not offer a complete statistical programming language that supports detailed secondary analyses (e.g., distributions of fit statistics across simulated replications) or the preparation of publication-quality figures and tables. Here, we describe MplusAutomation, an R package that facilitates the creation, management, execution, and interpretation of large-scale latent variable analyses using Mplus.
The MplusAutomation package extends the flexibility and scope of latent variable analyses using Mplus by overcoming some of its practical limitations. First, however, we wish to highlight the strengths of Mplus that have led to its prominence in both theoretical and applied SEM research. Foremost is that Mplus is currently the most comprehensive SEM program, providing facilities for Bayesian, multilevel, exploratory, mixture, item response theory, longitudinal, non-Gaussian, and complex survey extensions of SEM. The creators of Mplus regularly make substantive contributions to the SEM literature (e.g., Asparouhov & Muthén, 2014; B. Muthén & Asparouhov, 2012) and consistently implement these new methods in Mplus.
The programming syntax of Mplus is reasonably intuitive for applied researchers, using natural language such as "ON" to represent the regression of Y on X or "WITH" to represent the covariation of X with Y. Finally, Mplus offers highly optimized implementations of computationally expensive methods such as bootstrapped confidence intervals and multidimensional numerical integration.
Despite these strengths, Mplus is not well suited to run large batches of models (e.g., a set of twin models for many candidate genes), although recent versions provide some batch-related facilities such as tests of measurement invariance. The root limitation is that, like most SEM programs, Mplus relies on a one input-one output approach in which syntax for a single model produces an output file containing parameter estimates, fit statistics, and other model details.
Consequently, to estimate a variety of models across datasets or simulated replications, users must produce a unique syntax file for each instance. Likewise, Mplus stores output in text format 1 , requiring users to identify and extract relevant values manually from each output file.
Indeed, much of the underlying code of MplusAutomation uses text extraction methods to
convert Mplus outputs into R-compatible data structures. In addition to facilitating analyses of model outputs, MplusAutomation allows researchers to leverage the outstanding capabilities of R to produce figures and tables for SEM-based research (Wickham & Grolemund, 2017) . R is also a leading language for developing literate programming documents that support reproducible research practices (Gandrud, 2015) .
Introductory Example: Confirmatory Factor Analysis
To introduce the MplusAutomation package, we begin with a simple confirmatory factor analysis (CFA) of Fisher's well-known iris dataset containing flower measurements for three species. Assuming one has installed Mplus and R, the first step is to install and load the MplusAutomation package. To improve the format of output, we also suggest installing the texreg package. Installation is accomplished using install.packages, which only needs to be done once, and loading is accomplished using library, which must be done each time R starts.
> install.packages("MplusAutomation") > install.packages("texreg") > library(MplusAutomation) > library(texreg)
If the data are stored as a data.frame object in R, the next step is to export them using prepareMplusData, which saves an Mplus-compatible tab-delimited file and provides an
Mplus syntax stub with variable names and the data file specification. Finally, we run the model in Mplus using runModels, read the results back into R using readModels, and print a summary of the parameters and fit indices using screenreg.
> runModels("cfa_example.inp") > cfares <-readModels("cfa_example.out") > screenreg(cfares, cis = TRUE, single.row = TRUE, + summaries = c("BIC", "CFI", "SRMR"))
Confidence intervals (if available from Mplus) are requested by cis = TRUE, and single.row = TRUE displays confidence intervals next to, not below, parameter estimates.
The output of the screenreg function is provided in Table 2 for a description of the core MplusAutomation functions illustrated in this example. For the purpose of demonstration, we first generated data in Mplus using a two-class latent class model with higher item probabilities for two of six binary items in one class and lower probabilities for the other four items 2 . In applied studies of classification and taxonomy, researchers are often interested in whether a latent construct such as depression is best conceptualized as dimensional, categorical, or a hybrid (for example, see Hallquist & Pilkonis, 2012) . Although there are deeper conceptual issues in resolving latent structure, scientists often depend on non-nested model comparisons using criteria such the Akaike Information Criterion (AIC) to adjudicate among candidate models (Hallquist & Wright, 2014; Markon & Krueger, 2006) . ***Insert Table 2 about here*** A typical analytic pipeline to compare dimensional versus categorical structure is (1) estimate LCAs with an increasing number of classes; (2) resolve the number of latent classes that best characterizes the data using the bootstrapped likelihood ratio test (BLRT) or model selection criteria such as AIC (Nylund, Asparouhov, & Muthén, 2007) ; (3) estimate a one-factor CFA and consider the possibility of multidimensional solutions; (4) inspect model fit and modification indices for the CFA to ensure that no serious misspecification is present; and (5) > runModels(directory = "C:/templateExample", recursive = TRUE)
Specifying recursive=TRUE runs input files in all subdirectories of C:/templateExample. Depending on the number and complexity of the models to execute, batch estimation could take considerable time. Users can check the log file created by runModels (named "Mplus Run Models.log" by default) to follow the progress on the batch.
Next, the readModels function imports various parts of Mplus output files into R data structures for further analysis, visualization, or examination. To import all models pertaining to our example, we specify the directory containing the output files:
> lcacfa <-readModels("templateExample", recursive = TRUE) Researchers more proficient in R can accomplish the same analyses in a more R-centric framework using the mplusObject and mplusModeler functions. The benefit of this approach is that R and Mplus syntax can be integrated inline, providing greater programmatic control of the models using R syntax for flow control and conditional logic. Below, we provide an R-centric version of the same analyses accomplished above using a template file, createModels, runModels, and readModels. First, if the data to be modeled are stored in a data.frame, mplusObject creates an R representation of an Mplus input file and dataset:
> m.cfa <-mplusObject( + TITLE = "Confirmatory Factor Analysis", + VARIABLE = "categorical = u1 -u6;", + ANALYSIS = "estimator = mlr;", + MODEL = "factor BY u1-u6;", + OUTPUT = "TECH1; TECH8;", + PLOT = "TYPE = PLOT3;", + usevariables = colnames(d),
The function has arguments corresponding to the major sections of Mplus input files (e.g., TITLE, VARIABLE, MODEL). Aside from providing the dataset and names of the variables to use, it is not necessary to specify the variable names or dataset output location, which
MplusAutomation handles automatically. The mplusModeler function exports syntax and data files, calls Mplus to estimate the model, and reads the results back into R:
An advantage of the mplusObject approach is that one can easily update and modify an existing model during interactive model building. This is accomplished using the update function with a formula syntax that follows R conventions (e.g., regression model specification).
Updates occur by section, and omitting a section keeps it the same as the original model. To replace an entire section, use the syntax [SECTION NAME] = ~ "new syntax". To amend a section, adding additional commands to the existing specification, use the syntax [SECTION NAME] = ~ . + "extra syntax". For example, adding syntax is helpful for including residual covariances based on modification indices, while other parts of the model remain the same. Because updated models are stored in new R objects, users can maintain a history of the interactive modeling process. That is, rather than repeatedly editing the same model code and re-estimating, which loses a record of previous versions, each model can be easily documented and retained. The update approach also helps to identify how a model differs from previous variants, as only changes are specified.
Using the update function, we can modify the syntax for a one-factor CFA to estimate LCAs: This code uses the lapply function to iterate through two-to five-class models, storing all results in the m.lca object. Each time, R replaces the TITLE and MODEL sections, expands the ANALYSIS and OUTPUT sections, and re-uses the variables and data from the CFA model.
The VARIABLE section dynamically specifies the number of classes across models.
Regardless of whether Mplus models are setup using a template file with createModels, or are specified inline using an mplusObject, the readModels function import results into R as mplus.model objects with a predictable structure (see Table 3 ). For example, one can easily generate a high-quality, customized graph (e.g., using the popular Table 3 about here*** ***Insert Code Listing L2 about here***
Detailed model comparison using MplusAutomation
To build and validate SEMs, researchers often compare related model variants that differ on potential explanatory variables, such as additional predictors or mediating variables (Kline, 2015) . Likewise, one may wish to compare the relative evidence of nested and/or non-nested models (Merkle, You, & Preacher, 2016) , such as in measurement invariance testing. Parameter estimates typically change when a correlated explanatory variable is added to the model. In larger SEMs this leads to the challenge of identifying which estimates are substantially altered by the addition of parameters or variables. Moreover, when comparing large models, keeping track of which parameters are unique to a given variant can be difficult (e.g., the transition from variances to residual variances when a variable is made endogenous to the model).
The compareModels function in MplusAutomation provides a detailed comparison of two models in a side-by-side format, both for model summaries and parameters. For nested models, the function can compute a model difference test based on the log-likelihood or model χ 2 by passing diffTest=TRUE. Furthermore, users can specify whether to display parameters that are equal or different between models, based on parameter estimates and/or p-values. One can specify the definition for relative equality using the equalityMargin argument. Finally, using the show argument, users can specify which aspects to compare, including summaries, unique parameters, equal, and unequal parameters. An example of detailed CFA model comparison with the addition of a residual covariance parameter is provided in Code Listing L3. ***Insert Code Listing L3 about here***
Conducting a Monte Carlo study using MplusAutomation
Monte Carlo simulation studies are an important tool in latent variable research to characterize the performance of models under a variety of conditions where the data generation processes and latent structure are known. Simulation studies in SEM research often report summary information about model fit, parameter estimate bias, and parameter coverage (i.e., the efficiency with which the technique recovers the true parameters) across simulated replication datasets. Simulation studies have been conducted for numerous purposes in the SEM literature, such as the performance of missing data methods (Enders & Bandalos, 2001) or the efficiency of Bayesian versus maximum likelihood multilevel SEM for estimating cluster-level effects (Hox, van de Schoot, & Matthijsse, 2012) . Mplus provides excellent functionality for simulating data from a variety of latent variable models, as well as basic Monte Carlo analyses including average fit, bias, coverage, and mean squared error (e.g., L. K. Muthén & Muthén, 2002) . Moreover, Mplus can combine parameter estimates across replications generated internally or by other data simulation software.
Using MplusAutomation for Monte Carlo studies extends Mplus by providing detailed information about each replication and leveraging R to manage large-scale studies where replications and analyses vary along several dimensions (e.g., sample size, data generation process, type of model misspecification, or the amount of missingness). Because of the one input-one output approach of Mplus, simulation studies that require the extraction and organization of information from thousands of output files quickly become intractable using manual output parsing (e.g., copy and paste into a spreadsheet). Extending the latent structure example above, we show how to conduct a basic Monte Carlo study of categorical versus dimensional structure using MplusAutomation. More specifically, the example focuses on how corrupting data generated from a latent class model affects model selection decisions. This idea builds on a literature on the robustness of model-based clustering to scatter observations not drawn from the ground truth model (Maitra & Ramler, 2009) . Following Markon and Krueger (2006) , the relative evidence for categorical versus dimensional representations of a set of psychometric indicators can be resolved using model selection criteria such AIC and BIC. Thus, if data are simulated from a latent class model and fit by a CFA model, model selection criteria should provide greater evidence for the LCA than CFA. Such comparisons can inform a better understanding of how best to represent the taxonomy of psychological constructs and psychopathology, for example.
To illustrate the power of MplusAutomation and Mplus for Monte Carlo studies, we simulated replications from a three-class LCA 3 with five uncorrelated normally distributed indicators (i.e., a diagonal covariance matrix) and equally sized classes:
Simulation conditions varied in terms of sample size, mean indicator separation across latent classes, and the proportion of noise observations added to each replication. For each cell in the simulation design, 1000 replications were generated using the MixSim package in R (Melnykov, Chen, & Maitra, 2012) , which supports latent class simulation with noise observations. The levels of sample size were n = {45, 90, 180, 360, 720, 1440}, where datasets between 50 and 500 participants are common in psychological research (cf. Ning & Finch, 2004) . (5) visualize and summarize substantive findings of the study (for a more in-depth tutorial on the steps of a Monte Carlo SEM study, see Paxton, Curran, Bollen, & Kirby, 2001) . A secondary feature of this illustration is that it leverages parallel computing facilities in R such that data generation, model estimation, and output extraction can be divided across many processing cores to obtain results much faster than running each replication sequentially.
R code for the data generation step (GenData_MixSim.R) is provided in the examples subfolder of the MplusAutomation Github repository (https://github.com/michaelhallquist/MplusAutomation) and is not specific to Mplus.
Nevertheless, a general point is that using core programming constructs such as conditional logic and nested loops in R provides a framework for simulating data systematically across a wide range of conditions. The data storage and file system functions of R also provide tools to save replications in a highly compressed format and to organize replication files in a comprehensible subfolder structure for storage and management. Here, we have organized the 1000 replications for each condition into a single .RData file, with subfolders named by the sample size, latent mean separation, and level of noise. For example, all replications for the n = 45, p = 0, d = 1 condition are located in mplus_scatter/n45/p0/s1/c3_v5.RData where c3 denotes a 3-class LCA and v5 denotes 5 indicator variables. After simulating the data, the script generates a queue of models to be run in Mplus, consisting of one-factor CFA and two-to five-class LCA models for each cell in the simulation design matrix.
Two scripts (RunFMM_MCReps.R and RunCFA_MCReps.R) then loop through the queues and estimate the model corresponding to a given simulation condition in Mplus. To speed up this process substantially, the runModels function is executed in parallel using the doSNOW and foreach packages (Calaway, Revolution Analytics, & Weston, 2015a , 2015b based on the log-likelihood will differ somewhat across replications due to the sampling variability inherent in the simulation process. However, relative differences in model selection criteria within a replication are ratio-distributed and interpretable in terms of Bayes factors (for BIC) or Akaike weights (for AIC; Burnham & Anderson, 2002) . Thus, to avoid the arbitrary likelihood scaling differences across replications in deriving a distribution of relative evidence, we computed the difference in AIC and BIC for the CFA and LCA models of each replication.
Although there are many potential results of this MplusAutomation Monte Carlo example, we focus on the relative difference in evidence for CFA versus 3-class LCA models as a function of information criterion (AIC, BIC, and corrected AIC), latent mean separation, and noise. As depicted in Figure 3 , at a sample size of 180, the BIC is prone to selecting a one-factor CFA over a three-class LCA when latent mean separation among indicators is small to moderate (0.25 ≤ d ≤ 1.0) and the level of noise is low (≤ 15%), whereas the corrected AIC prefer the data- In latent growth models, researchers often wish to compare among residual covariance structures to capture the temporal structure of the data (e.g., first-order autoregressive; Bollen & Curran, 2005) . MplusAutomation provides the mplusRcov function to facilitate testing temporal covariance structures. Data must be in wide format (i.e., a separate variable for each time point).
The mplusRcov function requires two arguments: (1) the variable names, ordered by time, and (2) the type of residual structure to test. For example, for a homogenous residual structure, mplusRcov generates Mplus model syntax to constrain the variances to equality and fix all covariances at zero. For a compound symmetric structure, it generates syntax to constrain variances to equality and constrain all covariances to equality. When necessary, mplusRcov also produces syntax for the MODEL CONSTRAINT section of Mplus (e.g., for autoregressive structures). The syntax from mplusRcov can either be pasted into an input file or integrated directly in R using the update function and the mplusModeler framework described above.
Limitations of MplusAutomation
One of the most attractive features of Mplus is its support for many models, diagnostics, and fit statistics. Because Mplus output is largely provided in text form, a challenge of such extensibility is that we must develop code to parse each section. As a result, the package does not yet support extraction of some sections such as factor loadings from exploratory factor analysis models. Finally, MplusAutomation does not have access to the internals of Mplus; only information provided in output files is available for extraction into R. As a result, we encourage users who wish to implement new methods that affect model parameterization or estimation to work directly with the developers of Mplus.
Conclusion
The MplusAutomation package provides an interface between Mplus and R to automate and streamline the creation, estimation, and interpretation of latent variable analyses. The current version of MplusAutomation (v0.7 as of this writing) supports outputs from Mplus version 8, released in April 2017, which provides time series analyses and other methodological innovations. Although the package does not extract all aspects of Mplus output, the codebase has been developed over several years and core functions have been tested extensively. Our hope is that it encourages users to take advantage of the numerous data science strengths of R (Wickham & Grolemund, 2017) to compare, interpret, and report latent variable models. By providing programmatic access to the output of Mplus, MplusAutomation supports reproducible research practices (Gandrud, 2015) and may reduce scientific errors caused by human mistakes (e.g., copy/paste errors). Finally, by reducing the effort required for large-scale SEM studies, a broad goal of MplusAutomation is to support methodological developments using Monte Carlo studies that depend on the management of many syntax files. Note. Symbols (circle and triangle) denote latent class and the binary indicators U1-U6 are arrayed along the x axis.
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• Class 1 Class 2 Figure 2 . Univariate distributions of data simulated from a three-class latent class model (n = 720) including an additional 15% of random noise observations. Note. Colors denote the known latent class membership, as well as the observations drawn from the noise process. Note. Mean relative model evidence (plotted on the y axis) is measured by the difference in an information criterion (IC) for a confirmatory factor analysis (CFA) versus 3-class latent class analysis (LCA), where differences of 10 points or more are considered strong evidence of one model over another (Burnham & Anderson, 2002) . Positive values of the IC differences indicate greater support for the LCA model over the CFA (light red rectangles), whereas negative values denote the converse (light blue rectangles). Data were generated from a 3-class LCA, so positive IC differences values represent relative evidence of the data-generating model over a dimensional model. Each dot on the plot represents the mean IC difference across 1000 replications for that simulation condition. Note. * indicates that the confidence interval does not include zero. prepareMplusData Converts an R data.frame object into a tab-delimited file (without header) to be used in an Mplus input file. The corresponding Mplus syntax, including the data file definition and variable names, is printed to the console or optionally to an input file.
study5 <-foreign::read.spss("s5data.sav", to.data.frame=TRUE) prepareMplusData(df=study5, filename="study5.dat", keepCols=paste0("x", 1:25)) mplusObject For inline integration of Mplus and R, this function creates an object that contains all Mplus input syntax sections needed to specify a single model, as well as a field for the dataset. Primarily used for specifying and running Mplus models within R using mplusModeler. mplusModeler Creates all files necessary to run an Mplus model specified by an mplusObject. When run=1, the model is also run in Mplus and the output is returned as an mplus.model object following the format used by readModels. When run is greater than 1, the number indicates how many nonparametric bootstrap replications to run.
outm <-mplusModeler(example1, dataout="mtcars.dat", modelout= "mtcarsreg.inp", run = 1L) runModels Runs a group of Mplus models (.inp files) located within a directory or nested within subdirectories. Optionally, one can specify a single .inp file to estimate a specific model. runModels("/Users/mh/mplus_demo", recursive=TRUE, replaceOutfile= "modifiedDate")
runModels_Interactive Provides an interactive interface for selecting a batch of models to run using runModels. paramExtract Subset a data.frame containing Mplus parameters (from the $parameters field of mplus.model objects) to obtain parameters of only a specified type (e.g., regression coefficients or factor loadings). Note. When a single Mplus output file is specified, readModels returns an object of class mplus.model that is based on/inherits the list data type in R. Thus, each field or subfield within the object is typically accessed using the $ operator. The contents of the mplus.model object vary depending on the output. For example, if plot data are requested using the PLOT: command in Mplus, this will typically result in a .gh5 file, which is read into the $gh5 field of the object. If one specifies a directory as the target of readModels, all output files in the directory are read into a single mplus.model.list that inherits from the list object whose elements are mplus.model objects.
Code Listing L1. Example template file for generating Mplus input files for latent class and confirmatory factor models. 
