Abstract. This work studies the build-up method for the global minimization problem for molecular conformation, especially protein folding. The problem is hard to solve for large molecules using general minimization approaches because of the enormous amount of required computation. We therefore propose a build-up process to systematically \con-struct" the optimal molecular structures. A prototype algorithm is designed using the anisotropic e ective energy simulated annealing method at each build-up stage. The algorithm has been implemented on the Intel iPSC/860 parallel computer, and tested with the Lennard-Jones microcluster conformation problem. The experiments showed that the algorithm was e ective for relatively large test problems, and also very suitable for massively parallel computation. In particular, for the 72-atom Lennard-Jones microcluster, the algorithm found a structure whose energy is lower than any others found in previous studies.
Introduction
We are interested in developing general build-up algorithms for the global minimization problem for molecular conformation, especially protein folding. The problem is important for biological studies 2]. But it is very di cult to solve because in theory even simple versions are NP-complete 7] , and in practice the solution can hardly be made e cient because problem sizes are very large. Our model problem for this study is to nd low energy structures of molecular clusters of identical atoms. Mathematically, the problem can be formulated as a global minimization problem for a nonlinear partially separable function. To be more speci c, consider a molecular cluster of n atoms, let x = fx i 2 R 3 ; i = 1; : : :; ng represent the molecular structure with each x i specifying the spatial position of atom i, and let the energy function be de ned by f(x), f(x) = n X i=1;j>i h(kx i ? x j k); (1) where h is the pairwise energy function determined by the distance between each pair of atoms. Then the problem is min x2S f(x) (2) where S is the set of all possible structures.
In recent years, the molecular conformation problem has been studied extensively in computational sciences, especially in the area of numerical optimization. Many approaches have been investigated, either deterministic or undeterministic, such as those in 3, 4, 11, 12, 15, 16, 18, 19, 22] . However, because of the enormous amount of required computation, most general minimization methods can only be applicable to small problem instances (< 100 atoms), while problems of biological interests tend to be very large (> 1000 atoms).
In this paper, we study a general scheme, the build-up method, for large molecular conformation problems. In general, the build-up method is to break up the molecule into its components and then rebuild it. Then the global energy minimization is conducted in two stages: the rst for the components and the second for the molecule. The latter is started from a combination of the components that have the lowest energies in isolation. With this method, the solution of a large problem will hopefully become feasible, as the computation for each component should be more a ordable (if not, the process can be applied recursively), and the second stage minimization may be made less expensive than started from an arbitrary structure.
The idea behind the build-up method is simple and straightforward, but whether or not it can be used e ectively for large problems depends on many detailed factors such as the way of decomposing the molecule, the strategy for combining the components, and the method for the global minimization at each build-up stage. In this paper, we want to study the method and its related issues by considering the model problem in (2) and investigating a prototype build-up algorithm for it. Especially, we want to study how the global minimization procedure at each build-up stage can be designed eciently given simple strategies for decomposing the molecule and combining the components.
In Section 2, we describe the prototype algorithm, its parallel implementation, and numerical experiments. The algorithm has been implemented on the Intel iPSC/860, and tested with the Lennard-Jones microcluster conformation problem. The experiments showed that the algorithm was e ective for relatively large test problems, and also very suitable for massively parallel computation. In particular, for the 72-atom Lennard-Jones microcluster, the algorithm found a structure whose energy level is lower than any others found in previous studies. In Section 3, we describe the global minimization procedure used at each build-up stage. The procedure is designed specically to take advantage of the build-up approach, and is a special anisotropic version of the e ective energy simulated annealing algorithm proposed in 4]. Section 4 contains remarks on other related work and possible extensions of this study.
Parallel Build-Up
A simple build-up strategy has been taken for the prototype algorithm. The idea can be explained by considering the simple microcluster conformation problem. For a cluster of n atoms, the algorithm assumes rst that the lowest energy structure of an (n?1)-atom cluster has been found. Then the algorithm uses the optimized (n?1)-atom cluster together with a new atom to construct an initial n-atom structure, with which a global minimization procedure is started to minimize the energy of the n-atom cluster. Starting with such an initial structure, the procedure can hopefully nd in a more e ective way the lowest energy structure of the n-atom cluster.
To obtain the initial n-atom structure, the new atom is placed somewhere around the optimal structure of the (n?1)-atom cluster. Di erent positions for the new atom make di erent initial n-atom structures, which may lead to di erent conformation solutions. In our prototype algorithm, we make n?1 trials, each taking the initial structure with the new atom nearby one of atoms in the (n?1)-atom cluster. Eventually, the lowest energy structure found in these trials is taken as the candidate for the best structure of the n-atom cluster. Note that n?1 trials involve n?1 global minimizations which might need a great amount of computation. However, many trials could be avoided in practice by using problem speci c heuristics. In any event, the minimizations are totally independent, and can be conducted in parallel with a very good e ciency. So the algorithm is naturally a parallel algorithm, and should also be suitable for massively parallel computation.
The above process can be generalized to a molecule of n-components with each component containing more than one atoms. Here we suppose that energies of components are minimized rst so that each of them assumes a lowest energy structure. Figure 1 contains an outline of the prototype build-up process, where the simplest decomposition is assumed, i.e., the molecule always is decomposed into n components with each containing only one atom. Notation N (x) for a 3-dimensional position x de nes a neighborhood of x. Formally, N (x) = fy 2 R 3 ; ky ? xk < ; > 0g. Also, x (k) for some integer k represents a 3-dimensional structure of a k-atom cluster, x (k) = fx The energy of the cluster is minimized by the random search at Step 3. The method used for the random search is important for the entire build-up process. A general random search is basically not sensitive to initial structures, and hence can not take advantages of the build-up approach. A special random search thus is required to exploit the problem structures constructed by the build-up process so that short paths from initial structures to nal solutions may be found. The motivation for pursuing the build-up approach is just to explore such an e cient search process. In next section, we discuss the anisotropic random search method used in our algorithm.
The build-up algorithm can be applied recursively to the (n?1)-atom (or (n?1)-component) cluster if its optimal structure is not available. In other words, the algorithm can be used systematically for small to large clusters so that solutions for larger and larger clusters can possibly be found. This process is similar to the polyhedral growth scheme in 9] for the LennardJones microcluster conformation, except that the latter exploited problem speci c information, and conducted only local minimization at each growingup stage. The proposed build-up process here is more general and robust.
The build-up process is certainly not optimal for many problems. As a matter of fact, most problems might need more speci c ways of decomposing the molecule and combining the components, e.g., special build-up procedures were used for some polypeptides in 8, 17] . A better general approach to the build-up requires further research. However, this work is more concerned with how e ciently the global minimization, or the random search, at each build-up stage can be conducted given simple but general build-up strategies.
The parallel build-up algorithm in Figure 1 has been implemented on the Intel iPSC/860, and tested with the model problem in (2) using the Lennard-Jones pairwise potential function:
h(kyk) = 1 kyk 12 ? 2 kyk 6 :
The function is widely used in molecular simulations, and provides a good model for the conformational energy that governs the behavior of particularly simple physical systems { molecular clusters of chemically inert atoms (e.g., argon). The conformation of this type of molecular clusters, also called the Lennard-Jones microcluster conformation, has been studied by generating polyhedral sequences 9], by taking simulated annealing method 22], by searching special lattice structures 15, 24], etc. These results provide standards for testing new algorithms. In our previous study 4], the largest Lennard-Jones cluster whose optimal structure was found by a general global search process was the cluster of 54 atoms. So to test the build-up algorithm for relatively large problems, we start the test with the cluster of 55 atoms. Then larger clusters with up to 75 atoms are tested in turn based on the best solutions found for their predecessors. The results obtained for these clusters are listed in Table 1 Algorithm 1 fParallel Build-Upg 1 Input x (n? 1) foptimal structure of (n-1)-atom clusterg Table 1 , \?" = the energy value in 15] was not obtained, \+" = the energy value in 15] was obtained, and \++" = the energy value is lower than that in 15].
Our build-up algorithm found the best known energy values for most clusters in Table 1 . Some values found by the algorithm were a bit higher than those by the lattice search method in 15]. However, for clusters of 66 and 72 atoms, the algorithm also found better solutions. The lower energy value for the cluster of 66 atoms was also discovered in 24] by relaxing the lattice search method in 15] and conducting more extensive searches. But the new energy value for the 72-atom cluster was lower than any others found before. Table 2 illustrates further details about the performance of the algorithm for di erent initial structures . The energy values obtained by the algorithm for the 72-atom cluster are listed, each corresponding to a di erent initial structure. The initial structure was generated by placing a new atom nearby one of atoms in the optimized 71-atom cluster. The vector x 72 is the 3-dimensional position for the 72th atom, the new one. For an integer i, 1 i 71, N (x i ) is an -neighborhood of x i , the position for the ith atom in the optimized 71-atom cluster. As we can see in Table 2 , several initial structures led the algorithm to the lowest energy structures of the 72-atom cluster. Note that in Table 2 , \?" = the best known energy value was not obtained, \+" = the best known energy value was obtained, and \++" = the energy value is lower than the best known.
The program for the parallel build-up algorithm was written in standard C with some extensions for the Intel iPSC/860 interprocessor communications.
No local linear algebra library routines were used. All results in Table 1 and  Table 2 were obtained on the Intel iPSC/860 using 16 processors. However, the number of processors actually is scalable up to n?1 for an n-atom cluster problem. Figure 2 contains a performance example for the parallel build-up algorithm. The results were obtained by testing the algorithm with a 33-atom cluster problem on the Intel iPSC/860 using di erent number of processors. From these results we see that the algorithm achieved a very good parallel e ciency, and should be suitable for massively parallel computation. 
Anisotropic Random Search
In this section we describe the random search procedure used in Algorithm 1. The procedure is designed speci cally to take advantages of initial structures constructed by the build-up process, so that short paths from these structures to the optimal solutions may possibly be found. Then hopefully, faster solutions can be obtained if better initial structures can be constructed. Here by \better" we mean \closer" to the optimal structure.
For a molecular cluster of n atoms, the initial structure assumed by the build-up process in Algorithm 1 always contains a big component with n?1 atoms whose energy has been minimized in isolation. With the additional atom at a proper position, the structure can keep in low energy, and remain relatively stable. Hypothetically, such a structure may not be too far from the lowest energy structure, and the latter can possibly be obtained by making only small changes to the former. In addition, for the atoms in the (n?1)-atom component, those close to the additional atom may need relatively big changes in their positions { the closer, the bigger, and the farther, the smaller. For these reasons, we must have a special anisotropic random search procedure to simulate proper structural changes and then obtain e cient solutions.
We used for the random search a procedure called the anisotropic e ective energy simulated annealing. The e ective energy simulated annealing is a general random search method proposed in 4] for the energy minimization for molecular conformation. The method combines the simulated annealing with a class of e ective energy functions transformed from the original energy function based on the theory of renormalization groups 13, 23] . For the details about the simulated annealing, the e ective energy and the e ective energy simulated annealing, readers are referred to 1, 10, 22], 18, 19] and 4]. Figure 3 contains an outline for the e ective energy simulated annealing algorithm, where x is referred to as the current solution, x + the perturbed solution, x the random jump, s the random step, l k the maximum number of random trials allowed at step k, A k the step size control at step k, and T control parameters. Function random 0; 1) returns a random number in 0; 1).
In general, similar to simulated annealing, the e ective energy simulated annealing generates a sequence of random trials with decreasing the param- eter T from positive to 0. But in contrast to simulated annealing, the trials are not performed with the original energy function. Instead, for each T, the e ective energy functionf ;T de ned as follows is used: f ;T (x) = n X i=1;j>ih ij ;T (kx i ? x j k); (4) where is called a sampling parameter which can either be a scalar or a matrix. For the case of scalar, the subscript ij can be removed from ij . The functionh ;T (kyk) with respect to any and T is the pairwise e ective energy function de ned for given pairwise energy function h(kyk) such that 
Note that for any xed y and T, lim !0h ;T (kyk) = h(kyk):
Therefore, in the e ective energy simulated annealing algorithm, the annealing process is applied to a sequence of e ective energy functions obtained by changing values for from positive to 0 as T ! 0. The e ective energy functions average in some sense the original energy variations over small regions, and therefore are somehow smoother functions. But as ! 0, they become less smooth, and eventually converge to the original energy function.
In 4], an isotropic e ective energy simulated annealing algorithm, a version of Algorithm 2 with A k and k set to scalars, was implemented, and tested with a set of small molecular conformation problems. The results showed that the algorithm was more e ective and e cient than a general simulated annealing method. However, the algorithm can not directly be used for the build-up process in Algorithm 1, simply because that the isotropic algorithm searches for solutions equally along all directions, which is not e cient, and not necessary, for the random search required by the buildup process. In terms of molecular conformation, the random search for the build-up should not make equal structural changes for all atoms, since otherwise, as we mentioned before, it will not be able to take advantage of the initial structures to obtain e cient solutions.
It su ces to construct an anisotropic version of Algorithm 2 that exploits special properties of the build-up process. To obtain such an algorithm, proper matrices for A k and k need to be determined. In general, if A k can be determined, values for k can be set proportional to, but smaller than, those for A k . General approaches to the determination of A k , as studied in 20, 21] , typically require expensive computations. But for the buildup process, A k can simply be set to some values, as long as the resulting anisotropic random search makes special structural changes required by the process.
Algorithm 3 in Figure 4 describes the major strategies for computing A k and k for the anisotropic version of Algorithm 2. In Algorithm 3, subscripts for A k and k are removed since for all k the same strategies apply. However A k and k are proportional to T k . So, values for A k and k decrease as T k goes to 0.
Using the strategies in Algorithm 3, A is set to a diagonal matrix, whose ith diagonal element d i is inversely proportional to the distance between atoms i and n in the initial structure (represented by x ), where atom n is the atom additional to the optimized (n?1)-atom component. With A determined this way, the random search is forced to make large structural changes for the atoms closer to atom n and small changes for others. For , all its ij-elements are set to 0 if neither i nor j is equal to n, and all its in-elements are set proportional to the step size d i for all i < n. The reason for this is that uctuations between atoms i and j for i < j < n are supposed to be small, and only those between atoms i and n for all i < n need to be taken into account and sampled by the e ective energy function.
In our implementation for the anisotropic random search, the cooling schedule, the number of random trials at each cooling step, the acceptance rate, etc. remained basically the same as the implementation for the isotropic e ective energy simulated annealing in 4]. A local minimization also was applied at the very end of the search process. However, the starting temperature was set to a very low value to avoid large structural perturbations. Only 10 cooling steps were taken, and in total about 2 5 n log 2 n function evaluations were required by the entire search. So for a cluster of 32 atoms, the total number of function evaluations for the anisotropic random search was about 5K, and for a cluster of 64 atoms, it was about 12K.
Concluding Remarks
We would like to point out that the build-up idea for molecular conformation is not new. It was introduced in 8, 17] for some polypeptide chain conformation problems. Basically, the methods in 8, 17] tried to rst minimize the energies of smaller fragments, such as amino acids, and then combine the fragments to obtain optimal structures for larger units. The polyhedral growth scheme in 9] was also a sort of build-up approaches. The basic buildup strategy in this scheme { to construct the optimal structure for the cluster of n atoms based on the optimal structure for the cluster of n?1 atoms { is also used by the prototype algorithm studied in this work. Compared with 8, 17], our study on the build-up method is for a more general purpose { to nd general and systematic build-up procedures and develop e cient random search methods speci c to the build-up procedures. As we have mentioned before, the prototype algorithm developed in this study also is more general and robust than the polyhedral growth scheme.
We also want to mention that for the anisotropic random search, especially the anisotropic simulated annealing, a general approach based on some statistical methods was studied before in 21]. However this approach involves computing for the step size control a covariance matrix of random sampling at each cooling step. The computation is typically in O(n 2 l), where n is the problem dimension and l the number of random trials made at one cooling step. For an anisotropic e ective energy simulated annealing procedure this approach could be costly since l is typically in O(n log 2 n).
In conclusion on this work, we studied the build-up method for molecular conformation, and proposed a prototype algorithm. By exploiting the special properties associated with the build-up process, an e cient random search procedure { anisotropic e ective energy simulated annealing { was developed and used. The algorithm was tested with some relatively large microcluster conformation problems. The results were e ective. Especially, better solutions were found by the algorithm for the 72-atom Lennard-Jones microcluster. The algorithm also proved easy to parallelize and suitable for massively parallel computation.
However, the build-up procedure in this study can only serve as a com-putational model. To extend the procedure to a variety of molecular conformation problems, e.g., the protein folding problem, still requires a lot more work. For example, in real applications, molecules may better be decomposed into many components with equal or not equal sizes. Then whether or not there is a general approach to combining components systematically and making e cient searches is not known. Also, the build-up method could be useful for solving a class of so-called \perturbed" protein folding problems { nding the most stable structures for proteins of known structures with some small components added, deleted, or changed. Research along this direction would be interesting to pursue.
