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El objeto de estudio de la presente tesis es el taller de trabajo flexible en el sector 
metalmecánico. El problema de investigación se derivó a partir de la búsqueda sistemática 
de metodologías y algoritmos para programar sistemas productivos; se identificaron 
configuraciones de variables de proceso no abordadas en la literatura, lo que se considera 
un vacío en el conocimiento. Consecuente con lo anterior, se diseñó una metodología 
basada en un algoritmo evolutivo para programar los pedidos en un taller de trabajo 
flexible, con restricciones de tiempo, secuencia, mantenimiento, liberación de pedidos, 
disponibilidad, consumo y costo de recurso que varía en el tiempo, con el fin de minimizar 
tiempo de proceso y costo de producción; incluyó un proceso de ponderación para escoger 
la mejor secuencia de programación. Como aporte principal se propone una metodología 
novedosa que al compararla con otras metodologías encontradas en la bibliografía, 
demostró mejoras mayores al 10% en makespan y costo total del recurso consumido. 
 








Multiobjective methodology based on an evolutionary behavior to schedule flexible job shop 
production systems. Applications in the metal mechanic industry. 
 
The study object of the present thesis is the flexible job shop in the metal mechanic sector. 
The research problem was derived from the systematic search of methodologies and 
algorithms to schedule production systems; configurations of process variables not 
addressed in the literature were identified, which is considered an empty in knowledge. 
Consequent with previous, a methodology was designed based on an evolutionary 
algorithm to schedule orders in a flexible job shop, with time restrictions, sequence, 
maintenance, liberation of orders, availability, consumption and cost of resource that varies 
in time, in order to minimize processing time and cost of production; it includes a weighting 
process to choose the best programming sequence. As main contribution a novel 
methodology was proposed which, compared with other methodologies found in the 
literature, it demonstrated greater improvements to 10% in Makespan and total cost of 
consumed resource. 
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El problema de investigación y la hipótesis se derivaron a partir del hilo conductor que se 
expone en la Figura 0-1.  
 
Figura 0-1: Esquema de la introducción. 
 
Fuente: Elaboración propia. 
 
El proceso se desarrolló como se explica a continuación. 
 
La producción en una organización se configura como un sistema de elementos que 
interactúan para transformar bienes y servicios. Estos elementos requieren de una 
programación y se clasifican en recursos o insumos como son mano de obra, información, 
materiales, equipos, infraestructura, dinero y procesos. La producción no se refiere 
exclusivamente al proceso técnico para la obtención de productos físicos o intangibles; en 
un concepto más amplio, constituye el conjunto de procesos y actividades susceptibles de 
satisfacer las necesidades de los clientes o consumidores. Este conjunto se puede dividir 
en subsistemas de aprovisionamiento, producción del bien o servicio y entrega (Sarache 
et al., 2008). 
 
La gestión de un sistema productivo depende de muchos factores, uno de ellos es la 
configuración de la producción, la cual debe obedecer a las características del producto, 
del proceso y a la cantidad demandada por el cliente. Dicha configuración puede ser por 
proyecto, por proceso o por producto (en línea y continuo). Hayes y Weelwight (1979), 
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Heizer y Render (2001), Domínguez Machuca et al. (1995), Sarache et al. (2008) y 
Seetharaman (2013), expusieron esta clasificación con diferentes perspectivas. 
 
 Configuración por proyecto: Elaboración de un único producto, operaciones centralizadas 
en un solo lugar, alta flexibilidad y subcontratación de actividades productivas. 
 
 Configuración por proceso; Elaboración de productos diversos, operaciones no 
estandarizadas con alta flexibilidad, lotes de pequeñas o medianas cantidades, 
organización en talleres o tiendas de trabajo, lotes en secuenciación diferente (Job Shop) 
o similar (Flow Shop). 
 
 Configuración por producto: Elaboración de un único o pocos productos de diseño similar 
en altos volúmenes, baja flexibilidad y alta estandarización, inversión alta de recursos, 
producción en línea y continua. Requieren una sostenibilidad prolongada de la demanda 
con una rápida penetración del producto en el mercado. 
 
Otras formas productivas combinaron configuraciones para mejorar factores como 
flexibilidad, capacidad, velocidad de trabajo y resultados como eficiencia y costos. Cheng 
et al. (1995), Harrell y Turnay (1997), Suri (1998), Doerr y Magazine (2000), Heizer y 
Render (2001), estudiaron la configuración celular o células de manufactura. Por su parte 
Miltenburg (2005) ilustró otra perspectiva en la clasificación de los sistemas productivos, al 
agruparlos en tradicionales (Job Shop, lotes, línea y continuo) y sistemas modernos de 
manufactura (Justo a tiempo y sistemas de manufactura flexible). 
 
Debido a que la presente tesis doctoral se aplicó en la ciudad de Manizales (Colombia), se 
decidió investigar sobre un sector económico que fuera representativo para la región y, en 
el mismo, determinar la configuración del sistema productivo. Se seleccionó el sector 
metalmecánico, pues según la Cámara de Comercio de Manizales (2014) este representa 
el 12,4% del PIB industrial en Colombia. Específicamente en Manizales, 473 empresas del 
sector generan el 36% del empleo industrial de la ciudad y el 20% del empleo en el 
Departamento de Caldas. 
 
Debido a la configuración preponderante de los talleres de trabajo en el sector, y a la 
importancia del mismo en la región, se decidió incluir en el objeto de estudio de la tesis la 
configuración de los talleres de trabajo aplicado al sector metalmecánico, lo cual se 
sustenta en autores como Framinan y Schuster (2006), Behnamian et al. (2009), Duflou et 
al. (2012), Seetharaman (2013), Hashmi (2014), Stock y Seliger (2015), quienes 
presentaron el taller de trabajo como una de las configuraciones para procesar metales. 
Por su parte Sarache et al. (2007) y Almeder y Hartl (2013) establecieron que la 
configuración por proceso o taller es el sistema dominante en el sector metalmecánico. La 
Cámara de Comercio de Manizales (2014) determinó también que el 82% de las empresas 
de metalmecánica son talleres de trabajo. 
 
En la investigación se encontró la clasificación de los talleres de trabajo, que depende de 
la secuencia de operación, del número y del tipo de máquinas utilizadas. Pinedo (2005), 
Zandieh et al. (2006) y Allahverdi et al. (2008) ilustraron configuraciones similares con 
criterios de clasificación de problemas de programación basado en el entorno de recursos. 
Los talleres de trabajo se clasifican en máquina simple o individual, máquinas paralelas o 
uniformes, Flow shop, Flexible Flow Shop, Job Shop, Open Shop, Flexible Job Shop y 





De todas las configuraciones se escogió el Flexible Job Shop, debido a su complejidad 
computacional y tiempo de procesamiento, además de ser la configuración más aplicada 
en casos reales (Huang et al., 2014).  
 
A partir de esto y de la importancia del sector metalmecánico se determinó el objeto de 
estudio como la “Configuración Flexible Job Shop, aplicada en el sector metalmecánico”. 
Se incluyeron en la investigación dos factores relevantes: programación e inteligencia 
artificial. 
 
La programación de la producción, denominada en la literatura con el anglicismo de 
“Scheduling”, es una actividad importante en la administración del sistema productivo, pues 
detallar las cantidades y las fechas de entrega facilita el cumplimiento de los compromisos 
adquiridos con el cliente y el logro de los objetivos empresariales. 
 
Por otro lado, las técnicas de inteligencia artificial son diversas y han tenido su aparición y 
desarrollo desde hace cuatro décadas. En lo que respecta al Scheduling, Castrillón et al. 
(2009; 2010) determinaron que el programa de secuenciación de pedidos en un sistema 
Job Shop se puede lograr con la aplicación de técnicas de inteligencia artificial (aleatorios, 
búsqueda tabú, minería de datos, algoritmos evolutivos, enjambres y agentes inteligentes). 
Dichas técnicas son eficaces para encontrar el tiempo total de proceso, que en la literatura 
se conoce con el nombre de “makespan”. Las técnicas de inteligencia artificial también 
pueden asumir otros objetivos, tales como reducir los tiempos de entrega y minimizar los 
costos de los recursos. Castrillón et al. (2010) afirmaron que las técnicas de inteligencia 
artificial son eficaces para la optimización “multiobjetivo”. 
 
La búsqueda de la situación problemática se realizó aplicando una estrategia de 
investigación. Consistió en el seguimiento a la literatura, recopilación de documentos y una 
búsqueda sistemática del estado del arte. Para ello y de acuerdo al objeto de estudio, se 
establecieron las siguientes preguntas de investigación: 
 
 ¿Cuáles son las técnicas de inteligencia artificial o algoritmos utilizados para programar 
la secuenciación de pedidos en los sistemas de producción con configuración Flexible 
Job Shop Multi-objetivo?  
 ¿Cuáles son las variables independientes y dependientes investigadas y publicadas 
hasta el momento? 
 ¿Existe alguna metodología generalizada para programar la secuenciación de los 
pedidos adoptando todas las variables identificadas? 
 
Con el fin de realizar la búsqueda sistemática se estableció la ecuación que se presenta 
en la Tabla 0-1, teniendo en cuenta los términos: “job shop” or “jobshop” and “scheduling” 
or “program” and “Flexibe” and “algorithm” or “artificial intelligence”.  
 








jobshop program artificial intelligence 
Fuente: Elaboración propia. 
 
Las referencias bibliográficas se extrajeron del Sistema Nacional de Bibliotecas de la 
Universidad Nacional de Colombia, específicamente de la base de datos de la ISI Web of 
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Science (Thomson Reuters). La cual consulta más de 8,700 revistas internacionales 
indexadas de ciencia, tecnología, ciencias sociales, artes y humanidades. 
 
La búsqueda sistemática se hizo por tema con el fin de extraer los documentos que 
incluyan alguna de las palabras claves en el título, el abstract y el contenido. En total se 
encontraron 275 referencias bibliográficas, las cuales fueron clasificadas por área en la 
Web of Science así: Engineering Manufacturing; Operations Research Management 
Science; Engineering Industrial; Computer Science Artificial Intelligence; Automation 
Control Systems. 
 
Por medio del software, aplicado en la web site www.mytreeofscience.com, se realizó el 
filtro de las referencias redundantes, quedando 80 referencias; se adicionaron 59 
documentos encontrados en la Science Direct. Esta base de datos consulta los principales 
artículos científicos de más de 2.500 revistas y 26.000 libros. Igualmente, consulta otras 
bases de datos como ElsevierConnect, Elsevier Open Access, Elsevier Content Innovation, 
Mendeley, Scopus y Reaxys. 
 
En total se analizaron 139 documentos (ver anexo 1). Robledo et al. (2013) explicaron las 
bases que soportan la metodología utilizada en la web site  www.mytreeofscience.com, la 
cual clasifica los documento bajo el esquema de un árbol. Los documentos “Root” 
representan a los autores que han dado las bases para la investigación en el tema. Los 
“Trunk” representan a los autores que le han dado la estructura al tema. Los “Leaf” son las 
diferentes perspectivas asumidas los investigadores en los últimos años. El árbol se puede 
apreciar en la Figura 0-2; esta ilustración es necesario presentarla para validar el resultado 
de la clasificación. 
 
Figura 0-2: Árbol de la ciencia. 
 
Fuente: Elaboración a partir de la base de datos procesada en 
www.mytreeofscience.com 
 
Los 139 artículos y documentos fueron analizados con el código DOI en la web site 
www.doi,org y con el software “Mendeley”. En la Figura 0-3 se clasificaron los documentos 
por año; el 69.6% fueron documentos publicados en los años 2010 y 2015, 25.2% entre el 
2000 y 2009, el resto en el siglo pasado. Como se observa, el tema objeto de estudio, ha 
sido de interés permanente en la última década. 
 
Las referencias bibliográficas fueron analizadas en estructura y resultados, concluyendo 
que las contribuciones presentaron métodos, metodologías, técnicas, procesos y 





Shop. Igualmente se proponen algoritmos y modelos matemáticos donde predomina la 
aplicación de técnicas de inteligencia artificial, tales como: algoritmo evolutivo o genético, 
búsqueda tabú o vecindad, enjambre, feromonas, híbrido, recocido simulado, lógica difusa, 
partículas swarm, redes neuronales minería de datos, redes Petri, algoritmo memético, 
teoría de colas y sistemas binarios (Figura 0-4). Algunos autores mezclaron modelos y sólo 
el 5.76% de los documentos propusieron la aplicación de modelos matemáticos con 
programación lineal. Lo anterior reafirma la prevalencia de las técnicas inteligentes para la 
solución del problema. 
 
Figura 0-3: Documentos por año en búsqueda sistemática. 
 
 
Fuente: Elaboración propia. 
 
Figura 0-4: Participación de modelos en la búsqueda sistemática. 
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Muchos autores utilizaron los términos “metodología”, “modelo” y “método” para referirse 
a la aplicación de técnicas de inteligencia artificial. 
 
Por otra parte, todos los artículos incluyeron casos de estudio con restricciones, 
denominadas variables independientes, que fueron procesadas mediante metodologías y 
algoritmos en funciones objetivo para dar como resultado variables dependientes. 
 
Las variables independientes más representativas fueron tres: el tiempo de los pedidos en 
cada puesto de trabajo, la secuencia de los pedidos en los puestos de trabajo y la fecha 
de vencimiento de pedido o terminación. El resto de variables independientes como: tiempo 
de preparación, mantenimiento, liberación de pedidos, disponibilidad y consumo de 
recurso, inventarios, cuellos de botella o almacenamiento limitado, cambios de velocidad, 
pedidos divididos y transporte limitado, fueron tratadas por pocos autores (ver Figura 0-5). 
 
Figura 0-5: Variables independientes en la búsqueda sistemática. 
 
Fuente: Elaboración propia. 
 
Las variables dependientes obedecen al cumplimiento de objetivos; cada variable 
dependiente fue calculada mediante una función objetivo. Si solo se identifica una variable 
dependiente significa que el modelo es mono-objetivo. Por el contrario, si existen dos o 
más variables dependientes el modelo es multi-objetivo; 38.12% de las publicaciones 
pertenecieron a esta última categoría. La participación en las variables dependientes más 
representativas fueron 84.17% para el makespan, el 19.42% para la carga de trabajo en 
máquinas y el 19.42% para la tardanza o precocidad. El resto de variables dependientes 
fueron tratadas por pocos autores, como por ejemplo maximizar la utilización del 
transporte, minimizar los costos de manufactura, tiempos de flujo, costos de 
almacenamiento, tiempos de ocio, preparación, inesperados, averías y costo de recurso 
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Figura 0-6: Variables dependientes en la búsqueda sistemática. 
 
Fuente: Elaboración propia. 
 
 
En conclusión, las variables independientes más utilizadas son los tiempos de los pedidos 
en cada puesto de trabajo y la secuencia de fabricación. Las variables dependientes más 
abordadas fueron minimizar el makespan, maximizar cargas de trabajo en máquinas y 
minimizar la tardanza o precocidad. En total 40.29% de los autores adoptaron 3 variables 
entre independientes y dependientes, 30.22% procesaron 4 variables, 20.14% asumieron 
cinco variables, y el resto entre 0, 1, 2, 6 y 7 variables (ver Figura 0-7). 
 
Figura 0-7: Cantidad de variables en la búsqueda sistemática. 
 
Fuente: Elaboración propia. 
 
Con base en lo anterior se elaboró el marco general de la presente tesis doctoral como se 
expone a continuación: 
 
1) Formulación del Problema de investigación: 
 
La búsqueda sistemática y el análisis dieron respuesta a las preguntas de investigación 
definidas con anterioridad, de la siguiente forma: 
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¿Cuáles son las técnicas de inteligencia artificial o algoritmos utilizados para 
programar la secuenciación de pedidos en los sistemas de producción con 
configuración Flexible Job Shop Multi-objetivo? 
Se encontraron en total 16 técnicas, entre las cuales están el algoritmo evolutivo o 
genético, búsqueda tabú o vecindad, enjambre, feromonas, híbrido, recocido simulado y 
lógica difusa. Predominan las técnicas de inteligencia artificial y entre ellas los algoritmos 
evolutivos. 
 
¿Cuáles son las variables independientes y dependientes investigadas y publicadas 
hasta el momento? 
 
Se encontraron en total 13 variables independientes: el tiempo de los pedidos en cada 
puesto de trabajo, la secuencia de los pedidos en los puestos de trabajo, la fecha de 
vencimiento de pedido o terminación, liberación de pedidos, tiempo de preparación, 
mantenimiento, disponibilidad y consumo de recurso, inventarios, cuellos de botella o 
almacenamiento limitado, cambios de velocidad, pedidos divididos y transporte limitado. 
Entre las anteriores las más representativas fueron el tiempo de los pedidos en cada 
puesto de trabajo, la secuencia de los pedidos en los puestos de trabajo y la fecha de 
vencimiento de pedido o terminación 
 
Por otro lado, se encontraron en total 11 variables dependientes: minimizar makespan, 
tardanza o precocidad, tiempos de flujo, costo de recurso consumido, costos de 
manufactura, costos de almacenamiento, averías o tiempos inesperados, tiempos de 
preparación y ocio, y maximizar carga de trabajo en máquinas y trasporte. Entre las 
anteriores las más dominantes fueron minimizar makespan y tardanza o precocidad, y 
maximizar carga de trabajo en máquinas. 
 
¿Existe alguna metodología generalizada para programar la secuenciación de los 
pedidos adoptando todas las variables identificadas? 
En el análisis y el anexo 1 se aprecia que ningún autor asumió el total de las variables 
identificadas. Cada variable dependiente se calcula con un proceso único, de igual manera 
pasa con las restricciones, el procedimiento es diferente para cada una de ellas. Se puede 
afirmar entonces que no se encontró una metodología que asuma el total de las variables, 
lo cual representa un vacío en el conocimiento. 
 
De la misma forma se identificaron conjuntos de variables que los autores no han tratado 









































































































Costo total de 
recurso 
Fuente: Elaboración propia. 
 
Los investigadores proponen resolver configuraciones que agreguen o modifiquen 
variables de proceso para hacer de los casos de estudio situaciones que representan la 
realidad. Destacados autores en el tema del “Flexible Job Shop Scheduling” establecen 
todo un campo de acción para futuros proyectos de investigación, por ejemplo: Zribi et al. 
(2008) establecen la intensión de desarrollar proyectos con el makespan, el mantenimiento 
y el costo de manufactura; Yazdani et al. (2010) recomiendan adoptar indicadores de 
desempeño y limitaciones del proceso diferentes a los publicados; Xing et al. (2010) 
afirman que en el futuro próximo se abordarán otras extensiones del FJSSP multi-objetivo; 
Pan et al. (2011) manifiestan un alto interés por asumir otros problemas de optimización 
combinatoria; Li et al. (2014b) sugieren abordar restricciones de actividades de 
mantenimiento preventivo. Esto representa un espacio de exploración abierto en el 
conocimiento. 
. 
Teniendo en cuenta lo anterior, y como propósito de esta tesis, se tomó la decisión de 
abordar la configuración de la alternativa 4 de la Tabla 0-2. Adicionalmente y con el fin 
de fortalecer la contribución al conocimiento, se determinó asumir otras dos variables no 
encontradas en la literatura: consumo de recurso con variabilidad en el tiempo y 
criterios de ponderación para asumir la mejor secuencia de programación. La 
metodología que se diseñó incluyó un algoritmo evolutivo por ser la técnica de inteligencia 
artificial más aceptada entre los investigadores. 
 




¿Cómo se debe estructurar y diseñar una metodología basada en un comportamiento 
evolutivo para programar un sistema productivo con configuración Flexible Job Shop, que 
mejore los niveles de desempeño en tiempo de proceso y costo total de recurso 
consumido, en comparación con modelos teóricos existentes, bajo restricciones de tiempo, 
secuencia, mantenimiento, liberación de pedido, disponibilidad y consumo de recurso con 
costo variable en el tiempo, aplicable en contextos reales del sector metalmecánico? 
 
El anterior Problema de Investigación se sistematizó con cuatro subpreguntas de 
investigación así: 
 
 ¿Cuáles son y que estructura proponen las metodologías, métodos, técnicas y algoritmos 
de inteligencia artificial para programar la secuenciación de pedidos en los sistemas de 
producción con configuración Flexible Job Shop Multiobjetivo?  
 ¿Cuál debe ser el procedimiento metodológico multiobjetivo, que incluya variables y 
criterios, para programar la secuenciación de pedidos en un sistema Flexible Job Shop 
aplicado en el sector metalmecánico? 
 ¿Cuáles deben ser  las características y la estructura de una herramienta informática para 
aplicar la metodología diseñada? 
 ¿Cómo debe validarse la metodología propuesta, teniendo en consideración 
configuraciones encontradas en la revisión bibliográfica, que permitan probar su 
aplicación en casos reales de la industria metalmecánica?  
 
2) Objetivo General: 
 
“Diseñar y aplicar una metodología multiobjetivo soportada en un comportamiento 
evolutivo, para programar un sistema de producción Flexible Job Shop, adoptando 
restricciones de tiempo, secuencia, mantenimiento, liberación de pedido, disponibilidad y 
consumo de recurso con costo variable en el tiempo, en contextos reales del sector 
metalmecánico, que permita minimizar tiempo de proceso y costo de recurso consumido, 
en comparación con modelos teóricos existentes”. 
 
3) Objetivos Específicos: 
 
 Identificar y analizar, mediante una revisión bibliográfica, las metodologías utilizadas en 
la programación de los sistemas productivos con configuración Flexible Job Shop para 
establecer el problema de investigación y las bases teóricas y conceptuales del desarrollo 
de la metodología propuesta. 
 Diseñar y estructurar una metodología multiobjetivo que incluya variables y criterios de 
programación para ser aplicada en sistemas Flexible Job Shop del sector metalmecánico. 
 Diseñar una herramienta informática para facilitar la implementación de la metodología 
propuesta. 
 Adaptar la metodología propuesta, mediante la aplicación en contextos reales de la 
industria metalmecánica, y experimentar para comparar con configuraciones 
identificadas en la revisión bibliográfica y cuantificar su desempeño. 
 
4) Planteamiento de la Hipótesis General: 
 
Con base en la situación problemática y el problema formulado con anterioridad, la 






A partir del diseño y aplicación de una metodología multiobjetivo, soportada en un 
comportamiento evolutivo, que adopte restricciones de tiempo, secuencia, mantenimiento, 
liberación de pedido, disponibilidad y consumo de recurso con costo variable en el tiempo 
y soluciones ponderadas y que, a su vez, involucre un número amplio de variables  que 
describan de forma más realista las particularidades de los sistemas Flexible Job Shop del 
sector metalmecánico, es posible obtener mejores niveles de desempeño en makespan y  
costo de recurso consumido, en comparación con modelos teóricos existentes” 
 
En la Figura 0-8 se presenta el esquema de la hipótesis de la investigación.  
 
Figura 0-8: Esquema conceptual de la hipótesis de la investigación. 
 
Fuente: Elaboración propia. 
 
La hipótesis de investigación se comprobó identificando la configuración de un número 
amplio de variables no asumidas en la literatura (ver alternativa 4 de la Tabla 0-2). Se 
diseñó y aplicó una metodología para programar la secuenciación de operaciones en 
sistemas de producción Flexible Job Shop, los resultados demostraron que la metodología 
solucionó el problema de investigación y, a la vez, obtuvo mejores niveles de desempeño 
en tiempo de proceso y costo de recurso consumido, en comparación con otras 
metodologías identificadas en la revisión bibliográfica. 
 
En la hipótesis, el texto “... involucre un número amplio de variables  que describan de 
forma más realista las particularidades de los sistemas Flexible Job Shop del sector 
metalmecánico...”, se refiere a la similitud que debe tener la metodología con la realidad.  
Raviolo et al. (2010) proponen “…un modelo es mejor cuanto más se asemeja a lo real…”, 
en la medida en que se asuma una mayor cantidad de parámetros o particularidades del 
sector metalmecánico existirá una mayor representación de la realidad. Entre las 
particularidades se identifican las actividades y condiciones de mercado que establecen la 
liberación de pedidos, plantean tiempos de inhabilidad y mantenimiento de recursos y 
orientan las prioridades en las decisiones estratégicas de las organizaciones. Dichos 
parámetros son representados en una configuración de variables no asumida en la 
literatura, esta se expone a continuación: 
 
Las variables independientes fueron: 
 Tiempos de Pedido en Puestos de Trabajo: Tiempo que invierte cada trabajo en cada 
operación y máquina. 
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 Secuencia de Pedido en Puestos de Trabajo: Orden de las operaciones del pedido. 
 Tiempo de disponibilidad de recurso: Periodo en que los recursos o máquinas están libres 
después de una actividad programada previamente. 
 Tiempo de Mantenimiento: Periodo de reparación o cambio de pieza en máquina o equipo 
 Tiempo de Liberación de Pedido: Momento en que el pedido puede entrar en proceso de 
fabricación. 
 Consumo de recurso: Adjudicación de material o energía por cada operación en las 
máquinas. 
 Costo de recurso en el tiempo: Valor de la unidad del recurso en periodo. 
 Ponderación de funciones objetivo: Nivel de importancia de las funciones objetivo en las 
alternativas para programar la secuencia de pedidos en las máquinas. 
 
Las variables dependientes fueron: 
 Makespan: Es el tiempo que transcurre desde el momento de inicio de los trabajos hasta 
el momento en que termina de procesarse el último de ellos. 
 Costo de recurso consumido: Cada operación requiere energía, utilización de equipos y 
materiales, evaluar su desempeño es traducir a costos los recursos consumidos.  
 
Los principales valores de la tesis fueron concebidos en un contexto teórico y práctico: 
 
 Valor teórico: Un marco teórico y referencial que permitió identificar el vacío en el 
conocimiento; no se encontró una metodología que determine la secuenciación de 
pedidos en un sistema Flexible Job Shop, y que a la vez adopte la configuración de 
variables del presente trabajo. Igualmente, permitió conocer las bases conceptuales para 
resolver la pregunta de investigación. Como resultado de la investigación se formularon 
y divulgaron varios productos académicos; cuatro artículos publicados en revistas 
reconocidas y cuatro ponencias presentadas en eventos internacionales. Finalmente se 
identificaron líneas de investigación para resolver en futuros trabajos académicos. 
 
 Valor práctico: Con la metodología propuesta se diseñó una herramienta informática que 
permitió experimentar con casos de estudio para evaluar su desempeño. De la misma 
forma se determinaron las ventajas frente a otras metodologías identificadas en el marco 
teórico y referencial. Finalmente se diseñó y evaluó una metodología que puede ser 
aplicada en el sector metalmecánico o en otro sector que adopte las mismas variables de 
proceso. 
 
Los productos que se lograron fueron ocho: tres artículos en revistas indexadas 
clasificadas en A1 por Colciencias; un artículo en revista indexada clasificada en B por 
Colciencias; cuatro ponencias en eventos internacionales. Entre los anexos 2 y 10 se 
aprecian los artículos y ponencias. 
 
Teniendo el marco general establecido, la tesis se ha estructurado en tres capítulos: el 
primero contiene el marco teórico y referencial que da soporte a la identificación del objeto 
de estudio y al problema de investigación, y las bases conceptuales para su solución; el 
segundo describe la metodología propuesta para programar los talleres de trabajo flexible; 
en el tercero se diseña la herramienta informática para aplicar la metodología y se plantean 
los resultados de la experimentación con 8 casos de estudio; entre ellos se comparó la 
metodología propuesta con otras metodologías convencionales, demostrando la hipótesis 






1. Capítulo 1- Marco teórico y referencial de la 
investigación 
El contexto teórico y referencial de la investigación aborda seis tópicos: el primero expone 
las configuraciones productivas existentes; el segundo determina la importancia de los 
talleres de trabajo y el sector metalmecánico; el tercero explica la configuración de los 
talleres de trabajo; el cuarto aborda la programación como factor relevante para la 
búsqueda de información; el quinto presenta la inteligencia artificial como principal técnica 
para resolver el problema de programación; el sexto expone las perspectivas actuales de 
la programación del Flexible Job Shop. Con todo lo anterior, se establecen las bases 
teóricas y conceptuales del desarrollo de la metodología propuesta (ver Figura 1-1). 
 
Figura 1-1: Esquema del marco teórico y referencial de la investigación. 
 
Fuente: Elaboración propia. 
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1.1 Configuración de los sistemas productivos 
El sistema de producción está integrado por recursos que se unen, modifican o interactúan 
para generar productos o servicios con el fin de satisfacer las necesidades del cliente o 
consumidor. Las actividades que relacionan estos recursos se dividen en subsistemas de 
aprovisionamiento, elaboración y entrega (ver Figura 1-2). 
 
Figura 1-2: Esquema del sistema de producción. 
 
 
Fuente: Elaboración propia a partir de Sarache et al. (2008). 
 
Domínguez Machuca et al. (1995) y Sarache et al. (2008) clasifican los sistemas 
productivos por proyecto, proceso o producto, lo cual depende de varios factores: el tipo 
de producto que se elabora; la secuencia y el orden de las operaciones; la capacidad de 
proceso y la demanda exigida por el cliente. Existen diferentes elementos que son 
influenciados por la configuración adaptada y determinan las tendencias administrativas y 
operativas del sistema, entre ellos está la eficiencia del proceso, la diversidad y cantidad 
de productos, el costo de inversión y funcionamiento, la estandarización y la mano de obra 
de planta o subcontratada. Miltenburg (2005) expone la configuración de diferentes 
sistemas de producción ubicada en condiciones de producto y volumen vs distribución 
“layout” y flujo de material, ver Figura 1-3. 
 
La configuración por proyecto requiere la elaboración de un solo producto y la distribución 
de las instalaciones generalmente gira en torno a él. El costo de inversión en equipos e 
instalaciones tiende a ser bajo, esta condición promueve la subcontratación de servicios y 
mano de obra especializada, lo que incrementa el costo de funcionamiento. La 
estandarización de los proceso tiende a ser baja debido al tratamiento personalizado al 
elaborar un producto para el cliente, por lo tanto la eficiencia es difícil controlar. La 
diversidad de productos es muy alta. 
 




Figura 1-3: Matriz productos y volúmenes vs “layout” y flujo de material. 
 
Fuente: Miltenburg (2005) 
 
La configuración por proceso tiende a establecer lotes de pequeñas o medianas cantidades 
de productos diversos; esta configuración recibe el nombre de talleres de trabajo. Los 
costos de inversión de equipos y funcionamiento presentan un comportamiento medio con 
respecto a los otros tipos de configuración. Cuando los lotes tienen características de 
secuenciación diferente, se denomina taller de trabajo (Job Shop). En este caso la 
estandarización es baja por la flexibilidad del proceso. Cuando los lotes tienen 
características de secuenciación similar se denomina taller de flujo (Flow Shop), siendo 
más alta la estandarización, lo que influye positivamente en la eficiencia del proceso. 
 
Por último, se encuentra la configuración por producto, flujo lineal o continuo. El volumen 
de productos es alto, lo que facilita la estandarización y la eficiencia en los procesos, sin 
embargo impide la flexibilidad de los mismos. El costo de inversión en equipos e 
instalaciones tiende a ser alto, pero por la cantidad de productos el costo de 
funcionamiento es bajo por unidad producida. Esta estructura tiene una variedad de 
productos reducida, por lo tanto la penetración del producto en el mercado debe ser rápida 
y con sostenibilidad prolongada de la demanda. 
 
De otra parte, en la literatura se encuentran sistemas productivos que combinan dos o más 
configuraciones en busca de mejorar factores como capacidad y velocidad de proceso y 
resultados como flexibilidad, costos y eficiencia. Entre los más destacados está la 
configuración celular o células de manufactura ilustradas por Cheng et al. (1995), Harrell y 
Turnay (1997), Suri (1998), Doerr y Magazine (2000), Heizer y Render (2001). Igualmente 
se encuentran clasificaciones de sistemas productivos con otras perspectivas, es el caso 
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de Miltenburg (2005) que plantea dos grandes grupos: sistemas tradicionales (Job shop, 
flujo en lotes, línea y continuo) y sistemas modernos de manufactura (Justo a tiempo “JIT” 
y sistemas de manufactura flexible “FMS”). 
 
En el objeto de estudio de la presente tesis se incluyen los sistemas por proceso, por ser 
los más recurrentes en el sector metalmecánico. 
1.2 Importancia de los talleres de trabajo en el sector 
metalmecánico 
Según la Cámara de Comercio de Bogotá (2006) el sector metalmecánico representa una 
de las industrias más antiguas para la fabricación de productos de uso común, su demanda 
resalta la importancia en el desarrollo de nuevas tecnologías y en la cobertura de 
mercados. Desde otra perspectiva, Márquez y Pérez (2007) resaltan la importancia del 
sector como ejemplo de industria que influye en el progreso económico de un país, muchos 
sectores industriales dependen del desarrollo tecnológico de los procesos 
metalmecánicos; por ello, un considerable número de regiones establecen políticas de 
protección enfocadas en facilitar las labores del mismo. 
 
García y Edward (2011) afirman que Colombia ocupa el 2% de la exportación en el 
mercado de productos metalmecánicos de América Latina y el mismo sector participa con 
el 12.4% en el Producto Interno Bruto (PIB) del país. Por su parte, la Cámara de Comercio 
de Manizales (2014), después de realizar una caracterización del sector, explica por qué 
representa uno de las dos cadenas productivas más importantes en Colombia. Igualmente, 
determina que 473 empresas del sector generan el 36% del empleo industrial de la ciudad. 
Debido a la importancia del sector en la región y el país se decide incluirlo en el objeto de 
estudio de la tesis. 
 
El sistema de producción dominante en el sector metalmecánico es por proceso. Autores 
como Framinan y Schuster (2006), Behnamian et al. (2009), Duflou et al. (2012), 
Seetharaman (2013), Hashmi (2014), Stock y Seliger (2015) analizan el taller de trabajo en 
las configuraciones para procesar metales. Por su parte Almeder y Hartl (2013) establecen 
que los procesos de la industria metalmecánica por lo general son clasificados como 
talleres de trabajo. Igualmente, Sarache et al. (2007) realizaron un análisis de las 
estrategias de manufactura en este sector y después de aplicar un instrumento para 
recolectar información y analizar los datos con herramientas estadísticas, identificaron al 
sistema Job Shop como la configuración más representativa de las empresas 
metalmecánicas, configuración que se considera en la clasificación de los talleres de 
trabajo. Finalmente, la Cámara de Comercio de Manizales (2014) determina que el 82% 
de las empresas de la región, son talleres de trabajo que operan bajo un modelo de 
negocios por proyecto o bajo pedido, situación que establece una alta dependencia de los 
clientes, quienes condicionan la producción debido a los requerimientos en los procesos 
de venta. 
 
Con lo anterior se establece la importancia del sector metalmecánico y los talleres de 
trabajo. Esta premisa es insumo para determinar el objeto de estudio de la tesis doctoral, 
lo cual también depende de las configuraciones de los talleres de trabajo como se expone 
a continuación. 




1.3 Configuración de los talleres de trabajo 
En la investigación se encuentra la clasificación de los talleres o tiendas de trabajo, la cual 
depende de la secuencia de operación, el número y tipo de máquinas. Pinedo (2005), 
Zandieh et al. (2006) y Allahverdi et al. (2008) presentan configuraciones similares con 
criterios de clasificación de problemas de programación secuencial basada en entornos de 
recursos. A continuación se presenta la clasificación general encontrada. 
1.3.1 Máquina simple o individual 
Es un sistema en el cual solo existe una máquina (Pinedo, 2005; Allahverdi et al., 2008; 
Castrillón et al., 2010). En la Figura 1-4 se ilustra el sistema productivo para una máquina 
o puesto de trabajo con n pedidos y m clientes; el proceso depende de varios factores, 
entre ellos: la programación y de las prioridades del operario o administrador; tiempo de 
llegada de los pedidos; tiempos de liberación de pedidos y tiempos de entrega. 
 
Figura 1-4: Máquina simple. 
 
Fuente: Elaboración propia partir de Pinedo (2005), Allahverdi et al. (2008) y Castrillón et 
al. (2010). 
 
La cola se refiere a la espera de los pedidos que serán procesados, esta condición propicia 
la generación de un cuello de botella. El procesamiento se puede programar con métodos 
tradicionales, la literatura establece los tres más utilizados así: el primero es “el tiempo de 
procesamiento más corto”, the shortest processing time (SPT), presentado por Smith 
(1956), donde el pedido que tiene el menor tiempo de procesamiento se ejecuta primero. 
El segundo es el “primero en entrar primero en salir”, First-Input-First-Output (FIFO) 
expuesto por Blackstone et al. (1982), los pedidos se elaboran en la medida en que llegan. 
El tercero, explicado por Chen y Vestjens (1997), es “el tiempo de procesamiento más 
largo”, the longest processing time (LPT). 
 
El almacenamiento y despacho dependen de los tiempos de entrega, la estadía del pedido 
en el almacenamiento genera costos, la programación de la producción y el despacho 
pueden minimizar los costos de manutención al aplicar el método “justo a tiempo”, conocido 
como “método Toyota” (Miltenburg, 2005). 
1.3.2 Máquinas paralelas o uniformes 
En este sistema varias máquinas cumplen la misma función, aunque puede diferir en la 
capacidad de proceso, la calidad del trabajo y los tiempos de procesamiento, un operario 
puede trabajar sobre una o varias máquinas (Pinedo, 2005; Allahverdi et al., 2008; 
Castrillón et al. 2010). En la Figura 1-5 se ilustra el sistema productivo para m máquinas 
en paralelo con n pedidos y c clientes, el proceso depende de las condiciones y factores 
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mencionados en el ítem anterior. La asignación de cada pedido puede hacerse en la 
medida que se desocupe una máquina, si dos o tres máquinas están libres se asigna el 
pedido a la máquina con mayor velocidad de procesamiento.  
 
Figura 1-5: Máquinas paralelas. 
 
Fuente: Elaboración propia partir de Pinedo (2005), Allahverdi et al. (2008) y Castrillón et 
al. (2010). 
1.3.3 Flow Shop  
 
Los pedidos siguen la misma secuencia de operación, el patrón de flujo entre máquinas es 
el mismo. Todos los pedidos pasan por todas las máquinas (Pinedo, 2005; Allahverdi et 
al., 2008; Pan et al., 2011). En la Figura 1-6 se ilustra el sistema productivo para m 
máquinas con configuración Flow Shop con n pedidos y c clientes. El tiempo de 
procesamiento, makespan, dependerá de la asignación de los pedidos, pueden generarse 
demoras o colas entre máquinas, un pedido no será procesado en la máquina hasta que 
ella esté libre. 
 
Figura 1-6: Flow Shop. 
 
Fuente: Elaboración propia a partir de Pinedo (2005), Allahverdi et al. (2008) y Pan et al. 
(2011). 
1.3.4 Flexible Flow Shop 
Es una variante del Flow Shop, algunos puestos de trabajo pueden tener máquinas en 
paralelo, para este caso un pedido pasa por una de las máquinas. En ciertos escenarios 
un pedido podrá omitir una o varias operaciones del sistema (Pinedo, 2005; Allahverdi et 
al., 2008). En la Figura 1-7 se ilustra el sistema productivo para m máquinas, n pedidos y 
c clientes; cada estación tiene 1 máquina excepto la estación 3, la cual tiene 2 máquinas 
en paralelo. El pedido 1 pasa por todas las estaciones, en la estación 3 el pedido 1 solo se 
procesa en la máquina 3.1, el pedido 2 pasa por las máquinas 1, 2, 3.2 y m. El pedido n 




solo se procesa en las máquinas 1, 2 y m. Igual que en la anterior configuración, el tiempo 
de procesamiento dependerá de la asignación de los pedidos, se generan demoras o colas 
entre máquinas y un pedido no será procesado en la máquina hasta que ella este libre. 
 
Figura 1-7: Flexible Flow Shop. 
 
 
Fuente: Elaboración propia a partir de Pinedo (2005) y Allahverdi et al. (2008). 
1.3.5 Job Shop 
Los pedidos tienen una secuencia de operación diferente y el patrón de flujo no es el mismo 
para todos los trabajos; todos los pedidos pasan por todas las máquinas (Pinedo, 2005; 
Allahverdi et al., 2008). El Job Shop también recibe el nombre de “Job Shop Clásico”. Peña 
y Zumelzu (2006) afirman que es difícil determinar con exactitud quién por primera vez 
propuso formalmente esta configuración; sin embargo, se atribuye la primera publicación 
a Muth y Thompson (1963), quienes establecen varios modelos citados posteriormente en 
la literatura, entre los cuales se destaca el modelo MF06. 
 
Según Domínguez Machuca et al. (1995) los sistemas Job Shop son sistemas de 
manufactura que, en algunos casos, tienen aplicación en empresas de servicios donde se 
elaboran productos de diferentes referencias, en lotes que van desde una a pocas 
unidades. Dichos lotes de producción tienen diferente secuencia de fabricación por centro 
de trabajo y/o máquina. Los lotes de producción son de cantidad variable en un solo 
producto, pueden diferir en términos de tiempo de procesamiento y requerimientos de 
material, y generalmente estas empresas u organizaciones suelen producir bajo pedido 
(make to order). 
 
Similar a Domínguez Machuca et al. (1995), Miltenburg (2005) plantea que este tipo de 
sistema se desempeña en un contexto de propósito general, gran variedad de productos y 
pocas cantidades, después de elaborar un pedido es poca la probabilidad de ser 
reprocesado. La distribución (layout) de los equipos o máquinas para la producción es de 
tipo funcional; es decir, los recursos se ubican en un mismo espacio, área o departamento 
de acuerdo con la operación o tarea a realizar. Las competencias de los empleados son 
especiales para el manejo de recursos, las características del flujo de material, insumos y 
productos en proceso es diferente para cada pedido o trabajo. 
 
Por su parte, Sánchez y Bedia (2002) enuncian las principales características del sistema 
Job Shop, entre las cuales se destacan: 
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 Cada operación representa la asignación de un trabajo a una máquina o puesto de 
trabajo. 
 Cada trabajo es una solicitud única, no se pueden realizar dos operaciones de un mismo 
trabajo a la vez. 
 Cada trabajo en cada máquina o puestos de trabajo solo tiene una única operación (en 
total m operaciones).  
 No se permite interrupción de operaciones que se desarrollan en cada máquina o puesto 
de trabajo (no preemption).  
 No se permite la cancelación de una operación una vez iniciada.  
 Los tiempos de proceso de cada trabajo son independientes de la secuencia del mismo 
en la asignación de las máquinas. 
 Entre operaciones puede haber inventario de productos en proceso. Igualmente una 
operación puede esperar el turno de trabajo mientras se termina otra operación. 
 
Moraglio et al. (2005) y Kammer et al. (2011) presentan grafos de la secuencia de pedidos 
en la estructura Job Shop. En la Figura 1-8 se ilustra el sistema productivo para m 
máquinas y n pedidos: el pedido 1 se procesa en las máquinas 1,2 y m; el pedido 2 en las 
máquinas 2, m y 1; el pedido n en las máquinas m, 1 y 2. Igual que en la anterior 
configuración el tiempo de procesamiento dependerá de la asignación de los pedidos, se 
generan demoras o colas entre máquinas, un pedido no será procesado en la máquina 
hasta que ella este libre. 
 
Figura 1-8: Job Shop. 
 
Fuente: Elaboración propia a partir de Moraglio et al. (2005) y Kammer et al. (2011). 
1.3.6 Open Shop 
Cada pedido se procesa aleatoriamente en las máquinas y no existe una secuencia de 
operación estandarizada para cada trabajo. Allahverdi et al. (2008), Panahi y Tavkkoli 
(2011), Liaw (2013), Kononov (2015), Gupta y Singh (2015), Koulamas y Kyparisis (2015) 
abordaron esta configuración, afirman que, a diferencia del Flow Shop, las operaciones de 
cada puesto de trabajo se pueden procesar en cualquier orden. El concepto que prevalece 
es el azar, la secuencia es arbitraria y la define el administrador antes de hacer la 




programación de la producción; esta labor puede ser asumida por un software que bajo 
condiciones de probabilidad elige aleatoriamente la secuenciación de los pedidos. 
1.3.7 Flexible Job shop 
Es la variante más completa del Job Shop, pues combina todas las configuraciones 
anteriores excepto el Open Shop. En este sistema, un pedido puede tener una o varias 
operaciones, con similar o diferente secuencia; algunos trabajos pueden repetir máquina, 
las máquinas pueden estar en paralelo y una operación se puede hacer en varias 
máquinas. Roshanaei (2012) presenta esta configuración con dos variaciones: la primera 
es el Parcial Flexible Job Shop, donde una operación no se puede realizar en todas las 
máquinas; la segunda es el Total Flexible Job Shop, donde una operación se puede 
realizar en todas las máquinas. Desde otra perspectiva Frutos et al. (2010), Medina et al. 
(2011) y Zhang et al. (2012) plantean esta configuración, la cual es considerada la más 
compleja en cómputo y tiempo de procesamiento. Por su parte Huang et al. (2014) afirma 
que es la configuración más aplicada en casos reales.  
 
En la Figura 1-9 se ilustra el sistema productivo para m máquinas o estaciones y n pedidos: 
El pedido 1 se procesa en las máquinas 1, 2 y 2; el pedido 2 en las máquinas 2, m y 1; el 
n en las máquinas m y 2. Como se aprecia, la segunda y tercera operación del pedido 1 
se hace en la misma máquina, el pedido n tiene dos operaciones y el pedido 2 se procesa 
en todas las máquinas. Al igual que en la anterior configuración, el tiempo de 
procesamiento dependerá de la asignación de los pedidos, se generan demoras o colas 
entre máquinas y un pedido no será procesado en la máquina hasta que esté libre. 
 
Figura 1-9: Flexible Job Shop. 
 
Fuente: Elaboración propia a partir de Frutos et al. (2010), Medina et al. (2011), 
Roshanaei (2012) y Zhang et al. (2012). 
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1.3.8 Supply Chain 
Se denomina cadena de suministros, es la configuración más general, por que contempla 
todas las configuraciones anteriores, sin embargo no es la más utilizada dentro de un taller 
de trabajo. Establece una red entre sistemas con estructura Flexible Job Shop o Flexible 
Flow Shop. La planificación de la cadena de suministros se centra en la producción, 
transporte y almacenamiento entre instalaciones ubicadas en una red. Pinedo (2005) 
explicó esta configuración dentro de la clasificación de trabajos. Por su parte Kazanas y 
Lerwick (2003) mediante la descripción de proceso de moldeo, fundición y talleres de 
trabajo presentaron la relación entre proveedores de la red productiva. 
 
En la Figura 1-10 se ilustra el sistema productivo con dos sistemas: Flexible Job Shop y 
Flow Shop. El Flexible Job Shop tiene m máquinas y 3 pedidos (Lotes X, Y y Z), se 
procesan como en la configuración anterior. El Flow Shop tiene e estaciones de trabajo y 
solo un pedido AXYZ, en la estación 1 se ensamblan los lotes A y X, en la estación 2 se 
ensamblan los lotes AX y Y y en la estación e se ensamblan los lotes AXY y Z, finalmente 
se entrega el pedido que es lote de pedido AXYZ.  
 
Figura 1-10: Supply Chain – Flexible Job Shop con Flow Shop. 
 
Fuente: Elaboración propia a partir de Pinedo (2005). 
1.4 Programación del sistema Flexible Job Shop 
Dada la importancia del sistema Flexible Job Shop, por ser este parte del objeto de estudio 
de la presente tesis doctoral, la programación del mismo fue abordada en tres etapas: 
generalidades de la programación, secuenciación y variables de proceso. 
1.4.1 Generalidades de la programación 
Una de las características principales del Flexible Job Shop, está en la programación del 
sistema o “Scheduling”. Dorsey y Koletzke (1997), Vollmann et al. (1997), Sarache et al. 
(2008), Castrillón et al. (2009; 2010) y Phanden et al. (2013) presentaron diferentes 




perspectivas de la programación, destacando que esta es una de las actividades más 
importantes en la administración de la producción; detallar las cantidades y las fechas de 
entrega facilita el cumplimiento de los compromisos adquiridos con el cliente y el logro de 
los objetivos empresariales. 
 
El Scheduling del sistema Job Shop se refiere a la secuencia con que se asigna el pedido 
en las máquinas, estaciones o puestos de trabajo. Encontrar esa secuencia es un problema 
de programación de recursos, que en la literatura se denomina flexible job shop scheduling 
problem (FJSSP). El problema implica una optimización combinatoria y se considera de 
los más difíciles de resolver, por ser del tipo Non polynomial-Hard (NP-Hard). Dadas las 
dimensiones del espacio de búsqueda, el Job Shop solo se puede solucionar en un tiempo 
realista; es decir, en un tiempo razonable. Esto se facilita aplicando técnicas de 
aproximación o heurísticas (Garey & Johnson, 1979). 
 
Entre los primeros autores que abordaron publicaciones académicas describiendo el 
FJSSP se encuentra Brandimarte (1993), quien planteó la complejidad de solucionar la 
secuenciación de trabajos en esta configuración. Por su parte Barnes et al. (1995) 
presentan un trabajo con el FJSSP logrando soluciones mediante la utilización de 
búsqueda tabú. En el mismo tiempo Jianzhong y Zhiming (1995) publicaron un algoritmo 
heurístico con la técnica de relajación de LaGrange para solucionar el mismo problema. 
 
Al realizar una nueva búsqueda de documentos referenciados en ScienceDirect y la Web 
of Science, con la expresión “Flexible Job Shop Scheduling”, se obtuvo como resultado lo 
presentado en las Figuras 1-11 y 1-12. Como se evidencia, el interés de los investigadores 
por resolver el FJSSP ha aumentado significativamente en los últimos años. 
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Figura 1-12: Documentos referenciados en Web of Science con “Flexible Job Shop 
Scheduling”. 
 
Fuente: Elaboración propia. 
 
Los investigadores más preponderantes en el tema del FJSSP son Pan Q.K., Zandieh M., 
Xing L.N. y Wang L. En la tabla 1-1 se presentan sus principales publicaciones. Las futuras 
líneas de investigación planteadas por ellos se enmarcan en modificar su propio algoritmo 
adicionando condiciones de proceso que mejoren el desempeño del método. 
 
Tabla 1-1: Autores en FJSSP. 
Autor Publicaciones 
Método o 
técnica de IA 
Variables de proceso 
Pan Q.K. 
Li et al. (2011) 
Li y Pan (2012) 
Li y Pan (2013) 
Gao et al. (2014) 





carga de trabajo e 
máquinas, minimizar 




Adibi et al. (2009) 
Bagheri et al. (2010) 
Karimi et al. (2012) 






tardanza, fechas de 
vencimiento 
Xing L.N. 
Xing et al. (2008) 
Xing et al. (2011) 
Xiong et al. (2012) 










Wang et al. (2012a) 
Xu et al. (2014) 































Con base en la estructura adoptada en los modelos de Muth y Thompson (1963), y en los 
aportes de Cheng y Smith (1997) y Castrillón et al. (2011), a continuación se presenta la 
secuencia de asignación para un caso de 4 trabajos o pedidos en 3 máquinas o estaciones: 
 
La secuencia con que se procesa cada trabajo se presenta en la Tabla1-2. Donde: 
 
Pi = pedido, tarea o trabajo i (i = 1, 2,...x) 
x = número máximo de pedidos (en este caso es 4) 
Mk = máquina k (k = 1, 2,…z) 
z = número máximo de máquinas (en este caso es 3) 
  
Tabla 1-2: Secuencias para 4 trabajos en 3 máquinas. 








M2 M1 M3 M1 
M3 M2 M1 M1 
M3 M3 M2 M3 
Fuente: Elaboración propia a partir de Muth y Thompson (1963). 
 
Los trabajos se listan de izquierda a derecha y la secuencia de las máquinas a utilizar por 
cada trabajo de arriba hacia abajo. La primera operación del trabajo 1 es en la máquina 2, 
la segunda en la 3 y la tercera en la 3. De la misma forma se explica el proceso para los 
otros trabajos.  
 
Con base en los aportes publicados por Moraglio et al. (2005) y Kammer et al. (2011) en 
la Figura 1-13 se aprecia un grafo con la secuencia de los pedidos. Con el grafo se puede 
observar una recarga de trabajo en la máquina 3. 
 
Figura 1-13: Secuencias 4 trabajos en 3 máquinas. 
 
Fuente: Elaboración propia a partir de Moraglio et al. (2005) y Kammer et al. (2011). 
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Con el fin de establecer la programación secuencial, es necesario determinar los tiempos 
de procesamiento. Con base en los aportes de Frutos et al. (2010) y Medina et al. (2011) 
en la Tabla 1-3 se presenta la secuencia y los tiempos de los trabajos. Donde: 
  
 Pi,j = pedido i (i=1, 2,..x) en la operación j (j=1, 2,..y) 
x = número máximo de pedidos (en este caso es 4) 
y = número máximo de la operaciones por pedido 
Mk = máquina k (q=1, 2,..z) 
z = número total de máquinas (en este caso es 3) 
 
Los trabajos se listan de arriba hacia abajo y las máquinas de izquierda a derecha. Si el 
tiempo de Pi,j es cero no se puede realizar el proceso en la Mk. 
 
Tabla 1-3: Secuencia y tiempo para 4 trabajos en 3 máquinas. 
Pi,j M1 M2 M3 
P1,1 0 5 0 
P1,2 0 0 3 
P1,3 0 0 2 
P2,1 6 0 0 
P2,2 0 5 0 
P2,3 0 0 3 
P3,1 0 0 4 
P3,2 3 0 0 
P3,3 0 3 0 
P4,1 2 0 0 
P4,2 2 0 0 
P4,3 0 0 1 
Fuente: Elaboración propia a partir de Frutos et al. (2010) y Medina et al. (2011) 
 
La secuencia de asignación puede tomar muchas alternativas, una de ella es aplicando el 
sistema FIFO expuesto por Blackstone et al. (1982). Primero se asignan las operaciones 
























Figura 1-14: Diagrama de Gantt para 4 trabajos en 3 máquinas. 
 
Fuente: Elaboración propia a partir de a partir de Frutos et al. (2010) y Medina et al. 
(2011) 
1.4.2.1 Opción para programar la secuenciación 
Una opción para resolver la secuenciación de los trabajos en las máquinas o estaciones 
es por medio de la programación dinámica, Bellman (1957) es considerado el padre de 
ella, estableció el principio que lleva su nombre, el principio es “Cualquier subsecuencia de 
decisiones de una secuencia óptima de decisiones que resuelve un problema también 
debe ser óptima respecto al subproblema que resuelve”. Consiste en dividir un problema 
de decisión en sub-problemas más pequeños. Una estrategia es resolver las situaciones 
simples, subproblemas pequeños, para construir paso a paso la solución óptima del 
problema general. El problema debe ser dividido en etapas, entre una etapa y la siguiente 
se establece un nodo o punto de control, también llamado función recursiva. 
 
La programación dinámica aplicada en la secuenciación de operaciones de un sistema de 
producción Flexible Job Shop es eficiente en problemas a pequeña escala. En un contexto 
sencillo, donde se parte de 3 trabajos, y cada trabajo tiene una operación, el número de 
combinaciones posibles es 3!, el total son 6 rutas. En la Figura 1-15 se observa el grafo 
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Figura 1-15: Grafo para 3 trabajos. 
 
Fuente: Elaboración propia 
 
 
Como se observa en la figura anterior, sin contar los nodos de inicio y fin, el numeró de 
nodos es 12, para la construcción del grafo fue necesario conocer la secuenciación de las 
6 rutas. Si el número de trabajos y operaciones aumenta, y se establecen opciones para 
maquinas con configuración en paralelo, el problema de la secuenciación se convierte en 
un caso complejo. En la Tabla 1-4 se aprecia el número de combinaciones y nodos para 
diferentes casos.  
 




Cálculo de nodos 
4 trabajos, una operación por cada trabajo 24 44 
5 trabajos, una operación por cada trabajo 120 210 
6 trabajos, una operación por cada trabajo 720 1242 
7 trabajos, una operación por cada trabajo 5040 8666 
20 trabajos, una operación por cada trabajo 2,4329x1018 + de 2,4329x1018 
Fuente: Elaboración propia 
 
Una buena opción para resolver la secuenciación de sistemas Flexible Job Shop es la 
programación dinámica, sin embargo cuando se incrementan las variables de proceso, 
dicha secuenciación se convierte en un problema NP-Hard, esto requiere de otras técnicas. 
Correa et al. (2008) disertan sobre las técnicas más utilizadas para estos casos, son las 
metaheurísticas como los algoritmos genéticos, colonia de hormigas y recocido simulado. 
1.4.3 Variables de proceso 
La programación requiere de unas variables de entrada y de salida. En la investigación se 
identificaron restricciones o variables independientes que, al ser procesadas con una 
metodología, proporcionan la secuenciación de operaciones (Scheduling) y resuelven una 
o varias funciones objetivo para entregar variables dependientes. En la Figura 1-16 se 









Figura 1-16: Proceso en la programación. 
 
 
Fuente: Elaboración propia 
 
Russell y Taylor (2010) establecen nueve objetivos principales o variables dependientes 
del scheduling:  
 Definir las fechas de entrega con los clientes. 
 Minimizar los pedidos atrasados. 
 Minimizar el tiempo de respuesta. 
 Minimizar el tiempo de terminación. 
 Minimizar el tiempo en el sistema. 
 Minimizar las horas extraordinarias. 
 Maximizar la utilización de equipos y trabajadores. 
 Minimizar tiempos de inactividad. 
 Minimizar el inventario en proceso. 
 
Reconocidos autores que han publicado resultados donde el makespan predomina como 
variable dependiente; es el caso de Xing et al. (2011), Karimi et al. (2012) y Wang et al. 
(2012a). Por su parte Li et al. (2011) y Li y Pan (2012), además del makespan, adicionan 
otras variables para maximizar la carga de trabajos en máquinas y minimizar la carga de 
trabajo en máquina crítica. 
 
Por lo anterior, se hizo necesario realizar una búsqueda a fondo, sobre las variables 
dependientes e independientes, para conocer factores que puedan aportar al desarrollo de 
la investigación y la metodología propuesta. A continuación se presentan las principales 
variables de proceso. 
1.4.3.1 Variables dependientes 
Las principales variables dependientes encontradas fueron: 
 
 Makespan: Es el tiempo total de ejecución. Es el tiempo que transcurre desde el momento 
de inicio de los trabajos hasta el momento en que termina de procesarse el último de 
ellos. La Ecuación 1 expresa una función Fitness (aptitud) para el makespan (Ruiz et al., 
2015), donde:  
 
TPk = tiempo procesado en máquina k (k=1, 2,..z) 
TOk = tiempo de ocio en máquina k (k=1, 2,..z) 
z = número máximo de máquinas 













 11   (Ec 1)  
La cronología inicia en el tiempo 0 y termina en el makespan; éste se asimila al instante 
donde termina el último pedido procesado. Entre estos dos límites se ubican los tiempos 
de procesamiento y tiempos de ocio. 
 
 Minimizar tardanza o precocidad: Al negociar con los clientes se establecen tiempos de 
entrega, los pedidos se procesan y al terminar se compara el tiempo de terminación con 
los compromisos adquiridos con el cliente. Esta variable penaliza la programación si se 
termina después de lo acordado (tardanza, retraso) o antes (precocidad). Se concibe 
como la sumatoria de los tiempos de (terminación menos vencimiento) dividido el número 
de pedidos  
 
 Maximizar carga de trabajo en máquinas: Los equipos deben trabajar el mayor tiempo 
posible, esto reduce la subutilización de la tecnología; se procesa con la varianza o 
desviación entre los tiempos de utilización por máquina. En ocasiones se adiciona una 
variable para calcular la utilización de la máquina crítica; es decir, la máquina que más 
trabaja, la idea es minimizar la carga de trabajo en la máquina que más demanda en el 
proceso.  
 
 Minimizar tiempos de flujo: Es la sumatoria de los tiempos que tardan los pedidos en el 
sistema dividido el número de pedidos. El tiempo en que tarda cada pedido es el tiempo 
de terminación menos el tiempo de su lanzamiento. 
 
 Minimizar costo de almacenamiento: El almacenamiento igual que el transporte genera 
costos de manutención; representa el tiempo de almacenamiento temporal entre 
operaciones o estaciones de trabajo. 
 
 Minimizar tiempo de preparación: Si una máquina está inactiva entre operaciones se 
apaga para minimizar los costos de producción. Cuando un lote llega a iniciar proceso se 
requiere de una actividad de preparación o alistamiento.  
 
 Minimizar costo de recurso consumido: Cada operación requiere energía, utilización de 
equipos y materiales, evaluar su desempeño es traducir a costos los recursos 
consumidos.  
 
En la Tabla 1-5 se relacionan autores, que en la última década, han abordado el proceso 
de cálculo de las variables dependientes (funciones objetivo). Como se puede observar, 
prevalecen las variables: makespan, minimizar tardanza o precocidad, maximizar carga de 













Tabla 1-5: Autores que abordaron el proceso de cálculo de las variables dependientes. 
  












































































































































































Masin et al. (2007)  1   1   
Fahmy et al. (2007)    1    
Tay y Ho (2008) 1 1  1    
Allahverdi et al. (2008) 1      1 
Jie et al. (2008) 1  1     
Dayou et al. (2009) 1  1 1    
Xiong et al. (2012) 1  1     
Li y Pan (2012) 1  1     
Kianfar et al. (2012)  1      
Phanden et al. (2013) 1 1      
Karimi y Seyedhoseini (2013) 1       
Li et al. (2013) 1 1  1    
Geyik y Dosdogru (2013)    1    
Gen y Lin (2014) 1 1      
Jia y Hu (2014) 1 1 1     
Chou et al. (2014) 1 1    1  
Terekhov et al. (2014) 1 1  1    
Yuan y Xu (2015) 1  1     
Total 14 9 6 6 1 1 1 
Fuente: Elaboración propia. 
1.4.3.2 Variables independientes 
Las principales variables independientes encontradas fueron: 
 
 Tiempo de pedido en puestos de trabajo: Para calcular los tiempos de terminación y el 
makespan es necesario conocer el tiempo que invierte el trabajo en operaciones; la 
variable es inherente al problema de programación secuencial. 
 
 Secuencia de pedido en puestos de trabajo: Es el orden de las operaciones por cada 
pedido; junto con el tiempo, son las variables principales para determinar la asignación 
cronológica de actividades en las máquinas. De la única forma en que esta variable no 
se adopte es con la configuración Open Shop como lo plantea Naderi et al. (2010) y 
Goldansaz et al. (2013). 
 
 Fecha de vencimiento de pedido: Es la fecha de terminación, es indispensable establecer 
el tiempo de entrega para minimizar la tardanza o precocidad. La variable es aplicada en 
procesos de alimento por la característica orgánica que hace del producto su condición 
de perecedero. En otras industrias se aplica para minimizar el tiempo de almacenamiento 
antes de líneas de ensamble. 
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 Transporte limitado: Es la capacidad de los recursos utilizados para reubicar material de 
manutención; exceder el límite genera cuellos de botella. 
 
 Pedido dividido: Fracciona el trabajo o lote de producción para contribuir con la reducción 
de los tiempos de proceso. 
 
 Tiempo de preparación: Es el tiempo de alistamiento; puede ser fijo o de probabilidad 
para determinar los tiempos de proceso.  
 
 Tiempo de disponibilidad de recurso: Es el tiempo en que los recursos están libres 
después de una actividad programada previamente o tiempo de inhabilidad. 
 
 Tiempo de mantenimiento: Tiempo de reparación o cambio de pieza en máquina o 
equipo. 
 
 Cuello de botella limitado: Igual que el “transporte limitado” es la capacidad de espacios 
y bodegas, es el límite del almacenamiento, si se excede genera retrasos en la operación 
previa. 
 
 Tiempo de liberación de pedido: Tiempo en que el pedido puede entrar en proceso de 
fabricación. 
 
 Cambios de velocidad de trabajo: Es el cambio de velocidad o capacidad de proceso en 
máquina; esta dinámica influye en la utilización de equipos. 
 
 Consumo de recurso: Es la adjudicación de material o energía por cada operación en las 
máquinas. Así como se adjudican el tiempo de pedido en puesto de trabajo se adjudica 
el consumo del recurso. 
 
En la Tabla 1-6 se relacionan autores que en la última década han abordado el proceso de 
cálculo de las variables independientes (restricciones). Como se puede observar, 























Tabla 1-6: Autores que abordaron el proceso de cálculo de las variables independientes. 





























































































































































































































































































Chan et al. (2006) 1 1     1      
Shin-jin et al. (2007) 1 1 1    1      
Fahmy et al. (2007) 1 1        1   
Allahverdi et al. (2008) 1 1          1 
Fahmy et al. (2008) 1 1  1     1    
Roshanaei et al. (2009) 1 1    1       
Naderi et al. (2009) 1 1    1  1     
Defersha y Chen (2010) 1 1    1 1      
Defersha y Chen (2012) 1 1 1   1 1      
Li y Pan (2012) 1 1      1     
Kianfar et al. (2012) 1 1 1   1    1   
Shahzad y Mebarki 
(2012) 1 1 1          
Phanden et al. (2013) 1 1 1          
Karimi y Seyedhoseini 
(2013) 1 1         1  
He y Sun (2013)        1 1    
Li et al. (2013) 1 1 1          
Gen y Lin (2014) 1 1 1          
Li et al. (2014a) 1 1      1     
Gao et al. (2014) 1 1 1          
Demir e Isleyen (2014) 1 1   1        
Tayebi et al. (2014) 1 1    1       
Jia y Hu (2014) 1 1 1          
Rossi (2014) 1 1    1 1      
Chou et al. (2014) 1 1 1   1       
Zambrano (2014) 1 1        1   
Shivasankaran et al. 
(2015) 1 1    1       
Sangsawang et al. 
(2015) 1 1           
Karimi et al. (2015) 1 1         1  
Total 27 27 10 1 1 9 5 4 2 3 2 1 
Fuente: Elaboración propia. 
 
Después de conocer la importancia, secuencia y variables de programación del Flexible 
Job Shop, se hace necesario conocer las técnicas para resolver el FJSSP, entre las que 
se destacan la inteligencia artificial como se expone a continuación.  
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1.5 Inteligencia artificial 
Determinar con certeza cuándo se originó la concepción de inteligencia artificial (IA) es 
difícil, sin embargo en la literatura científica predomina la citación de 5 autores: McCulloch 
y Pitts (1943), Hebb (1949), Turing (1950) y McCarthy (1956). 
 
McCulloch y Pitts (1943) desarrollaron algoritmos matemáticos que se convierten en las 
bases teóricas fundamentales de las redes neuronales para clasificar información. Ellos 
formularon teóricamente cómo es la actividad neuronal. Desde entonces se aplica en 
diversas áreas como la psicología, filosofía, informática, inteligencia artificial, cibernética y 
ciencias cognitivas. A menudo es normal referirse a la unidad utilizada en redes neuronales 
como “neurona McCulloch-Pitts”. Seis años después estas anotaciones son 
complementadas con el trabajo desarrollado por Hebb (1949). A la escuela originada por 
estos tres autores se le atribuye la creación de la IA. 
 
Turing (1950) investigó sobre el pensamiento en las máquinas; en su artículo propuso una 
prueba, que hoy en día se conoce como la Prueba de Turing; dicha prueba se basa en la 
idea de tener un escenario donde tres personas se comunican entre sí sin poderse ver, si 
una de los tres individuos es una máquina y no se puede determinar esa verdad, entonces 
se puede concluir que la máquina tiene una cualidad de inteligencia similar a la del 
humano. A Turing se le atribuye en gran parte el título del padre de la Inteligencia artificial 
(IA). McCarthy (1956) definió la IA como “…. la ciencia e ingeniería de hacer máquinas 
inteligentes, especialmente programas de cómputo inteligentes…". 
 
Otras definiciones de la IA son: "….lograr que las máquinas hagan cosas que requerirían 
inteligencia si fueran realizadas por humanos" (Boden, 1977); “…estudio de las facultades 
mentales a través del uso de modelos computacionales" (McDermott y Charniak, 1985); 
"…rama de la computación a la que concierne la automatización del comportamiento 
inteligente” (Luger, 2002). 
 
En otra perspectiva, Russell y Norvig (2004) establecen cuatro tendencias de la IA, las 
máquinas se diseñan para: pensar como humanos, obedecen al proceso mental, 
psicológico y emocional del Hombre; actúan como humanos, es la conducta o respuesta 
frente al pensamiento humano; pensar racionalmente, es el concepto ideal de inteligencia, 
es la lógica frente a situaciones que ameritan solución; y por último, actuar racionalmente, 
es hacer lo correcto. En las dos últimas tendencias ubican un término que ha tomado auge 
en los últimos 20 años, es el "Agente Inteligente" (AI), “Agente Racional” (AR) o "Agente 
Artificial" (AA). 
 
No se encuentra en la literatura quién por primera vez define al (AI). Nwana (1996), Franklin 
y Graesser (1997) plantean que el agente es un proceso repetible para desarrollar una 
función. De otro lado Botti et al. (1999) afirman que los agentes inteligentes se pueden 
generalizar en diferentes tipos para resolver un problema específico. Russell y Norvig 
(2004) conciben al AI como una entidad que percibe y actúa sobre un contexto o entorno. 
 
En un concepto más amplio, Huhns y Singh ((1998) definen el “sistema” como el conjunto 
de agentes inteligentes que interactúan entre ellos, denominado sistema multi-agente. Las 
interacciones más comunes no son de dar o recibir información, puede existir una 
comunicación basada en un lenguaje, al que hoy en día se llama lenguaje de comunicación 
de agentes (Agent Communication Language, ACL). De la misma forma Odell y Parunak 




(1999) proporcionan la definición de “gran agente” como la unión de varios agentes 
inteligentes; es semejante a una navaja suiza, de acuerdo a su utilización, se añaden o se 
retiran accesorios. 
 
Existe una amplia clasificación de agentes inteligentes, entre ellos, técnicas heurísticas. 
Russell y Norvig (2004) y Monett y Burkhard (2004) consideran las herramientas 
heurísticas como agentes que interactúan para darle una respuesta a un usuario que 
previamente suministra información. 
 
Una aplicación de las técnicas heurísticas la proporcionan Burke et al. (2010), mediante la 
utilización de estos agentes explica cómo se resuelven casos de programación entera no 
lineal, difíciles de resolver matemáticamente pero que pueden llegar a óptimos locales de 
buen desempeño. 
 
Por su parte Castrillón et al. (2009; 2010) determinan que el programa de secuenciación 
de pedidos en un sistema Job Shop se puede lograr con la aplicación de técnicas de 
inteligencia artificial (aleatorios, búsqueda tabú, minería de datos, algoritmos evolutivos, 
enjambres y agentes inteligentes). Dichas técnicas son eficaces para encontrar el tiempo 
total de proceso o makespan. Las técnicas de inteligencia artificial también pueden asumir 
otros objetivos como minimizar los costos de los recursos. Castrillón et al. (2010) afirman 
que las técnicas de inteligencia artificial son eficaces para la optimización “multiobjetivo”. 
 
A continuación se presentan las técnicas heurísticas más reconocidas en la comunidad 
científica y académica. 
1.5.1 Búsqueda tabú 
En la literatura se encuentra con el nombre de “Taboo search”(TS), desarrollada por Glover 
(1990) y mejorada por Glover y Laguna (1997). Está diseñada para encontrar optimos 
locales que, en algunos casos, puede llegar ser la solución definitiva para problemas de 
optimización combinatoria. Ha sido aplicada en la programación de horarios, secuencias y 
rutas de trabajos u operaciones. TS explora áreas o espacios de solución para llegar a 
buenas respuestas haciendo uso de la eliminación de áreas consideradas “tabú”. 
1.5.2 Recocido simulado 
En la literatura se encuentra con los nombres de “simulación de templado”, “recocido 
simulado” y “Simulated Annealing” (SA). Planteado por Kirkpatrick et al. (1983) y Kirkpatrick 
(1984) es una técnica empleada para solucionar diversos problemas complejos de 
optimización, con variables continuas o discretas, como son el diseño de bases de datos, 
filtros digitales, multiprocesador, electrostáticos y análisis de imágenes. SA ejecuta una 
búsqueda haciendo uso de la analogía con el proceso físico de templado de metales. Toro 
et al. (2008) y Loranca et al. (2009) presentan varias aplicaciones del SA. 
1.5.2 Colonia de hormigas 
En la literatura se encuentra con el nombre de “ant colony optimization” (ACO), 
desarrollada por Dorigo et al. (1996). Consiste en simular el comportamiento de la colonia 
cuando se traslada desde el hormiguero hasta el alimento; las hormigas se comunican 
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entre ellas para optimizar el trayecto y reducir el camino. La simulación sirve para 
solucionar problemas de transporte y logística. García et al. (2009) desarrollan un algoritmo 
basado en ACO para solucionar problemas en un contexto militar. 
1.5.2 Algoritmo evolutivo y genético 
El primer texto formal en el que inicia la concepción de los principios genéticos, es 
elaborado por Mendel (1866), más adelante Darwin (1872) da apertura al análisis de la 
evolución entre individuos. Partiendo de estos trabajos y de otras áreas de conocimiento, 
investigadores como Beadle y Tatum (1941) y Watson y Crick (1953) lograron descubrir 
aspectos de la dinámica de los genes en los seres vivos.  
 
Con base en lo anterior y en la separación del genotipo-fenotipo, Holland (1975; 1992) 
diseñó el algoritmo genético (AG), el cual es un procedimiento inteligente de búsqueda 
aleatoria basado en la teoría de la selección natural y la evolución de los seres vivos. Su 
aplicación abarca una gran cobertura de problemas como el análisis de imágenes, el 
procesamiento de señales, el diseño y programación de equipos y robots automatizados. 
El AG también ha sido probado en la programación de sistemas productivos, por ejemplo 
para solucionar problemas combinatorios de programación secuencial en sistemas Job 
Shop. Una gran ventaja del algoritmo es el poder dinámico y de tiempo para obtener 
óptimos locales, aún en situaciones donde es difícil encontrar la solución general. 
 
A partir del trabajo desarrollado por Holland (1975), diferentes autores definen el AG 
(Goldberg, 1989; Hiller & Liberman, 2001; Martín et al., 2003). Todos determinan que es 
una técnica de búsqueda basada en la mecánica de la selección natural y genética, en la 
cual se interpreta la estructura de las células, los cromosomas y los genes. Una población 
inicial de puntos evoluciona progresivamente hacia regiones más óptimas de un espacio 
de búsqueda, la evolución se da mediante la utilización de operadores genéticos de 
selección, recombinación y mutación, los cuales son probabilísticos. La selección se 
soporta bajo una función objetivo y no con derivadas. 
 
En los últimos años un término aparece, es el “algoritmo evolutivo” (AE) o “computación 
evolucionaria”, no se encuentra en la literatura quién por primera vez lo define y clasifica. 
Valencia (1997) determina que el AE se basa en principios de evolución, donde predomina 
la supervivencia del más apto. Hay diferentes tipos de AE, entre ellos están: el AG 
explicado por Goldberg (1989), Holland (1992) y Mitchell (1996); la programación genética 
definida por Koza (1992); la programación evolucionaria tratada por Fogel (1995); y la 
estrategia evolutiva planteada por Back (1996) y Michalewicz (1996). 
 
El AE inicialmente se diseña para buscar soluciones en un solo objetivo, la optimización 
de una sola variable; sin embargo en las últimas décadas se han adelantado estudios para 
la optimización de varias variables como se expone a continuación. 
1.5.2.1 Algoritmo evolutivo multiobjetivo 
Con base en los aportes de Sawaragi et al. (1985), Steuer (1986), , Deb (2001), Coello et 
al. (2002), Van Veldhuizen et al. (2003),} Von Lücken et al. (2004), y Barán et al. (2005) se 
plantea el desarrollo de los AEs para la optimización multiobjetivo (Multiobjective 
Evolutionary Algorithms, MOEA). 
 




Los principales MOEAs encontrados en la investigación son: Vector Evaluated Genetic 
Algorithm (VEGA) desarrollado por Schaffer (1985); Niched Pareto Genetic Algorithm 
(NPGA) por Horn et al. (1994); Multi-Objective Genetic Algorithms (MOGA) por Murata e 
Ishibuchi (1995); Elitist Non-Dominated Sorting Genetic Algorithm (NSGA-II) por Deb et al. 
(2000; 2002); Multiobjective Messy Genetic Algorithm (MOMGA-II) por Zydallis et al. 
(2001); Generalized Regression Genetic Algorithm (GRGA) por Roy y Tiwari (2002). 
 
De los anteriores, el más citado es el NSGA-II, expuesto por Deb et al. (2000; 2002) el 
algoritmo encuentra varias soluciones o individuos óptimos considerados “no dominados”. 
Al conjunto de individuos se llama “frente óptimo de Pareto. Flórez et al. (2008) aplican el 
modelo en el problema clásico de la mochila. Por su parte Billaut y Vilcot (2008) lo utilizan 
para hallar la programación secuencial de un sistema Job Shop.   
1.6 Perspectivas actuales de la programación del Flexible 
Job Shop versus variables de proceso de la tesis 
El seguimiento al vacío del conocimiento se realizó mediante un análisis de la revisión 
bibliográfica. Para ello se establecieron varias preguntas de investigación con el fin de 
comparar las variables de proceso con la configuración establecida en la presente tesis. 
Los interrogantes fueron: 
 
1) ¿Cuáles son las técnicas de inteligencia artificial o algoritmos utilizados para programar 
la secuenciación de pedidos en los sistemas de producción con configuración Flexible 
Job Shop Multi-objetivo, en comparación con la configuración de la presente tesis?  
2) ¿Cuáles son las variables independientes y dependientes investigadas y publicadas 
hasta el momento, en comparación con la configuración de la presente tesis? 
3) ¿Cuáles son los modelos publicados similares a la configuración establecida en la 
hipótesis general de la tesis? 
 
Con el fin de dar respuesta a las preguntas anteriores, se decidió hacer uso de la 
recolección de documentos publicados (ver anexo 1). Como se estableció en la 
introducción, fueron 139 documentos identificados con las palabras: “job shop” o “jobshop”, 
“scheduling” o program”, “Flexible” y “algorithm” o “artificial intelligence”. Los 139 
documentos se clasificaron por número de variables de proceso enunciadas en el problema 
general de investigación (ver Figura 1-17). 
 
Figura 1-17: Publicaciones versus variables de proceso de la tesis. 
 





















NÚMERO DE VARIABLES DE PROCESO
RELACI ÓN PUBL I CACIONES VERSUS 
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El 85.61% de las publicaciones adoptaron entre 3 y 5 variables de proceso enunciadas en 
la hipótesis general de la tesis; son similares a la metodología propuesta. Este porcentaje 
representa 119 documentos. La participación de los modelos utilizados en los 119 
documentos para resolver el problema de programación se aprecia en la Figura 1-18. 
 
Figura 1-18: Publicaciones con métodos que utilizan tres o más variables versus variables 
de proceso de la tesis. 
 
 
15 publicaciones utilizan dos o más modelos, es el caso de Low et al. (2006), Fattahi et al. 
(2007), Roshanaei et al. (2009), Naderi et al. (2009), Roshanaei et al. (2010), Xing et al. 
(2011), Li y Pan (2012), Karimi et al. (2012), Jolai et al. (2012), Shahzad y Mebarki (2012), 
Barzegar et al. (2012), Jia y Hu (2014), Palacios et al. (2015), Xu et al. (2015) y 
Sangsawang et al. (2015). 
 
El algoritmo evolutivo tiene la representación más significativa con 30.66%, lo sigue el 
algoritmo de búsqueda (propio de los autores) con 18.5% y la búsqueda tabú con 14.6%.  
El modelo matemático con programación lineal tiene una participación  de 4.38%, es la 
única técnica no considerada en la inteligencia artificial. Nuevamente se afirma la 
efectividad de las técnicas inteligentes para la solución del problema y la preferencia de 
los investigadores por el algoritmo evolutivo. Lo anterior, dio respuesta a cuáles son las 
técnicas de inteligencia artificial o algoritmos utilizados para programar la secuenciación 
de pedidos, en los sistemas de producción con configuración Flexible Job Shop Multi-
objetivo, en comparación con la configuración de la presente tesis 
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1.6.1 Tres variables de proceso. 
Los documentos encontrados con 3 variables de proceso fueron 106, se clasificaron por 
tipo de variable. El 96.22% utilizaron una función objetivo; el makespan. El resto adoptaron 
funciones objetivo diferente a la anterior y al costo total de recurso consumido.  La 
participación de variables independiente se aprecia en la Figura 1-19.  
 
Figura 1-19: Publicaciones de tres variables versus variables independientes de la tesis. 
 
Fuente: Elaboración propia 
 
Los 106 documentos adoptaron las restricciones de secuencia y tiempo de pedidos, dos 
asumieron tiempo de liberación de pedido, uno  asumió tiempo de disponibilidad de recurso 
y otro el mantenimiento. Esto demuestra la preferencia de los investigadores para estudiar 
el makespan, la secuencia y los tiempos de proceso. Lo anterior, dió respuesta a cuáles 
son las variables independientes y dependientes investigadas y publicadas hasta el 
momento, en comparación con la configuración de la presente tesis. 
1.6.2 Cuatro variables de proceso 
Los documentos encontrados con 4 variables de proceso fueron 10, se clasificaron por tipo 
de variable. El total utilizaron la función objetivo makespan y 3 de ellos adoptaron una 
función adicional, maximizar la carga de trabajo en máquinas. La participación de variables 
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Figura 1-20: Publicaciones de cuatro variables versus variables independientes de la tesis. 
 
Fuente: Elaboración propia 
 
 
Los 10 documentos adoptaron las restricciones de secuencia y tiempo de pedidos, cuatros 
asumieron tiempo de mantenimiento, cuatro tiempos de preparación, cuatro disponibilidad 
de recurso, dos tiempo de liberación de pedido y uno fechas de vencimiento. Esto 
demuestra la preferencia de los investigadores para estudiar el makespan, la secuencia y 
los tiempos de proceso. Lo anterior, se adiciona a la respuesta de la pregunta ¿cuáles son 
las variables independientes y dependientes investigadas y publicadas hasta el momento, 
en comparación con la configuración de la presente tesis? 
1.6.3 Cinco variables de proceso 
Los documentos encontrados con 5 variables de proceso fueron 3: Allahverdi et al. (2008), 
Frutos et al. (2010) y Roeva (2012). Todos describieron las funciones objetivo makespan 
y costo total de recurso consumido, adicionalmente analizaron las restricciones de 
secuencia, tiempo de proceso y consumo de recurso. Allahverdi et al. (2008) adoptó las 
variables para realizar una revisión bibliográfica de los investigadores en el problema de 
programación con tiempos de preparación o Costos. Mientras que, Frutos et al. (2010) 
establecieron y resolvieron modelos donde se asumieron consumo de recurso, tiempos y 
secuencia de operaciones. Por su parte Roeva (2012) utilizó los modelos diseñados por 
Frutos et al. (2010) y comparó su desempeño con los métodos publicados por Armentano 
y Scrich (2000), Binato et al. (2001), Heinonen y Pettersson (2007). En conclusión, los 
modelos publicados que más se asimilan a la configuración establecida en la hipótesis 
general de la presente tesis doctoral, fueron los publicados por Frutos et al. (2010). En 
consecuencia, este es el insumo principal para comparar la metodología propuesta con los 
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1.7 Conclusiones parciales 
El capítulo presentó las bases teóricas y conceptuales para el desarrollo de la tesis. 
Partiendo de la configuración de los sistemas productivos, el taller de trabajo y la 
importancia del sector metalmecánico para el desarrollo económico y productivo de 
Manizales y Colombia, se explicaron las bases que aseguran el objeto de estudio de la 
tesis doctoral: “Configuración Flexible Job Shop, aplicada en el sector metalmecánico”. De 
igual manera, se estableció el marco conceptual que describió la programación secuencial 
del Flexible Job Shop, las variables de proceso y las bases de inteligencia artificial 
aplicadas en el campo de estudio. Por último, mediante la revisión bibliográfica se hizo un 
seguimiento al vacío del conocimiento. Lo anterior permitió concluir: 
 
La recolección y análisis de documentos suministró la información necesaria para 
identificar y analizar las metodologías más utilizadas en la programación de los sistemas 
productivos con configuración Flexible Job Shop. De otro lado, se identificaron las bases 
teóricas y conceptuales que reafirmaron el problema de investigación y proporcionaron las 
herramientas para el diseño y aplicación de la metodología propuesta. Las bases 
identificadas más importantes fueron: configuración de sistemas productivos Flexible Job 
Shop, es la más compleja en cómputo y tiempo de procesamiento (Frutos et al., 2010; 
Zhang et al., 2012), y la más aplicada en casos reales (Huang et al., 2014); programación 
secuencial de pedidos en máquinas o Scheduling (Frutos et al., 2010; Medina et al., 2011); 
funciones objetivo o variables dependientes (Allahverdi et al., 2008; Ruiz et al. 2015); 
restricciones o variables independientes (Allahverdi et al., 2008; Zambrano, 2014, Li et al., 
2014a; Rossi, 2014; Karimi et al., 2015; Ruiz et al., 2015); algoritmo evolutivo multiobjetivo 
(Billaut & Vilcot, 2008; Ruiz et al., 2015). 
 
Finalmente, mediante el seguimiento a la literatura y la búsqueda sistemática se 
identificaron 139 documentos relacionados con el tema de estudio, de los cuales se 
seleccionaron 119, pues representaron similitud con las variables establecidas en la 
hipótesis general de la tesis; son similares a la metodología propuesta. De los 119 
documentos, solo 3 se acercaron a las características y condiciones de la misma; por 
utilizar el máximo número de variables de proceso de la tesis (Allahverdi et al., 2008; Frutos 
et al., 2010; Roeva, 2012). De los 3 documentos, solo dos aplicaron procesos matemáticos 
para hallar el makespan y el costo de recurso consumido: Frutos et al. (2010) y Roeva 
(2012). En conclusión, solo dos publicaciones se asimilan, en mayor profundidad, con las 
condiciones que fueron abordadas en la metodología propuesta. Estos modelos teóricos 













   
 
 
2. Capítulo 2- Metodología propuesta 
El objetivo del presente capítulo es diseñar una metodología multiobjetivo soportada en un 
comportamiento evolutivo, para programar un sistema de producción Flexible Job Shop 
que permita minimizar tiempos de proceso y costos de recursos, adoptando restricciones 
de tiempos, secuencia, mantenimiento, liberación de pedidos, disponibilidad y consumo de 
recursos con costos variables en el tiempo, con el fin de contribuir a la toma de decisiones 
organizacionales en el sector metalmecánico 
 
La novedad consistió en procesar una combinación de variables poco abordadas en la 
revisión bibliográfica (ver alternativa 4 de la Tabla 0-2). Adicionalmente se sumaron dos 
variables para hacer de la metodología una aplicación más real: consumo de recurso con 
variabilidad en el tiempo y criterios de ponderación para seleccionar la mejor secuencia de 
programación. De igual manera, otra novedad fue la adopción de una estructura que 
permitió, en la experimentación, procesar y comparar con modelos teóricos encontrados 
en la revisión bibliografía.   
 
El desarrollo de la metodología propuesta adoptó las bases teóricas y conceptuales 
suministradas por diferentes investigadores. En la Tabla 2-1 se presentan los aportes que 
contribuyeron en el diseño de la misma. 
 
Tabla 2-1: Bases teóricas y conceptuales para el diseño de la metodología propuesta. 
INVESTIGADORES BASES TEÓRICAS Y CONCEPTUALES 
Frutos et al., 2010; Zhang et al., 
2012; Huang et al., 2014. 
Configuración de sistemas productivos Flexible Job 
Shop. 
Frutos et al., 2010; Medina et 
al., 2011 
Programación secuencial de pedidos en máquinas 
o Scheduling, estructura de cromosoma. 
Allahverdi et al., 2008; Ruiz et 
al. 2015 
Funciones objetivo o variables dependientes: 
tiempos de proceso y costos de recursos. 
Allahverdi et al., 2008; 
Zambrano, 2014, Li et al., 
2014a; Rossi, 2014; Karimi et 
al., 2015; Ruiz et al., 2015 
Restricciones o variables independientes: tiempos, 
secuencia, mantenimiento, liberación de pedidos, 
disponibilidad y consumo de recursos con costos 
variables en el tiempo. 
Billaut & Vilcot, 2008; Ruiz et al., 
2015 
Algoritmo evolutivo multiobjetivo. 
Fuente: Elaboración propia. 
 
La metodología diseñada se compone de 6 pasos como se presenta en la Figura 2-1, los 
cuales se explican a continuación. 





Figura 2-1: Flujograma de la metodología propuesta. 
 
 
Fuente: Elaboración propia. 
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2.1 Paso 1 – Configuración de restricciones 
El sistema de producción Flexible Job Shop se programa dependiendo de un número n de 
pedidos (P) o trabajos, los cuales pueden ser solicitados por los clientes si se procede bajo 
pedido, o por la política de la organización si se fabrica por inventarios. Igualmente, el 
sistema está sujeto a un número m de máquinas (M), puestos o estaciones de trabajo. 
 
Las restricciones o variables independientes adoptadas en la metodología son: 
 
 Pedidos y estaciones de trabajo. 
 Consumo de recurso y variabilidad en el tiempo. 
 Tiempos de liberación de pedidos. 
 Tiempos de disponibilidad y mantenimiento de equipos o recursos. 
 Calificación de alternativas. 
 
Si un usuario pretende adicionar otra restricción, tendría que diseñar el primer paso de la 
metodología de manera diferente, ya que cada variable independiente se calcula con un 
proceso único; el procedimiento no es igual para cada una de las mismas. 
 
Cada una de las variables independientes se desarrolla a continuación, excepto la 
calificación de alternativas que se expone después de las funciones objetivo para facilitar 
su comprensión. 
2.1.1 Pedidos y estaciones de trabajo 
Partiendo de los aportes de Cheng y Smith (1997) y Castrillón et al. (2011) los pedidos se 
definen en dos matrices, una de ellas contiene las secuencias de los pedidos en las 
máquinas, la otra presenta los tiempos de pedido en cada máquina. Esta es la 
configuración del Job Shop Clásico, no todos los pedidos tienen la misma secuencia; sin 
embargo pasan por todas las máquinas. 
 
Como la metodología es aplicada en un sistema Flexible Job Shop, se tomó la decisión de 
fusionar las dos matrices en una sola como lo establece la Tabla 2-2. Donde: 
 
 Pi,j = pedido i (i = 1, 2,...x) en la operación j (j = 1, 2,..y) 
 x= número máximo de pedidos 
y = número máximo de operaciones por pedido 
Mk = máquina k (k = 1, 2,...z) 
z = número máximo de máquinas 
Ti,j,k =tiempo de proceso en pedido i (i = 1, 2,...x), operación j (j = 1, 2,..y) y máquina 
k (k = 1, 2,...z) 
 
Las condiciones especiales para la programación son: 
 
 Si Ti,j,k es cero entonces Pi,j no se puede realizar en la máquina k. 
 Cuando la operación Pi,j puede ser procesada en varias máquinas, solo se realizará en 
una de ellas. 





Tabla 2-2: Secuencia y tiempo de pedidos en estaciones de trabajo para un Flexible Job 
Shop. 
Pi,,j M1 M2 .. Mk 
P1,1 T1,1,1 T1,1,2 .. T1,1,k 
P1,2 T1,2,1 T1,2,2 .. T1,2,k 
.. .. .. .. .. 
P1,y T1,y,1 T1,y,2 .. T1,y,k 
P2,1 T2,1,1 T2,1,2 .. T2,1,k 
P2,2 T2,2,1 T2,2,2 .. T2,2,k 
.. .. .. .. .. 
P2,y T2,y,1 T2,y,2 .. T2,y,k 
.. .. .. .. .. 
Px,1 Tx,1,1 Tx,1,2 .. Tx,1,k 
Px,2 Tx,2,1 Tx,2,2 .. Tx,2,k 
.. .. .. .. .. 
Px,y Tx,y,1 Tx,y,2 .. Tx,y,z 
Fuente: Elaboración propia a partir de Medina et al. (2011). 
 
Un ejemplo de la aplicación de la Tabla 2-1 se presenta en la Tabla 2-3, extraído de Medina 
et al. (2011). Son dos pedidos y tres máquinas, cada pedido tiene 3 operaciones, no todas 
las operaciones se pueden realizar en todas las máquinas. El análisis de las operaciones 
esta dado así: la primera operación del pedido 1 se puede realizar en la máquina 1, 2 o 3; 
la segunda operación de pedido 1 se puede realizar en la máquinas 2 o 3; la tercera 
operación del pedido 1 se puede realizar en la máquina 1 o 2; de la misma forma se 
describen las demás operaciones. 
 
Tabla 2-3: Secuencia de dos pedidos en tres máquinas. 
Pi,j M1 M2 M3 
P1,1 1 2 1 
P1,2 0 1 1 
P1,3 4 3 0 
P2,1 5 0 2 
P2,2 0 2 0 
P2,3 7 5 3 
Fuente: Elaboración propia a partir de Medina et al. (2011). 
2.1.2 Consumo de recurso y variabilidad en el tiempo 
El consumo de los recursos utilizados en un proceso se puede presentar en términos de 
costos, gasto o probabilidad; como por ejemplo el costo de energía, costo de materiales, 
gastos y probabilidad por averías, accidentes, desperdicio, reprocesos o productos no 
conformes. 
 
El consumo del recurso se estableció con una matriz (ver Tabla 2-4). Donde: 
 
 Pi,j = pedido i (i = 1, 2,...x) en la operación j (j = 1, 2,..y) 
 x= número máximo de pedidos 
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y = número máximo de operaciones por pedido 
Mk = máquina k (k = 1, 2,...z) 
z = número máximo de máquinas 
Ri,j,k =recurso consumido en pedido i (i = 1, 2,...x), operación j (j = 1, 2,..y) y 
máquina k (k = 1, 2,...z) 
 
 
Las condiciones especiales para la programación son: 
 
 Si Ri,j,k es cero entonces Pi,j no se puede realizar en la máquina k. 
 Cuando la operación Pi,j puede ser procesada en varias máquinas, solo se realizará en 
una de ellas. 
 
Tabla 2-4: Consumo de recurso de pedidos en estaciones de trabajo para un Flexible Job 
Shop. 
Pi,j M1 M2 .. Mk 
P1,1 R1,1,1 R1,1,2 .. R1,1,k 
P1,2 R1,2,1 R1,2,2 .. R1,2,k 
.. .. .. .. .. 
P1,y R1,y,1 R1,y,2 .. R1,y,k 
P2,1 R2,1,1 R2,1,2 .. R2,1,k 
P2,2 R2,2,1 R2,2,2 .. R2,2,k 
.. .. .. .. .. 
P2,y R2,y,1 R2,y,2 .. R2,y,k 
.. .. .. .. .. 
Px,1 Rx,1,1 Rx,1,2 .. Rx,1,k 
Px,2 Rx,2,1 Rx,2,2 .. Rx,2,k 
.. .. .. .. .. 
Px,y Rx,y,1 Rx,y,2 .. Rx,y,z 
Fuente: Elaboración propia a partir de Frutos et al. (2010). 
 
Un ejemplo de la aplicación de la Tabla 2-4 se presenta en la Tabla 2-5, extraído del modelo 
MF01 expuesto por Frutos et al. (2010). Se exponen tres pedidos y cuatro máquinas; los 
pedidos 1 y 2 tienen 3 operaciones cada uno, mientras que el pedido tres solo dos 
operaciones. En este caso de estudio todas las operaciones se pueden realizar en 
cualquier máquina, cada operación tiene un costo de consumo en cada máquina. 
 
Tabla 2-5: Consumo de recurso de tres pedidos en cuatro máquinas. 
Pi,j M1 M2 M3 M4 
P1,1 10 8 6 9 
P1,2 4 2 10 12 
P1,3 8 4 6 3 
P2,1 7 16 14 6 
P2,2 10 8 3 8 
P2,3 3 15 10 13 
P3,1 6 8 12 10 
P3,2 11 8 6 18 
Fuente: Elaboración propia a partir de Frutos et al. (2010). 
 




El costo o probabilidad del consumo de un recurso puede ser diferente en una hora con 
respecto a otra, en un día con respecto a otro, en un mes con respecto a otro o en un año 
con respecto a otro. Es aquí donde aparece la variabilidad en el tiempo, dicha variabilidad 
se estableció en la matriz presentada en la Tabla 2-6. Donde: 
 
T(l) = tiempo l (l = 1, 2,..u)  
CR(l) = costo de la unidad de recurso en el periodo l (l = 1, 2,..u)  
u = número máximo de periodos en el ciclo de trabajo o jornada 
 
Tabla 2-6: Costo de recurso por unidad por tiempo. 





Fuente: Elaboración propia a partir de Ruiz et al. (2015). 
 
Un ejemplo de la aplicación de la Tabla 2-6 se expone en la Tabla 2-7, extraído de Ruiz et 
al. (2015). En la Tabla 2-6 se presenta el costo por unidad de recurso energético para cada 
hora del día, en una jornada de 9 horas. 
 
Tabla 2-7: Costo de unidad del recurso energético por hora del día. 










Fuente: Elaboración propia a partir de Ruiz et al. (2015). 
2.1.3 Tiempos de liberación de pedidos 
Esta restricción aparece cuando los clientes solicitan que sus pedidos se fabriquen o 
elaboren en tiempos posteriores al inicio de la programación de la producción. Los tiempos 
de liberación se establecieron en una matriz como se ilustra en la Tabla 2-8. Donde: 
 
Pi = pedido i (i = 1, 2,...x) 
x = número total de pedidos. 
Ii = tiempo de inicio para el pedido i (i = 1, 2,...x) 
 
Si Ii es cero, el pedido i puede fabricarse desde el momento en que se inicia la producción. 
 
Tabla 2-8: Tiempos de liberación de pedidos. 
Pi P1 P2 .. PX 
Vector Tiempo de Liberación I(i) I1 I2 .. IX 
Fuente: Elaboración propia 
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Un ejemplo de la aplicación de la Tabla 2-8 se presenta en la Tabla 2-9, la cual tiene 4 
pedidos, el primero puede empezar en el tiempo 4, el segundo en 0, el tercero en 7 y el 
último en 3. 
 
Tabla 2-9: Tiempos de liberación de pedidos. 
Pi P1 P2 P3 P4 
Vector Tiempo de Liberación 4 0 7 3 
Fuente: Elaboración propia 
2.1.4 Tiempos de disponibilidad y mantenimiento de recursos 
Al momento de iniciar la producción, no siempre todas las máquinas y los recursos están 
disponibles por diferentes razones tales como: llegada posterior de la materia prima al 
inicio de la producción, ocupación de la máquina con otro pedido o en otro programa de 
producción, la máquina representa una empresa maquila y tiene tiempos de preparación, 
alistamiento o mantenimiento diferentes a los de la empresa principal, o se está atendiendo 
la producción de otro cliente. 
 
Los tiempos de disponibilidad de recursos se establecen conociendo los tiempos de los 
recursos cuando están inhabilitados. Por lo anterior, se determinó establecer una matriz 
como se presenta en la Tabla 2-10; éste es un ejemplo para 5 máquinas, donde: 
 
Mk = máquina k (k = 1, 2,...z) 
z = número máximo de máquinas (en este caso es 5) 
 I = tiempo de inicio de periodo inhabilitado 
 F = tiempo final de periodo inhabilitado 
 
Por cada I hay un F, por lo tanto el número de columnas siempre será número par.  
 
El análisis de la matriz es: 
 La máquina 1 no está disponible un periodo de 0 a 8. 
 La máquina 2 no está disponible en dos periodos de 4 a 6 y de 10 a 12. 
 La máquina 3 está disponible todo el tiempo. 
 La máquina 4 no está disponible un periodo de 15 a 20. 
 La máquina 5 no está disponible un periodo de 0 a 3. 
 
Tabla 2-10: Matriz de tiempos de recursos inhabilitados. 
Mq I F I F 
M1 0 8 0 0 
M2 4 6 10 12 
M3 0 0 0 0 
M4 15 20 0 0 
M5 0 3 0 0 
Fuente: Elaboración propia 
 
Se decidió también que el mantenimiento puede adoptar la misma configuración de la 
anterior matriz, se establecen los tiempos de inicio y finalización de actividades de 
mantenimiento preventivo. Como los tiempos de recurso inhabilitado y el mantenimiento 
no se pueden cruzar, es normal procesar los datos con una sola matriz. 





Con las restricciones establecidas es necesario conocer cómo debe ser la secuenciación 
de los pedidos en las máquinas. A continuación se explica, por medio de un cromosoma, 
la programación de pedidos en un Flexible Job Shop. 
2.2 Paso 2 –Secuenciación del programa 
El cromosoma es un término utilizado en los algoritmos evolutivos, que consiste en el 
conjunto ordenado de genes que representan las características de un individuo (Pró 
Concepción et al., 2011). Aplicando este principio en la metodología de la tesis, el 
cromosoma es el individuo, determina una opción para programar la secuencia de pedidos 
en un sistema Flexible Job Shop, convirtiéndose en una solución para el FJSSP. 
 
El individuo (cromosoma) tiene una codificación que facilita el cómputo del algoritmo 
evolutivo o genético. Cada individuo tiene un conjunto de genes, cada gen tiene una 
estructura que se compone de cuatro elementos: el primer elemento, tiene el número 
asignado al gen; el segundo representa el pedido asignado; el tercero representa la 
operación del pedido; el cuarto y último representa la máquina asignada.  
 
El número de genes que compone el cromosoma depende de las operaciones que se 
pueden asignar a las máquinas.  
 
Con base en el caso expuesto en la Tabla 2-3 se presenta la Tabla 2-11, donde: 
 
Pi,j = pedido i (i = 1, 2,...x) en la operación j (j = 1, 2,..y) 
 x= número máximo de pedidos (en este caso es 2) 
y = número máximo de operaciones por pedido (en este caso es 3 por cada pedido) 
Mk = máquina k (k = 1, 2,...z) 
z = número máximo de máquinas (en este caso es 3) 
A = Pi,j puede procesarse en Mk 
0 = Pi,j no puede procesarse en Mk 
 
Tabla 2-11: Adjudicación de operaciones a las máquinas. 
Pi,j M1 M2 M3 
P1,1 A A A 
P1,2 0 A A 
P1,3 A A 0 
P2,1 A 0 A 
P2,2 0 A 0 
P2,3 A A A 
Fuente: Elaboración propia 
 
La explicación de la Tabla 2-11 es: 
 
 La primera operación del pedido uno (P1,1) puede ser adjudicada a la máquina 1, 2 o 3. 
 La segunda operación del pedido uno (P1,2) puede ser adjudicada a la máquina 2o 3. 
 La tercera operación del pedido uno (P1,3) puede ser adjudicada a la máquina 1 o 2. 
 De la misma forma se determina la adjudicación de las operaciones faltantes. 
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El número de adjudicaciones “A” en la Tabla 2-11 es 13. El cromosoma que servirá para 
programar la producción de la Tabla 2-11 debe tener 13 genes (ver Tabla 2-13); cada gen 
tiene la estructura de la primer columna de la Tabla 2-12. 
 
Tabla 2-12: Cromosoma para la Tabla 2-11. 
Cromosoma (Genes) 1 2 3 4 5 6 7 8 9 10 11 12 13 
Pedido asignado 1 1 1 1 1 1 1 2 2 2 2 2 2 
Operación del Pedido 1 1 1 2 2 3 3 1 1 2 3 3 3 
Máquina 1 2 3 2 3 1 2 1 3 2 1 2 3 
Fuente: Elaboración propia 
 
El cromosoma se encuentra siempre en la primera fila y es una permutación ordenada de 
13 elementos. Si los genes cambian de orden, cada gen arrastra su codificación, es decir 
arrastran su “Pedido asignado”, “Operación del Pedido” y la “Máquina”. 
 
Un reordenamiento aleatorio de la Tabla 2-12 se presenta en la Tabla 2-13.  
 
Tabla 2-13: Reordenamiento aleatorio del cromosoma. 
Cromosoma (Genes) 12 3 10 4 9 8 2 7 13 11 5 1 6 
Pedido asignado 2 1 2 1 2 2 1 1 2 2 1 1 1 
Operación del Pedido 3 1 2 2 1 1 1 3 3 3 2 1 3 
Máquina 2 3 2 2 3 1 2 2 3 1 3 1 1 
Fuente: Elaboración propia 
 
Observar que los genes se reordenaron y arrastraron con ellos su codificación. El número 
de posibles permutaciones es igual al factorial de 13= 13! = 6.227.020.800 combinaciones 
posibles. 
 
 Si se programa la producción en el orden de los genes de la Tabla 2-13, las operaciones 
se repetirían; por ejemplo, los genes 12, 13 y 11 repiten la operación 3 del pedido 2. Esto 
sería ilógico de acuerdo al aparte visto en el numeral 2.1.1, el cual dice: “Cuando la 
operación Pi,j puede ser procesada en varias máquinas, solo se realizará en una de 
ellas”. 
 
Por lo anterior, es necesario extraer 6 genes de la Tabla 2-13, que es el número de 
operaciones de la Tabla 2-11. Este proceso se lleva a cabo escogiendo de izquierda a 
derecha los genes que aparezcan por primera vez con un pedido y una operación, los 
genes que no son escogidos se convierten en genes recesivos en el cromosoma, los 
cuales podrán ser utilizados en una generación posterior. Los genes escogidos pasan a 
conformar un cromosoma latente. En la Tabla 2-14 se ilustra el cromosoma latente extraído 
de la Tabla 2-13.  
 
Tabla 2-14: Cromosoma latente extraído de la Tabla 2-13. 
Cromosoma latente (Genes) 12 3 10 4 9 6 
Pedido asignado 2 1 2 1 2 1 
Operación del Pedido 3 1 2 2 1 3 
Máquina 2 3 2 2 3 1 
Fuente: Elaboración propia 
 




Como se puede apreciar, ningún pedido con su operación se repite a lo largo de la Tabla 
2-14, Sin embargo existe un problema; el orden de las operaciones en el pedido 2 no es 
lógico para la secuencia de trabajo: primero se realiza la operación 3 del pedido 2, luego 
la operación 2 del pedido 2; por último se realiza la operación 1 del pedido 2. Lo anterior 
implica hacer un ajuste final, el cual consiste en respetar el orden de los pedidos. En la 
Tabla 2-15 se ilustran la fila de los pedidos de la Tabla 2-14. 
 
Tabla 2-15: Orden de los pedidos de la Tabla 2-14. 
Pedido asignado 2 1 2 1 2 1 
Fuente: Elaboración propia 
 
Aquí se genera el cromosoma ajustado que será utilizado para la asignación en el 
diagrama de Gantt; a la Tabla 2-15 se le agregan las operaciones en el orden lógico de 
secuencia, los genes y las máquinas correspondientes, según la Tabla 2-14. Finalmente 
el cromosoma latente se reorganiza como se presenta en la tabla 2-16. 
 
Tabla 2-16: Cromosoma ajustado o dominante. 
Cromosoma ajustado (Genes) 9 3 10 4 12 6 
Pedido asignado 2 1 2 1 2 1 
Operación del Pedido 1 1 2 2 3 3 
Máquina 3 3 2 2 2 1 
Fuente: Elaboración propia 
 
La secuenciación de programación se estableció con el cromosoma ajustado o dominante, 
cada gen de izquierda a derecha determina la asignación de los pedidos en las máquinas 
Con base en ello y en los tiempos establecidos en la Tabla 2-2, se construye un diagrama 
de Gantt como se ilustra en la Figura 2-2 
 
Cada cuadro del diagrama de Gantt representa el pedido asignado a la máquina y contiene 
dos números: el superior identifica el pedido y el inferior el tiempo de procesamiento. 
 
En conclusión, el cromosoma es la estructura con la cual se programa la secuenciación de 
pedidos en las máquinas. El proceso se hace visible en un diagrama de Gantt que sirve 
para obtener las variables dependientes; es decir, las funciones objetivo como se explica 
a continuación. 
 
Figura 2-2: Diagrama de Gantt para el cromosoma ajustado. 
 
Fuente: Elaboración propia 
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2.3 Paso 3 – Construcción de funciones objetivo 
La metodología por su condición multiobjetivo encuentra diferentes alternativas para 
resolver casos FJSSP; los objetivos principales definidos son: minimizar tiempos de 
proceso (makespan) y los costos de recursos utilizados con variabilidad en el tiempo. Los 
objetivos que se adicionen pueden tener la misma configuración, como lo es la reducción 
de costos o gastos de otros recursos diferentes a los anteriores. La metodología tiene la 
bondad de poder asumir más objetivos. 
 
La metodología proporciona soluciones factibles, puesto que se computan individuos con 
tiempos de proceso posterior al tiempo de inicio 0, los individuos no factibles se descartan. 
Por otra parte las funciones objetivo son independientes entre sí, por lo tanto no son 
contradictorias, pues un objetivo no está en función de otro.  
 
Las funciones objetivo se establecen después de tener el diagrama de Gantt. A 
continuación se explican los procesos de cómputo para las dos funciones objetivo. 
2.3.1 Minimizar tiempo total de proceso – Makespan 
Procesar los pedidos en el menor tiempo posible “makespan” (Friese et al., 2012), es el 
objetivo más buscado por la comunidad científica y académica al resolver el FJSSP; esta 
metodología no es la excepción, se adopta teniendo en cuenta nuevas restricciones, como 
son los tiempos de disponibilidad, tiempos de mantenimiento preventivo y liberación de 
pedidos. 
 
Determinar la secuencia de programación con las restricciones de la Tabla 2-2 podría 
generar varias alternativas, cada una se ilustraría en un diagrama de Gantt, como se 
expuso en la Figura 2-2. El diagrama de Gantt tiene franjas que representan tiempos de 
procesamiento de pedido y franjas blancas donde las máquinas están en tiempos de ocio. 
 
Si se adicionan otras restricciones al diagrama de Gantt, como tiempo de liberación de 
pedidos, inhabilidad recursos (máquinas) y mantenimiento preventivo, el gráfico se 
extendería. El makespan es el tiempo de terminación del programa de producción, el cual 
se puede apreciar en los diagramas de Gantt, cuando se incluyen las restricciones 
mencionadas. La metodología calcula el makespan con la ecuación determinada en el ítem 
1.4.2.1; sin embargo, cuando se incluyen restricciones de inhabilidad y mantenimiento se 
utiliza la ecuación 2 (Ruiz et al., 2015), donde: 
 
TPk = tiempo procesado en máquina k (k = 1, 2,...z) 
z = número máximo de máquinas 
TOk = tiempo de ocio en máquina k (k = 1, 2,...z) 
TEk = tiempo de inhabilidad en máquina k (k = 1, 2,...z) 














   (Ec 2) 
 




Los tiempos se establecen desde el inicio hasta que termina el último pedido procesado. 
2.3.2 Minimizar costo del recurso consumido con variabilidad en 
el tiempo 
Al aplicar la configuración descrita en los numerales 2.1.1 y 2.1.2, con las Tablas 2-2, 2-4 
y 2-6 y con el uso del diagrama de Gantt, se obtiene el costo total del recurso consumido. 
Cada unidad de tiempo tiene un costo que puede ser igual o diferente en otra unidad de 
tiempo. Por ejemplo el costo del Kilovatio a las 10 de la mañana es diferente al costo del 
Kilovatio del medio día. 
 
Con el fin de hallar la función Fitness (aptitud) del costo total del recurso consumido, se 
debe hacer uso de las ecuaciones 3 y la 4. La ecuación 3 totaliza el costo del recurso, lo 
cual permite determinar el costo mínimo del recurso consumido en los pedidos asignados 
en las máquinas. Las variables de la ecuación 3 son: 
 
h = unidad de periodo de programación (h = 1, 2,...s) 
s = periodo final de la programación, makespan 
k = número de máquina (k = 1, 2,...z) 
z = número total de máquinas 
A = 0: máquina en ocio, inhabilidad o mantenimiento; 1 máquina en proceso 
Ri,j,k =recurso consumido en pedido i (i = 1, 2,...x), en la operación j (j = 1, 2,..y) y 
en la máquina k (k = 1, 2,...z), ver Tabla 2-4 
x = número máximo de pedidos 
y = número máximo de operaciones por pedido 
Ti,j,k =tiempo de proceso en pedido i (i = 1, 2,...x), en la operación j (j = 1, 2,..y) y 
en la máquina k (k = 1, 2,...z), ver Tabla 2-2 



























_ )(     (Ec 3) 
 
La ecuación 4 permite determinar la hora o unidad de tiempo en el período estándar o 
jornada de trabajo, donde: 
 
l = periodo (l = 1, 2,..u)  
u = número máximo de periodos en el ciclo de trabajo o jornada 
h = unidad de periodo de programación (h = 1, 2,...s) 



















    (Ec 4) 
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2.4 Paso 4 – Calificación de alternativas. 
La metodología, al ser multiobjetivo, no tiene un óptimo global único. Los mejores 
individuos de una población (cada uno representa una forma de programar la producción) 
se ubican en una frontera eficiente o frente de Pareto; los individuos ubicados en dicha 
frontera, se consideran individuos no dominados (Deb et al., 2000, 2002). En la Figura 2-3 
se ilustra una población de 12 individuos que minimizan dos funciones objetivo (FO-1 y 
FO-2).  
 
Figura 2-3: Frontera de Pareto. 
 
Fuente: Elaboración propia 
 
Los puntos 8, 1, 10, 7, 2, 11 y 12 trazan la frontera eficiente, representan los individuos no 
dominados por los otros; se desempeñan muy bien en las dos funciones objetivo. Los 
puntos 4, 5, 6, 3 y 9 son dominados por la frontera eficiente. Como la población es de 12 
individuos, se debe escoger la mitad de los individuos que pasarán a la próxima 
generación; es decir, los 6 mejores que se seleccionan de la frontera eficiente. 
 
Cuando el algoritmo evolutivo llega a su última generación el resultado final es una 
población de individuos que tienen buen desempeño en uno o varios objetivos adoptados. 
Para la organización que aplique la metodología todos los objetivos son importantes; sin 
embargo, cabe la posibilidad que la organización determine un nivel de importancia 
diferente para cada objetivo. Esta situación se soluciona con un método de ponderación 
que consiste en darle calificación de importancia a todos los objetivos con el fin de 
determinar cuál es la mejor solución entre todas las arrojadas por la población final. 
 
El método de ponderación propuesto en la metodología, adaptado de Ruiz et al. (2012a), 
consiste en tres fases: 





 Primera fase: La organización divide 1 entre todos los objetivos según su relevancia 
(Ri); por ejemplo, si son 3 objetivos, la ponderación podría ser 0.3, 0.5 y 0.2. Por lo 
tanto el objetivo 2 tiene mayor relevancia que el 1 y a su vez mayor relevancia que 3 
 
 Segunda fase: Por cada individuo de la población se aplican las ecuaciones 5, 6 y 7, 
según sea el caso, para determinar el nivel de importancia final (NI): si NI es 1 significa 
que el individuo tiene el mejor desempeño en todos los objetivos; si NI es 0 significa 
que el individuo tiene el desempeño menos favorable en todos los objetivos. Las 
variables de la ecuación 5 son: 
 
 
NI (X)= nivel de importancia del individuo X 
X = individuo, opción para programar secuenciación de los pedidos en las máquinas 
f = función objetivo (f = 1, 2,..g) 
g = número máximo de funciones objetivo 
CT(f) = contribución del valor en la función objetivo f; se halla con la ecuación 6 o 7 
R(f) = nivel de relevancia o ponderación de la función objetivo f 
 
𝑁𝐼(𝑋) = ∑ [𝐶𝑇(𝑓) × 𝑅(𝑓)]
𝑔
𝑗=1    (Ec 5) 
 
Si la función objetivo f es igual para todos los individuos entonces CT(f) = 1 y no se 
aplican las ecuaciones 6 y 7. 
 
Si la función objetivo es de minimizar, se aplica la ecuación 6, donde: 
 
CT(f) = contribución del valor en la función objetivo f (f = 1, 2,..g) 
g = número máximo de funciones objetivo  
VMAX(f) = entre los individuos, es el valor máximo obtenido en la función objetivo f 
VMIN(f) = entre los individuos, es el valor mínimo obtenido en la función objetivo f 
VX(f) = Valor de la función objetivo f en el individuo X 





⌋    (Ec 6) 
 
Si la función objetivo es de maximizar, se aplica la ecuación 7, donde: 
 
CT(f) = contribución del valor en la función objetivo f (f = 1, 2,..g) 
g = número máximo de funciones objetivo  
VMAX(f) = entre los individuos, es el valor máximo obtenido en la función objetivo f 
VMIN(f) = entre los individuos, es el valor mínimo obtenido en la función objetivo f 
VX(f) = Valor de la función objetivo f en el individuo X 





⌋   (Ec 7) 
 
 Tercera fase: Se ordenan los individuos de mayor a menor en NI para determinar la 
prioridad (P); la organización podrá tomar la decisión más adecuada escogiendo el 
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individuo (programación de la producción) entre los primeros de la lista de prioridad 
con el fin de ser procesado.  
 
Un ejemplo de la aplicación de las ecuaciones 5, 6 y 7 se puede apreciar en la Tabla 2-17. 
En ella se presenta una población de 10 individuos, cada uno tiene su desempeño en tres 
funciones objetivo (FO-1, FO-2 y FO-3), la primera y la segunda son de minimizar, la 
tercera es de maximizar. Las tres funciones objetivo tienen la relevancia (R) 0.4, 0.3 y 0.3 
respectivamente. De cada individuo se determina la Contribución (CT) en cada uno de los 
objetivos. Finalmente el mejor individuo es el 9. 
 
 
Tabla 2-17: Ponderación en decisión. 
INDIVIDUO FO-1 FO-2 FO-3 CT1 CT2 CT3 NI Prioridad 


























































































Fuente: Elaboración propia 
 
La ponderación o calificación de los individuos (alternativas) es parte de las variables 
independientes que son procesadas para el reporte final de la metodología. Con las 
variables independientes y dependientes establecidas es necesario proceder con el 
algoritmo evolutivo para hallar los mejores individuos, este proceso se explica a 
continuación.  
2.5 Paso 5 – Diseño del algoritmo evolutivo 
El algoritmo utilizado en la metodología es genético y por su condición pertenece a los 
algoritmos evolutivos (Valencia, 1997). El algoritmo se soporta en la selección evolutiva, 
en donde los individuos más aptos predominan en la supervivencia de la especie. En la 

















Figura 2-4: Pseudocódigo del algoritmo genético abstracto. 
 
. Fuente: Elaboración propia a partir de Moujahid et al. (2008). 
 
La genética y la memética de los individuos están íntimamente relacionadas con la 
herencia de rasgos físicos y la herencia de comportamientos y expresiones culturales, 
Moscato y Cotta (2003) explican con detenimiento estos conceptos haciendo énfasis en 
las diferencias y similitudes entre el “meme” y el “gen”, igualmente descritas por Dawkins 
(1976). Aplicaciones de la memética en modelos de inteligencia artificial son expuestos por 
Gao et al. (2011) y Wang et al. (2012b). El algoritmo evolutivo explicado en esta tesis 
combina la genética y la memética, al mezclar genes de los individuos mejoran o empeoran 
su desempeño frente al comportamiento que se tiene en las funciones objetivo. A 
continuación se explican cinco fases del algoritmo desarrollado en el presente estudio. 
2.5.1 Fase 1 - Creación de parentales 
Cada individuo (alternativa para resolver el FJSSP), requiere de una codificación como se 
expuso en el ítem 2.2 (secuenciación del programa de producción). En la fase 1 se crea 
una población inicial de N individuos o cromosomas; N debe ser número par para facilitar 
y equilibrar la combinación en el algoritmo. El establecimiento de cada cromosoma es 
aleatorio para el orden de los genes presentado en la Tabla 2-12. Al conjunto de N 
individuos se les llama “Población inicial” o "Parentales". 
2.5.2 Fase 2 - Generaciones 
El desempeño de los individuos (Fitness) mejora en las funciones objetivo cuando se pasa 
de una generación a otra, entre más generaciones es mayor la probabilidad de obtener 
individuos superiores. En esta fase debe quedar claro el número de generaciones (G) o 
iteraciones, dicho número determina cuántas veces se repiten las siguientes fases. El 
criterio para establecer G depende de los tiempos de cómputo disponible y de las 
limitaciones de quién aplique la metodología. 
BEGIN AGA
Generar una población inicial al azar.
WHILE NOT stop Do
BEGIN
Seleccionar padres de la poblacion
Generar hijos a partir de padres seleccionados
Mutar los individuos hijos.
Ampliar la población sumando los hijos.
Disminuir la población ampliada.
END
END AGA
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2.5.3 fase 3 - Creación de filiales 
La población de “Parentales” tiene N individuos; esta población debe duplicarse con la 
creación de hijos también llamados “Filiales”. Para ello, se utiliza un proceso de 
cruzamiento, mutación y migración. Finalmente, en la Población 2N, quedan los parentales 
más un porcentaje predefinido de filiales por cruzamiento, mutación y migración. A 
continuación se explica cada elemento del proceso. 
2.5.3.1 Cruzamiento 
La información genética de los “Parentales” es utilizada para crear “Filiales”; uno de los 
procesos utilizados es el cruzamiento; este proceso resulta de combinar los genes de la 
población N. El cruzamiento o combinación se basa en los aportes de Fernández et ál. 
(1996) y el proceso implica una explotación de recombinaciones (Partially Matched 
Crossover, PMX) que se lleva a cabo en cinco etapas (Ruiz et al., 2015): 
 
1. Elegir aleatoriamente dos puntos de corte en dos individuos parentales para crear dos 
filiales. 
 
2. Entre los puntos de corte del primer parental se escogen los genes con el fin de crear la 
sección parcial del primer filial o hijo. 
 
3. Los espacios vacíos del primer filial se llenan en el orden de izquierda a derecha con los 
genes del segundo parental. Los genes de segundo parental se van escogiendo en el 
orden de izquierda a derecha, siempre y cuando se asegura que no se repitan los genes 
en el primer filial. 
 
4. Entre los puntos de corte del segundo parental se escogen los genes con el fin de crear 
la sección parcial del segundo filial o hijo. 
 
5. Los espacios vacíos del segundo filial se llenan en el orden de izquierda a derecha con 
los genes del primer parental. Los genes de primer parental se van escogiendo en el orden 
de izquierda a derecha, siempre y cuando se asegura que no se repitan los genes en el 
segundo filial. 
 
Aplicando las etapas anteriores en un ejemplo, se pueden apreciar dos cromosomas 
parentales, así: (3, 6, 5, 2, 4, 1) y (1, 2, 3, 4, 5, 6). Se eligen dos puntos de corte y 
aleatoriamente se establecen antes de la posición 3 y después de la posición 4. El primer 
filial será ( , , 5, 2, , ) y el segundo ( , , 3,4, , ). Con el fin de completar los espacios vacíos 
del primer “hijo”, se escogen los genes que hacen falta del segundo parental, finalmente el 
primer “hijo” queda (1, 3, 5, 2, 4, 6), ver Figura 2-5. 
 
Figura 2-5: Creación de un filial (hijo). 
 
Fuente: Elaboración propia 





El segundo filial queda así: (6, 5, 3, 4, 2, 1)  
2.5.3.2 Mutación 
La información genética de los parentales es utilizada para crear un filial. Sin embargo, 
existe la posibilidad de generar mutaciones, estas son alteraciones en el orden o posición 
de los genes que pueden mejorar el desempeño. Una alternativa es escoger dos puntos 
de corte en el filial e invertir el orden de los genes. Por ejemplo, si el filial es (3, 6, 5, 2, 4, 
1), se eligen dos puntos de corte, aleatoriamente se determina un rango entre las 
posiciones 2 y 4, la sección será (6, 5, 2), al invertir los genes queda así: (2, 5, 6). 
Finalmente el filial será (3, 2, 5, 6, 4, 1). 
 
Otra alternativa es escoger dos posiciones en el filial y cambiar los genes. Por ejemplo, si 
el filial es (6, 2, 4, 3, 5, 1, 2), se eligen dos puntos, aleatoriamente se determinan las 
posiciones 3 y 5, al cambiar los genes queda así: (6, 2, 5, 3, 4, 1, 2). 
 
La mutación obedece a la probabilidad de cambio, generalmente se determina entre un 
10% y 40% de los filiales creado.  
2.5.3.3 Migración 
En una población siempre existe la posibilidad que llegue un individuo externo con 
información genética importante para aportar al desempeño de la siguiente generación, 
este individuo se adopta como filial y el orden de sus genes se elige aleatoriamente. 
2.5.4 Fase 4 - Cómputo de funciones objetivo 
Las funciones objetivo previamente definidas en el numeral 2.3 son minimizar los tiempos 
de proceso (makespan) y el costo del recurso utilizado con variabilidad en el tiempo. Por 
cada individuo de la población 2N se hace el cómputo de las funciones, dicho cómputo es 
procesado en tres etapas, así: 
 
1. Generación del cromosoma ajustado. Del cromosoma se crea el cromosoma latente y 
de este el cromosoma ajustado o dominante, tal como se desarrolla en el numeral 2.2 
 
2. Asignación del cromosoma ajustado en un diagrama de Gantt. Esta labor requiere ubicar 
previamente las restricciones de mantenimiento, inhabilidad y liberación de pedidos. 
Consiste en asignar los pedidos a las máquinas de acuerdo con el orden de los genes del 
cromosoma ajustado o dominante, tal y como se presenta en la Tabla 2-16 y en la Figura 
2-2. 
 
3. Determinar el makespan. Del diagrama de Gantt se extrae el momento o tiempo en el 
cual se termina el último pedido. El makespan debe coincidir con el calculado en la 
ecuación 1 o en la ecuación 2. En la ecuación 1, si el diagrama de Gantt solo tiene los 
tiempos de proceso y los tiempos de ocio en las máquinas. En la ecuación 2, si el diagrama 
de Gantt tiene tiempos de proceso, tiempos de ocio en las máquinas, tiempos de 
inhabilidad y tiempos de mantenimiento. 
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4. Determinar costo total del recurso. Haciendo uso de las Tablas 2-4 y 2-6 y de las 
ecuaciones 3 y 4, se obtiene el costo total del recurso consumido con restricciones de 
variabilidad en el tiempo 
2.5.5 Fase 5 - Selección de mejores sucesores 
Con el fin de escoger los N individuos, de la población 2N, que pasan a la próxima 
generación, se utiliza el siguiente principio: “las poblaciones divergentes y heterogéneas 
tienden a generar mejores alternativas y resultados” (Ruiz et al., 2015). Este consiste en 
un proceso donde se crean varios grupos llamados subpoblaciones (SPs) y se explica a 
continuación: 
 
La condición de diversidad en las poblaciones ha sido estudiada desde varias perspectivas: 
 
En las áreas sociales y culturales Hernández y Esparza (2011) presentan un estudio de 
apellidos en diferentes regiones; concluyen que la falta diversidad genera redundancia en 
la población. Por su parte, Olivencia (2008) expone la diversidad cultural en la escuela; 
esta condición rompe prejuicios y promueve el intercambio de valores y actitudes. 
Finalmente, Serrano y Capdevila (2013) en un estudio de la educación superior, establecen 
que la diversidad cultural es una riqueza que propende por un buen número de 
oportunidades, entre los que se destacan el cambio de cultura, y la creación de ambientes 
propicios para la innovación y la creatividad. 
 
En la el área de la genética, Fehr (1987) presenta la homogeneidad como factor que 
promueve la redundancia, lo cual crea una deficiente divergencia genética cuando de crear 
hijos o filiales se trata; ésta condición minimiza la posibilidad de encontrar genotipos con 
combinaciones genéticas prósperas. Por su parte, Falconer et al. (1996) explica que la 
diversidad presenta genotipos diferentes, al combinar o cruzar los individuos se logran 
mejores desempeños en la población. 
 
La dinámica poblacional establece que el espacio donde habita una población presenta 
condiciones que propician la existencia de individuos con características iguales o 
similares, es decir homogéneas. Si existen áreas delimitadas en dicho espacio y en estas 
habitan individuos con rasgos y comportamientos similares, las poblaciones de las áreas 
son heterogéneas al compararse entre sí. Esto permite la diversidad genética (Aramendiz 
et al., 2009). 
 
Con lo anterior se soporta el principio expuesto por Ruiz et al. (2015).  
 
Una forma de lograr la heterogeneidad es obteniendo subpoblaciones así: una 
subpoblación con individuos de buen desempeño en la primera función objetivo; una 
subpoblación con individuos de buen desempeño en la segunda función objetivo; una 
subpoblación con individuos de buen desempeño en las dos funciones objetivo; y una 
última subpoblación de individuos aleatorios, representan elementos que inmigran o 
provienen del exterior. En términos generales, la estructura de la población sucesora se 
visualiza en la Tabla 2-18, donde: 
 
Ip = individuo p (p = 1, 2,..q) 
q = número máximo de individuos por subpoblación 
N = número total de individuos 




SPa = subpoblación con buen desempeño en la función objetivo a (a = 1, 2,..b) 
b = número máximo de funciones objetivo  
SP(b+1) = subpoblación con buen desempeño en todas las funciones objetivo 
SP(b+2) = subpoblación con desempeño indiferente en las funciones objetivo  
Oa = función objetivo a (a = 1, 2,..b) 
 
Tabla 2-18: Selección de mejores sucesores. 
 MEJORES SUCESORES TOTAL 
Individuos I1 I2 … Iq I1 I2 … Iq … I1 I2 … Iq I1 I2 … Iq N 
Subpoblación SP1 SP2 … SPb+1 SPb+2 b+2 
Buenos en el 
Objetivo 




Fuente: Elaboración propia partir de Ruiz et al. (2015). 
 
El número máximo de individuos q por cada subpoblación SPa lo determina previamente 
quien aplicará la metodología con el fin de asegurar la heterogeneidad o diversidad; el 
criterio se escoge en la medida en que se obtienen buenos resultados. 
 
Una estructura similar es propuesta por Ruiz et al. (2012b), en la cual se aborda una 
metodología para solucionar la programación secuencial en un sistemas de producción 
Open Shop. 
 
Las fases 3, 4 y 5 se repiten hasta completar las generaciones (G) establecidas en la fase 
2, numeral 2.5.2.  
2.6 Paso 6 – Generación de reporte 
La población final arroja N individuos (cromosomas); cada uno de ellos resuelve el caso 
FJSSP. El reporte final tiene la siguiente información: 
 
 La lista de los N individuos. 
 El desempeño de cada individuo en las funciones objetivo. 
 El mejor individuo en las funciones objetivo con la siguiente información: diagrama de 
Gantt, asignación de pedidos en máquinas, makespan, costo total de recursos, tiempos 
de ocio, tiempos de mantenimiento, tiempos de inhabilidad. 
 Reporte de mejores individuos según la prioridad de la organización que aplique la 
metodología (ver numeral 2.4) 
2.7 Validación de la metodología con prueba piloto 
Antes de realizar la experimentación fue necesario hacer una validación de la metodología 
propuesta en una prueba piloto. Para tal fin, se aplicaron los seis pasos como se presenta 
a continuación. 
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2.7.1 Restricciones 
Se trabajó con cuatro pedidos en cuatro máquinas. Los pedidos son productos metálicos 
que requieren de procesos de mecanizado; las máquinas son torno, fresadora, taladro de 
árbol y esmeril. Los tiempos y la secuencia de los pedidos en las máquinas se presentan 
en la Tabla 2-19. El tiempo de liberación de pedidos se presenta en la Tabla 2-20. El 
consumo de las operaciones de los pedidos en cada máquina se presenta en la Tabla 2-
21. 
 




P1,1 3 4 0 2 
P1,2 3 2 0 2 
P2,1 2 0 3 0 
P2,2 0 1 2 2 
P3,1 0 4 2 5 
P3,2 1 1 3 0 
P3,3 0 1 0 2 
P4,1 0 2 1 2 
Fuente: Elaboración propia 
 
Tabla 2-20: Tiempos de liberación de pedidos en prueba piloto. 
Pi P1 P2 P3 P4 
Vector Tiempo de Liberación 0 1 1 2 
Fuente: Elaboración propia 
 
El costo de unidad de recurso consumido por hora del día se presenta en la Tabla 2-22. El 
tiempo de inhabilidad de los recursos se presenta en la Tabla 2-23. El tiempo de 
mantenimiento de recursos se presenta en la Tabla 2-24. 
 
Tabla 2-21: Consumo de recurso en prueba piloto. 
Pi,j M1 M2 M3 M4 
P1,1 11 10 0 4 
P1,2 5 6 0 10 
P2,1 1 0 2 0 
P2,2 0 7 15 6 
P3,1 0 1 14 11 
P3,2 10 12 2 0 
P3,3 0 10 0 1 
P4,1 0 12 15 14 














Tabla 2-22: Costo de unidad del recurso por hora del día en prueba piloto. 









Fuente: Elaboración propia 
 
Tabla 2-23: Matriz de tiempos de recursos inhabilitados en prueba piloto. 
Mq I F 
M1 0 1 
M2 1 3 
M3 1 2 
M4 0 0 
Fuente: Elaboración propia 
 
Tabla 2-24: Matriz de tiempos de mantenimiento en prueba piloto. 
Mq I F 
M1 5 6 
M2 0 1 
M3 4 5 
M4 0 0 
Fuente: Elaboración propia 
 
Con el fin de procesar el algoritmo evolutivo se establecieron los siguientes datos: 
 
 N=10; Número de Individuos que conforman la Población de Parentales. 
 Tm=0.3; Tasa de Mutación. 
 Número de generaciones=1000 iteraciones. 
 
Las ponderaciones de las funciones objetivo fueron: 
 makespan: 0,6. 
 Costo de recurso: 0,4. 
2.7.2 Resultados 
Los resultados proporcionaron 20 individuos con el cálculo de las funciones objetivo (Ver 
Tabla 2-25). La decisión frente a la ponderación de funciones objetivo se aprecia en la 
Tabla 2-26. Como se observa el mejor individuo es el 1, el cual obtuvo la calificación más 
alta. El individuo seleccionado tiene el cromosoma de secuenciación de programa 
expuesto en la Tabla 2-27. El diagrama de Gantt se ilustra en la Figura 2-6. “I” significa 
Inhabilidad del recurso, “M” significa mantenimiento, el número superior en cada cuadro es 
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Tabla 2-25: Valores absolutos en funciones objetivo en prueba piloto. 
Individuos Makespan Costo recurso 
1 6 8.045.000 
2 12 2.785.000 
3 12 2.785.000 
4 12 2.785.000 
5 12 2.785.000 
6 12 2.785.000 
7 12 2.785.000 
8 12 2.785.000 






12 12 2.785.000 
13 12 2.785.000 
14 12 2.785.000 
15 12 3.091.667 
16 6 8.045.000 
17 10 5.580.000 
18 11 5.291.667 
19 12 5.071.333 
20 13 4.869.667 
Fuente: Elaboración propia 
 
Tabla 2-26: Ponderación de individuos en prueba piloto. 
Individuos Makespan Costo recurso Total 
1 0.6000 0 0.6000 
16 0.6000 0 0.6000 
3 0.0857 0.4000 0.4857 
4 0.0857 0.4000 0.4857 
5 0.0857 0.4000 0.4857 
6 0.0857 0.4000 0.4857 
7 0.0857 0.4000 0.4857 
8 0.0857 0.4000 0.4857 
9 0.0857 0.4000 0.4857 
10 0.0857 0.4000 0.4857 
11 0.0857 0.4000 0.4857 
12 0.0857 0.4000 0.4857 
13 0.0857 0.4000 0.4857 
14 0.0857 0.4000 0.4857 
2 0.0857 0.4000 0.4857 
15 0.0857 0.3767 0.4624 
17 0.2571 0.1875 0.4446 
18 0.1714 0.2094 0.3808 
19 0.0857 0.2261 0.3118 
20 0 0.2415 0.2415 








Tabla 2-27: Cromosoma de asignación en prueba piloto. 
Genes 13 3 7 16 21 9 18 6 13 
Pedido 3 1 2 3 4 2 3 1 3 
Máquina 3 4 1 2 3 2 2 4 3 
Fuente: Elaboración propia 
 
Figura 2-6: Diagrama de Gantt de prueba piloto. 
 
Fuente: Elaboración propia 
2.8 Conclusiones parciales 
El capítulo desarrolló la metodología propuesta en seis pasos para resolver el problema de 
secuenciación en un sistema Flexible Job Shop. Se validó su aplicación en un caso del 
sector metalmecánico para 4 pedidos con 4 máquinas y 8 operaciones. Lo anterior permitió 
concluir: 
 
La utilización de las bases teóricas y conceptuales identificadas en el marco teórico y 
referencia proporcionó el desarrollo de la metodología propuesta. La configuración de 
sistemas productivos Flexible Job Shop, la programación secuencial de pedidos en 
máquinas, las funciones objetivo, las restricciones y el algoritmo evolutivo multiobjetivo 
fueron insumos en todo el capítulo. 
 
El diseño de la metodología propuesta respondió la segunda subpregunta de investigación. 
La metodología asumió la configuración de variables de proceso identificadas en el vacío 
del conocimiento; establecido en el marco teórico y referencial. Las variables fueron: 
liberación de pedidos, tiempos de inhabilidad y mantenimiento, consumo y costo con 
variabilidad en el tiempo, tiempos y secuencias de operación. El procedimiento presentó 
la metodología en una perspectiva multiobjetivo, mediante un algoritmo evolutivo logró 
minimizar el tiempo total de proceso, makespan, y el costo total del recurso consumido. La 
selección de la mejor secuenciación de trabajos se realizó por medio de un proceso de 
ponderación de funciones. 
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La metodología propuesta presentó una estructura robusta al utilizar procesos, matrices, 
ecuaciones, diagramas y ponderación. Además, ofreció un desempeño eficaz al ser 
validada en un caso de estudio del sector metalmecánico, en el que se incluyeron todas 
las variables de proceso establecidas en el objetivo general de la tesis. Finalmente la 
metodología demostró que es aplicable en el objeto de estudio determinado en la 













































   
 
 
3. Capítulo 3– Experimentación y discusión de 
resultados – comprobación de la hipótesis 
de investigación 
Garey y Johnson (1979) afirmaron que el sistema de producción Flexible Job Shop es 
complejo, requiere de una solución difícil de obtener, por lo tanto es un problema NP-Duro. 
Esta condición exige que la metodología demande el diseño de una herramienta 
informática para facilitar el proceso de experimentación e implementación. La herramienta 
debe asumir las variables independientes y resolver las funciones objetivo y secuencias de 
proceso. Por lo tanto, en este capítulo se diseñaron las bases generales de la herramienta 
computacional a partir de los aportes de Yourdon y Armitage (1993), Kendall y Kendall 
(2005) y se experimentó con 8 casos de estudio. 
 
La metodología propuesta no permitió comparar en su totalidad con los métodos, 
metodologías, técnicas, herramientas y procesos encontrados en la literatura, debido a que 
asume un conjunto de variables de proceso que no se encontró en la recolección de 
documentos y búsqueda sistemática. Las variables fueron determinadas en la alternativa 
4 de la Tabla 0-2. Adicionalmente se incluyeron dos variables: consumo de recurso con 
variabilidad en el tiempo y criterios de ponderación para asumir la mejor secuencia de 
programación. 
 
Al limitar el uso de restricciones, y funciones objetivo, establecidas en la metodología, se 
hallaron modelos en la bibliografía para comparar y cuantificar el desempeño de la misma. 
8 casos de estudio fueron suficientes para validar la metodología propuesta, presentar su 
desempeño y demostrar la hipótesis de investigación (ver Tabla 3-1). 
 
Algunas empresas donde se puede implementar la metodología son: Caldas Motor S.A, El 
Roble Motor S.A, General Motors – Colmotores S.A., Subaru de Colombia S.A., Casa 
López, Madeal S.A., Industrias Dumar, Taller Mideros, Siteco S.A., Básculas Prometálicos 
S.A, Inversiones Iderna S.A, Induma S.C.A., Herrago S.A., Bellota S.A., Incolma S.A., 
Industrias FAMA Ltda, Chalo Taller Industrial, Resortes Manizales Ltda., Productos de 
Acero Tres Espadas S.A.S, Mabe S.A., Internacional de Perfiles, Arme S.A, Cormaq 
Asistencias, Sotec S.A., Reconstructora de Motores Tito S.A.S., Inalpa,  Industrias Fermar 
Ltda, Socar y Tecno Bobinados & Cía Ltda. 
 
El total de los casos fueron analizados y se determinó la similitud con los procesos del 
sector metalmecánico. La aplicación de los casos fue sustraída de visitas a empresas de 
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la ciudad de Manizales y de la consulta de conceptos técnicos planteados por Groover 
(2010) y Kalpakjian y Schmid (2008). 
 



















De los 139 documentos 
analizados, 102 
establecieron variables de 
proceso: tiempos, 
secuencia y  makespan. 
Wang et al. (2010) 
presentaron la estructura 
general de 102 
documentos. Asumió 3 de 
10 variables de proceso de 
la tesis 
Adición de consumo y costo 
de recurso con variabilidad 
en el tiempo. No se utilizó: 
liberación de pedidos, 
inhabilidad y mantenimiento 
de recursos, ponderación de 
secuencias 





Frutos et al. (2010), 







Publicaciones que más se 
asimilan a las condiciones 
abordadas en la 
metodología propuesta. 
Asumieron 5 de 10 
variables de proceso de la 
tesis  
No se utilizó: costo de 
recurso con variabilidad en el 
tiempo, liberación de 
pedidos, inhabilidad y 
mantenimiento de recursos, 
ponderación de secuencias 
3 
Frutos et al. (2010), 







Publicaciones que más se 
asimilan a las condiciones 
abordadas en la 
metodología propuesta. 
Asumieron 5 de 10 
variables de proceso de la 
tesis 
No se utilizó: costo de 
recurso con variabilidad en el 
tiempo, liberación de 
pedidos, inhabilidad y 
mantenimiento de recursos, 
ponderación de secuencias 
4 
Frutos et al. (2010), 







Publicaciones que más se 
asimilan a las condiciones 
abordadas en la 
metodología propuesta. 
Asumieron 5 de 10 
variables de proceso de la 
tesis 
No se utilizó: costo de 
recurso con variabilidad en el 
tiempo, liberación de 
pedidos, inhabilidad y 
mantenimiento de recursos, 
ponderación de secuencias 
5 
Muth y Thompson 
(1963), Adaptado 






Ruiz et al. (2015) es 
producto de la presente 
tesis. Asumieron 6 de 10 
variables de proceso de la 
tesis  
No se utilizó: liberación de 
pedidos, inhabilidad y 
mantenimiento de recursos, 
ponderación de secuencias 
6 







Publicaciones que más se 
asimilan a las condiciones 
abordadas en la 
metodología propuesta. 
Asumieron 8 de 10 
variables de proceso de la 
tesis 
No se utilizó: liberación de 
pedidos y ponderación de 
secuencias 
Demostrar que se 
pueden asumir 8 
variables de proceso 
7 







Publicaciones que más se 
asimilan a las condiciones 
abordadas en la 
metodología propuesta. 
Asumieron 9 de 10 
variables de proceso de la 
tesis 
No se utilizó: ponderación de 
secuencias 
Demostrar que se 
pueden asumir 9 
variables de proceso 





Asumió totas las variables 
de proceso de la tesis 
Se utilizaron todas las 
variables de proceso de la 
tesis 
Demostrar que la 
metodología asume las 
variables de proceso 
establecidas en la 
hipótesis general de la 
tesis 
Fuente: Elaboración propia. 
 




En el anexo 11 del CD de la tesis se presentan los conjuntos de datos (DATASET) de los 
8 casos de estudio la plataforma del software de MATLAB versión R2013a. 
 
La información general del algoritmo evolutivo se determinó después de varios ensayos. 
Los datos con mejor comportamiento fueron: 5.000 iteraciones, 10 individuos en la 
población inicial y 30 % de mutación. Sin embargo, en los casos 4, 6 y 7, por la complejidad 
computacional del FJSSP y espacio de búsqueda, fue necesario experimentar con 20.000 
iteraciones; se conservó la mutación del 30% y los 10 individuos de la población inicial. A 
continuación se presenta la herramienta informática y los resultados aplicando la misma 
en los 8 casos enunciados. 
3.1 Herramienta informática 
La herramienta diseñada se presenta con figuras o grafos, cada ilustración recibe el 
nombre de Diagrama de Flujo de Datos (DFD), ilustra la relación entre los diferentes 
elementos del sistema: flujos, procesos y elementos terminales o entidades. El flujo es una 
entrada o salidas, señala el transporte de información o datos; su símbolo es una flecha 
en curva o recta. El proceso son actividades de unión o transformación de datos, se 
simboliza con un ovalo o círculo. El terminal o entidad describe el elemento que suministra 
o recibe información; su símbolo es un rectángulo.  
 
Los procesos son diseñados a partir de tres niveles: contexto, primer nivel y segundo nivel. 
Cada proceso es descrito con un diccionario de datos y especificaciones. Las entradas y 
salidas deben ser las mismas entre niveles, las entradas de un nivel superior deben ser las 
mismas del nivel inferior; igual pasa con las salidas. 
 
El nivel de contexto también recibe el nombre de nivel base, solo se menciona un proceso 
general, hacia o desde el mismo se establece la información que entra o sale. Igualmente, 
los flujos tienen fuentes o receptores; éstas son las entidades o terminales y sobre ellas 
no se tiene control. El programa maestro no tiene injerencia en la administración de su 
actividad. En la Figura 3-1 se presenta el nivel de contexto de la herramienta. 
 
Figura 3-1: DFD del contexto. 
 
Fuente: Elaboración propia 
70 Metodología multiobjetivo para programar sistemas de producción flexible job shop 
 
El sistema de programación comprende el conjunto de procesos que reciben las variables 
independientes del problema (pedidos, condiciones del algoritmo, tiempos de inhabilidad, 
mantenimiento y consumo por operación) y proporcionan la asignación de pedidos; la 
solución va acompañada del makespan y el costo total del recurso. 
 
Las entidades son siete: 
 
1. Los clientes: suministran la información de los pedidos; incluye la cantidad y 
especificaciones del producto. Igualmente, incluye las fechas de liberación de 
pedido. 
 
2. Limitaciones de proceso: representan la administración de la producción, determina 
las restricciones de inhabilidad y mantenimiento de los equipos o máquinas. 
 
3. Administrador del sistema: es quien ingresa datos de todas las entradas y recibe la 
información final para entregar al taller de trabajo. Igualmente, suministra las 
condiciones del algoritmo: Número de generaciones, número de individuos de la 
población a iterar y porcentaje de mutación. 
 
4. Estandarización: es la entidad que suministra la información de tiempo, máquina y 
consumo de recurso de acuerdo al tipo de pedido. 
 
5. Costos: es el área de la organización que informa cuál es el costo de unidad de 
recurso por hora o unidad de tiempo. 
 
6. Gerencia: establece la ponderación de las funciones objetivo. 
 
7. El taller de trabajo: recibe la información de la programación secuencial de los 
pedidos en las máquinas, periodos de inhabilidad y mantenimiento, makespan y 
costo total del recurso. 
 
El sistema de programación se especifica en un nivel inferior, se llama primer nivel; ilustra 
los procesos y las entradas que soportan el contexto general. En la Figura 3-2 se presenta 
el primer nivel del sistema de programación. 
 
Figura 3-2: DFD del primer nivel del contexto. 
 
Fuente: Elaboración propia 
 




El primer nivel se divide en tres procesos como se describen a continuación. 
3.1.1 Generar secuencias de programación 
Por su complejidad pasa a un segundo nivel y dividido en tres procesos: generar 
cromosoma, generar población inicial de secuencias de programación e iterar algoritmo 
evolutivo. El segundo nivel tiene tres procesos, entradas y salidas (ver Figura 3-3). 
 
Figura 3-3: DFD en generar secuencias de programación. 
 
 
Fuente: Elaboración propia 
3.1.1.1 Generar cromosoma 
Tiene dos entradas, dos salidas y un proceso, los cuales se explican a continuación. 
 
 Diccionario de datos: 
 
Los datos que ingresan son: 
 
 Listado de pedidos: **Número de pedido: entero positivo + tipo de pedido: entero 
positivo + fecha de vencimiento. 
 Tiempo y consumo por operación: **Tipo de pedido: entero positivo + secuencia de 
operaciones: Listado de operaciones + tiempo en máquina que puede realizar la 
operación: real positivo. 
 
El dato que sale se dirige a dos procesos: Generar población inicial de secuencias de 
programación e iterar algoritmo evolutivo. Las especificaciones del dato que sale son: 
 
Estructura del cromosoma: ** Matriz con seis filas: 
 Primer fila. Número de gen: entero. 
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 Segunda fila. Número de pedido: entero. 
 Tercera fila. Número de operación: entero. 
 Cuarta fila. Número de máquina: entero. 
 Quinta fila. Tiempo de operación: entero positivo. 
 Sexta fila. Consumo de operación: real positivo. 
 
El número de columnas es: número de pedidos*número de adjudicaciones posibles. 
 
 Especificaciones de proceso en generar cromosoma. 
 
A partir de las dos entradas el administrador del sistema ingresa datos en las Tablas 2-2 y 
2-4 del numeral 2.1.1 y 2.1.2 respectivamente. El proceso consiste en generar una matriz 
cromosoma recorriendo de izquierda a derecha cada fila de la Tabla 2-2 a partir de una 
Cuadro de decisiones (ver Tabla 3-2). El proceso es: 
 
Gen=1 
HACER-MIENTRAS se recorra toda la Tabla 2-2 
 Fila=1 
 HACER-MIENTRAS se recorran todas las filas 
  Columna=1 
  HACER-MIENTRAS se recorran todas las columnas 
   Tomar decisión según Tabla 3-2 
FIN HACER 
Fila=Fila+1 
 FIN HACER  
FIN HACER 
 
Tabla 3-2: Cuadro de decisiones en generar cromosoma. 
 1 2 
Tiempo de operación = 0 N Y 
Agregar columna a cromosoma con: 
Gen, pedido, operación, máquina, 
tiempo y consumo de Tabla 2-4 
X  
Gen=Gen+1 X  
Columna=Columna+1  X 
Fuente: Elaboración propia 
3.1.1.2. Generar población inicial de secuencias de programación 
Tiene dos entradas, una salida y un proceso, los cuales se explican a continuación. 
 
 Diccionario de datos: 
 
Los datos que entran son: 
 
 Estructura del cromosoma: ** Primer fila. Número de gen: entero. 
 Condiciones del algoritmo: **Número de individuos de población: entero positivo, par. 
 
El dato de salida es: 
 




 Población inicial: **Matriz de N filas y número de columnas de cromosoma. 
 
 Especificaciones de proceso: 
 
El administrador del sistema ingresa el número N de individuos que tiene la población 





 Agregar fila a población inicial=Permutación aleatoria de primer fila de cromosoma 
 Individuo=Individuo+1 
FIN HACER 
3.1.1.3 Iterar algoritmo evolutivo 
Tiene seis entradas, una salida y un proceso, los cuales se explican a continuación. 
 
 Diccionario de datos: 
 
Los datos que entran son: 
 
 Estructura del cromosoma: ** Matriz con seis filas: 
 Primer fila. Número de gen: entero. 
 Segunda fila. Número de pedido: entero. 
 Tercera fila. Número de operación: entero. 
 Cuarta fila. Número de máquina: entero. 
 Quinta fila. Tiempo de operación: entero positivo. 
 Sexta fila. Consumo de operación: real positivo. 
 Condiciones del algoritmo: **Número de individuos de población: entero positivo, par + 
Número de generaciones: entero mayor a 1 + Tasa de mutación: entre 0 y 1. 
 Población inicial: **Matriz de N filas y número de columnas de cromosoma.  
 Costo de unidad de recurso por hora: **Número de horas de jornada laboral: entero 
positivo + costo de unidad de recurso en hora de jornada: Real positivo.  
 Periodos de mantenimiento: **Número de máquina: entero positivo + Periodo de 
mantenimiento en máquina: Franja entre 0 y real positivo. Una máquina puede tener 
varios periodos de mantenimiento. 
 Periodos de inhabilidad: **Número de máquina: entero positivo + Periodo de inhabilidad 
en máquina: Franja entre 0 y real positivo. Una máquina puede tener varios periodos de 
inhabilidad. 
 
Los datos de salida son: 
 
 Población final: **Matriz de 2N filas y número de columnas de cromosoma. 
 Matriz de funciones: **Matriz de 2N filas y dos columnas. 
 
 Especificaciones de proceso: 
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El administrador del sistema ingresa el número N de individuos que tiene la población 






 HACER-MIENTRAS Auxiliar<=2N 
    Padre=Fila (Auxiliar*2-1) de Población inicial 
    Madre=Fila (Auxiliar) de Población inicial 
  Combinar Padre y Madre y generar Hijo 1 e Hijo 2 
    HACER CASO 
   Tasa de Mutación>Número aleatorio 
   Mutar Hijo 1 
   Tasa de Mutación>Número aleatorio 
   Mutar Hijo 2 
  FIN CASO 
Fila ((Auxiliar*2-1)+N) de Población inicial=Hijo 1 
Fila ((Auxiliar*2)+N) de Población inicial=Hijo 2 
Auxiliar= Auxiliar+1 
 FIN HACER  
 HACER-MIENTRAS existan filas iguales en Población Inicial 
  Hacer que una de las filas iguales sea diferente 
FIN HACER 
Generar Matriz de funciones 
Auxiliar=1 
HACER-MIENTRAS Auxiliar<=2N 
Fila (Auxiliar) de Matriz de funciones=Makespan y Consumo total de recurso 
de Fila (Auxiliar) de Población Inicial  
Auxiliar=Auxiliar+1 
FIN HACER 
 Seleccionar y retirar el mejor individuo con makespan de Población inicial 
Seleccionar y retirar los 4 mejores individuos con Costo total de recurso de 
Población inicial 
 Seleccionar y retirar los 4 mejores individuos con mejor desempeño en las dos 
funciones objetivo 
Reorganizar de arriba hacia abajo la Población inicial y Matriz de 
funciones, en las primeras 9 filas los seleccionados y retirados, en el resto 
de filas los no seleccionados 
 Población final=Población Inicial  
 Fila N de Población inicial=Permutación aleatoria de primer fila de cromosoma, 
Generación=Generación+1 
FIN HACER 
3.1.2 Calificar individuos 
Tiene dos entradas, dos salidas y un proceso, los cuales se explican a continuación. 
 




3.1.2.1 Diccionario de datos en calificar individuos 
Los datos que entran son: 
 
 Población Final: **Matriz de 2N filas y número de columnas de cromosoma. 
 Matriz de funciones: **Matriz de 2N filas y dos columnas.  
 Ponderación de Funciones objetivo: **Matriz de una fila y dos valores: Ponderación 
makespan y ponderación costo total de recurso consumido. Los dos valores deben sumar 
1. 
 
Los datos de salida son: 
 Individuo elegido: **Secuencia de operación del mejor individuo. 
 Makespan + costo total de recurso consumido del mejor individuo. 
3.1.2.2 Especificaciones de proceso en calificar individuos. 
El administrador del sistema ingresa la Ponderación de las funciones objetivo. El proceso 
consiste en generar una matriz de ponderación de objetivo y el individuo con mejor 
desempeño. El proceso es: 
 
Mínimos=Matriz de una fila: Mínimo makespan (MK) y mínimo costo total de recurso 
Consumido (CTRC) de Matriz de funciones  
Máximos=Matriz de una fila: Máximo MK y máximo CTRC de Matriz de funciones 
Crear Matriz calificación de población de 2N columnas y 2 filas 
Contador=1 
HACER-MIENTRAS Contador<=Número de filas de Población final 
 HACER CASO 
  CASO Máximo y mínimo MK son iguales 
  Fila (Contador) columna 1 de Matriz calificación=1 
  OTRO 
  Fila (Contador) columna 1 de Matriz calificación=(Máximo MK-(Fila 
(contador) columna 1 de Matriz de funciones))/(Máximo MK 
-Mínimo MK)   
FIN CASO 
HACER CASO 
CASO Máximo y mínimo CTRC son iguales 
  Fila (Contador) columna 2 de Matriz calificación=1 
  OTRO 
  Fila (Contador) columna 2 de Matriz calificación=(Máximo CTRC-(Fila 
(contador) columna 2 de Matriz de funciones))/(Máximo CTRC 





HACER-MIENTRAS Contador<=Número de filas de Población final 
 Fila (Contador) columna 1 de Matriz calificación= (Fila (Contador) columna 1 de 
Matriz calificación)*Ponderación MK. 
 Fila (Contador) columna 2 de Matriz calificación= (Fila (Contador) columna 2 de 
Matriz calificación)*Ponderación CTRC. 




Agregar columna a Matriz calificación que se llame “Calificación Total” y colocar sumatoria 
de calificación MK y calificación CTRC de cada fila  
Organizar filas de Matriz calificación, Matriz funciones y Población final de mayor a menor 
de acuerdo a Calificación Total de Matriz calificación 
Escoger primera fila de Población final: es el mejor individuo. 
Escoger primera fila de Matriz funciones: es el mejor MK y CTRC  
3.1.3 Asignar en cronograma 
Tiene seis entradas, una salida y un proceso, los cuales se explican a continuación. 
3.1.3.1 Diccionario de datos en asignar cronograma 
Los datos que entran son: 
 
 Listado de pedidos: **Número de pedido: entero positivo + tipo de pedido: entero 
positivo + fecha de vencimiento. 
 Tiempo y consumo por operación: **Tipo de pedido: entero positivo + secuencia de 
operaciones: Listado de operaciones + tiempo en máquina que puede realizar la 
operación: real positivo. 
 Costo de unidad de recurso por hora: **Número de horas de jornada laboral: entero 
positivo + costo de unidad de recurso en hora de jornada: Real positivo.  
 Periodos de mantenimiento: **Número de máquina: entero positivo + Periodo de 
mantenimiento en máquina: Franja entre 0 y real positivo. Una máquina puede tener 
varios periodos de mantenimiento. 
 Periodos de inhabilidad: **Número de máquina: entero positivo + Periodo de inhabilidad 
en máquina: Franja entre 0 y real positivo. Una máquina puede tener varios periodos de 
inhabilidad. 
 Individuo elegido: **Secuencia de operación del mejor individuo. 
 
El dato de salida es: 
 Individuo elegido: **Secuencia de operación del mejor individuo 
3.1.3.2 Especificaciones de proceso en asignar cronograma 
El administrador del sistema ingresó en procesos anteriores todas las entradas al sistema. 
El proceso consiste en generar el diagrama de Gantt, el cual debe tener claramente las 
operaciones de los pedidos en las máquinas, los tiempos de inhabilidad y mantenimiento. 
El proceso es: 
 
1) Crear un cronograma vacío de tiempo por número de máquina. 
2) Asignar al cronograma los tiempos de inhabilidad 
3) Asignar al cronograma los tiempos de mantenimiento. 
4) Asumir tiempos de liberación de pedidos. 
5) Asignar en el cronograma, de acuerdo a la secuencia del individuo escogido, todas 
las operaciones de los pedidos en las máquinas. Los pedidos no se pueden 
adjudicar en tiempos inferiores a la liberación de pedidos. 




Un ejemplo del Diagrama de Gantt obtenido en la herramienta informática se ilustra en la 
Figura 3-4. 
 
Figura 3-4: Ejemplo diagrama de Gantt con herramienta informática. 
 
Fuente: Elaboración propia 
 
“I” significa Inhabilidad de la máquina, “M” es mantenimiento, el número superior en cada 
cuadro es el número de pedido y el inferior es el tiempo invertido en la operación. 
 
En el anexo 12 del CD de la tesis se presentan los códigos de la herramienta informática 
que se procesan bajo la plataforma del software de MATLAB versión R2013a. El equipo 
de cómputo utilizado para la experimentación fue un Intel Core I7, RAM de 4 GHz, 
procesador independiente de video de 256 MHz y procesador principal de datos  de 2.6 
GHz. 
3.2 Caso 1 – 4 pedidos en 5 máquinas con 11 operaciones 
El modelo se tomó de Wang et al. (2010), quienes establecieron restricciones de secuencia 
y tiempo en un FJSSP parcial, donde todas las operaciones de los pedidos no 
necesariamente tienen el mismo número de alternativas para ser asignadas a máquinas. 
Son 4 pedidos, 5 máquinas y 11 operaciones como se restringe y resuelve a continuación. 
3.2.1 Restricciones 
Los tiempos y la secuenciación de pedidos en las máquinas se presentan en la Tabla 3-3. 
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Las restricciones de consumo se determinaron aleatoriamente ya que el modelo planteado 
por Wang et al. (2010) no lo proporciona. Estos consumos se exponen en las Tablas 3-4 y 
3-5. 
 
Tabla 3-3: Tiempos y secuencia de proceso - Caso 1. 
Pi,j M1 M2 M3 M4 M5 
P1,1 4 5 0 7 0 
P1,2 0 3 2 0 2 
P1,3 3 2 0 2 4 
P2,1 2 0 3 0 4 
P2,2 0 7 9 6 5 
P2,3 7 0 5 0 6 
P3,1 0 4 4 8 7 
P3,2 5 6 7 0 6 
P3,3 0 4 0 5 5 
P4,1 0 4 5 7 0 
P4,2 6 0 6 7 8 
Fuente: Elaboración propia a partir de Wang et al. (2010). 
 
Tabla 3-4: Consumo de recursos - Caso 1. 
Pi,j M1 M2 M3 M4 M5 
P1,1 11 10 0 4 0 
P1,2 0 11 5 0 15 
P1,3 5 6 0 10 15 
P2,1 1 0 2 0 1 
P2,2 0 7 15 6 2 
P2,3 9 0 5 0 9 
P3,1 0 1 14 11 7 
P3,2 10 12 2 0 12 
P3,3 0 10 0 1 13 
P4,1 0 12 15 14 0 
P4,2 3 0 4 3 14 
Fuente: Elaboración propia 
 
Tabla 3-5: Costo de unidad del recurso - Caso 1. 










Fuente: Elaboración propia 
 
No hay tiempos de inhabilidad y mantenimiento de máquinas, ni tiempos de liberación de 
pedidos. El número de generaciones es 5.000. El número de individuos en la población N 
es de 10; el porcentaje de mutación en la población es de 30%. 





Aplicación en el sector metalmecánico: Las restricciones son similares a las condiciones 
de trabajo en un taller automotriz, donde se procesan 4 vehículos: los 3 primeros, requiere 
de sincronización, cambio de aceite y revisión de sistema de frenos; el último requiere solo 
sincronización y revisión de sistema de frenos. Las 5 máquinas representan estaciones de 
trabajo, en cada una un operario, el consumo de recurso y los tiempos de operación 
difieren entre estaciones. 
3.2.2 Resultados 
El tiempo de proceso, makespan, es de 13 y el costo total de recurso consumido es de 
126.9333. En la Tabla 3-6 se presentan los resultados hallados en iteraciones. El diagrama 
de Gantt que representa la programación de la producción con el óptimo encontrado se 
ilustra en la Figura 3-5. 
 
Tabla 3-6: Iteraciones - Caso 1. 
Iteración Makespan Costo Recurso Consumido 
1 20 113,126 
17 19 121,381 
44 18 138,581 
90 16 80,8048 
196 15 100,386 
762 14 102,386 
2795 13 126,9333.  
Fuente: Elaboración propia 
 
Figura 3-5: Diagrama de Gantt para el caso 1. 
 
Fuente: Elaboración propia 
 
El makespan encontrado por Wang et al. (2010) es de 14, con la metodología propuesta 
se obtuvo 13, con una reducción del tiempo de proceso de una unidad de tiempo. En el 
diagrama de Gantt para este caso no se contemplan las variables de inhabilidad y 
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mantenimiento, ni se analizan frentes de Pareto por no ser contemplados en el estudio de 
referencia. 
3.3 Caso 2 – 3 pedidos en 4 máquinas con 8 operaciones 
El modelo se tomó de Frutos et al. (2010), llamado MF01. Roeva (2012) y Frutos y Tohmé 
(2015) adoptaron este modelo como caso de estudio. Frutos et al. (2010) estableció 
restricciones de secuencia, tiempo y costo del recurso un caso Flexible Job Shop. El caso 
asume 3 pedidos, 4 máquinas y 8 operaciones. 
3.3.1 Restricciones 
Los tiempos y la secuenciación de pedidos en las máquinas se presentan en la Tabla 3-7. 
Las restricciones de costo del consumo se exponen en la Tabla 3-8. No hay costo por 
unidad de consumo, solo se asume costo total de la operación en cada máquina. 
 
Tabla 3-7: Tiempos y secuencia de proceso - Caso 2. 
Pi,j M1 M2 M3 M4 
P1,1 1 3 4 1 
P1,2 3 8 2 1 
P1,3 3 5 4 7 
P2,1 4 1 1 4 
P2,2 2 3 9 3 
P2,3 9 1 2 2 
P3,1 8 6 3 5 
P3,2 4 5 8 1 
Fuente: Frutos et al. (2010). 
 
Tabla 3-8: Consumo de recursos - Caso 2. 
Pi,j M1 M2 M3 M4 
P1,1 10 8 6 9 
P1,2 4 2 10 12 
P1,3 8 4 6 3 
P2,1 7 16 14 6 
P2,2 10 8 3 8 
P2,3 3 15 10 13 
P3,1 6 8 12 10 
P3,2 11 8 6 18 
Fuente: Frutos et al. (2010). 
 
No hay tiempos de inhabilidad y mantenimiento de máquinas, ni tiempos de liberación de 
pedidos. El número de generaciones es 5.000. El número de individuos en la población N 
es de 10; el porcentaje de mutación en la población es de 30%. 
 
Aplicación en el sector metalmecánico: Las restricciones se asemejan a la dinámica de un 
taller de metalmecánica, donde se procesan 3 piezas metálicas. Las 4 máquinas 
representan equipos de control numérico por computador (CNC). En cada equipo un 
operario, el consumo de recurso y los tiempos de operación difieren entre equipos. 





El tiempo de proceso, makespan, fue 5 y el costo total de recurso consumido fue 96. En la 
Tabla 3-9 se presentan los resultados hallados en iteraciones. El diagrama de Gantt que 
representa la programación de la producción con el óptimo encontrado se ilustra en la 
Figura 3-6; para este caso no se contemplan las variables de inhabilidad y mantenimiento. 
 
Tabla 3-9: Iteraciones - Caso 2. 
Iteración Makespan Costo Recurso Consumido 
1 14 77 
3 11 68 
8 10 92 
12 8 96 
274 6 98 
4351 5 96 
Fuente: Elaboración propia 
 
El makespan encontrado por Frutos et al. (2010), Roeva (2012), Frutos y Tohmé (2015) es 
de 6, con la metodología propuesta fue 5. Nuevamente se obtiene una reducción de una 
unidad de tiempo. 
 
En la población final se obtuvo un individuo con el siguiente desempeño: el tiempo de 
proceso, makespan, fue de 22 y el costo total de recurso consumido fue 36. El individuo 
es un óptimo local mejor que un punto del frente de Pareto expuestos por Roeva (2012), 
que obtuvo 22 en makespan y 38 en costo total de recurso consumido. 
 
Figura 3-6: Diagrama de Gantt para el caso 2. 
 
Fuente: Elaboración propia. 
3.4 Caso 3 – 4 pedidos en 5 máquinas con 12 operaciones 
El modelo se tomó de Frutos et al. (2010), llamado MF02. Roeva (2012), Frutos y Tohmé 
(2015) adoptaron este modelo como caso de estudio. Frutos et al. (2010) estableció 
restricciones de secuencia, tiempo y costo del recurso un caso Flexible Job Shop. El caso 
asume 4 pedidos, 5 máquinas y 12 operaciones. 
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3.4.1 Restricciones 
Los tiempos y la secuenciación de pedidos en las máquinas se presentan en la Tabla 3-
10. Las restricciones de costo del consumo se exponen en la Tabla 3-11. No hay costo por 
unidad de consumo; solo se asume costo total de la operación en cada máquina. No hay 
tiempos de inhabilidad y mantenimiento de máquinas, ni tiempos de liberación de pedidos. 
El número de generaciones es 5.000. El número de individuos en la población N es de 10; 
el porcentaje de mutación en la población es de 30%. 
 
Aplicación en el sector metalmecánico: Las restricciones se asimilan a la actividad en un 
taller con 5 equipos de mecanizado: 3 fresadoras convencionales y 2 tornos paralelos. Los 
4 pedidos son piezas a las cuales se les realiza un corte o desbaste por varias superficies, 
en el torno se llama “refrentado” y en la fresadora “maquinado frontal”. En cada equipo un 
operario, el consumo de recurso y los tiempos de operación difieren entre equipos. 
 
Tabla 3-10: Tiempos y secuencia de proceso - Caso 3. 
Pi,j M1 M2 M3 M4 M5 
P1,1 2 5 4 1 2 
P1,2 5 4 5 7 5 
P1,3 4 5 5 4 5 
P2,1 2 5 4 7 8 
P2,2 5 6 9 8 5 
P2,3 4 5 4 54 5 
P3,1 9 8 6 7 9 
P3,2 6 1 2 5 4 
P3,3 2 5 4 2 4 
P3,4 4 5 2 1 5 
P4,1 1 5 2 4 12 
P4,2 5 1 2 1 2 
Fuente: Frutos et al. (2010). 
 
Tabla 3-11: Consumo de recursos – Caso 3. 
Pi,j M1 M2 M3 M4 M5 
P1,1 7 3 3 15 7 
P1,2 4 5 4 3 4 
P1,3 3 3 3 3 3 
P2,1 12 4 6 3 3 
P2,2 5 4 3 3 5 
P2,3 40 32 40 3 32 
P3,1 3 3 4 3 3 
P3,2 3 18 9 3 4 
P3,3 7 3 3 7 3 
P3,4 3 3 7 15 3 
P4,1 36 7 18 9 3 
P4,2 3 15 7 15 7 
Fuente: Frutos et al. (2010) 





El tiempo de proceso, makespan, fue de 11 y el costo total de recurso consumido fue 137. 
En la Tabla 3-12 se presentan los resultados hallados en iteraciones. El diagrama de Gantt 
que representa la programación de la producción con el óptimo encontrado se ilustra en la 
Figura 3-7. No se tuvieron en cuenta las variables de tiempo de inhabilidad, mantenimiento 
y liberación de pedido para poder realizar la comparación con respecto a los citados 
autores.  
 
Tabla 3-12: Iteraciones - Caso 3. 
Iteración Makespan Costo Recurso Consumido 
1 20 132 
7 19 92 
17 18 107 
29 17 103 
33 16 136 
137 15 123 
472 14 115 
1352 13 111 
3970 12 107 
4804 11 137 
Fuente: Elaboración propia 
 
Figura 3-7: Diagrama de Gantt para el caso 3. 
 
Fuente: Elaboración propia 
 
El makespan encontrado por Frutos et al. (2010), Roeva (2012), Frutos y Tohmé (2015) 
fue de 16. Con la metodología propuesta se obtuvo 11, alcanzando 5 unidades de 
reducción en el tiempo de proceso. En la población se obtuvieron individuos, óptimos 
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locales, mejores que algunos puntos de frente de Pareto expuestos por Roeva (2012), 
como se aprecia en la Tabla 3-13. 
 
Tabla 3-13: Individuos especiales - Caso 3. 












1 69 37 69 42 0 5 
2 66 43 66 53 0 10 
3 15 123 16 148 1 25 
4 14 115 16 148 2 33 
5 13 111 16 148 3 37 
6 12 107 16 148 4 41 
Fuente: Elaboración propia 
3.5. Caso 4 – 10 pedidos en 7 máquinas con 29 
operaciones 
El modelo se tomó de Frutos et al. (2010), llamado MF03. Roeva (2012), Frutos y Tohmé 
(2015) adoptaron este modelo como caso de estudio. Frutos et al. (2010) estableció 
restricciones de secuencia, tiempo y costo del recurso un caso Flexible Job Shop. El caso 
asume 10 pedidos, 7 máquinas y 29 operaciones. 
3.5.1 Restricciones 
Los tiempos y la secuenciación de pedidos en las máquinas se presentan en la Tabla 3-
14. Las restricciones de costo del consumo se exponen en la Tabla 3-15. No asumió costo 
por unidad de consumo y solo trabajo con costo total de la operación en cada máquina. 
Tampoco se asumen tiempos de inhabilidad y mantenimiento de máquinas, ni tiempos de 
liberación de pedidos. El número de generaciones es 20.000, el número de individuos en 





















Tabla 3-14: Tiempos y secuencia de proceso - Caso 4. 
Pi,j M1 M2 M3 M4 M5 M6 M7 
P1,1 1 4 6 9 3 5 2 
P1,2 8 9 5 4 1 1 3 
P1,3 4 8 10 4 11 4 3 
P2,1 6 9 8 6 5 10 3 
P2,2 2 10 4 5 9 8 4 
P3,1 15 4 8 4 8 7 1 
P3,2 9 6 1 10 7 1 6 
P3,3 11 2 7 5 2 3 14 
P4,1 2 8 5 8 9 4 3 
P4,2 5 3 8 1 9 3 6 
P4,3 1 2 6 4 1 7 2 
P5,1 7 1 8 5 4 3 9 
P5,2 2 4 5 10 6 4 9 
P5,3 5 1 7 1 6 6 2 
P6,1 8 7 4 56 9 8 4 
P6,2 5 14 1 9 6 5 8 
P6,3 3 5 2 5 4 5 7 
P7,1 5 6 3 6 5 15 2 
P7,2 6 5 4 9 5 4 3 
P7,3 9 8 2 8 6 1 7 
P8,1 6 1 4 1 10 4 3 
P8,2 11 13 9 8 9 10 8 
P8,3 4 2 7 8 3 10 7 
P9,1 12 5 4 5 4 5 5 
P9,2 4 2 15 99 4 7 3 
P9,3 9 5 11 2 5 4 2 
P10,1 9 4 13 10 7 6 8 
P10,2 4 3 25 3 8 1 2 
P10,3 1 2 6 11 13 3 5 
Fuente: Frutos et al. (2010). 
 
Aplicación en el sector metalmecánico: Las restricciones son similares a la dinámica de un 
taller de reparación de motores eléctricos, con 7 mesas de trabajo; los pedidos son 10 
motores. Todos los motores, excepto el motor 2, deben tener 3 operaciones: desarme, 
embobinado y pruebas de potencia; el motor 2 debe ser embobinado y probado. En cada 
mesa un operario, el consumo de recurso y los tiempos de operación difieren entre las 
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Tabla 3-15: Consumo de recursos - Caso 4. 
Pi,j M1 M2 M3 M4 M5 M6 M7 
P1,1 13 3 2 1 4 2 6 
P1,2 1 1 2 3 13 13 4 
P1,3 4 2 1 4 1 4 5 
P2,1 2 1 1 2 3 1 5 
P2,2 7 1 3 3 1 1 3 
P3,1 1 5 2 5 2 3 22 
P3,2 1 2 15 1 2 15 2 
P3,3 1 10 3 4 10 7 1 
P4,1 6 1 2 1 1 3 4 
P4,2 2 4 1 13 1 4 2 
P4,3 10 5 1 2 10 1 5 
P5,1 1 13 1 2 3 4 1 
P5,2 7 3 3 1 2 3 1 
P5,3 2 10 1 10 1 1 5 
P6,1 10 12 21 1 9 10 21 
P6,2 4 1 21 2 3 4 2 
P6,3 3 2 5 2 2 2 1 
P7,1 4 3 7 3 4 1 11 
P7,2 2 2 3 1 2 3 4 
P7,3 1 1 6 1 2 13 1 
P8,1 2 15 3 15 1 3 5 
P8,2 1 1 2 2 2 1 2 
P8,3 3 7 2 1 5 1 2 
P9,1 1 3 4 3 4 3 3 
P9,2 37 74 9 1 37 21 49 
P9,3 1 3 1 8 3 4 8 
P10,1 2 4 1 1 2 3 2 
P10,2 9 12 1 12 4 37 18 
P10,3 19 9 3 1 1 6 3 
Fuente: Frutos et al. (2010). 
3.5.2 Resultados 
El tiempo de proceso, makespan, fue de 14 y el costo total de recurso consumido fue 348. 
En la Tabla 3-16 se presentan los resultados hallados en iteraciones. El diagrama de Gantt 
que representa la programación de la producción con el óptimo encontrado se ilustra en la 
Figura 3-8. 
 
El makespan encontrado por Frutos et al. (2010), Roeva (2012), Frutos y Tohmé (2015) 
fue de 15, con la metodología de la tesis se obtuvo 14; es decir, una unidad de tiempo 
menos. En la población se obtuvieron individuos, óptimos locales, mejores en costo total 











Tabla 3-16: Iteraciones - Caso 4. 
Iteración Makespan Costo Recurso Consumido 
1 29 157 
29 28 161 
199 27 162 
4053 25 347 
9390 24 351 
14270 23 360 
16421 21 368 
18595 14 348 
Fuente: Elaboración propia 
 
Figura 3-8: Diagrama de Gantt para el caso 4. 
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Tabla 3-17: Individuos especiales - Caso 4. 












1 78 77 78 137 0 60 
2 50 74 50 238 0 164 
3 27 150 27 342 0 192 
4 25 204 25 347 0 143 
5 24 181 24 351 0 170 
6 23 179 23 360 0 181 
7 21 266 21 368 0 102 
Fuente: Elaboración propia 
3.6 Caso 5 – 6 pedidos en 6 máquinas con 36 operaciones 
El modelo, FT06 se tomó de Muth y Thompson (1963), en la literatura también se encuentra 
con el nombre de MT06. Adaptado por Ruiz et al. (2015), se adicionaron datos de consumo 
y costos de recurso con variabilidad en el tiempo. El caso asume 6 pedidos, 6 máquinas y 
36 operaciones. 
3.6.1 Restricciones 
El caso FT06 se presenta en la literatura con dos matrices; una representa la 
secuenciación de pedidos en las máquinas y la otra contiene los tiempos de operación de 
los pedidos en las mismas. Con el fin de facilitar el ingreso de las restricciones de 
secuencia y tiempo se diseñó una sola matriz (ver Tabla 3-18). 
 
Las restricciones de unidades consumidas se exponen en la Tabla 3-19. El costo de la 
unidad de consumo con variabilidad en la jornada laboral se presenta en la Tabla 3-20. No 
hay tiempos de inhabilidad y mantenimiento de máquinas, ni tiempos de liberación de 
pedido. El número de generaciones es 5.000, el número de individuos en la población N 
es de 10 y el porcentaje de mutación en la población es del 30%. 
 
Aplicación en el sector metalmecánico: Las restricciones se asemejan a la actividad de 
taller de metalmecánica, donde las máquinas son de 3 tipos: taladro de árbol, motortool y 
dobladora. Los pedidos son 6 piezas metálicas, las operaciones son varias y se distribuyen 
en actividades de perforar, pulir y doblar. En cada máquina se asigna un operario; el 
consumo de recurso y los tiempos de operación difieren entre máquinas. El costo de la 
unidad de recurso es el costo del kilovatio por hora y el costo depende de la hora del día 













Tabla 3-18: Tiempos y secuencia de proceso - Caso 5. 
Pi,j M1 M2 M3 M4 M5 M6 
P1,1 0 0 1 0 0 0 
P1,2 3 0 0 0 0 0 
P1,3 0 6 0 0 0 0 
P1,4 0 0 0 7 0 0 
P1,5 0 0 0 0 0 3 
P1,6 0 0 0 0 6 0 
P2,1 0 8 0 0 0 0 
P2,2 0 0 5 0 0 0 
P2,3 0 0 0 0 10 0 
P2,4 0 0 0 0 0 10 
P2,5 10 0 0 0 0 0 
P2,6 0 0 0 4 0 0 
P3,1 0 0 5 0 0 0 
P3,2 0 0 0 4 0 0 
P3,3 0 0 0 0 0 8 
P3,4 9 0 0 0 0 0 
P3,5 0 1 0 0 0 0 
P3,6 0 0 0 0 7 0 
P4,1 0 5 0 0 0 0 
P4,2 5 0 0 0 0 0 
P4,3 0 0 5 0 0 0 
P4,4 0 0 0 3 0 0 
P4,5 0 0 0 0 8 0 
P4,6 0 0 0 0 0 9 
P5,1 0 0 9 0 0 0 
P5,2 0 3 0 0 0 0 
P5,3 0 0 0 0 5 0 
P5,4 0 0 0 0 0 4 
P5,5 3 0 0 0 0 0 
P5,6 0 0 0 1 0 0 
P6,1 0 3 0 0 0 0 
P6,2 0 0 0 3 0 0 
P6,3 0 0 0 0 0 9 
P6,4 10 0 0 0 0 0 
P6,5 0 0 0 0 4 0 
P6,6 0 0 1 0 0 0 
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Tabla 3-19: Consumo de recursos - Caso 5. 
Pi,j M1 M2 M3 M4 M5 M6 
P1,1 0 0 24.4 0 0 0 
P1,2 15.3 0 0 0 0 0 
P1,3 0 54 0 0 0 0 
P1,4 0 0 0 113.4 0 0 
P1,5 0 0 0 0 0 16.8 
P1,6 0 0 0 0 112.8 0 
P2,1 0 212.8 0 0 0 0 
P2,2 0 0 45.5 0 0 0 
P2,3 0 0 0 0 276 0 
P2,4 0 0 0 0 0 85 
P2,5 190 0 0 0 0 0 
P2,6 0 0 0 84.4 0 0 
P3,1 0 0 18 0 0 0 
P3,2 0 0 0 60.8 0 0 
P3,3 0 0 0 0 0 92 
P3,4 67.5 0 0 0 0 0 
P3,5 0 24.8 0 0 0 0 
P3,6 0 0 0 0 67.9 0 
P4,1 0 79.5 0 0 0 0 
P4,2 11.5 0 0 0 0 0 
P4,3 0 0 48.5 0 0 0 
P4,4 0 0 0 27.6 0 0 
P4,5 0 0 0 0 184.8 0 
P4,6 0 0 0 0 0 94.5 
P5,1 0 0 191.7 0 0 0 
P5,2 0 18.6 0 0 0 0 
P5,3 0 0 0 0 38 0 
P5,4 0 0 0 0 0 38.8 
P5,5 4.8 0 0 0 0 0 
P5,6 0 0 0 26.2 0 0 
P6,1 0 3.6 0 0 0 0 
P6,2 0 0 0 56.4 0 0 
P6,3 0 0 0 0 0 223.2 
P6,4 257 0 0 0 0 0 
P6,5 0 0 0 0 84.4 0 
P6,6 0 0 1 0 0 0 
















Tabla 3-20: Costo de unidad del recurso - Caso 5. 










Fuente: Elaboración propia 
3.6.2 Resultados 
El tiempo de proceso, makespan, dio 55 y el costo total de recurso consumido dio 1.2509. 
En la Tabla 3-21 se presentan los resultados hallados en iteraciones. El diagrama de Gantt 
que representa la programación de la producción con el óptimo encontrado se ilustra en la 
Figura 3-9. 
 
Tabla 3-21: Iteraciones - Caso 5. 
Iteración Makespan Costo Recurso Consumido 
1 61 1.2286 
2 60 1.2991 
8 59 1.2756 
18 58 1.2902 
46 57 1.3023 
49 56 1.2994 
86 55 1.2509 
Fuente: Elaboración propia 
 
El makespan y el costo total de recurso encontrado por Ruiz et al. (2015) fue de 55 y 1.2840 
respectivamente, con la metodología de la tesis se obtuvo 55 de makespan y 1,2509 de 
costo de recurso, una diferencia de 331 unidades en el costo total de recurso consumido. 
Por otra parte, la población final obtuvo individuos, óptimos locales, mejores en costo total 
del recurso consumido, que un punto de frente de Pareto expuestos por Ruiz et al. (2015), 
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Figura 3-9: Diagrama de Gantt para el caso 5. 
 
Fuente: Elaboración propia 
 






















61 1.2286 0 
68 
2 1.2217 69 
3 1.2182 4 
4 1.2216 70 
5 1.2167 119 
Fuente: Elaboración propia 
3.7 Caso 6 – 10 pedidos en 10 máquinas con 30 
operaciones 
El modelo se tomó de Frutos et al. (2010), llamado MF04. Roeva (2012), Frutos y Tohmé 
(2015) adoptaron este modelo como caso de estudio. Frutos et al. (2010) estableció 
restricciones de secuencia, tiempo y costo del recurso en un caso Flexible Job Shop. El 
caso asume 10 pedidos, 10 máquinas y 30 operaciones e involucra tiempos de inhabilidad 
y mantenimiento de maquinaria como variables independientes, por lo cual no se puede 
comparar con el estudio de referencia. 





Los tiempos y la secuenciación de pedidos en las máquinas se presentan en la Tabla 3-
23. Las restricciones de unidades consumidas se exponen en la Tabla 3-24. El costo de la 
unidad de consumo con variabilidad en la jornada laboral se presenta en la Tabla 3-25. 
 
Los tiempos de inhabilidad se ilustran en la Tabla 3-26 y los tiempos de mantenimiento de 
máquinas en la Tabla 3-27. No hay tiempos de liberación de pedido. El número de 
generaciones es 20.000, el número de individuos en la población N es de 10 y el porcentaje 
de mutación en la población es del 30%. 
 
Aplicación en el sector metalmecánico: Las restricciones son similares a la dinámica en 
una empresa de ensamble con electrosoldadura. Los equipos de soldadura están 
distribuidos en 10 estaciones de trabajo. Los pedidos son 10 lotes, los productos difieren 
entre lotes. La empresa es una maquila de una empresa que fabrica maquinaria para el 
sector agrícola; es una ensambladora de estructuras metálicas. En cada estación de 
trabajo se asigna un operario, el consumo de recurso y los tiempos de operación difieren 
entre estaciones. El costo de la unidad de recurso es el costo del kilovatio por hora y el 
costo depende de la hora del día en que se demande. Se asumen restricciones de 
mantenimiento e inhabilidad en equipos de soldadura. Todos los pedidos entran a la 
programación secuencial al mismo tiempo, por lo tanto no hay tiempos de liberación o 
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Tabla 3-23: Tiempos y secuencia de proceso - Caso 6. 
Pi,j M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 
P1,1 1 4 6 9 3 5 2 8 9 5 
P1,2 4 1 1 3 4 8 10 4 11 4 
P1,3 3 2 5 1 5 6 9 5 10 3 
P2,1 2 10 4 5 9 8 4 15 8 4 
P2,2 4 8 7 1 9 6 1 10 7 1 
P2,3 6 11 2 7 5 3 5 14 9 2 
P3,1 8 5 8 9 4 3 5 3 8 1 
P3,2 9 3 6 1 2 6 4 1 7 2 
P3,3 7 1 8 5 4 9 1 2 3 4 
P4,1 5 10 6 4 9 5 1 7 1 6 
P4,2 4 2 3 8 7 4 6 9 8 4 
P4,3 7 3 12 1 6 5 8 3 5 2 
P5,1 7 10 4 5 6 3 5 15 2 6 
P5,2 5 6 3 9 8 2 8 6 1 7 
P5,3 6 1 4 1 10 4 3 11 13 9 
P6,1 8 9 10 8 4 2 7 8 3 10 
P6,2 7 3 12 5 4 3 6 9 2 15 
P6,3 4 7 3 6 3 4 1 5 1 11 
P7,1 1 7 8 3 4 9 4 13 10 7 
P7,2 3 8 1 2 3 6 11 2 13 3 
P7,3 5 4 2 1 2 1 8 14 5 7 
P8,1 5 7 11 3 2 9 8 5 12 8 
P8,2 8 3 10 7 5 13 4 6 8 4 
P8,3 6 2 13 5 4 3 5 7 9 5 
P9,1 3 9 1 3 8 1 6 7 5 4 
P9,2 4 6 2 5 7 3 1 9 6 7 
P9,3 8 5 4 8 6 1 2 3 10 12 
P10,1 4 3 1 6 7 1 2 6 20 6 
P10,2 3 1 8 1 9 4 1 4 17 15 
P10,3 9 2 4 2 3 5 2 4 10 23 






















Tabla 3-24: Consumo de recursos - Caso 6. 
Pi,j M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 
P1,1 9 2 1 1 3 1 4 1 1 1 
P1,2 2 11 11 3 2 1 1 2 1 2 
P1,3 3 5 2 10 2 1 1 2 1 3 
P2,1 7 1 3 3 1 1 3 1 1 3 
P2,2 2 1 1 10 1 1 10 1 1 10 
P2,3 2 1 7 2 2 4 2 1 1 7 
P3,1 1 1 1 1 2 3 1 3 1 9 
P3,2 1 3 1 9 4 1 2 9 1 4 
P3,3 1 9 1 1 2 1 9 4 3 2 
P4,1 2 1 1 2 1 2 10 1 10 1 
P4,2 2 4 3 1 1 2 1 1 1 2 
P4,3 1 4 1 12 2 2 1 4 2 6 
P5,1 2 1 3 3 2 5 3 1 7 2 
P5,2 1 1 3 1 1 4 1 1 9 1 
P5,3 2 13 3 13 1 3 4 1 1 1 
P6,1 1 1 1 1 2 5 1 1 3 1 
P6,2 2 5 1 3 3 5 2 1 7 1 
P6,3 2 1 3 1 3 2 11 2 11 1 
P7,1 13 1 1 4 3 1 3 1 1 1 
P7,2 4 1 13 6 4 2 1 6 1 4 
P7,3 2 3 7 14 7 14 1 1 2 2 
P8,1 2 1 1 4 6 1 1 2 1 1 
P8,2 1 4 1 1 2 1 3 2 1 3 
P8,3 2 6 1 2 3 4 2 1 1 2 
P9,1 3 1 9 3 1 9 1 1 1 2 
P9,2 2 1 4 1 1 3 9 1 1 1 
P9,3 1 2 3 1 2 12 6 4 1 1 
P10,1 5 6 20 3 2 20 10 3 1 3 
P10,2 5 17 2 17 1 4 17 4 1 1 
P10,3 2 11 5 11 7 4 11 5 2 1 
Fuente: Frutos et al. (2010). 
 
Tabla 3-25: Costo de unidad del recurso - Caso 6. 
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Tabla 3-26: Matriz de tiempos de inhabilidad de recursos - Caso 6. 
Mq I F I F 
M1 0 2 0 0 
M2 0 0 0 0 
M3 5 6 15 16 
M4 0 0 0 0 
M5 0 4 0 0 
M6 15 17 0 0 
M7 22 23 0 0 
M8 7 9 0 0 
M9 0 0 0 0 
M10 0 10 0 0 
Fuente: Elaboración propia 
 
Tabla 3-27: Matriz de tiempos de mantenimiento - Caso 6. 
Mq I F I F 
M1 13 15 0 0 
M2 18 19 0 0 
M3 0 0 0 0 
M4 12 14 0 0 
M5 12 15 0 0 
M6 9 10 21 24 
M7 0 0 0 0 
M8 0 0 0 0 
M9 19 23 0 0 
M10 30 33 0 0 
Fuente: Elaboración propia 
3.7.2 Resultados 
El tiempo de proceso, makespan, fue de 31 y el costo total de recurso Consumido fue 
46.4992. En la Tabla 3-28 se presentan los resultados hallados en iteraciones. El diagrama 
de Gantt que representa la programación de la producción con el óptimo encontrado se 
ilustra en la Figura 3-10. Se contemplan las variables de maquinaria inhabilitada y en 
mantenimiento, las cuales se representan con “I” y “M” respectivamente. Los resultados no 
se comparan, pues en la literatura no se encontraron casos que asumieran el total de las 
variables expuestas en las restricciones de este modelo. 
 
Tabla 3-28: Iteraciones - Caso 6. 
Iteración Makespan Costo Recurso Consumido 
1 41 54,1090 
33 39 42,5700 
402 36 47,6132 
4725 34 34,5656 
10388 33 38,0532 
14293 32 57,1904 
17990 31 49,4992 
Fuente: Elaboración propia 
 
 




Figura 3-10: Diagrama de Gantt para el caso 6. 
 
Fuente: Elaboración propia 
3.8 Caso 7 – Tiempos de disponibilidad-mantenimiento-
liberación de pedidos 
Se adicionaron al caso anterior restricciones de liberación de pedidos como se presenta a 
continuación. 
3.8.1 Restricciones 
Son las mismas restricciones del caso 6, agregando los tiempos de liberación de pedidos 
(ver Tabla 3-29). 
 
Tabla 3-29: Tiempos de liberación de pedidos - Caso 7. 
Pi P1 P2 P3 P4 P5 P6 P7 P8 P9 P1
0 Vector Tiempo de 
Liberación 
0 3 7 0 10 0 4 0 0 16 
Fuente: Elaboración propia 
 
Aplicación en el sector metalmecánico: Las restricciones son similares al caso anterior. Se 
adicionan los tiempos de lanzamiento o liberación de pedidos, la empresa cliente no 
necesita que la fabricación de sus pedidos se elabore desde el inicio de la programación. 
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3.8.2 Resultados 
El tiempo de proceso, makespan, fue de 31 y el Costo Total de Recurso Consumido fue 
49.1774. En la Tabla 3-30 se presentan los resultados hallados en iteraciones. El diagrama 
de Gantt que representa la programación de la producción con el óptimo encontrado se 
ilustra en la Figura 3-11. Los resultados no se comparan, pues en la literatura no se 
encontraron casos que asumieran el total de las variables expuestas en las restricciones 
de este modelo.  
 
Tabla 3-30: Iteraciones - Caso 7. 
Iteración Makespan Costo Recurso Consumido 
1 45 49,9066 
45 43 45,1718 
789 41 37,4683 
3855 38 39,4844 
9194 33 43,1531 
16333 31 49.1774 
Fuente: Elaboración propia 
 
Figura 3-11: Diagrama de Gantt para el caso 7. 
 
Fuente: Elaboración propia 
3.9 Caso 8 – Todas las variables independientes y la 
ponderación de alternativas 
En el último caso se aplicó la metodología con todas las variables independientes y la 
ponderación de soluciones al modelo adaptado de Wang et al. (2010), que fue expuesto 
en el primer caso. Se asumieron 4 pedidos en 5 máquinas y 11 operaciones.  





La secuencia, el tiempo de proceso, el consumo y costo del recurso son asumidos como 
se presentó en el caso 1. Los tiempos de inhabilidad se ilustran en la Tabla 3-31, los 
tiempos de mantenimiento de máquinas en la Tabla 3-32 y los tiempos de liberación de 
pedido en la Tabla 3-33. 
 
Tabla 3-31: Matriz de tiempos de inhabilidad de recursos - Caso 8. 
Mq I F 
M1 2 3 
M2 0 0 
M3 0 8 
M4 0 0 
M5 0 0 
Fuente: Elaboración propia 
 
Tabla 3-32: Matriz de tiempos de mantenimiento - Caso 8. 
Mq I F 
M1 9 15 
M2 5 6 
M3 0 0 
M4 9 10 
M5 1 3 
Fuente: Elaboración propia 
 
Tabla 3-33: Tiempos de liberación de pedidos - Caso 8. 
Pi P1 P2 P3 P4 
Vector Tiempo de 
Liberación 
2 0 0 1 
Fuente: Elaboración propia 
 
El número de generaciones es 5.000, el número de individuos en la población N es de 10 
y el porcentaje de mutación en la población es de 30%. 
 
La ponderación de las funciones objetivo son: 
 
 Makespan: 0.6 
 Costo de recurso: 0.4 
 
Aplicación en el sector metalmecánico: Las restricciones son similares a un taller de 
mecanizado, donde las máquinas son 5 sierras que requieren de fluidos de corte para 
refrigerar los procesos de desbaste y corte. El recurso a consumir es agua, el costo del 
litro utilizado difiere de la hora del día en que se consuma. El consumo de recurso y los 
tiempos de operación difieren entre puestos de trabajo. Se trabajaron con cuatro pedidos 
que representan lotes de piezas metálicas: el primero debe ser lanzado al terminar la 
segunda hora de la jornada laboral; el segundo y el tercero se pueden iniciar en la apertura 
de la jornada; el cuarto se debe iniciar terminando la primera hora de la jornada. Tiempos 
de inhabilidad y mantenimiento son asumidos en la programación. Finalmente para el taller 
la prioridad del makespan es del 60% y el costo del recurso consumido es del 40%. 
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3.9.2 Resultados 
En la Tabla 3-34 se presentan los resultados hallados en iteraciones. Los resultados 
proporcionaron 20 individuos con el cálculo de las funciones objetivo (ver Tabla 3-35). La 
ponderación de funciones objetivo se aprecia en la Tabla 3-36. Como se observa, uno de 
los mejores individuos es el 6, aunque no tiene el mejor tiempo de proceso, se destaca por 
el bajo costo del recurso consumido.  
 
Tabla 3-34: Iteraciones - Caso 8. 
Iteración Makespan Costo Recurso Consumido 
1 23 1.270.142 
17 21 1.166.166 
54 20 1.196.166 
360 18 902.357 
2555 17 1.006.523 
4608 16 1.284.500 
Fuente: Elaboración propia 
 
Tabla 3-35: Valores absolutos en funciones objetivo –Caso 8. 
Individuos Makespan Costo recurso 
1 16 1.284.500 
2 28 528.286 
3 28 528.286 
4 28 528.286 
5 28 528.286 
6 21 636.286 
7 21 636.286 
8 21 636.286 






12 21 636.286 
13 28 528.286 
14 21 1.001.857 
15 28 643.286 
16 16 1.284.500 
17 31 942.262 
18 30 1.318.929 
19 31 1.313.929 
20 31 1.313.929 














Tabla 3-36: Ponderación de individuos en el caso 8. 
Individuos Makespan Costo recurso Total 
6 0.4000 0.3454 0.7454 
7 0.4000 0.3454 0.7454 
8 0.4000 0.3454 0.7454 
9 0.4000 0.3454 0.7454 
10 0.4000 0.3454 0.7454 
11 0.4000 0.3454 0.7454 
12 0.4000 0.3454 0.7454 
1 0.6000 0.0174 0.6174 
16 0.6000 0.0174 0.6174 
14 0.4000 0.1604 0.5604 
3 0.1200 0.4000 0.5200 
4 0.1200 0.4000 0.5200 
13 0.1200 0.4000 0.5200 
5 0.1200 0.4000 0.5200 
2 0.1200 0.4000 0.5200 
15 0.1200 0.3418 0.4618 
17 0 0.1906 0.1906 
18 0.0400 0 0.0400 
19 0 0.0025 0.0025 
20 0 0.0025 0.0025 
Fuente: Elaboración propia 
 
El mejor individuo en el tiempo de proceso se asigna en diagrama de Gantt, ver Figura 3-
12. Representa la asignación de los pedidos en las máquinas. El makespan es 16. 
 
Figura 3-12: Diagrama de Gantt para el caso 8. 
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Como se puede observar, se cumplió con la restricción de liberación de pedidos, los 
pedidos 2 y 3 iniciaron en el tiempo 0, el 4 en el 1 y el pedido 1 después del tiempo 2. Los 
resultados no se comparan, pues en la literatura no se encontraron casos que asumieran 
el total de las variables expuestas en las restricciones de este modelo.  
3.10 Discusión de resultados 
Las restricciones comunes en los 8 casos fueron la secuencia de las operaciones y los 
tiempos de proceso. Estas son las variables independientes más utilizadas por los 
investigadores (ver anexo 1). 
 
El caso 1 asumió 4 pedidos con 5 máquinas y 11 operaciones. Las restricciones 
adicionales fueron: consumo de recurso por operación (pedido en cada máquina) y costo 
de unidad de recurso por hora. El modelo utilizado se diseñó a partir de Wang et al. (2010) 
y obtuvo una la mejora del 7.14% en el makespan. 
 
El caso 2 asumió 3 pedidos con 4 máquinas y 8 operaciones. La restricción adicional fue 
el consumo de recurso por operación (pedido en cada máquina). El modelo utilizado se 
diseñó a partir de Frutos et al. (2010), resuelto por Frutos y Tohmé (2015); la mejora fue 
del 16.66% en el makespan. Igualmente en la población final se obtuvo un individuo con 
un desempeño del 5.26% mejor en costo total de recurso consumido que un punto del 
frente de pareto encontrado por Roeva (2012). 
 
El caso 3 asumió 4 pedidos con 5 máquinas y 12 operaciones. La restricción adicional fue 
el consumo de recurso por operación (pedido en cada máquina). El modelo utilizado se 
diseñó a partir de Frutos et al. (2010), resuelto por Frutos y Tohmé (2015). El resultado 
observado es un individuo con el 31.25% de mejora en el makespan. Igualmente, la 
población final obtuvo 4 individuos con mejores resultados en las dos funciones objetivo 
que los encontrados por Roeva (2012). Las mejoras en makespan fueron del 25%, 18.75%, 
12.5% y 6.25%, las mejoras en el costo del recurso consumido fueron del 27.70%, 25%, 
22.29% y 16.89%. De la misma forma, la población final obtuvo 2 individuos con mejoras 
del 11.9% y 18.86% en el costo total del recurso en dos puntos del frente de Pareto 
encontrado por Roeva (2012). 
 
El caso 4 asumió 10 pedidos con 7 máquinas y 29 operaciones. La restricción adicional 
fue el consumo de recurso por operación (pedido en cada máquina). El modelo utilizado 
se diseñó a partir de Frutos et al. (2010), resuelto por Frutos y Tohmé (2015). El resultado 
observado es un individuo con una mejora del 6.66% en el makespan. Es de resaltar que 
la población final obtuvo 7 individuos con mejores resultados en costo total del recurso que 
los encontrados por Roeva (2012), con mejoras del 43.8%, 68.91%, 56.14%, 41.21%, 
48.43%, 50.28% y 27.72%. 
 
El caso 5 asumió 6 pedidos con 6 máquinas y 36 operaciones. Las restricciones 
adicionales fueron: consumo de recurso por operación (pedido en cada máquina) y costo 
de unidad de recurso por hora. El modelo utilizado se diseñó a partir de Muth y Thompson 
(1963). El resultado observado es un individuo con 55 en makespan, igual que el 
encontrado en la literatura. Sin embargo existen algunas diferencias en el costo total del 
recurso consumido, se encontraron 5 individuos que superan un punto de frente de Pareto 
de Ruiz et al. (2015), las mejoras fueron del 0.55%, 0.56%, 0.85%, 0.57% y 0.97%. 
 




El caso 6 asumió 10 pedidos con 10 máquinas y 30 operaciones. Las restricciones 
adicionales fueron: consumo de recurso por operación (pedido en cada máquina), costo 
de unidad de recurso por hora, tiempo de inhabilidad y mantenimiento. El modelo utilizado 
se diseñó a partir de Frutos et al. (2010). El resultado observado es un individuo con 31 en 
makespan y 46.4992 en costo total del recurso consumido. En el diagrama de Gantt se 
ilustran los periodos de inhabilidad y mantenimiento. 
 
El caso 7 asumió las restricciones del caso anterior y se adicionó como variable el tiempo 
de liberación de pedidos. El resultado observado es un individuo con 31 en makespan y 
49.1774 en costo total del recurso consumido. En el diagrama de Gantt se evidenciaron 
los periodos de inhabilidad y mantenimiento que iniciaron en un tiempo igual o posterior al 
tiempo de liberación. 
 
El caso 8 asumió las restricciones del primer caso, se utilizaron todas las variables 
independientes establecidas en la metodología, igualmente se adicionó la ponderación de 
funciones objetivo. El resultado observado es un individuo con 16 en makespan y 
1.284.500 en costo total del recurso consumido. En el diagrama de Gantt se evidenciaron 
los periodos de inhabilidad y mantenimiento, que iniciaron en un tiempo igual o posterior 
al tiempo de liberación. Se aplicó la ponderación de funciones objetivo en 20 individuos, 
de los cuales 7 obtuvieron la mejor valoración. 
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recurso variable en el 
tiempo, secuencia y 
tiempos de operación. 







31 en makespan y 
49.1774 en costo total 
del recurso consumido 
Liberación de pedidos, 
inhabilidad, 
mantenimiento, 
consumo de recurso, 
costo de unidad de 
recurso variable en el 
tiempo, secuencia y 
tiempos de operación. 





Wang et al. 
(2010) 
16 en makespan y 
1.284.500 en costo total 
del recurso consumido. 
7 individuos con mejor 
valoración. 
 
Todas las variables 
propuestas 




Fuente: Elaboración propia 




3.11 Conclusiones parciales 
El capítulo presentó el diseño de una herramienta informática para la aplicación de la 
metodología en ocho casos de estudio; en cada uno se definieron las variables 
independientes (restricciones) para determinar el valor makespan y el costo total del 
recurso consumido. Igualmente, en cada caso se ilustró el diagrama de Gantt de un 
individuo (secuencia de programación) con características sobresalientes en comparación 
con otras soluciones. Lo anterior permitió concluir: 
  
Por una parte, se describieron las características y el diseño de una herramienta 
informática para aplicar la metodología propuesta. De otro lado, se aplicó en casos de la 
industria metalmecánica para cuantificar su desempeño con configuraciones encontradas 
en la revisión bibliográfica. 
 
Los cinco primeros casos fueron comparaciones con modelos publicados; los más 
similares en número de variables asumidas por la tesis. Se limitaron algunas restricciones 
de la metodología para hacer dicha comparación. Se hallaron resultados que superan entre 
el 6.25% y 31.25% el makespan. Igualmente, se hallaron resultados que superan entre el 
0.55% y 68.91% el costo total del recurso consumido. En conclusión los resultados fueron 
significativos para la metodología de la tesis; se cuantifica su buen desempeño. 
 
Los tres últimos casos adicionaron combinaciones de variables que no se encontraron en 
la literatura. Lo que permitió concluir que la metodología asumió la configuración de 
variables que responde el vacío del conocimiento identificado en el marco teórico y 
referencial. 
 
Finalmente se comprobó la hipótesis de investigación. A partir del diseño y aplicación de 
una metodología multiobjetivo, que fue soportada con un algoritmo evolutivo, se adoptaron 
restricciones de tiempos, secuencia, mantenimiento, liberación de pedidos, disponibilidad 
y consumo de recursos con costo variable en el tiempo y soluciones ponderadas. La 
metodología involucró un número amplio de variables de proceso, que hicieron de los 
casos de estudio modelos más realistas dentro de las particularidades de los sistemas 
Flexible Job Shop del sector metalmecánico. Adicionalmente, la metodología se comparó 
con modelos teóricos existentes; los resultados demostraron mejores niveles de 















   
 
 
4. Conclusiones finales y futuras líneas de 
investigación 
La presente tesis doctoral desarrolló en su totalidad tres capítulos: el marco teórico y 
referencial; diseño y aplicación de la metodología propuesta; experimentación y discusión 
de resultados. Lo anterior permitió concluir: 
 
Mediante una revisión bibliográfica, se seleccionaron y analizaron las metodologías, 
métodos, técnicas, algoritmos y variables de proceso para programar la secuenciación de 
pedidos en los sistemas de producción con configuración Flexible Job Shop. Lo anterior 
permitió  identificar los modelos más utilizados y la configuración de variables que los 
autores no han tratado en las publicaciones; lo que se consideró un vacío en el 
conocimiento. Igualmente, permitió establecer las bases teóricas y conceptuales del objeto 
de estudio, desarrollo de la metodología propuesta y su experimentación. 
 
El diseño de la metodología propuesta se construyó mediante un procedimiento 
multiobjetivo, que incluyó variables y criterios para programar la secuenciación de pedidos 
en un sistema Flexible Job Shop aplicado en el sector metalmecánico. Utilizando las bases 
teóricas y conceptuales se describió la metodología con un algoritmo evolutivo, 
restricciones de liberación de pedidos, tiempos de inhabilidad mantenimiento y operación, 
consumo de recursos con variabilidad en el tiempo y funciones objetivo de makespan y 
costo total de recurso consumido; finalmente, se validó la metodología con una prueba 
piloto aplicada en el sector metalmecánico. 
 
La experimentación se realizó con una herramienta informática y 8 casos de estudio.  Estos 
últimos fueron seleccionados de la revisión bibliográfica; establecieron características 
similares en comparación con el objetivo general de la tesis. Se obtuvieron mejores 
resultados que contribuyeron a cuantificar el desempeño de la metodología y su aplicación 
en el sector metalmecánico. Lo que permitió comprobar la hipótesis general de 
investigación. 
 
El desarrollo de la presente tesis doctoral identificó futuras líneas de investigación: 
 
Mejorar la metodología propuesta con el análisis de otras variables independientes 
encontradas, como tiempos de vencimiento, cambios de velocidad de trabajo, limitaciones 
en transporte y almacenamiento, probabilidad de pérdidas en equipos y material. 
Igualmente, adoptar variables dependientes o funciones objetivo encontradas, como 
tardanza, precocidad, costos de almacenamiento, tiempos de alistamiento, carga de 
trabajo en máquinas y carga de trabajo en máquina crítica. 





Investigar y experimentar con variables no encontradas, como accidentalidad laboral, 
aleatoriedad en disponibilidad de recursos, riesgos de averías y daños. Por otro lado, 
ensayar desplazando las operaciones y mantenimientos en tiempos de ocio. 
 
Experimentar con tiempos estocásticos de operación, utilizando el promedio, varianza y 
probabilidad en los proceso. Incluir la programación secuencial de lotes de pedidos 
fraccionados, aplicando aleatoriedad o porciones predeterminadas. 
 
Experimentar con consumos estocásticos de recursos en operación y ponderación de 
secuencias en el interior del algoritmo evolutivo. Igualmente, adoptar otros agentes 
inteligentes, como colonia de hormigas, recocido simulado, redes neuronales, lógica difusa 
y búsqueda tabú. 
 
Explorar aplicaciones en sistemas productivos de otros sectores económicos, como 
alimentos, servicios bancarios, educación, salud y construcción. Investigar y diseñar 
metodologías de programación secuencial en cadenas de abastecimiento, donde se 
incluyan sistemas Flexible Job Shop y Flow Shop. 
 
Incluir en la metodología propuesta situaciones dinámicas que generen variabilidad de 
restricciones en el tiempo, para resolver la secuenciación de operaciones cuando se 
presenten condiciones que alteren el normal desempeño del sistema, como paros en el 
suministro de energía, cambio en condiciones de entrega y escases de materias primas; 
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Garey et al. (1976) root 1976 1 1 1 1
Brucker y Schlie (1990) root 1990 1 1 1 1
Brandimarte (1993) root 1993 1 1 1 1
Hurink et al. (1994) root 1994 1 1 1 1
Nowicki y Smutnicki (1996) root 1996 1 1 1 1
Dauzere y Paulli (1997) root 1997 1 1 1 1
Chen et al. (1999) leaf 1999 1 1 1 1
Jain y Meeran (1999) root 1999 1 1 1 1
Amaral y Riga (2000) leaf 2000 1 1 1 1 1
Gambardella y Mastrolilli (2000)root 2000 1 1 1 1
Kacem et al. (2002) root 2002 1 1 1 1 1 1
Shiue y Su (2002) leaf 2002 1 1
Kacem (2003) leaf 2003 1 1 1 1 1
Ponnanbalam et al. (2003) leaf 2003 1 1 1 1 1
Chan y Chan (2004) trunk 2004 1 1 1 1 1 1
Scrich et al. (2004) leaf 2004 1 1 1 1 1
Gen y Zhang (2005) leaf 2005 1 1 1 1 1
Weijun y Zhiming (2005) leaf 2005 1 1 1 1 1
Chan et al. (2006) trunk 2006 1 1 1 1 1
Deming y Zhiming (2006) leaf 2006 1 1 1 1 1 1
Low et al. (2006) trunk 2006 1 1 1 1 1 1 1 1 1
Shnits y Sinreich (2006) leaf 2006 1 1
Fahmy et al. (2007) leaf 2007 1 1 1 1 1
Fattahi et al. (2007) trunk 2007 1 1 1 1 1 1
Gao et al. (2007) leaf 2007 1 1 1 1 1 1
Masin et al. (2007) leaf 2007 1 1 1 1 1 1
Shin-jin et al. (2007) leaf 2007 1 1 1 1 1 1
Allahverdi et al. (2008) trunk 2008 1 1 1 1 1 1
Billaut y Vilcot (2008) leaf 2008 1 1 1 1 1 1
Deming (2008) leaf 2008 1 1 1 1
Fahmy et al. (2008) leaf 2008 1 1 1 1 1 1
Jie et al. (2008) trunk 2008 1 1 1 1 1
Joc y Nhu (2008) leaf 2008 1 1 1 1 1
Tay y Ho (2008) root 2008 1 1 1 1 1
Xing et al. (2008) leaf 2008 1 1 1 1 1
Adibi et al. (2009) leaf 2009 1 1 1 1 1 1
Dayou et al. (2009) leaf 2009 1 1 1 1 1 1
Li y Huo (2009) leaf 2009 1 1 1 1 1 1 1 1
Mejía y Montoya (2009) leaf 2009 1 1 1 1
Naderi et al. (2009) leaf 2009 1 1 1 1 1 1 1
Roshanaei et al. (2009) trunk 2009 1 1 1 1 1 1
Shiue (2009) leaf 2009 1 1
Zhang et al. (2009) leaf 2009 1 1 1 1 1
Bagheri et al. (2010) trunk 2010 1 1 1 1
Binggang (2010) leaf 2010 1 1 1 1 1
Defersha y Chen (2010) trunk 2010 1 1 1 1 1 1
Frutos et al. (2010) leaf 2010 1 1 1 1 1 1
Roshanaei et al. (2010) leaf 2010 1 1 1 1 1
Sha y Hsing (2010) leaf 2010 1 1 1 1 1
Wang et al. (2010) leaf 2010 1 1 1 1
Lei (2011) leaf 2011 1 1 1 1
Li et al. (2011) leaf 2011 1 1 1 1 1
Mati y Xie (2011) leaf 2011 1 1 1 1
Xing et al. (2011) leaf 2011 1 1 1 1 1
Yazgan (2011) leaf 2011 1 1 1 1
Amin y Afshari (2012) leaf 2012 1 1 1 1
Barzegar et al. (2012) leaf 2012 1 1 1 1 1
Chaudhry (2012) leaf 2012 1 1 1 1
Defersha y Chen (2012) leaf 2012 1 1 1 1 1 1 1
Jolai et al. (2012) leaf 2012 1 1 1 1 1
Karimi et al. (2012) leaf 2012 1 1 1 1 1
Kianfar et al. (2012) leaf 2012 1 1 1 1 1 1 1
Li y Pan (2012) leaf 2012 1 1 1 1 1 1 1
Roeva (2012) leaf 2012 1 1 1 1 1 1
Shahzad y Mebarki (2012) leaf 2012 1 1 1 1 1 1
Wang et al. (2012a) trunk 2012 1 1 1 1
Wong et al. (2012) leaf 2012 1 1 1 1
Xiong et al. (2012) leaf 2012 1 1 1 1 1
Zheng et al. (2012) leaf 2012 1 1 1 1 1
Chiang y Lin (2013) leaf 2013 1 1 1 1 1
Demir y Kürşat (2013) leaf 2013 1 1 1 1
Ebadi y Moslehi (2013) leaf 2013 1 1 1 1
Farughi et al. (2013) leaf 2013 1 1 1 1
Geyik y Dosdogru (2013) leaf 2013 1 1 1 1
Goldansaz et al. (2013) leaf 2013 1 1 1
Hao et al. (2013) leaf 2013 1 1 1 1
He y Sun (2013) leaf 2013 1 1 1
Huang et al. (2013) leaf 2013 1 1 1 1 1
Karimi y Seyedhoseini (2013) leaf 2013 1 1 1 1 1
Lacomme et al. (2013) leaf 2013 1 1 1 1 1 1
Li et al. (2013) leaf 2013 1 1 1 1 1 1 1
Li y Pan (2013) leaf 2013 1 1 1 1
Nie et al. (2013) leaf 2013 1 1 1 1 1
Niu  et al. (2013) leaf 2013 1 1 1 1 1
Phanden et al. (2013) leaf 2013 1 1 1 1 1 1
Ponsich y Coello (2013) leaf 2013 1 1 1 1
Qing et al. (2013) leaf 2013 1 1 1 1 1
Qiu y Lau (2013) leaf 2013 1 1 1 1 1 1
Roshanaei et al. (2013) leaf 2013 1 1 1 1
Rossi y Lanzetta (2013) leaf 2013 1 1 1 1
Sadrzadeh (2013) leaf 2013 1 1 1 1 1 1




1 1 1 1
Xiong et al. (2013) leaf 2013 1 1 1 1 1
Yuan et al. (2013) leaf 2013 1 1 1 1
Yuan y Xu (2013a) leaf 2013 1 1 1 1
OBJETIVOS - VARIABLES DEPENDIENTES RESTRICCIONES - VARIABLES INDEPENDIENTESMETODOLOGÍAS- ALGORITMOS- PROCESOS
Yuan y Xu (2013b) leaf 2013 1 1 1 1
Zhang et al. (2013) leaf 2013 1 1 1 1 1 1
Abdullah y Abdolrazzagh. leaf 2014 1 1 1 1
Ahmadizar y Shahmaleki leaf 2014 1 1 1 1
Baykasoğlu et al. (2014) leaf 2014 1 1 1 1
Calleja y Pastor (2014) leaf 2014 1 1 1 1 1
Chassaing et al. (2014) leaf 2014 1 1 1 1
Chou et al. (2014) leaf 2014 1 1 1 1 1 1 1 1
Demir e Isleyen (2014) leaf 2014 1 1 1 1 1
Gao et al. (2014) leaf 2014 1 1 1 1 1 1
Gen y Lin (2014) leaf 2014 1 1 1 1 1 1
Gholami y Sotskov (2014) leaf 2014 1 1 1 1
Huang et al. (2014) leaf 2014 1 1 1 1
Jia y Hu (2014) leaf 2014 1 1 1 1 1 1 1 1
Juan et al. (2014) leaf 2014 1 1 1 1
Karthikeyan et al. (2014) leaf 2014 1 1 1 1 1
Li et al. (2014a) leaf 2014 1 1 1 1 1 1
Liu et al. (2014) leaf 2014 1 1 1 1 1
Marichelvam et al. (2014) leaf 2014 1 1 1 1
Naderi y Azab (2014) leaf 2014 1 1 1 1
Naderi y Zandieh (2014) leaf 2014 1 1 1 1
Rahmani and Heydari (2014) leaf 2014 1 1 1 1 1




1 1 1 1
Tayebi et al. (2014) leaf 2014 1 1 1 1 1
Terekhov et al. (2014) leaf 2014 1 1 1 1 1 1
Wang (2014) leaf 2014 1 1 1 1 1
Wang y Duan (2014) leaf 2014 1 1 1 1
Xu et al. (2014) leaf 2014 1 1 1 1
Zambrano (2014) leaf 2014 1 1 1 1 1
Zeng et al. (2014) leaf 2014 1 1 1 1 1
Zhao et al. (2014) leaf 2014 1 1 1 1 1 1
Zhou et al. (2014) leaf 2014 1 1 1 1 1
Ziaee (2014) leaf 2014 1 1 1 1
Karimi et al. (2015) leaf 2015 1 1 1 1 1
Lei y Guo (2015) leaf 2015 1 1 1 1 1
Palacios et al. (2015) leaf 2015 1 1 1 1 1 1
Peng et al. (2015) leaf 2015 1 1 1 1
Sangsawang et al. (2015) leaf 2015 1 1 1 1 1 1
Shen y Yao (2015) leaf 2015 1 1
Shivasankaran et al. (2015) leaf 2015 1 1 1 1 1 1
Xu et al. (2015) leaf 2015 1 1 1 1 1
Yuan y Xu (2015) leaf 2015 1 1 1 1 1
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Se presenta el desarrollo de una metodología que incluye un modelo metaheurístico basado en el 
Algoritmo Genético Ordenado Elitista No-Dominado (Elitist Non-Dominated Sorting Genetic 
Algorithm, NSGA-II) en un ambiente de producción Job Shop. Esto con el fin de minimizar tres 
variables fundamentales del proceso: tiempo total de proceso (makespan time), costo de energía y 
accidentalidad laboral. Con la aplicación de la metodología, se logra optimizar las variables objeto 
de estudio, en un 42%, respecto a las técnicas tradicionales de programación de la producción. 
Con base en la aplicación de la metodología propuesta, se plantea explorar otras funciones multi 
objetivo, en las que se analiza el consumo de otros recursos como agua y combustible, en 
situaciones no deseadas tales como paro de transportadores, deslizamientos de tierra en 
carreteras  y congestión vehicular. 
 
Palabras clave: job shop, multiobjetivo,  metaheurística, tiempo total de proceso 
 





The development of a methodology that contains a metaheuristic model based on the Elitist Non-
Dominated Sorting Genetic Algorithm (NSGA-II) in a job shop production environment. This is to 
minimize three main process variables: total time of processing (makespan time), energy cost and 
labor accidents. With the application of this methodology, the variables under study were optimized 
in 42%, compared with traditional production programming techniques. Based on the application of 
the proposed methodology, it is suggested to explore other multi objective functions in which the 
consumption of other resources, such as water and fuel can be analyzed in undesirable situations 
such as transport strike, landslides and traffic congestion. 
 
Keywords: job shop, multiobjective, metaheuristic,  makespan time  
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INTRODUCCIÓN 
 
Según Domínguez et al. (1995), los sistemas Job Shop obedecen a configuraciones productivas 
en las cuales se manufactura una alta variedad de productos, en lotes que van desde una unidad 
a pocas unidades, con rutas  de fabricación diferentes. Este tipo de sistemas, dadas sus 
particularidades, ofrecen un alto desempeño en flexibilidad y se ajusta muy bien a empresas cuyo 
mercado exige la fabricación bajo pedidos en firme (make to order). Igualmente, Domínguez et al. 
(1995) agregan  que en ambientes de manufactura Job Shop, es muy difícil encontrar una solución 
óptima al problema de la programación de la producción utilizando técnicas tradicionales, 
especialmente cuando el número de pedidos N y el número de centros de trabajo M,  es 
demasiado grande, dado que las soluciones posibles son del tamaño M!N.   
 
En estos casos de alta complejidad en la programación, las técnicas de inteligencia artificial 
permiten encontrar mejores soluciones y en menor tiempo. Dichas técnicas y sus derivaciones han 
sido aplicadas en una gran variedad de campos de la gestión de la,producción (Castrillon et ál., 
2011; Castrillon et ál., 2010; Castrillon et ál.,2009), la  simulación (Peréz et ál., 2004; Rosa et ál., 
2005;  Giraldo et ál., 2010), decisiones de reemplazo de equipos, selección de proveedores, 
comercio colaborativo, optimización de redes (Montoya et al.,2006) y procesos multiobjetivo 
(Bastidas et al., 2010; Carranza  et al., 2008) entre otras.   
 
Bajo este marco, el presente trabajo, tiene como objetivo desarrollar una metodología, apoyada en  
un algoritmo evolutivo, para minimizar el tiempo total de procesamiento (makespan), el costo 
energético y la accidentalidad laboral, a partir de soluciones ya existentes. La metodología 
involucra la aplicación del método NSGA-II (Elitist Non-Dominated Sorting Genetic Algorithm) el 
cual aporta una técnica de búsqueda multiobjetivo, establecida por Deb et ál (2002) y aplicada por 
Correa et ál (2008) en el problema clásico de la mochila.  Si bien, los algoritmos  evolutivos han 
sido ampliamente usados en la solución de problemas Job Shop, es importante resaltar que la 
aplicación de estos, en problemas de producción multiobjetivo, ha sido escasa, tal como se puede 
observar en la Tabla 1.  
 
Por otro lado, es importante resaltar que la aplicación de una metodología de optimización en 
campos como la accidentalidad laboral y costos de energía,  trae como consecuencia, que el 
desarrollo de esta investigación tenga una mayor importancia. Como lo muestran las diferentes  
revisiones literarias de la Tabla 1, no existen referencias bibliográficas donde se haya empleado 
los algoritmos evolutivos bajo el método NSGA- II, en la optimización de un problema 
multiobjetivo, en las tres variables objeto de estudio que aborda el presente artículo.  
 
El primero factor (accidentalidad laboral)  es considerado en el mundo entero como uno de los 
principales problemas de los trabajadores dado su alto costo en vidas humanas y las secuelas que 
usualmente produce, ya que además de disminuir la capacidad laboral, genera consecuencias 
graves en la calidad de vida de los trabajadores, familias y sociedad (Wigoda, 2005). En esta vía, 
es importante resaltar los aportes de Ibcia, (2006) quien concluye que los  accidentes laborales 
ocurren especialmente en determinadas horas del día, cuando el estado de alerta, concentración y 
productividad es bajo.  En problema de la accidentalidad laboral se acrecienta especialmente en 
dos periodos de tiempo durante el dia: entre 12:00 m. y. 3:30 p.m. y en las 3:30 a.m. y las 6:30 
a.m..  
 
El segundo factor (costo de energía), le permitirá al empresario una mayor competitividad en un 
nivel nacional e internacional, permitiéndole,  destinar   los recursos ahorrados, por un menor 
costo energético, en actividades prioritarias para la empresa.  Finalmente, se espera que las 
soluciones encontradas, sean superiores a las establecidas por medio de  las técnicas 
tradicionales de programación de la producción. 
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Tabla 1: Técnicas de Inteligencia Artificial en la solución de problemas Job Shop  Multi objetivos 
 
Método /Estudio Tipo de Estudio Comentario Referencia 
Algoritmo multi 
objetivo con dos 
criterios. 
Investigación para configurar 
una planta tipo Job Shop en 
las variables tiempo total de 
proceso y máxima tardanza. 





para la técnica 
FJSSP 
Se hace una programación 
multiobjetivo en tres variables: 
Tiempo total de proceso, flujo 
y tardanza. 
La estructura del cromosoma 
se organiza para resolver cada 
uno de los problemas 
(Chen et ál 1999) 
Algoritmo genético 
sin penalización 
para un sistema 
flexible de 
manufactura. 
Se busca maximizar la 
utilización de las máquinas 
disminuyendo la penalización. 
Se establece un objetivo 




para dos objetivos. 
Se emplean operadores de 
precedencia para minimizar el 
makespan y los tiempos de 
carga de las máquinas. 
Básicamente manejan un 




para optimizar tres 
objetivos. 
Emplea un algoritmo genético 
para maximizar tres criterio; 
Tiempo total de proceso, carga 
por maquina y carga total. 
Este algoritmo maximiza el 
trabajo para todas las 
máquinas. 
(Gen, Zhang 2005) 
Algoritmo 
evolutivo. 
Se diseña un algoritmo el cual 
se aplica a ocho diferentes 
problemas de tiendas de 
trabajo. 
Logra una optimización en los 









Utiliza algoritmos de búsqueda 
de vecindad variable, se 
consideran tareas que llegan 
al taller en forma arbitraria  y 
paradas de las máquinas o 
equipos. 
Los resultados obtenidos 
muestran una gran efectividad 
en el método planteado. 
(Adibi et ál 2010) 
Algoritmo evolutivo 
para solución de 
un problema 
multiobjetivo 
Se diseña una metaheurística 
basado en el Método NSGA-II, 
en un ambiente de producción 
Job Shop, con el fin minimizar 
algunas variables en este 
sistema. 
Esta nueva metodología 
permite encontrar soluciones 
superiores en un 30% a las 
técnicas tradicionales de 




MATERIALES Y MÉTODOS  
Para el desarrollo de la metodología se proponen los siguientes pasos: Paso 1: Codificación con 
un cromosoma  basado  en una permutación. Paso 2: Definición  de las bases de datos de 
consumo de energía eléctrica. Paso 3: Definición  de las bases de datos de accidentalidad. Paso 
4: Aplicación del Algoritmo de NSGA-II. Paso 5: Ponderación de resultados. Paso 6: comparación 
de resultados 
 
Paso 1: Codificación con un cromosoma  basado  en una permutación 
 
Los tiempos de procesos Tp(i,j)  de cada pedido en cada máquina son representados en la Tabla 2.  
La secuencia en que cada pedido debe ser atendido por cada una de las máquinas es 
representada en forma matricial en la Tabla 3. En dicha tabla, los diferentes valores de las 
posiciones (i, j) representan la secuencia de máquinas  a través de la cual debe pasar un pedido. 
Así,  en la columna uno  (sombreada), el pedido 1 (P1) debe pasar por las máquinas  en el orden 
(1, m, 2). Se obtienen así tres asignaciones para este pedido. 
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           Tabla 2: Tiempos de proceso 
Maquinas/Pedidos P1 P2 Pn 
M1 Tp(1,1) Tp(1,2) Tp(1,n) 
M2 Tp(2,1) Tp(2,2) Tp(2,n) 
Mm Tp(m,1) Tp(m,2) Tp(m,n) 
 
Tabla 3: Secuencia de pedidos en máquinas 
Maquinas/Pedidos P1 P2 Pn 
1 1 m 
m 2 1 
Secuencia 
2 M 2 
 
 
Para un problema de JSSPnxm, el número de asignaciones es NxM. Estas asignaciones pueden 
ser representadas por medio de un vector de NxM posiciones y dos fila (ver Tabla 4). La primera 
fila representa las posiciones y la segunda las asignaciones. 
 
 
Tabla 4: Posiciones y asignaciones 
Posiciones  1 2 3 4 5 6 8 9 10 11 12 13 14 15 16 17 . . . . N*M 
Asignaciones 1 1 1 … M 2 2 2 2 … m 3 3 3 3… m . . . .  
 
 
El empleo de las posiciones en la tabla 4, permite que esta tabla pueda ser empleada como un 
cromosoma. Este cromosoma,  puede ser permutado fácilmente y establecida su asignación con 
base en el vector de asignaciones.  
 
A manera de ejemplo, se  ilustra (en un problema JSSP3x4)  las secuencias de los pedidos en las 
maquinas (Tabla 5 y 6) con su respectivo cromosoma inicial  (Tabla 7) y diagrama de Gantt 
(Figura 1). Con base en una serie de  permutaciones de la primera fila (Tabla 7),   se puede 
obtener una nueva solución del problema planteado. (Tabla 8)  
 
 
 Tabla 5: Secuencia de pedidos en máquinas                      Tabla 6: Tiempo invertido por cada 
                   para un problema JSSP3x4                                  pedido en cada máquina JSSP3x4 
 
 
Tabla 7: Cromosoma inicial para un problema JSSP3x4  
Posiciones  1 2 3 4 5 6 7 8 9 10 11 12 
Asignaciones 1 1 1 2 2 2 3 3 3 4 4 4 
 
 
Tabla 8: Nueva solución para un problema JSSP3x4  
Posiciones  10 3 6 9 2 1 4 11 7 5 12 8 
Asignaciones 4 1 2 3 1 1 2 4 3 2 4 3 
 
El anterior cromosoma se representa en el diagrama de Gannt de la figura 1, el cual se elabora 
con base en las tablas 5 y 6, sombreando secuencialmente el tiempo invertido en cada máquina 
por cada pedido, así: a) La primera posición es 10, que corresponde al pedido 4 en su primera 
máquina, que es la 2, el cual requiere de 9 unidades de tiempo. b) La segunda posición es 3, que 
corresponde al pedido 1 en su primera máquina, que es la 1, el cual requiere de 4 unidades de 
tiempo. c) La tercera posición es 6, que corresponde al pedido 2 en su primera máquina, que es la 
3, el cual requiere de 3 unidades de tiempo. d) La cuarta posición es 9, que corresponde al pedido 
3 en su primera máquina, que es la 3, el cual requiere de 3 unidades de tiempo. e) La quinta 
posición es 2, que corresponde al pedido 1 en su siguiente segunda máquina, que es la 3, el cual 
requiere de 3 unidades de tiempo. f) Y así sucesivamente. 
 
Maquinas/Pedidos P1 P2 P3 P4 
1 3 3 2 
3 1 1 1 Secuencia 
2 2 2 3 
Máquinas /Trabajos T1 T2 T3 T4 
M1 4 3 5 7 
M2 7 7 2 9 
M3 3 3 3 5 
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Fig. 1: Diagrama de Gannt para un problema JSSP 3x4 
 
Paso 2: Definición   de las bases de datos de consumo de energía eléctrica 
 
Para cada uno de los equipos de la empresa objeto de estudio, se establecen su consumo en 
Kw/h. Posteriormente y tomando como referencia los costos de la empresa proveedora de energía 
eléctrica  se calcula el consumo y costo de electricidad (por horas) en la empresa objeto de 
estudio. Finalmente, en este punto, se toman en cuenta los tiempos de cada uno de los pedidos y 
las rutas de proceso, con el fin de establecer una tabla de consumo en KW/H y costo, por cada 
trabajo, en cada una de las máquinas. 
 
Paso 3: Definición  de las bases de datos de accidentalidad 
 
Tomando como referencia las tablas de accidentalidad de la empresa objeto de estudio, se 
establece el índice de accidentalidad durante cada una de las horas de la jornada laboral de la 
empresa; esto es entre 6:00 a.m.  y 8:00 p.m.   
 
Paso 4: Aplicación del  Algoritmo de NSGA-II 
 
En el desarrollo del algoritmo NSGA-II se debe considerar los siguientes pasos de carácter 
general: a) definición de variables; b) determinación de los cromosomas de población inicial; c) 
determinación de las operaciones genéticas a realizar: recombinación PMX (97%) (Murata, 
Ishibuchi 1995)  y mutación. (3%)(Lin, 1973); d) cálculo de la función fitness; e) clasificación de los 
individuos en frentes,  extracción de los mejores individuos y conformación de la población para la 
siguiente generación y f) definición de una condición de parada.   
 
Este algoritmo utiliza una población descendiente Qt (tamaño N), la cual es creada inicialmente 
con una población de padres Pt (tamaño N); seguidamente, las dos poblaciones son unidas para 
formar una población Rt, de tamaño 2N. Posteriormente y por medio un ordenamiento no 
dominado se clasifica la población Rt en diferentes frentes de Pareto.  Esto requiere de un 
proceso complejo, que permite verificar la dominancia en la población de padres e hijos. Una vez 
el proceso de ordenamiento no dominado finaliza, la nueva población se extrae de los grupos de 
frentes no dominados.  Usando los individuos de los mejores frentes, se completa una población 
de tamaño N.  Una vez la población es completada, los demás individuos pertenecientes a los 
frentes de peor calidad, son eliminados.  Al momento de decidir qué elementos deben ser 
eliminados, se utiliza técnicas basadas en distancia de apilamiento (Echeverry, 2009; Deb et ál, 
2000; Correa et ál, 2008)).    
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Paso 5: Ponderación de resultados 
 
Se establece una función fitness que se aplica a cada uno de los tres objetivos a optimizar: a) 
tiempo de proceso, b) costo de energía  eléctrica y c) accidentalidad laboral. Las tres funciones 













                                                                     
                                                                 (1)
 
El objetivo es minimizar esta función Fitness. Donde N  representa el número de trabajos, M 
representa el número de máquinas y Pij es el tiempo de procesamiento del trabajo i, en la máquina  
j. Para cada una de las mejores secuencias encontradas, se determina el tiempo de proceso, 
costo de electricidad y la probabilidad de generarse accidentalidad laboral.  Esta última se calcula, 
según información histórica, dividiendo el número de trabajadores accidentados sobre el número 
de trabajadores expuestos.  Se toma como referencia la definición de las bases de datos de 
electricidad y accidentalidad (pasos 2 y 3). El costo de electricidad   se establece según el tiempo 
en que cada trabajo inicia  y termina en cada máquina, teniendo presente su secuencia en las 
diferentes máquinas que debe pasar. El índice de accidentalidad (probabilidad), se determina 
según el número  trabajadores expuestos  por pedido en cada máquina y su accidentalidad 
esperada según su jornada.  Se establece entonces una tabla donde para cada uno de los 
individuos se muestre el resultado de sus tres funciones objetivo.  
 
Finalmente, se escogen los individuos con mejor desempeño en cada una de las tres funciones y 
se ponderan según las ecuaciones 2, 3 y 4.   En la ponderación se estima  un factor de 
ponderación, para cada uno de los objetivos. En este caso el factor de ponderación es 4,5 y 1 
respectivamente, es decir 0.4, 0.5 y 0.1 respectivamente. El nivel de importancia de cada individuo 
se califica de 0 a 1, al comparar cada individuo con el conjunto de individuos, aplicando las 











Donde: =X Cualquier individuo de la población; =j Número de un individuo de la población; 
=jX Individuo j de la población; =)( jXP Ponderación del Individuo jX , siempre es un valor entre 
0 y 1; =i Contador que va de 1 al número total de Funciones Objetivo; =M Número total de 
Funciones Objetivo; =ijX )( Valor de la Función Objetivo i en el individuo  j; 
)))((( ji XfVRP =Ponderación del Valor Relativo de la Función Objetivo if  en el Individuos j;  
VR= Valor Relativo entre 0 y 1. 
 
Si la Función Objetivo if  es de minimizar la Ponderación del Valor Relativo de la Función Objetivo 





















Donde P = Ponderación; VR= Valor relativo entre 0 y 1; X=Cualquier individuo de la población; 
=j Número de un individuo en una población; =jX Individuo j de una población; =i Número de 
la Función Objetivo; =)( ji Xf  Valor de la función if  para el individuo jX ; =
max
if Valor máximo 
encontrado para la función  if  en una población; =
min
if  Valor mínimo encontrado para la función  
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if  en una población; =FP Factor de Ponderación; =)( ifFP Factor de Ponderación de la Función 
Objetivo i ( if ). Si la Función Objetivo if  es de maximizar la Ponderación del Valor Relativo de la 
Función Objetivo if  en el Individuos j se haya con la ecuación 4:
        






















Donde P = Ponderación; VR= Valor relativo entre 0 y 1; X=Cualquier individuo de la población; 
=j Número de un individuo en una población; Xj=Individuo j de una población; =i Número de la 
Función Objetivo; fi(Xj) =Valor de la función if  para el individuo jX ; fi
max=valor máximo 
encontrado para la función  if  en una población; fi
max=valor mínimo encontrado para la función  if  
en una población; =FP Factor de Ponderación; =)( ifFP Factor de Ponderación de la Función 
Objetivo i ( if ) 
 
Paso 6: comparación de resultados 
 
Con el fin de establecer el porcentaje de superioridad de la mejor solución encontrada, con esta 
técnica,  respecto a la solución establecida por la técnica tradicional de programación de la 
producción denominada “primero en entrar – primero en salir” (FIFO, por su siglas en inglés), los 
mejores valores encontrados con esta nueva metodología son comparados con el valor 
encontrado mediante esta técnica tradicional  de programación de la producción. 
  
Experimentación: El desarrollo se llevó a cabo en una empresa metalmecánica, para un problema 
de 10 trabajos y 10 máquinas. La empresa objeto de estudio se enmarca en los procesos de corte, 
esmerilado, doblado, deformación volumétrica, laminado, forjado, trefilado, extrusión, fundición, 
maquinado convencional, maquinado no tradicional, soldadura, ensamble y tratamiento de 
superficies, entre otros.   Así mismo, con base en la información suministrada por los proveedores 
de maquinaria, se establece el consumo en KW/H en cada uno de los centros de trabajo.  
 
Adicionalmente, tomando como referencia las tarifas  de la comisión reguladora de energía y gas 
CREG, se pudo establecer el costo del consumo energético de los diferentes equipos. Finalmente, 
en este punto, se emplearon los datos de salud ocupacional de la empresa con el fin de establecer 
los respectivos índices de accidentalidad. Las tablas 9 y 10 representan los tiempos de  proceso 
de cada trabajo en cada máquina y las secuencias respectivas que deben seguir los trabajos por 
las máquinas. Las máquinas de cada uno de los procesos presentan una jornada de 9 horas 
diarias, entre 10:00 - 19:00 horas. 
 
Tabla  9: Tiempos de proceso 
 
 P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
M1 29 43 85 71 6 47 37 86 76 13 
M2 78 28 91 81 22 2 46 46 69 85 
M3 9 90 74 95 14 84 13 31 85 61 
M4 36 69 39 98 26 95 61 79 76 52 
M5 49 75 33 99 69 6 55 32 26 90 
M6 11 46 10 43 61 52 21 74 51 47 
M7 62 46 89 9 53 65 32 88 40 7 
M8 56 72 12 85 49 25 30 36 89 45 
M9 44 30 90 52 21 48 89 19 74 64 
M10 21 11 45 22 72 72 32 48 11 76 
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Tabla 10: Secuencias de cada trabajo 
 
P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
1 1 2 2 3 3 2 3 1 2 
2 3 1 3 1 2 1 1 2 1 
3 5 4 1 2 6 4 2 4 3 
4 10 3 5 6 4 3 6 6 7 
5 4 9 7 4 9 7 5 3 9 
6 2 6 9 5 10 6 7 10 10 
7 7 8 8 9 1 10 9 7 6 
8 6 7 4 8 7 9 10 8 4 
9 8 10 10 10 5 8 8 5 5 
Secuencia 




Paso 1: Codificación con un cromosoma  basado  en una permutación. Con base en lo establecido 
en el paso 1 de la metodología, se codifica el siguiente cromosoma inicial. (ver Tabla 11) 
 
 
Tabla  11: Cromosoma inicial 
 
Posiciones 1 2 3 4 5 7 8 9 10 ….. 91 92 93 94 95 96 97 98 99 100
Asignaciones 1 1 1 1 1 1 1 1 1 …. 10 10 10 10 10 10 10 10 10 10
 
Paso 2 y 3: Definición   de las bases de datos de consumo de energía eléctrica. Para cada una de 
las diferentes máquinas se establece el consumo en KW/H de los trabajos en las máquinas. (Ver 
Tabla 12). Igualmente, la Tabla 13 ilustra el índice de accidentes por trabajo y máquina. 
 
 
Tabla 12: Consumo KW/H en cada máquina (x10-4) 
 
Tabla 13: Índice de   accidentalidad (Horas). 
 
 
  P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
M1 19,4 11,7 22 6,6 6,8 18,5 10,4 0,8 5,3 13,3
M2 4,9 11 19,8 7 24,5 23,4 22 17,3 15,8 14,3
M3 22,4 17,1 15,9 23,1 10,4 19,3 13,8 14,8 15,2 23,5
M4 22,4 2,2 13,6 23,9 1,2 16,3 17,2 5,7 3,5 18,4
M5 22,4 9,6 18,9 21,5 17,9 14,9 7,8 3,2 1,4 24,2
M6 17,2 3,4 11,6 18,8 17,8 6,1 13,9 10,8 23,4 11,2
M7 12,7 21,1 5 21,9 5,7 21,5 0,8 24,2 0,9 2,4
M8 16,5 23,6 17,5 21,6 19,7 20,6 12,1 8,4 11,9 22,6
M9 7,8 4,3 24,6 11,9 7,1 22,9 4,4 19,6 10,8 7,7
M10 12,7 14 8,5 15,7 1,8 15,8 3,6 4,6 12,4 16,1
  P1 P2 P3 P4 P5 P6 P7 P8 P9 P10 
M1 3 1 1 4 4 2 4 1 2 2
M2 2 4 2 5 1 1 1 4 5 2
M3 3 4 1 2 3 5 1 1 5 2
M4 3 5 4 4 1 3 4 2 3 4
M5 3 3 2 5 1 4 4 5 3 5
M6 3 3 3 4 2 1 4 5 5 2
M7 3 5 5 5 1 3 4 1 1 5
M8 2 3 1 3 1 3 1 5 2 4
M9 3 3 1 1 5 1 2 3 3 3
M10 3 2 4 4 1 5 3 3 5 3
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Paso 4: Aplicación del Algoritmo de NSGA-II. Inicialmente, el algoritmo está estructurado para 
encontrar varias soluciones, es decir genera varios individuos considerados óptimos (no 
dominados). Al final se obtiene un conjunto de soluciones de las cuales se pueden escoger las 
más indicadas en el cumplimiento de los objetivos planteados (Ver Tabla 14). 
 
Paso 5: Ponderación de resultados. Aplicando el algoritmo explicado en el paso 4, de la 
metodología, con una condición de parada de 1.000.000 iteraciones, se encuentran los N mejores 
individuos, los cuales son ponderados conforme se establece en las ecuaciones 1, 2,  3 y 4 
obteniéndose los  resultados de la tabla 14 :  
 
Los valores obtenidos en las funciones objetivo en la Tabla 13 (Columnas F1- Makespan, F2- 
índice de energía y F3 - índice de accidentalidad) presentan diferencias considerables en su 
tamaños; por ejemplo, en el primer individuo, la primera función tiene como resultado 1086, la 
segunda 27029 y la tercera 5183, lo cual expone una alta diferenciación en los valores obtenidos. 
Una ponderación  con el método tradicional no logra obtener una percepción adecuada de la 
relevancia de cada función, dado que la segunda función tiene un valor alto, el cual opaca el valor 
de la primera y la tercera función.  Por lo anterior se cambian los valores de cada función 
(ecuaciones 1, 2,3 y 4), por valores relativos entre 0 y 1, obteniéndose  en la tabla 14 las 
columnas PD(Xj)1, PD(Xj)2, PD(Xj)3 y la columna P(Xj), siendo esta última la suma de las tres 
últimas columnas. Así, los individuos con el mejor valor P(Xj) son los elegidos. En este caso, los  
mejores individuos se encuentran en las filas 4, 6, 9, 10, 15. Finalmente, en la Figura 2, se ilustra 
el diagrama de Gantt, para el mejor individuo de la tabla 14. Con el cual se encuentra un tiempo 
de proceso de 992.  
 







(accidente) PD(Xj)1 PD(Xj)2 PD(Xj)3 P(Xj) 
1 1086 27029 5183 0,1186 0,2222 0,0556 0,3964 
2 1045 27040 5176 0,2576 0,0694 0,0944 0,4214 
3 1104 27013 5175 0,0576 0,4444 0,1 0,602 
4 1003 27029 5175 0,4 0,2222 0,1 0,7222 
5 1073 27030 5183 0,1627 0,2083 0,0556 0,4266 
6 1031 27018 5191 0,3051 0,375 0,0111 0,6912 
7 1121 27009 5184 0 0,5 0,05 0,55 
8 1113 27011 5185 0,0271 0,4722 0,0444 0,5437 
9 1028 27019 5193 0,3153 0,3611 0 0,6764 
10 1098 27009 5180 0,078 0,5 0,0722 0,6502 
11 1088 27023 5179 0,1119 0,3056 0,0778 0,4953 
12 1045 27045 5179 0,2576 0 0,0778 0,3354 
13 1045 27043 5179 0,2576 0,0278 0,0778 0,3632 
14 1080 27013 5182 0,139 0,4444 0,0611 0,6445 
15 1034 27013 5190 0,2949 0,4444 0,0167 0,756 
16 1038 27027 5187 0,2814 0,25 0,0333 0,5647 
17 1045 27039 5177 0,2576 0,0833 0,0889 0,4298 
 
Paso 6: Calculo de un valor óptimo estimado y comparación de resultados. Una  comparación de 
la mejor  solución encontrada bajo esta metodología, con la mejor solución encontrada  por 
algunas técnicas tradicionales de secuenciación de la   producción (FIFO), muestra que la nueva 
metodología propuesta es superior en  42.13%, tal y como se expone en la Figura 3. 
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DISCUSIÓN   
 
De las diversas revisiones literarias, se puede deducir que el empleo de los algoritmos evolutivos 
en la solución de un problema Job Shop multi - objetivo no ha sido muy difundido.  Si bien,  es 
factible encontrar múltiples técnicas de inteligencia artificial en la solución de problemas Job - 
Shop  multiobjetivos, muy pocas se enfocan en problemas específicos de la empresa y casi 
ninguna define una función propia de ponderación para las funciones fitness. Siendo importante 
resaltar que en la bibliografía revisada para el desarrollo de este articulo, no se encontró un 
documento, el cual contraste  la efectividad de una metodología multi-objetivo, con una técnica 








Fig. 3: Diagrama de Gantt según el metodo FIFO. JSSP 10x10. T. Proceso 1410 
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CONCLUSIONES 
 
Los resultados y  discusiones, sobre la aplicación de la metodología en la solución de un problema 
Job shop multi-objetivo, permiten obtener  las siguientes conclusiones: 1) La metodología 
propuesta  busca mediante un algoritmo genético multi objetivo, la evolución de un cromosoma o 
individuo que represente la programación de la producción, en un sistema Job Shop, el cual 
permite programar  el mayor número de tareas posibles, (minimizando  el makespan) en los 
horarios donde la probabilidad de generar accidentes  y el costo de energía eléctrica   sean  
mínimos.  2) Dicha metodología logra obtener una solución superior en un 42.13% en las variables 
objeto de estudio, respecto al método FIFO. Se resalta que estudios previos desarrollados por los 
autores de la presente contribución refuerzan esta afirmación (Castrillon et ál, 2011; Castrillon et ál 
2010; Castrillon et ál 2009). 3) El proceso de esta metodología es fácil de replicar, pues para 
obtener los mismos resultados del presente trabajo, solo es necesario partir de una adecuada 
codificación inicial, como se describe en la figura 1, con las probabilidades de mutación y 
combinación genética descritas en este texto. 4)  En futuras líneas de investigación, la 
metodología propuesta puede ser combinada con otras técnicas de inteligencia artificial tales 
como sistemas expertos, búsqueda tabú, minería de datos, etc.,  las cuales se espera que 
permitan mejorar los resultados obtenidos. Par tales fines, se propone abordar el análisis de otras 
variables tales como el consumo de agua y combustible,  en situaciones  no deseadas como paro 
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En el presente artículo se analiza el desempeño de las variables tiempo de procesamiento, fracción 
defectuosa causada por la fatiga del operario y costo de mano de obra directa, en un sistema tipo “contra 
existencia” (job shop). Con el anterior propósito se comparan dos métodos, el primero toma elementos de 
los algoritmos VEGA y MOGA (VyM), mientras que el segundo corresponde a un método de sumas 
ponderadas (MSP). Al aplicar las metodologías se encontró que el método VyM presenta mejor desempeño 
al compararlo con el MSP. Respecto al tiempo de proceso (en horas) el primero supera al segundo en 7.0 
%; respecto al tiempo de proceso (en semanas) el primero supera al segundo en 6.7 % y respecto a la 
fracción defectuosa, el primero supera al segundo en 1,4 %. En cuanto al costo de mano de obra, ambos 
métodos presentan igual desempeño. 
 
Palabras clave: multiobjetivo, algoritmos genéticos, moga,  job shop, tiempo de procesamiento 
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In this paper, the performance of the variables: makespan time, defective fraction due to operator fatigue 
and direct labor cost, in a job shop manufacturing system is presented. Two methods are compared; the 
first one blends elements from VEGA and MOGA algorithms (V&M), while the second one corresponds to a 
weighted sums method (WSM). Applying these methodologies, it was found that the method V&M has a 
better performance than the WSM. Comparing he variable makespan time (in hours) the first is better by 7.0 
%; comparing the variable makespan time (in weeks) by 6.7 %; and comparing the variable defective 
fraction by 1.4 %. Regarding the variable labor costs, both methods have the same performance. 
 
Keywords: multiobjective, genetic algorithms, moga, job shop, makespan time 
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INTRODUCCIÓN 
 
Las variables evaluadas en este artículo se relacionan de forma directa con el desempeño de las 
prioridades competitivas de fabricación: costos, tiempo de entrega, calidad y flexibilidad. De forma 
específica, se analiza una organización metalmecánica, cuyo sistema de fabricación se categoriza como 
“Job Shop”.  Para ésta compañía, se describirá enseguida el comportamiento de las variables: tiempo de 
proceso, fracción defectuosa causada por la fatiga del operario y costos por mano de obra directa. 
 
En cuanto a la determinación del tiempo de proceso, puede afirmarse que la organización no lo estima de 
manera confiable, por lo cual se reduce tanto el nivel de servicio como el número de clientes. En cuanto a la 
fracción defectuosa causada por la fatiga del operario, la organización utiliza mano de obra intensiva, 
resaltándose en este caso que la probabilidad de obtener artículos no conformes se incrementa al 
transcurrir la jornada laboral (Estrada, 2000). Al respecto, se muestra en la tabla 5 la proporción de artículos 
defectuosos originada por la fatiga del operario. Estos valores pueden calificarse como significativos, ya que 
implican: reducción de la capacidad productiva y asimismo, aumento en los costos de producción. 
 
En cuanto a los costos de mano de obra directa, se hace notar que debido a las fluctuaciones incidentes 
sobre el renglón económico al cual pertenece la compañía, la demanda de mercado frecuentemente se 
incrementa o se reduce, dificultándose tomar de forma oportuna la decisión de qué tipo de esquema laboral 
será adoptado por la organización (determinación del número de horas a ser laboradas en el día al igual que 
definición del número de días a ser laborados durante la semana), bajo el cual se opere al menor costo 
posible de mano de obra directa. 
 
De acuerdo con lo expuesto, este artículo tiene como propósito minimizar de forma simultánea el 
comportamiento de las variables: tiempo de proceso, fracción defectuosa causada por la fatiga del operario 
y costos de mano de obra directa en un sistema de fabricación “Job Shop”. Para éste efecto, se  diseña un 
algoritmo genético, el cual toma elementos de los algoritmos  genéticos “Vega” y “Moga”. Estos algoritmos 
se describen en Coello (2002). Asimismo, debe anotarse, como se observará más adelante que no existen 
antecedentes de análisis relacionados con el comportamiento en paralelo de las variables de interés. 
 
Respecto a la cuantificación de las variables en mención, se expresa que la estimación de los valores 
correspondientes tanto a la fracción defectuosa como al costo de mano de obra directa, requieren 
establecer de manera previa el tiempo de proceso. La determinación del tiempo de proceso en un sistema 
de fabricación tipo “Job Shop”,  se clasifica como un problema NP difícil. Dado el caso de existir un número 
de “N”  pedidos y un número de “M” centros de trabajo, el total de soluciones a evaluar es M!
N 
(Sipper y 
Bulfin, 1998). La modelación del anterior problema bajo los conceptos de programación lineal y su 
descripción cualitativa se ilustran en Binato et al (2002). A su vez, el problema tradicionalmente se ha 
resuelto al evaluar ciertas combinaciones, las cuales se definen utilizando reglas de programación: 
operación más larga, operación más corta, primero en llegar primero en procesarse, último en llegar primero 
en procesarse, entre otras (Sipper y Bulfin,  1998). En caso de cuantificarse la totalidad de combinaciones 
bajo un software particular, se puede requerir un tiempo de cómputo muy superior a los intervalos de tiempo 
en los cuales se toman decisiones en el sector real. 
 
Debido a lo anterior, el tratamiento del problema se realiza actualmente de forma oportuna utilizando 
técnicas fundamentadas en inteligencia artificial, siendo una de ellas la identificada bajo la denominación de 
algoritmos genéticos. Esta técnica, ha tenido en general recientes avances relacionados con el problema de 
interés, así: 
 
Problemas generales de la gestión operacional   
 
Existen cuatro desarrollos recientes en los campos: programación multipropósito en logística (Li et a., 2012), 
programación de máquinas que procesan en paralelo (Cheng et al., 2012), programación de “N” actividades en 
una máquina (Mazdeh et al., 2012) y planificación de producción (Frutos y Tohmé, 2012).  
 
Problemas del tipo Job Shop 
 
Las aplicaciones se presentarán en las siguientes categorías: rediseño de operadores, diseño de 
algoritmos, problemas generales en “Job Shop” y problemas multiobjetivo en “Job Shop”. 
Rediseño de Operadores. En ésta categoría clasifican dos desarrollos.  En el primero se diseñan algoritmos 
de selección clonal (Akhshabi y Khalatbari, 2011). En el segundo se obtienen algoritmos híbridos orientados 
a definir nuevos operadores genéticos (Dao Er Ji y Wang, 2012). 
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Diseño de algoritmos. A ésta categoría pertenecen seis desarrollos. El primero obtiene el menor tiempo de 
proceso (Rou y Asmuni, 2010). El segundo corresponde a un algoritmo de búsqueda tabú híbrido con una 
estructura de vecindario eficiente (Li et al., 2011). El tercero cambia la secuencia de programación sin 
alterar el tiempo de proceso (Thamilselvan y Balasubramanie, 2011). El cuarto permite manejar lotes de 
transferencia al programar producción (Zhang y Wu, 2012). El quinto presenta un método con aplicaciones 
paralelas (Bozejko, 2012). El sexto minimiza el tiempo de proceso fusionando búsqueda gravitacional y 
redes de Petri (Barzegar et al., 2012).  
 
Problemas generales en “Job Shop”. En ésta categoría clasifican tres desarrollos: El primero reduce el 
tiempo de procesamiento y el tiempo muerto (Castrillón et al., 2011). El segundo aplica sí una o más 
máquinas deben realizar operaciones diferentes (Medina et al., 2011). El tercero analiza los problemas de 
Programación tipo “Job Shop” y “Flow Shop”, generando un algoritmo hereditario que minimiza el tiempo de 
proceso (Anandaraman, 2011). 
 
Problemas multiobjetivo en “Job Shop”. A la categoría pertenecen seis desarrollos. Estos seis desarrollos 
pueden clasificarse en técnicas analíticas y técnicas heurísticas. Desde el enfoque analítico, existe un 
desarrollo reciente, el cual aborda la programación multiobjetivo de los sistemas “Job Shop Flexible” por 
medio de la aplicación de los siguientes modelos: sistemas de espera, métodos de decisión general, 
cadenas de Markov y simulación Monte Carlo (Nicoara, 2012).  
 
La aplicación de métodos analíticos se complementa con la aplicación de métodos heurísticos. De acuerdo 
con lo anterior, puede afirmarse  que los cinco desarrollos adicionales pertenecen al campo de la heurística. 
Específicamente, tres de estos desarrollos utilizan de manera básica algoritmos genéticos, el cuarto 
desarrollo se orienta a definir un método híbrido entre algoritmos genéticos con otra técnica heurística y, por 
último el quinto desarrollo, compara  el desempeño entre algoritmos genéticos con una técnica analítica.   
 
Al evaluar las tres aplicaciones estructuradas para utilizar de manera básica algoritmos genéticos, se 
encuentra que el objetivo común de dos ellas, coincide en la caracterización de ciertas variables no tratadas 
hasta el momento en la literatura, mientras que la tercera busca mejorar las operaciones de cruzamiento y 
de mutación. Es así como, la primera aplicación minimiza el comportamiento de las variables: tiempo de 
proceso, costos por energía y accidentalidad laboral (Ruiz et al., 2011). En la segunda, se diseña un 
algoritmo denominado NSHA, cuyos resultados superan el desempeño del algoritmo NGSA – II (Ghiasi et 
al., 2012).  Finalmente, en la tercera se incorporan los principios de entropía y de inmunidad, con el fin de 
modificar el desempeño de las operaciones de cruzamiento y de mutación (Wang et al., 2010).  
 
A nivel del cuarto desarrollo, se obtiene un método híbrido entre algoritmos genéticos con una búsqueda 
local, cuya aplicación permite incrementar el desempeño de las variables: tiempo de proceso, total de carga 
de trabajo y máxima carga de trabajo de un sistema del tipo “Job Shop Flexible” (Xiong et al., 2012). 
Finalmente,  en el quinto desarrollo se aprecia la caracterización de  algunas variables que no han sido 
objeto de análisis en la literatura; dichas variables son tiempo de procesamiento, costos de mano de obra 
directa y fracción defectuosa debida a la fatiga del operario. Para este efecto, se compara un método híbrido 
entre diversos tipos de algoritmos genéticos con un método híbrido entre algoritmos genéticos con una 
técnica analítica, la cual es conocida bajo el nombre de “suma de factores ponderados” (Coca et al., 2013).  
 




En la metodología los pasos 2 a 8, se encuentran fundamentados en los algoritmos VEGA y MOGA. Esta 
metodología se propone debido a que en la actualidad la situación analizada no se ha evaluado por medio 
de la utilización de ningún método heurístico. Por tanto, se busca establecer un algoritmo que fusione 
aquellos elementos importantes de los algoritmos VEGA y MOGA, de tal manera que sus resultados puedan 
ser comparables con los resultados obtenidos al aplicar posteriormente sobre la misma situación, los 
algoritmos NSGA II, SPEA II u otro tipo de heurísticas híbridas. Asimismo, se comenta que el paso 9 
corresponde a una búsqueda aleatoria para una función de sumas ponderadas, por medio de la cual se 
identificará una población de respuesta que será comparada con la población obtenida al aplicar el método 
híbrido entre VEGA y MOGA. Respecto a lo anterior, cabe anotar que al método híbrido entre VEGA y 
MOGA, se le denominará en adelante “método uno”, mientras que a la búsqueda aleatoria se le denominará 
“método dos”.  
 
Finalmente, en el paso 10 se procede a realizar un análisis comparativo de ambos métodos. A continuación, 
se muestran a nivel general los pasos que integran la metodología:  
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Paso1 (Caracterización general del problema)  Paso 2 (Generación de la población inicial)  Paso 3 
(Generación y evaluación de subpoblaciones)  Paso 4 (Conformar la primera nueva población)  Paso 5 
(Ordenar por frentes la primera nueva población)  Paso 6 (Establecer la segunda nueva población)  
Paso 7 (Evaluar la población final  Paso 8 (Ordenar y analizar por frentes la población final)  Paso 9 
(Aplicar una búsqueda aleatoria para una función lineal de sumas ponderadas – Método dos)  Paso 10 
(Comparar los métodos “uno” y “dos”) 
 
Paso 1 Caracterización general del problema. 
 
De acuerdo con lo expuesto, se analiza un sistema “Job Shop”. En la tabla 1, los pedidos se presentan por 
filas mientras que los centros de trabajo se presentan por columnas. En la intersección entre fila y columna 
se registra el tiempo de procesamiento de los pedidos en cada centro de trabajo (Koonce, 2000). 
 
Tabla 1: Problema General JSSPNxM 
 
 C1 … Cm 
Ped1  Tp  
…    
Pedn    
 
Paso 2 Generación de la población inicial. 
 
De acuerdo con las condiciones de la organización analizada existen 9 pedidos a ser programados, los 
cuales después de permutarse equivalen a 9! individuos. Cada individuo contiene a la vez 6 subindividuos. 
Un subindividuo estará compuesto por las columnas de  la tabla 2: “Individuo”, “turnos de trabajo” y “labora 
sin o con dominical”. Asimismo, en la columna “Individuo”, se muestra como ejemplo el individuo: “9-7-5-4-1-
6-2-3-8”, el cual proviene de una de las 9! permutaciones ya nombradas. En éste individuo, se interpreta  
que el “pedido 9” presenta prioridad uno en el orden de programación y así se continúa hasta que al “pedido 
ocho” le corresponde la prioridad número nueve. Para el individuo identificado, se establecen diferentes 
esquemas de organización por turnos. Tales esquemas se ilustran en las columnas de la tabla 2: “Turnos de 
trabajo” al igual que “horas al día”. Con base en la información de estas columnas, se determina que un 
individuo puede proyectarse en tres horizontes de tiempo: día de 8 horas (6 a.m a 2 p.m), día de 16 horas (6 
a.m a 2 p.m y 2 p.m  a 10 p.m) o día de 24 horas (6 a.m a 2 p.m, 2 p.m a 10 p.m  y 10 p.m a 6 a.m). A su vez, en la 
columna: “labora sin o con dominical”, se indica que el individuo también puede evaluarse en dos 
alternativas de tiempo a la semana: 6 días (sin domingo) o siete días (con domingo). 
  
Bajo el marco anterior, se identifica la existencia de 9! x 6 subindividuos (los subindividuos se denotarán en 
adelante como individuos). Del total de individuos, se toma como población inicial R individuos. 
 








Labora sin o con 
dominical 
1 9-7-5-4-1-6-2-3-8 6 am a 2 pm 8 Sin laborar domingo 
2 9-7-5-4-1-6-2-3-8 6 am a 2 pm - 2 pm  a 10 pm 16 Sin laborar domingo 
3 9-7-5-4-1-6-2-3-8 6 am a 2 pm - 2 pm a 10 pm  - 10 pm a 6 am 24 Sin laborar domingo 
4 9-7-5-4-1-6-2-3-8 6 am a 2 pm 8 Laborando domingo 
5 9-7-5-4-1-6-2-3-8 6 am a 2 pm - 2 pm  a 10 pm 16 Laborando domingo 
6 9-7-5-4-1-6-2-3-8 6 am a 2 pm - 2 pm a 10 pm  - 10 pm a 6 am 26 Laborando domingo 
 
La estructura de un individuo al igual que su respectivo ejemplo, se muestran en la tabla 3. En esta 
estructura se observan 11 campos, de  los cuales se utilizan nueve para almacenar cada uno de los 
pedidos. Por ejemplo, en la tabla en mención se establece que al “campo 1” se le relaciona el “pedido 9”,  
significando que este pedido sería el primero en programarse. Al incrementar el número del campo y 
avanzar hasta el “campo 9”, se identifica que a este campo le corresponde el “pedido 8”, determinándose 
para la situación particular que el pedido considerado debe programarse en novena posición. A su vez en el 
“campo 10”, se registran los “Turnos de trabajo”, es decir, el número de horas laboradas al día (para el 
ejemplo mostrado se laborarían 8 horas en el día, se inicia a las 6:00 am y se termina a las 2 pm). 
Finalmente,  el “campo 11” hace referencia a trabajar o no el día domingo, se considera por tanto en dicha 
posición, el número de días laborados a la semana (para el ejemplo diseñado, se laborarían 7 días a la 
semana, debido a que se encuentra registrada la expresión: “con domingo”). 
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Paso 3 Generación y evaluación de las subpoblaciones. 
 
Se divide la población en tres subpoblaciones, uno para cada objetivo. Cada subpoblación estará 
conformada por R/3 individuos. Los individuos de cada subpoblación son evaluados y ordenados de menor 
valor a mayor valor de acuerdo con la función objetivo correspondiente. Posteriormente, se procede a 
eliminar de cada subpoblación el 20 % de los individuos que presenten los mayores valores. 
 
Para las tres subpoblaciones se requiere determinar en primera instancia el tiempo de proceso, la función 








En la ecuación 1, “N” representa el número de pedidos, “M” representa el número de máquinas y “Pij” 
corresponde al tiempo del pedido i en la máquina j. 
 
Para la subpoblación en la cual se establece la fracción defectuosa, se utiliza un mecanismo de 
penalización. El mecanismo se encuentra basado en la información histórica de la Compañía relacionada 
con la proporción de producción defectuosa por hora y que a su vez es causada por la fatiga del operario.  
El valor de esta proporción se multiplica por 100 generándose el número de puntos que serán aplicados, 
dado el caso que se esté procesando cierto pedido en alguna hora en particular. Posteriormente se suman 
los puntos de penalización asignados por hora, obteniéndose por tanto la penalización total por producción 
defectuosa. 
 
En cuanto a la subpoblación en la cual se determina el costo por mano de obra directa, se utiliza también un 
mecanismo de penalización. En éste caso los puntos se asignan de acuerdo con las siguientes categorías: 
programa de trabajo diurno, programa de trabajo nocturno (10 pm a 6 am), programa de trabajo diurno en 
día dominical y programa de trabajo nocturno en día dominical (10 pm a 6 am).  A cada uno de estos 
programas le corresponde una asignación de puntos específica, la cual obedece a los valores de recargo 
porcentual sobre el valor del salario en tiempo normal. Asimismo, el número de personas requeridas en un 
turno de 8 horas se racionaliza, garantizando que cada persona labore la mayor proporción posible de 
tiempo. Una vez definido el número de personas requeridas por turno, se multiplica éste valor por el valor de 
la penalización correspondiente al programa de trabajo en el cual clasifique el turno. Después de haber 
definido la anterior penalización, se suma la penalización asignada a los diferentes turnos obteniéndose en 
éste caso la penalización total por costo de mano de obra directa. 
 
Paso 4 Conformar la primera nueva población. 
 
La  primera nueva población se conforma así:  
 
Cada subpoblación de 0,8R/3 individuos, se divide en tres intervalos. De cada intervalo se extraen 
aleatoriamente 0,0555R individuos. En total las subpoblaciones aportan 0,5R individuos a la nueva 
población. A los anteriores 0,5R individuos se les aplica con una probabilidad de 96%, la operación de 
cruzamiento. Esta operación se realiza hasta estimar otro 30 % del tamaño de la población (R). El 
cruzamiento se realiza intercambiando posiciones entre pedidos. Sí al realizar la operación de cruzamiento 
se señala una posición correspondiente a un campo alfabético (ver en la tabla 3 los “campos 10 y 11”), se 
descarta la operación de cruce y se realiza sobre dicho campo la operación de mutación.  
 
Otro 10 % de los individuos, se origina en la mutación aleatoria de los anteriores 0,8R individuos. Mientras 
que el último 10 % de los individuos se obtiene de la exploración aleatoria del total de posibles soluciones. 
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Paso 5 Ordenar por frentes la primera nueva población. 
 
La población definida se evalúa en cada una de las tres funciones objetivo y se ordena a nivel ascendente 
de acuerdo con el  valor  del tiempo de procesamiento; a partir de ésta clasificación se obtienen los diversos 
frentes. Con este fin, se procede comparando cada individuo con los demás de la población. Es así como  
se inicia el análisis con aquel individuo que presenta el menor tiempo de proceso.  Para tal individuo se 
identifica el valor correspondiente al primer valor de penalización por fracción defectuosa. Una vez 
identificado el valor de la penalización, se procede analizando el siguiente individuo en el respectivo orden 
de  menor a mayor tiempo de proceso.  De ésta forma, se seleccionan aquellos individuos cuya penalización 
de fracción defectuosa sea estrictamente menor a la anterior. Después de obtener una primera clasificación 
de individuos, se aplica el procedimiento ya descrito sobre aquellos individuos seleccionados, pero se utiliza 
ésta vez como criterio base de ordenamiento, el valor de penalización por costo de mano de obra directa. 
De acuerdo con lo expuesto, se obtiene el primer frente. El segundo frente se identifica aplicando el 
procedimiento mencionado sobre los individuos no clasificados en el frente anterior, así se continúa hasta 
clasificar en frentes los diversos individuos de la primera nueva población. 
 
Paso 6 Establecer la segunda nueva subpoblación. 
 
A esta población ingresarán los mejores resultados agrupados por frentes de la primera nueva población, 
hasta completar 0,5R individuos. Así mismo, los otros 0,5R individuos se obtendrán de la siguiente forma: 
Se define  el porcentaje de individuos por frente. Cada valor porcentual identificado, se aplicará a 0,3R 
individuos. La cantidad de individuos obtenidos constituye la cantidad de nuevos individuos que se originan 
a partir del cruzamiento de los individuos que constituyen cada frente. Posteriormente, para los 0,8R 
individuos obtenidos  hasta el momento, se aplica la operación de mutación. De ésta forma, se obtiene otro 
10 % de los individuos que conforman la población. Por último, se obtiene del universo de soluciones y de 
manera aleatoria el 10 % de los individuos restantes. Una vez obtenida la segunda población, se repite 
desde el paso tres hasta completar 100 iteraciones. 
 
Paso 7 Evaluar la población final. 
 
La población final es evaluada y analizada desde el punto de vista de la variabilidad de los datos. 
 
Paso 8. Ordenar y analizar por frentes la población final. 
 
La población final se ordena por frentes de acuerdo con lo indicado en el paso 5 de la metodología. A su 
vez, se realiza tanto el análisis general de los diversos frentes como el análisis particular del primer frente. 
 
Paso 9 Aplicar una búsqueda aleatoria para una función lineal de sumas ponderadas. 
 
Para R iteraciones, se realizan en cada iteración las siguientes actividades: Se seleccionan de forma 
aleatoria 0,4R individuos; para cada individuo se establece el valor correspondiente a las variables objeto de 
análisis (tiempo de proceso, penalización por costo MOD y penalización por fracción defectuosa); con 
posterioridad, se calcula el valor de un factor de ponderación lineal por individuo y finalmente, se identifica y 
graba aquel individuo que haya obtenido el mayor valor del factor de ponderación lineal. Después de haber 
establecido los R individuos cuyos factores de ponderación lineal presentan los mayores valores, se 
ordenan a nivel ascendente de acuerdo con el valor tomado por el mencionado factor. 
 












Valor mínimo encontrado 
para la función en una población; fi(xj) = Valor de la función  fi para el individuo  Xj; FP = Factor de 
Ponderación; FP(fi) = Factor de Ponderación de fi (este valor es definido por el agente decisor de acuerdo 
con el tipo de contexto analizado y varía de 0 a 100); FP(fk) = Factor de Ponderación total (la sumatoria de 
éste factor es 1); M = Número de Funciones Objetivo; P(Xj)i = Ponderación del Individuo en la Función 
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Donde:  M = Número de Funciones Objetivo; P(Xj) = Factor de ponderación lineal del individuo “j”; P(Xj)i = 
Ponderación del Individuo en la Función Objetivo; Xj = Individuo de la población. 
 
Paso 10 Comparar los métodos “uno” y “dos”. 
 
La evaluación de las poblaciones obtenidas a partir de la aplicación de los métodos “uno” y “dos”, se efectúa 
utilizando como variables de comparación las siguientes: tiempo mínimo de proceso, máximo valor del factor 





Para éste efecto, se procedió a evaluar el producto denominado: “base torre”. Con el objetivo de ilustrar el 
desarrollo experimental del problema se caracterizaron nueve pedidos y seis centros de trabajo en la 
respectiva sección de la empresa analizada. Los datos del problema discriminados por variable a cuantificar, 
se muestran a continuación. 
 
Determinación del tiempo de procesamiento.  
 
En la tabla 4 se registran los datos correspondientes a la ruta de proceso por pedido y su tiempo de 
operación en cada centro de trabajo. Cada centro cuenta con  una máquina y cada máquina requiere un 
operario para su manejo y control continuo. De acuerdo con el sistema de producción, se observa que cada 
pedido sigue una ruta de fabricación diferente. Los centros de trabajo son: A, B, C, D, E y F. 
 
Tabla 4: Rutas y tiempos de operación por pedido (en horas). 
 
Pedidos Rutas y tiempos de operación 
1 B  10 C 14 F 10 D 18 E 10 A 11 
2 A 12 D 11 C  12 E  14 F 10 B  15 
3 D 14 C 12 A 11 F 10 B 12 E 13 
4 B  11 F 15 E 15 D 15 A 10 C  17 
5 C 9 B 9 F 14 A 12 E 14 D 12 
6 E 7 C 10 B 12 F 16 A  12 D  10 
7 C 15 A 12 D 18 F 16 E 18 B  15 
8 B  14 F 15 E 17 C 15 A 16 D 14 
9 D 12 E 17 F 19 B 14 C 12 A 17 
 
Penalización por fracción defectuosa.  
 
Los datos relacionados con la fracción defectuosa causada por la fatiga del operario a lo largo de la jornada 
laboral y los puntos de penalización equivalentes se presentan en la tabla 5. La información correspondiente 
a la fracción defectuosa fue sistematizada y suministrada por la dirección de operaciones de la Compañía. 
 
Tabla 5: Fracción defectuosa causada por la fatiga del operario y penalización. 
 








06:00 am a 08:00 am 0 0 06:00 pm a 08:00 pm 0,04 4 
08:00 am a 10:00 am 0 0 08:00 pm a 10:00 pm 0,08 8 
10:00 am a 12:00 am 0,03 3 10:00 pm a 12:00 am 0 0 
12:00 am a 02:00 pm 0,05 5 12:00 am a 02:00 am 0,02 2 
02:00 pm a 04:00 pm 0 0 02:00 am a 04:00 am 0,06 6 
04:00 pm a 06:00 pm 0,01 1 04:00 am a 06:00 am 0,1 10 
 
 
Penalización por costos de mano de obra directa.   
 
La información utilizada para obtener la penalización por costos mano de obra se relaciona en la tabla 6. 
Los datos correspondientes a aquellas ponderaciones que permiten determinar el nivel salarial como valor 
adicional al costo del salario en tiempo normal, se tomaron del código laboral (Legis, 2013). 
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Ponderación adicional al 




Diurno. 0 0 6 am a 10 pm 
Nocturno. 0,35 35 10 pm a 6 am 
Dominical diurno. 0,75 75 6 am a 10 pm 
Dominical nocturno. 1,10 100 10 pm a 6 am 
 
Determinación del Factor de ponderación por individuo (P(Xj)) en el “método dos”.  
 
El valor del factor de ponderación por individuo en el método dos, se determina de acuerdo a las 
expresiones registradas en el paso nueve de la metodología. En éste caso, se ha establecido igual nivel de 
importancia para las diversas variables analizadas (tiempo de proceso en semanas, penalización por costo 
MOD y penalización por fracción defectuosa), es decir el valor del factor de ponderación para cada función 




Población final obtenida por medio de la aplicación del “método uno”. 
 
De acuerdo con los pasos uno a ocho de la metodología, se presenta en la tabla 7 el resumen de resultados 
para 3 individuos seleccionados de una población total de 210 individuos. También se muestra para la 
totalidad de individuos, el comportamiento de las variables analizadas en cuanto a los parámetros: promedio 
y coeficiente de variación. Los valores de los coeficientes de variación registrados en la mencionada tabla, 
permiten concluir que existe una amplia variedad de soluciones. De manera específica, al comparar la 
solución número 8 con la solución número 27 en lo que respecta a las diversas variables, se observa que la 
primera supera el desempeño de la segunda a nivel de tiempo de proceso (en horas y en semanas), al igual 
que en costo MOD, mientras que el desempeño a nivel de fracción defectuosa para los individuos 
analizados no presenta diferencia. 
 
Tabla 7: Resumen de resultados (método uno). 
 
Posición 














costo de mano de 




3 189 16 7 1,69 600 1807 
8 159 16 6 1,66 0 1819 
27 193 16 7 1,72 825 1819 
Promedio 212,47 
  




0,47 0,89 0,15 
 
A partir del análisis de la tabla 7, se obtiene la clasificación general de individuos por frentes. Esta 
clasificación se ilustra enseguida: 68 individuos en el frente 1, 57 individuos en el frente 2, 31 individuos en 
el frente 3, 14 individuos en el frente 4, 10 individuos en el frente 5, 9 individuos en el frente 6, 8 individuos 
en el frente 7, 6 individuos en el frente 8, 4 individuos en el frente 9 y 3 individuos en el frente 10. 
 
Una vez identificados los 68 individuos que integran el primer frente, se procede a realizar su análisis a nivel 
de datos agrupados; con este propósito, se decide utilizar como criterio de clasificación el tiempo de 
procesamiento (en semanas). De acuerdo con lo anterior, se aplica la regla de Sturges, obteniéndose como 
respuesta un total de 7 intervalos. Posteriormente, se determinan los respectivos valores del rango y de la 
amplitud. Asimismo, a cada intervalo del tiempo de procesamiento (en semanas), la dirección de 
operaciones de la organización analizada, le asigna con base en su concepto idóneo, alguno de los 
siguientes escenarios de mercado: en crecimiento permanente, en crecimiento con épocas de 
estabilización, estable con épocas de crecimiento, estable, estable con épocas de decrecimiento, en 
decrecimiento con épocas de estabilización y en decrecimiento permanente. A continuación, se muestra a 
nivel de datos agrupados, la clasificación de los 68 individuos que integran el primer frente: De la tabla 
puede afirmarse que ante cierto comportamiento particular del mercado, la empresa seleccionaría alguno de 
los individuos relacionados con dicho comportamiento; de esta forma, la dirección de operaciones de la 
organización, procedería a ejecutar el respectivo programa de operaciones. 
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2,42 13 19,11 Estable con épocas de 
crecimiento 















4,51 5 7,35 En decrecimiento con 







5,34 3 4,41 En decrecimiento 
permanente 
 
Enseguida se identifican para dos intervalos de la tabla 8, aquellos individuos con menor valor en cuanto a 
las variables: tiempo de proceso (en semanas), costos de mano de obra al igual que fracción defectuosa. De 
acuerdo con lo expresado, la dirección de operaciones de la Compañía, podrá seleccionar en cada 
circunstancia aquel individuo que mejor se adapte a las condiciones particulares del momento analizado. 
Asimismo, se aclara que los cinco intervalos adicionales no se incluyen en la evaluación, pero su 
interpretación y estructura, corresponderían a las condiciones establecidas para los otros dos intervalos. 
 


















1 1 Mínimo tiempo de proceso 159 0,95 2.380 2.258 
82 Mínimo costo de mano de obra 186 1,29 1.085 2.265 
31 Mínima fracción defectuosa 221 1,32 3.045 2.216 
2 8 Mínimo tiempo de proceso 159 1,66 0 1.819 
57 y 14 más Mínimo costo de mano de obra 187 1,95 0 1.827 
4 Mínima fracción defectuosa 235 2,09 525 1.748 
 
Población final obtenida por medio de la aplicación del “método dos”. 
 
De acuerdo con el paso 9 de la metodología, se presenta en la tabla 10 el resumen de resultados para tres 
individuos seleccionados de una población total de 210 individuos. También se muestra para la totalidad de 
individuos, el comportamiento de las variables analizadas en cuanto a los parámetros: promedio y 
coeficiente de variación. Igualmente, se menciona que los valores mínimos y máximos utilizados para 
calcular la variable “ponderación por individuo”, se encuentran registrados en la tabla 12. 
 


























1 204 8 6 4,25 0 1398 65,89 
132 187 8 6 3,9 0 1433 68,08 
210 176 8 6 3,67 0 1370 75,36 
Promedio 193,62 
  




0,25 0/0 0,12 0,028 
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Al analizar por frentes la información de la tabla anterior, se identifica un solo frente integrado por 210 
individuos. Enseguida, se aprecia a nivel de datos agrupados, la información relacionada con los 210 
individuos que integran el primer frente del “método dos”. El criterio utilizado para definir los intervalos 
corresponde al valor tomado por el tiempo de procesamiento (en semanas). Con el propósito de lograr la 
comparación entre ambos métodos, se conservan los intervalos establecidos para el “método uno”.  
 









































4,2 47 22,38 En decrecimiento con 
épocas de estabilización 
1-3-4-7 
   
 0 0 En decrecimiento 
permanente 
 
Comparación de los métodos “uno” y “dos”. 
 
La comparación de los métodos se realiza siguiendo las indicaciones definidas en el paso 10 de la 
metodología. Particularmente, al observar la tabla 12 se determina que los valores tomados por la 
desviación estándar, por el coeficiente de variación y por el valor máximo son mayores al comparar el 
“método uno” respecto al “método dos”. Con base en lo expuesto, se establece que el primer método 
identifica con mayor certeza la variabilidad inherente a las variables analizadas. 
 
Tabla 12: Comparación de los parámetros arrojados por los métodos uno y dos. 
 
                                    Método uno                                   Método dos   
Variables Tiempo Tiempo Penalización Penalización Tiempo  Tiempo de Penalización Penalización 
  Proceso proceso costos  Fracción proceso Proceso costos  fracción 
  (horas) (semanas) mano obra defectuosa (horas) (semanas) mano obra defectuosa 
Promedio 212,47 1,96 1308,45 1969,33 193,62 3,55 0 1502,14 
Desviación 
Estándar 19,51 0,92 1166,74 288,23 7,74 0,89 0 176,31 
Coeficiente 
Variación 0,09 0,47 0,89 0,15 0,04 0,25 0/0 0,12 
Mínimo 159,00 0,95 0,00 1384 171 1,78 0 1367 
Máximo 264 5,42 3495 2309 209 4,35 0 1854 
 
De manera específica, al comparar en la tabla 13 los métodos considerados tomando como criterio la 
variable mínimo tiempo de proceso (en horas), se encuentra que: el primer método supera en desempeño al 
segundo método respecto a la variable tiempo de proceso (en horas) en 7,01 %, el primer método supera en 
desempeño al segundo método en cuanto a la variable tiempo de proceso (en semanas) en 6,74 %, el 
primer método supera en desempeño al segundo método respecto a la variable penalización por fracción 
defectuosa en 1,36%. Así, la variable penalización por costos de mano de obra presentan igual desempeño. 
 
También puede decirse que al comparar los métodos bajo análisis (ver tabla 13) tomando como elementos 
de comparación las variables mínimo tiempo de proceso (método uno) y máximo ponderado (método dos) 
puede concluirse que: el primer método supera en desempeño al segundo método respecto a la variable 
tiempo de proceso (en horas) en 9,65 %, el primer método supera en desempeño al segundo método 
respecto a la variable tiempo de proceso (en semanas) en 54,76 %, el segundo método supera en 
desempeño el primer método respecto a la variable fracción defectuosa en 24,68 % y finalmente en cuanto 
a la variable penalización por costos de mano de obra ambos métodos presentan igual desempeño. 
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Descripción general del individuo 
















8 Mínimo tiempo de proceso (horas) 159 1,66 0 1.819 
Método 
dos 
116 Mínimo tiempo de proceso (horas) 171 1,78 0 1.844 
210 Máximo ponderado 176 3,67 0 1.370 
 
Asimismo, debe anotarse que al comparar las tablas 8 y 11 (análisis por datos agrupados del primer frente 
de ambos métodos), se determina la imposibilidad bajo el “métodos dos” de identificar programas de 
producción afines a los siguientes comportamientos de mercado: en crecimiento permanente, estable con 
épocas de crecimiento, estable y en decrecimiento permanente.  
 
Análisis complementario para el “método uno”. 
 
En éste punto, se ilustrarán de un lado los aspectos correspondientes al análisis de varianza y del otro los 
aspectos correspondientes al individuo de menor tiempo de procesamiento. En primer término, con el 
propósito de evaluar la estabilidad estadística de los datos arrojados por el programa, se realiza el 
respectivo análisis de varianza. Con relación a lo anterior, el programa se ejecutó de manera consecutiva 
durante 30 oportunidades, tomando cada vez los valores correspondientes al promedio de las variables de 
interés Los valores obtenidos se sometieron al análisis del caso, cuyos resultados en síntesis son: 
 
Tabla 14: Análisis de Varianza (Variables: Promedio tiempo de Procesamiento (semanas),  Promedio costo 
de  mano de obra directa (puntos), Promedio fracción defectuosa (puntos)) 
 
                                              Variable 
Item  
Promedio 
Tiempo de proceso 
Promedio 
Costo mano de obra directa  
Promedio 
Fracción defectuosa 
Valor Tratamiento 1 -  Réplica 01 1,96 1308,45 1969,30 
Valor Tratamiento 2 -  Réplica 01 1,99 1267,82 1963,73 
Valor Tratamiento 3 -  Réplica 01 2,11 1251,61 1938,73 
Suma cuadrados tratamientos 0,000037 25.938,64 30.348,21 
Suma cuadrados error experimental 0,000431 305.778,45 354.703,00 
GL tratam – error experimental – total 2 – 27 – 29 2 – 27 – 29 2 – 27 – 29 
Valor prueba F calculado 1,16 1,15 1,16 
Valor prueba F crítico 3,35 3,35 3,35 
 
Del análisis de varianza presentado en la tabla 14, se observa que el valor de la distribución F establecida 
con el siguiente nivel alfa y grados de libertad: (0.05, 2, 27),  es superior al valor de las distribuciones F 
calculadas sobre el mismo punto. Por tanto, se infiere que los datos definidos en los tratamientos, en cuanto 
al comportamiento de las diversas variables son estadísticamente iguales. 
 
En segundo término, se caracteriza el individuo con menor tiempo de proceso (en horas). A este individuo le 
corresponde un tiempo de proceso de 159 horas, el cual es equivalente a 1,66 semanas (16 horas cada día, 
sin laborar los domingos). Igualmente, al estructurarse en el horizonte de programación nombrado (16 horas 
cada día, sin laborar los domingos), se obtiene un valor de penalización por fracción defectuosa de 1.819 
puntos, no existiendo en este caso penalización por costos de mano de obra. Cabe anotar que el individuo 
identificado se acerca en 98,11 % al individuo óptimo o subóptimo estimado, al cual le se le asigna un 
tiempo de procesamiento de 156 horas.  
 
En cuanto al tiempo óptimo o subóptimo estimado, se describe enseguida la metodología de obtención: el 
tiempo de carga hace referencia a la sumatoria de los tiempos de proceso en las diferentes operaciones. 
Para el caso particular se detecta que las operaciones con mayores requerimientos de tiempo son en su 
orden: F, E y D. A su vez, para cada una de estas operaciones, pueden identificarse los pedidos que las 
utilizan en mayor proporción. De acuerdo con lo anterior, se establece que la operación F es utilizada en 
mayor grado por los pedidos: 9, 7 y 8; asimismo, la operación E es utilizada en mayor grado por los pedidos: 
7, 9 y 8; mientras que la operación D es utilizada en mayor grado por los pedidos: 1, 7 y 4. Posteriormente, 
se verifica el orden ocupado por las operaciones en la secuencia de proceso de cada pedido, priorizándose 
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en la programación aquellos pedidos que utilicen en los primeros órdenes de tal secuencia, las operaciones 
más cargadas. Con base en lo descrito, se establece que los pedidos 9 y 8 utilizan en la secuencia de 
proceso ya sea en segundo o en tercer orden las operaciones E y F, mientras que el pedido 7 las utiliza en 
las posiciones cuarta y quinta.  
 
Al tomar referencia en lo anteriormente expresado, puede establecerse que los pedidos 9 y 8 deberían 
programarse con prioridad uno. Igualmente, se determina para estos dos pedidos que el pedido 9 es el 
primero en utilizar la operación D; es así como, éste pedido se prioriza sobre el pedido 8 en el orden de 
programación. En cuanto al pedido 7 se identifica que utiliza la operación D en tercer orden en su secuencia 
de proceso; de ésta manera, dicho pedido se programaría en tercera posición. Los demás pedidos se 
programan en aquel orden en el cual utilicen con prioridad las operaciones E o F, garantizando que las 
máquinas usadas en estas operaciones permanezcan el menor tiempo posible detenidas. Con relación a lo 
expresado se ilustra enseguida, el programa de producción que conduce a obtener el tiempo de proceso 
óptimo o subóptimo: ingresar con prioridad uno el pedido 9, ingresar con prioridad 2 el pedido 8, ingresar 
con prioridad 3 el pedido 7, ingresar con prioridad 4 el pedido 4, ingresar con prioridad 5 el pedido 5, 
ingresar con prioridad 6 el pedido 1, ingresar con prioridad 7 el pedido 6, ingresar con prioridad 8 el pedido 3 
e ingresar por último el pedido 2. 
 
También se hace notar que respecto a las metodologías tradicionales de programación de operaciones, se 
seleccionó como alternativa de comparación la regla denominada: “tiempo de operación más larga”. Con 
relación a lo anterior, se comenta que al obtener el programa de producción utilizando la mencionada regla, 
se estimó un tiempo de proceso de 187 horas, el cual es superior en 17,61 % al tiempo de proceso 
establecido en 159 horas. 
 
A continuación, se muestra el diagrama de Gantt correspondiente al menor tiempo de procesamiento 
detectado. En este diagrama, el número ubicado en el interior de cada cuadro, corresponde al número de 




Fig. 1: Diagrama de Gantt para el individuo de menor tiempo de proceso. Tiempo de procesamiento: 159 
horas equivalentes a 1,66 semanas. Penalizaciones: 1.819 puntos por defectos y 0 puntos por mano de 
obra. 
 
DISCUSIÓN DE RESULTADOS 
 
A pesar de que en la literatura evaluada (Wang et al., 2010; Ghiasi et al., 2011; Xiong et al., 2012; Nicoara, 
2012) y sus antecedentes, los procesos de investigación de los sistemas Job shop que utilizan técnicas 
fundamentadas en inteligencia artificial para  la solución de problemas multiobjetivo se han extendido 
durante los últimos años; se resalta que las variables analizadas en el tipo de problema multipropósito, 
objeto de éste artículo, no han sido tratadas previamente por ningún autor. Asimismo, el problema 
identificado es de interés relevante debido a que se orienta a consolidar la competitividad de las 
operaciones de una Organización y consecuentemente a garantizar su permanencia y crecimiento en el 
mercado global. 
 
Particularmente, la metodología propuesta (método uno) con el fin de evaluar las variables objeto de 
análisis, puede calificarse como precisa. Respecto a lo anterior, los resultados obtenidos al ejecutar el 
programa en 30 oportunidades, se consideran estadísticamente iguales con un nivel de confianza de 95 %.  
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A su vez, al considerar dos aspectos fundamentales, se establece que el “método uno” supera en 
desempeño al “método dos”. El primero de los aspectos, se relaciona con el mayor valor tomado por el 
coeficiente de variación para las cuatro variables en el “método uno”; de esta manera, se puede afirmar que 
el “método uno” presenta mejor capacidad para identificar respuestas diversas. El segundo de los aspectos, 
se relaciona con el comportamiento de la variable tiempo mínimo de procesamiento (en horas) para el 
individuo obtenido por medio de la aplicación del “método uno”; con relación a lo anterior, se manifiesta que: 
el primer método supera en desempeño al segundo método respecto a la variable tiempo de proceso (en 
horas) en 7,01 %, el primer método supera en desempeño al segundo método en cuanto a la variable 
tiempo de proceso (en semanas) en 6,74 %, el primer método supera en desempeño al segundo método 
respecto a la variable penalización por fracción defectuosa en 1,36 % y por último en cuanto a la variable 
penalización por costos de mano de obra ambos métodos presentan igual desempeño. 
 
En cuanto a la conformación de frentes, la estructura del “método uno” le permite identificar 10 frentes, 
mientras que la estructura del “método dos” sólo le permite identificar un frente. Asimismo, al analizar los 
frentes como datos agrupados, el equipo de dirección de la compañía relacionó cierto tipo de 
comportamiento de mercado a cada intervalo; de tal manera, se podrá decidir la implementación de uno u 




De acuerdo con los resultados encontrados y su discusión se puede concluir que: 1) La metodología 
definida presenta ventajas importantes sobre otras metodologías, ya que se obtienen características 
apropiadas de desempeño (precisión, capacidad de generar soluciones diversas en la población final de 
respuesta y asimismo, capacidad para identificar diversidad de frentes), en un número de iteraciones 
relativamente bajo (100 iteraciones). 2) La descripción detallada de la metodología, permite que sea 
replicada por parte de las personas interesadas en el tema. 3) Al analizar las tendencias del mercado 
(crecimiento, estabilidad o decrecimiento), la dirección de operaciones de la compañía, puede seleccionar 
diferentes programas de producción, los cuales proceden de diversos individuos no dominados. 4) El tiempo 
de procesamiento debe analizarse de forma integral con otras variables, las cuales pueden depender en 
mayor o menor grado del comportamiento del entorno y de su interpretación por parte del equipo de 
dirección de la compañía; de ésta manera, en estudios posteriores se podría robustecer la metodología 
incluyendo elementos provenientes de la dinámica de sistemas y de la teoría de juegos, al igual que 
incluyendo elementos tomados de la inteligencia artificial (NSGA II, SPEA II, minería de datos, colonia de 
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RESUMEN
En este artículo se presenta una metodología que pretende minimizar de forma simultánea, en un ambiente de 
producción tipo “job shop” correspondiente a una empresa metalmecánica, las siguientes variables: tiempo de proceso, 
costo de mano de obra directa y, asimismo la fracción defectuosa generada por la fatiga del operario. Con este propó-
sito se fusionan elementos de los algoritmos genéticos Vega y Moga, desarrollando para el efecto las siguientes etapas: 
generar la población inicial, conformar la nueva población, realizar análisis de varianza y por último, comparar con un 
método híbrido entre sumas ponderadas y algoritmos genéticos.
De acuerdo con lo anterior, al evaluar el individuo de menor tiempo de proceso proveniente de la metodología 
basada en los algoritmos Vega y Moga, respecto al individuo de menor tiempo de desarrollo proveniente del método 
híbrido entre sumas ponderadas y algoritmos genéticos, se encuentra que el primero supera en desempeño al segundo 
así: en cuanto a la variable tiempo de proceso (en horas) en 27,86%; en cuanto a la variable tiempo de proceso (en 
semanas) en 1,25%; en cuanto a la variable costo de mano de obra directa (MOD) en 6,73% y, en cuanto a la variable 
fracción defectuosa en 25,85%. 
PALABRAS CLAVES: multiobjetivo, job shop; tiempo de procesamiento; costos de mano de obra directa; Vega; 
Moga. 
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METHODOLOGY BASED ON THE ALGORITHMS VEGA 
AND MOGA TO SOLVE A MULTIOBJECTIVE PROBLEM 
IN A SYSTEM OF PRODUCTION JOB SHOP
ABSTRACT
This paper presents a methodology that aims to minimize simultaneously, in a “Jo b Shop” production system 
the following variables: process time (makespan time), cost of direct labor and also the fraction defective generated by 
operator fatigue. For this purpose, are taken and fused elements of genetic algorithms Vega and Moga, through the fo-
llowing steps: generating the initial population, form the new population, obtaining the appropriate analysis of variance 
and finally compared with a hybrid method of weighted sums and genetic algorithms.
According to the above, when evaluating the solution faster processing time corresponding to the method based on 
algorithms Vega and Moga, respect to the solution faster processing time calculated from the method based on weighted 
sums and genetic algorithms, states that the first one exceeds the second performance as: for process time variable (in 
hours) at 27.86%, for variable in process time (in weeks) at 1.25%, in terms of the variable cost of direct labor in 6.73% 
and, as to the variable defective fraction in 25.85%.
KEYWORDS: multiobjective; job shop; makespan time; cost of direct labor; Vega; Moga. 
METODOLOGIA BASEADA NOS ALGORITMOS VEGA E MOGA 
PARA RESOLVER UM PROBLEMA MULTIOBJETIVO EM UM SISTEMA 
DE PRODUÇÃO JOB SHOP
RESUMO
Neste artigo apresentamos uma metodologia que visa minimizar ao mesmo tempo, em um ambiente de produção 
tipo “job shop” para uma empresa de engenharia, as seguintes variáveis: tempo de processo, custo de mão de obra direta e 
também a fração defeituosa gerada pela fadiga do operador. Para este efeito, os elementos de fusível e algoritmos genéticos 
Moga Vega, desenvolvido para efectuar os seguintes passos: geração de uma população inicial, formam a nova população, 
a análise de variância e, finalmente, em comparação com um método híbrido e somas ponderadas algoritmos genéticos. 
De acordo com o exposto, o menor tempo individual processo de avaliação da metodologia baseada em algoritmos e 
Moga Vega, em comparação com o tempo de processamento menor do indivíduo a partir da soma ponderada método 
híbrido e de algoritmos genéticos, a primeira supera a segunda maneira: como a variável de tempo do processo (em 
horas) 27,86%, em termos de tempo variável de processo (em semanas) a 1,25%, em termos de custo variável mão de 
obra direta (MOD) em 6,73% e, como a fração defeituosa variável 25,85%.
PALAVRAS-CÓDIGO: job shop multiobjetivo; tempo de processamento; custos de mão de obra direta; Vega; Moga.
INTRODUCCIÓN
En el presente artículo se analizarán algunas 
variables que influyen en el comportamiento de las 
prioridades competitivas de operaciones: tiempo de 
entrega, calidad y costos, en una compañía metalmecá-
nica cuyo sistema de fabricación es de tipo “job shop”.
Al respecto, se menciona que en este tipo de 
sistema de fabricación se identifican diversas variables, 
entre las cuales se encuentran: tiempo de proceso, tiempo 
de tardanza total, tiempos de carga total, tiempos de 
alistamiento, fracción defectuosa causada por la fatiga 
del operario, costo de mano de obra directa, etc. Con 
relación a las cuatro primeras variables, algunos autores las 
han caracterizado, llegando a aplicar técnicas basadas en 
inteligencia artificial para lograr su minimización. En cuanto 
a las dos últimas, no se han detectado antecedentes de 
análisis en la literatura especializada; por tanto se concluye 
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la existencia de una oportunidad de desarrollo desde la 
perspectiva académica.
Particularmente, en los sistemas de producción 
que utilizan mano de obra intensiva, como es el caso de 
la empresa objeto de análisis, se ha establecido que la 
causa de fabricación de artículos no conformes se origina, 
la mayor parte de las veces, en la fatiga del operario. La 
probabilidad de obtener artículos defectuosos debido 
al hecho anterior, aumenta al transcurrir la jornada 
laboral. También debe comentarse que la producción 
no conforme, ocasiona entregas con retraso y pérdida 
potencial de mercado.
En cuanto a los componentes del costo de mano 
de obra directa, se establecen dos aspectos: costo de 
tiempo normal y costo de tiempo extendido (horas extras 
o turnos nocturnos). La extensión del horario normal se 
debe a la necesidad de atender con premura las fechas 
de entrega pactadas con los clientes, lo cual incrementa 
los costos generales y reduce la rentabilidad de una 
organización.
La cuantificación de las dos variables anteriores, 
requiere determinar de manera previa el comporta-
miento de la variable denominada tiempo de proceso. 
Específicamente, para esta variable, se busca identifi-
car el escenario correspondiente al menor tiempo de 
fabricación. 
Con base en lo expuesto, se decide aplicar algorit-
mos genéticos multiobjetivo, para minimizar el compor-
tamiento de las variables: tiempo de proceso, fracción 
defectuosa causada por la fatiga del operario y costo de 
mano de obra directa.
Desde el punto de vista de la determinación del 
tiempo de proceso, debe anotarse que la programación 
de las operaciones en los sistemas “job shop” es compleja; 
en caso de existir n trabajos y m máquinas, el número de 
programas posibles es de (n!)m (Sipper y Bulfin, 1998). 
De manera formal, el problema JSP es descrito 
tanto en sus aspectos cuantitativos como cualitativos en 
Binato et al. (2002).
El anterior problema se clasifica como NP difícil 
(Correa, Velásquez y Londoño, 2008), su tiempo de cóm-
puto supera considerablemente los intervalos de tiempo 
en los cuales se toman decisiones a nivel empresarial, se 
concluye así la imposibilidad de obtener una respuesta 
oportuna al realizar la asignación de planta.
Cabe mencionar que la solución del problema de 
programación de los sistemas “job shop” se ha realizado 
en forma tradicional, siguiendo dos tendencias: determi-
nación de tiempo de carga y reglas de despacho (Sipper 
y Bulfin, 1998). 
Así mismo, el problema considerado puede re-
solverse por medio de la aplicación de métodos propios 
de la metaheurística, particularmente en este artículo se 
tomará como base para el análisis la técnica denominada 
algoritmos genéticos.
Algoritmos genéticos
El procedimiento general de los algoritmos gené-
ticos, en nivel básico se describe en Gen y Cheng (1997).
Los algoritmos genéticos permiten resolver pro-
blemas de programación multiobjetivo, es decir, facilitan 
la identificación de la decisión que se va a tomar, cuando 
se evalúa de forma simultánea el comportamiento de 
varios objetivos. Respecto a lo anterior, las metodologías 
utilizadas para solucionar el problema multipropósito 
descrito en el artículo, corresponden a los algoritmos 
tipo Vega y Moga, de los cuales se muestra su desarrollo 
general enseguida.
Algoritmo tipo Vega (Toscano, 2001)
Con el propósito de aprovechar la potencialidad 
de los algoritmos genéticos para realizar optimización 
multiobjetivo, en el año de 1985 se realizó una propuesta 
en este sentido. Esta consistió en readaptar la aptitud del 
vector valorado, lo cual recibió el nombre de algoritmo 
genético para el vector evaluado (Vega). Se modificó 
por tanto, el paso correspondiente a la selección. De esta 
forma, en cada generación se obtuvieron cierto número 
de subpoblaciones, teniendo como criterio el desem-
peño de la función objetivo evaluada en su momento. 
Con base en lo expuesto, para m objetivos, m subpobla-
ciones con tamaño N/m serían generadas, asumiendo 
que la población es de tamaño N. Posteriormente, las 
subpoblaciones se reúnen, con el propósito de continuar 
con las funciones usuales de cruzamiento y mutación. 
El procedimiento general del algoritmo Vega es el 
siguiente: establecer el tamaño de la población, dividir 
la población en tantas subpoblaciones como objetivos 
tenga el problema, evaluar los individuos en la función 
de adaptación correspondiente a cada subpoblación, 
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fusionar los individuos de mejor comportamiento de la 
anterior generación, cruzar los mejores individuos de 
la anterior generación y mutar. 
Algoritmo tipo Moga (Toscano, 2001)
Este algoritmo fue propuesto en el año de 1993 
como una variación de la jerarquización de Pareto 
definida por Goldberg. El procedimiento general del 
algoritmo hasta obtener una población mejorada es el 
siguiente: definir una población de inicio, evaluar las 
funciones objetivo, identificar los rangos de acuerdo con 
los frentes de Pareto, definir los nichos, determinar una 
función de adaptación lineal, determinar una función 
de adaptación de compartición, cruzar los individuos y 
mutar los individuos.
A su vez, con el fin de ilustrar de manera general 
el desarrollo y alcance de los algoritmos genéticos, se 
caracteriza su aplicación en el campo de análisis de los 
problemas correspondientes a los sistemas de operacio-
nes, así:
a)  Aplicaciones en renglones económicos diferentes a 
la industria (López, Hincapié y Gallego, 2011; Ruiz, 
Toro y Gallero, 2012).
b)  Aplicaciones a los problemas generales de la ges-
tión operacional (Vélez y Montoya, 2007).
c)  Aplicaciones a los problemas relacionados con lo-
gística externa (Daza, Montoya y Narducci, 2009).
d)  Desarrollos generales multiobjetivo (Raud et al., 
2007; Yang et al., 2011).
e)  Aplicaciones a los problemas del tipo Flow Shop 
(Mansouri, Hendizadeh y Salmasi, 2008; Bhongade 
y Khodke, 2011).
f)  Aplicaciones a los problemas del tipo job shop.
Las aplicaciones pueden clasificarse en los si-
guientes tipos: 
• Rediseño de operadores.
En esta categoría clasifican tres desarrollos: diseño 
de un algoritmo genético mejorado (Meisel y Prado, 
2010), diseño de algoritmos de selección clonal (Akhshabi 
y Khalatbari, 2011) y desarrollo de algoritmos híbridos 
(Dao Er Ji y Wang, 2012). 
• Propuesta de diseño de algoritmos:
A esta categoría pertenecen cuatro desarrollos: 
diseño de un algoritmo híbrido con búsqueda tabú (Li 
et al., 2011), definición de un algoritmo que permite 
cambiar la secuencia de la programación (Thamilselvan 
y Balasubramanie, 2011), desarrollo de algoritmos híbri-
dos para programar lotes de transferencia diferentes a la 
unidad (Zhang y Wu, 2012), desarrollo de métodos que 
buscan minimizar el tiempo de proceso (Bozejko, 2012).
• Atención a las necesidades de los sistemas job shop
En la categoría se agrupan cuatro desarrollos: defi-
nición de un algoritmo que reduce el tiempo de proceso 
y el tiempo muerto (Castrillón, Sarache y Giraldo, 2011), 
diseño de un algoritmo que incrementa la utilización de 
los equipos multipropósito (Medina, Praderas y Parada, 
2011), definición de un algoritmo hereditario, en el cual 
se modifica la operación de mutación (Anandaraman, 
2011) y diseño de un algoritmo para procesar lotes en 
paralelo (Cheng et al., 2012).
• Atención a propósitos simultáneos
A la categoría pertenecen dos desarrollos: redise-
ño del algoritmo Moga, considerando los principios de 
entropía y de inmunidad (Wang, Gao y Zhang, 2010), 
y definición de un algoritmo híbrido de ordenamiento 
(NSHA) que permite conseguir múltiples metas en los 
sistemas job shop (Ghiasi, Damiano y Lessard, 2011).
De manera específica, el desarrollo del artículo 
cubre las siguientes etapas: presentación general del 
problema, presentación del marco teórico, descripción 
de la metodología de solución utilizada, medición de las 
variables objeto de estudio (tiempo de proceso, fracción 
defectuosa causada por la fatiga del operario y costos por 
mano de obra directa), comparación con un método 
híbrido entre sumas ponderadas y algoritmos genéticos 
y, discusión de resultados.
Por último, se encontró que al aplicar la meto-
dología, la solución estimada supera en desempeño a la 
solución obtenida con el método híbrido así: en cuanto 
a la variable tiempo de proceso (en horas) 27,86%; en 
cuanto a la misma variable (en semanas) 1,25%; en 
cuanto a la variable costo MOD en 6,73% y, en cuanto a 
la variable fracción defectuosa en 25,85%.
MÉTODOS
Metodología
Para el desarrollo del trabajo se procederá utili-
zando la siguiente metodología:
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1.  REPRESENTACIÓN GENERAL  
DEL PROBLEMA
Como se mencionó el problema corresponde 
a una compañía cuyo sistema de fabricación es de 
tipo job shop. De acuerdo con lo anterior, los pedi-
dos siguen diferentes rutas de fabricación. Para este 
caso se toman nueve pedidos, los cuales pasan por 
seis centros de trabajo. En cada centro de trabajo se 
cuenta con una máquina. En la siguiente matriz, los 
pedidos se encuentran listados por fila y los centros 
de trabajo por columnas; a su vez, en la intersección 
entre filas y columnas se registra el tiempo de pro-
cesamiento en horas como se muestra en la tabla 1. 
En el individuo general observado, las posi-
ciones uno a nueve son ocupadas por cada uno de 
los nueve pedidos.
En cuanto al significado de las expresiones: 
“forma de organización por turnos” y “trabajando 
sin o con dominical”, se encuentran definidas en la 
tabla 2.
Tabla 1. Tiempos por pedido en cada centro de trabajo (horas)




A B C D E F            Centro
Trabajo           
Pedido
A B C D E F
1 11 10 14 18 10 10 6 12 12 10 10 7 16
2 12 15 12 11 14 10 7 12 15 18 18 18 16
3 11 12 12 14 13 10 8 16 14 14 17 17 15
4 10 11 17 15 15 15 9 17 14 12 17 17 19
5 12 9 9 12 14 14
2.  GENERACIÓN DE POBLACIÓN INICIAL
El total de individuos es de 9! Cada individuo puede transformarse en 6 subindividuos, así:
Tabla 2. Formas de organización por turnos (subindividuos)
Orden posible de programación 
de los pedidos Forma de organización por turnos




9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. Sin A
9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. - 2 p.m. a 10 p.m. Sin B
9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. - 2 p.m. a 10 p.m. - 10 p.m. a 6 a.m. Sin C
9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. Con D
9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. - 2 p.m. a 10 p.m. Con E
9-7-5-4-1-6-2-3-8 6 a.m. a 2 p.m. - 2 p.m. a 10 p.m. - 10 p.m. a 6 a.m. Con F
Con base en lo anterior, se obtiene un total de 9! x 6 individuos.
Del total de individuos, se toman como población inicial 84 individuos.
La estructura general de un individuo es la siguiente:
Tabla 3. Estructura de un individuo
Pos 1 Pos 2 Pos 3 Pos 4 Pos 5 Pos 6 Pos 7 Pos 8 Pos 9 Pos 10: Forma de organización por turnos.
Pos 11: Trabajan 
sin o con dominical
Pos: posición en el individuo.
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3.  GENERACIÓN Y EVALUACIÓN  
DE LAS SUBPOBLACIONES
La población se divide en tres subpoblaciones, 
una para cada objetivo. De esta forma, cada subpo-
blación quedará conformada por 28 individuos. Los 
individuos en cada subpoblación son evaluados y 
ordenados de menor a mayor valor, debido a que se 
busca su minimización. Después de realizar lo anterior, 
se procede a identificar en cada subpoblación el 25% 
de individuos que contengan los mayores valores. 
Posteriormente, se eliminan de las subpoblaciones el 
mencionado 25% de individuos, quedando cada una 
de ellas integrada por 21 individuos.
4.  CONFORMAR LA PRIMERA  
NUEVA POBLACIÓN
La primera nueva población tiene tres orígenes, así:
• Las subpoblaciones son divididas en tres segmentos, 
cada segmento se encuentra integrado por 7 indivi-
duos. De cada segmento se extraen aleatoriamen-
te 4 de ellos. Finalmente de cada subpoblación, se 
obtienen 12 individuos. En total las subpoblaciones 
aportan 36 individuos. La anterior cantidad equivale 
al 42,86% de la población.
• A los anteriores individuos se les aplica con una pro-
babilidad de 96% la operación de cruzamiento. Esta 
operación permite estimar otro 30% de la nueva 
subpoblación. Este 30% es equivalente a 25 indivi-
duos.
• Otro 15,48% de los individuos se origina en la muta-
ción aleatoria con una probabilidad de 4%, de aque-
llos individuos seleccionados de las subpoblaciones, 
al igual que de aquellos obtenidos por su cruzamien-
to. El total de individuos en este caso es de 13.
• El restante 11,9% de los individuos se obtiene aleato-
riamente del total que conforman el universo de so-
luciones. El total de individuos en este caso es de 10.
5.  ORDENAR Y EVALUAR LA NUEVA 
POBLACIÓN
La población constituida se ordena de forma 
ascendente de acuerdo con el tiempo de procesamien-
to; a partir de esta clasificación se generan los diversos 
frentes. Con este propósito, se procede comparando cada 
individuo con los demás de la población. Es así como 
se inicia el análisis con aquel individuo que presenta el 
menor tiempo de procesamiento. Para tal individuo se 
identifica el valor correspondiente al primer costo de 
mano de obra. Una vez identificado el valor de tal costo, 
se procede analizando el siguiente individuo en el respec-
tivo orden de menor a mayor tiempo de procesamiento. 
De esta manera, se seleccionan aquellos individuos cuyo 
costo de mano de obra sea estrictamente menor al an-
terior. Después de obtener una primera clasificación de 
individuos, se aplica el procedimiento ya descrito sobre 
aquellos individuos seleccionados, pero utilizando esta 
vez como criterio base de ordenamiento, el porcentaje 
de producción defectuosa. 
De acuerdo con lo expuesto, se obtiene el pri-
mer frente. El segundo frente se identifica aplicando 
el mencionado procedimiento sobre los individuos no 
clasificados en el frente anterior, así se continúa hasta 
clasificar en diversos frentes la totalidad de los individuos.
6.  CONFORMAR LA SEGUNDA 
NUEVA SUBPOBLACIÓN
A esta población ingresarán los mejores resul-
tados agrupados por los frentes, hasta completar 42 
individuos. 
Así mismo, los otros 42 individuos se obtendrán 
de la siguiente forma:
• Se parte de determinar el porcentaje de individuos 
por frente. Cada valor porcentual identificado se apli-
cará a 25 individuos. La cantidad de individuos ob-
tenidos constituye la cantidad de nuevos individuos 
que se originan a partir del cruzamiento aleatorio 
con una probabilidad de 96% de los individuos que 
constituyen cada frente.
• Posteriormente, para los 42 individuos que presentan 
el mejor comportamiento de acuerdo con la clasifi-
cación por frentes, como para los 25 individuos obte-
nidos por cruzamiento, se realiza por selección alea-
toria y con una probabilidad de 4% la operación de 
mutación. De esta manera, se obtienen 9 individuos.
• Por último, se obtienen del total de posibles solucio-
nes y de forma completamente aleatoria 8 individuos, 
completando así el 100% de la población.
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Una vez obtenida la segunda nueva subpobla-
ción, se repite desde el paso tres (conformación de 
subpoblaciones) hasta completar 100 iteraciones. 
Nota: El programa se elaboró en Matlab R2012a. 
El equipo utilizado para correr el programa cuenta con 
las siguientes características: Intelcore5duo de 220 Ghz 
y 200 GB libres en disco duro. A su vez, el tiempo de 
evaluación para 100 iteraciones es de 2 minutos.
7.  ANALIZAR EL PRIMER FRENTE  
DE LA POBLACIÓN FINAL   
DE RESPUESTA
Con el objetivo de caracterizar el primer frente 
de la población final de respuesta, se procede a agru-
par los datos utilizando como criterio de clasificación 
la variable: tiempo de proceso. De esta forma, para la 
cantidad de intervalos establecida al aplicar la regla de 
Sturges, se estiman los valores correspondientes para el 
rango y para el ancho del intervalo. Posteriormente, se 
sistematiza la información en la respectiva tabla.
8.  REALIZAR ANÁLISIS DE VARIANZA
Respecto de las variables analizadas: promedio 
de tiempo de procesamiento, promedio de costo de 
mano de obra directa y promedio de porcentaje de 
fracción defectuosa, se efectúa previo análisis de in-
dependencia de los datos, para tres tratamientos con 
diez repeticiones cada una y el respectivo análisis de 
varianza. De esta forma, se comprueba la estabilidad 
estadística de los datos.
9.  GENERAR UNA POBLACIÓN  
DE COMPARACIÓN, POR MEDIO 
DE LA APLICACIÓN DE UN 
MÉTODO HÍBRIDO ENTRE SUMAS 
PONDERADAS Y ALGORITMOS 
GENÉTICOS
Este paso se realiza a nivel general, por medio 
de la implementación de las siguientes actividades: 
generar de manera aleatoria ocho individuos. Evaluar 
la función lineal para cada uno de los ocho individuos, 
asumiendo en este caso que a cada función objetivo le 
corresponde el mismo nivel de importancia (los máxi-
mos y los mínimos de las funciones se toman de los ocho 
valores comparados). Seleccionar los cuatro individuos 
con mayor valor de la función lineal. Elegir dos pares 
de individuos para cruzar (el primer par estaría consti-
tuido por los individuos con mayor y menor valor de la 
función lineal. El segundo par estaría constituido por los 
individuos con valor intermedio). Cruzar los individuos 
agrupados en el punto anterior como par, utilizando 
en este caso una probabilidad de 95% (la operación 
de cruce permite obtener cuatro individuos). Mutar 
los individuos con una probabilidad de 4% (la opera-
ción de mutación permite obtener cuatro individuos). 
Evaluar la función lineal para cada uno de los cuatro 
individuos (los máximos y los mínimos de las funciones 
corresponden a los cuatro valores comparados). Guar-
dar en 84 posiciones los mayores valores detectados 
de la función lineal después de 1.500 iteraciones (este 
número de iteraciones es equivalente al número de 
iteraciones utilizadas en la metodología basada en los 
algoritmos Vega y Moga).
10.  COMPARAR LOS RESULTADOS 
OBTENIDOS AL APLICAR  
LA METODOLOGÍA BASADA 
EN LOS ALGORITMOS VEGA 
Y MOGA (MÉTODO UNO) CON 
LOS RESULTADOS OBTENIDOS 
AL APLICAR LA METODOLOGÍA 
BASADA EN EL MÉTODO HÍBRIDO 
ENTRE SUMAS PONDERADAS 
Y ALGORITMOS GENÉTICOS 
(MÉTODO DOS)
Para este efecto, se procede a realizar dos com-
paraciones, así:
• Se contrastan los individuos de valor mínimo corres-
pondientes a cada función objetivo y que a su vez 
hayan sido el resultado de aplicar el método uno con 
aquellos individuos de valor mínimo en cada función 
objetivo y que a su vez provengan de la aplicación 
del método dos.
• Se contrastan los individuos de valor mínimo corres-
pondientes a cada función objetivo y que a su vez 
hayan sido el resultado de aplicar el método uno con 
aquel individuo que logre el mayor valor ponderado 
al aplicar el método dos.
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Experimentación
Para este efecto, se obtuvo la información en 
una empresa del sector metalmecánico, procediendo 
a evaluar el producto denominado: base torre. Con el 
fin de ilustrar el desarrollo experimental del problema 
se caracterizaron, de acuerdo con lo indicado en el 
punto número uno de la metodología, nueve centros 
de trabajo y seis pedidos:
Los datos del problema discriminados por varia-
ble a cuantificar, se muestran a continuación:
1. Determinación del tiempo de procesamiento. 
Al respecto, se utiliza la siguiente información:
* Tiempos de operación por pedido en cada cen-
tro de trabajo. Esta información se encuentra registrada 
en la tabla 1. (Tiempos por pedido en cada centro de 
trabajo (horas)).
* Las rutas de fabricación por pedido son las que 
se observan en la tabla 4.
* Las cantidades que se van a procesar por pedi-
do, las rutas de manufactura y sus tiempos de fabricación 
(en horas) son las que se observan en la tabla 5.
 (1)
En la ecuación 1, N representa el número de 
pedidos, M representa el número de máquinas y Pij 
corresponde al tiempo del pedido i en la máquina j.
2. Costos de mano de obra directa. Los datos 
generales utilizados para determinar los costos de mano 
de obra directa, se expresan en la tabla 6.
Tabla 6. Datos base para cálculo 
de mano de obra directa
Elemento del costo 
de mano de obra Valor
Elemento del costo 
de mano de obra Valor





y de aportes 
parafiscales
50% Recargo dominical (nocturno) 110%
Recargo nocturno 
(10 p.m. a 6 a.m.) 35%
Total horas de 
trabajo al mes 195
Fuente: datos suministrados por la empresa.
Tabla 4. Ruta de fabricación por pedido
Pedido Ruta de fabricación Pedido
Ruta de 
fabricación
1 B C F D E A 6 E C B F A D 
2 A D C E F B 7 C A D F E B 
3 D C A F B E 8 B F E C A D
4 B F E D A C 9 D E F B C A
5 C B F A E D
Nota: En la intersección entre fila y columna, se encuentra el nombre del centro de fabricación por el cual pasa el pedido.
Tabla 5. Cantidades, rutas y tiempos de fabricación por pedido (en horas)
Pedidos Cantidad Rutas y tiempos de fabricación
1 200 B 10 C 14 F 10 D 18 E 10 A 11
2 300 A 12 D 11 C 12 E 14 F 10 B 15
3 270 D 14 C 12 A 11 F 10 B 12 E 13
4 400 B 11 F 15 E 15 D 15 A 10 C 17
5 230 C 9 B 9 F 14 A 12 E 14 D 12
6 180 E 7 C 10 B 12 F 16 A 12 D 10
7 320 C 15 A 12 D 18 F 16 E 18 B 15
8 300 B 14 F 15 E 17 C 15 A 16 D 14
9 250 D 12 E 17 F 19 B 14 C 12 A 17
La definición del tiempo de procesamiento se expresa a nivel general como sigue:
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El costo total de mano de obra directa está dado 
por la sumatoria de los costos en tiempo normal, en 
jornada laboral nocturna, en jornada laboral dominical 
más el costo de tiempo ocioso medido en horas. 
El número de personas requeridas, se obtiene 
identificando el máximo número de personas progra-
madas en un turno dentro del conjunto de turnos que 
conforman el horizonte de planeación.
El tiempo ocioso se determina observando el 
tiempo libre de cada persona en un turno. Posterior-
mente, se realiza la sumatoria total de tiempo ocioso 
durante el horizonte de planeación.
3. Fracción defectuosa. Los datos relacionados 
con la fracción defectuosa generada por la fatiga del 
operario a lo largo de la jornada laboral, se presentan 
en la tabla 7.










06:00 a.m. a 08:00 a.m. 0 06:00 p.m. a 08:00 p.m. 8
08:00 a.m. a 10:00 a.m. 0 08:00 p.m. a 10:00 p.m. 16
10:00 a.m. a 12:00 m 6 10:00 p.m. a 12:00 a.m. 0
12:00 m a 02:00 p.m. 10 12:00 a.m. a 02:00 a.m. 4
02:00 p.m. a 04:00 p.m. 0 02:00 a.m. a 04:00 a.m. 12
04:00 p.m. a 06:00 p.m. 2 04:00 a.m. a 06:00 a.m. 20
Fuente: datos suministrados por la empresa.
La respuesta final de la fracción defectuosa se 
obtiene relacionando la sumatoria de las cantidades 
de salida de los diferentes pedidos con respecto a la 
sumatoria de las cantidades de entrada.
4. Factor de ponderación total por individuo 
(P(Xj)). El factor de ponderación se determina para el 
método dos. Este método se describió en el numeral 9 
de la metodología. Las expresiones para utilizar con el 
propósito de establecer el valor del factor de pondera-




máx: Valor máximo encontrado para la función en el 
grupo de 8 individuos.
fi
mín: Valor mínimo encontrado para la función en el 
grupo de 8 individuos. 
fi(xj): Valor de la función fi para el individuo Xj
FP: Factor de ponderación
FP(fi): Factor de ponderación de fi (para cada función 
objetivo FP(fi) = 1/3) 
M:  Número de funciones objetivo
P(Xj)i: Ponderación del individuo en la función objeti-
vo
Xj: Individuo de la población
Una vez calculado P(Xj)i, se obtiene:
 (3)
Donde:
M: Número de funciones objetivo
P(Xj): Ponderación del individuo 
P(Xj)i: Ponderación del individuo en la función objeti-
vo 
Xj:  Individuo de la población
RESULTADOS
Análisis del método uno
El análisis realizado a partir de la aplicación del 
método uno, incluye los siguientes aspectos:
1.  TABLA RESUMEN DE RESULTADOS
Los resultados obtenidos para la población de 84 
individuos se presentan de manera parcial en la siguien-
te tabla. De acuerdo con lo expresado, se seleccionan 
con fines de ilustración, solo aquellos individuos a refe-
renciarse con posterioridad en el artículo. Ver tabla 8.
2.  DEFINICIÓN DE FRENTES
Al realizar análisis de dominancia sobre aquellos 
individuos que conforman la población final de res-
puesta (tabla 8), se obtienen los frentes relacionados a 
continuación en la tabla 9.
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(semanas) Costo MOD ($)
Fracción 
defectuosa (%)
1 176 16 6 1,83 6.173.797,00 24,13
2 176 16 7 1,57 6.465.018,00 24,13
6 178 16 7 1,59 6.461.152,37 24,14
9 180 16 6 1,88 6.160.911,56 26,48
16 183 16 7 1,63 6.428.938,77 26,49
17 184 16 6 1,92 6.127.409,42 25,17
25 192 16 6 2,00 5.998.555,02 26,32
26 193 16 6 2,01 5.976.649,77 25,19
31 198 16 6 2,06 5.841.456,40 24,13
35 202 16 6 2,10 5.726.790,30 25,14
46 213 16 6 2,22 5.410.675,69 24,75
47 214 16 6 2,23 5.382.945,34 25,86
54 221 16 6 2,30 5.191.067,54 24,85
57 224 16 6 2,33 5.107.643,54 24,13
63 230 16 6 2,40 4.943.108,54 24,72
64 229 24 6 1,59 6.932.178,21 32,55
67 232 24 6 1,61 6.849.127,11 34,12
74 176 8 7 3,14 6.467.507,00 19,79
75 176 8 6 3,67 6.173.797,00 19,81
79 178 8 6 3,71 6.169.931,37 19,76
80 179 8 7 3,20 6.459.776,34 18,95
81 179 8 6 3,73 6.166.066,34 19,38
84 180 8 6 3,75 6.159.623,62 19,71
Promedio 201,40 2,17 5.953.681,11 25,55
Mínimo 176 1,57 4.943.108,54 18,95
3.  ANÁLISIS DEL PRIMER FRENTE 
(INDIVIDUOS NO DOMINADOS)
De acuerdo con lo mencionado en la metodo-
logía, se procede a caracterizar el primer frente (74 
individuos), tomando como criterio de clasificación 
la variable denominada: “tiempo de procesamiento”. 
De esta forma, se muestran los respectivos resultados 
en la tabla 10. 
Asimismo, se identifica a continuación la 
etapa del ciclo económico en la cual los individuos 
pertenecientes a cada intervalo, deberían ser utilizados 
como elemento base para elaborar el programa 
de ejecución de las actividades correspondientes 
Tabla 9. Definición de frentes
Número 
frente
Números de los individuos en el 
frente (tomado de la tabla 8)
Total 
datos
Uno 74 individuos diferentes a aquellos 
que conforman el frente número dos.
74
Dos 64, 65, 66, 67, 68, 69, 70, 71, 72 y 
73.
10
al proceso de manufactura. La identificación de la 
etapa del ciclo económico se definió atendiendo el 
concepto pertinente de la dirección de operaciones 
de la organización objeto de estudio. También se 
muestran enseguida otros dos aspectos, el primero se 
relaciona con aquel individuo cuyo comportamiento 
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es más cercano al comportamiento promedio del 
intervalo en las tres variables analizadas, mientras que 
el segundo hace referencia a los individuos que podrían 
seleccionarse de cada categoría, ya sea con el propósito 
de minimizar el tiempo de procesamiento, el costo de 
mano de obra o la fracción defectuosa. Ver tabla 11.












Números de los 
















1 1,571 1,789 2-4-6-8-10-12-
14-16
10,81 1,60 6.451.488,29 25,22
2 1,789 2,007 1-3-5-7-9-11-13-15 
y 17 a 25
22,97 1,91 6.111.946,89 25,03
3 2,007 2,225 26 a 46 28,37 2,11 5.697.214,25 25,21
4 2,225 2,442 47 a 63 22,97 2,31 5.163.093,33 25,34
5-6-7 2,442 3,096 0 0
8 3,096 3,314 74-76-78- 80-82 6,74 3,17 6.462.095,36 19,80
9 3.314 3,532 0 0
10 3,532 3,75 75-77-79-81-83-84 8,14 3,71 6.168.385,36 19,64
Tabla 11. Etapas del ciclo económico asociadas a los intervalos de tiempo de procesamiento
Número de 
intervalo


















6 Promedio 1,59 6.461.152,37 24,14
2 Mínimo tiempo 1,57 6.465.018,00 24,13
16 Mínimo costo 1,63 6.428.938,77 26,49
2 Mínima fracción 1,57 6.465.018,00 24,13
2 Crecimiento 
con épocas de 
estabilización
17 Promedio 1,92 6.127.409,42 25,17
9 Mínimo tiempo 1,83 6.173.797,00 24,13
25 Mínimo costo 2 5.998.555,02 26,32




35 Promedio 2,10 5.726.790,30 25,14
26 Mínimo tiempo 2,01  5.976.649,77 25,19
46 Mínimo costo 2,21 5.410.675,69 24,75
31 Mínima fracción 2,06 5.841.456,40 24,13
4 Estabilidad 
con épocas de 
decrecimiento
54 Promedio 2,30 5.191.067,53 24,85
47 Mínimo tiempo 2,23 5.382.945,34 25,86
63 Mínimo costo 2,39 4.943.108,53 24,72
57 Mínima fracción 2,33 5.107.643,53 24,13
8 Decrecimiento 78 Promedio 3,18 6.463.641,37 20,25
74 Mínimo tiempo 3,14 6.467.507,00 19,79
82 Mínimo costo 3,21 6.453.333,62 20,13
80 Mínima fracción 3,20 6.459.776,34 18,95
10 Recesión 79 Promedio 3,71 6.169.931,37 19,76
75 Mínimo tiempo 3,66 6.173.797,00 19,81
84 Mínimo costo 3,75 6.159.623,62 19,71
81 Mínima fracción 3,73 6.166.066,34 19,38
4.  DIAGRAMA DE GANTT   
PARA EL MENOR TIEMPO   
DE PROCESAMIENTO
Se observa en la siguiente figura, el diagrama de 
Gantt correspondiente al individuo con menor tiempo 
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Tabla 12. Análisis de varianza (variables: promedio tiempo de procesamiento (semanas), promedio costo de mano 












Valor tratamiento 1 - réplica 01 2,61 5.794.830 25,16
Valor tratamiento 1 - réplica 10 2,62 5.800.000 25,16
Valor tratamiento 2 - réplica 01 2,61 5.794.830 25,18
Valor tratamiento 3 - réplica 01 2,61 5.801.030 25,23
Suma cuadrados de tratamientos 0,000037 93.667.311 0,00002
Suma cuadrados de error experimental 0,000431 1.094.762.356 0,01005
Suma cuadrados del total 0,000468 1.188.429.667 0,01007
GL: tratam –error experimental– total 2 – 27 – 29 2 – 27 – 29 2 – 27 – 29
Promedio cuadrados de tratamiento 0 46.833.655,6 0,00001
Promed io  cuad rados  de  e r ro r 
experimental 0 40.546.753,91 0,0003722
Valor prueba F calculado 1,17 1,16 0,03
Valor prueba F crítico 3,35 3,35 3,35
de procesamiento (en semanas). En el gráfico se aprecia 
en el eje de las ordenadas el nombre de las operaciones 
(centro de trabajo), mientras que en las abscisas se 
muestra la variable tiempo de proceso (expresada en 
horas). En cada cuadro se indica el número del pedido 
que está siendo procesado, como se puede visualizar 
en la figura 1.
5.  ANÁLISIS DE VARIANZA
El problema se ejecutó de manera consecu-
tiva durante 30 oportunidades, tomando cada vez 
los valores correspondientes al promedio de las 
variables de interés: tiempo de procesamiento (en 
semanas), costos de mano de obra directa y fracción 
Figura 1. Gráfico menor tiempo encontrado. Tiempo de proceso: 176 horas - 1,57 semanas, Costo de mano de obra: 
$ 6.465.018 –Fracción defectuosa: 24,13%– 
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1 229 16 6 2,3854167 4.970.503,54 24,73 76,18
2 224 16 6 2,3333333 5.107.643,54 24,13 75,90
5 237 16 6 2,46875 4.748.697,57 26,37 75,17
10 221 16 6 2,3020833 5.191.067,54 24,85 73,37
16 215 16 6 2,2395833 5.353.347,60 24,92 71,36
20 213 16 6 2,21875 5.410.675,69 24,75 71,06
24 215 16 7 1,9196429 5.644.569,36 24,92 70,08
30 211 16 6 2,1979167 5.467.836,29 25,48 68,81
37 205 16 6 2,1354167 5.639.162,06 25,38 67,03
40 196 16 6 2,0416667 5.897.607,84 24,27 66,43
45 195 16 6 2,03125 5.927.041,57 24,78 64,97
50 203 16 6 2,1145833 5.695.342,13 26,68 63,55
56 233 8 7 4,1607143 6.382.870,00 18,95 49,61
60 237 8 7 4,2321429 6.265.483,54 19,85 48,74
61 238 8 6 4,9583333 5.946.830,85 19,14 47,96
70 231 8 6 4,8125 6.145.561,00 19,53 45,52
76 229 24 6 1,5902778 6.932.178,21 32,55 37,10
77 238 24 6 1,6527778 6.681.184,93 34,28 36,55
80 230 24 6 1,5972222 6.905.838,49 33,21 35,99
Promedio 219,46 2,61 5.794.830,09 26,15 60,39
Mínimo 193,00 1,59 4.748.697,57 18,95 34,74




















1 1,571 1,789 10 11,90 1,62 6.807.403,91 33,563
2 1,789 2,007 16 19,04 1,97 5.810.484,14 26,26
3 2,007 2,225 18 21,42 2,14 5.612.635,62 25,4
4 2,225 2,442 22 26,19 2,46 4.748.697,57 26,37
5 a 10 2,442 3,75 0 0
11 >3,75 18 21,45 4,53 6.206.768,82 19,62
defectuosa debida a la fatiga del operario. Los valores 
obtenidos se sometieron a un análisis de varianza, 
cuyos resultados en síntesis son los que se pueden 
visualizar en la tabla 12.
Del análisis de varianza presentado en la tabla 
12, se observa que el valor de la distribución F esta-
blecida con el siguiente nivel alfa y grados de libertad: 
(0.05, 2, 27), es superior al valor de las distribuciones 
F calculadas sobre el mismo punto. Por tanto, se in-
fiere que los datos definidos en los tratamientos, en 
cuanto al comportamiento de las diversas variables 
son estadísticamente iguales.
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Costo de mano 






2 Mínimo tiempo 176 1,57 6.465.018,00 24,13
63 Mínimo costo 230 2,4 4.943.108,54 24,72
80 Mínima fracción 179 3,2 6.459.776,34 18,95
Método dos
76 Mínimo tiempo 244 1,59 6.932.178,21 32,55
5 Mínimo costo 237 2,47  4.748.697,57 26,37
56 Mínima fracción 233 4,16  6.382.870,00 18,95
















 2 (método 1) y 76 (método 
2)
E l  m é t o d o  1 
supera al método 
2 en 27,86%.
E l  m é t o d o  1 
supera al método 
2 en 1,25%
E l  m é t o d o  1 
supera al método 
2 en 6,73%
E l  m é t o d o  1 




63 (método 1) y 5 (método 
2)
El método 1 supera 
al método 2 en 3%.
E l  m é t o d o  1 
supera al método 
2 en 2,83%.
E l  m é t o d o  2 
supera al método 
1 en 3,34%.
E l  m é t o d o  1 





80 (método 1)  y  56 
(método 2)
E l  m é t o d o  1 
supera al método 
2 en 23,17%.
E l  m é t o d o  1 
supera al método 
2 en 23,1%
E l  m é t o d o  2 
supera al método 
1 en 1,19%.
El desempeño de 
ambos métodos 
es igual.
ANÁLISIS DEL MÉTODO DOS:
El análisis realizado a partir de la aplicación del 
método dos, incluye los siguientes aspectos:
1.  TABLA RESUMEN DE RESULTADOS.
A continuación se muestra el resultado parcial de 
los datos obtenidos por medio de la aplicación del mé-
todo dos. De acuerdo con lo expresado se seleccionan, 
con fines de ilustración, solo aquellos individuos para 
referenciarse con posterioridad en el artículo. Como se 
puede visualizar en la tabla 13.
2.  ANÁLISIS DE LOS INDIVIDUOS 
Con el propósito de realizar una adecuada com-
paración entre los resultados de los métodos uno y dos, 
los datos provenientes de la aplicación del método dos 
se agruparán con los intervalos ya establecidos para el 
análisis de los individuos obtenidos como resultado de la 
aplicación del método uno, en lo que respecta al primer 
frente. Con base en lo anterior, se presenta enseguida 
la síntesis correspondiente a los datos observados en la 
tabla 13. Ver tabla 14.
Al evaluar el primer intervalo del método uno 
respecto al primer intervalo del método dos, se en-
cuentra que: en cuanto a la variable tiempo de proceso 
(en semanas), el método uno supera al método dos en 
1,23%; en cuanto a la variable costo de mano de obra, 
el método uno supera al método dos en 5,22% y en 
cuanto a la variable fracción defectuosa, el método uno 
supera al método dos en 24,85%. 
Comparación de los métodos uno y dos
La comparación de los métodos uno y dos inclu-
ye los siguientes aspectos: 
1. Comparación de los individuos de mínimo 
valor para las variables analizadas.
A continuación se muestra la comparación entre 
los métodos uno y dos, considerando en cada caso, 
aquellos individuos que arrojan el comportamiento de 
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mínimo valor para las variables analizadas. Como se 
puede observar en la tabla 15.
De acuerdo con lo apreciado en la tabla anterior, 
el método uno al compararlo con el método dos pre-
senta el siguiente comportamiento, como se visualiza 
en la tabla 16.
2. Comparación de los métodos en cuanto al 
comportamiento promedio de las variables analizadas. 
Se muestran enseguida los valores promedio de 
las variables de interés para cada uno de los grupos 
de 84 individuos que se obtuvieron por medio de la 
aplicación de los métodos uno y dos, como se puede 
observar en la tabla 17.


















Método uno 201,4 2,17 5.953.681,11 25,55
Método dos 219,5 2,61 5.794.830,09 26,15
Al comparar los métodos anteriores con respecto 
al valor tomado por el promedio de las variables 
analizadas se encuentra que: el método uno supera al 
dos en cuanto al comportamiento de la variable tiempo 
de proceso (en horas) en 8,38%, el método uno supera al 
dos en cuanto al comportamiento de la variable tiempo 
de proceso (en semanas) en 16,85%, el método uno 
es inferior al dos en cuanto al comportamiento de la 










Costo MOD ($) Fracción 
defectuosa (%)
Mínimo
Tiempo de proceso 
(semanas)
2 El método 1 supera 
a l  método 2  en 
23,14%.
El método 1 supera 
al  método 2 en 
34,3%. 
El método 1 es 
inferior al método 2 
en 24,9%.
E l  m é t o d o  1 
supera al método 
2 en 2,42%.
Mínimo costo MOD 
($)
63 El  método 1 es 
inferior al método 2 
en 0,43%.
El método 1 es 
inferior al método 2 
en 0,41%. 
El método 1 es 
inferior al método 2 
en 0,72%.
E l  m é t o d o  1 




80 El método 1 supera 
a l  método 2  en 
21,83%.
El método 1 es 
inferior al método 2 
en 25,31%. 
El método 1 es 
inferior al método 2 
en 24,02%.
El  método uno 
supera al método 
2 en 23,37%.
variable costo MOD en 2,67% y, asimismo que el método 
uno supera al “dos en cuanto al comportamiento de la 
variable fracción defectuosa en 2,29%.
3. Comparación del método uno respecto al 
individuo con mayor ponderación obtenido a través 
de la aplicación del método dos.
En la tabla 18 se presenta el individuo con 
mayor valor de ponderación obtenido por medio 
del método dos.
Tabla 18. Individuo con mayor valor de ponderación 















229 2,39 4.907.503,04 24,73 76,18
Al comparar el anterior individuo con los indi-
viduos de valor mínimo provenientes del método uno 
se encuentra lo que se puede observar en la tabla 19.
DISCUSIÓN DE RESULTADOS
Si bien, en la literatura revisada, los procesos 
de investigación de los sistemas Job shop que utilizan 
técnicas propias de la inteligencia artificial, se han 
difundido durante los últimos 10 años; se hace notar 
que las variables tratadas en el tipo de problema 
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multipropósito, objeto de este artículo, no han sido 
analizadas previamente por ningún autor. 
Particularmente, la metodología diseñada con 
el fin de evaluar las variables objeto de análisis, puede 
calificarse como precisa, los resultados establecidos, se 
consideran estadísticamente iguales con un nivel de 
confianza de 95%. 
El menor tiempo de proceso establecido de 176 
horas, al esquematizarse en diferentes programas de 
producción por turno, genera diversos resultados en 
cuanto al comportamiento de las variables: tiempo de 
proceso expresado en semanas, costo de mano de obra 
directa y porcentaje de fracción defectuosa debida a la 
fatiga del operario.
Al analizar la información obtenida por el mé-
todo uno se logran identificar dos frentes, el primero 
de ellos agrupa el 87% de los datos, es decir, existe un 
87% de individuos no dominados. En cuanto al segundo 
frente, corresponde a individuos que si bien generan un 
bajo tiempo de proceso en semanas, al esquematizarse 
en programas de producción de 24 horas al día, incre-
mentan tanto el costo de mano de obra directa como la 
probabilidad de obtener artículos no conformes.
Con relación a la agrupación de datos realizada 
para los individuos de ambos métodos, debe comentarse 
que los individuos clasificados en el primer intervalo del 
método uno, dominan a los individuos clasificados en 
el mismo intervalo del método dos.
Al comparar el individuo de menor tiempo 
de proceso obtenido con el método uno con aquel 
individuo de mayor valor ponderado arrojado por 
el método dos, se encuentra que el primero supera 
al segundo en las variables: tiempo de proceso (en 
semanas), tiempo de proceso (en horas) y fracción 
defectuosa, mientras que el segundo presenta mejor 
desempeño en el costo MOD. 
CONCLUSIONES
De acuerdo con los resultados encontrados y 
su discusión se puede concluir que: 1. El análisis de 
varianza permitió confirmar la estabilidad estadística 
de los datos calculados, para las diversas variables 
objeto de estudio. 2. De acuerdo con la etapa del ciclo 
económico (crecimiento, estabilidad o recesión), la di-
rección de operaciones de la compañía puede decidir la 
utilización de diferentes programas de producción, por 
medio de los cuales se logre obtener el menor tiempo 
de procesamiento, al mínimo costo y a la vez con la 
menor probabilidad de generar artículos no conformes. 
En cada circunstancia es conveniente que el director 
de operaciones interprete los resultados y valide la 
respuesta del modelo o establezca el curso de acción 
a tomar. 3. Se observa en los diferentes elementos de 
comparación (individuos de mejor desempeño en las 
diversas variables, promedio de las variables en las po-
blaciones de respuesta, conformación de los intervalos 
por datos agrupados, análisis de dominancia) que el 
método uno supera el desempeño del método dos. 
4. El enfoque actual del proyecto puede robustecerse 
incorporando conceptos provenientes del análisis 
estocástico y la dinámica de sistemas al igual que de 
elementos provenientes de otros métodos propios de la 
misma inteligencia artificial (NSGA II, SPEA II, colonia 
de hormigas y minería de datos).
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Resumen
El presente art́ıculo desarrolla una metodoloǵıa basada en gené-
tica poblacional que permite mejorar el desempeño de dos o más va-
riables en un sistema de producción job shop. La metodoloǵıa aplica
un algoritmo genético con caracteŕısticas especiales en la selección
de individuos que pasan de generación en generación. Los resultados
permitieron demostrar mejores desempeños de la metodoloǵıa pro-
puesta en las variables makespan, tiempo muerto y costo de enerǵıa
al ser comparada con el método FIFO. Al comparar la metodoloǵıa
con el método NSGA II no se obtuvieron diferencias en las varia-
bles makespan y tiempo muerto; sin embargo, se obtuvo un mejor
desempeño en el costo de la enerǵıa y, principalmente, mayor eficien-
cia en relación al número de iteraciones realizadas para obtener el
makespan óptimo.
Palabras clave: algoritmo genético; job shop; multiobjetivo; subpobla-
ciones; recursos energéticos; makespan; dinámica de poblaciones.
Abstract
This paper develops a methodology based on population genetics
to improve the performance of two or more variables in job shop
production systems. The methodology applies a genetic algorithm
with special features in the individual selection when they pass from
generation to generation. In comparison with the FIFO method,
the proposed methodology showed better results in the variables
makespan, idle time and energy cost. When compared with NSGA
II, the methodology did not showed relevant differences in makespan
and idle time; however better performance was obtained in energy
cost and, especially, in the number of required iterations to get the
optimal makespan.
Keywords: genetic algorithm; job; multiobjective; subpopulations; en-
ergy resources; makespan; population dynamics.
Mathematics Subject Classification: 91B72, 62J99, 62J05.
1 Introducción
La configuración en job shop pertenece al grupo de sistemas de produc-
ción que responden a una estrategia de flujo flexible. En este sistema,
las máquinas se organizan por función; es decir, agrupando aquellas del
mismo tipo con el fin de maximizar su utilización. De esta manera, el
problema de la programación de pedidos consiste en definir la secuencia
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de fabricación más favorable para un grupo de productos con flujos de
fabricación variados y tamaños de lote distintos [5, 20]. La caracteŕıstica
especial en el problema de programación de la producción, está en la se-
cuencia de fabricación distinta que sigue cada pedido que entra al sistema,
tal y como se ilustra en la Figura 1. Esta ilustra la ejecución de 4 pedidos
P en 3 máquinas M . El problema principal es distribuir, en una franja
de tiempo, el desarrollo de los pedidos de tal manera que una máquina
no esté ocupada ejecutando más de un pedido a la vez y todos ellos se
procesen en el menor tiempo posible.
Figura 1: Grafo del job shop4 × 3.
Hasta aqúı, encontrar el menor tiempo posible para el conjunto de
pedidos (makespan) es el objetivo que mayormente se persigue en la pro-
gramación de un sistema job shop; sin embargo, cuando se exige agre-
gar uno o más objetivos, es necesaria una solución multiobjetivo. Para
Frutos y Tohmé [14], entre los métodos multiobjetivo más recurrentes
en la literatura, basados en algoritmos genéticos aplicados a problemas
de programación de la producción en sistemas job shop, están el NSGA
II (Non-dominated Sorting Genetic Alghorithm II), SPEA II (Strength
Pareto Evolutionary Algorithm II) y sus antecesores NSGA y SPEA. Para
dichos autores, el NSGA II es el que ha reportado mayor eficiencia. Dicho
método parte de una población inicial y selecciona los individuos ubicados
en una frontera de Pareto o cerca de ella, donde cada uno de estos busca
satisfacer el conjunto de objetivos planteados de forma simultánea. Estos
individuos se mezclan en un proceso iterativo para establecer fronteras de
Pareto más eficientes.
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La metodoloǵıa multiobjetivo planteada en este art́ıculo, al igual que
los métodos anteriores, se soporta en un algoritmo genético [3, 16, 17, 25].
No obstante, su contribución metodológica fundamental se basa en la in-
corporación del concepto de dinámica poblacional a partir de la cual la
selección se concentra en subgrupos de mejores individuos para satisfa-
cer cada objetivo de forma individual, en subgrupos que satisfagan si-
multáneamente dos o más objetivos y, adicionalmente, en subgrupos que
aleatoriamente ingresan a la población como si fueran inmigrantes. La
función multiobjetivo de la metodoloǵıa entrega soluciones factibles, ya
que computa individuos que arrojan un tiempo de proceso posterior al
tiempo de inicio, los demás individuos, no factibles, son descarta-
dos. Es importante resaltar que los objetivos son independientes entre śı,
es decir, no son contradictorios, pues un objetivo no está en función de
otro.
La dinámica poblacional ha sido estudiada y aplicada en otras áreas
del conocimiento tales como el desempeño de poblaciones evolutivas [12],
la bioloǵıa [24] y la genética [2, 23], entre otras.
Según el concepto de dinámica poblacional, el espacio donde se desa-
rrolla una población presenta particularidades que promueven la existencia
de individuos con caracteŕısticas similares. Si existen varios espacios, con
diferentes caracteŕısticas, las poblaciones que habitan en ellos son hetero-
géneas al compararse entre śı. El manejo y conservación de estos espacios
y las mezclas que se puedan dar entre individuos son las que permiten
obtener mejores desempeños en la población [21], dado que aumenta la
diversidad genética [1].
Mediante la diversidad genética se establecen las bases para la carac-
terización de genotipos diferentes y se promueve el mejoramiento de la
selección de combinaciones mejores y favorables a los cruzamientos [9].
El problema de la diversidad en las poblaciones ha sido estudiado desde
varias perspectivas; por ejemplo, el estudio de Toro [28] abordó el papel de
las razas y los fenómenos históricos como medio para generar gran diversi-
dad de tipos sociales, carácteres y costumbres. Por su parte, Hernández y
Esparza [18] en un estudio de los apellidos en diferentes poblaciones, abor-
daron el problema de la falta de diversidad como causa de la redundancia
en una población.
La redundancia, a su vez, genera insuficiente divergencia genética para
la generación de filiales, lo cual disminuye la posibilidad de encontrar
genotipos con combinaciones genéticas prósperas dada su poca variación
[10]. A dicho concepto le subyace un principio básico que establece que las
Rev.Mate.Teor.Aplic. ISSN 1409-2433 (Print) 2215-3373 (Online) Vol. 22(1): 113–134, Jan 2015
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poblaciones divergentes y heterogéneas tienden a generar mejores alterna-
tivas y resultados. Este principio, al ser incorporado en la metodoloǵıa
propuesta, se establece como una contribución en la solución del problema
de programación de la producción en sistemas job shop (Job Shop Schedul-
ing Problem, JSSP).
Para su presentación, el contenido del art́ıculo se ha organizado de la
siguiente manera: en la primera sección se expone la metodoloǵıa pro-
puesta, con su estructura, variables y el proceso de iteración con el al-
goritmo de selección. En la segunda sección, se aplicó la metodoloǵıa
en un caso de estudio para analizar y comparar los resultados con los
métodos FIFO y NSGA II. Se demostró que la metodoloǵıa propuesta su-
pera al método FIFO en las variables makespan (22.52%), tiempo muerto
(41.92%) y costo de enerǵıa (2.29%). Aunque no se observaron resulta-
dos superiores al ser comparada con el método NSGA II en las variables
makespan y tiempo muerto, śı se obtuvo alguna mejora en el costo de
enerǵıa y, ante todo, una mayor eficiencia en relación al número de ite-
raciones necesarias para llegar al makespan óptimo. Finalmente, en la
última sección se expone un cuerpo de conclusiones y se sugieren algunas
ĺıneas generales de trabajo para abordar nuevos casos de estudio.
2 Metodoloǵıa
La metodoloǵıa propuesta se compone de 7 pasos, tal y como se muestra
en la Figura 2. Esta aporta una solución para dos o más objetivos: en este
caso se tratan dos objetivos: 1) reducir el tiempo de procesamiento y 2)
reducir el costo de los recursos usados. En la medida en que se agregan más
objetivos, estos se orientan a reducir costos de otros recursos diferentes a
los anteriores. Una explicación de cada uno de los pasos propuestos se
expone a continuación:
Paso1. Plantemiento del problema JSSP
El sistema de producción job shop se establece para un número n de pe-
didos P o solicitudes del cliente y un número m de máquinas M o puestos
de trabajo. Con base en los aportes de Cheng y Smith [6] y Castrillón
et al. [4] para la programación de sistemas de producción job shop, se
determinaron las siguientes matrices:
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a) Tiempo de proceso
Para ello se determinan dos matrices: la primera matriz (Tabla 1) pre-
senta en cada columna la secuencia de operaciones (Po(i, j), Po(l, j), . . . ,
Po(k, j)) en la cual se ejecuta el pedido j ( j = 1, 2, . . . , n) en las diferentes
máquinas, donde ij , lj , kj ∈ {1, 2, . . . , n} y ij ̸= lj ̸= kj . Las columnas de
los pedidos difieren algunas de otras por la caracteŕıstica propia del sis-
tema job shop; es decir, no todas las secuencias son iguales. El conjunto de
elementos Po(i, j), Po(l, j), . . . , Po(k, j) para el pedido j tiene un orden
que lo imponen las caracteŕısticas del trabajo a realizar.
Figura 2: Flujograma de la metodoloǵıa propuesta.
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Tabla 1: Secuencia de pedidos en máquinas.
Pedidos P1 P2 . . . Pn
Secuencia de máquinas
Po(i, 1) Po(i, 2) . . . Po(i, n)





Po(k, 1) Po(k, 2) . . . Po(k, n)
La segunda matriz (Tabla 2), presenta en cada columna (Tp(1, j), . . . ,
Tp(w, j)), el tiempo que tarda el pedido j en cada máquina Mw, (w =
1, 2, 3, . . . ,m).
Tabla 2: Tiempos de proceso.
Máquinas
Pedidos
P1 P2 . . . Pn
M1 Tp(1, 1) Tp(1, 2) . . . Tp(1, n)






Mw Tp(w, 1) Tp(w, 2) . . . Tp(w, n)
Aplicando las matrices de las Tablas 1 y 2 en un sistema Job Shop
real, se obtiene información simplificada para programar las máquinas y
los recursos con el fin de lograr el primer objetivo de la programación
de un sistema job shop: procesar los pedidos en el menor tiempo posible
(makespan) [13]. La ecuación 1 expresa una función fitness (aptitud), la
cual permite encontrar la secuencia de fabricación que logra los tiempos
más bajos de fabricación. La sumatoria de Tpi representa el tiempo uti-
lizado en el total de las máquinas (w) y la sumatoria Toi representa el
tiempo total de ocio en el total de las máquinas. La función se aplica a
un individuo el cual será explicado en el paso 2 “Creación de parentales”,
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el individuo es el cromosoma del algoritmo genético que programa la pro-
ducción. Finalmente, la ecuación del makespan arroja el tiempo en que











b) Minimizar el costo del recurso consumido
El segundo objetivo consiste en minimizar el costo de un recurso consu-
mido o la probabilidad de generar pérdida, como minimizar las aveŕıas,
accidentes o productos no conformes. Para ello se determinan dos ma-
trices: la primera presenta la cantidad de recurso requerido R por cada
pedido en cada máquina, según se muestra en la Tabla 3. En ella, cada
columna (Rp(1, j), . . . , Rp(m, j)) define el recurso R requerido por el pe-
dido j en cada máquina M .
Tabla 3: Consumo de recurso R.
Máquinas
Pedidos
P1 P2 . . . Pn
M1 Rp(1, 1) Rp(1, 2) . . . Rp(1, n)






Mm Rp(m, 1) Rp(m, 2) . . . Rp(m,n)
La segunda, contiene el costo del recurso en un tiempo determinado
según se expone en la Tabla 4; en ella, la columna “tiempo” representa
el número de periodos en una jornada laboral, donde C representa el
tiempo máximo de la jornada laboral. La columna “Costo de unidad de
recurso” tiene el costo Cr(i) por cada unidad de recurso para cada periodo
i(i = 1, 2, . . . , c).
La ecuación (2) expresa una función Costo total, la cual permite encon-
trar el costo mı́nimo de los pedidos asignados en las máquinas; la variable
i representa el momento en el tiempo en que se determina el costo; la
variable j es la máquina (w); la variable A = (0, 1) representa la actividad
de la máquina, 0 si está en tiempo de ocio y 1 si está asignada a un pe-
dido; la variable Rp es la cantidad de recurso del pedido consumido en la
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Tabla 4: Costo de recurso por unidad por tiempo.






máquina; la variable Cr es el costo del recurso en el tiempo (i); el tiempo


















Un ejemplo de la aplicación de la ecuación (3) es el siguiente. Para
i = 17 y C = 8 se tiene: el tiempo máximo de la jornada es 8 y el tiempo
(i) seŕıa 1.
Paso 2: Creación de parentales
Cada individuo requiere una codificación para ser computado en el algo-
ritmo genético que programa la producción. La codificación del cromo-
soma que se plantea en esta metodoloǵıa se puede apreciar en la primera
fila de la Tabla 5, la cual representa una solución sencilla a la progra-
mación en un sistema job shop de n pedidos y m máquinas (JSSPn×m);
la segunda fila representa el pedido asignado y la tercera representa la
posición de la máquina asignada. En esta última fila se hace referencia a
la nomenclatura de la Tabla 1.
Si se tiene un JSSP3×4, (3 pedidos y 4 máquinas), el cromosoma debe
tener 12 genes. Cada gen, en su orden de izquierda a derecha, representa
la asignación de un pedido en una máquina de acuerdo con los tiempos
prestablecidos. Esta etapa finaliza creando una población inicial de N
individuos; cada uno representa un reordenamiento aleatorio de la fila
“Cromosoma” de la Tabla 5, la cual es el vector x representado en la
ecuación (1). Al conjunto de N individuos se les llama “Parentales”.
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Tabla 5: Codificación del cromosoma para JSSPn×m.
Cromosoma 1 2 . . . . . . . . . . . . . . . . . . . . . n×m
Asignación
de pedido





Po(1, 1) Po(2, 1) . . . Po(m, 1) Po(1, 2) Po(2, 2) . . . Po(m, 2) . . . Po(m,n)
Paso 3: Generaciones
Los individuos mejoran su desempeño en la medida en que se adaptan al
medio al pasar de población en población (Fitness). Entre más genera-
ciones se establezcan, existe una mayor probabilidad de obtener individ-
uos superiores. Dicha condición se da siempre y cuando en la población se
conserve una caracteŕıstica de heterogeneidad, es decir que no se genere
redundancia. En este paso se ingresa el número G de generaciones, que
finalmente determinará la iteración de los pasos siguientes. El criterio
para determinar el número G se establece de acuerdo con el tiempo de
procesamiento y el tiempo en que se logre una solución significativa para
quien aplique la metodoloǵıa.
Paso 4: Creación de filiales
La población de N individuos (N es un número par) se convierte en 2N
al agregar individuos “filiales” que resultan de cruzar los “parentales” y de
aplicar una mutación previamente establecida. El proceso de cruzamiento
se basa en los aportes de Dı́az et ál. [8]. Este proceso se hace mediante
una explotación de recombinaciones (Partially Matched Crossover, PMX),
el cual consiste en tres etapas:
1. Elegir aleatoriamente dos puntos de cruce en dos cromosomas pa-
rentales.
2. El segmento comprendido entre los puntos de cruce en un parental
se escoge para crear una sección parcial de un hijo.
3. Los espacios vaćıos del hijo obtenido se llenan de izquierda a derecha
con los genes del otro parental. Los genes del otro parental se van
eligiendo de izquierda a derecha, siempre y cuando no se repitan
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en los genes del nuevo hijo. Por ejemplo, si se tienen dos paren-
tales aśı: (3, 6, 5, 2, 4, 1) y (1, 2, 3, 4, 5, 6), se escoge dos puntos de
cruce, aleatoriamente se toman las posiciones del 3 y 4, el primer
hijo será (, , 5, 2, , ) y el segundo (, , 3, 4, , ). Con el fin de completar
las posiciones vaćıas del primer hijo, del segundo parental se esco-
gen los genes faltantes, finalmente el primer hijo queda (1, 3, 5, 2, 4, 6)
(Figura 3).
Figura 3: Creación de un hijo (filial).
El segundo hijo queda aśı: (6, 5, 3, 4, 2, 1).
Paso 5: Cómputo de funciones
Los objetivos previamente definidos son el makespan (Ec. 1) y el costo de
enerǵıa (Ec. 2). Por cada cromosoma se hace un cómputo de funciones,
el cual consiste en tres etapas: en la primera se asignan las operaciones
de los pedidos en un diagrama de Gantt, haciendo uso de las Tablas 1 y 2
como se aprecia en la Figura 4; en el eje vertical se exponen las máquinas
y en el eje horizontal el tiempo. La segunda etapa establece el makespan,
que es el tiempo en el cual termina de trabajar la última máquina para
completar el total de los pedidos. Finalmente en la tercera etapa, haciendo
uso de las Tablas 3 y 4 y el diagrama de Gantt creado en la primera etapa,
se establece el costo total de la enerǵıa utilizada.
Paso 6: Selección de mejores sucesores
Para todos los individuos de la población 2N , se obtiene un resultado en
cada una de las funciones objetivo (makespan y costo de enerǵıa). Con el
fin de pasar de generación en generación, es necesario utilizar un artificio
de los AGs, el cual es representado en la selección de los mejores individuos,
para finalmente obtener una población N que pasa a la siguiente iteración.
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Como el principio hipotético establecido anteriormente determina que
las poblaciones divergentes y heterogéneas, tienden a generar mejores al-
ternativas y resultados, este se aplica al seleccionar N individuos de la
población 2N. Esta selección se hace con base en varios grupos llamados
subpoblaciones (SPs). Una forma de lograr la heterogeneidad en el caso
de estudio es obteniendo subpoblaciones aśı: una en la cual los individuos
se desempeñen bien en el primer objetivo, otra en el segundo objetivo,
otra en los dos objetivos, y una última con individuos aleatorios, esta úl-
tima representa individuos que inmigran. En general si la metodoloǵıa se
aplica en un número B de objetivos (O1, O2, . . . , OB), el número total de
subpoblaciones (SPs) es B + 2, donde la SP 1 se desempeña bien en el
primer objetivo, SP 2 se desempeña bien en el segundo objetivo, aśı hasta
el SPB, SPB+1 contiene individuos que se desempeñan bien en todos los
objetivos y SPB+2 contiene individuos que se desempeñan de cualquier
forma, simulando una inmigración. El número de individuos por cada
SP i se establece previamente por parte de quien aplica la metodoloǵıa
para asegurar la heterogeneidad, este criterio arbitrario se elige en la me-
dida en que se obtienen mejores resultados. Una forma de representar la
estructura anterior se puede visualizar en la Tabla 6.
Tabla 6: Selección de mejores sucesores.
Mejores sucesores Total
Individuos I1I2 . . . ISP1 I1I2 . . . ISP2 . . . I1I2 . . . ISP (B+1) I1I2 . . . ISP (B+2) N




O1, O2, . . . , OB
Indiferentes
el objetivo (Aleatorios)
Una aproximación a este tipo de estructura, se desarrolla en los aportes
de Herrera et ál. [26], el cual aborda el problema de programación de la
producción en un sistema job shop, seleccionando un método similar al de
subpoblaciones, pero sin incluir la subpoblación de aleatorios.
Paso 7: Selección de mejores individuos
Al llegar a la generación G la población tiene N individuos que finalmente
se convierten en los mejores individuos seleccionados; es decir los de mejor
fitness. Esta población tendrá individuos y cromosomas, que servirán para
programar la producción del sistema job shop, algunos con buen desem-
peño en un objetivo y otros con buen desempeño en todos los objetivos
que se pretenden conseguir. Con todos los individuos de la población final
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se presenta un reporte que servirá para que la organización, la empresa o
la industria, que lo aplique, tome decisiones pertinentes de acuerdo a sus
necesidades o prioridades.
3 Experimentación
Se aplicaron los siete pasos de la metodoloǵıa: en el primer paso se ingre-
saron las restricciones que se exponen más adelante en el caso de estudio.
El paso dos genera aleatoriamente 10 cromosomas (N individuos) que se
convierten en la primera población de parentales. En el tercer paso, (con
base en la experimentación) se eligieron 1000 iteraciones. En el cuarto paso
mediante el cruce de cromosomas parentales se generan 10 filiales (hijos).
En el quinto paso, al tener una población de 20 individuos (cromosomas),
por cada individuo se calcula el diagrama de Gantt y el resultado en las
dos funciones objetivo (makespan y costo de enerǵıa). En el sexto paso,
se seleccionan los mejores 10 individuos mediante subpoblaciones; estos
pasarán a la siguiente generación como los parentales. Los pasos 4, 5 y 6
se repiten hasta completar las 1000 iteraciones. Finalmente en el paso 7,
se exponen los 10 mejores individuos que resultaron de las 1000 iteraciones
con los resultados que se presentan más abajo.
3.1 Caso de Estudio
El modelo planteado para la aplicación de la metodoloǵıa se basó en 6
máquinas y 6 pedidos. Para este caso, la metodoloǵıa se aplicó con base
en dos objetivos: makespan y costo de recurso energético consumido. La
secuencia y los tiempos se extraen del modelo FT06 de Muth y Thompson
[11] (Ver Tablas 7 y 8).
Tabla 7: Secuencias para el caso JSSP6×6.




3 2 3 2 3 2
1 3 4 1 2 4
2 5 6 3 5 6
4 6 1 4 6 1
6 1 2 5 1 5
5 4 5 6 4 3
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P1 P2 P3 P4 P5 P6
M1 3 10 9 5 3 10
M2 6 8 1 5 3 3
M3 1 5 5 5 9 1
M4 7 4 4 3 1 3
M5 6 10 7 8 5 4
M6 3 10 8 9 4 9
En la Tabla 9 se presenta el consumo del recurso energético para cada
pedido en cada máquina.
Tabla 9: Consumo del recurso energético para JSSP6×6.
Máquinas
Pedidos
P1 P2 P3 P4 P5 P6
M1 5.1 19.0 7.5 2.3 1.6 25.7
M2 9.0 26.6 24.8 15.9 6.2 1.2
M3 24.4 9.1 3.6 9.7 21.3 1.0
M4 16.2 21.1 15.2 9.2 26.2 18.8
M5 18.8 27.6 9.7 23.1 7.6 21.1
M6 5.6 8.5 11.5 10.5 9.7 24.8
En la Tabla 10 se presenta el costo por unidad de recurso energético
para cada hora del d́ıa, en una jornada de 9 horas.
El cromosoma con el cual se codifica la solución del JSSP6×6 de 36
genes (véase primera fila de la Tabla 9), resulta de multiplicar los centros
de trabajo por los pedidos. El sistema Job Shop que se está resolviendo,
tiene una cantidad de combinaciones de aproximadamente 3.71993×1041.
3.2 Resultados
Para efectos de valoración de la aplicación de la metodoloǵıa, primero se
procedió a realizar una primera programación usando la secuencia tradi-
cional FIFO, con los resultados que se exponen en la Figura 4. En esta se
aplica la primera fila de la Tabla 9.
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Tabla 10: Costo de unidad del recurso energético por hora del d́ıa.










Seguidamente y con el fin de comparar un algoritmo convencional con
la metodoloǵıa propuesta, se aplicó el algoritmo NSGA II. Utilizando el
software MATLAB, para 1.000 iteraciones, 10 individuos parentales y una
mutación del 30%, se obtienen los datos de la Tabla 11. La función 1
es el resultado del makespan y la función 2 es el costo total de enerǵıa
consumida.
Figura 4: Secuencia tradicional FIFO. Makespan = 71; tiempo muerto = 229.
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Tabla 11: Soluciones con NSGA II











Bajo los mismos parámetros anteriores, utilizando la metodoloǵıa pro-
puesta de subpoblaciones y dividiendo el número de individuos parentales
(1 para el primer objetivo, 4 para el segundo objetivo, 4 para los dos
objetivos y 1 indiferente), se obtienen los resultados de la Tabla 12.
Al comparar los resultados de la metodoloǵıa SPs con la NSGA-II se
determina que el mı́nimo en la primera función es igual (55) para ambas.
En la segunda función la metodoloǵıa propuesta da menor que la NSGA-II.
Tabla 12: Soluciones obtenidas con la metodoloǵıa propuesta.











En la Figura 5 se presenta el diagrama de Gantt con la secuencia del
individuo 6.
El promedio de los resultados en ambas funciones para ambas metodo-
loǵıas muestra un promedio menor en la NSGA-II, esto no es significativo,
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metodoloǵıa selectiva de dinámica poblacional... 129
lo relevante son los mı́nimos encontrados, el tiempo en las dos metodoloǵıas
es 55, el costo de la enerǵıa en SPs es 1207.7, mientras que en NSGA-II
es 1213.2. Por otro lado, el rango en los resultados de SPs es más amplio
que en NSGA-II, lo que presenta un mayor espacio de búsqueda en el SPs
comparándolo con la otra metodoloǵıa. Entre mayor sea el espacio de
búsqueda aumenta la diversidad y por ende aumenta la exploración del
espacio de soluciones [22].
Figura 5: Solución con la metodoloǵıa propuesta. Makespan = 55; tiempo
muerto = 133.
4 Discusión
Comparación entre la metodoloǵıa SP y la técnica FIFO
Se aprecia una mejora del 22.53% respecto a la variable tiempo total de
proceso. Este porcentaje es mayor del 22% proyectado inicialmente. Igual-
mente en los tiempos de subutilización de los centros de trabajo, se evi-
dencia en la técnica tradicional 229 unidades de tiempo muerto, mientras
con la metodoloǵıa propuesta, trabajando subpoblaciones se obtienen 133
unidades de tiempo muerto, lo cual representa una mejora del 41.92%. En
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cuanto al costo de enerǵıa se obtiene 1236.0 en FIFO, mientras que en SP
se tiene 1207.7, esto representa una mejora del 2.29%.
Comparación de resultados entre la metodoloǵıa SP y la
aplicación del NSGA II
Se puede determinar que las soluciones fueron similares, por lo menos en
el tiempo de proceso del modelo FT06, es decir el makespan. En am-
bos métodos se obtienen 55 unidades de tiempo, el tiempo muerto en las
máquinas es igual, esto es la solución óptima encontrada por la comunidad
cient́ıfica en el ambiente mono-objetivo. Frente al costo del recurso ener-
gético difiere un poco. Mientras que el NSGA II, con el tiempo de 55,
obtuvo un costo mı́nimo de 1273.0 la metodoloǵıa de propuesta generó un
costo de 1271.1; es decir, hubo una mejora del 0.1493%.
Como una de las metas propuestas por la empresa que requiere solu-
cionar este tipo de JSSP, de acuerdo a su prioridad, puede ser obtener una
solución en un solo objetivo, NSGA II entrega un individuo con un costo de
recurso energético de 1213.2, mientras que la metodoloǵıa propuesta pro-
porcionó un individuo con un costo de 1207.7 con una mejora del 0.4533%.
Los datos entre las dos aplicaciones son similares; sin embargo se muestra
una tendencia a la mejora en la metodoloǵıa.
Comparación de eficiencia entre la metodoloǵıa SP y la apli-
cación del NSGA II
Frente al número de iteraciones que se necesitan para llegar al óptimo
global de 55 unidades de tiempo, luego de 60 simulaciones para cada una,
se obtiene una media aritmética asi: 60 iteraciones para la metodoloǵıa
propuesta y 211 para la NSGA II. Aparentemente la metodoloǵıa es más
eficiente que la NSGA II, sin embargo es necesario hacer pruebas estad́ıs-
ticas para demostrarlo. Ingresando los datos en el software estad́ıstico
(SPSS) y pasando las pruebas de supuestos estad́ısticos, ya que los datos
obtenidos no presuponen una distribución normal o alguna otra distribu-
ción teórica, se aplicó la prueba no paramétrica de Mann-Whitney (ver
Tabla 13).
H0: m1 = m2 (no hay diferencias entre medias). H1: m1 ̸= m2
(diferencias estad́ısticamente significativas). Se rechaza H0 y se acepta
H1. Hay diferencias altamente significativas.
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Tabla 13: Prueba de Mann-Whitney.
Estad́ısticos de contraste Iteraćıon
U de Mann-Whitney 1215.500
W de Wilcoxon 3045.500
Z -3.069
Sig. asintót. (bilateral) 0.002
a. Variable de agrupación: Modelo
5 Conclusiones
La metodoloǵıa SP con selección de subpoblaciones que se propone, consti-
tuye un aporte que permite mejorar las soluciones de un problema JSSP. Se
demuestran mejoras considerables al compararla con la técnica tradicional
FIFO, tanto en tiempos de procesos como en tiempos de subutilización
(tiempos muertos).
Igualmente al comparar con la aplicación NSGA II, la metodoloǵıa SP
tiene resultados mejores en el cumplimiento del objetivo relacionado con
el costo del recurso. En cuanto al recurso computacional la metodologia
SP requiere de menos iteraciones para llegar al óptimo que las requeridas
por el NSGA II.
Queda un camino por recorrer haciendo experimentación con casos
más complejos, en los cuales se aumente el número de centros de trabajo,
número de pedidos, más objetivos, iniciar pedidos en diferentes tiempos,
tomar restricciones de tiempos muertos en las máquinas o puestos de tra-
bajo, repetir operaciones para un pedido y/o tomar pedidos con diferente
número de operaciones. También en un futuro se puede hacer experi-
mentación con problemas o casos de producción donde las caracteŕısticas
del sistema evidencien contextos de open shop y flow shop.
La metodoloǵıa de subpoblaciones entra en las técnicas eficientes de
búsqueda local.
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Ecoloǵıa 5(1): 116–136.
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