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OZET
Bu alsmada bir boyutlu kuvantum uyumlu salnnn eniyilemeli denetimi
sorunu ile ilgilenilmistir. Dizgenin dogrusal ikikutup islevli (dipole funtion)
bir lazer alan altnda oldugu varsaylms, erek ve yaptrm terimlerinde ierilen
islelerin (operator) konum ve momentum islelerine gore en ok ikini dereeden
olduklar ongorulmustur. Calsmada onelikle eniyilemeli denetim denklemleri
elde edilmis, daha sonra elde edilen bu denklemler iki ayr yontem kullanlarak
ozulmustur.
Kullanlan yontemlerden ilki saptrm almdr. Eniyilemeli denetim
denklemleri bu yontem ile ozulurken gusuz alan varsaym yaplms ve saptrm
almnda yalnza sfrn ve birini basamaktan terimler alkonulmustur. Yani,
gusuz alan varsaym altnda ileri dogru evrimi betimleyen  dalga islevi
ile geriye dogru evrimi betimleyen  esduzey islevinin birini basamaktan
yaklastrmlar yaplms ve bu yaklastrmlar kullanlarak amalanan ozume
ulaslmstr. Saptrm almnda sralama degistirgeni (parametresi) olarak,
yaklastrm elde edildiginde degeri 1 olarak alnaak olan, denklemlere ds
alan genlik islevini olekleyeek biimde yerlestirilen yapay bir degiskenden
yararlanlms yani Neumann turu bir saptrm alm gereklestirilmistir.
Kullanlan ikini yontem isleler ebri ile indirgeme tabanldr. Bu yontem
dizgenin kendisinde varolan evrim islelerinin (evolution operators) matrisler
turunden yazlarak analitik olarak kolaya yaplamayan islemlerin dolayl ama
daha kolay olarak gereklestirilmesine dayanr. Evrim islelerinin matris
gosterilimlerinin elde edilebilmesi iin one evrim isleleri arpanlara ayrlarak
ok boyutlu uzayda donmeye kars gelen birimsel isleler elde edilir ve bu birimsel
isleler uzerinden ustel matrislere ulaslr. Bu yontemde gusuz alan varsaym
kullanlmams ve ds alan genligine ait saptrm almlar yontemi ile elde edilen
dogrusal terimlerin yansra uunu dereeden terimlerin de ierildigi dogrusal
olmayan kesin bir denkleme ulaslmstr.
Boylee, her iki yontemle de elde edilen denetim denklemleri bilinmeyen
olarak yalnza ds alan genligini ieren tumlevli denklemler yapsnda ortaya
kmstr. Bu denklemler, saptrm alm durumunda, kolaya saylabileek
biimde, iki kosulu dizge ile ds alan etkilesiminin basnda, diger iki
kosulu ise ayn etkilesimin son annda verilen, dordunu dereeden turevli
denkleme donusturulebilmektedir. Degismez katsayl bu denklem zorlanmadan
ozulebilmektedir.
Dogrusal olmayan kesin denklem durumunda denklemin sradan turevli
biime getirilmesi yine de mumkun olabilmekte anak elde edilen denklem
dogrusal olmadgndan kesin ozum bir rpda elde edilememektedir. Bunun
yerine ok yaknda gelistirilen bir yontemden, etkilesim suresine gore alm
yonteminden yararlanlmaktadr. Tezde bu almn yalnza ilk baskn terimi
verilmis ve ozum srasnda ok onemli ozgun bulgular elde edilerek kuvantum
uyumlu salnnn eniyilemeli denetimine dogrusal olmayan durumlar iin onemli
bir katk yaplms olunmaktadr.
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SUMMARY
In this work, we deal with optimal ontrol of one dimensional quantum
harmoni osillator. It is assumed that the system is under an external eld
haraterized by a linear dipole funtion. It is also assumed that the operators
appearing in the objetive and the penalty terms are at most seond degree
with respet to the state and the momentum operators. Firstly, optimal ontrol
equations are obtained. Then, these equations are solved by using two dierent
methods.
One of these methods is the perturbation expansion method. When the
optimal ontrol equations are solved by using this method it is assumed that
there is a weak eld and under this assumption only the zeroth and the rst
order terms are kept in the perturbation expansion. In other words, the weak
eld assumption enables us to develop a rst order perturbation approah to
get approximate solutions to the wave funtion,  and the ostate funtion, 
and by using these approximations the aimed solutions are obtained. An artiial
parameter, whih is plaed into the equations to satisfy the saling of the external
eld, is used as an order parameter in the perturbation expansion. This parameter
will be set equal to 1 when the approximation is obtained. Therefore, a Neumann
type perturbation expansion is taken into onsideration.
The other method is based on the redution using operator algebra. This
method allows us to rewrite the evolution operators, appearing in the system,
in terms of several matries in order to be able to obtain the solutions of the
problems whih an not be easily solved analytially. To be able to obtain the
matrix forms of the evolution operators, rst the multipliative terms of these
operators are obtained for onstruting the unitary operators orresponding to
the rotation in the high dimensional spae and by using these unitary operators
the exponential matries are obtained. Weak eld assumption is not used in this
method, and furthermore, in addition to linear terms obtained from perturbation
expansion ubi terms are also determined.
Hene, the ontrol equations determined through these two methods
appeared in the struture of integral equations inluding only the external eld as
an unknown. When the perturbation expansion method is used these equations
an be easily transformed to the fourth order dierential equation whose two
onditions are given at the beginning instant of the interation between the
system and the external eld, and the other two onditions are given at the
nal instant of the same interation. This equation with onstant oeÆients an
be easily solved.
When the nonlinear exat equation is used, the transformation of the
equation to the ordinary dierential equation is also available but the solution
annot be evaluated easily beause of the nonlinear struture of the obtained
equation. Instead of this method, a reently developed method whih is an
expansion with respet to the interation time an be used. In this thesis,
only the rst dominant term of the expansion is given and some very important
peuliar ndings are obtained during the solution. Using these ndings important
ontributions are made for the optimal ontrol of the harmoni osillator in the
nonlinear ases.
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1.1 Calsmann Ama
Bu alsmada t 2 [0; T ℄ ile gosterilen bir zaman diliminde dizgeye etkiyen
elektiriksel ds alan kuvveti ve zamandan bagmsz bir dogrusal  ikikutup islevi
(fonksiyonu) altndaki uyumlu (harmonik) salnnn eniyilemeli denetiminin
(optimal kontrol) gereklestirilmesi amalanmstr.
Bu aman gereklestirilebilmesi iin onelikle eniyilemeli denetim
denklemleri olusturulmaldr. Bu denklemlerin olusturulmas iin ise ama
islevsisi (fonksiyoneli) elde edilmeli ve birini varyasyonu sfra esitlenmelidir.
Bunu izleyen admda, ortaya kan eniyilemeli denetim denklemlerinin ozulmesi
amalanmaktadr.
Cozum yollarndan ilki saptrm alm yontemi olarak onerilmektedir. Bu
yontemde dizgeyi ileriye tasyan dalga islevi ve geriye tasyan esduzey islevi
(ostate funtion) saptrm almlar yonteminden yararlanlarak, gusuz alan
varsaym altnda, en ok birini basamaktan terimler iereek biimde, seriye
alarak ozume ulaslabilir.
Bir diger ozum yolu olarak, M. Demiralp[1-7℄ tarafndan gelistirilen isleler
ebri ile indirgeme yontemi ele alnabilir. Bu yontemde kullanlan taban oge
evrim islelerinin (evolution operator) arpanlara ayrlmas islemidir. Evrim
islelerinin arpanlara ayrlmas sonuu elde edilen ustel matrisler turunden
yazlan denetim ve erisim denklemleri kullanarak ozume olduka kolay bir
biimde ulaslmas erek olarak alnmaktadr.
1.2 Kuvantum Dinamigi'ne Giris
Kuvantum Dinamigi'nde, evresinden yaltlms bir dizgenin devinimini
zamandan bagmsz Shrodinger denklemi betimler. Bu denklem zaman
degiskenine gore birini basamaktan bir turevli denklem olup bir baslang deger
sorunu olarak tanmlanr. Denklem asagdaki biimde yazlabilir.
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Burada ~ indirgenmis Plank degismezini yani h ile gosterilen ve degeri
dizgelere bagml olmayan evrensel bir degismezin 2'ye orann gostermekte
olup dizgenin ozgurluk duzeyi yani devinimini konumsal tabanda betimleyen
degiskenlerin says art tamsay oldugu varsaylan n ile, zaman degistirgeni ise
t ile simgelenmektedir.  (x
1
; :::; x
n
; t) dizgenin dalga islevini (wavefuntion)
gostermektedir. Bu islevin kendi eslenigi ile arpm tum konum degiskenlerinin
diferansiyellerinin arpm ile arpldgnda dizgenin belli bir anda ve konumda
bulunma olaslgn vereektir. Bu nedenle, islevin genlik karesi tumlevlenebilir
olmas ve bunun iin de, eger konum degiskenleri sonsuza gidebiliyorsa, bu ularda
dalga islevinin yeterine ivmeli olarak sfra gitmesi gerekir. Olaslk betimlemesi
nedeniyle dalga islevinin asagdaki esitligi de saglamas gerekir.
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Burada V ile konum degiskenlerinin alabildigi deger kumelerinin kartezyen
arpmyla olusturulan tanm bolgesi, dV ile ise bu tanm bolgesi iinde sonsuz
kuuk bir bolge gosterilmektedir.
(1.1) denkleminde H ile dizgenin Hamiltonyen'i gosterilmektedir. Bir
isle olan bu buyukluk genelde devimsel erke (kinetik enerji) terimi ile gizilgu
(potansiyel enerji) terimlerinin toplam olarak tanmlanr. Devimsel erke terimi
konum degiskenlerine gore turevleme terimlerini ve konum degiskenlerini ierir.
Diger bir deyisle konum yansra momentum degiskenlerini de ierebilir.
Gizilgu terimi ise genelde yalnza konum degiskenlerine bagml olan
islevlerle gosterilir. Genellikle, ilgilenilen dizgeler elektrik yuklu paraklardan
olustugundan, ds etkilesim kaynagnn da elektromanyetik bir alan olarak
dusunulmesi soz konusudur. Elektromanyetik alanlar, Maxwell Kuram'na
gore, olekleyii (salar) bir alanla yoneysel (vetor) bir alann bileskesi olarak
tanmlanrlar. Bu genel tanmlamada, olekleyii alan elektriksel tabanl,
yoneysel alan ise manyetik tabanl etkilesimleri betimlerler. Manyetik alanlar
erke (energy) duzeyi yuksek olan ya da gulu olarak nitelendirilebilen etkilesimleri
betimlerler. Elektriksel alanlar ise daha az erkesi olan etkilesimleri yani
gusuz etkilesimleri betimlerler. Bu alsmada, gusuz alanlarla ilgilendigimiz
ongoruldugunden etkilesimin salt elektriksel tabanl oldugu varsaylaaktr.
1.3 Hamilton
_
Isleinin

Ustel
_
Isle Biiminde Yazlmas
Cevresinden yaltlms olan bir dizgenin toplam erkesi degismez
kalaagndan Hamilton islei zamandan bagmsz olmaldr.
2
(1.1) denkleminde sozu edilmesi gereken diger bir terim de baslang
kosulunda verilen f(x
1
; :::; x
n
) islevidir. Bu da, verilen yani ak yaps bilinen
bir islev olarak dusunulmekte olup dizgenin dalga islevinin sagladg ozelikleri
saglamas gerekir. Yani, dalga islevi karesi tumlevlenebilen Hilbert uzayndan
seilmektedir.
(1.1) denklemi goreli turevli (partial derivative) bir denklem olup bir evrim
tanmlamaktadr. Dizge Hamiltonyeni'nin ak yaps verilmedike denklemin
nasl ozulebileegi konusunda adm atmak, alslms yontemlerle pek olanakl
olmayabilir. Ama H'nin ak yapsn kullanmakszn biimsel bir ozum uretmek
olanakldr. Bunu gosterebilmek iin one (1.1) denklemini asagdaki biimde
yeniden yazmak gerekir.
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Eger (1.4) esitliginde t = 0 yerlestirileek olur ve Hamiltonyen'in zamandan
bagmsz oldugu dusunulurse

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t

t=0
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i
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t=0
(1.6)
ve dalga islevinin (1.5) esitligiyle verilen baslangtaki degeri kullanlrsa

 
t

t=0
=  
i
~
Hf (1.7)
yazlabilir. (1.6) ve (1.7)'de yalnlk saglamak amayla, islevlerin nelere bagml
olduklar ak olarak gosterilmemektedir.
(1.1) ve (1.6) esitlikleri zaman ve konum degiskenlerinin tum degerleri iin
geerlidirler, yani ozdeslik niteliklidirler. Bu nedenle, bu esitliklerin her iki yan
bir ya da birden ok sayda degiskene gore, ozdesligi bozmakszn turevlenebilirler.
(1.6) esitliginin her iki yan zamana gore bir kez turevleneek olursa
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(1.8)
ve sag yanda (1.7) esitligini kullanarak
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f (1.9)
elde edilir. (1.7) ve (1.9) esitlikleri daha genel olan asagdaki esitligin
yazlabileegini akla getirir.


k
 
t
k

t=0
=

 
i
~
H

k
f (1.10)
3
Burada H
0
buyuklugunun I ile gosterileek birim isle oldugu ongorulmektedir.
Bu esitligin dogrulugunu kantlamak iin matematiksel tumevarm ilkesinden
yararlanlabilir. Bu amala (1.6) esitliginin her iki yan, art bir tamsay olarak
ongorulen k degerinde ardsk olarak zamana gore turevleneek olursa


k+1
 
t
k+1

t=0
=  
i
~
H


k
 
t
k

t=0
(1.11)
yazlabilir. (1.10) esitliginin dogrulugu k'nn 0, 1, ve 2 degerleri iin bilinmektedir.
Dolaysyla tumevarm ilkesindeki snama asamas gereklenmis durumdadr.
Yineleme asamasnda ise (1.10)'un 2'den buyuk de olabilen herhangi bir k degeri
iin dogru oldugu varsaylrsa (1.11) esitliginin sag yannda kullanlarak


k+1
 
t
k+1

t=0
=

 
i
~
H

k+1
f (1.12)
elde edilebilir ki bu da, aslnda, (1.10) esitliginin k yerine (k + 1) alnms
biiminden baska bir sey degildir. Boylee (1.10)'un k'nn tum dogal say degerleri
iin geerli oldugu kantlanms olur.
Artk (1.10)'dan yararlanarak (1.1) denkleminin biimsel ozumu
yazlabilir. Bu amala one, asagdaki biimde, dalga islevinin zamana gore
MLaurin almnn yazlmas gerekir.
 =
1
X
k=0
t
k
k!


k
 
t
k

t=0
(1.13)
Buradaki turev degerleri yerine (1.10)'daki karslklar yazlaak olursa
 (x
1
; :::; x
n
; t) =
 
1
X
k=0
1
k!

 
it
~

k
H
k
!
f(x
1
; :::; x
n
) (1.14)
elde edilir. Burada f uzerine etki eden ve sonsuz toplam olarak verilen isle
biimsel olarak asagdaki esitlikle tanmlanan bir ustel islee esdegerdir.
e
 
it
~
H

 
1
X
k=0
1
k!

 
it
~

k
H
k
!
(1.15)
Dolaysyla (1.1) denkleminin ayn denklemde verilen baslang kosulunu saglayan
biimsel ozumu asagda verilen esitlikteki yapdadr.
 (x
1
; :::; x
n
; t) = e
 
it
~
H
f(x
1
; :::; x
n
) (1.16)
Bu biimsel yap her ne kadar isle turunden somut ve ak biimdeyse de
uygulamada gerek sonuun elde edilmesi iin yukarda gozuken ustel islein
f(x
1
; :::; x
n
) uzerine etkisinin ak olarak belirlenmesi kolay olmayabilir. C unku
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burada H isleinin art tamsay kuvvetlerinin etkilerinin ak olarak belirlenmesi
ve ondan sonra da ilgili sonsuz toplamda yerine konularak toplamn belirlenmesi
gerekmektedir.
(1.15) esitligiyle tanmlanan ustel isle bir evrim tanmladgndan

Ustel
Evrim
_
Islei olarak adlandrlabilir. Bu isle iin
e
 
it
~
H
e
it
~
H
= e
it
~
H
e
 
it
~
H
= I (1.17)
esitligi geerlidir. Bu esitligin dogrulugunu kantlamak iin (1.15)'te gozuken
sonsuz toplamdan asagdaki sekilde yararlanlabilir.
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= I (1.18)
Burada Æ
j0
Kroeneker'in delta simgesini gostermekte olup kuvvet serilerinin
arpmnda kullanlan Cauhy arpm kuralndan yararlanlmstr.
1.4 Dira'n Braket Gosterilimi
Eniyileme Kuram'nda ongoruldugu uzere bir ama islevsisi (funtional)
tanmlamak gerekir. Bu baglamda, islevsinin tumunu bir rpda vermek
yerine toplamsal ogelerinden sozederek tumlemeye gemek daha yerindedir.

Onelikle Ama Terimi'nin (objetive term) tanm verilebilir. Bu tanmlama
iin one Beklenen Deger tanmndan sozetmek gerekir.
_
Ingilize'de \Expetation
Value "olarak adlandrlan tanm bir isle gerektirir. Kuvantum dunyasnda,
gozlenebilen buyukluklerin her biri bir isle ile betimlenir. Sozgelimi, konum
betimleyen degiskenlerin her biri ve bunlara bagml olan islevler aslnda birer
ebirsel isle olarak betimlenirler. Momentum degiskenleri ise ilgili olduklar
konum degiskenine gore turevleme isleleri olarak ortaya karlar. Erke ve
zamana gore turevleme arasnda da benzer bir iliski vardr.
^
O ile simgelenen
bir islein beklenen degeri
D
^
O
E
olarak simgelenir ve ilgilenilen dizgenin dalga
islevi uzerinden asagdaki biimde tanmlanr.
D
^
O
E

Z
V
dV 

(x
1
; :::; x
n
; t)
^
O (x
1
; :::; x
n
; t) (1.19)
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Burada V ile konum degiskenlerinin deger alabildigi kume simgelenmektedir. Son
bagntdan anlaslaag uzere beklenen degerler zamanla degisebilmektedir.
Son bagnty daha ksa bir gosterilimle yazabilmek iin bra ve ket
kavramlarndan yararlanmak gerekir. Bilindigi gibi islevler ya bir tanm
bolgesinden bir deger bolgesine geis kural aralgyla ya da izelge biiminde
verilirler. C izelge biimli tanmlamada her bir tanm bolgesi ogesine islevin
urettigi deger karslk getirileek biimde sralardan olusan bir yap verilir. Bu
durum bir yoneyin sralama saysna karslk elemann veren bir izelge gibidir.
Sozgelimi
u
T
 [ u
1
; :::; u
N
℄ (1.20)
seklinde devrigiyle verilen bir yoneyin izelge gosteriliminde birini sra 1 ve
u
1
, ikini sra 2 ve u
2
, son sra ise N ve u
N
degerlerini ierir. Bir islevin
de yoney gibi dusunulmesi olanakldr. Yoneyde sralama degistirgeni art
tamsaylarn sonlu bir alt kumesinden degerler alr. Sonlulugu sonsuzlukla
yerdegistirir ve sralama degiskeninin art tamsaylar kume'si yerine gerel
saylarn bir alt kumesinden deger almasn gundeme getirirsek yoney turu
sralanms bir yap elde ederiz. Kuvantum Mekanigi'nde kullanlan bu yap ket
olarak adlandrlr. Bir yoneyin devriginin karmask eslenigi u

ile simgelenir.
Benzer biimde bir ket'in devriginin eslenigi de bra olarak adlandrlr. Dira
tarafndan getirilen bu adlandrmalarn nedeni (1.19) bagntsnda aka gorulen
olaslk islevi yapsdr. Tum beklenen degerlerde gozukmesi gereken bu
yapnn beklenen deger simgesindeki sol ve sag a simgeleriyle eslestirilmesi
akla uygun gelmektedir. Beklenen degerdeki yap
_
Ingilize'de braket olarak
adlandrldgndan sol kesim bra sag kesim ise ket olarak adlandrlaak
biimde  

(x
1
; :::; x
n
; t)
^
O (x
1
; :::; x
n
; t) buyuklugunun konum degiskenleri
uzerinde (1.19) bagntsnda verilen tumlevini simgelemek ama olarak
alnmaktadr. Beklenen degerde tumlev tum konum degiskenleri uzerinde
alnmaktadr. Dolaysyla, bra ve ket tanmlarnda, konum degiskenlerini
sralama degistirgenleri olarak dusunmek olanakldr. Bu durumda, karmask
(omplex) deger de alabilen yoneylerde oldugu gibi, u

v olekleyiisi yerine
 

(x
1
; :::; x
n
; t)
^
O (x
1
; :::; x
n
; t) buyuklugunun tum konum degiskenleri uzerinde
tumlevinin geeegini ongormek olanakldr. Boylee, j (t)i ile simgelenen ket
tanm
j (t)i   (x
1
; :::; x
N
; t) (1.21)
seklinde verilmelidir. Bra tanm ise
h (t) j   

(x
1
; :::; x
N
; t) (1.22)
olarak verilmelidir. Bu gosterilim, yukarda da belirtildigi gibi ilk defa Dira
6
tarafndan gelistirilmis olup Kuvantum Mekanigi'nde genel bir kullanm haline
gelmistir.
Son iki esitlikte konum degiskenleri sralama degistirgenleri olarak
dusunulduklerinden yalnza zamana olan bagmllk ak olarak gosterilmektedir.
Bu durumda beklenen deger tanmn ieren (1.19) esitligi asagdaki biimde daha
tkz olarak yazlabilir.
D
^
O
E

D
 (t)



^
O



 (t)
E
(1.23)
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2.1 Eniyilemeli Denetim Denklemlerinin Elde Edilmesi
Bir ds alan etkisi altndaki bir kuvantum dizgenin Hamiltonyen'i asagda
verildigi gibidir. Burada H
0
, ayn dizgenin yaltlms durumunda, zamandan
bagmsz Hamiltonyen'ini gostermektedir.  ise, zamandan bagmsz olan ve
konuma bagmllg dogrusal olan ikikutup islevidir.
H = H
0
+ E(t) (2.1)
Baslangta yaltlms olan bir dizge uzerine t = 0 annda bir ds alan uygulandg
ve etkilesmenin t = T anna kadar surduruldugu ve ds alann yeterine
gusuz oldugu, bu nedenle de dogrusallastrmaya gidilebileegi ongorulmektedir.
Etkilesmenin temel amann bir
^
O isleinin beklenen degerinin verilen bir
~
O
degerine ya tam olarak ya da olabildigine yakn olarak eristirilmesi oldugu
ongorulmektedir. Eger tam olarak erisim soz konusuysa
D
 (T )



^
O



 (T )
E
=
~
O (2.2)
esitligi geerli olaaktr. Bu ise ama islevsisinde ama teriminin,  bir Lagrange
arpann gostermek uzere,
J
o
 
D
 (T )



^
O



 (T )
E
 
~
O

(2.3)
seklinde tanmlanmas gerektigi anlamna gelmektedir. Eger tam erisim yerine
olabildigine yakn erisimle yetinileek olursa ama terimi
J
o

1
2
D
 (T )



^
O



 (T )
E
 
~
O

2
(2.4)
seklinde yazlabilir.
Eniyilemeli denetimde bir amaa erisim sureinde baz gozlemlenebilen
buyukluklerin olabildigine kuuk klnmas istenebilir. Bu amala, ama islevinin
yaptrm (penalty) terimlerinden biri olarak asagdaki yap ongorulebilir.
J
(1)
p
=
1
2
Z
T
0
dtW
p
(t)
D
 (t)



^
O
0



 (t)
E
2
W
p
(t) > 0; t 2 [0; T ℄ (2.5)
Burada W
p
(t) ile eksi degerler almayan bir agrlk islevi dusunulmektedir.
Eniyilemeli denetimde ds alann, uygulamada yarataag kolaylklar
asndan, hem sonlu hem de olabildigine kuuk olmas isteneeginden ama
islevsisinin ikini yaptrm terimi asagdaki biimde yazlabilir.
J
(2)
p
=
1
2
Z
T
0
dtW
E
(t)E(t)
2
W
E
(t) > 0; t 2 [0; T ℄ (2.6)
Burada W
E
(t) ile eksi degerler almayan bir agrlk islevi dusunulmektedir.
Dizgenin dalga islevi Shrodinger denklemini saglamaldr. Bu ozellik bir 
Lagrange arpan uzerinden bir devinim kst olarak ama islevsisine katlabilir.
J
d;
=
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T
0
dt
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i~
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 (t)

+
Z
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 H(t)




 

(t)

(2.7)
Bu denklemde

karmask eslenigi gostermektedir.
J
o
ama terimi, J
(1)
p
ile J
(2)
p
yaptrm terimleri ve J
d;
devinim kst
toplandgnda ama islevsisi elde edilir.
J = J
o
+ J
(1)
p
+ J
(2)
p
+ J
d;
(2.8)
Eniyileme iin ama islevsisinin birini varyasyonunun sfrlanmas gerekir. Yani,
ÆJ = 0 (2.9)
denklemi geerlidir. Bu varyasyonu belirleyebilmek iin one ama teriminin
varyasyonuna baklabilir. Bu amala, amaa kesin erisim durumunda
ÆJ
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= 
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Æ (T )
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(2.10)
erege olabildigine yaklasma durumunda ise
ÆJ
o
=
D
 (T )
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O
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Æ (T )
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Æ (T )
E
(2.11)
yazlabilir.
Gozlemlenebilen bir buyuklugun beklenen degerinin ds alanla dizgenin
etkilesimi suresine olabildigine kuuk klnmasn amalayan birini yaptrm
teriminin birini basamak varyasyonu asagdaki gibi yazlabilir.
ÆJ
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p
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(2.12)
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Alan genliginin olabildigine kuuk klnmasn ongoren ikini yaptrm teriminin
varyasyonu asagdaki biimde yazlabilir.
ÆJ
(2)
p
=
Z
T
0
dtW
E
(t)E(t)ÆE(t) (2.13)
Ama islevsisinin birini basamak varyasyonunu butunuyle belirleyebilmek iin
gereken son terim devinim ile ilgili bag betimleyen kesimdir. Bu kesim asagdaki
denklem ile verilebilir.
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(2.14)
Ama islevsisini olusturan terimlerin varyasyonlarna iliskin elde edilen
denklemler braket gosterilimiyle verilmektedirler. Bu denklemler asagdaki
bagnt kullanlarak yeniden yazlabilir.
D
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 (T )
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dx 

(x; T )
^
O (x; T ) (2.15)
Belirtilen denklemler yukardaki bagnt kullanlarak yeniden elde edildiginde
asagdaki esitliklere ulaslr.
ÆJ
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=

Z
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
(2.16)
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(2.17)
ÆJ
(2)
p
=
Z
T
0
dtW
E
(t)E(t)ÆE(t) (2.18)
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Bu esitlikte kesimsel tumlevleme (integration by parts) uygulanrsa,
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Z
T
0
dt
Z
1
 1
dxÆ (x; t)i~

t


(x; t)
 
Z
T
0
dt
Z
1
 1
dxÆ

(x; t)(H
0
+ E(t)) (x; t)
 
Z
T
0
dt
Z
1
 1
dx

(x; t)ÆE(t) (x; t)
 
Z
T
0
dt
Z
1
 1
dx

(x; t)(H
0
+ E(t))Æ (x; t)
 
Z
T
0
dt
Z
1
 1
dxÆ(x; t)i~

t
 

(x; t)
 
Z
1
 1
dxi~ [(x; T )Æ 

(x; T )  (x; 0)Æ 

(x; 0)℄
+
Z
T
0
dt
Z
1
 1
dxÆ 

(x; t)i~

t
(x; t)
 
Z
T
0
dt
Z
1
 1
dxÆ(x; t)(H
0
+ E(t)) 

(x; t)
+
Z
T
0
dt
Z
1
 1
dx(x; t)ÆE(t) 

(x; t)
 
Z
T
0
dt
Z
1
 1
dx(x; t)(H
0
+ E(t))Æ 

(x; t) (2.20)
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ÆJ =
Z
T
0
dt
Z
1
 1
dx

 i~

t
 

(x; t)  (H
0
+ E(t)) 

(x; t)

Æ(x; t)
+
Z
T
0
dt
Z
1
 1
dx

i~

t
 (x; t)  (H
0
+ E(t)) (x; t)

Æ

(x; t)
 
Z
T
0
dt
Z
1
 1
dx [

(x; t) (x; t)  (x; t) 

(x; t)℄ ÆE(t)
+
Z
T
0
dtW
E
(t)E(t)ÆE(t)
+

Z
1
 1
dx 

(x; T )
^
O (x; T ) 
~
O

Z
1
 1
dx 

(x; T )
^
OÆ (x; T )
+
Z
1
 1
dxi~

(x; T )Æ (x; T ) 
Z
1
 1
dxi~

(x; 0)Æ (x; 0)
+
Z
T
0
dtW
p
(t)
Z
 1
 1
dx 

(x; t)
^
O
0
 (x; t)
Z
1
 1
dx 

(x; t)
^
O
0
Æ (x; t)
 
Z
T
0
dt
Z
1
 1
dxÆ (x; t)i~

t


(x; t)Æ (x; t)
 
Z
T
0
dt
Z
1
 1
dx

(x; t)(H
0
+ E(t))Æ (x; t)
+

Z
1
 1
dx 

(x; T )
^
O (x; T ) 
~
O

Z
1
 1
dxÆ 

(x; T )
^
O (x; T )
 
Z
1
 1
dxi~(x; T )Æ 

(x; T ) +
Z
1
 1
dxi~(x; 0)Æ 

(x; 0)
+
Z
T
0
dtW
p
(t)
Z
 1
 1
dx 

(x; t)
^
O
0
 (x; t)
Z
1
 1
dxÆ 

(x; t)
^
O
0
 (x; t)
+
Z
T
0
dt
Z
1
 1
dxÆ (x; t)i~

t
(x; t)Æ 

(x; t)
 
Z
T
0
dt
Z
1
 1
dx(x; t)(H
0
+ E(t))Æ 

(x; t) = 0 (2.21)
elde edilir.
J ama islevi ds alan genligi E'ye ek olarak (t) ve  (t)'ye bagl
oldugundan ama islevinin varyasyonu bu degiskenlerin varyasyonlarnn bir
dogrusal birlesimi olarak yazlabilir. Bu durumda, ama islevinin varyasyonu
sfra esitlendiginde bu dogrusal birlesimin katsaylarnn tek tek sfra esitlenmesi
gerekeeginden elde edilen denklemler (2.22), (2.23), (2.24), (2.26), (2.25), (2.27)
numaral bagntlarda verildigi gibidir.
i~

t
 (x; t) = (H
0
+ E(t)) (x; t) (2.22)
 (0) =
~
 (2.23)
i~

t
(x; t) = (H
0
+ E(t))(x; t) W
p
(t)
D
 (t)



^
O
0



 (t)
E
^
O
0
 (x; t) (2.24)
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(T ) =  
i
~
hD
 (T )



^
O



 (T )
E
 
~
O
i
^
O (T ) (2.25)
E(t) =
2
W
E
(t)
<e (h(t) jj (t)i) (2.26)
D
 (T )



^
O



 (T )
E
=
~
O +  (2.27)
(2.22) bagntsnda elde edilen denklem bilinmeyen dalga islevi  (t)'nin
belirlenmesinde kullanlaak olan Shrodinger denklemidir. Kuvantum
Dinamigi'nde, evresinden yaltlms bir dizgenin devinimini zamandan bagmsz
Shrodinger denklemi betimler. Bu denklem dizgenin ileriye dogru evrimini
tanmlar. Yani, bu alsmada t = 0 annda uygulanmaya baslanan ds alan
etkisini t = T anna tasyaak olan denklemdir. Burada ~ daha one belirtildigi
gibi indirgenmis Plank degismezini yani h ile gosterilen ve degeri dizgelere
bagml olmayan evrensel bir degismezin 2'ye orann gostermektedir. Zaman
degistirgeni ise t ile simgelenmektedir.
(2.23) bagnts Shrodinger denklemine eslik eden baslang kosulunu
betimler. Burada,
~
 islevi karesi tumlevlenebilen islevlerin Hilbert uzayndan
seilmelidir. C unku, anak bu uzaydan seilen bir islev dalga islevinin ozelliklerini
saglar.
(2.24) bagnts ile verilen esduzey islevi etkilesim sureinin sonundan
basna geriye dogru evrimi tanmlar. Diger bir deyisle, dalga islevi dizgeyi
geleege tasrken esduzey islevi dizgeyi bulunulan ana geri dondurur. Bu iki
evrimi birbirine baglayan denklem (2.26) bagnts ile verilen esitliktir. Bu
denklem kopru denklemi olarak adlandrlabilir ve ds alan genligini belirlemek
iin kullanlr. Denklemdeki <e gerel kesimi gostermektedir.
(2.27) bagnts ile verilen denklem ama isleinin, yani
^
O'nin, beklenen
degerinin erek degere ne kadar yaklastg ile ilgilidir. Lagrange degistirgeni
olarak adlandrlan  etkilesim zamannn bitimindeki erek degerine ne kadar
yaklasldg ile ilgilidir. Baska bir deyisle,  ama isleinin beklenen degerinin
oneden belirlenen erek degerinden sapmasn betimler. Dolaysyla, 'ya sapma
degistirgeni denilebilir. Kopru denklemi hem ds alan genligini, hem de sapma
degistirgenini bulmak iin yeterli degildir. Her ikisini de bulmak iin (2.27)
denklemine gereksinim vardr.
2.2 Dizge

Ozelliklerinin Belirlenmesi
Kuvantum Mekanigi'nde H ile gosterilen dizgenin Hamiltonyen'i devimsel
erke terimi ile gizilgu terimlerinin toplam olarak tanmlanr. Uyumlu saln
(harmoni osillator) iin bu yap asagdaki biimdedir.
H =  
~
2
2m

2
x
2
+
1
2
kx
2
(2.28)
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Devimsel erke terimi konum degiskenlerine gore turevleme terimlerini ve konum
degiskenlerini ierir. Diger bir deyisle konum yansra momentum degiskenlerini
de ierebilir. Gizilgu terimi ise genelde yalnza konum degiskenlerine
bagml olan islevlerle gosterilir. Genellikle, ilgilenilen dizgeler elektrik yuklu
paraklardan olustugundan, ds etkilesim kaynagnn da elektromanyetik bir
alan olarak dusunulmesi soz konusudur. Elektromanyetik alanlar, Maxwell
Kuram'na gore, olekleyii bir alanla yoneysel bir alann bileskesi olarak
tanmlanrlar. Bu genel tanmlamada, olekleyii alan elektriksel tabanl,
yoneysel alan ise manyetik tabanl etkilesimleri betimlerler. Manyetik alanlar erke
duzeyi yuksek olan ya da gulu olarak nitelendirilebilen etkilesimleri betimlerler.
Elektriksel alanlar ise daha az erkesi olan etkilesimleri yani gusuz etkilesimleri
betimlerler. Burada, gusuz alanlarla ilgilendigimiz ongoruldugunden etkilesimin
salt elektriksel tabanl oldugu varsaylaaktr.
(2.28) ile verilen Hamilton islei Shrodinger denkleminde yerine
yerlestirilirse
i~
 (x; t)
t
=  
~
2
2m

2
 (x; t)
x
2
+
1
2
kx
2
 (x; t) (2.29)
elde edilir. Bu denklemin ozumunde ziksel birimsiz (boyutsuz) koordinatlarn
kullanlmas matematiksel ozumde kolaylk asndan yeglenir. Bu baglamda,
(mk)
1
4
~
1
2
x  ! x (2.30)
r
k
m
t  ! t (2.31)
olarak tanmlanan donusumler ile
i
 (x; t)
t
=  
1
2

2
 (x; t)
x
2
+
1
2
x
2
 (x; t) (2.32)
seklinde Shrodinger denkleminin yeni durumu elde edilir.
_
Iki kutuplu islev, (x), asagdaki gibi tanmlanmaktadr.
(x)  x (2.33)
Bu islev (2.32)'de verilen Shrodinger denkleminde yerine konulursa asagdaki
anlatm elde edilir.
i
 (x; t)
t
=  
1
2

2
 (x; t)
x
2
+

1
2
x
2
+ E(t)x

 (x; t) (2.34)
(2.34) denklemine eslik eden (2.23) bagntsnda verilen baslang kosulunda
bulunan dalga islevinin baslang biimi uyumlu salnnn taban duzeyi (ground
state) olarak seilmistir.
 (x; 0) = 
 
1
4
e
 
x
2
2
(2.35)
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Bu alsmada yer alan islelerin,
^
O ile
^
O
0
'in ise asagdaki gibi verildigi
varsaylmaktadr.
^
O  x
2
(2.36)
^
O
0
  

2
x
2
(2.37)
2.3 Denklemlerin Saptrm Almlar Yontemi ile Cozulmesi
Bu bolumde t = 0 anndan t = T anna kadar uygulanan ds alan genligi
E(t)'nin belirlenmesi iin saptrm almlar yontemi kullanlaaktr.
Hamilton isleinin ds alanla etkilesme terimlerini ieriyor olmas dalga
islevinin kolaya bulunmasn engelleyebilmektedir. Bu durumda, analitik
ozumun bir rpda bulunamamasndan dolay, saptrm almlar kullanlabilir.
Ayn biimde (2.24) ile verilen es duzey denkleminde de ayn yol izlenebilir.
Saptrm alm (perturbation expansion) yontemi kullanlrken almn
dayandg temel dusune, ilgilenilen denklemde, ozumun kolaya elde edilmesine
engel olan ama diger terimlere gore kuuk katkda bulunan terimlerin bulunmas
ve one bu terimlerin etkilerinin gozonune alnmadan denklemin ozulmesi ve
daha sonra bu terimlerden gelen kuuk katklarn ardsk biimde sralanms
katklarla ozume katlmasdr. Bu baglamda, saptrm almn somut olarak
uretebilmek iin ya denklemde dogal olarak bulunan ve saptrm terimlerini
olekleyen bir degistirgenden yararlanlr, ya da boyle bir degistirgen yoksa
yapay olarak denklemin uygun yerlerine yerlestirilip alm sonrasnda degerinin
1 alnmas ongorulur.
Dolaysyla, burada yapay degistirgenleme yolunu izleyerek ve  yapay
degistirgenini kullanarak Shrodinger denklemini ve ona eslik eden baslang
kosulunu asagdaki biimde yeniden yazabiliriz.
i~
 (x; t; )
t
= [H
0
+ E(t)(x) ℄ (x; t; ) (2.38)
 (x; 0; ) = f(x) = 
 
1
4
e
 
x
2
2
(2.39)
Burada yapay degistirgen olan  degistirgeni yerine, daha oneden belirtildigi gibi,
alm sonrasnda 1 yerlestirileektir. (2.38) denkleminin ozumu iin asagdaki
saptrm alm ongorulebilir.
 (x; t; ) 
1
X
k=0

k
 
k
(x; t) (2.40)
Bu almn (2.38) ve (2.39) denklemlerinde kullanlmasyla ortaya kan esitligin
her iki yan sonsuz toplamlar ierir. Bu toplamlarda 
k
ve 
k+1
seklinde iki farkl
kuvvet gozukur. Sonsuz toplamlardaki toplama degistirgeninin tanm bolgesini
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degistirerek k+1 yerine k getirmek olanakldr. Bu yapldktan sonra her iki yanda
ortaya kan toplamlarda 
k
teriminin katsaylar esitlenerek asagdaki ozyineli
esitliklere ulaslabilir. Calsmada bu andan sonraki denklemlerde bagntlarn
yalnlg asndan ~ = 1 olarak alnaaktr.
i
 
k
(x; t)
t
= H
0
 
k
(x; t; ) + E(t)(x) 
k 1
(x; t; );
k = 0; 1; :::;  
 1
(x; t)  0 (2.41)
 
k
(x; 0) = Æ
k0

 
1
4
e
 x
2
2
(2.42)
Burada Æ
k0
Kroneker delta simgesi olarak kullanlmstr.
Bu denklemlerin ve esduzey denklemlerinin ozumunde isleri biraz daha
kolaylastrabilmek amayla, Hamiltonyen isleinin ozislevleri kullanlaaktr.
Hamilton isleinin, boylar birimlestirilmis, ozislevleri '
n
(x) ile gosterilerek
asagdaki gibi tanmlanabilir.
H
0
'
n
=

n +
1
2

'
n
(x); n = 0; 1; ::: (2.43)
Burada ozislevler Hermite okterimlilerinin bir ustel islev ile arplms biimleri
olmakta, farkl iki ozislevin x'in tum gerel degerleri uzerindeki tumlevi
sfrlanmakta ve bunlardan ilk birka asagda verilmektedir.
'
0
(x) = 
 
1
4
e
 
x
2
2
;
'
1
(x) =
p
2
 
1
4
xe
 
x
2
2
;
'
2
(x) =
p
2
 
1
4

x
2
 
1
2

e
 
x
2
2
;
'
3
(x) =
2
p
3

 
1
4

x
3
 
3
2
x

e
 
x
2
2
(2.44)
Bu ozislevler birbirine diktir ve bu ozislevlerin boylar 1'e esittir.
(2.41) ve (2.42) bagntlar ile verilen ozyineli denklemlerde yukardaki
ozislevlerden de yararlanarak ve k yerine 0 ve 1 degerleri konularak elde
edilen denklemler yeniden yazlrsa, Shrodinger denklemi iin sfrn ve birini
basamaktan saptrm alm denklemleri elde edilir. Bu denklemlerden sfrn
basamaktan olan ve buna eslik eden baslang kosulu asagda verilmektedir.
i
 
0
(x; t)
t
 H
0
 
0
(x; t) = 0 (2.45)
 
0
(x; t) j
t=0
= 
 
1
4
e
 x
2
2
= '
0
(x) (2.46)
Birini basamaktan saptrm alm denklemi ve buna eslik eden baslang kosulu
ise,
i
 
1
(x; t)
t
 H
0
 
1
(x; t) = E(t)(x) 
0
(x; t) (2.47)
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 1
(x; t) j
t=0
= 0 (2.48)
olarak elde edilebilmektedir.
Bu saptrm alm denklemleri ozulurse, sfr basamaktan alm terimi
 
0
(x; t) = e
 
it
2
'
0
(x) (2.49)
esitligiyle verileek biimde elde edilir. Birini basamaktan alm denkleminin
ozulebilmesi iin denklemdeki bilinen buyukluklerin degerleri yerlerine
konulursa,
i
 
1
(x; t)
t
 H
0
 
1
(x; t) = E(t)xe
 
it
2
'
0
(x) (2.50)
elde edilir. (2.44) bagntlarnda verilen ozislevlerden '
0
(x)'in degeri kullanlaak
olursa,
x'
0
(x) = x
 
1
4
e
 
x
2
2
=
1
p
2
'
1
(x) (2.51)
iliskisi elde edilir. Bu iliski (2.50) denkleminde kullanlaak ve dalga islevinin
birini basamaktan almnda
 
1
(x; t) = b
0
(t)'
0
(x) + b
1
(t)'
1
(x) + b
2
(t)'
2
(x) (2.52)
ongorumu yaplaak olursa, elde edilen iliskiden dolay yalnza '
1
(x)'in katsays
olan b
1
(t) islevinin bu almda varolmas beklenir. Yani, b
0
(t) ve b
2
(t) islevleri
asagda verildigi gibi sfra esittir.
b
0
(t) = 0 (2.53)
b
2
(t) = 0 (2.54)
Bu sonulara dayanarak  
1
(x; t) iin yaplan ongorumun yeni durumu
 
1
(x; t) = b
1
(t)'
1
(x) (2.55)
yapsndadr. Elde edilen bu denklem sag yanl ve sradan turevli bir denklemdir
ve (2.48) ile verilen baslang kosulu altnda ozuldugunde b
1
(t)
b
1
(t) =  i
1
p
2
e
 
3it
2
Z
t
0
dE()e
i
(2.56)
olarak bulunur. Eger b
1
(t) (2.55) denkleminde yerine konulursa,
 
1
(x; t) =

 i
1
p
2
e
 
3it
2
Z
t
0
dE()e
i

'
1
(x) (2.57)
sonuuna ulaslr. (2.40) bagntsna gore dalga islevi
 (x; t; ) =  
0
(x; t) +  
1
(x; t) (2.58)
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seklinde yazlr ve daha oneden soylenildigi gibi  yapay degistirgeni yerine 1
degeri yerlestirilirse dalga islevinin son hali asagdaki gibi elde edilmis olur.
 (x; t) = e
 
it
2
'
0
(x) +

 i
1
p
2
e
 
3it
2
Z
t
0
dE()e
i

'
1
(x) (2.59)
Artk, esduzey islevinin sagladg denklemin ozumu ile ilgilenilebilir. Hamilton
isleinin ds alanla etkilesme terimlerini ieriyor olmas dalga islevinin kolaya
bulunmasn engelleyebilmektedir. Bu durumda, analitik ozumun bir rpda
bulunamamasndan dolay, daha oneden gosterildigi uzere, saptrm almlar
kullanlabilmektedir. Bu yuzden, (2.24) esduzey denkleminde ve ona eslik eden
(2.25) son an kosulu denkleminde de ayn yola basvurulabilir. Dolaysyla,
daha genisletilmis olan asagdaki denklem gozonune alnarak ozum araysna
geilebilir.
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(x; t; ) =  W
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D
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 (x; t; )
(2.60)
(x; T; ) =  i

~
^
O (x; T; ) (2.61)
Bu denklemin ozumu iin asagdaki saptrm almlar ongorulebilir.
(x; t; ) =
1
X
j=0

k

k
(x; t);  (x; t; ) =
1
X
j=0

k
 
k
(x; t) (2.62)
Burada, daha oneden oldugu gibi,  simgesi saptrm degistirgenini
gostermektedir. (2.62) almlar (2.60) ve (2.61) denklemlerinde yerlerine
konulur ve ele geen anlatmlarn her iki yanlar saptrm degistirgeninin artan
kuvvetleri turunden yeniden sralanr ve esitliklerin her iki yanndaki ayn 
kuvvetlerinin katsaylar esitleneek olursa 
k
(x; t) ve  
k
(x; t) terimleri arasnda
ozyineli nitelikte esitlik takmlar elde edilir. Bunlardan ilki, yani esduzey islevi
iin sfrn basamaktan saptrm alm denklemi ve ona eslik eden son an kosulu
asagdaki biimde yazlabilir.

i~

t
 H
0


0
(x; t) =  W
p
(t)
D
 (t)



^
O
0



 (t)
E
^
O
0
 
0
(x; t) (2.63)
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(x; T ) =  i

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^
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0
(x; T ) (2.64)
Esduzey islevi iin birini basamaktan saptrm alm denklemi ve son an kosulu
ise
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(x; t) (2.65)
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1
(x; T ) =  i

~
^
O 
1
(x; T ) (2.66)
denklemleri olarak elde edilir.
Bu denklemlerin sag yan dalga islevine bagmldr. Eger, dalga islevinin
Shrodinger denkleminin ozumu olarak elde edildigi varsaylrsa, sag yan
biliniyor olarak dusunulebilir. Anak, esduzey islevinin ozumunun tam
olarak elde edilebilmesi iin denklemin sag tarafndaki terimlerin belirlenmesi
gerekir. Bu terimlerden ilki
D
 (t)



^
O
0



 (t)
E
, ikinisi
^
O
0
 
0
(x; t), uunusu de
^
O
0
 
1
(x; t)'dir.
_
Ilk terimin belirlenmesi iin asagda verilen yaklastrm gozonune
alnaaktr. Bu yaklastrmn en son birini dereeye kadar karlmasnn nedeni
dizgenin gusuz ds alan etkisi altnda oldugu varsaymdr.
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Bu yaklastrmdaki terimler ayr ayr belirleneek olursa
D
 
0
(t)



^
O
0



 
0
(t)
E
=
1
2
(2.68)
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E
= 0 (2.70)
esitlikleri elde edilir. Bu sonular (2.67) denkleminde yerlerine konulursa,
D
 (t; )
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 (t; )
E
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(2.71)
sonuuna ulaslr. Belirlenmesi gereken ikini ve uunu terimlerle ilgili sonular
ise
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2
(x) (2.72)
^
O
0
 
1
(x; t) =
3
2
b
1
(t)'
1
(x) 
p
3
p
2
b
1
(t)'
3
(x) (2.73)
esitlikleriyle verilebilirler. (2.64) ve (2.66) bagntlar ile verilen son an
kosullarnda bilinen degerler yerine konursa

0
(x; T ) =  ix
2
e
 
iT
2
'
0
(x) (2.74)

1
(x; T ) =  ix
2
b
1
(T )'
1
(x) (2.75)
bagntlar elde edilir. Bu bagntlarda yer alan x
2
'
0
(x) ve x
2
'
1
(x) anlatmlar
sras ile ozislev iliskilerinden yararlanlarak ozulurse,
x
2
'
0
(x) =
1
p
2
'
2
(x) +
1
2
'
0
(x) (2.76)
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x2
'
1
(x) =
p
3
p
2
'
3
(x) +
3
2
'
1
(x) (2.77)
elde edileegi gorulur. Bu esitlikler (2.74) ile (2.75) bagntlarnda kullanlrsa son
an kosullarnn son durumu olan

0
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(x) (2.78)
ve
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(x; T ) =  
p
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p
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ib
1
(T )'
3
(x) 
3
2
ib
1
(T )'
1
(x) (2.79)
esitlikleri elde edilir.
(2.63) bagnts bulunan son verilere gore yeniden duzenlenir ve yazlrsa,
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(2.80)
sonuuna ulaslr.
(2.80) bagnts ile verilen esduzey denklemiyle ilgili sfrn basamaktan
saptrm alm kolaya gorulebildigi uzere sag yanl goreli turevli bir denklemdir.
Bu turevli denklem eslik eden (2.78) son an kosulu altnda ozulmesi istendiginde,

0
(x; t) iin

0
(x; t) = 
0
(t)'
0
(x) + 
1
(t)'
1
(x) + 
2
(t)'
2
(x) (2.81)
biimli bir ongorum yaplmas gerekir. Yaplan bu ongorumun de yardmyla
turevli denklemin sag yan inelendiginde sag yann yalnza '
0
(x) ve '
2
(x)'e
bagl oldugu gorulur. Bunun anlam 
1
(t) islevinin

1
(t) = 0 (2.82)
yapsnda olaagdr. Dolaysyla 
0
(x; t) i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
0
(x; t) = 
0
(t)'
0
(x) + 
2
(t)'
2
(x) (2.83)
esitliginin yazlmas olanakldr. Tum bu bilgiler sgnda turevli denklem '
0
(x)
ve '
2
(x)'e gore ayr ayr ozuldugunde 
0
(t) ve 
2
(t) islevlerinin ozumleri

0
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i
2
e
 
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i
4
e
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(T   t) (2.84)
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(2.85)
biimlerinde elde edilir. Buna gore 
0
(x; t)'nin ozumu
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0
(x; t) =
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esitligi ile verilmektedir.
(2.65) bagnts ile verilen esduzey islevinin birini basamaktan saptrm
alm denklemi (2.71), (2.73) bagntlarnda bulunan veriler gozonune alnarak
yeniden yazlrsa,
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1
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1
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1
(x; t) (2.87)
sag yanl goreli tureli denklemi elde edilir. Yine daha onelerde dalga islevi
ve sfrn basamaktan esduzey islevi iin yaplan ongorumlerde oldugu gibi bir
ongorum yaplaak olursa,

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(x; t) = d
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(t)'
0
(x) + d
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(t)'
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(x) + d
2
(t)'
2
(x) + d
3
(t)'
3
(x) (2.88)
turunde bir yapnn ongorulebileegi anlaslr.
Turevli denklem, yaplan bu ongorum ve (2.79) ile verilen son an kosulu
altnda ozulmek istendiginde turevli denklemin ve son an kosulunun dogasndan
dolay d
0
(t) ve d
2
(t) islevleri iin
d
0
(t) = 0 (2.89)
d
2
(t) = 0 (2.90)
esitlikleri zorlanmadan elde edilebilir. Bu durumda 
1
(x; t) islevinin yaps

1
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1
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1
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(x) (2.91)
biimli olmak zorundadr.
Buraya kadar anlatlanlarn sgnda turevli denklemlerin ozulmesi ile
birlikte d
1
(t) ve d
3
(t) islevlerinin esitleri
d
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(2.93)
olarak elde edilir. Yukardaki esitliklerde kullanlms olan b
1
(t) islevi ise (2.56)
denkleminde verilmistir. Bu baglamda bulunan d
1
(t) ve d
3
(t) islevleri (2.91)
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srasayl denklemde yerine yerlestirilirse 
1
(x; t) islevinin son durumu asagdaki
biimde elde edilmis olur.
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Dalga ve esduzey islevlerinin bulunmasndan sonra ds alan genligi E(t)'nin
bulunabilmesi iin kopru denklemine geilebilir. (2.26) ile verilen denklemde
Braket gosterilimi iindeki dalga ve esduzey islevlerinin yerine, ds alan
genliginin gusuz olmasndan dolay, bu islevlerin sfrn ve birini basamak
saptrm almlarn yerlestirileek olursa asagdaki esitlik elde edilir.
E(t) =
2
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(t) jj 
0
(t)i+ h
0
(t) jj 
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(t)i) (2.95)
Yukardaki esitlik, (x) = x oldugundan, yeniden yazlrsa,
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elde edilir. Burada elde edilen terimler tek tek belirlenirse,
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(t)i = 0 (2.97)
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(2.99)
bagntlar elde edilir. Bu bagntlarda bulunan b
1
(t), 
0
(t), 
2
(t), d
1
(t) islevleriyle
ilgili esitlikler srasyla (2.56), (2.84), (2.85), (2.92), denklemlerinde verilmistir.
Bu buyuklukler iin elde edilmis bulunan bu sonular kopru denkleminde
yerlerine konulur ve W
E
(t) = 1 olarak alnrsa asagdaki esitlige ulaslr.
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(2.100)
Yukardaki bagntda bulunan u terimin gerel kesimlerinin ayr ayr belirlenmesi
durumunda elde edilen ilk terim ile ilgili sonu asagda verilmektedir.
<e (

0
(t)b
1
(t)) =
1
2
p
2


os(t)
Z
t
0
dE() os() + sin(t)
Z
t
0
dE() sin()

+
1
4
p
2
(T   t)

os(t)
Z
t
0
dE() os() + sin(t)
Z
t
0
dE() sin()

(2.101)
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Ayn bagntdaki ikini terimle ilgili sonu
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ile verilmektedir.

Uunu terimin sonuu ise asagdaki gibi elde edilmektedir.
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Bu bagntda elde edilen son iki terim kesimsel tumlevleme ile ozulurse bagntnn
son durumu bulunabilir.
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Ds alan genligi, E(t), bagnts elde edilen bu sonular ile birlikte gerekli
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yalnlastrmalar da yaplarak
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olarak yazlabilir.
Elde edilen, E(t) ile ilgili bagnt, 'l ve 'sz terimler olmak uzere ikiye
ayrarak yeniden biimlendirilirse
W
E
(t)E(t) = L
0
(T )E(t) + L
1
(T )E(t) (2.106)
esitligi elde edilir. Bu esitlikteki anlatmlara karslk gelen ozumler asagdadr.
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) (2.111)
Cozumler ozenle inelenirse elde edilen (2.107) ve (2.110) denklemlerinin birer
tumlev denklem oldugu gorulmektedir. Bu tumlev denklemlerin ekirdekleri
srasyla (2.108) ve (2.111) esitliklerinde verilmektedir. Bu tumlev denklemler
ds alan genliginin belirlenebilmesini saglar. Bu denklemlere alan denklemi
denilebilir. Alan denklemi  olekleyii bilinmeyenini ierir. Ayra, bu denklem
salt E(t) orantl terimler iermesi nedeniyle bir ozdeger sorunudur. Elde
edilen ekirdek olduka yaln bir yapdayms gibi gorunse de analitik ozumu
bakmndan olduka karmasktr. Cozum islemleri sonuunda hem ds alan
genligi, E(t), hem de sapma parametresi, , ak olarak ortaya kmaktadr.
Ds alan genligi degeri belirsiz arpmsal bir degismeze sahiptir. Bu belirsiz
degerli katsaynn belirlenebilmesi iin (2.2) ile verilen denklem kullanlabilir. Bu
denklem gusuz ds alan varsaym altnda birini basamaktan saptrm alm
kullanlarak yeniden yazlrsa, asagdaki biime burunur.
1
2
=
~
O (2.112)
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Bu denklem dogasndan dolay sapma denklemi olarak adlandrlr. Hem
alan denklemi hem de sapma denklemi birlikte gozonune alnmaldr.

Onelikle
alan denkleminden E(t) ve  belirlenir. Bu ozum ds alan genliginde belirsiz
bir degismez ortaya karr. Sapma denklemi kullanlarak bu belirsiz degismez
uyumsuzluk olmamas durumunda ozulebilir.
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3.1 Evrim
_
Islelerinin Carpanlara Ayrlmas
Anmsatma amayla dizgemizin Shrodinger denklemi yeniden yazlr ve
i~

t
 (x; t) = [H
0
  E(t)℄ (x; t) (3.1)
denklemin ket'li anlatm verilmek istenirse
i~

t
j (t)i = [H
0
  E(t)℄ j (t)i (3.2)
(3.2) ile verilen denklem elde edilir. Bu denklemin bra's ise
 i~

t
h (t)j = h (t)j [H
0
  E(t)℄ (3.3)
denklemiyle verilebilir. Bu denklem, y imlemesi ile gosterilen, islelerin hem
devriginin hem de esleniginin alnmas islemi sonuunda elde edilmistir. Ama
belirtilmelidir ki, kendine eslik ozelliginden dolay, [H
0
  E(t)℄
y
= [H
0
  E(t)℄
oldugundan bu anlatm hem (3.2) ile hem de (3.3) ile verilen denklemde ayn
kalmstr. (3.2) ile verilen denklem ele alnarak j (t)i anlatm t = 0 noktasnda
ds alan genligi bir an iin yoksaylarak Taylor serisine aldgnda
j (t)i =
1
X
k=0
t
k
k!


 
(k)
(0)

(3.4)
anlatm elde edilir. Bu anlatm yine ds alan genligini yoksayarak (3.2)
denkleminde yerine yazlrsa,
i~
1
X
k=0
t
k
k!


 
(k+1)
(0)

=
1
X
k=0
t
k
k!
H
0


 
(k)
(0)

(3.5)
biimindeki denklem elde edilmis olur. Elde edilen bu denklemden ozyineli bir
iliski yazlmak istendiginde ozyineli denklem
i~


 
(k+1)
(0)

= H
0


 
(k)
(0)

; k = 0; 1;    (3.6)
biiminde yazlabilir. Bu ozyineli denklemde k yerine 0 degeri yerlestirildiginde
i~


 
(1)
(0)

= H
0


 
(0)
(0)

(3.7)
ve


 
(0)
(0)

ile verilen anlatm baslang kosulu ile verilen j (0)i anlatmna esit
oldugundan


 
(1)
(0)

=  
i
~
H
0
j (0)i (3.8)
denklemi elde edilir. k yerine 1 degeri yerlestirildiginde
i~


 
(2)
(0)

= H
0


 
(1)
(0)

(3.9)
yani,


 
(2)
(0)

=

 
i
~
H
0

2
j (0)i (3.10)
esitligi elde edilir. Bulunan denklemlerden yararlanlarak genellestirme yaplrsa,


 
(k)
(0)

=

 
i
~
H
0

k
j (0)i (3.11)
esitligi uretilmis olur. Bu denklem (3.4) ile verilen esitlikte yerine konulursa
j (t)i =
1
X
k=0
t
k
k!

 
i
~
H
0

k
j (0)i (3.12)
esitligine ulaslr. Eger,
U
0
(t) =
1
X
k=0
1
k!

 
it
k
~
H
0

k
= e
 
it
~
H
0
(3.13)
biimli bir evrim islei tanmlanrsa (3.12) esitligi bu evrim islei turunden
j (t)i = U
0
(t) j (0)i (3.14)
olarak yazlabilir. Buna gore (3.2) ile verilen denklemde ds alan genligi de goz
onunde bulundurularak  dalga islevinin ket'i
j (t)i = U(t) j (0)i (3.15)
biiminde yazldgnda, (3.2) denkleminin en son biimi
i~

t
U(t) = [H
0
  E(t)℄U(t); U(0) = I (3.16)
olarak elde edilir. (3.3) ile verilen denklem ise  dalga islevinin bra's iin V (t)
diger bir evrim islei olmak uzere
h (t)j = h (0)jV (t) (3.17)
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yazlarak
 i~

t
V (t) = V (t) [H
0
  E(t)℄ ; V (0) = I (3.18)
sekline gelir. (3.16) esitligi soldan V (t) ile (3.18) esitligi sagdan U(t) ile arplrsa
i~V (t)

t
U(t) = V (t) [H
0
  E(t)℄U(t) (3.19)
ve
 i~

t
V (t)U(t) = V (t) [H
0
  E(t)℄U(t) (3.20)
denklemlerine ulaslr. Bu denklemler taraf tarafa karlrsa
i~

V (t)

t
U(t) +

t
V (t)U(t)

= 0 (3.21)
ile arpmn turevi yapsnda elde edildiginden, C bir degismez islei gostermek
uzere
V (t)U(t) = C (3.22)
elde edilir. V (0)U(0) = I oldugundan C = I ve buradan da
V (t)U(t) = I (3.23)
sonuuna ulaslr ki bu da U(t) ve V (t)'nin Birimsel, (Unitary) isle olduklar
anlamna gelmektedir. Buna gore (3.13) denklemi de gozonunde bulundurularak
evrim islelerinin arpanlarndan ilki asagdaki gibi yazlabilir
U
0
(t) = e
 
it
~
H
0
; V
0
(t) = e
it
~
H
0
(3.24)
Buradan U(t)'nin yaps iin U
1
(t) bu anda bilinmeyen bir isle olmak uzere
U(t) = e
 
it
h
H
0
U
1
(t) (3.25)
yazlp U
1
(t)'nin yaps bulunmaya alsldgnda (3.16) ile verilen denklemde U(t)
yerine konulur ve
i~

 
i
~
H
0
e
 
it
~
H
0
U
1
(t) + e
 
it
~
H
0
U
1
(t)
t

= [H
0
  E(t)℄ e
 
it
~
H
0
U
1
(t) (3.26)
biimindeki gibi turevi alnrsa her iki taraftaki ilk terimler birbirini
gotureeginden
i~e
 
it
~
H
0
U
1
(t)
t
=  E(t)e
 
it
~
H
0
U
1
(t) (3.27)
biimindeki denklem elde edilir. Burada her iki taraf e
it
~
H
0
islei ile sagdan
arpldgnda, ise E(t) ds alan genligi H
0
isleine bagl olmadgndan,
i~
U
1
(t)
t
=  E(t)e
it
~
H
0
e
 
it
~
H
0
U
1
(t) (3.28)
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esitliginde oldugu gibi, yeri degistirilebilir. e
it
~
H
0
e
 
it
~
H
0
anlatmnn kolaya
belirlenebilmesi iin anlatm P (t) olarak adlandrlr ve  degeri yerine
yerlestirilirse
P (t) =

e
it
~
H
0
e
 
it
~
H
0

= e
it
~
H
0
xe
 
it
~
H
0
(3.29)
yazlabilir. Bu anlatmn yapsnn bulunabilmesi iin ozum yollarndan biri
turevini almaktr. P (t)'nin birini turevi alndgnda

t
P (t) =
i
~
H
0
e
it
~
H
0
e
 
it
~
H
0
+ e
it
~
H
0


 
i
~
H
0

e
 
it
~
H
0
=
i
~
e
it
~
H
0
(H
0
  H
0
) e
 
it
~
H
0
(3.30)
sonuuna erisilir. Burada (H
0
  H
0
) anlatmnn belirlenmesi gerektigi
gorulmektedir. Bu anlatm islelerden olusmaktadr ve belirlenmesinin en iyi
yolu bir f islevine etkisinin nasl bir davrans gosterdiginin saptanmas olarak
dusunulebilir. Bu soylenenler yaplrsa
H
0
f = H
0
xf =  
1
2

x

f + x
f
x

+
1
2
x
3
f
=  
f
x
 
1
2
x

2
f
x
2
+
1
2
x
3
f (3.31)
H
0
f = x

 
1
2

2
x
2
+
1
2
x
2

f =  
1
2
x

2
f
x
2
+
1
2
x
3
f (3.32)
H
0
  H
0
=  

x
(3.33)
sonuuna erisilir ve (H
0
  H
0
) anlatmnn  

x
gibi bir davrans gosterdigi
anlaslr. Bu sonu P (t)'nin iin tam bir yarar saglayamayaagndan turevleme
islemi surdurulurse P (t)'nin ikini turevi

2
t
2
P (t) =

i
~

2
H
0
e
it
~
H
0
(H
0
  H
0
) e
 
it
~
H
0
+
i
~
e
it
~
H
0
(H
0
  H
0
)

 
i
~
H
0

e
 
it
~
H
0
=
1
~
2
e
it
~
H
0
[ H
0
(H
0
  H
0
) + (H
0
  H
0
)H
0
℄ e
 
it
~
H
0
(3.34)
olarak bulunmus olur. Ayn mantkla ilerlenirse
[ H
0
(H
0
  H
0
) + (H
0
  H
0
)H
0
℄ anlatmnn davransnn belirlenmesi
gerektigi gorulur ve herhangi bir f islevine etki ettirildiginde,
 H
0
(H
0
  H
0
) f =  

 
1
2

2
x
2
+
1
2
x
2

 

x

f
=  
1
2

3
f
x
3
+
1
2
x
2
f
x
(3.35)
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(H
0
  H
0
)H
0
f =

 

x

 
1
2

2
x
2
+
1
2
x
2

f
=
1
2

3
f
x
3
 
1
2

2xf + x
2
f
x

(3.36)
sonularna ulaslaagndan
[ H
0
(H
0
  H
0
) + (H
0
  H
0
)H
0
℄ =  x (3.37)
anlatm elde edilir. Elde edilen sonuun kullanmyla

2
t
2
P (t) =
1
~
2
e
it
~
H
0
( x)e
 
it
~
H
0
(3.38)
yazlabileegi ve buradan da
P (0) = x; P
0
(0) =  i

x
(3.39)
baslang kosullar altnda

2
P (t)
t
2
=  
1
~
2
P (t) (3.40)
yapsnda ikini basamaktan isle degerli turevli bir denklem elde edilebileegi
aktr. Elde edilen bu turevli denklem verilen baslang kosullar altnda
ozuldugunde ozum
P (t) = sin(
t
~
)

 i

x

+ os

t
~

x (3.41)
olarak bulunur. Bulunan sonu (3.29) ile verilen denklemde yerine yerlestirilirse
i~
U
1
t
=

 E(t) sin

t
~

 i

x

  E(t) os

t
~

x

U
1
(t) (3.42)
denklemi elde edilir. Eger,
i~
U
1
t
=  E(t) os

t
~

xU
1
(3.43)
olaak biimde bir U
1
islei tanmlanr ve gerekli yalnlastrmalar yaplarak
U
1
t
=
i
~
E(t) os(
t
~
)xU
1
; U
1
(0) = I (3.44)
yapsnda olusan birini basamaktan turevli denklem birlikte verilen baslang
kosulu altnda ozulurse
U
1
= e
i
~
R
t
0
dE() os(

~
)x
(3.45)
sonuuna ulaslr. Buna gore U
1
(t)
U
1
(t) = e
i
~
R
t
0
dE() os(

~
)x
U
2
(t) (3.46)
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yapsnda bilinmeyen yeni bir isle turunden yazlabilir. Bu anlatm (3.42) ile
verilen turevli denklemde yerine konulursa,
i~

d
dt

e
i
~
R
t
0
dE(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os(

~
)x

U
2
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os(

~
)x
U
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(t) (3.47)
denklemi elde edilir ve turev alnarak islem surdurulurse
i~
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(t) (3.48)
esitliginin her iki tarafnda bulunan ilk terimler esit oldugundan gerekli
yalnlastrmalar yaplarak,
i~e
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~
R
t
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d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os(
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=  E(t) sin(
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denklemi elde edilir. Denklemin her iki taraf soldan e
 
i
~
R
t
0
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E(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os(

~
)x
ile
arplrsa
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(3.50)
denklemi elde edilmis olur. Burada yine
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isleinin davransnn inelenmesi
gerekir. Bunun iin bu isle yine herhangi bir f islevine uygulanrsa,
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esitligi elde edilir ve bu esitlikte yer alan turev islemleri gereklestirilirse esitlik
e
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d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) 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durumuna gelir. Bu yap ile verilen denklemde yerine konulursa
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denklemine ulaslr. U
2
(t) islei
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(t) (3.54)
seklinde tanmlanarak (3.53) ile verilen turevli denklemde yerine konulursa
denklem
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yapsna burunur. Denklemde var olan turevler alnarak
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) sin(

~
)
(
 i

x
)
U
3
(t)
t
=  E(t) sin(
t
~
)

 i

x

e
i
~
R
t
0
dE() sin(

~
)
(
 i

x
)
U
3
(t)
 E(t) sin(
t
~
)
Z
t
0
dE() os(

~
)e
i
~
R
t
0
dE() sin(

~
)
(
 i

x
)
U
3
(t) (3.56)
ve gerekli yalnlastrmalar yaplarak denklem
U
3
(t)
t
=
i
~
E(t) sin(
t
~
)
Z
t
0
dE() os(

~
)U
3
(t) (3.57)
biiminde elde edilir. U
3
(t) islei
U
3
(t) = e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
U
4
(t) (3.58)
olarak tanmlanp (3.57) ile verilen turevli denklemde yerine yerlestirilirse,
i~

i
~

E(t) sin(
t
~
)
Z
t
0
dE() os(

~
)e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
U
4
(t)
+i~
U
4
(t)
t
e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
=  E(t) sin(
t
~
)
Z
t
0
dE() os(

~
)e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
U
4
(t) (3.59)
denklemine erisilir. Burada gerekli islemler yaplrsa denklem yaln bir biimde
i~
U
4
(t)
t
e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
= 0 (3.60)
olarak elde edilir. Bu sonu U
4
(t) isleinin
U
4
(t) = I (3.61)
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yapsnda olaag anlamn tasdgndan (3.26) ile verilen denklem, sonunda,
U(t) = U
0
(t)U
1
(t)U
2
(t)U
3
(t) (3.62)
olarak elde edilmis olur. Bulunan tum sonular yukardaki denklemde yerine
konulursa U(t) evrim islei
U(t) = e
 
it
~
H
0
e
i
~
R
t
0
dE() os(

~
)x
e
i
~
R
t
0
dE() sin(

~
)
(
 i

x
)
e
i
~
R
t
0
dE() sin(

~
)
R

0
dE() os(

~
)
(3.63)
seklinde arpanlara ayrlms olur.
3.2 Evrim
_
Islelerinin Carpanlar Aralgyla Denklemlerin
Cozulmesi
Kuvantum Mekanigi'nde daha one belirtildigi uzere
J = J( ; ; ; E) (3.64)
seklinde  dalga islevine,  esduzey islevine,  sapma degistirgenine ve E ds alan
genligine bagl bir ama islevsisinin varyasyoneli asagdaki gibi sfra esitlenerek,
ÆJ
Æ 
Æ +
ÆJ
Æ 
Æ +
ÆJ
Æ
Æ+
ÆJ
Æ
Æ+
ÆJ
Æ
Æ +
ÆJ
ÆE
ÆE = 0 (3.65)
eniyilemeli denetim denklemlerine ulaslmstr. Ama islevsisinin sfra esit olmas
demek verilen denklemdeki katsaylarn ayr ayr sfra esit olmas anlamna
gelmektedir. Buna gore
ÆJ
Æ 
= 0;
ÆJ
Æ 
= 0;
ÆJ
Æ
= 0;
ÆJ
Æ
= 0;
ÆJ
Æ
= 0;
ÆJ
ÆE
= 0
(3.66)
esitlikleri geerlidir.
i~

t
 (x; t) = [H
0
  E(t)℄ (x; t) (3.67)
ile verilen Shrodinger denkleminin ozulebilmesi iin  (x; t) j
t=0
degerinin
verilmesi gerekmektedir. Eger
 (x
1
;    ; x
N
; t)! j (t)i (3.68)
 

(x
1
;    ; x
N
; t)! h (t)j (3.69)
karslklar dusunuleek olursa
i~

t
j (t)i = [H
0
  E(t)℄ j (t)i (3.70)
t 2 [0; T ℄ j (0)i = jini (3.71)
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i~

t
j(t)i = [H
0
  E(t)℄ j(t)i  W
p
(t)h (t)j
^
O
0
j (t)i (3.72)
j(T )i =  
i
~

^
O j (T )i; t 2 [0; T ℄ (3.73)
W
E
(t)E(t) = 2<e (h(t) jj (t)i) (3.74)
h (T )j
^
O j (T )i =
~
O + Æ
j1
+  (3.75)
denklemleri yazlabilmektedir. Son esitlikte j = 0 ise kesin erisim j = 1 ise
olabildigine iyi erisim durumu soz konusudur. U(t) evrim islei olmak uzere
i~

t
U(t) = [H
0
  E(t)℄U(t)
U(0) = I; t 2 [0; T ℄ (3.76)
H
0
islei kendine es oldugundan
H
y
0
= H
0
(3.77)
esitligini saglar.  iin de, arpma islei oldugundan dolay, asagdaki denklem
yazlabilir.

y
(x) = (x) (3.78)
 i~

t
U(t)
y
= U(t)
y
[H
0
  E(t)℄
U(0)
y
= I; t 2 [0; T ℄ (3.79)
(3.76) denklemi U(t)
y
islei ile sagdan (3.79) denklemi U(t) islei ile soldan
arplp taraf tarafa karldgnda asagdaki denklem elde edilir.
i~U(t)
y


t
U(t)

+ i~


t
U(t)
y

U(t) = 0 (3.80)
(3.80) denkleminin iki islein arpmnn turevi yapsnda oldugu dusunulurse
i~
 
U(t)
y
U(t)

= 0 (3.81)
denklemine esdeger olaag aktr. Buradan
U(t)
y
U(t) = C; t 2 [0; T ℄ (3.82)
sonuu elde edilir. Daha one verilen U(0) = I ve U(0)
y
= I bagntlar, yani her
iki islein de t = 0 annda birim islee esit oldugu, gozonunde tutularak,
C = I (3.83)
sonuuna varlr. Bu sonu (3.82) denkleminde yerine yerlestirilirse
U(t)
y
U(t) = I (3.84)
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bagnts elde edilir. (3.84) ile verilen esitligin saglanmas U(t) ve U(t)
y
'nin
birimsel (unitary) isle olmas demektir. Yani bu isleler her zaman asagdaki
esitligi saglar.
U(t)
y
= U(t)
 1
(3.85)
Daha one belirtilen dalga islevine ait baslang islevinin ket'ini belirleyen
j (0)i islevi jini biiminde, baslang kosulunun
_
Ingilize karslg olan \initial
ondition" anlatmnn ilk iki simgesi kullanlarak, betimleneek olursa dalga
islevinin ket'i iin
j (t)i = U(t) jini (3.86)
esitligi elde edilir. Elde edilen bu bagntya gore asagda verilen esitligi yazmak
olanakldr.
[H
0
  E(t)℄U(t) jini = i~


t
U(t)

jini (3.87)
Esitligin sag tarafndaki jini anlatmnn t zaman degistirgenine bagmllg
olmamas nedeni ile
i~


t
U(t)

jini = i~

t
(U(t) jini) (3.88)
yazlabilir ki kolaya gorulebildigi uzere (3.86) ile verilen bagnt (3.88)
kullanldgnda
[H
0
  E(t)℄ j (t)i = i~

t
j (t)i (3.89)
denklemine ulaslms olur. Bu denklem bildigimiz ve tandgmz Shrodinger
denklemidir ve boylee kantlanms olunur ki (3.80) ve (3.86) denklemlerini
yazabilir ve kullanabiliriz. Ayn biimde dalga islevinin bra's alndgnda
h (t)j = h injU(t)
y
(3.90)
denklemi elde edilir. Burada U(t) evrim isleinin yerine U(t)
y
islei gelmelidir.
C unku yaznda (literatur) islelerin esleniklerinin devrigi islelerin uzerine kama
y simgesi getirilerek gosterilir.
Ayn mantk kullanlarak geriye dogru evrim isleini betimleyen esduzey
islevi iin de benzer denklem yazlrsa
j(t)i = U(t)



(t)i (3.91)
denklemi elde edilir. Bu denklem (2.24) ile verilen geriye dogru evrimi betimleyen
esduzey islevine ait denklemde yerine konulursa,
i~


t
U(t)




(t)i + i~

U(t)

t




(t)i =
[H
0
  E(t))℄U(t)



(t)i   W
p
(t)h injU(t)
y
^
O
0
U(t) jini
^
O
0
U(t) jini (3.92)
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yapsna burunur. Bu denklemde asagda U(t)'nin sagladg denklemden elde
edilebilen esitlik kullanlrsa
i~


t
U(t)




(t)i = [H
0
  E(t))℄U(t)



(t)i (3.93)
ve yalnlastrmalar yaplrsa
i~

t



(t)i =  W
p
(t)h injU(t)
y
^
O
0
U(t) jiniU(t)
y
^
O
0
U(t) jini (3.94)
yapsna ulasr. Bu denklemde her iki tarafn tumlevi alnrsa



(T )i  



(t)i =
i
~
Z
T
t
dW
p
()h injU()
y
^
O
0
U() jiniU()
y
^
O
0
U() jini (3.95)
denklemi elde edilir. (3.91) gozonune alndgnda asagdaki iliskinin dogrulugu
aktr.
j(T )i = U(t)



(T )i (3.96)
Buradan U(t)
y
= U(t)
 1
iliskisinden yararlanarak



(T )i = U(t)
y
j(T )i (3.97)
esitligi yazlabilir. (2.25), (3.91) ve (3.97) esitliklerinden yararlanlarak (3.94)
denklemi yeniden yazlrsa,
j(t)i = U(t)U(T )
y

 
i
~

^
OU(T ) jini

 
i
~
Z
T
t
dW
p
()h injU()
y
^
O
0
U() jiniU(t)U()
y
^
O
0
U() jini(3.98)
esitligine ulaslr. Bundan sonra kopru denklemi olarak adlandrlan esduzey ve
dalga islevlerine bagl olan denklemin indirgenmesine geilebilir. Ama daha one
islemlerin kolaylg asndan
Q
1
(t) = U(t)
y
U(t) (3.99)
Q
2
(t) = U(t)
y
^
OU(t) (3.100)
Q
3
(t) = U(t)
y
^
O
0
U(t) (3.101)
esitlikleriyle kendine es isleler tanmlanmasnda yarar bulunmaktadr.
Tanmlanan isleler kullanlarak (3.98) denklemi yeniden yaplandrlrsa
j(t)i =  
i
~
U(t)Q
2
(T ) jini
 
i
~
Z
T
t
dW
p
()h injQ
3
() jiniU(t)Q
3
() jini (3.102)
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elde edilir. Artk kopru denklemi ierisindeki h(t) jj (t)i teriminin
belirlenmesine geilebilir. Bu terim
h(t) jj (t)i = h(t) jU(t)j ini (3.103)
esitliginde sag yanda verilen terime esittir. Bu terim daha one verilen denklemler
ve (3.99) bagnts ile verilen isle de isin iine katlarak
h(t) jU(t)j ini =
=
i
~
h injQ
2
(T )U(t)
y
U(t) jini
+
i
~
Z
T
t
dW
p
()h injQ
3
() jinih injQ
3
()U(t)
y
U(t) jini
=
i
~
h injQ
2
(T )Q
1
(t) jini
+
i
~
Z
T
t
dW
p
()h injQ
3
() jinih injQ
3
()Q
1
(t) jini (3.104)
yapsnda yazlabilir. Asl ulaslmak istenen 2<e (h(t) jj (t)i) terimine ise
h(t) jj (t)i teriminin eslenigi alnp kendisi ile toplanarak ulaslr ve sonu
asagdaki gibi elde edilir.
2<e (h(t) jj (t)i) =
= h inj
i
~
(Q
2
(T )Q
1
(t) Q
1
(t)Q
2
(T )) jini
+
Z
T
t
dW
p
()h injQ
3
() jinih inj
i
~
(Q
3
()Q
1
(t) Q
1
(t)Q
3
()) jini
(3.105)
[A;B℄ gosterilimi AB arpmlar ile BA arpmlarnn farkna ozdestir ve yaznda
A ve B'nin Komutator'u (ommutator) olarak adlandrlr.
[A;B℄ = AB   BA (3.106)
fA;Bg ise Poisson Simgelemesi olarak adlandrlr ve
i
~
anlatm ile
komutatorun arpmna esittir.
fA;Bg =
i
~
[A;B℄ =
i
~
(AB   BA) (3.107)
Poisson Simgelemeleri herhangi A, B, C isleleri iin asagda verilen esitlikleri
saglarlar.
fA;Ag = 0 (3.108)
fA; Ig = fI; Ag = 0 (3.109)
ff(A); g(A)g = 0 (3.110)
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fA;Bg =  fB;Ag (3.111)
fAB;Cg = AfB;Cg+ fA;CgB (3.112)
fA;BCg = BfA;Cg   fA;BgC (3.113)
fAB +BA;Cg = AfB;Cg+ fB;CgA+BfA;Cg+ fA;CgB (3.114)
fA
2
; Bg = AfA;Bg+ fA;BgA (3.115)
fA;B
2
g = BfA;Bg+ fA;BgB (3.116)
Poisson Simgelemesi gosterilimi (3.105) denkleminde kullanlr ve ulaslan yap
yazlrsa
W
E
(t)E(t) = h inj fQ
2
(T )Q
1
(t)g jini
+
Z
T
t
dW
p
()h injQ
3
() jinih inj fQ
3
()Q
1
(t)g jini (3.117)
biimindeki \denetim denklemi" elde edilmis olur. \Erisim denklemi" yazlmak
istendiginde ise
D
 (T )



^
O



 (T )
E
=
~
O + Æ
j1
 (3.118)
esitliginde (3.86) ile verilen bagnt kullanlarak
h injU(T )
y
^
OU(T ) jini =
~
O + Æ
j1
 (3.119)
denklemi elde edilir. (3.100) ile verilen bagnt elde edilen denklemde yerine
yerlestirilirse, denklem
h injQ
2
(T ) jini =
~
O + Æ
j1
 (3.120)
biimini alr.
Bundan sonra denklemlerin daha da indirgenerek ebirsel bir yapdaki son
durumunun elde edilmesi iin ilerlenmelidir. Ama ilerlemeden one bir takm
varsaymlarn yaplmas gerekmektedir. Bunun iin islelerden olusmus kapal bir
S


kumesi ele alnmal ve bu kume, 

1
;    ;

n
dogrusal bagmsz taban isleler
olmak uzere,
S


=
(







 

 =
n
X
j=1

j


j
!
^
n
j=1

j
2 C ^ n 2 Z
+
^
n
j=1


y
j
= 

j
)
(3.121)
tanmyla verilmelidir.
Sorunumuzdaki veriler Hamilton islei H
0
=  
1
2

2
x
2
+
1
2
x
2
, ikikutup islevi
 = x, ama islei
^
O = x
2
, yaptrm islei
^
O
0
=  

2
x
2
olmak uzere asagdaki
varsaymlar yaplrsa sorunumuz S


uzerinde kapal duruma gelir.
(1) fH
0
;

j
g 2 S olmak uzere fH
0
;

j
g =
n
P
k=1
A
H
0
jk


j
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(2) f;

j
g 2 S olmak uzere f;

j
g =
n
P
k=1
A

jk


j
(3)  2 S olmak uzere  =
n
P
j=1
b

j


j
(4)
^
O 2 S olmak uzere
^
O =
n
P
j=1
b
^
O
j


j
(5)
^
O
0
2 S olmak uzere
^
O
0
=
n
P
j=1
b
^
O
0
j


j
Bu varsaymlar altnda sorunumuzun ozumu iin one Poisson Simgelemelerinin
olusturulmas gerekmektedir. Daha oneden de belirtildigi gibi ozum srasnda
~ = 1 olarak alnaaktr. 

1
= x, 

2
= x
2
, 

3
=  

2
x
2
olmak uzere Poisson
Simgelemeleri asagdaki biimde olusturulabilir.
fH
0
;

1
g = fH
0
; xg =

 
1
2

2
x
2
+
1
2
x
2
; x

=
 
1
2


2
x
2
x
2
; x

+
1
2

x
2
; x
	
(3.122)
fx
2
; xg anlatm ebirsel isle oldugundan ve ebirsel islelerin Poisson
Simgelemeleri sfr oldugundan fx
2
; xg = 0 olur ve fH
0
; xg
fH
0
; xg =

 
1
2

2
x
2
; x

=  
1
2
i


2
x
2
x  x

2
x
2

(3.123)
yapsnda bulunur.
h

2
x
2
; x
i
biimindeki islelerin komutatorlerinin nasl
davranaagn belirlemek iin bu anlatm bir isleve etki ettirilerek


2
x
2
; x

f =


2
x
2
x  x

2
x
2

f
= 2
f
x
+ x

2
f
x
2
  x

2
f
x
2
= 2
f
x
(3.124)
bulunur. O halde fH
0
; xg,
fH
0
; xg =  
1
2
i


2
x
2
; x

=  i

x
(3.125)
ile verilmelidir.
Birini varsaymmza dayanarak islem surdurulmek istenilirse, fH
0
;

2
g
teriminin belirlenmesi gerekir.
fH
0
;

2
g = fH
0
; x
2
g =  
1
2


2
x
2
; x
2

+
1
2

x
2
; x
2
	
(3.126)
fx
2
; x
2
g anlatm yine bir ebirsel isle oldugundan sfra esittir. O zaman
fH
0
; x
2
g =  
1
2


2
x
2
; x
2

(3.127)
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yazlabilir ve daha one belirtildigi uzere komutator yardmyla belirlenirse,
fH
0
; x
2
g = i


2
x
2
; x
2

(3.128)
bulunur. Burada anlatmn iindeki komutator belirlenip i ile arplarak sonua
ulaslr. Bu durumda komutator yine bir f islevine etki ettirilerek davrans
belirlenmeye alsldgnda


2
x
2
; x
2

f =


2
x
2
x
2
  x
2

2
x
2

f
= 2

I + 2x

x

f (3.129)
komutatorun esiti 2
 
I + 2x

x

olarak bulundugundan bu sonu (3.128)
denkleminde verildigi gibi i ile arpldgnda fH
0
; x
2
g
fH
0
; x
2
g =  
i
2
2

I + 2x

x

=  iI + 2x

 i

x

(3.130)
olarak bulunur. Bulunan sonu kendine es degildir. Ama sonuun kendine es
olmas yeglenen bir durumdur. C unku bu islelerin beklenen degerleri alndgnda
sonuun, gozlemlenebilir bir ozellige karslk olmas iin, gerel kmas gerekir.
Bu da, beklenen degerleri alnaak islelerin kendine es olmasn gerektirir. O
halde

 i

x

x  x

 i

x

f =  i

f + x
f
x
  x
f
x

=  if (3.131)
oldugundan
 iI =

 i

x

x  x

 i

x

(3.132)
sonuuna ulaslr. (3.130) ile gosterilen denklemde  iI yerine yukarda verilen
esiti yazlrsa,
fH
0
; x
2
g =

 i

x

x  x

 i

x

+ 2x

 i

x

=

 i

x

x + x

 i

x

(3.133)
bulunur. Bulunan bu sonua gore S


uzaynn kapal olmadg gorulur; fakat
bu yaplan varsaymlara aykr oldgundan S


isle uzaynn kapal olabilmesi iin
 
 i

x

x   x
 
 i

x

isleinin 

j
'lerden biri olarak uzaya eklenmesi gerekir. Bu
adan 

j
'ler yeniden yazlrsa


1
= x 

2
= x
2


3
=

 i

x

x + x

 i

x



4
=  

2
x
2
(3.134)
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taban islelerine varlabilir. Bu durumda fH
0
;

3
g anlatmnn inelenmesi
gerekir. Bu anlatm
fH
0
;

3
g =

H
0
;

 i

x

x  x

 i

x

=  
1
2


2
x
2
;

 i

x

x  x

 i

x

+
1
2

x
2
;

 i

x

x  x

 i

x

(3.135)
biiminde yazlrsa iki ayr Poisson Simgelemesi iindeki yap tek tek inelenebilir.
Bu anlatmlardan ilki,


2
x
2
;

 i

x

x  x

 i

x

= 4

2
x
2
(3.136)
olarak bulunur. Diger terim ise

x
2
;

 i

x

x  x

 i

x

= 4
 
 x
2

(3.137)
olarak bulundugundan (3.135) denkleminde elde edilen sonular yerine konulursa

H
0
;

 i

x

x  x

 i

x

= 2

 

2
x
2

  2x
2
(3.138)
sonuuna erisilir. Elde edilen sonua gore hem

 

2
x
2

hem de x
2
isleleri 

j
taban isleleri iinde varoldugundan islelerin olusturdugu uzay kapaldr.
Bu durumda dordunu adm olan fH
0
;

4
g yani fH
0
; 

2
x
2
g anlatmnn
belirlenmesine geilirse,
fH
0
;

4
g =

H
0
; 

2
x
2

=  
1
2


2
x
2
; 

2
x
2

+
1
2

x
2
; 

2
x
2

(3.139)
one ilk terim belirlendiginde Poisson Simgelemesinin (3.108) ile verilen
ozelliginden de kolaya goruleegi gibi sonu sfr olarak bulunur. Bu durumda
fH
0
; 

2
x
2
g anlatm

H
0
; 

2
x
2

=
1
2

x
2
; 

2
x
2

(3.140)
anlatmna esittir. Bu anlatmn sonuu belirlendiginde ise

H
0
; 

2
x
2

= iI + 2ix

x
(3.141)
olarak bulunur. Bu isle kendine es olmadgndan daha one belirtilen nedenlerle
(3.132) bagnts kullanlarak kendine es duruma getirilir ve sonua

H
0
; 

2
x
2

=  

 i

x

x + x

 i

x

(3.142)
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olarak ulaslr.
Artk ikini varsaymda belirtilen f;

j
g biimindeki islelerin Poisson
Simgelemeleri'nin belirlenmesine geilebilir. Sorunumuzda  = x oldugundan
ilk olarak belirleneek olan anlatm fx;

1
g yani fx; xg'tir. Bu anlatm ebirsel
bir islein Poisson Simgelemesine karslk geldiginden sonuu sfrdr.
_
Ikini olarak
belirleneek olan Poisson Simgelemesi fx; x
2
g de ayn nedenden dolay fx; x
2
g =
0 olarak bulunur.

Uunu anlatm fx;

3
g yani fx;
 
 i

x

x + x
 
 i

x

g
anlatmdr.
f;

3
g =

x;

 i

x

x + x

 i

x

= i

x;

 i

x

x  x

 i

x

(3.143)
fx;
 
 i

x

x + x
 
 i

x

g Poisson Simgelemesi yukardaki biimde
yazlabileeginden ve anlatmn komutatoru

x;

 i

x

x+ x

 i

x

f = 2ixf (3.144)
sonuunu verdiginden fx;

3
g isleminin sonuu
fx;

3
g =

x;

 i

x

x+ x

 i

x

=  2x (3.145)
olarak elde edilir ki daha oneden de belirtildigi gibi x islevi uzayn iinde
varoldugundan uzayn son olarak verilen 

j
islelerine gore kapal olmas ozelligi
surmektedir. Bundan sonra yaplmas gereken islem fx;

4
g yani
n
x; 

2
x
2
o
Poisson Simgelemesinin belirlenmesidir. Ayn yollar izlenerek
f;

4
g =

x; 

2
x
2

= i

x; 

2
x
2

(3.146)
yazlabileeginden ve bu anlatmn komutatoru de

x; 

2
x
2

= 2
f
x
(3.147)
sonuunu verdiginden fx;

4
g isleminin sonuu
fx;

4
g =

x; 

2
x
2

=  2

 i

x

(3.148)
olarak bulunur. Bu durumda 

j
taban islelerinin ierisinde  i

x
islei
bulunmadgndan uzayn kapal olabilmesi iin 

j
taban islelerine  i

x
islei
eklenmelidir. Buna gore 

j
taban isleleri asagdaki gibi yeniden duzenlenebilir.


1
= x 

2
=  i

x


3
= x
2


4
=

 i

x

x + x

 i

x



5
=  

2
x
2
(3.149)
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 i

x
islei uzaya eklendiginde H
0
islei ile iliskisine de baklmaldr.
_
Islelerin
yeniden duzenlenmis durumu gozonunde bulundurularak

H
0
; i

x
	
anlatm
belirlenirse,
fH
0
;

2
g =

H
0
; i

x

=  
1
2


2
x
2
; i

x

+
1
2

x
2
; i

x

(3.150)
toplamnn terimlerinin tek tek inelenmesi gerekir. Buna gore


2
x
2
; i

x

= i


2
x
2
; i

x

(3.151)
ise komutator isleminin sonuu


2
x
2
; i

x

f =


2
x
2

 i

x

 

 i

x


2
x
2

f = 0 (3.152)
oldugundan

H
0
; i

x
	
anlatm
1
2

x
2
; i

x
	
anlatmna esit olur. Bu anlatm
ise,

H
0
; i

x

=  x (3.153)
olarak elde edilir. x islei, 

j
taban islelerinin iinde yer aldgndan isleler
uzaynn kapal olmas durumu geerlidir. Bu durumda ayn biimde

; i

x
	
yani

x; i

x
	
anlatmnn sonuuna baklmaldr.

x; i

x

f =

x

 i

x

 

 i

x

x

f = if (3.154)
oldugundan

x; i

x

=  I (3.155)
bulunur. Uzayn kapallgnn korunmas iin I, yani birim isle, uzayn iine
katlmaldr. Bu durumda 

j
taban isleleri asagda verildigi gibi degisir.


1
= I 

2
= x 

3
=  i

x


4
= x
2


5
=

 i

x

x+ x

 i

x



6
=  

2
x
2
(3.156)
Burada (3.109) ile verilen Poisson simgelemesi ozelliklerine gore fH
0
; Ig ve
f; Ig islemlerinin sonuu sfr islei olaagndan ve sfr islei uzayn iinde
varsayldgndan uzayn kapallg bozulmaz. Son duzenlemeye gore inelenmesi
gereken diger bir anlatm f;

5
g yani fx;
 
 i

x

x + x
 
 i

x

g anlatmdr.
Yukarda sozu edildigi gibi bu anlatmla ilgili belirlemeler gereklestirildiginde
sonu,

x;

 i

x

x+ x

 i

x

=  2x (3.157)
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olarak bulunur ki, x islei taban islelerinin olusturdugu uzayn iinde
varoldugundan son olarak duzenlenen 

j
taban islelerinin olusturdugu uzayn
kapal oldugu kesindir.
Son olarak, f;

6
g yani
n
x; 

2
x
2
o
anlatmn ineleyelim. Anlatmn
komutatoru

x; 

2
x
2

f =

x

 

2
x
2

 

 

2
x
2

x

f = 2
f
x
(3.158)
biiminde elde edildiginden sonu i ile arpldgnda anlatmn Poisson
simgelemesi

x; 

2
x
2

=  2

 i

x

(3.159)
olarak elde edilir. Dolays ile 

j
taban islelerinin olusturdugu uzayn
butunuyle kapal oldugu gorulmektedir. Bundan sonra sorunun ozumu iin
kullanlan denklemlerin ok daha kolay islenebilen ebirsel yapya indirgenmesine
alslaaktr. Bunun iin (3.99), (3.100) ve (3.101) ile gosterilen bagntlar
verilen varsaymlar esliginde yeniden yazarsak,
Q
1
(t) =
n
X
j=1
b
()
j
U(t)
y


j
U(t) (3.160)
Q
2
(t) =
n
X
j=1
b
(
^
O)
j
U(t)
y


j
U(t) (3.161)
Q
3
(t) =
n
X
j=1
b
(
^
O
0
)
j
U(t)
y


j
U(t) (3.162)
esitlikleri elde edilir.
U(t)
y


j
U(t) turunde bir yapnn kolaya belirlenmesinin yollarndan biri
turevini almaktr.

Oyleyse bu anlatmn turevi alnrsa
(U(t)
y


j
U(t))
0
= (U(t)
y
)
0


j
U(t) + U(t)
y


j
U(t)
0
(3.163)
bulunur. U(t)
0
anlatm (3.76) ile verilen denklemden anlasldg gibi
U(t)
0
=  
i
~
[H
0
  E(t)℄U(t) (3.164)
anlatmna (U(t)
y
)
0
ise (3.79) ile verilen denklemden
(U(t)
y
)
0
= (U(t)
y
)
i
~
[H
0
  E(t)℄ (3.165)
anlatmna esit oldugundan
(U(t)
y


j
U(t))
0
= (U(t)
y
)

i
~
(H
0
  E(t))

j
 
i
~


j
(H
0
  E(t))

U(t)
(3.166)
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burada koseli parantez iindeki anlatmn Poisson Simgelemesi ile gosterildigi
dusunulurse,
(U(t)
y


j
U(t))
0
= (U(t)
y
) fH
0
;

j
gU(t)  E(t)U(t)
y
f;

j
gU(t) (3.167)
elde edilir. E yalnza t zamanna bagl oldugu iin Poisson simgelemesinin
dsarsna karak yukardaki biimde yazlabilir. Yaplan varsaymlardan
yararlanlarak
(U(t)
y


j
U(t))
0
=
n
X
k=1
A
(H
0
)
jk
U(t)
y


k
U(t)  E(t)
n
X
k=1
A
()
jk
U(t)
y


k
U(t) (3.168)
esitligine ulaslr. Burada
R
j
(t) = U(t)
y


j
U(t); j = 1; :::; n (3.169)
tanmlamas yaplrsa, bu tanmlama kullanlarak (3.168) denklemi yeniden
yazldgnda,
R
0
j
(t) =
n
X
j=1
A
(H
0
)
jk
R
k
(t)  E(t)
n
X
j=1
A
()
jk
R
k
(t) (3.170)
ve R
j
(t), A
(H
0
)
jk
ile A
()
jk
'nun birer matris olduklar goz onunde bulundurularak
R(t)
T
 [R
1
(t); :::;R
n
(t)℄ ;
A
(H
0
)
jk
= [A
H
0
℄
jk
;
A
()
jk
= [A

℄
jk
(3.171)
esitlikleri ile (3.170) denklemi
R(t)
0
= [A
H
0
  E(t)A

℄R(t) (3.172)
biiminde yazlabilir. Baslang kosuluna baklrsa
R
j
(t) = U(0)
y


j
U(0) = 

j
(3.173)
olarak bulunur. 

j


T
= [

1
; :::;

n
℄ (3.174)
yapsnda bir yoney ile gosterilebileeginden baslang kosulu
R(0) = 
 (3.175)
biimine burunur. Bu durumda
R(t) = R
s
(t)
 (3.176)
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ierikli bir yap ongorulurse (3.172) denklemi
R
s
(t)
0
= [A
H
0
  E(t)A

℄R
s
(t); R
s
(0) = I (3.177)
yapsna ulasr. (3.160), (3.161) ve (3.162) ile verilen denklemler R
s
(t) matrisi
kullanlarak yeniden yazlrsa
Q
1
(t) = b
T
()
R
s
(t)
 (3.178)
Q
2
(t) = b
T
(
^
O)
R
s
(t)
 (3.179)
Q
3
(t) = b
T
(
^
O
0
)
R
s
(t)
 (3.180)
esitliklerine ulasr. (3.117) ile verilen denklem ele alnarak one h injQ
3
() jini
terimi belirlenmeye alsldgnda
h injQ
3
() jini = b
T
^
O
0
R
s
()h inj
 jini (3.181)
yapsnda bir anlatm ile karslaslr. Burada h inj
 jini yoneyi q ile gosterilirse,
q = h inj
 jini =
2
6
6
6
6
4
h inj

1
jini
h inj

2
jini
.
.
.
h inj

n
jini
3
7
7
7
7
5
=
2
6
6
6
6
4
q
1
q
2
.
.
.
q
n
3
7
7
7
7
5
(3.182)
(3.181) ile verilen esitlikte h injQ
3
() jini anlatm (3.182) ile verilen bagntdaki
q yoneyi kullanlarak
h injQ
3
() jini = b
T
^
O
0
R
s
()q (3.183)
olarak yazlr. Bundan sonra (3.117) ile verilen denklemde
h inj fQ
2
(T ); Q
1
(t)g jini teriminin belirlenmesine geilirse ilgili Poisson
Simgelemesi
fQ
2
(T ); Q
1
(t)g =

b
T
^
O
R
s
(T )
;b
T

R
s
(t)

	
(3.184)
b yoneyleri ile R
s
(t) ve 
 matrisleri turunden yazlabilir. Bir adm daha
ilerlenerek Poisson Simgelemesi'nin sag tarafndaki anlatmn devrigi alndgnda
degismez olmasndan dolay
fQ
2
(T )Q
1
(t)g =

b
T
^
O
R
s
(T )
;

T
R
s
(t)
T
b

	
= b
T
^
O
R
s
(T )


;

T
	
R
s
(t)
T
b

(3.185)
yapsnda yeniden yazlrsa ve h inj fQ
2
(T ); Q
1
(t)g jini anlatmn bulunmas iin
kullanlrsa
h inj fQ
2
(T )Q
1
(t)g jini = b
T
^
O
R
s
(T )h inj


;

T
	
jiniR
s
(t)
T
b

(3.186)
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elde edilir. Eger, h inj


;

T
	
jini anlatm
h inj


;

T
	
jini = P j; k = 1; :::; n (3.187)
ile gosterilirse
P = h inj


;

T
	
jini =
2
6
6
6
6
4
f

1
;

1
g    f

1
;

n
g
f

2
;

1
g    f

2
;

n
g
.
.
.
.
.
.
.
.
.
f

n
;

1
g    f

n
;

n
g
3
7
7
7
7
5
(3.188)
yapsnda bir matris olmak uzere h inj fQ
2
(T ); Q
1
(t)g jini
h inj fQ
2
(T ); Q
1
(t)g jini = b
T
^
O
R
s
(T )PR
s
(t)
T
b

(3.189)
olarak elde edilir. Son olarak (3.117) ile verilen denklemde
h inj fQ
3
(); Q
1
(t)g jini terimi ayn mantkla belirlenirse
h inj fQ
3
()Q
1
(t)g jini = b
T
^
O
0
R
s
()PR
s
(t)
T
b

(3.190)
elde edilir. Yeniden elde ettigimiz tum bu anlatmlar (3.117) ile verilmis olan
denklemde yerlerine konuldugunda denklem
W
E
(t)E(t) = b
T
^
O
R
s
(T )PR
s
(t)
T
b

+
Z
T
t
dW
p
()b
T
^
O
0
R
s
()qb
T
^
O
0
R
s
()PR
s
(t)
T
b

(3.191)
biimine burunur. Bundan sonra buraya kadar karlms olan bagntlardan
yararlanlarak ve uygulanmak istenen dizge ozellikleri de isin iine katlarak
ilerleneektir.
Buraya kadar elde edilen Poisson Simgelemeleri ozetlenerek yazlr ve
ilerlenirse,
fH
0
;

1
g = fH
0
; Ig = 0 (3.192)
fH
0
;

2
g = fH
0
; xg =  i

x
= 

3
(3.193)
fH
0
;

3
g =

H
0
; i

x

=  x =  

2
(3.194)
fH
0
;

4
g =

H
0
; x
2
	
=

 i

x

x + x

 i

x

= 

5
(3.195)
fH
0
;

5
g =

H
0
;

 i

x

x+ x

 i

x

= 2

 

2
x
2

  2x
2
= 2

6
  2

4
(3.196)
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fH
0
;

6
g =

H
0
; 

2
x
2

=  

 i

x

x + x

 i

x

=  

5
(3.197)
f;

1
g = f; Ig = 0 (3.198)
f;

2
g = f; xg = 0 (3.199)
f;

3
g =

; i

x

=  I =  

1
(3.200)
f;

4
g =

; x
2
	
= 0 (3.201)
f;

5
g =

;

 i

x

x + x

 i

x

=  2x =  2

2
(3.202)
f;

6
g =

; 

2
x
2

=  2

 i

x

=  2

3
(3.203)
ve bu bilgiler sgnda A
H
0
matrisi iin fH
0
;

j
g'lerin her satr taban islelerin
dogrusal birlesimlerinden olusaak biimde yazlarak A
H
0
matrisi 6x6 kare matris
olarak asagdaki gibi yazlabilir.
A
H
0
=
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0 1 0 0 0
0  1 0 0 0 0
0 0 0 0 1 0
0 0 0  2 0 2
0 0 0 0  1 0
3
7
7
7
7
7
7
7
7
7
5
(3.204)
A

matrisi de ayn mantkla elde edilmeye alslrsa
A

=
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0 0 0 0 0
 1 0 0 0 0 0
0 0 0 0 0 0
0  2 0 0 0 0
0 0  2 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.205)
yapsnda elde edilir.
Yaptgmz varsaymlar gozonunde bulunduruldugunda uunu, dordunu
ve besini varsaymlardan yola karak b

, b
^
O
ve b
^
O
0
yoneyleri sorunumuzdaki
verilere bagl olarak
b

=
2
6
6
6
6
6
6
6
6
6
4
0
1
0
0
0
0
3
7
7
7
7
7
7
7
7
7
5
b
^
O
=
2
6
6
6
6
6
6
6
6
6
4
0
0
0
1
0
0
3
7
7
7
7
7
7
7
7
7
5
b
^
O
0
=
2
6
6
6
6
6
6
6
6
6
4
0
0
0
0
0
1
3
7
7
7
7
7
7
7
7
7
5
(3.206)
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yaplarnda elde edilir.
P matrisi P = hin j f
;

T
g j ini olarak tanmlanmaktadr. Bu
tanm gozonunde bulunduruldugunda (3.108) ve (3.111) ozelliklerinden de
yararlanlarak P matrisinin f

j
;

j
g = 0; j = 1; :::; 6 ve (P
T
=  P)
ozelliklerini saglayaag rahata gorulur ki bu durumda P matrisi karsbaksk
(antisimetrik) matristir ve elemanlar
f

1
;

2
g = fI; xg = 0 (3.207)
f

1
;

3
g =

I; i

x

= 0 (3.208)
f

1
;

4
g =

I; x
2
	
= 0 (3.209)
f

1
;

5
g =

I;

 i

x

x + x

 i

x

= 0 (3.210)
f

1
;

6
g =

I; 

2
x
2

= 0 (3.211)
f

2
;

3
g =

x; i

x

=  I =  

1
(3.212)
f

2
;

4
g =

x; x
2
	
= 0 (3.213)
f

2
;

5
g =

x;

 i

x

x + x

 i

x

=  2

2
(3.214)
f

2
;

6
g =

x; 

2
x
2

=  2

3
(3.215)
f

3
;

4
g =

 i

x
; x
2

= 2x = 2

2
(3.216)
f

3
;

5
g =

 i

x
;

 i

x

x + x

 i

x

= 2

3
(3.217)
f

3
;

6
g =

 i

x
; 

2
x
2

= 0 (3.218)
f

4
;

5
g =

x
2
;

 i

x

x + x

 i

x

=  4

4
(3.219)
f

4
;

6
g =

x
2
; 

2
x
2

=  2

5
(3.220)
f

5
;

6
g =

 i

x

x + x

 i

x

; 

2
x
2

=  4

6
(3.221)
yapsndadr ve matrisin karsbaksk matris oldugundan da yararlanlarak
olusturulan P matrisi q yoneyi iin verilen q
j
= h in j

j
j ini bagnts da
50
kullanlarak asagdaki gibi yazlabilir.
P =
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0  q
1
0  2q
2
 2q
3
0 q
1
0 2q
2
2q
3
0
0 0  2q
2
0  4q
4
 2q
5
0 2q
2
 2q
3
4q
4
0  4q
6
0 2q
3
0 2q
5
4q
6
0
3
7
7
7
7
7
7
7
7
7
5
(3.222)
Her bir taban vektoru iin q yoneyinin elemanlar belirlenirse
q
1
= h in jIj ini = 
 
1
2
Z
1
 1
dxe
 x
2
= 1 (3.223)
q
2
= h in jxj ini = 
 
1
2
Z
1
 1
dxe
 x
2
x = 0 (3.224)
q
3
=

in




 i

x




in

= 
 
1
2
Z
1
 1
dxe
 x
2
=2
 i

x
e
 x
2
=2
= 0 (3.225)
q
4
=


in


x
2


in

= 
 
1
2
Z
1
 1
dxe
 x
2
x
2
=
1
2
(3.226)
q
5
=

in





 i

x

x+ x

 i

x





in

= 
 
1
2
Z
1
 1
dxe
 x
2
=2

 i

x

x + x

 i

x

e
 x
2
=2
= 0 (3.227)
q
6
=

in




 

2
x
2
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= 
 
1
2
Z
1
 1
dxe
 x
2
=2
 

2
x
2
e
 x
2
=2
=
1
2
(3.228)
sonular bu yapda elde edilmis olur. O halde q yoneyi
q =
2
6
6
6
6
6
6
6
6
6
4
1
0
0
1
2
0
1
2
3
7
7
7
7
7
7
7
7
7
5
(3.229)
yapsndadr. Bulunan q
j
sonular P matrisinde yerine konularak yeniden
yazlrsa,
P =
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0  1 0 0 0
0 1 0 0 0 0
0 0 0 0  2 0
0 0 0 2 0  2
0 0 0 0 2 0
3
7
7
7
7
7
7
7
7
7
5
(3.230)
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yapsnda oldugu gorulur. Boylee
R
s
(t)
0
= [A
H
0
  E(t)A

℄R
s
(t); R
s
(0) = I (3.231)
biimindeki Devinim Denklemi'nin ozulmesine geebiliriz. Bunun iin evrim
isleinin arpanlarndan yararlanabiliriz.
_
Ilk one
R
s
(t) = e
tA
H
0
R
s
(1)
(t) (3.232)
olarak alalm ve R
s
(1)
(t)'nin ne oldugunu bulmaya alsalm. (3.232) denkleminin
turevi alnrsa ve (3.231) denkleminden yararlanlrsa,
e
A
H
0

A
H
0
R
s
(1)
(t) +R
s
(1)
(t)
0

=
 
A
H
0
e
tA
H
0
  E(t)A

e
tA
H
0

R
s
(1)
(t) (3.233)
denklemi elde edilir. Denklemdeki her iki taraftaki ilk terimler birbirine esit
oldugundan birbirini goturur ve denklem
R
s
(1)
(t)
0
=  E(t)
 
e
 tA
H
0
A

e
tA
H
0

R
s
(1)
(t) (3.234)
yapsnda yazlabilir. e
 tA
H
0
A

e
tA
H
0
anlatmna M(t) denilir ve bu anlatmn
esiti bulunmaya alslrsa yine turev alnarak ilerlenebilir.
M
0
(t) = e
 tA
H
0
( A
H
0
A

+A

A
H
0
) e
tA
H
0
= e
 tA
H
0
[A

;A
H
0
℄ e
tA
H
0
(3.235)
[A

;A
H
0
℄ ile gosterilen komutator belirlenirse,
[A

;A
H
0
℄ =
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 2 0 0 0 0
0 0 2 0 0 0
0 0 0 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.236)
matrisi elde edilir. Bu matris bu yapsyla henuz bir turevli denklem elde edilmesi
iin bir katk saglamayaagndan M(t)'nin ikini turevi sorgulanabilir.
M
00
(t) = e
 tA
H
0
[[A

;A
H
0
℄ ;A
H
0
℄ e
tA
H
0
(3.237)
[[A

;A
H
0
℄ ;A
H
0
℄ anlatm ile verilen komutator belirlendiginde
[[A

;A
H
0
℄ ;A
H
0
℄ =
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 2 0 0 0 0
0 0 2 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.238)
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matrisi elde edilir ki bu matris  A

matrisine esit oldugundan turevli denklem
M
00
(t) =  M(t) (3.239)
olarak bulunur ve bu turevli denklemin
M(t) = C
1
sin(t) +C
2
os(t) (3.240)
seklinde bir ozumu vardr. Turevli denklemin baslang kosullar
M(0) = A

; M
0
(0) = [A

;A
H
0
℄ (3.241)
oldugundan bu kosullar altnda C
1
ve C
2
matrisleri
M(0) = C
2
= A

; M
0
(0) = C
1
= [A

;A
H
0
℄ (3.242)
olarak bulunur. Buna gore M(t)
M(t) = [A

;A
H
0
℄ sin(t) +A

os(t) (3.243)
yapsndadr. M(t), (3.234) denkleminde yerine konulursa,
R
s
(1)
(t)
0
= ( E(t) sin(t) [A

;A
H
0
℄  E(t) os(t)A

)R
s
(1)
(t); R
s
(1)
(0) = I
(3.244)
R
s
(1)
(t) matrisi buradan bir rpda ozulemeyeegi iin yeniden evrim islei
arpanlarndan yararlanlrsa,
R
s
(1)
(t) = e
 
R
t
0
d os()E()A

R
s
(2)
(t); R
s
(2)
(0) = I (3.245)
denklemi yazlr. Buradan yeniden turev alnarak ilerlenirse,
R
s
(2)
(t)
0
=
 
 E(t) sin(t)e
u(t)A

[A

;A
H
0
℄ e
 u(t)A


R
s
(2)
(t); R
s
(2)
(0) = I
(3.246)
elde edilir. Bu denklemde kullanlan u(t) islevi
u(t) =
Z
t
0
d os()E() (3.247)
yapsndadr.
e
u(t)A

[A

;A
H
0
℄ e
 u(t)A

anlatmna M
1
(u) denirse,
M
0
1
(u) = e
u(t)A

[A

; [A

;A
H
0
℄℄ e
 u(t)A

(3.248)
yazlabilir. Burada, [A

; [A

;A
H
0
℄℄ anlatmnn belirlenmesi gerekmektedir. Bu
anlatm belirlendiginde
[A

; [A

;A
H
0
℄℄ = 0 (3.249)
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elde edilir. Buna gore
M
0
1
(t) = 0; M
1
(t) = degismez (3.250)
olarak bulunur. M
1
(0) = [A

;A
H
0
℄ baslang kosulu goz onunde
bulunduruldugunda
M
1
(t) = [A

;A
H
0
℄ =
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
1 0 0 0 0 0
0 0 0 0 0 0
0 2 0 0 0 0
0 0 2 0 0 0
0 0 0 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.251)
sonuu elde edilir. (3.246) denkleminde M
1
(t) yerine konulursa bu denklem
R
s
(2)
(t)
0
= ( E(t) sin(t) [A

;A
H
0
℄)R
s
(2)
(t); R
s
(2)
(0) = I (3.252)
biimine burunur. Bu denklem ozumu bakmndan olduka kolay bir turevli
denklem oldugundan ozumu bir rpda
R
s
(2)
(t) = e
 
R
t
0
d sin()E()
[
A

;A
H
0
℄
(3.253)
olarak yazlabilir. Boylee,
v(t) =
Z
t
0
d sin()E() (3.254)
olmak uzere (3.232) ile verilen denklemin esdegeri asagdaki gibi olur.
R
s
(t) = e
tA
H
0
e
 u(t)A

e
 v(t)
[
A

;A
H
0
℄
(3.255)
Bundan sonra R
s
(t) matrisinin bulunabilmesi iin yukardaki ustel matrislerin
belirlenmesi gerekmektedir.

Onelikle e
tA
H
0
matrisi bulunmak istenirse (3.204)
ile verilen A
H
0
matrisinden yararlanlarak
e
tA
H
0
=
2
6
6
6
6
6
6
6
6
6
4
1 0 0 0 0 0
0 os(t) sin(t) 0 0 0
0   sin(t) os(t) 0 0 0
0 0 0
os(2t)
2
+
1
2
sin(2t)
2
 
os(2t)
2
+
1
2
0 0 0   sin(2t) os(2t) sin(2t)
0 0 0  
os(2t)
2
+
1
2
 
sin(2t)
2
os(2t)
2
+
1
2
3
7
7
7
7
7
7
7
7
7
5
(3.256)
sonuuna ulaslr. Buradaki belirlemeler MuPAD simgesel programlama dili ile
gereklestirilmistir.
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Bundan sonra e
 u(t)A

anlatmnn belirlenmesine geilirse, (3.205) ile
srasaylandrlms A

matrisi gozonune alnarak
A
2

=
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
2 0 0 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.257)
ve
A
3

= 0 (3.258)
biiminde bulundugundan
A
m

= 0; m  3 (3.259)
yazlabilir. Bu durumda e
 u(t)A

ustel matrisi seriye aldgnda
e
 u(t)A

=
1
X
m=0
( u(t))
3m
3m!
A
3m

+
1
X
m=0
( u(t))
3m+1
(3m+ 1)!
A
3m+1

+
1
X
m=0
( u(t))
3m+2
(3m+ 2)!
A
3m+2

(3.260)
A

matrisinin uunu kuvveti ve sonraki tum kuvvetleri sfr matris urettiginden
e
 u(t)A

ustel matrisi
e
 u(t)A

= I   u(t)A

+
1
2
u
2
(t)A
2

(3.261)
esitligi ile ve sonuta
e
 u(t)A

=
2
6
6
6
6
6
6
6
6
6
4
1 0 0 0 0 0
0 1 0 0 0 0
u 0 1 0 0 0
0 0 0 1 0 0
0 2u 0 0 1 0
u
2
0 2u 0 0 1
3
7
7
7
7
7
7
7
7
7
5
(3.262)
yaps ile verilir.
Bundan sonra e
 v(t)
[
A

;A
H
0
℄
ustel matrisinin belirlenmesine geilebilir.
(3.236) ile verilen [A

;A
H
0
℄ matrisinin karesi
[A

;A
H
0
℄
2
=
2
6
6
6
6
6
6
6
6
6
4
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
2 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
3
7
7
7
7
7
7
7
7
7
5
(3.263)
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yapsndadr. Yukarda izlenen yol izlenerek, seriye alabilmesi iin kubune
bakldgnda [A

;A
H
0
℄
3
= 0 bulundugundan
e
 v(t)
[
A

;A
H
0
℄
= I   v(t) [A

;A
H
0
℄ +
1
2
v(t)
2
[A

;A
H
0
℄
2
(3.264)
denklemi betimlenebilir ve (3.254) ile verilen esitlikte belirtildigi gibi v(t) islevinin
R
t
0
d sin()E() tumlevine esit oldugu gozonune alnarak
e
 v(t)
[
A

;A
H
0
℄
=
2
6
6
6
6
6
6
6
6
6
4
1 0 0 0 0 0
 v 1 0 0 0 0
0 0 1 0 0 0
v
2
 2v 0 1 0 0
0 0  2v 0 1 0
0 0 0 0 0 1
3
7
7
7
7
7
7
7
7
7
5
(3.265)
olarak matris biiminde yazlr.
(3.255) denkleminde arpm halinde bulunan tum ustel matrisler elde
edilmis oldugundan bu ustel matrisler arplarak genel yaps
R
s
(t) =
2
6
6
6
6
6
6
6
6
6
4
a
11
a
12
a
13
a
14
a
15
a
16
a
21
a
22
a
23
a
24
a
25
a
26
a
31
a
32
a
33
a
34
a
35
a
36
a
41
a
42
a
43
a
44
a
45
a
46
a
51
a
52
a
53
a
54
a
55
a
56
a
61
a
62
a
63
a
64
a
65
a
66
3
7
7
7
7
7
7
7
7
7
5
(3.266)
seklinde olan R
s
(t) matrisinin elemanlar
a
11
= 1; a
12
= 0; a
13
= 0; a
14
= 0; a
15
= 0; a
16
= 0;
a
21
=  v os(t) + u sin(t); a
22
= os(t); a
23
= sin(t);
a
24
= 0; a
25
= 0; a
26
= 0;
a
31
= u os(t) + v sin(t); a
32
=   sin(t); a
33
= os(t);
a
34
= 0; a
35
= 0; a
36
= 0;
a
41
=  uv sin(2t) +
u
2
2
(  os(2t) + 1) +
v
2
2
(os(2t) + 1)) ;
a
42
= u sin(2t)  v (os(2t) + 1) ;
a
43
=  v sin(2t) + u (  os(2t) + 1) ;
a
44
=
1
2
(os(2t) + 1) ; a
45
=
1
2
sin(2t); a
46
=  
1
2
(os(2t) + 1)
a
51
=  2uv os(2t) + u
2
sin(2t)  v
2
sin(2t); a
52
= 2u os(2t) + 2v sin(2t);
a
53
=  2v os(2t) + 2u sin(2t); a
54
=  sin(2t);
a
55
= os(2t); a
56
= sin(2t);
56
a61
= uv sin(2t) +
u
2
2
(os(2t) + 1) +
v
2
2
(  os(2t) + 1) ;
a
62
=  u sin(2t)  v (  os(2t) + 1) ;
a
63
= v sin(2t) + u (os(2t) + 1) ;
a
64
=  
1
2
(os(2t) + 1) ; a
65
=  
1
2
sin(2t); a
66
=
1
2
(os(2t) + 1) (3.267)
esitlikleriyle verilen biimde bulunur.
Boylee (3.191) ile verilmis olan denetim denkleminde yer alan tum
matrislerin bulunma islemi tamamlanms olmaktadr. Bundan sonra yaplmas
gereken islem, matrislerin denetim denkleminde yerine konularak tumlev
denklemi elde etmektir. Matrislerin arplmas islemi Ek A'da verilmis olan
program ile gereklestirilmis ve sonu,
W
E
(t)E(t) =
= 
Z
T
0
d [u(T ) os(t) + v(T ) sin(t)  u(T ) os(2T   t)  v(T ) sin(2T   t)℄
+
1
2
Z
T
t
dW
p
() [u() os(t) + v() sin(t) + u() os(t  2)  v() sin(t  2)℄
+
Z
T
t
dW
p
()

1
2
u()
3
os(t) +
1
2
u()v()
2
os(t) + u()
2
v() sin(2) os(t)
+
1
2
u()
3
os(2) os(t) 
1
2
u()v()
2
os(2) os(t) +
1
2
u()
2
v() sin(t)
+
1
2
v()
3
sin(t) + u()v()
2
sin(2) sin(t) +
1
2
u()
2
v() os(2) sin(t)
 
1
2
v()
3
os(2) sin(t) +
1
2
u()
3
os(t  2) +
1
2
u()v()
2
os(t  2)
+u()
2
v() sin(2) os(t  2) +
1
2
u()
3
os(2) os(t  2)
 
1
2
u()v()
2
os(2) os(t  2) 
1
2
u()
2
v() sin(t  2)
 
1
2
v()
3
sin(t  2)  u()v()
2
sin(2) sin(t  2)
 
1
2
u()
2
v() os(2) sin(t  2) +
1
2
v()
3
os(2) sin(t  2)

(3.268)
yapsnda, ds alan genlik islevinin dogrusal ve kuplu terimler ieren biimde
elde edilir. Bu anlatmda bulunan u(t) ve v(t) islevleri (3.247) ve (3.254)
denklemlerinde verildigi biimleriyle dusunulerek yalnza dogrusal terimler
57
asagdaki gibi yazlabilir.
E(t) =
= 
Z
T
0
dE(t) [os(t  )  os(2T   t  )℄
+
1
2
Z
t
0
dE(t)(T   t) os(t  ) +
1
2
Z
T
t
dW
p
()E(t)(T   ) os(t  )
+
1
4
Z
T
0
dE(t) sin(2T   t  ) 
1
4
Z
t
0
dE(t) sin(t  )
+
1
4
Z
T
t
dW
p
()E(t) sin(t  ) (3.269)
Burada elde edilen anlatmn dogrusal kesimi, saptrm almlar yontemi
kullanlarak yaplan birini basamaktan yaklastrm ile elde edilen sonu ile
ayndr. Aralarndaki tek fark isaret farkdr ki bu da her iki yontemde
Shrodinger denkleminde bulunan E(t)'nin ters isaretli olarak alnmasndan
kaynaklanmaktadr. E(t)'nin ters isaretli alnmas sorunun matematiksel
ozumlerini etkilemez yalnza bir gosterilim farkllgdr.
Evrim isleleri ile indirgeme yonteminde elde edilen sonuta dogrusal
terimlerin yansra E(t)'nin kuplu anlatmlar da elde edilmistir. Saptrm
almlar ile dizgenin eniyilemeli denetim ozumune ulaslmaya alsldgnda
yalnza birini basamaktan alm yapldg iin dogrusal olmayan terimler
sonuta gorunmemektedir.
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
GRUSALLASTIRMA YAKLASTIRIMINDA ELDE ED
_
ILEN
DENKLEMLER
_
IN ELDE ED
_
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_
I
Calsmada yer alan her iki yontemle de elde edilmis olan tumlev denklemin
dogrusal kesiminin her iki yanna W
E
(t) = 1 olmak uzere


2
t
2
+ I

2
(4.1)
islei uygulanrsa,


2
t
2
+ I

2
E(t) =


2
t
2
+ I

2



Z
T
0
dE() (  os(t  ) + os(2T   t  ))
+
Z
t
0
dE()

 
1
2
(T   t) os(t  ) 
1
4
sin(2T   t  ) +
1
4
sin(t  )

+
Z
T
t
dE()

 
1
2
(T   ) os(t  ) 
1
4
sin(2T   t  ) 
1
4
sin(t  )

(4.2)
seklinde esitligin degeri degismez ve boylee tumlev denklem bir diferansiyel
denkleme donusturulerek ds alan genligi E(t)'nin yapsnn ne oldugu hakknda
bir kir edinilmis olur. Bu baglamda denklemin her iki tarafna bahsedilen islev
uygulandgnda denklem

4
E(t)
t
4
+ 2

2
E(t)
t
2
+ E(t) =
E
000
(t)

 
1
2
(T   t) 
1
4
sin(2T   2t)

+ E
00
(t)

9
4
+
7
4
os(2T   2t)

+E
0
(t)

 
1
2
(T   t) +
15
4
sin(2T   2t)

+ E(t)

1
4
 
9
4
os(2T   2t)

 E
000
(t)

 
1
2
(T   t) 
1
4
sin(2T   2t)

  E
00
(t)

5
4
+
7
4
os(2T   2t)

 E
0
(t)

 
1
2
(T   t) +
15
4
sin(2T   2t)

  E(t)

1
4
 
9
4
os(2T   2t)

(4.3)
yapsna burunur. Burada gerekli sadelestirmeler yapldgnda

4
E(t)
t
4
+

2
E(t)
t
2
+ E(t) = 0 (4.4)
4. basamaktan diferansiyel denklem yaps elde edilmis olur ki bu da bahsedildigi
gibi ds alan genligi E(t)'nin yapsnn
E(t) = A
1
e
B
1
t
+ A
2
e
B
2
t
+ A
3
e
B
3
t
+ A
4
e
B
4
t
(4.5)
seklinde oldugu anlamna gelmektedir. Bu yap gozonunde bulundurularak
tumlev denklemin her iki yanndaki E(t) anlatmnn yerine yerlestirilirse denklem
A
1
e
B
1
t
+ A
2
e
B
2
t
+ A
3
e
B
3
t
+ A
4
e
B
4
t
=
= 
Z
T
0
d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e
B
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2
e
B
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+ A
3
e
B
3

+ A
4
e
B
4



(  os(t  ) + os(2T   t  ))
+
Z
t
0
d
 
A
1
e
B
1

+ A
2
e
B
2

+ A
3
e
B
3

+ A
4
e
B
4




 
1
2
(T   t) os(t  ) 
1
4
sin(2T   t  ) +
1
4
sin(t  )

+
Z
T
t
d
 
A
1
e
B
1

+ A
2
e
B
2

+ A
3
e
B
3

+ A
4
e
B
4




 
1
2
(T   ) os(t  ) 
1
4
sin(2T   t  ) 
1
4
sin(t  )

(4.6)
sekline donusur. Yukardaki anlatm islemlerin kolaylg asndan toplam
sembolleri kullanlarak yeniden yazlr
4
X
j=1
A
j
e
B
j
t
= 
Z
T
0
d
"
(  os(t  ) + os(2T   t  ))
4
X
j=1
A
j
e
B
j

#
+
Z
t
0
d

 
1
2
(T   t) os(t  ) 
1
4
sin(2T   t  ) +
1
4
sin(t  )


4
X
j=1
A
j
e
B
j

#
+
Z
T
t
d

 
1
2
(T   ) os(t  ) 
1
4
sin(2T   t  )
 
1
4
sin(t  )

4
X
j=1
A
j
e
B
j

#
(4.7)
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ve tumlevleri alnrsa
4
X
j=1
A
j
e
B
j
t
=
4
X
j=1

A
j
4(B
2
j
+ 1)
2


4B
j
(B
2
j
+ 1)  8(B
2
j
+ 1)e
B
j
T
sin(T )
+4(B
2
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+ 1) sin(2T )  4B
j
(B
2
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B
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2
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j
(B
2
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e
B
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T
sin(T )
+4B
j
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B
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
sin(t) +

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2
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
t sin(t) +

 2B
j
(B
2
j
+ 1)

t os(t)
+4B
2
j
e
B
j
T
	
(4.8)
anlatmn son hali yukardaki gibi yazlr. Bu anlatmda esitligin sol tarafnda
os(t), sin(t), t os(t) ve t sin(t) islevlerine bagl herhangi bir yap olmadgndan
bu islevlerin arpanlarnn katsaylar sfra esitlenerek snr kosullar elde edilir.
Gereken yalnlastrmalar yapldgnda sozu edilen snr kosullarnn
4
X
j=1

A
j
(B
2
j
+ 1)
2

 
2(B
2
j
+ 1)e
B
j
T
sin(T ) +B
2
j
e
B
j
T
os(T ) +B
j
e
B
j
T
sin(T )

= 0
(4.9)
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j
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2
j
+ 1)
2

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2(B
2
j
+ 1)e
B
j
T
os(T )  B
2
j
e
B
j
T
sin(T ) +B
j
e
B
j
T
os(T )

= 0
(4.10)
4
X
j=1
A
j
2(B
2
j
+ 1)
= 0 (4.11)
4
X
j=1
A
j
B
j
2(B
2
j
+ 1)
= 0 (4.12)
4
X
j=1

A
j
(B
2
j
+ 1)
2

B
2
j
e
B
j
T
= 0 (4.13)
seklinde oldugu gorulur. Boylee 4 bilinmeyen iin 5 denklem elde edilmis olur.
Anak, bu denklem says fazlalg ozumsuzluge yol amaz. C unku, eger burada
(4.9) ve (4.10) esitliklerinin her iki yan, srasyla, os(T ) ve sin(T ) ile arplp
ikinisi ilkinden karlrsa
4
X
j=1

A
j
(B
2
j
+ 1)
2

B
2
j
e
B
j
T
= 0 (4.14)
elde edilir. Bu ise (4.13) ile esdegerdir. Dolaysyla (4.9){(4.12) esitikleri A
j
katsaylarnn belirlenmesi iin dogrusal denklemler verirler.
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
UM 5
GENEL DURUMDA ETK
_
ILES
_
IM ZAMANINA G

ORE ACILIM
_
ILE YAKLASIK C

OZ

UM
Dogrusal olmayan terimlerin de ierildigi genel, saptrmsz, yapda elde
edilen denklemi yeniden gozonune alabiliriz. Bu denklemdeki buyukluklerde
aka gosterilmemesine karsn tum bilinmiyenlerde T yani etkilesme suresine olan
bagmllktan soz etmek gerekir. Bu amala one, W
E
(t; T ) ile gostereegimiz
agrlgn, T sfra giderken nasl bir davrans gostereegini, saptamak gerekir.
Bu ise E(t; T )'nin ayn durumdaki davransnn belirlenmesini gundeme getirir.
Shrodinger denkleminde t [ 0; T ℄ aralgnda degisir. Yani aralkta T bagmllg
bulunmaktadr. Bu bagmllktan kurtulmak iin t degiskeni yerine T t kullanarak
t'nin tanm bolgesini [ 0; 1 ℄ aralgna tasmak mumkundur. Bu olekleme, T ,
0 dolaylarndayken Shrodinger denkleminde baskn islein TE(t; T )'yi orant
arpan olarak alan  islei olmasna yol aar. Anak bunun iin TE(t; T ) islevinin
T ! 0 iin degerinin sfrlanmamas gerekir. Bu ise
E(t; T ) =
1
X
k=0
T
k 1
E
k
(t) (5.1)
yazlabileegi anlamna gelir. Buradan asimptotik bir anlatm olarak
(E(t; T ))
T!0

E
0
(t)
T
(5.2)
esitligine geilebilir. Burada E
0
(t) henuz belirlenmemis bir islev durumundadr.
E(t; T )'nin bu biimde, T = 0'da gorunen basit kutup tekilligi onunla ilgili
yaptrm teriminin bu limitte sonsuza gitmesini dolays ile ama islevsisinde
bu yaptrm teriminin baskn duruma gelmesini gerektirir. Bu sonsuza gidis ya
da basknlgn istenilmeyen bir durum olmas nedeniyle W
E
(t; T ) iin asagdaki
ongorum yaplmaldr.
(W
E
(t; T ))
T!0
 TW
(E)
0
(t) (5.3)
Ayn tur bir ineleme W
p
(t; T ) iin
(W
p
(t; T ))
T!0

W
(p)
0
(t)
T
(5.4)
ongorumunun yaplmasna olanak saglar. Son iki esitlikte 0 indisli iki agrlk
bileseni islevi aslnda ilgili buyukluklerin serisel almlarndaki ilk terimlere
karslk gelmektedir. Bu yeni oleklemeli gosterilimde, u(t; T ) ve v(t; T )
buyukluklerinin, T sfra giderkenki davrans asagdaki esitliklerle verilebilir.
(u(t; T ))
T!0
 u
0
(t) 
Z
t
0
dE
0
() (5.5)
(v(t; T ))
T!0
 v
0
(t)  0 (5.6)
Eger (T )'nin T = 0'da sonlu kaldg gozonune alnrsa
W
(E)
0
(t)E
0
(t) =
Z
1
t
dW
(p)
0
()u
0
() + 2
Z
1
t
dW
(p)
0
()u
0
()
3
(5.7)
elde edilir. Eger bu esitligin her iki yannn t'ye gore turevi alnrsa
d

W
(E)
0
(t)E
0
(t)

dt
=  W
(p)
0
(t)u
0
(t)  2W
(p)
0
(t)u
0
(t)
3
(5.8)
ve E
0
(t) yerine u
0
(t) turunden esdegeri kullanlaak olursa
d
dt

W
(E)
0
(t)
du
0
(t)
dt

=  W
(p)
0
(t)u
0
(t)  2W
(p)
0
(t)u
0
(t)
3
(5.9)
esitligine ulaslr. Bu esitlik her ne kadar sradan bir turevli denklem gosterse de
dogrusal olmama nedeniyle ozumunun analitik olarak bulunmas o kadar kolay
degildir. Zorluga agrlk islevlerinin varlg da olumsuz katkda bulunur. Bu
nedenle olaya en kolay durumundan yaklasarak yapy iyie anlayabilmek iin
W
(E)
0
(t)  1; W
(p)
0
(t)  1 (5.10)
ilerisurumunu yapabiliriz. Bu durumda (6.9) esitligi
d
2
u
0
(t)
dt
2
=  u
0
(t)  2u
0
(t)
3
(5.11)
yapsna burunur. Bu esitligin her iki yan u
0
(t)'nin turevi ile arplrsa baz ara
islemlerden sonra
d
dt

du
0
(t)
dt

2
=  
d
dt
 
u
0
(t)
2

 
d
dt
 
u
0
(t)
4

(5.12)
yazlabilir. Buradan tumlevlemeyle C bir degismez olmak uzere

du
0
(t)
dt

2
= C  
 
u
0
(t)
2

 
 
u
0
(t)
4

(5.13)
elde edilir. Bu denklemin ozumu degiskenlerin ayrlmas yoluyla elde edilebilir.
Bu amala, yukardaki denklem asagdaki biimde yeniden yazlabilir.
Z
u
0
(t)
0
d
1
p
C   
2
  
4
= t (5.14)
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Burada sol tarafta gozuken integral  uzerinde bir olekleme yaparak ve olekleme
degistirgenini uygun biimde seerek asagdaki turden bir eliptik integral haline
donusturulebilir. Eger,  olekleme degistirgeni olmak uzere  yerine


yerlestirileek olursa yukardaki denklem asagdaki biime burunur.
Z
u
0
(t)
0
d
1
q
(1  
2
)
 
k
0
2
+ k
2

2

=
kt

(5.15)
Burada gozuken yeni degistirgenlerin ak anlatmlar asagda verilmektedir.
 
p
1 + 4C
2
+ 1
2C
2
(5.16)
k 
1
p

2
+ 2
(5.17)
k
0

p
1  k
2
(5.18)
u
0
(t) iin verilen son denklem asagdaki biimde yeniden yazlabilir.
Z
1
u
0
(t)
d
1
q
(1  
2
)
 
k
0
2
+ k
2

2

= K(k) 
kt

(5.19)
Buradaki yeni degistirgen
K(k) 
Z
1
0
d
1
q
(1  
2
)
 
k
0
2
+ k
2

2

(5.20)
esitligiyle tanmlanmaktadr. Sondan bir oneki denklem Jaobi eliptik islevleri
turunden ozulebilir. Cozum asagda verilmektedir.
u
0
(t) =
1

n

K(k) 
kt


(5.21)
Burada n ile Jaobi eliptik islevlerinden os islevine karslk geleni
anlatlmaktadr. Yukardaki ozum art degerli olmas gerektigi kolaya
gosterilebilen ama henuz belirlenmemis olan C degistirgenini iermektedir.
Bunun belirlenmesi iin kolaya gosterilebileek olan E
0
(1) = 0 gereginden
yararlanlabilir. Bu gerek u
0
0
(1) = 0 anlamna ve son denklemden dolay da
asagdaki denkleme karslk gelir.
n
0

K(k) 
k


=  sn

K(k) 
k


(5.22)
Jaobi eliptik islevleri devirli (peryodik) islevlerdir. Dolaysyla, son denklem, C
iin saylabilir sonsuzlukta kok uretir. Yani ozum ok katldr. Katllk saylabilir
sonsuzluktadr. Burada bunlarn bulunmas ile ilgili ayrntlara girmeyip bu kadar
bilgi ile yetineegiz.
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B
OL

UM 6
SONUC VE DE

GERLEND
_
IRME
Bu alsmada inelenen uyumlu salnya ait en iyilemeli denetim
denklemleri dogrusal ongorumler altnda olusturulmus ve elde edilen eniyilemeli
denetim denklemleri iki farkl yontem ile ozulmustur.
Bu yontemlerden ilki olan saptrm almlar yonteminde ds alan genligi
uzerinden bir yapay degistirgen kullanlarak saptrm alm yaplms ve  dalga
islevi ile  esduzey islevinin sfrn ve birini basamaktan saptrm alm elde
edilmistir. Boylee sonuta dogrusal tumlev denkleme ulaslmstr. Bu tumlev
denklem ds alan genligi E(t)'ye bagl olarak yaplan bir donusum aralgyla
dordunu basamaktan bir turevli denklem durumuna gelmis ve bu turevli
denklem taban alnarak bilinmeyen ds alan genliginin yaps belirlenmistir. Daha
sonra E(t) iin elde edilen bu yap tumlev denklemde yerine yerlestirilerek gerekli
yalnlastrmalar yapldgnda turevli denklemin snr kosullarna ulaslr. Boylee
dordunu basamaktan turevli denklem bulunan dort snr kosulu altnda rahata
ozulebilir hale gelmistir.
Saptrm alm yontemi kullanlarak elde edilen tumlev denklem gusuz
alan varsaym altnda alsldgndan dogrusal olarak elde edilmesine karsn
ikini yontem olarak inelenen isleler ebri ile indirgeme yonteminde ise tumlev
denklem dogrusal terimlerin yan sra dogrusal olmayan terimlerin de gorundugu
denklem durumuna gelmistir. Dolaysyla, bu denklemin analitik olarak
ozumu kolay degildir. Bu yuzden denklemlerdeki tum bilinmeyenlerin iinde
gozukmemesine karsn bagmllgndan sozedebileegimiz T etkilesim suresine
gore bir alm yaplmstr. Bu amala, onelikle agrlk islevinin T 'ye gore
davrans inelenmis ve bu davrans gozonunde bulundurularak T 'ye gore alm
yaplms ve bu almn ilk baskn terimi dikkate alnmstr. Bu alm sonuu
olusan denklemlerin ozumunun Jaobi eliptik islevleri turunden elde edilebileegi
gosterilmistir.
Elde edilen denklemlerin ozumu geleekteki alsmalar arasnda
ongorulmektedir. Ayra, ds alan genligi E(t)'nin belirlenen bir ortalama etkin
degeri uzerinden alm da olanakldr.
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EKLER A
Evrim
_
Isleleri ile
_
Indirgeme Yonteminde Denetim Denkleminin
Cozumunu Saglayan MuPAD Program
*----* MuPAD 2.5.1 -- The Open Computer Algebra System
/| /|
*----* | Copyright () 1997 - 2002 by SiFae Software
| *--|-* All rights reserved.
|/ |/
*----* Liensed to: Buru Tunga
>> assume(t>0):
>> AH0:=matrix(6,6,[[0,0,0,0,0,0℄,[0,0,1,0,0,0℄,[0,-1,0,0,0,0℄,\
[0,0,0,0,1,0℄,[0,0,0,-2,0,2℄,[0,0,0,0,-1,0℄℄);
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 1, 0, 0, 0 |
| |
| 0, -1, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 1, 0 |
| |
| 0, 0, 0, -2, 0, 2 |
| |
| 0, 0, 0, 0, -1, 0 |
+- -+
>> Amu:=matrix(6,6,[[0,0,0,0,0,0℄,[0,0,0,0,0,0℄,[-1,0,0,0,0,0℄,\
[0,0,0,0,0,0℄,[0,-2,0,0,0,0℄,[0,0,-2,0,0,0℄℄);
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| -1, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, -2, 0, 0, 0, 0 |
| |
| 0, 0, -2, 0, 0, 0 |
+- -+
>> bmu:=matrix(6,1,[[0℄,[1℄,[0℄,[0℄,[0℄,[0℄℄);
+- -+
| 0 |
| |
| 1 |
| |
| 0 |
| |
| 0 |
| |
| 0 |
| |
| 0 |
+- -+
>> bOhat:=matrix(6,1,[[0℄,[0℄,[0℄,[1℄,[0℄,[0℄℄);
+- -+
| 0 |
| |
| 0 |
| |
| 0 |
| |
| 1 |
| |
| 0 |
| |
| 0 |
+- -+
>> bOhatprime:=matrix(6,1,[[0℄,[0℄,[0℄,[0℄,[0℄,[1℄℄);
+- -+
| 0 |
| |
| 0 |
| |
| 0 |
| |
| 0 |
| |
| 0 |
| |
| 1 |
+- -+
>> P:=matrix(6,6,[[0,0,0,0,0,0℄,[0,0,-1,0,0,0℄,[0,1,0,0,0,0℄,\
[0,0,0,0,-2,0℄,[0,0,0,2,0,-2℄,[0,0,0,0,2,0℄℄);
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+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, -1, 0, 0, 0 |
| |
| 0, 1, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, -2, 0 |
| |
| 0, 0, 0, 2, 0, -2 |
| |
| 0, 0, 0, 0, 2, 0 |
+- -+
>> q:=matrix(6,1,[[1℄,[0℄,[0℄,[1/2℄,[0℄,[1/2℄℄);
+- -+
| 1 |
| |
| 0 |
| |
| 0 |
| |
| 1/2 |
| |
| 0 |
| |
| 1/2 |
+- -+
>> birim:=matrix(6,6,[[1,0,0,0,0,0℄,[0,1,0,0,0,0℄,\
[0,0,1,0,0,0℄,[0,0,0,1,0,0℄,[0,0,0,0,1,0℄,[0,0,0,0,0,1℄℄);
+- -+
| 1, 0, 0, 0, 0, 0 |
| |
| 0, 1, 0, 0, 0, 0 |
| |
| 0, 0, 1, 0, 0, 0 |
| |
| 0, 0, 0, 1, 0, 0 |
| |
| 0, 0, 0, 0, 1, 0 |
| |
| 0, 0, 0, 0, 0, 1 |
+- -+
>> ComAmuAH0:=Amu*AH0-AH0*Amu;
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 1, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 2, 0, 0, 0, 0 |
| |
| 0, 0, 2, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
+- -+
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>> ComAmuAH0kare:=ComAmuAH0*ComAmuAH0;
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 2, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
+- -+
>> ComComAmuAH0AH0:=ComAmuAH0*AH0-AH0*ComAmuAH0;
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 1, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 2, 0, 0, 0, 0 |
| |
| 0, 0, 2, 0, 0, 0 |
+- -+
>> K1:=exp(t*AH0);
array(1..6, 1..6,
(1, 1) = 1,
(1, 2) = 0,
(1, 3) = 0,
(1, 4) = 0,
(1, 5) = 0,
(1, 6) = 0,
(2, 1) = 0,
2 1/2 2 1/2
exp((- t ) ) exp(- (- t ) )
(2, 2) = -------------- + ----------------,
2 2
2 1/2 2 1/2
(- t ) exp((- t ) )
(2, 3) = - ------------------------ \
2 t
2 1/2 2 1/2
(- t ) exp(- (- t ) )
+ --------------------------,
2 t
(2, 4) = 0,
(2, 5) = 0,
(2, 6) = 0,
(3, 1) = 0,
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2 1/2 2 1/2
t exp((- t ) ) t exp(- (- t ) )
(3, 2) = - ---------------- + ------------------,
2 1/2 2 1/2
2 (- t ) 2 (- t )
2 1/2 2 1/2
exp((- t ) ) exp(- (- t ) )
(3, 3) = -------------- + ----------------,
2 2
(3, 4) = 0,
(3, 5) = 0,
(3, 6) = 0,
(4, 1) = 0,
(4, 2) = 0,
(4, 3) = 0,
exp(-2 I t) exp(2 I t)
(4, 4) = ----------- + ---------- + 1/2,
4 4
(4, 5) = 1/4 I exp(-2 I t) - 1/4 I exp(2 I t),
exp(-2 I t) exp(2 I t)
(4, 6) = - ----------- - ---------- + 1/2,
4 4
(5, 1) = 0,
(5, 2) = 0,
(5, 3) = 0,
(5, 4) = - 1/2 I exp(-2 I t) + 1/2 I exp(2 I t),
exp(-2 I t) exp(2 I t)
(5, 5) = ----------- + ----------,
2 2
(5, 6) = 1/2 I exp(-2 I t) - 1/2 I exp(2 I t),
(6, 1) = 0,
(6, 2) = 0,
(6, 3) = 0,
exp(-2 I t) exp(2 I t)
(6, 4) = - ----------- - ---------- + 1/2,
4 4
(6, 5) = - 1/4 I exp(-2 I t) + 1/4 I exp(2 I t),
exp(-2 I t) exp(2 I t)
(6, 6) = ----------- + ---------- + 1/2
4 4
)
>> K:=matrix(6,6):
>> K[1,1℄:=1:
>> K[1,2℄:=0:
>> K[1,3℄:=0:
>> K[1,4℄:=0:
>> K[1,5℄:=0:
>> K[1,6℄:=0:
>> K[2,1℄:=0:
>> K[2,2℄:=retform(K1[2,2℄):
>> K[2,3℄:=retform(K1[2,3℄):
>> K[2,4℄:=0:
>> K[2,5℄:=0:
>> K[2,6℄:=0:
>> K[3,1℄:=0:
>> K[3,2℄:=retform(K1[3,2℄):
>> K[3,3℄:=retform(K1[3,3℄):
>> K[3,4℄:=0:
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>> K[3,5℄:=0:
>> K[3,6℄:=0:
>> K[4,1℄:=0:
>> K[4,2℄:=0:
>> K[4,3℄:=0:
>> K[4,4℄:=retform(K1[4,4℄):
>> K[4,5℄:=retform(K1[4,5℄):
>> K[4,6℄:=retform(K1[4,6℄):
>> K[5,1℄:=0:
>> K[5,2℄:=0:
>> K[5,3℄:=0:
>> K[5,4℄:=retform(K1[5,4℄):
>> K[5,5℄:=retform(K1[5,5℄):
>> K[5,6℄:=retform(K1[5,6℄):
>> K[6,1℄:=0:
>> K[6,2℄:=0:
>> K[6,3℄:=0:
>> K[6,4℄:=retform(K1[6,4℄):
>> K[6,5℄:=retform(K1[6,5℄):
>> K[6,6℄:=retform(K1[6,6℄):
>> print(Unquoted, K);
+- -+
| 1, 0, 0, 0, 0, 0 |
| |
| 0, os(t), sin(t), 0, 0, 0 |
| |
| 0, -sin(t), os(t), 0, 0, 0 |
| |
| os(2t)+1 sin(2t) -os(2t)+1 |
| 0, 0, 0, ---------, -------, ---------- |
| 2 2 2 |
| |
| 0, 0, 0, -sin(2t), os(2t), sin(2t) |
| |
| -os(2t)+1 sin(2t) os(2t)+1 |
| 0, 0, 0, ----------, - -------, --------- |
| 2 2 2 |
+- -+
>> kareAmu:=Amu*Amu;
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 2, 0, 0, 0, 0, 0 |
+- -+
>> euzUtAmu:=birim-U*Amu+(U^2*Amu^2/2);
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+- -+
| 1, 0, 0, 0, 0, 0 |
| |
| 0, 1, 0, 0, 0, 0 |
| |
| U, 0, 1, 0, 0, 0 |
| |
| 0, 0, 0, 1, 0, 0 |
| |
| 0, 2 U, 0, 0, 1, 0 |
| |
| 2 |
| U , 0, 2 U, 0, 0, 1 |
+- -+
>> kareComAmuAH0:=ComAmuAH0*ComAmuAH0*ComAmuAH0;
+- -+
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
| |
| 0, 0, 0, 0, 0, 0 |
+- -+
>> euzVtComAmuAH0:=birim-V*ComAmuAH0+(V^2*ComAmuAH0^2/2);
+- -+
| 1, 0, 0, 0, 0, 0 |
| |
| -V, 1, 0, 0, 0, 0 |
| |
| 0, 0, 1, 0, 0, 0 |
| |
| 2 |
| V , -2 V, 0, 1, 0, 0 |
| |
| 0, 0, -2 V, 0, 1, 0 |
| |
| 0, 0, 0, 0, 0, 1 |
+- -+
>> R_s:=K*euzUtAmu*euzVtComAmuAH0;
array(1..6, 1..6,
(1, 1) = 1,
(1, 2) = 0,
(1, 3) = 0,
(1, 4) = 0,
(1, 5) = 0,
(1, 6) = 0,
(2, 1) = - V os(t) + U sin(t),
(2, 2) = os(t),
(2, 3) = sin(t),
(2, 4) = 0,
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(2, 5) = 0,
(2, 6) = 0,
(3, 1) = U os(t) + V sin(t),
(3, 2) = -sin(t),
(3, 3) = os(t),
(3, 4) = 0,
(3, 5) = 0,
(3, 6) = 0,
(4, 1) = - U*V*sin(2*t) + U^2*(- 1/2*os(2*t) + 1/2)\
+ V^2*(1/2*os(2*t) + 1/2),
/ os(2 t) \
(4, 2) = U sin(2 t) - 2 V | -------- + 1/2 |,
\ 2 /
/ os(2 t) \
(4, 3) = - V sin(2 t) + 2 U | - -------- + 1/2 |,
\ 2 /
os(2 t)
(4, 4) = -------- + 1/2,
2
sin(2 t)
(4, 5) = --------,
2
os(2 t)
(4, 6) = - -------- + 1/2,
2
2 2
(5, 1) = - 2 U V os(2 t) + U sin(2 t) - V sin(2 t),
(5, 2) = 2 U os(2 t) + 2 V sin(2 t),
(5, 3) = - 2 V os(2 t) + 2 U sin(2 t),
(5, 4) = -sin(2 t),
(5, 5) = os(2 t),
(5, 6) = sin(2 t),
2 / os(2 t) \
(6, 1) = U V sin(2 t) + U | -------- + 1/2 | \
\ 2 /
2 / os(2 t) \
+ V | - -------- + 1/2 |,
\ 2 /
/ os(2 t) \
(6, 2) = - U sin(2 t) - 2 V | - -------- + 1/2 |,
\ 2 /
/ os(2 t) \
(6, 3) = V sin(2 t) + 2 U | -------- + 1/2 |,
\ 2 /
os(2 t)
(6, 4) = - -------- + 1/2,
2
sin(2 t)
(6, 5) = - --------,
2
os(2 t)
(6, 6) = -------- + 1/2
2
)
>> R_s_T:=subs(R_s,t=T):
>> R_s_T:=subs(R_s_T,U=UT):
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>> R_s_T:=subs(R_s_T,V=VT);
array(1..6, 1..6,
(1, 1) = 1,
(1, 2) = 0,
(1, 3) = 0,
(1, 4) = 0,
(1, 5) = 0,
(1, 6) = 0,
(2, 1) = - VT os(T) + UT sin(T),
(2, 2) = os(T),
(2, 3) = sin(T),
(2, 4) = 0,
(2, 5) = 0,
(2, 6) = 0,
(3, 1) = UT os(T) + VT sin(T),
(3, 2) = -sin(T),
(3, 3) = os(T),
(3, 4) = 0,
(3, 5) = 0,
(3, 6) = 0,
(4, 1) = - UT*VT*sin(2*T) + UT^2*(- 1/2*os(2*T) + 1/2)\
+ VT^2*(1/2*os(2*T) + 1/2),
/ os(2 T) \
(4, 2) = UT sin(2 T) - 2 VT | -------- + 1/2 |,
\ 2 /
/ os(2 T) \
(4, 3) = - VT sin(2 T) + 2 UT | - -------- + 1/2 |,
\ 2 /
os(2 T)
(4, 4) = -------- + 1/2,
2
sin(2 T)
(4, 5) = --------,
2
os(2 T)
(4, 6) = - -------- + 1/2,
2
2 2
(5, 1) = - 2 UT VT os(2 T) + UT sin(2 T) - VT sin(2 T),
(5, 2) = 2 UT os(2 T) + 2 VT sin(2 T),
(5, 3) = - 2 VT os(2 T) + 2 UT sin(2 T),
(5, 4) = -sin(2 T),
(5, 5) = os(2 T),
(5, 6) = sin(2 T),
(6, 1) = UT*VT*sin(2*T) + UT^2*(1/2*os(2*T) + 1/2)\
+ VT^2*(- 1/2*os(2*T) + 1/2),
/ os(2 T) \
(6, 2) = - UT sin(2 T) - 2 VT | - -------- + 1/2 |,
\ 2 /
/ os(2 T) \
(6, 3) = VT sin(2 T) + 2 UT | -------- + 1/2 |,
\ 2 /
os(2 T)
(6, 4) = - -------- + 1/2,
2
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sin(2 T)
(6, 5) = - --------,
2
os(2 T)
(6, 6) = -------- + 1/2
2
)
>> R_s_tau:=subs(R_s,t=tau):
>> R_s_tau:=subs(R_s_tau,U=Utau):
>> R_s_tau:=subs(R_s_tau,V=Vtau);
array(1..6, 1..6,
(1, 1) = 1,
(1, 2) = 0,
(1, 3) = 0,
(1, 4) = 0,
(1, 5) = 0,
(1, 6) = 0,
(2, 1) = - Vtau os(tau) + Utau sin(tau),
(2, 2) = os(tau),
(2, 3) = sin(tau),
(2, 4) = 0,
(2, 5) = 0,
(2, 6) = 0,
(3, 1) = Utau os(tau) + Vtau sin(tau),
(3, 2) = -sin(tau),
(3, 3) = os(tau),
(3, 4) = 0,
(3, 5) = 0,
(3, 6) = 0,
(4, 1) = - Utau*Vtau*sin(2*tau) + Utau^2*(- 1/2*os(2*tau)\
+ 1/2) + Vtau^2*(1/2*os(2*tau) + 1/2),
/ os(2 tau) \
(4, 2) = Utau sin(2 tau) - 2 Vtau | ---------- + 1/2 |,
\ 2 /
/ os(2 tau) \
(4, 3) = - Vtau sin(2 tau) + 2 Utau | - ---------- + 1/2 |,
\ 2 /
os(2 tau)
(4, 4) = ---------- + 1/2,
2
sin(2 tau)
(4, 5) = ----------,
2
os(2 tau)
(4, 6) = - ---------- + 1/2,
2
2
(5, 1) = - 2 Utau Vtau os(2 tau) + Utau sin(2 tau)\
2
- Vtau sin(2 tau),
(5, 2) = 2 Utau os(2 tau) + 2 Vtau sin(2 tau),
(5, 3) = - 2 Vtau os(2 tau) + 2 Utau sin(2 tau),
(5, 4) = -sin(2 tau),
(5, 5) = os(2 tau),
(5, 6) = sin(2 tau),
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(6, 1) = Utau*Vtau*sin(2*tau) + Utau^2*(1/2*os(2*tau) + 1/2)\
+ Vtau^2*(- 1/2*os(2*tau) + 1/2),
/ os(2 tau) \
(6, 2) = - Utau sin(2 tau) - 2 Vtau | - ---------- + 1/2 |,
\ 2 /
/ os(2 tau) \
(6, 3) = Vtau sin(2 tau) + 2 Utau | ---------- + 1/2 |,
\ 2 /
os(2 tau)
(6, 4) = - ---------- + 1/2,
2
sin(2 tau)
(6, 5) = - ----------,
2
os(2 tau)
(6, 6) = ---------- + 1/2
2
)
>> ilkterim:=simplify((linalg::transpose(bOhat))*R_s_T*\
P*(linalg::transpose(R_s))*bmu);
+- -+
| UT os(t) + VT sin(t) - UT os(2T - t) - VT sin(2T - t)|
+- -+
>> ikiniterim:=simplify((linalg::transpose(bOhatprime))*\
R_s_tau*q*(linalg::transpose(bOhatprime))*\
R_s_tau*P*(linalg::transpose(R_s))*bmu);
array(1..1, 1..1,
(1, 1) = (Utau*os(t) + Vtau*sin(t) + Utau*os(t - 2*tau)\
- Vtau*sin(t - 2*tau))*(1/2*Utau^2 + 1/2*Vtau^2\
+ Utau*Vtau*sin(2*tau) + 1/2*Utau^2*os(2*tau)\
- 1/2*Vtau^2*os(2*tau) + 1/2)
)
>> quit
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