ABSTRACT Although the preclinical detection of Parkinson's disease (PD) has been explored, a practical, inexpensive, and overall screening diagnosis has yet to be made available. However, due to the large variability and complexity in progress of PD and the difficulties in gathering a single time-point measurement of a single sign, the goal of precision treatment and assessment severity would be impossible to achieve. Hence, the repeated monitoring and tracking of individuals during their daily living activities at different times would also be of great importance for treating this chronic disease. We propose a deep multi-layer perceptron (DMLP) classifier for behavior analysis to estimate the progression of PD using smartphones. This paper aims to identify severity in PD patients' actions by analyzing their speech and movement patterns, as measured with a smartphone accelerometer in their pocket at different times of the day. Popular machine learning classification algorithms, such as logistic regression, random forests, k-nearest neighbors, M5P, and DMLP, are applied on one dataset from the University of California Irvine and another dataset collected by the authors to classify each patient as being Parkinson positive or negative. We further measure the success of each method for their ability to correctly classify the patients into one of these categories. Of the experimental models, it is demonstrated that DMLP performs the best in both datasets.
I. INTRODUCTION
Parkinson's disease (PD) is a degenerative disorder of the nervous system and thus affects behavioral patterns. The characteristic clinical picture and motor symptoms of the disease include resting tremors, stiffness, slow shuffling gait, slowness of voluntary movement and impaired speech. There is no fully effective cure for PD, with most treatments targeted at mitigating symptoms. In the early phases of PD, the face may reveal little or no expression, or the arms may not shake while walking. The physical condition deteriorates increasingly, sometimes beginning with a barely obvious tremor in the fingers of just one side of the body. The most apparent sign of PD is tremors, but lesions also generally stimulate the aggravating effects of stiffness, swinging and slowness of movement. Speech may also become soft or slurred. Speakers with PD are characterized by speech impairments such as decreased loudness, restricted pitch variability, inaccurate articulation, abnormal speech rates and intermittent ratios. The speech symptoms of PD become worse as the situation progresses, as evidenced by the participants with or without PD who are recognized in our speech experiment.
Although PD patients have obvious motor symptoms, they are not prominent in the preliminary phases of the disease's quiescence. The condition is aggravated after slow movement, gait disorders and other clinical manifestations; therefore, patients with motor signs are an important indicator of clinical diagnosis. The early detection of preclinical patients exerts a significant function in the subsequent prevention, treatment and improvement of patients' quality of life. Although the precise cause of PD is generally not yet clear, genetics, age and living environment may have an positive effect on the development of PD. According to the clinic experience, Parkinson's patients have no obvious symptoms in the early stages, where their situation is deteriorating slowly. As a result, few patients seek treatment during this period. With the progress of the disease, the patient's aforementioned motor symptoms become increasingly obvious. PD poses a severe challenge today, as its prevalence accounts for nearly 160 cases per 100,000 population, and its incidence is approximately 20 cases per 100,000 population. Therefore, the patient's symptoms are an important basis for the clinical diagnosis of PD. Therefore, how to effectively use wearable sensors to detect the movement of the elderly and how to identify and assess the severity of PD according to the appearance of motor symptoms are worthwhile and significant research questions. Early detection allows early treatment, which is crucial because early identification and treatment can effectively prevent and delay impairment.
Although PD cannot be cured, medications may markedly improve the symptoms. Regularly monitoring a patient's status contributes greatly to better treatment completion. The Unified Parkinson's Disease Rating Scale (UPDRS) is worldwide adopted scoring system to clinically assess and track the processing of the disease. Approximately 90% of PD patients manifest speech impairment [1] . UPDRS collects multiple aspects of PD, including mentation, manner, emotional problems (depression and anxiety), daily activities, comprehensive motor examination and complications of chronic therapy. For the repeated monitoring of a patient's UPDRS score, telemonitoring has been proposed. The basic idea is to evaluate the UPDRS score based on previous UPDRS scores and biomedical video recordings, which can potentially be obtained as the patient makes telephone or Skype calls on his/her smartphone. The high-resolution activity data collected from smartphones can aid in the quantitative analysis of PD symptoms with non-invasive, continuous and uninterrupted monitoring during the participant's daily life, which ultimately may lead to a thorough understanding of smart health and mobile health to promote human health.
Recently, researchers have begun to explore the use of applying smartphones with smart learning to detect the severity of PD before the symptoms deteriorate further, as well as in other healthcare context [2] . PD is a neuron degenerative disorder of the central nervous system, which is the main cause of partial or full impairment in postural reflexes, speech, movement, meditation, and other vital signs. Smartphones are the perfect electronic devices for monitoring an individual's health because they are carried around everywhere we go, althogh there are security issues that need to be considered [3] - [7] . Smartphones improve users' experiences by equipping them with a wide range of sensors. A normal smartphone sensor that measures movement, known as an accelerometer, can differentiate between patients with PD and healthy people by measuring their walking patterns. Measuring the fluctuations in PD symptoms over the course of a day with a smartphone can reduce the expenses and inconvenience from interacting with physicians. The ability of smartphone sensors to detect these subtle movement problems has attracted many researchers. PD, a brain disease, results in much less voluntary movement, including speech impairments, slowness of movement, trembling of the hands and legs, muscles resisting movement, and loss of balance. Currently, only when the obvious movement problems of the disease appear during the late stages of the disease can PD be identified. If the disease is detected in the early stages, a cure or treatment that may slow the progression of disease could be found. It is interesting that people who are at risk of developing PD but do not show any symptoms may show very subtle movement problems in their walking patterns, which further aggravates the difficulties in identifying PD. First, since nearly 90% of people with PD show some degree of vocal lesion, we employ UCI Parkinson's Telemonitoring Dataset (Speech Dataset) to detect whether a patient has Parkinson in our paper. Second, we collect our own smartphone data and manually label walking, sitting, and standing actions for accelerometers and gyroscopes as the other data sets. Our approach is proposed to apply Deep Multi-Layer Perceptron (DMLP) to smartphone observations, supplemented with inertial accelerometers, gyroscopes, and microphones, to recognize the severity of PD without interventions from physicians. Profiting from a large scope of enrollment and continuous monitoring on many human activities, these measurements may be greatly helpful in building the baseline variability of real-world activity observations observed via smartphones and may provide a quantification of PD symptoms before these are considered in clinical decision-making. Without requiring physical interactions with physicians, this detection could thoroughly assess the aspects of PD change by using many scope measures from performed activities and passive inference, in contrast to a single signal from mechanical and electronic devices. The contributions of this paper are summarized as follows:
• The behavioral data is collected with smartphones and manually labeled as walking, sitting, and standing actions for accelerometers and gyroscopes. Then, the data is Butterworth low-pass filtered, discretized, denoised and normalized. Finally, the feature vector composed of feature values is used as training data.
• The proposed DMLP classifier for behavior analysis is compared to the other classification methods on the data collected via smartphones and UCI speech data set. In addition, the trained DMLP method is employed to identify actions in the unlabeled data.
• We analyze the frequency and distribution of PD symptoms and assess the severity and possibility of PD. The remainder of this article is organized as follows. Section II presents related works on the classification methods used to analyze Parkinson datasets from wearable sensors. Section III introduces UCI data sets and individuals' activity data from smartphones. Section IV provides overviews of the k-Nearest Neighbor (KNN), Random Forests (RF), Linear Regression, M5P regression tree, and DMLP classification methods. We theoretically analyze their performance. Section V presents the experimental settings and evaluation metrics. Finally, we conclude this article in Section VI
II. RELATED WORK
In the literature, studies that focus mainly on speech measurement for general voice lesions can be found in [8] - [11] , particularly considering PD detection. Some studies use a regression approach to detect the level of PD by utilizing the UPDRS measurements, while other studies approach the problem as a classification problem to detect whether a patient has Parkinson [12] - [16] . Little et al. [17] tried to diagnose the lesion by measuring the dysphonia that arose from PD with a dataset containing sustained vowel ''a'' phonations of 31 attributes. They presented a SVM with RBF that had better performance (91.4%). Furthermore, Sakar et al. [18] designed a PD diagnostic device and achieved a 92.75% classification accuracy by combining mutual information into SVM. Additionally, Tsanas et al. [19] used linear and nonlinear regression algorithms to estimate the progression of the disease (UPDRS level) on a set of 6000 samples of 42 PWP. Tsanas et al. [20] also posed a classification problem with the extended version of the dataset [21] and achieved the best results when using a non-linear SVM, with 97% accuracy, compared with LASSO and Random Forests. The previous research demonstrates the successful use of SVMs in the classification analysis of the Parkinson speech dataset. Comparing the PD detection capabilities of an artificial neural network (ANN), DMneural, with regression with decision trees, Das [22] experimentally demonstrated that the ANN performs the best and produces more correct classification results, with an overall accuracy of 92.9%. Integrating the fuzzy k-nearest neighbor (FKNN) method and a principle component analysis (PCA) (PCA-FKNN), Emary et al. [23] , Zhao and Yin [24] , Hariharan et al. [25] , and Jiang et al. [26] presented the advantages of both FKNN and PCA and developed a PD detection device that produces a classification accuracy of 96.07%. Zuo et al. [27] , Meng and Shao [28] , Cai et al. [29] , and Li and Ren [30] achieved a mean accuracy of 97.47% when using an efficient PD aided detection tool that improved on the performance of a FKNN based on PSO.
Currently, PD is diagnosed by having the patient meet face-to-face with medical experts, but recent studies have also utilized motion sensors (dedicated or on smartphones) to identify features of the disease, typically by securing the sensors to areas such as the waist and legs [31] - [45] . This creative research, as innovated in the USA, attempts to track PD patients and control interventions in the trial using a smartphone app called MPower, which could provide information about the symptoms, as obtained through finger tapping, voice recording, balance and walking. Critically, the data for this project is publicly available to researchers who have completed the required accreditation process. Our research is to predict PD severity with classification algorithms on smartphone sensor data in pockets from the UCI repository and from our collected actions.
III. DATASET PREPROCESSING A. UCI DATASET
A series of biomedical voice recordings [46] from 42 people who have early-stage PD and were engaged in a six-month test of a telemonitoring tool for remote signs and symptoms process monitoring form this publicly available dataset. In this period, the voices of these patients are automatically recorded in their home. The dataset details the columns included, such as subject number, subject age, subject gender, time interval from preliminary enrollment date, motor UPDRS, total UPDRS, and 16 biomedical speech measures. Each row matches one of the 5875 voice recording captured from those patients. The major purpose of the recordings is to forecast the motor and total UPDRS scores (''motor_UPDRS'' and ''total_UPDRS'') from the 16 voice recordings. The measurement is in ASCII CSV format. The rows of the CSV file include a living example in accordance with one voice recording. Each patient has approximately 200 recordings, and the first column of the measurements provides the subject number of the patient.
The training data captured in the context of this study is from 20 PD patients, including 6 females and 14 males, and 20 healthy individuals (50% of each gender). Twenty-three voice samples are collected from each subject, and these voice measurements are characteristic of continuous vowel, word, number, idiom and short sentence. When capturing these recordings, the 28 PD patients are only required to speak two persistent vowels 'a' and 'o' three times each. This process gives a total of 168 samples. We extract the 23 feature parameters from the voice sets of these recordings, which can be viewed as an independent trial example to corroborate the results derived from training example. A list of the features used in this experiment is given in Table 1 .
The other human activity dataset is created from the daily movement activities of 50 volunteers while wearing a waist-mounted smartphone with installed inner sensors. The task is to designate the performed activities into one of three classifications. A class of 50 volunteers between the ages of 19 and 45 years participates in this experiment. Each person performs 3 activities (WALKING, SITTING, STANDING) while carrying a smartphone on the waist. Since the frequency of human activity is between 0 and 15 Hz and the frequency of a tremor is between 4 and 6 Hz, 3-axial linear acceleration signals are collected with the phone's built-in accelerometer and gyroscope at an invariable rate of 30 Hz, which means that the captured signal not only has integrity but also has no redundancy. The video recordings are marked manually and randomly divided into two sets, where 70% of the available data is allocated to the training example and the remaining 30% are used for the test example.
B. THE DATASET COLLECTED FROM SMARTPHONES' SEGMENTATION AND PREPROCESSING
In addition to the acceleration signal generated by human motion, there are a variety of interference signals, such as the VOLUME 6, 2018 inherent noise of the sensor, the vibration caused by changes in external conditions, and the sensor not being completely fixed, which causes friction due to acceleration and other interference signals. The noise can be reduced by selecting the sensor with greater accuracy and stability when the sensor component is worn. For the noise that has been generated, we process the original acceleration signal by using Butterworth low-pass filtering to denoise and interfere to obtain a relatively smooth acceleration curve. There are various types of filters to choose from. Median filtering for sharp noise and Butterworth low-pass filtering have the flattest frequency response curves, so these methods are used in combination to preprocess and denoise the raw data. The accelerated velocity signal of sensors, which intertwines gravitational signals with body motion components, is used in Butterworth low-pass filtering to split the signals into two parts: gravity and acceleration. With the assumption that the gravitational force contains only low-frequency constituents, filtering with a 0.25 Hz cutoff frequency might be denoised.
So far, a large number of discrete data sequences that are continuous in time have been captured. The huge amount of data contains unrelated details and is not suitable for direct processing. Therefore, we divide these large-scale data sequences into a large number of data segments that are of the same length in time as the basic processing units for subsequent analysis and calculation. The data in each time period is analyzed, and the useful feature values are extracted to identify the training model or used as input for the trained recognition model to determine whether there is an abnormality in this period.
The body's movement is a complicated process in time. In daily activities, an individual's movement consists of a large number of random and regular movements.
According to related research on human kinematics, most random actions, such as turning, bouncing and standing, are completed in approximately 2 seconds. The regular cycles of walking, running and going up and down are also approximately 2 seconds. In the meantime, there are intermittent and random seizures in patients with early PD. There is no specific pattern to follow. The frequency of tremors is approximately 4 to 6 times a second, and the duration of symptoms is approximately 2 to 10 seconds. Therefore, we select the time window T to be 2 seconds, and the data are collected every 2 seconds to form a data sequence as the basic unit of information processing. From each time window, a feature vector formed by computing variables of the time and frequency range is naturally created.
After filtering the data for noise reduction and segmentation, the clean and reliable data is employed. Next, we select the feature value and form the feature vector as the input term of the machine-term classifier. Normalization is also called standardization. That is, by scaling the data, all of the data to be processed is mapped into a range of numbers. This is done to improve the convergence of the data and make it easier to process the data. With the normalization method, the problems of dimension and order of magnitude can be eliminated. A change in large-magnitude data will not completely affect the final result, and a change in smallmagnitude data will not be completely neglected. When the data is uniform and of the same order of magnitude, it is more suitable for dimensionless learning. In this paper, mean normalization is used to normalize the data according to the mean and divide the variance, so it is suitable for a more scattered data set of data and may be formulated as follows:
In the field of machine learning, the range of feature values can be confined in the same area through normalization, which accelerates the convergence speed and improves the training speed when training the classifier. The pipeline of the deep MLP classifier for behavior analysis to assess PD severity can be seen in Figure 4 .
IV. CLASSIFICATION ALGORITHMS
Two kinds of data sets are normally used for a classification algorithm: the training set and the testing set. Classification algorithms find a model that can be used for a training set according to the testing set. That is, the training set is utilized to build a model, and the testing set is used to evaluate the model. The model can divide the data by class attributes such that each class has the same types of class attributes for the data. An overview of the algorithms used to classify the Parkinson dataset is discussed here.
A. K-NEAREST NEIGHBOR REGRESSION
The KNN classifiers find the k closest nodes to a new node in the training set and identify its classification based on the primary classifications of these k neighbors. There are three integral factors: the training set, the distance or similarity of the k neighbors to the new node, and the value of k. For a given data record, the first step for a KNN classifier is to calculate all the distances between any two nodes in the training set and then to rank and select the k closest from them, so the target record can be classified by its k neighbors based on the primary neighbors that have a common classification. The distance is often Euclidean distance, but cosine similarity may be better for text data sets. Choosing an appropriate value of k is vital and difficult and is always determined by crosschecking (based on k = 1). KNN is a lazy algorithm with a simple model that is not inclined to refine itself, and it is time-consuming to compute all distances between two nearby nodes in the training set.
B. RANDOM FORESTS
RF is an ensemble learning method that uses multiple decision trees that are randomly built to solve classification or regression problems. Every decision tree in the random forest considers a sub-set by taking random samples from the original dataset, and every sub-tree is built of randomly selected features. Each decision tree learns by training to obtain results independently and gets the final production by taking the vote. The majority of the decision trees conduct kinds of situations that do not perform properly but can be used as a basis for other trees to work better. Compared to a single decision tree model, random forests show better performance in data sets for addressing the shortcoming of overfitting. They can handle highly multi-dimensional, discrete or continuous data without feature selection, and they have good noise immunity.
C. LINEAR REGRESSION
Linear regression is a kind of regression analysis that finds a quantitative linear connection between variables in the training data using least squares regression. The values' dependent variable depends on mapping values of the independent variable and the regression function fitted from the training set. The least square and gradient descent are two common methods used in linear regressions to estimate the fitting of the regression by computing the loss between the estimated value and the ground truth. By contrast, logistic regression is a kind of generalized linear regression model that is nonlinear and has more than one independent variable. It can handle nonlinear relations and binary classification problems, which a linear regression makes mistakes with.
D. M5P REGRESSION TREE
The M5P Regression Tree is an accurate model with first-order segmented multiple linear regressions. It divides the sample space of the training set on the principle of the standard deviation reduction (SDR) that differs from the information gain in the decision tree model. The splitting of the data sample stops when the sample size is smaller than a certain value or when the standard deviation reduction of the samples of the node meets a threshold value. Then, a corresponding regression model is built for each partition of samples based on data sample features while combining the pruning and smoothing of trees. The M5P regression tree utilizes the pruning method from leaf nodes to the root to avoid over-learning for the tree. It connects the branches and nodes with the regression tree according to regression linear equations and finds optimal pruning positions where the attributes that maximize the expected error reduction are selected for separating at that node. The smoothing of the trees fits the linear regression models of every couple adjacent leaf nodes by multivariate linear fitting equations, VOLUME 6, 2018 which corrects the discontinuity between neighboring leaves. For an experiment, the expected error reduction is calculated with the following formula:
where S means the set of samples traversed to the node, stdev(S) denotes the standard deviation, and S i is the subset of S that results from splitting the node in accordance with the selected attribute. The progression of splitting into new nodes is terminated when there are only a few instances (four or fewer) to process further or when the variation in the output values of the instances that pass the node is very slight.
Once the tree has been created, a linear model is designed at each node that is a regression equation.
E. DMLP CLASSIFICATION ALGORITHM
MLP is a multiple feedforward artificial neural network that maps input vectors to output vectors. The MLP can be defined as a directed graph with multiple node layers, where the input layer is on the bottom, the output layer is on the top, and the others in the middle are the hidden layers. Every node in the upper level has connections with all the nodes in the lower level; this is called a fully connected network. One or more hidden layers are allowed. Each node represents a neuron (or processing unit) with a nonlinear activation function except for input layer nodes. A supervised learning methodology referred to as a backpropagation algorithm (BP) is often utilized to train MLP. MLP is the extension of a single-layer perceptron that corrects the weakness that singlelayer perceptrons cannot solve nonlinear data. It can learn non-linearly separable decisions, in contrast to single-layer perceptrons. Figure 5 depicts three-layer MLP: DMLP [47] refers to the structure described from this point onwards, in which five or ten hidden layers are adopted; by contrast, the maximum number of layers traditionally employed by simple MLP is two. Furthermore, the sigmoid and tanh activation functions are traditionally employed in MLP because they provide good performance in smaller and medium-sized networks. For the DMLP model developed for cloudUPDRS, ReLU or softplus are preferred instead because the latter activation functions can address the vanishing gradient problem that affects deep networks. The function enables them to obtain sparse representations by hard-limiting the input of negative hidden nodes to zero.
Connections that cross over a couple of layers are named shortcuts. Most DMLPs have a connection architecture, where all nodes of one layer are connected to the whole nodes of the next layer without shortcuts. The nodes of layers are listed as follows:
• Succ(i) is the set of all nodes j when the connection i → j exits
• Pre(i) is the set of all nodes j when the connection j → i exits There are assignments of nonnegative real numbers (weights) to all the connections. w ji denotes the weight of the connection i → j. All hidden and output nodes have a bias weight and some variable net i (''network input''). The bias node is connected to other nodes with trainable weights. w i0 represents the bias weight of neuron i. All nodes have some variable a i (''activation''/''output''). The MLP algorithm can be described as follows:
Algorithm 1 Multi-Layer Perceptrons

Require:
1: pattern x, DMLP, count all nodes in topological sequence; Ensure:
2: compute output of DMLP; 3: for all initial nodes i do 4: compute activation of input nodes: a i ← x i ;
5: for all the hidden and output nodes i in topological sequence do 6: net i ← w i0 + âĹ jâĹĹPred(i) w ij a i j; 7: a i ← f l ognet i ;
8: for all output nodes i do 9: gather a i in output vector y; return y
V. EXPERIMENTAL ANALYSIS AND PERFORMANCE EVALUATION A. PERFORMANCE METRICS
The metrics that are widely known to be used to assess the performance of classification algorithms are accuracy, sensitivity, specificity, and MCC. It is acknowledged that accuracy is the ratio of accurately classified examples to the whole examples and is a good measure for evaluating a model's performance.
where TP means the number of true positives, TN is the number of true negatives, FP is the number of false positives, and FN is the number of false negatives. Sensitivity and specificity are statistical measures of a test's ability to accurately classify a person as with or without PD, respectively. The Matthews Correlation Coefficient (MCC) has a range between the predicted and observed binary classifications and takes a value of +1 when all of the prediction values are correct, −1 for a completely incorrect binary classifier, and 0 when the classification is worse than a random estimation.
B. CROSS-VALIDATION (CV)
In cross-validation, we leave aside a subset of the data provided. Instead, we use the remaining data, i.e., the training set, in the algorithm to build a model. The test set, which is the part of the dataset that was not applied in training, measures the accuracy with which the model classifies the test set instances, aiming to assess the model's capability. In K-fold cross-validation (KFCV), we arbitrarily split the dataset into K subsets of equal size, use one subset as a test set, and apply the remaining K − 1 subsets for training. To ensure that each subset is used as a test set exactly once, the cross-validation must be performed n times. The detail of KFCV is that the data set is randomly allocated into K approximately equally sized subsets. For each part k, we leave out part k, fit the model to the other K − 1 sets (combined), and subsequently compute predictions for the remaining kth part. For each part k = 1, 2, . . . K, the same is done successively, and ultimately, the results are combined. The advantage of KFCV is that all samples in the dataset are eventually used both to train and to test. Setting K = n yields n-fold or leave-one out cross-validation (LOOCV). LOOCV is the degenerate case of KFCV, where N is chosen as the total number of examples.
C. RESULTS AND DISCUSSIONS
As predictors, we use the time since recruitment and the four most relevant biomedical voice features according to [1] : HNR, RPDE, DFA and PPE. The Personalized Telemonitoring scenario is an adaptive system for estimating the UPDRS score. In temporal train-test splits, the first 2/3 of the data is used as training data, and the remaining 1/3 of the data is used as test data. A separate model is built for each patient using only those instances corresponding to that patient, resulting in personalized models. We average the estimations belonging to the same-day final estimation of the UPDRS score for a particular day. We estimate both the motor and total UPDRS scores. The primary evaluation metric is the mean absolute error (MAE). We also use the normalized mean absolute error NMAE and root mean squared error (RMSE) and observe similar trends. The accelerometer data is recorded by phone, at a 50 Hz sampling frequency, for an individual.
As shown in Figure 6 , we find that the Net-5 and Net-10 methods predict visibility with almost the same absolute error, with M5P being slightly higher. Thus, we use DMLP to recognize visibility over different degrees precisely, and the classifications are independent. Our approach in adopting the DMLP classifier in Figure 6 produces the best performance across all speech features. Note in particular that the magnitude of the standard deviation is very small, implying that the initialization bias has been avoided. When the difference between the errors from the estimation and the MAE of DMLP is larger than the standard deviations, as computed from the error values observed during CV, the smartphone is breaking down. All the performance metrics are given for validation sets in Table 2 . With summarized feature vectors, the performance improves significantly. All methods present the positive MCC. The experimental results for the smartphone dataset are computed with the same classifiers and depicted in Table 3 . Further, in this case, the DMLP approach also surpasses the other classifiers across all features, often by a significant margin. Of the examined models, artificial neural networks seem to perform best. While an automated estimation of the UPDRS score with personalized apps running on smartphones or tablets is a promising research direction, further research is required to achieve a sufficient accuracy for real-world applications, especially if only a small amount of training data is available for each patient or if the voice data is captured under daily-life conditions (instead of well-controlled laboratory settings). Additional data sources VOLUME 6, 2018 (based on the user's interaction with the smartphone or tablet, such as her typing patterns or performance in logical games) could improve the estimation of the UPDRS score.
Classifications for 3 actions (sit, stand, walk) are shown in Table 3 . The experimental results shows a maximum of 97.9% accuracy in action classification with 3 actions with the classification algorithm. Because we could not collect our own PD data with ground truth, the model created with control subjects was unsuitable for accurate classification. The main limitations of this experiment were the small sample size and the lack of real PD patients available to create the model. Some of the smartphone data also lacked long, continuous data spanning from morning to evening, which makes meaningful comparisons difficult.
VI. CONCLUDED REMARKS AND FUTURE WORK
In smart healthcare, mobile smartphone presents a promising opportunity for the provision of practical and cost effective diagnosis at population scale as the expert clinical treatment fail to collect the persistent activities and signs. In the chronic and progressive disease, monitoring the activities of daily life is of great importance. Yet, to completely reach their potential such apps should provide a seamless user experience. In this paper, the classifiers, including KNN, RF, Linear Regression, M5P, and DMLP are applied to accelerometer data continuously captured from smartphones. In our experiments both datasets perform reliably and show promising results. Of the experimental models, it is demonstrated that DMLP performs the best in both datasets.
Since recording our own PD patient data with ground truth was not achieved, it would be useful to do so and have a more direct comparison with the knowledge of actions. With more data, even if they were not recorded by this study, the classification would also be more accurate. Furthermore, longerscale data spanning months would be useful for observing not just small cycles in actions but also the progression of symptoms. In addition to more data, future endeavors could consider security in the implementation of this research, such as limiting access to only patient and medical professionals. We hope this may improve the precision of treatments and interventions and ultimately to advance smart health. 
