This study evaluated the downscaled downward shortwave radiation (S d ) and daily mean, maximum, and minimum surface air temperatures (T m , T x , and T n ) over Japan derived from four dynamical models and one statistical model for the period 1985-2004. These variables, S d , T m , T x , and T n , are often used as input data for impact models, such as crop growth models. Therefore, the evaluation of these variables is essential prior to the application of the downscaled climate data to impact model simulation. All models except for the statistical model remarkably overestimated the S d throughout the year, whereas the area-averaged seasonal change of the temperature variables was accurately simulated. On the other hand, the statistical model accurately simulated the area-averaged seasonal change of S d and temperatures. These tendencies were also observed for the area-and time-averaged values. The inconsistency found for dynamical models in the relationship between the S d bias and each of the temperature variable biases is attributed to the large inter-model di¤erences, such as the di¤erence of the radiation scheme, the sub-grid scale cloud parameterization, and the land surface scheme.
Introduction
High-resolution climate model outputs are useful for informing the regional details of climate conditions for impact and adaptation studies. Dynamical downscaling methods, i.e., regional climate models (RCMs), are powerful tools that provide spatiotemporally fine climate data from a coarse global climate model output or reanalysis data. Downward shortwave radiation, S d , is an important climatic variable in determining the energy and water exchanges between the atmosphere and land surface through the heat balance equation. If the modeled S d in an RCM has errors, inaccurately simulated heat balance and surface air temperature are readily expected. Such errors of modeled S d and surface air temperature would also a¤ect crop growth models (e.g., Iizumi et al. 2010a ). Iizumi et al. (2010a) showed that S d of May to October within a 3% bias and summer air temperature within a 0.6 C bias are allowed for a simulation of paddy rice yield within a 2.5% bias, indicating that that crop growth model performance strongly depends on the accuracy of S d and surface air temperature.
While many studies evaluate the performance of RCMs in simulating the observed climate for precipitation and temperature (e.g., Kidson and Thompson 1998) , few studies have investigated S d and the relationships between S d and surface air temperature. Although Iizumi et al. (2010a) evaluated the paddy rice yield bias caused by S d and surface air temperature biases, they evaluated the e¤ect of such biases independently. Evaluating the relationships between S d and surface air temperature is essential for the simulation of a crop growth model which uses S d and surface air temperatures as input data because these variables are related to each other through air-land interaction.
The S-5-3 project developed regional climate change scenarios for Japan based on the multimodel ensemble dataset which consists of four dynamical models (i.e., RCMs) and one statistical model for the impact assessment of climate change (Ishizaki et al. in this issue) . Present-day climate downscaling experiments commonly used Japanese reanalysis data (JRA-25; Onogi et al. 2007) as the initial and boundary conditions of the dynamical models or as the predictor of the statistical models. An error of JRA-25 may deteriorate downscaled climate data. Therefore, in this study, we aimed to highlight the inter-model di¤erences in the relationships between S d and surface air temperatures (including daily mean temperature (T m ), daily maximum temperature (T x ), and daily minimum temperature (T n )) derived from the present-day climate downscaling experiments, taking the S-5-3 multimodel ensemble data for Japan as an example. This study corresponds to a data evaluation part of Iizumi et al. (in this issue) , which simulated forage yield over Japan using the dataset. A direct assessment of water and energy balance was impossible for this study because some climatic variables that are needed to complete the heat balance equation (e.g. downward longwave radiation) are unavailable for all dynamical models. Due to this limitation, we compared the relationship between S d errors and surface air temperature errors, which were calculated for each of the model outputs against the corresponding observations at the site.
Data and methods
We validated S d , T m , T x , and T n derived from each model through the comparison with the site observation to investigate the reproducibility and error relationships among these variables. We used the outputs of four dynamical models ( Iizumi et al. (2011) summarized each model design, we describe important points in further detail. All the dynamical models are nonhydrostatic models with a 20-km grid resolution. The initial and boundary conditions are JRA-25 (Onogi et al. 2007 ). The wind speed, potential temperature, specific humidity and geopotential height of JRA-25 are given every 6 hours.
The surface air temperature in the RCMs was diagnostically calculated by use of the bottom atmospheric layer and temperature of the top soil layer. The temperature of each atmospheric layer is calculated as the summation of diabatic heating, heat advection and heat di¤usion. The land surface model calculates temperature of the top soil layer using S d and downward longwave radiation. The calculation of the temperature of the top soil layer showed that the calculated surface air temperature is also strongly a¤ected by the land surface model. Di¤erent land surface models are used for each dynamical model: the Simple Biosphere model for NHRCM (SiB; Hirai et al. 2007 ); LEAF2 (Eastman et al. 2001 ) þ GEMTM (Chen and Coughenour 1994) for NRAMS; the models by Louis (1979) and Tremback and Kessler (1985) for TRAMS; and the NOAH land surface model (Chen and Dudhia 2001) . The radiation schemes are also di¤erent among the dynamical models; those of Kato (1995) and Eito et al. (1999) for NHRCM; Chen and Cotton (1983) for NRAMS; Nakajima et al. (2000) for TRAMS; and Mlawer et al. (1997) for TWRF. All dynamical models considered cloud physics for radiation calculation. Moreover, NHRCM and TRAMS consider partial condensation, TWRF uses relative humidity, and NRAMS uses cloud water and cloud ice directly for radiation calculation.
On the other hand, the statistical model calculated S d , T x , T m , and T n in a di¤erent manner from that of RCMs. The CDFDM uses daily JRA-25 as predictors of S d , T x , T m , and T n at a site. The JRA-25 errors in daily S d , T x , T m , and T n were defined for each percentile of empirical cumulative distribution functions (CDFs) provided from daily JRA-25 and observations for the training period 1985-1994 (and 1995-2004) . We gathered daily data of S d , T x , T m , and T n for the warm season (May-October) and the cold season (November-April) to separately provide empirical CDFs. The defined JRA-25 errors were then removed from the empirical CDFs of daily JRA-25 data for the downscaling period 1995-2004 (and 1985-1994) for each variable. The CDFDM was applied to each 139 surface observatories maintained by the Japan Meteorological Agency (see Iizumi et al. 2010b, Iizumi et al. in this issue for more details).
JMA operational station data and Automated Meteorological Data Acquisition System (AMe-DAS) data were used as validation data. For simplicity, we designate these two datasets as AMe-DAS. In general, the grids of dynamical models are not located only in the AMeDAS position. Therefore, we interpolated the modeled data to an AMeDAS position (Yokozawa et al. 2003) as
where Y signifies the interpolated variable, su‰x i (i ¼ 1 À 4) is the i-th nearest grid to AMeDAS, X i denotes the i-th grid of the downscaled data (e.g. (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) .
The values in each figure were calculated using averaged modeled data at the AMeDAS sites interpolated from four neighboring grid point values.
The geographical distributions of the climatological-mean S d derived from the two dynamical models (NHRCM and NRAMS) are more detailed than those of JRA-25 and were close to the observation (Fig. 1) . While JRA-25 showed no west-east gradient of S d , NHRCM and NRAMS accurately simulated the west-east gradient. The remaining models (TRAMS, TWRF and CDFDM) showed a geographical distribution of S d similar to that of JRA-25, indicating that these models (TRAMS, TWRF and CDFDM) are less skillful at simulating the geographical distribution of S d than NHRCM and NRAMS.
Seasonal variation of downward shortwave
radiation and temperature The climatological-mean (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) (1998) (1999) (2000) (2001) (2002) (2003) (2004) seasonal change is presented for the area-averaged value of S d , T m , T x , and T n (Fig. 2) . All dynamical models (NHRCM, NRAMS, TRAMS, and TWRF) overestimated S d throughout the year (Fig. 2a) . Only the statistical model (CDFDM) underestimated S d in winter, and the model overestimated it in summer. Although JRA-25 showed an overestimation of S d by over 30% throughout the year, some models (NHRCM, NRAMS and CDFDM) always showed a smaller relative error than JRA-25. It is especially noteworthy that the relative error for CDFDM was less than 20%.
For the area-averaged values of T m , T x , and T n , all dynamical and statistical models accurately captured the major characteristics of the observed seasonal change (Fig. 2b) . However, most models (NHRCM, TRAMS, and TWRF) showed a cold bias for the monthly mean T x (Fig. 2c) and a warm bias for the monthly mean T n (Fig. 2d) . Compared with the T x and T n , these models (NHRCM, TRAMS and TWRF) were accurate in value for the monthly mean T m , especially in summer. Similar tendencies were observed for JRA-25. Only NRAMS underestimated all types of temperature variables (T m , T x , and T n ).
These results show that the S d derived from the dynamical models had a comparatively large bias, while the temperature (especially, the monthly mean T m ) derived from the dynamical models had a comparatively small bias. Moreover, these biases were di¤erent among the models. This result raises the concern that the relationship between S d and surface air temperatures in a dynamical model may di¤er from one dynamical model to another. Further analysis of this point is presented in Section 3.3.
Relationship among downward shortwave
radiation, mean temperature and diurnal range errors We examined the relationship between the S d bias and each of the three temperature variable (T m , T x , and T n ) biases. While direct analysis of the energy balance is the best way to examine the relationship in question, we were forced to take an indirect approach because of the data limitations.
For this reason, we first calculated the bias of the climatological-mean area-averaged modeled downward shortwave radiation against the observation (DS d ) for the period 1985-2004 for each of the dynamical and statistical models and for JRA-25. The computed bias was normalized based on the standard deviation of the S d for the 20 years. The corresponding bias was computed for the monthly mean daily mean, maximum, and minimum temperatures in a manner similar to that for the downward shortwave radiation (DT m , DT x , and DT n , respectively).
For simplicity, the monthly mean DT x and DT n were combined as the monthly mean daily diurnal temperature range bias (DT r ). Because most models had a cold bias for the monthly mean daily maximum temperature and a warm bias for the monthly mean minimum temperature, we calculated the monthly mean diurnal temperature range bias (DT r ) by means of DT r ¼ jDT x j þ jDT n j. This treatment was e¤ective to avoid canceling the bias between the two temperature variable biases (DT x and DT n ). The inter-model di¤erence in the relationship between DS d and the temperature bias was then investigated.
The calculated relationship between the S d and each of the temperature biases is shown in Fig. 3a . The relationship between the S d bias and the T m bias (represented by the slope of each line) largely di¤ered from one model to another (Fig. 3b) . For NHRCM and JRA-25, the slopes are close to zero, indicating that the T m bias for these models is almost independent of DS d . In contrast, the slope for NRAMS is close to that for CDFDM, in which DT m relates to DS d . Furthermore, the characteristics of the relationship between DS d and DT m is similar for NRAMS and CDFDM but the amplitude of the total bias computed for the two climatic variables for NRAMS is much larger than that for CDFDM. The two remaining models (TRAMS and TWRF) fall within the middle of the two groups (NHRCM and JRA-25 versus NRAMS and CDFDM). The diurnal temperature range bias showed some sort of relationship (not independent) with the downward shortwave radiation bias (Fig. 3c) , although the sensitivity of DS d to DT r (represented by the slope) di¤ered from one model to another. From the viewpoint of the relationship between DT m and DT r , all models were categorized into two groups, i.e., NHRCM and JRA-25 versus the others (Fig. 3d) . For NHRCM and JRA-25, DT r was almost independent of DT m . By contrast, the remaining models (NRAMS, TRAMS, TWRF, and CDFDM) showed an almost identical sensitivity of DT r to DT m . The possible reasons for the inter-model di¤erences in the relationship between S d and each of the temperature variables are discussed in the next section.
Discussion and conclusions
This study evaluated S d , T m , T x , and T n derived from the S-5-3 multi-model ensemble for Japan in terms of the geographical distribution, climatological-mean area-averaged value, and temporal pattern of seasonal change. Furthermore, the inter-model di¤erences in the relationship between S d bias and each of the temperature variables biases (T m , T x , and T n ) were highlighted. These evaluations were performed prior to the application of the downscaled climate data to crop growth simulations (e.g., Iizumi et al. in this issue) . Iizumi et al. (in this issue) used NHRCM for input data of forage yield simulation because the model in general showed higher skill in reproducing the present-day climate. Some dynamical models (NHRCM and NRAMS) provided a more detailed geographical distribution of the climatological-mean S d than JRA-25 that were used for the initial and boundary conditions of the dynamical models or for the predictor of the statistical model. The statistical model (CDFDM) showed the smallest bias for the climatological-mean area-averaged S d . The relative errors of the three models (NHRCM, NRAMS, and CDFDM) were always smaller than those for JRA-25. All models, except for NRAMS, presented a more accurate temporal pattern of the mean seasonal change for the monthly mean T x and T n . Thus, the dynamical and statistical models are more skillful at simulating the observed S d and surface air temperatures than JRA-25, however, the models were not always successful in other aspects, where JRA-25 was.
Large inter-model di¤erences in the relationship between the S d bias and each of the temperature variable biases emerged in this study. The relationships among the S d and surface air temperatures for NHRCM were quite di¤erent from those in the remaining models. The large inter-model differences in the relationships between S d and each of the temperature variable biases may be attributed in part to the radiation scheme, the subgridscale cloud parameterization, and the land surface scheme. In particular, the radiation scheme di¤ered from one dynamical model to another, including those of Kato (1995) and Eito et al. (1999) for NHRCM; Chen and Cotton (1983) for NRAMS; Nakajima et al. (2000) for TRAMS; and Mlawer et al. (1997) for TWRF.
Of the four dynamical models, TWRF used a cloud parameterization that did not incorporate the e¤ects of partial condensation on S d (H. Kusaka, personal communication). All the dynamical models used cloud physics. Cloud water and cloud ice were used directly for the radiation calculation of NRAMS. Only TWRF used relative humidity in each atmospheric layer to diagnostically simulate clouds, whereas other dynamical models (NHRCM and TRAMS) considered partial condensation for cloud generation in addition to relative humidity, which could result in the overestimation of S d for TWRF. Although TRAMS used the cloud parameterization including the subgrid-scale partial condensation, it overestimated S d throughout the year, which suggests that the cloud parameterization is not the only reason for the S d bias.
Another possible reason for the large inter-model di¤erence in the relationship between the S d bias and each of the temperature biases could be the land surface scheme, because surface air temperature is diagnostically calculated from the air temperature at the bottom atmospheric layer and temperature of the top soil layer while incorporating the e¤ects of downward shortwave and longwave radiations on surface air temperature. The land surface scheme di¤ered from one dynamical model to another, i.e., the SiB for NHRCM (Hirai et al. 2007) ; the combination of LEAF2 (Eastman et al. 2001) and GEMTM (Chen and Coughenour 1994) for NRAMS; the combination of the models of Louis (1979) and Tremback and Kessler (1985) for TRAMS; and the NOAH land surface scheme (Chen and Dudhia 2001) for TWRF. The SiB was also used for the generation of JRA-25. Except for the improvement of snow and soil processes for the SiB of NHRCM, the land surface process is similar in NHRCM and JRA-25, which is one possibility that a similar response was found among the S d , T m , and T r biases between JRA-25 and NHRCM.
Among the various processes reported above, due to data limitations, it is impossible in this study to determine the most definite processes that cause the S d bias and the temperature variable biases. A set of climatic variables that completes the heat balance equation is essential for further study. Nevertheless, this study highlighted the large intermodel di¤erences in the relationships between S d and surface air temperatures. The evaluation of such inter-climatic-variable relationships would be valuable for a better understanding of the source of climate downscaling uncertainty and for an application of downscaling, such as crop growth model that uses downscaled data as the input.
