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One way to develop models of HEV components is through rigorous analytical procedure. This is typically time-consuming and the simplifying assumptions required to make the analysis tractable impair the value of such models. An alternative is to employ conventional empirical methods, which are variations of the classical regression theme.
These models are unwieldy and are usually only suitable for low-end non-linearities. In this paper, we present the artificial neural network as a practical alternative to analytical and empirical methods that is accurate and easy to use. While each neuron is functionally simple, the neurons are massively interconnected, through adjustable, directed links. It is believed that this parallel distributed processing architecture of the human brain is responsible for its remarkable abilities.
A neural network is comprised of artificial neurons. An artificial neuron, like its biological counterpart, is a simple computational element. It first performs a weighted sum of its inputs (see Figure 2 ). This sum is referred to as the activation of the neuron.
Then, the neuron applies a non-linear sigmoid transformation (see Figure 3 ) to modulate its activation. Y is the vector of outputs.
The power of artificial neural networks lies in the theorem which says that given sufficient hidden neurons the function represented by an artificial neural network can approximate any function, however non-linear, to arbitrary accuracy in a finite domain. A neural network starts out with random weights, and the weights are adjusted until the required degree of accuracy is obtained. In the context of a neural network, this is learning. To train a neural network an algorithm called backpropagation is employed. With backpropagation, the convergence of a neural network to the mapping underlying its training data is guaranteed.
Energy Storage System (ESS)
Batteries are used for storage of electrical energy in hybrid electric vehicles.
Batteries store and deliver electrical energy chemically by initiating and reversing chemical reactions respectively. One ESS option is the conventional lead-acid battery.
Lead-acid technology is mature and economical. In addition to the lead-acid battery, there are newer options such as nickel metal hydride (Ni-MH) and lithium-ion (Li-ion)
batteries. The ESS is normally comprised of a bank of batteries in series.
Of all the sub-systems constituting a hybrid electric vehicle, the energy storage system is probably the most difficult to understand and model. Although a battery is a simple electrical energy storage device that delivers and accepts energy, the highly nonlinear nature of its electrochemical processes makes it difficult to model. In the original version of ADVSIOR, the ESS model was based on the circuit as shown in Step-by-step explanations of each internal module are given are provided in Appendix A. Accordingly, battery data was collected and neural network based models of the ESS were developed. The neural networks mapped SOC and P r (inputs) to V and I (outputs). 
Neural Network Modeling of the ESS
To start with, neural networks were trained with data collected from an Optima lead-acid battery for charge, discharge and driving cycles. One example of each type of cycle is shown in Figure 8 . The files are described in Table 1 . The schematic of the neural network is shown in Figure 9 . Notice that the average battery temperature is an input to the network. Temperature was included as an input because it influences the electrochemical processes of a battery. Also note that the state of charge of the battery pack was represented by its non-normalized value in Ampere-Hours (A-H). Further, it was reasoned that it would be best to use only the data from the driving cycles for training neural networks. This is because driving cycle data is representative of the operative performance of a battery, and is therefore more likely to capture process dynamics than a charge or discharge cycle. Thus, neural networks were developed with a total of 32,254 data points for training, testing and validation.
Dynamic Neural Networks
In order to capture the dynamic element of battery behavior, a dynamic neural network was constructed. The schematic of a dynamic neural network is shown in Figure   10 . 
Step N -1
Step N T In a dynamic neural network, one of more of the outputs is used as input with time delay.
This means, that the selected output variables at one step serve as inputs for the next step.
Multiple time delay elements may be employed, as shown in Figure 10 . Such networks capture the dynamics of the process, i.e. the influence of previous states on the subsequent states. Neural networks were built with one, two and three dynamic elements for both outputs (V and I).
It was observed that the dynamic neural networks did not perform very well.
Further, the performance of a neural network with one time delay was the best and that of the network with three time delays was the worst. 8 Figures 11 and 12 show the results of training a neural network with one time delay. The driving cycle "fuds13a" was employed for training, testing and validation. Of the 6105 data points of this cycle, 2399 points, evenly distributed in chronological sequence, were used for training and testing, and the network was validated upon all the 6105 points. Figure 11 shows the neural network performance on voltage prediction and Figure   12 shows the performance on current prediction. Figure 11 -(A) shows the predicted and actual voltage on the time axis. The prediction error is shown in Figure 11 -(B). 
Static Neural Networks
To build static neural networks, training data was sampled at random from each driving cycle. The training data comprised 6000 data points (1200 from each driving cycle). Neural networks were trained and then validated on the entire data set of 32,254 points.
A clear improvement in performance was observed. Compare Figure 13 and 12-(C). Figure 13 is a plot of the actual current versus the predicted current, for validation over the driving cycle "fuds13a". The error in prediction of current was 0.53%. The MSE is 0.08 and the R-squared error is 0.99. Observe, moreover, from Figure 13 , that the error is severe only in the tail portion of the current space. In fact, this peculiar behavior was observed for all static networks trained with data randomly sampled from the driving cycles.
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Tail Portion (Localized region of poor performance.) It was determined that the distribution of training data was uneven over the current space. This is clearly reflected in Figure 14 , which is a histogram of the data distribution vis-a-vis current, for the driving cycle "fuds13a". More than 70% of the data is confined to less than 30% of the current space. It was therefore decided to sample training data for an even distribution over the current space. This is our smart-select technique, described in the next section.
The Smart-Select Technique
The underlying principle of the Smart-Select technique is to design training data such that it is uniformly distributed over the entire range of an appropriate output variable. This variable is the one that is most difficult to model by the neural network. 
ANN with Smart-Select
The Smart-Select technique was implemented by a C++ program (see Appendix B). 1583 data points were sampled from the driving cycles. The points were sampled in approximately equal measure from each driving cycle.
Neural networks were trained on these 1583 points. The best neural network had 1 hidden layer with 4 neurons. Figure 16 shows the performance of the neural network for validation over the driving cycle "fuds13a". 
Sensitivity to Temperature
To test the sensitivity of the ESS model to temperature, temperature was dropped as an input and a neural network was trained as in 4.4, with the same training data but minus the temperature information. There was no deterioration in the network performance. Since it is known that temperature exerts significant influence on battery performance, it was determined that the effect of monotonically increasing temperature over the driving cycle was masked by the monotonically decreasing SOC. As temperature added no value to the input, it was excluded from further consideration.
ANN Integration into ADVISOR
At this stage, the static neural network described in section 4.5 was incorporated into ADVISOR. Neural networks were created in MATLAB, using the Neural Network
Toolbox. [A back-propagation neural network is created in MATLAB using the "net" Figure 20 shows the performance of the ANN on the driving cycle "HWFET" of ADVISOR. It is a plot of the power requested versus the power achieved over the HWFET driving cycle. The red line is representative of 100% prediction accuracy. The network is accurate only over a small region of the power space.
Investigation of Unsatisfactory Performance
The explanation for this is straightforward: poor prediction accuracy is observed where the prediction points are outside the range of the training data. In other words, the network's performance was poor for data outside the range of its training data. This is clearly reflected in Figure 20 -the range of the input variable P r in the training data is marked with a thick line on the horizontal axis. 
Conclusions and Results
We have demonstrated that the ESS of an HEV can be adequately modeled by the artificial neural network. We have also demonstrated the effectiveness of the SmartSelect technique for design of training data for an ANN.
We started with dynamic neural network models trained with Optima data. The best dynamic neural network had one dynamic element and its performance (on current prediction) was:
Prediction Error -1.47% MSE -0.12 RSE -0.96
Static neural networks showed better performance. The performance of the best static neural network (on current prediction) was:
Prediction Error -0.53% MSE -0.08 RSE -0.99
By application of the Smart-Select technique for selection of training data, the performance was further improved. The performance on current prediction was now:
Prediction Error -0.6% MSE -0.0057 RSE -0.9993
The static neural network developed with Hawker data had the performance figures:
Prediction Error -1.16% MSE -0.0247 RSE -0.9652
Although this was not the best performance, no improvement in performance could be achieved without improving the quality and consistency of the experimental data. The neural network's performance was comparable to that of the original, circuit-law analysis based algorithm, which was:
This level of accuracy proved to be adequate for the ESS simulation in ADVISOR.
Potential Areas for Investigation
Integration of complete ANN capability into ADVISOR.
Modeling the IC engine of the HEV.
Optimization of IC engine performance by ANN-RSM.
Diagnosis of IC engine problems with an ANN monitor.
Modeling other HEV components. In ADVISOR, the overall schematic implementation of the ESS module is as shown in Figure 5 . This block accepts a power request (P r ), and depending on the stateof-charge (SOC) of the battery, returns the bus voltage (V) and current (I). The ESS output power is the product of the bus voltage and current. In the original version of ADVSIOR, the algorithm was implemented as represented in Figure 6 . The open-circuit voltage of the battery-pack (V oc ) and its internal resistance (R int ) are computed as functions of the SOC. Then, applying circuit law analysis, I and V are computed from V oc , R int and P r . Implementation details of the ESS simulation in the MATLAB-SIMULINK graphical programming environment are shown in Figure 7 . The Figure 7 comprises four internal modules:
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a module to compute pack voltage and internal resistance; a module to limit output power; a module to compute bus voltage and current; a module to update the battery SOC.
Block 1: Computation of Pack Open Circuit Voltage and Internal Resistance.
This block calculates V oc and R int given the SOC and P r .
(1) Interpolated look-up tables for V oc and R int (charging and discharging) are used to determine these parameters from the SOC for a single battery.
(2) The appropriate resistance is chosen, depending on whether the power requirement is for charging (negative power by convention) or discharging (positive power by convention).
(3) V oc and R int are scaled by the number of batteries in the pack.
Block 2: Limit Power.
This block prevents the power that is used to compute the bus current from exceeding limits imposed by three factors: SOC, equivalent circuit parameters, and the motor controller's minimum allowable voltage.
(1) If an attempt is made to draw power from a depleted battery pack, the power request is limited to zero.
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(2) If V oc / 2 is greater than the minimum motor controller voltage, then the maximum power that the battery pack can deliver would not bring the bus voltage down below the motor controller minimum voltage. In this case, the battery pack is able to produce the full power of which it is capable, V oc 2 / 4R, and that value is used as the maximum power limit.
(3) If V oc / 2 is less than the minimum motor controller voltage, then the power is limited by the minimum motor controller bus voltage. In this case, the motor controller will limit power before the battery pack reaches its maximum, and so the maximum power limit reflects the effect of the minimum motor controller voltage limit.
(4) This is where the maximum power limit is calculated, according to the formula:
where V bus is either V oc / 2 or the minimum motor controller voltage, whichever is larger. 
Block 4: SOC Algorithm.
The SOC algorithm in ADVISOR is responsible for updating the SOC of the battery pack as it is subject to charging or discharging during service. The procedure is described as a series of steps.
Discharging -
(1) The average discharge current is computed as the sum of the net charge that has been withdrawn from the battery pack, divided by the total duration of discharge period. By convention, discharge current is positive.
(2) The Peukert Equation is applied to compute the effective maximum charge capacity (in units of Ampere-Hours) of the battery pack corresponding to the average discharge current.
(3) The effective maximum charge capacity is used to determine the effective starting charge, in Ampere-Hours, by multiplying it with the initial SOC of the battery pack. (5) The updated SOC is the ratio of the battery pack's remaining charge as computed in (4) to the effective maximum charge capacity derived from (3).
Charging:
The procedure is the same as for discharging except that the charging current (negative by convention) is scaled by a coulombic efficiency factor. Sizes of the layers, in order.
In this example, the variable net is a two-layer, feed-forward neural network. That means there is one hidden layer, the other layer being the output layer. The hidden layer has three neurons and there are two output neurons. The activation function of both layers is a logistic sigmoid. Note that the range of each input variable is specified as 
