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When nature is observed at the nanoscale, quantum physics is typically the most accurate model 
to describe and predict its behavior. Furthermore, quantum effects are increasingly at the core of 
the operation of new advanced electronic and photonic devices, which, in some cases, are 
designed on the basis of controlling quantum systems. This thesis focuses on two such systems, 
united by the methods used to realize them. These methods represent the cutting-edge of 
nanofabrication, which is the structuring of matter at ultra-small dimensions with a degree of 
precision and control that has not been previously attained. Pushing these methods to their limits 
enables the emergence of unique phenomena in the quantum systems explored here. 
 
The first system involves the realization of artificial graphene in an AlGaAs/GaAs quantum 
heterostructure. The appearance of massless charge carriers in graphene, which are described by 
the relativistic Dirac equation, originates from the linear energy-momentum dispersion of the 
electronic states in proximity to the K and K’ points of the hexagonal Brillouin zone. This unique 
quantum behavior is a direct result of the honeycomb symmetry of the graphene lattice. The 
prospect of reproducing this physics in an adjustable, artificial honeycomb lattice, known as 




Dirac fermions beyond the limits imposed by the inability to manipulate the lattice of the natural 
material. The electronic properties of a two-dimensional electron gas whose density is modulated 
by a periodic potential with honeycomb symmetry have been predicted to generate massless 
Dirac-fermions with tunable Fermi velocity. This thesis reports the observation of a graphene-
like band structure in a modulation-doped AlGaAs/GaAs quantum well engineered with a 
honeycomb lateral surface superlattice. This was accomplished by reactive ion etching of the 
surface to within a few tens of nanometers from the quantum well. A metal hard-mask, patterned 
by electron beam lithography combined with metal deposition and lift-off, was used to form a 
honeycomb artificial lattice with a variable lattice period, down to 40 nm. This is a three-fold 
reduction with respect to the smallest reported to date in pertinent literature. The BCl3-based 
shallow etching produces cylindrical pillars below which the two-dimensional electron gas is 
expected to form quantum dots, where the electron density is higher than in the surrounding 
etched regions. Low-temperature resonant inelastic light scattering measurements reveal new 
electronic transitions. An accurate interpretation of these can be found in the joint density of states 
derived from the calculated graphene-like linearly-dispersed energy bands, induced by the 
honeycomb potential modulation.  
 
The second system comprises the nanoscale engineering of individual electron spin qubits in 
diamond. Spin systems in solid-state have been intensively investigated as an outstanding 
pathway towards quantum information processing. One of the advantages of solid-state 
spintronics is the possibility of applying nanofabrication techniques commonly used by the 
semiconductor industry to produce and integrate spin qubits. The negatively charged nitrogen-
vacancy (NV-) center in diamond stands out because of its optically addressable spin, which 




challenge has been the positioning of NV- centers with nanometer scale control, that would allow 
for efficient and consistent dipolar coupling and the integration within an optoelectronic device. 
I demonstrate a method for chip-scale fabrication of arrays of closely-spaced NV- centers with 
record spatial localization of approximately 10 nm in all three dimensions and controllable inter-
NV spacing as small as 40 nm. This is the highest spatial resolution realized to date in positioning 
NV- centers at the nanoscale with high throughput, and approaches the length scale of strong 
dipolar coupling. This method used masked implantation of nitrogen in an ultra-pure CVD-
grown diamond substrate through nano-apertures in a thin gold film, patterned via electron-
beam lithography and dry etching. The high-density and high-atomic weight of gold results in a 
mask which is significantly thinner than polymer films used in other works, whilst still 
successfully impeding ion penetration, with a mask contrast of more than 40 dB. This process 
allows for the creation of apertures with lower aspect ratio which are therefore easier to pattern 
in close proximity to one another, i.e., within the dipolar coupling range. The position and spin 
coherence properties of the resulting near-surface NVs were measured through wide-field super-
resolution optically detected magnetic resonance imaging, Hahn echo and CPMG pulsed 
microwave spectroscopy. The patterning methodology demonstrated here is optimally suited to 
functional integration with plasmonic nanostructures, which can enhance our ability to control 
single-photon emission with the prospect of creating near-surface nanoscale sensors of electric or 
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1.1 The Nanoscale and Quantum Effects 
It is generally agreed that the term nano can be used to indicate the control and reorganization of 
matter at a dimension ranging from 1 nm to a few hundred nanometers and the creation of 
structures, devices and materials down to the level on individual molecules and atoms. At this 
scale, matter behaves in a dramatically different and unanticipated manner with respect to the 
bulk form. Interactions among its elementary components (i.e. atoms and electrons) and photons 
play a primary role in determining its dynamics and final equilibrium arrangement. The key 
reason for this difference is that, at the nanoscale, the measurement of observables typically yields 
discrete values, and nature is better articulated by the laws of quantum mechanics. In the case of 
nanoscale solid state systems, the De Broglie wavelength associated with the electron 
wavefunction sets the length scale at which quantum confinement effects become significant.  
This can be intuitively understood considering wave-particle duality, which manifests in self-
interference of the electron wavefunction when confined within a space comparable to its own 
wavelength. A clear analogy can be drawn to light diffraction through a narrow slit of width 
comparable to its own wavelength. The most prominent consequence of quantum confinement is 
the collapse of the continuous energy bands of a bulk material into discrete, atomic like energy 
levels. Quantum wells, quantum wires and quantum dots are names attributed to nanostructures 
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subject to increasing level of confinement (1D, 2D and 3D confinement, respectively). The 
transport of charge carriers and the optical properties of nanomaterials are determined by the 
density of electronic states which, in turn, is molded by the amplitude and topology of the 
confining potentials. Therefore, mastering the methods to craft confinement and precisely 
engineer complex nanosystems is crucial to the realization of devices which not only outperform 
their microscale counterpart but also introduce a new range of functionalities through the 
advanced control of quantum effects.  
 
The rapid growth of nanoscience and nanotechnology in the past thirty years has been enabled 
by constant innovation in the fabrication and characterization of progressively smaller and more 
sophisticated structures. Throughout this period, electron-beam lithography (EBL) has been the 
preferred method to readily create nanometer-sized patterns for scientific prototyping, when 
high-throughput manufacturing is not required. EBL has the advantage of being a versatile 
technique for the exposure of arbitrary patterns of variable density and resolution, down to sub-
10 nm scale. Determining factors are the quality of the electron source and optics (i.e., the ability 
to focus the electron beam to the smallest spot), the resist (e.g., sensitivity, contrast, molecular 
size, etch resistance) and the development conditions (e.g., choice of solvents, time, temperature). 
Typical process limiting factors are electron forward scattering and backscattering (i.e., proximity 
effects), mechanical properties of the resist, and feature size fluctuations (e.g., line edge 
roughness). 
 
This thesis discusses two advanced quantum electronic and spin systems realized in man-made 
ultra-pure materials, engineered at the nanoscale in order to tailor the interaction among localized 
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electrons and obtain unique quantum states. The first system is realized in an AlGaAs/GaAs 
heterostructure made by molecular beam epitaxy, while the second in synthetic diamond 
produced using chemical vapor deposition. The surface of these two high-quality substrates is 
precisely crafted at the nanoscale by means of carefully optimized high-resolution EBL in 
combination with top-down additive and subtractive fabrication techniques. The following 
section offers an outline of the thesis. 
 
1.2 Thesis Overview 
This dissertation is organized as follows:  
Chapter 2 is dedicated to the realization and optical study of artificial graphene in a GaAs 
quantum heterostructure. In section 2.1, I introduce the key ideas, starting with the physics of 
Dirac fermions, how this can be reproduced in a tunable fashion in a nano-engineered material, 
the mechanism behind the formation of the artificial graphene band structure in a lateral surface 
superlattice and the theoretical calculation of the energy bands. In section 2.2, I discuss in detail 
the fabrication methods, which include the realization of the etch mask and the pattern transfer 
to the heterostructure via reactive ion etching. Section 2.3 focuses on the analysis and discussion 
of the optical spectroscopy data, based on low-temperature resonant inelastic light scattering, 
which includes intersubband and inter-AG-bands excitations. An outlook on next-generation 
devices with smaller lattice periods and adjustable Fermi level is presented in section 2.4, together 
with an outline for future electron transport experiments in the quantum Hall regime. 
 
 Chapter 3 describes the development of a technique for the creation of individual nitrogen-
vacancy centers in diamond with nanoscale positioning control. In section 3.1, I provide a brief 
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historical framework to the science of quantum information processing, and I review the current 
most advanced hardware platforms. Section 3.2 contains a synopsis of the physical and electronic 
properties of the negatively charged nitrogen-vacancy center, along with the techniques used to 
identify individual fluorescent defects. The relevance of the nitrogen-vacancy center to quantum 
information processing is examined in section 3.3. Here the spin properties of the optical 
transitions are addressed in conjunction with the techniques based on optically detected electron 
spin resonance for measurement of the spin coherence. Section 3.4 begins by overviewing 
established fabrication protocols for the creation of nitrogen-vacancy centers by ion implantation 
and annealing, discussing the importance of surface chemistry for the center photostability and 
spin coherence and various approaches for the realization of an implantation mask with 
nanoscale features. Then, in section 3.4.2, I provide an accurate and comprehensive explanation 
of the nanoscale lithographic patterning of a gold implantation mask, which constitutes the 
current state-of-the-art. Super-resolution microscopy of the resulting electronic spins is 
demonstrated in section 3.5, along with the description of the experimental apparatus and the 
photoluminescence data. Section 3.6 consists in the electron spin coherence characterization with 
Hahn echo and CPMG microwave pulse sequences. Finally, in section 3.7, new ways are explored 
of improving the coherence time of the nitrogen-vacancy electron spin and the lithography 
resolution for the fabrication of the mask. Furthermore, I examine the potential benefits derived 
from the integration with plasmonic nano-antennas in terms of fluorescence enhancement, 
presenting preliminary accomplishments in the attainment of bowtie nano-antennas with sub-10 
nm gap.  
 









Between 2004 and 2005, a group at the University of Manchester (UK) reported the first 
experimental demonstration[1, 2] that a single layer of carbon atoms arranged in a honeycomb 
lattice can exist, is stable and easily fabricated and identified using merely graphite, scotch tape 
and an optical microscope. The condensed matter research community paused and payed 
attention.  
 
Until then, this atomically thin layer of graphite (later named graphene) had been of interest only 
from a theoretical perspective[3-5] and was believed to be unstable[6-8], in contrast to its ‘rolled-
up’ counterparts, fullerene and carbon nanotubes, which were already widely investigated 
experimentally[9, 10]. Very soon came the extraordinary experimental discovery[11, 12] that 
charge carriers in graphene behave as massless relativistic quasiparticles, the physics of which is 
described by the Dirac equation. The outstanding quality exhibited by the graphene crystals 
isolated by mechanical exfoliation[13] and the prospect of considerable new physics awaiting to 
be unveiled played a major role in shifting the focus of condensed matter research towards this 
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new two-dimensional (2D) material and has recently led to considerable effort in related 2D 
layered systems.  
 
At the foundation of graphene’s unique electronic properties[14] is not only the outstanding 
quality of the crystal structure that makes ballistic transport and quantum Hall effect (QHE) 
possible at room temperature[15], but also the relativistic-like description of quasiparticles that 
has roots in the symmetry of the 2D honeycomb topology. At the six corners of the hexagonal 
unit cell of the reciprocal lattice of graphene, the valence and conduction bands meet in a single 
point at the Fermi level, known as Dirac point. Thus graphene can be considered as a 
semiconductor with zero band gap or, alternatively, as a metal with zero density of states (DOS) 
at the Fermi level (in fact, graphite has long been considered a semimetal). In the vicinity of the 
Dirac points the valence and conduction bands not only are degenerate, but they also intersect 
with zero curvature, forming hourglass-shaped linear bands called Dirac cones. Because of its 
honeycomb structure consisting of two equivalent hexagonal carbon sub-lattices, electrons in 
graphene can formally be described by a Dirac-like Hamiltonian operator containing a two 
dimensional pseudospin operator[11]. This is a peculiarity of the hexagonal honeycomb topology 
of graphene and to date, graphene is the only natural material in which Dirac cones have been 
observed experimentally. However, the existence of Dirac cone-like features in the band structure 
of 2D materials has been investigated theoretically and other Dirac materials have emerged such 
as silicene, germenene, graphynes and metal chalcogenides, to mention some[16-18]. In addition, 
Dirac conical singularities are not limited to lattices with honeycomb symmetry; the more general 
triangular symmetry is sufficient for their appearance. 
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The physics of massless Dirac fermions (MDFs) has attracted tremendous interest, as it borrows 
the framework of quantum electrodynamics and applies it to a solid-state nanoscale system, 
which holds the remarkable potential for on-chip optoelectronic integration through 
conventional IC micro/nanofabrication techniques. More recently, these fascinating properties 
have inspired various scientists to envision and realize quantum simulators of graphene in other 
systems[19, 20]. These would have the advantage of a fully adjustable platform for the exploration 
of physical phenomena associated with Dirac fermions and, perhaps, provide hints for future 
developments and applications in technology. Examples exist in processes linked to chiral Dirac 
fermion tunneling (Klein paradox)[21] and the predicted Veselago lensing (negative refraction in 
Dirac fermion QED)[22].  
 
In the next section, some of the systems that have been experimentally realized will be discussed, 
along with the new science that they expose. 
 
2.1.1 The Concept of a Tunable Platform for Dirac Fermions 
Graphene is a natural material, the lattice structure of which is fixed by the bonds between sp2 
hybrid atomic orbitals of carbon. The conduction and valence band structure discussed earlier is 
intimately tied to the lattice formation and the nature of these orbitals, and is therefore difficult 
to modify. The prospect of reproducing this physics in an adjustable, artificial honeycomb lattice 
(often called artificial graphene (AG)) offers a platform for the exploration of novel behaviors and 
new quantum regimes of MDFs that would be difficult, if not impossible, to observe in natural 
graphene, due to the inability to tune the lattice parameter (which dictate the use of very high 
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magnetic fields in order to attain the required flux), as well as difficulties in manipulating and 
controlling defects and edges. 
Tuning the lattice constant and the inter-site coupling of neighboring atoms is the most direct 
way to increase the energy dispersion of the bands and varying the MDFs Fermi velocity. Another 
interesting possibility is the creation of topological changes by introducing distortions in the 
lattice. An example is the Kekulé distortion, which consists of a particular way of breaking the 
symmetry between the two triangular sub-lattices composing the honeycomb lattice by realizing 
two different hopping energies. It is anticipated that this distortion will open an energy gap, 
creating massive Dirac fermions. Instead, breaking this sub-lattice symmetry by stretching the 
lattice (according to a specific vector function), it is possible to generate a strain field which acts 
as a pseudo-magnetic field, and therefore obtain Landau levels and quantum Hall phases without 
breaking time reversal symmetry[23]. Additionally, AG offers the possibility of designing, 
realizing and studying with local spectroscopy the influence of artificial defects on the MDF 
physics. 
 
Under external magnetic fields, the interplay of the lattice constant and the magnetic length 
determines the appearance of a very intriguing effect known as Hofstadter's butterfly[24], which 
results in a self-similar recursive (fractal) energy spectrum. In graphene alone, due to the very 
small lattice period (1.42 Å), the observation of this effect would require extraordinarily high 
magnetic fields. This phenomenon has been observed in Moiré superlattices (period of about 10 
nm) arising in graphene coupled to hexagonal boron-nitride [25], using magnetic fields up to 30 
T. By designing artificial honeycomb lattices with larger lattice period, magnetic fields of only a 
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few Tesla would be sufficient to reach the commensurability condition for the observation of the 
fractal quantum Hall features under much less stringent experimental requirements.  
A final scientific proposal based on AG is the realization of robust, stable and tunable topological 
insulating (TI) states[26, 27], enabled by the strong spin-orbit coupling (SOC) present in ordinary 
III/V semiconductors (such as GaAs). Realizing such states in natural graphene is difficult 
because SOC is much weaker. The achievement of TIs in AG formed in these semiconductors 
would allow the investigation of fascinating phenomena, such as the quantum spin Hall effect in 
two-dimensions[28], emerging spin liquids[29] and Majorana fermions in hybrid solid-state 
systems composed of topological insulators and superconductors[30, 31]. 
 
With this in mind, a number of research groups have accepted the challenge to realize AG, and 
to this end, various systems have been explored. Dirac bands have been observed experimentally 
at ETH in Zurich (Switzerland) by trapping an ultra-cold Fermi gas of 40K atoms  in a 2D, tunable 
optical lattice created using three retro-reflected laser beams[32]. It is also possible to confine 
photons within a honeycomb photonic crystal, generating an energy/momentum dispersion 
relation with Dirac singularities[33]. A group at Stanford University (USA) has created a 
‘molecular graphene’ with a lattice constant of a few nanometers, by arranging CO molecules on 
top of a Cu substrate using a scanning tunneling microscope[34].  
 
Contemporary condensed matter science has an ever-increasing toolbox of nano-fabrication 
methods to realize high quality patterns, that for semiconductor quantum structures reach well 
into the nanoscale. Particularly promising would be the realization of AG in an engineered high-
mobility semiconductor system, as conventional fabrication methods could provide the means 
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for a more adjustable, scalable system, as well as one that is easier to integrate with other 
electronic components. In the next section, this approach will be introduced as a specific 
application within the context of lateral surface superlattices in GaAs heterostructures.  
 
2.1.2 Lateral Surface Superlattices in GaAs Heterostructures 
In 1970, Esaki and Tsu[35] pioneered band-gap engineering in semiconductor heterostructures. 
The idea was simple: by creating a periodic structure of alternating layers a few nanometer-thick 
of distinct semiconductor materials with different band gap (such as GaAs/AlAs or the alloy 
AlxGa1-xAs), it is possible to design the conduction and valence band profile along the orthogonal 
direction to the planes of the layers. These layers are normally formed by epitaxial thin-film 
growth techniques, such as molecular beam epitaxy (MBE) or metal-organic chemical vapor 
deposition (MOCVD), and the resulting system is called a quantum heterostructure. This artificial 
lattice, called superlattice (SL), extends along the growth direction, and produces a potential 
modulation, via quantum confinement of the Bloch electrons of the host semiconductor, that 
yields one dimensional minibands for the energy/momentum relation and the subdivision of the 
Brillouin zone into a series of mini-zones.  
 
Band engineering soon became an art thanks to the rapid advancements in thin-film technologies 
and nanofabrication techniques. 2D electron gases (2DEG) of exquisite quality and ultra-high 
mobility[36] grew into the ideal platform for the development of 2D superlattices. The goal was 
to investigate the interplay between the intrinsic physics of the host semiconductor crystal and 
the superimposed periodic quantum confinement, with the intent of unveiling novel and 
unexpected phenomena of the low-dimensional electron systems in these man-made 
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semiconductor materials. During the late 1980s and 1990s, these 2D artificial crystals (known as 
lateral superlattices to distinguish them from the vertical superlattices described earlier) were 
studied intensively. These studies revealed notable effects, such as negative differential 
conductivity[37], Weiss oscillations in the magnetoresistance[38, 39] deriving from the 
commensurability of the cyclotron orbits and the SL period, unique optical and magneto-optical 
phenomena[40-44] and the intriguing richness of the fractal energy spectrum of the Hofstadter 
butterfly[45, 46].  
Very often the approach followed for the creation of a lateral superlattice is to grow a 
heterostructure with a uniform 2DEG (most commonly a modulation-doped AlxGa1-xAs/GaAs 
quantum well) and to apply a periodic potential with metal Schottky top-gates on its surface. This 
lateral surface superlattice (LSSL) has the advantage that the magnitude of the periodic potential 
can be controlled by adjusting the electrostatic bias on the gates which controls the electrons in 
the 2DEG underneath the surface. This methodology was already employed for the confinement 
of the electron motion to one-dimensional long wires[47, 48], quantum point contacts[49, 50] -  
constrictions that showed resistance quantization – and, later on, quantum dots[51], where 
conductance resonances associated with a phenomenon called Coulomb blockade were first proven. 
These and many other quantum devices were based on strong confinement of the electron motion 
in 2D, 1D and 0D gate-defined nanostructures in III-V semiconductor heterostructures.  
 
Quantum dot arrays[44] constitute a type of LSSL where the periodic potential modulation is 
weaker and electron tunneling from one quantum confined island to a neighboring one is 
sufficient to allow for delocalized electron states to exist, along with the associated energy 
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minibands. In order to create this periodic potential modulation, two approaches stand out: 
patterned Schottky top-gate and patterned etched surface.  
The former approach consists of depositing a thin metallic film on a patterned insulating layer of 
photoresist[42] or the insulating top surface of the sample. The variable distance from the 
underlying 2DEG of the biased electrostatic top-gate is sufficient to apply a potential modulation 
that reproduces the design of the pattern. Alternatively, it is also possible to pattern a planar top-
gate[52] using conventional lithographic techniques for lift-off or reactive-ion etching (RIE). 
 
The latter approach (etching the surface without metal gate) follows methodologies earlier 
employed for LSSL in one dimension[40]. Depending on the type of modulation doping of the 
heterostructure, the specific mechanism behind the formation of the potential modulation might 
vary slightly. Generally, the periodic modification of the surface topography by lithographically 
controlled etching has an observable effect on the electrons of the 2DEG, ultimately interpreted 
as an external periodic potential modulation, similar to the case of a nanopatterned top-gate. 
Examples of these methods are illustrated in Figure 2.1, for a 2DEG formed beneath the interface 
between a n-doped AlGaAs layer (top) and a GaAs layer (bottom). Panel (a) shows the case of a 
top-gate, the corrugations of which are caused by a periodic lattice of resist nano-posts. If a 
negative bias is applied to this gate, in the regions of the 2DEG where the gate is closer the 
potential landscape presents ‘hills’, which repel electrons. This results in potential valleys in 
correspondence with the location of the nano-posts, where the electrons accumulate, and a 
periodic array of gate-defined quantum dots is created.  Panel (b) shows instead an example of 
the second approach, in which the potential modulation is obtained by etching through the doped 
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AlGaAs layer via a photoresist mask and effectively removing the 2DEG from the etched areas, 
which leaves quantum dots underneath the resulting pillars on the surface of the heterostructure.  
 
Figure 2.1: Schematics of possible approaches for the creation of quantum dot arrays.  
At the interface between GaAs (green) and n-doped AlGaAs (red) there is a 2DEG. (a) Photoresist 
is patterned into posts (yellow) and a semitransparent metal layer (purple) is deposited on the 
surface, to act as a top-gate.  Quantum dots exist where the gate is farthest away and potential 
wells are formed (blue). (b) Quantum dots are fabricated etching the AlGaAs layer all the way into 
the GaAs using the photoresist posts as an etch mask. (c) Representation of the periodic potential 
modulation. When the Fermi level (blue) is low, the electrons are confined in quantum dots. (d) 
When the Fermi level is raised, the electrons eventually spill over into a connected sea studded 
with quantum antidots (green). (e) A scanning electron micrograph of a field-effect quantum dot 
array in an InSb, showing photoresist dots 100 nm wide covered by a metal gate layer. Source: 
from Ref. [44]. 
 
In the next section, we will describe in greater depth the mechanism behind the formation of a 
periodic potential modulation induced by surface etching, especially for the specific case of the 
artificial graphene device studied in this thesis.  
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2.1.3 Mechanism of Formation and Modeling of AG Bands 
An array of quantum dots in a 2DEG (or equivalently a LSSL) arranged in a honeycomb lattice 
with nanometer-scale period has been predicted to produce electron energy minibands with 
Dirac cones at the corners of the hexagonal supercell Brillouin zone (SBZ). This alternative way 
of realizing AG was first proposed by C. H. Park and S. G. Louie in 2009[53] and subsequently 
reinforced by detailed theoretical calculations and models [54-56]. Experimental efforts to create 
such a honeycomb potential by lithographically defining a lateral superlattice on a GaAs 
heterostructure hosting a 2DEG have recently been reported[57-59]; however, direct evidence of 
MDFs has not yet been found in this type of system, primarily because the relatively large lattice 
parameter in those devices (> 120 nm) cannot create energy minibands sufficiently dispersed to 
overcome the effects of temperature and disorder. In order to observe the effects of the engineered 
potential modulation on the 2DEG, it is crucial to increase the energy range where the linear 
dispersion of the Dirac cones occurs by reducing the AG lattice period and advancing its spatial 
uniformity (energy range is proportional to 
1
𝑎2
 , where 𝑎 is the lattice period). This thesis describes 
the realization of AG lattices with periods as small as 40 nm in an ultrahigh mobility 2DEG, 
obtained by performing a shallow dry etch of the sample surface masked by a honeycomb array 
of metallic nano-disks defined by EBL and metal deposition. This nanofabrication 
accomplishment defines the current state-of-the-art in the field, and could serve a broader set of 
future experimental works in the field of LSSL in GaAs heterostructures. These achievements 
made the observation of electron minibands of Dirac fermions possible, and optical data along 
with analysis and discussion are presented further on.  
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Before undertaking an in-depth analysis of the details of the fabrication of these high-resolution 
AG devices, which are presented in the next section, it is important to understand the mechanism 
by which a topographical modification of the surface of the heterostructure yields a modulation 
potential on the 2DEG. This is best done by first defining the specific QW heterostructure used in 
this work. We have been fortunate to have an on-going collaboration with Loren Pfeiffer’s group 
at Princeton University (USA), which is providing us with the world’s highest quality AlxGa1-
xAs/GaAs quantum well (QW) heterostructures[36], grown using molecular beam epitaxy 
(MBE). The record-high electron motility (of the order of tens of millions cm2/Vs) reached in these 
modulation-doped (δ-doping) quantum wells has enabled the discovery of novel physics, most 
notably the fractional quantum Hall effect (FQHE)[60]. A quantum well is obtained when the 
conduction band profile is shaped as a well, typically a few tens of nanometers in width and a 
few hundred meV in amplitude. This can be realized when a layer of a semiconductor material 
with smaller band gap is closed between two layers of a semiconductor with larger band gap. 
GaAs has a band gap of 1.52 eV while AlAs of 2.23 eV at 0 K. The alloy AlxGa1-xAs has a band gap 
given by the formula[61]: 
𝐸𝑔 = 1.52 + 1.16𝑥 + 0.37𝑥




where 𝑥 is the fraction of Al in the alloy and 𝑇 is the temperature. The bandgap difference between 
GaAs and Al0.1Ga0.9As is 0.12 eV, split such that two thirds goes into the conduction band and one 
third into the valence band[62]; therefore the potential barrier height in conduction band is 0.08 
eV. Figure 2.2 shows the layer sequence of a typical QW heterostructure used for the realization 
of AG, along with the conduction band profile in the growth direction. A GaAs substrate is placed 
in the ultra-high vacuum chamber of a MBE system. First 500 nm of GaAs buffer layer is grown, 
followed by a 330 nm-thick superlattice of alternating layers of GaAs (3 nm) and Al0.1Ga0.9As (10 
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nm), grown before the QW to release the strain and improve sample quality. Next is a 25 nm-
thick GaAs layer that constitutes the QW (red) and the Al0.1Ga0.9As barrier which, 30 nm above 
the QW, contains a single atomic layer of Si donors. Finally, the sample is topped by a 10 nm-
thick GaAs cap to prevent the oxidation of the Al-containing underlying layer.  
 
Figure 2.2: Schematics of layer sequence of a typical QW heterostructure used in this work. 
From top to bottom: 10 nm GaAs cap layer followed by 100 nm Al0.1Ga0.9As barrier, within which 
an atomically thin layer of Si dopants (δ-doping) has been introduced 30 nm above the following 
GaAs layer (25 nm-thick) which constitutes the one-side modulation-doped QW and hosts the 
2DEG (red). Below the QW is a 330 nm-thick sequence GaAs (3 nm) and Al0.1Ga0.9As (10 nm) 
superlattice, followed by a 500 nm-thick GaAs buffer and the GaAs substrate. (Left) Conduction 
bad profile along the growth direction (solid line), showing the Fermi level (dashed line) crossing 
the QW, where the 2DEG appears (green).  
 
Electrons from the Si doping layer can migrate towards the confined energy states in the QW, 
creating an ultra-high mobility 2DEG (green) thanks to the spatial separation between the charge 
carriers and the ionized impurities. This method is a special variation of the modulation doping 
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technique, called δ-doping. The Al concentration of 0.1% was chosen to minimize the effect of 
oxidation occurring after the sample surface is etched and the alloy is exposed to air.  
 
Realizing AG on this sample is based on the concept schematically explained in Figure 2.3. The 
electrons from the Si donors can migrate towards the quantum well and occupy the first subband 
forming a 2DEG, or they could migrate towards dangling bonds on the surface (surface states). 
A simplified yet intuitive way to describe the competition between these two effects is that the 
closer the surface to the doping layer, the larger the attraction towards the surface states versus 
the states in the quantum well. A dashed line is used to denote a weak attraction in both panel 
(a) and (b); a solid line indicates a stronger one.  
 
Figure 2.3: Illustration of the mechanism of formation of the potential modulation. 
(a) Profile of the QW heterostructure showing that electrons from the Si donors move to occupy 
the states in the quantum well forming a 2DEG (red). In addition to this, they also go towards the 
surface states. These competing effects are indicated by a solid (stronger effect) and dashed 
(weaker) line. (b) After patterning the surface and creating a honeycomb array of pillars via 
etching, the surface states get closer to the quantum well, inducing a decrease of the electron 
density in correspondence with the etch areas (denoted in white). The result of this is the formation 
of quantum dots underneath each pillar. The curve is a qualitative representation of the QW 
electron density after processing.    
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Where the surface is etched very close to the Si doping layer (approximately 10 nm above it), the 
migration of the electrons from the Si donors takes place primarily towards the surface, so that 
the quantum well remains almost empty. This results in the spatial modulation of the electron 
density of the 2DEG (solid wavy curve), which can be equally understood as the effect of an 
external potential modulation. If the surface is etched everywhere but within circles at the 
vertexes of a honeycomb lattice, quantum dots are formed in the 2DEG underneath the resulting 
non-etched pillars. A more accurate description of the mechanism involves modeling of the 
electrostatics of the charge carriers within the heterostructure, surface included[63, 64]. Self-
consistent numerical calculations of the conduction band profile and eigenenergies by solving 
both the Schrödinger equation and the Poisson equation (performed using a freeware available 
on Roger Snider’s group webpage http://www3.nd.edu/~gsnider/), allow for a more quantitative 
understanding of the 2DEG depopulation mechanism upon etching (Figure 2.4). The Fermi level 
is pinned at the surface states and at the Si donors, determining the band bending of the 
Al0.1Ga0.9As barrier. Upon etching, the surface states are in close proximity to the Si donors, but 
the constraint of the Fermi level pinning forces a higher degree of bending of the conduction band 
within the barrier layer. This causes the bottom of the well to rise in relation to the Fermi level, 
thereby decreasing the electron density. Accordingly, there is an effective potential well of a few 
meV underneath each pillar which creates a periodic potential landscape with honeycomb 
symmetry. A more in-depth analysis of the mechanism is beyond the scope of this thesis; 
nevertheless, the scheme discussed so far is sufficient to move further with modeling the effect 
that this potential modulation has on the 2DEG band structure.  
 
This periodic electrostatic potential in the QW does not have a simple analytic form, therefore we 
use a simplified model for the purpose of calculating the band structure of the AG. 




Figure 2.4: Conduction band profile of the QW heterostructure.  
The QW is 25 nm wide, one-side δ-doped with Si donors. A self-consistent calculation was 
performed. The Fermi level and the first two subbands are labeled. 
 
Following the literature[54, 55], we considered a so called ‘muffin-tin’ potential, which has 
constant negative value V0 within circles of radius 𝑟 arranged to form a honeycomb lattice in 
correspondence of the etched pillars on the surface, whereas it assumes null value everywhere 
else. Figure 2.5 depicts the muffin-tin potential of lattice period 𝑎, and the related Brillouin zone. 
Despite the simplicity of this model, it allows for an initial calculation of the energy bands before 
introducing higher order corrections that, for the time being, are negligible. In fact, other forms 
of potential, such as a triangular lattice muffin-tin potential[53] or a potential described by smooth 
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cosine functions[59], give similar band structures to the one calculated via a honeycomb muffin-
tin potential. 
 
Figure 2.5: Model of the honeycomb potential used for calculation of AG bands.  
(a) Muffin-tin potential (red dashed line) used for the calculation of the AG energy bands. A more 
realistic potential profile (black solid line) is smoother. (b) Honeycomb muffin-tin potential. The 
red circles denote where the potential is non-zero (negative). The lattice period 𝑎 and diameter of 
the circles 2𝑟, are adjustable parameters. (c) Hexagonal Brillouin zone of honeycomb lattice. High 
symmetry points Γ, K and M are indicated, along with the reciprocal lattice vector basis, 𝐾1 and 
𝐾2. 
 
However, a more realistic potential should not have derivative discontinuities near the 
boundaries of the circles, as shown in Figure 2.5(a). Moreover, we concluded from our 
calculations that the symmetry of the potential has a much stronger impact on the resulting AG 
energy bands than the exact function representing the potential.  
 
The energy bands associated with this potential modulation are calculated by solving the 
Schrödinger equation under single-particle and effective mass approximations, using a basis of 
plane waves. The results are plotted in Figure 2.6, where two separate calculations are compared 
to show the effect of the reduction of the lattice period on the range over which the dispersion is 
linear; this increases by almost an order of magnitude when the period is reduced from 130 nm 
to 40 nm. At a temperature of 4.2 K (liquid Helium) the thermal broadening is approximately kBT 
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= 0.4 meV. In order to overcome thermal energy broadening of the energy bands and observe the 
effect of the linearity of the bands at the Dirac cones, the lattice constant must be ≤ 40 nm and the 
amplitude of the potential larger than 5 meV, so that the linear dispersion range is at least 
comparable to the thermal energy. Additional broadening effects deriving from nanofabrication 
and random distribution of ionized donors can also contribute. Therefore, the observation of AG 
Dirac physics sets very challenging conditions, both from a nanofabrication and from a 
measurement perspective. The next section is dedicated to the fabrication of the AG devices used 
in this work, which set the state-of-the-art in terms of lattice period and uniformity.  
 
Figure 2.6: Calculation of the AG energy bands.  
(a) Electron energy bands of AG with parameters a = 130 nm, r = 39 nm, V0 = -0.6 meV. (b) a = 40 
nm, r = 12 nm, V0 = -6 meV. The linear dispersion region at the Dirac cones is highlighted by red 
circles and it has significantly increased from a = 130 nm to a = 40 nm. The potential amplitude 
used in this calculation is best reflecting the actual values achieved in the experimental 
implementation, Ref. [55] for panel (a) and our own work for panel (b).  
 
2.2 Fabrication of AG in a GaAs Quantum Heterostructure 
The heterostructure used in this work, shown schematically in Figure 2.2, was designed to create 
a 2DEG confined in a 25 nm-wide one-side modulation-doped GaAs/ Al0.1Ga0.9As quantum well, 
grown by molecular beam epitaxy by Loren Pfeiffer’s group at Princeton University. The Si δ-
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doping layer is 80 nm below the surface of the sample and 30 nm above the 2DEG. The measured 
as-grown electron density was 1.8 x 1011 cm-2, and the low-temperature mobility was 3.2 x 
106 m2 Vs⁄ . A detailed account of the fabrication of the artificial honeycomb lattices[65] is reported 
in the next sections. In section 2.2.1 I present the details of different approaches for the creation 
of a mask for the dry etching of the quantum well surface. EBL at 80 kV (NanoBeam nB4) was 
used to pattern honeycomb arrays of dots in one case (section 2.2.1.1) on hydrogen silesquioxane 
(HSQ), a negative tone resist, a straightforward process for the creation of the etch mask. An 
alternative process (section 2.2.1.2) uses polymethyl-methacrylate (PMMA), a positive tone resist, 
followed by metal deposition and lift-off, to form a metallic etch mask. A variation on this last 
method is also presented in section 2.2.1.3. In section 2.2.2, I describe the process developed for 
the inductively coupled plasma reactive-ion etching (ICP-RIE), based on a gas mixture containing 
BCl3 and Argon, and finally in section 2.2.3 the results are discussed. 
 
2.2.1 Fabrication of the GaAs Etch Mask 
2.2.1.1 Direct Patterning of HSQ Resist 
Samples were spin-coated with a diluted HSQ solution (XR1541–006:methyl isobutyl ketone = 
1:1) at 4000 rpm for 45 s to produce a 50 nm-thick film. One of the samples was pretreated with 
SurPass3000 (DisChem), a waterborne cationic adhesion promoter, prior to the resist coating. 
Electron beam exposure of the resist was carried out with a beam current of 300 pA. Honeycomb 
arrays of circles with diameter 75 and 25 nm and pitch 150 and 50 nm, respectively, were exposed 
at electron doses ranging from 1000 to 2000 μC cm2⁄  in an exposure area of 50 x 50 μm2. The resist 
was developed in Microposit MF CD-26 (TMAH 2.6% aqueous solution) at room temperature for 
4 min and rinsed for 2 min in boiling ethanol. 




2.2.1.2 Patterning of PMMA, Metal Deposition and Lift-off 
For this process, a double layer resist stack of PMMA was employed. The fabrication process flow 
is illustrated in Figure 2.7. The sample was spin-coated with a 40 nm-thick film PMMA 
of molecular weight 35k, to form the bottom layer, and then baked for 5 min at 180 °C. Another 
30 nm-thick layer of 495k molecular weight PMMA was spun and baked at 180 °C for 15 min. The 
sensitivity of PMMA is higher for lower molecular weight; consequently, the bottom layer 
develops more rapidly than the top layer, causing an undercut profile to form upon development 
that facilitates the subsequent metal lift-off. The electron-beam exposure was performed with a 
beam current of 400 pA and an accelerating voltage of 80 kV. The 200 x 200 μm2 AG lattices were 
patterned by exposing honeycomb arrays of circles varying the lattice period (40, 50, 60, and 70 
nm); the diameter of the circles was varied as a function of period, and the exposure dose ranged 
between 500 and 2500 µC/cm2. The resist was developed for 60 s in a solution of methyl-isobutyl 
ketone:isopropanol (MIBK:IPA, 1:3 by volume) at 5 °C, applying ultrasonic agitation for increased 
resolution and contrast[66, 67], then rinsed in isopropyl alcohol. After the development, the 
samples underwent a 10 s oxygen plasma treatment (Diener Tetra 30 PC plasma cleaner, 0.25 
mbar, 4 sccm O2 flow, 212 V DC bias, and 300 W RF power at 13.56 MHz) meant to eliminate 
residual resist from within the developed features and terminate the surface of the sample with 
hydroxyl groups, which can aid in adhesion of the metal mask. Electron beam evaporation was 
used to deposit 2 nm Ti (adhesion layer) followed by 8 nm Au. The metal deposition was 
performed at a rate of 0.5 Å/s while maintaining the chamber pressure below 5 x 10-7 mbar 
(Angstrom EvoVac electron-beam evaporator). The lift-off of the metal was accomplished by 
soaking the sample for 12 h in Remover PG (MicroChem), solution containing N-methyl-2-
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pyrrolidone (NMP), and then spraying acetone with a syringe for complete removal of the resist 
and any metallic debris, followed by rinsing in IPA and water. 
 
 
Figure 2.7: Fabrication process flow for the creation of artificial graphene.  
(a) A PMMA bilayer resist stack is exposed by an electron beam at 80 kV accelerating voltage. The 
molecular weight of the polymer is indicated. (b) The development of the resist after exposure 
produces circular openings with an undercut profile. The metal constituting the etch mask (2 nm 
Ti plus 8 nm Au) is deposited by electron-beam evaporation perpendicular to the sample surface 
with high directionality. (c) The metal lift-off is accomplished by dissolving the resist in an NMP-
based solution. A honeycomb array of gold nano-disks is hence produced on the sample surface. 
(d) The BCl3-based ICP-RIE is performed to transfer the pattern to the substrate with high etching 
anisotropy and depth control. 
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2.2.1.3 Tilted Deposition of Metal Hard-Mask 
A variation on the previous method was developed in order to improve the lift-off conditions 
and to obtain disks with smaller diameter, as discussed in more detail in section 2.2.3. In this 
process, samples were coated with a single layer of PMMA 495k, 60 nm thick, that was exposed 
and developed as described above.  
 
 
Figure 2.8: Additional fabrication steps to facilitate the metal liftoff. 
(a) A metal hard-mask is formed on the resist by depositing a 5 nm-thick layer of Ti at 60° angle 
with the vertical, which coats the PMMA surface without entering through the openings in the 
resist. The diameter of the developed features is reduced by the metal deposited along the top rim 
of the circular openings. (b) A directional RIE with oxygen plasma is applied in order to remove 
the residual resist and produce an undercut profile for easier lift-off. In addition, the O2 plasma 
makes the surface hydrophilic, increasing the adhesion of the metal mask.  
 
After development, a 5 nm-thick layer of Ti was deposited at an angle of 60° with respect to the 
vertical (angled evaporation, Angstrom EvoVac) in order to form a metallic hard-mask on the 
surface of the resist without reaching the bottom of the developed features, as shown in Figure 
2.8. The hard-mask protects the resist during the O2 reactive-ion etching (RIE) descum (Oxford 
PlasmaLab 80 Plus ICP 65), which also renders the surface hydrophilic and increases the adhesion 
CHAPTER 2. NANOPATTERNED GaAs QUANTUM WELL: THE ARTIFICIAL GRAPHENE  
26 
 
of the deposited metal. The hard mask also helps to form an under-cut profile, which facilitates 
the lift-off. The descum was performed at 80 sccm O2 flow, chamber pressure 0.05 mbar, 60 W RF 
power at 13.56 MHz, DC bias 210 V, for 30 s. Deposition and lift-off were done as described above. 
 
2.2.2 Pattern Transfer via Reactive Ion Etching 
The honeycomb array of HSQ nano-dots or Au nano-disks was transferred to the substrate using 
ICP-RIE (Samco International RIE200iP, PRISM Micro/Nano Fabrication Laboratory at Princeton 
University). The plasma conditions were controlled by means of two independent RF power 
sources. The first RF source (RF1) was inductively coupled to the gas in the process chamber 
(13.56 MHz, maximum power 1000 W), capable of generating a high density of radicals and ions 
without applying a potential difference between the plasma and the wafer surface. The second 
RF source (RF2) induces a DC bias between the chuck and the plasma (13.56 MHz, maximum 
power 300 W), as in the case of traditional RIE, primarily affecting the ion energy. The advantages 
of using ICP etching over conventional parallel plate RIE are well documented; of particular 
importance to this work is the ability to adjust the plasma density and the ion energy separately, 
allowing for a better tuning of the degree of anisotropy of the etch. Samples were mounted on 
a silica carrier wafer with silicone-based vacuum grease, and the chuck temperature was 
maintained at 50 °C during the etch. The gas employed was a mixture of 50 sccm Ar and 5 sccm 
BCl3, which has been shown to achieve nonselective etching of GaAs/AlGaAs heterostructures 
with good degree of anisotropy[68, 69]. We independently varied the power of the two RF sources 
within the range of 50–75 W in order to optimize the vertical sidewall profile. The chamber 
pressure was set at 3.7 mTorr in all the cases, while the etch time was varied between 60 and 110 
s. Following the dry etching, it is possible to remove the gold mask by a few-second immersion 
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in a TFA gold etchant solution (Transene Company, Inc.) at room temperature. This does not alter 
the patterned surface; nevertheless, the presence of the gold nano-disks on top of the etched 
pillars is not expected to have an observable effect on the electron density modulation of the 
2DEG and the surface state filling mechanism, since the density of states of these gold 
nanoparticles at the chemical potential is very low due to their small size and the electron 
confinement. 
 
Additional etching optimization was performed using another ICP RIE system, an Oxford 
PlasmaPro System 100 Cobra, at CUNY ASRC nanofabrication facility in New York City. The goal 
was to explore a wider range of etching recipes and their effect on the sidewall profile. For this 
purpose, standard GaAs samples were employed, which in terms of etching, behave equivalently 
to the QW heterostructures (Al0.1Ga0.9As etches at slightly slower rate than GaAs). After adjusting 
the parameters to produce similar etching profiles to the ones achieved using the Samco RIE200iP, 
the chamber pressure was varied between 4 and 8 mTorr, the BCl3 flow rate between 5 and 25 
sccm, the RF1 power (ICP) between 50 and 200 W, the RF2 power (DC bias) between 25 and 100 
W, and the etching time between 40 and 150 s. The other parameters were kept constant, that is 
the substrate temperature of 40 °C and the Argon flow rate of 50 sccm. In the next section 2.2.3 
the result of the etching under these different conditions will be thoroughly discussed.  
 
2.2.3 Results and Discussion 
The first approach, based on the use of HSQ, was limited by poor resist adhesion to the substrate. 
As displayed in Figure 2.9, reasonably good adhesion could be achieved in the case of a 150 nm 
period honeycomb array of HSQ nano-dots with 75 nm diameter when a cationic adhesion 
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promoter was used. However, when the lattice period and the dot diameter were reduced to 50 
and 25 nm, respectively, resist adhesion failure increased, and only overdosed dots remained on 
the sample surface without being moved or washed away during the resist development, as 
shown in Figure 2.9(c),(d). The inability to maintain robust adhesion with the smaller diameter 
dots rendered this method unusable for reaching the lattice scale required to create artificial 
graphene.  
 
Figure 2.9: Honeycomb arrays of HSQ nano-posts. 
(a) Missing or misplaced sites due to poor adhesion to the substrate. The pitch is 150 nm and the 
posts diameter 75 nm. (b) Array with same parameters as in (a) on a substrate treated with the 
adhesion promoter Surpass 3000. (c) Honeycomb array with 50 nm lattice period and 25 nm nano-
post diameter, on a substrate treated with adhesion promoter. Adhesion failure causes several 
defects. (d) Overexposed array with same parameters as in (c). 
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The second method, which creates a metallic etch mask via lift-off, was shown to be capable of 
achieving honeycomb lattices with period as small as 40 nm and with excellent uniformity. Figure 
2.10 shows representative SEM micrographs of Au masks with lattice period 50 and 70 nm and 
different disk diameters. The ability to vary the disk diameter is critical for optimal tuning of the 
honeycomb potential that generates the artificial graphene.  
 
Figure 2.10: SEM micrographs of honeycomb arrays of Au nano-disks constituting the mask. 
(a) Fifty nanometer period and 40 nm diameter, (b) 70 nm period and 60 nm diameter, (c) 50 nm 
period and 25 nm diameter, and (d) 70 nm period and 35 nm diameter. Lower magnification 
images in (e) and (f) show defect-free arrays with excellent uniformity over tens of unit cells for 
40 and 50 nm period, respectively. Inset: low magnification image of the entire 200 x 200 μm2 
array. 
 
Moreover, in reducing the scale, it is essential to maintain a high lattice uniformity, i.e., 
homogeneous disk diameter and lattice period, as well to avoid lattice defects, such as missing or 
misplaced sites. Lower magnification SEM images of honeycomb lattices with 40 and 50 nm 
period can be seen in panels (e) and (f), respectively, for which these requirements are met over 
dozens of unit cells. We note that the achievement of high-resolution and uniform arrays over 
large areas (up to 200 x 200 µm2 in this work) by EBL and lift-off becomes increasingly challenging 
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as the feature size and period are decreased. This is especially true for high atomic number 
substrates such as GaAs (average Z = 32), where the electron backscattering intensity is ~40% 
higher that on Si[70]. The fabrication process developed in this work is both high resolution and 
low contrast, enabling the achievement of uniform honeycomb lattices with periods as small as 
40 nm[65], as shown in Figure 2.11.  
 
Figure 2.11: Honeycomb lattices before etching of 40 nm period.  
(a) Honeycomb array of Au nano-disks of 40 nm period, the smallest realized on GaAs 
heterostructures to date. (b) False color micrograph of a detail of another 40 nm-period lattice with 
disks of wider diameter (~ 35 nm). (c) AG of 40 nm period after etching. This result represents the 
state-of-the-art in terms of resolution.  
 
After etching, the samples were examined in a Hitachi S-4700 SEM, at 65° tilt angle, acceleration 
voltage 20 kV and current 10 µA. The two AG lattices shown in Figure 2.12 had identically 
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patterned hard-masks but were etched with two different processes using the Samco RIE200iP at 
Princeton University, as described above in section 2.2.2. One can see how the lattice in panel (a), 
which underwent an etch with higher ICP RF power (75 W) and lower bias-inducing RF power 
(50 W), presents evidence of lateral etching, resulting in the collapse of some pillars.  
 
Figure 2.12: Etch optimization with Samco RIE200iP. 
SEM micrographs (65° tilt) of AG lattices with 50 nm period for different etch conditions (disk 
diameter ~ 20 nm; pillar height ~ 60 nm. Gas mixture: 50 sccm Ar, 5 sccm BCl3; chamber pressure 
= 3.7 mTorr). (a) RF power (RF2) = 50 W; ICP RF power (RF1) = 75 W. (b) RF2 = 75 W; RF1 = 50 
W. 
 
Modification of the process leads to an optimal combination of ICP and bias-inducing RF powers 
(50 and 75 W, respectively), which resulted in straighter sidewalls as shown in panel (b). The 
increase of the physical bombardment due to the higher ion energy, and the reduced chemical 
etching due to a lower plasma density, did not significantly alter the selectivity of the RIE process; 
in fact, in both cases, the gold nano-disks are still observable as brighter dots on top of the etched 
pillars. It is worth noting that in all cases, we observed an apparent reduction in the diameter of 
the metallic nano-disks overlying each pillar following the etch. This may be attributable to the 
physical bombardment by the ions. SEM images of AG are presented in Figure 2.13, which shows 
50 nm period AG lattices patterned for different etching times, from 50 to 130 s, using the 
optimized etch process. 




Figure 2.13: SEM images (65° tilt) of AG with 50 nm period for different etch times.  
(a) Fifty seconds (etch depth = 30 nm); (b) 80 s (etch depth = 42 nm); (c) 100 s (etch depth = 50 nm); 
(d) 110 s (etch depth = 62 nm); (e) 120 s (etch depth = 72 nm); (f) 130 s (etch depth = 78 nm). The 
metal mask is still present and this was taken into account for the evaluation of the depth of the 
etch. The sidewall profile is almost vertical in all cases.  
 
The height of the pillars determines the intensity of the effective periodic potential and the final 
degree of modulation of the electron density of the 2DEG as described above; therefore, it is 
CHAPTER 2. NANOPATTERNED GaAs QUANTUM WELL: THE ARTIFICIAL GRAPHENE  
33 
 
critical to control the etch depth with nanometer accuracy. For 120 s etch time, shown in panel 
(e), the measured depth was ~ 72 nm, only 8 nm above the Si δ-doping layer. This should give 
the strongest potential modulation and well-defined AG minibands with linear dispersion. The 
verticality of the etch profile decreases with increasing etch time; nevertheless, the mechanical 
stability of the pillars appears to be unaffected. We observed that the etching process, despite 
maintaining constant parameters, would result in slightly different etching profiles from one day 
to another. This sort of variability is typical of RIE systems which are used for different type of 
chemistries by various users, such as the ones in a university. On some occasions, these day-to-
day variations played a positive role, such as the particularly vertical etching profile shown in 
Figure 2.14. 
 
Figure 2.14: Anisotropic etching profile in 50 nm-period AG. 
(a) SEM micrograph of an extremely uniform AG of 50 nm lattice period, realized using a metallic 
mask and the optimized etching process performed with Samco RIE200iP. (b) High magnification 
image showing the very high degree of etching anisotropy which results in almost perfectly 
vertical pillar sidewalls. 
 
The additional etching optimization performed with the Oxford PlasmaPro System 100 Cobra is 
summarized in Figure 2.15. First, it is evident from the SEM images that the range of parameters 
explored with these tests produces a pillar profile that results from a much weaker chemical 
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etching and stronger physical sputtering with respect to the Samco. In fact, in the majority of the 
cases one can observe a conical pillar profile and the etching of the metallic disks on top of the 
pillars is more noticeable.  
 
Figure 2.15: Further etch optimization with Oxford PlasmaPro System 100 Cobra. 
Variations of the etching protocol have been tested. The color of the entry in the table is associated 
with the correspondent SEM micrograph showing the resulting AG pattern.  
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The SEM images at the bottom of the figure are representative SEM micrographs color coded to 
associate them to the related etching recipe. It is clear how by increasing the BCl3 flow rate, 
decreasing the RF power and increasing the ICP power, the etching profile becomes more vertical, 
reaching the same shape of the most anisotropic profile shown in Figure 2.14. 
  
As noted above, the challenges related to electron scattering (proximity effects) and the reliability 
of the lift-off can be managed using the hard mask method described in 2.2.1.3. The hard mask 
process allows a slight underexposure of the honeycomb pattern, resulting in minimal 
broadening of the features, increasing the process window and the ultimate resolution achievable. 
The O2 plasma etching process produces an undercut in the resist that eases the lift-off. 
Furthermore, the complete removal of the resist residue and the hydrophilization of the surface 
facilitate the adhesion of the metal, promoting defect-free arrays with excellent long range order. 
A disadvantage of the hard mask method is an increase in the edge roughness of the metal nano-
disks, resulting from the irregularity of the grains of the metal coating the edges of the developed 
resist features. This can affect the uniformity of the lattice, as can be seen in Figure 2.16 for a 50 
nm period array. A possible way to improve on this aspect is to anneal the sample, causing each 
metal disk to melt and form a smoother droplet, as displayed in panel (b) and (c), in which case 
the annealing has been performed on a hot plate at 450 °C for 2 h. An additional consequence of 
the use of a metal hard mask and high temperature annealing is that the nano-disks are smaller. 
The hard-mask in fact narrows the diameter of the apertures, and the annealing turns disks into 
nanoparticles, shrinking their in-plane cross section. This method can be used to achieve very 
narrow pillars, as can be seen in panel (d), where the average width is about 10 nm, with an aspect 
ratio of more than 5. 




Figure 2.16: AG realized with the hard-mask method. 
(a) SEM image of a 50 nm-pitch honeycomb array of gold nano-disks obtained using the metal 
hard-mask method. (b) The same sample after annealing at 450 °C for 2 h. The edge roughness of 
the Au disks noticeably improves. (c) Detail of the mask after annealing. The disk diameter is 
approximately 15 nm. (d) The resulting AG lattice after a 50 nm-deep etch with the optimized 
process (the metal mask is still present). The average width of the pillars is ~ 10 nm, resulting in 
an aspect ratio of 5. 
 
2.3 Low-Temperature Spectroscopy of AG Electronic States  
The AG devices in this work have been studied using optical techniques at low temperature. The 
most heavily utilized of these techniques was a type of spectroscopy known as resonant inelastic 
light scattering (RILS), which provides a means to probe a variety of fundamental properties of 
condensed matter systems. It originates from the more popular term ‘Raman scattering’, which 
traditionally refers to the inelastic light scattering by optical phonons in crystals or by molecular 
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vibrations[71]. In this thesis, inelastic light scattering is caused by excitations of electrons in the 
2DEG system, and the term ‘resonant’ denotes specific conditions satisfied by the physical process 
involved in those excitations. A history and basic theory of light scattering can be found in 
Ref.[72].  
 
2.3.1 Basics of Resonant Inelastic Light Scattering   
Inelastic light scattering consists of the transfer of a certain amount of energy and momentum 
from light to matter through the electromagnetic interaction between the incident photons with 
the electrons or atoms in the solid. There can be various types of interactions involving different 
phenomena (lattice vibrations, collective electronic excitations, spin-flip processes, etc.). 
Generally, the incoming photon in a state with given energy, wave vector and polarization 
(𝜔𝑖, 𝒌𝒊, ê𝒊) is scattered by the system under study in a new state (𝜔𝑠, 𝒌𝒔, ê𝒔). The transfer of a certain 
energy and quasi-momentum to the system is due to the creation or annihilation of an elementary 
excitation. Inelastic light scattering processes are based on conservation of energy and, in systems 
governed by a translationally invariant Hamiltonian, of quasi-momentum. This yields: 
𝜔𝑠 = 𝜔𝑖 ± 𝜔 
𝒌𝒔 = 𝒌𝒊 ± 𝒒 
where ħ𝜔 and ħ𝒒 are the energy and the quasi-momentum of the elementary excitation 
annihilated (positive sign, anti-Stokes process) or created (negative sign, Stokes process) in the 
process. The conservation of wavevector is valid only in three dimensional translationally 
invariant systems. In our case we are dealing with a quantum well, i.e. a 2D electron system, and 
only the in-plane projection of the wave-vector is conserved. 
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The microscopic treatment of the general Raman scattering process is based on time dependent 
perturbation theory and Fermi’s golden rule[72]. The starting point is to consider simultaneously 
all the different processes that lead to the absorption of the incoming photon and the re-emission 
of the scattered photon with lower energy (Stokes process). 
 
In order to do that, we have to consider a global state that describes the quantum system in its 
whole, including the initial photon, the electron-hole pair created by photon absorption, the 
elementary excitation in the system and finally the outgoing photon deriving from the 
recombination of the electron-hole pair. According to this scheme, the absorption of the incident 
photon by the semiconductor creates an electron-hole pair which scatters to a new state after 
interacting with an elementary excitation and eventually recombines, emitting the scattered 
photon. The process occurs according to a definite probability (or scattering cross section) that 
depends not only on the number of the various equivalent processes leading to the final state, but 
also on the band structure of the host material in which the electrons reside. As the inelastic light 
scattering process simultaneously involves more than one interaction, the expression of the 
intensity of the scattered light, which is proportional to the scattering cross section, is given at 
least by a second order time dependent perturbative calculation (third order in the case of spin-












where |𝐼⟩, |𝑙⟩ and |𝐹⟩, are the initial, intermediate and final states  of the system, 𝜔𝑖 and 𝜔𝑙 
are the energies of the initial and intermediate stares respectively, and 𝐻𝑖𝑛𝑡 is the interaction 
Hamiltonian given by the expression: 
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𝐻𝑖𝑛𝑡 =  
𝑒
2𝑚∗𝑐
(𝒑 ∙ 𝑨 + 𝑨 ∙ 𝒑), 
This represents the interaction between the electromagnetic radiation (photon) and the electrons 
in the solid. The equation on the right, which describes third order scattering processes, contains 
the electron-phonon interaction Hamiltonian 𝐻𝑒−𝑝ℎ, which determines the emission or absorption 
of a phonon in the crystal. As mentioned earlier, third order processes could also involve 
electronic elementary excitations, which would be described using the electron-electron 
interaction Hamiltonian 𝐻𝑒−𝑒. A more detailed explanation of the physics of inelastic light 
scattering is beyond the scope of this thesis. However, what is important to take away from the 
perturbative equations above is the fact that the scattering signal intensity presents resonances 
whenever the denominator tends to zero, which happens when either the incident or the scattered 
photon energy matches the energy difference between real states (incoming resonance or 
outgoing resonance respectively).  
 
In 1978, Burstein and Pinczuk proposed that resonant enhancement should make light scattering 
sensitive enough to observe electronic excitations of 2DEG with densities about 1011 cm-2. Soon 
after this proposal, experimental observations of intersubband excitations of 2DEG were reported 
by Pinczuk et al.[73] and Abstreiter and Ploog[74] using resonant enhancement. RILS 
spectroscopy in 2D systems is a powerful technique because allows one to distinguish between 
collective excitations (charge and spin) and single-particle excitations. This facilitates the 
determination of the energy level structure and electron-electron interaction energy which are of 
key interests in these systems. In addition, it can access modes that are extremely weak for other 
techniques to detect, such as transmission or absorption. 
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Figure 2.17 shows the light scattering processes for intersubband and intrasubband excitations in 
2DEG in GaAs. These inelastic light scattering processes are described by second-order 
perturbation theory, and can be understood as two-step processes. In step one, the incident 
photon of energy ħωL excites an electron from the valence band (VB) to a conduction band (CB) 
state above the Fermi level, leaving a hole in the valence band. In step two, an electron from a 
conduction band state below the Fermi level recombines with the hole emitting a scattered photon 
ħωS. In the case of intersubband excitations, these two steps involve different conduction 
subbands, whereas intrasubband excitations interest states belonging to the same subband. The 
energy difference between the incoming and outgoing photons is equal to the energy difference 
between the states in CB involved in the process.  
 
Figure 2.17: Schematics of transitions related to intersubband and intrasubband excitations.   
(a) Intersubband: step 1 involves the absorption of the incident photon ωL and the creation an 
electron-hole pair. The electron is excited to an empty state in CB2 above the Fermi level. In step 2 
of the process, an electron from an occupied state in CB1 recombines with the hole in valence band 
emitting a photon ωS. (b) Intrasubband: as in (a) with the difference that the electron states belong 
to the same QW subband. Exchange of momentum 𝒒 in this last case can be required.  
 
The experimental apparatus for RILS measurements is schematically illustrated in Figure 2.18. 
The samples are mounted in an optical cryostat operated at temperatures in the range of 2-10 K. 
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They are attached to a cold copper finger via rubber cement and are in direct contact with helium 
gas or liquid. A back-scattering configuration is adopted, and 𝜃 denotes the angle between the 
incident/scattered photon and the normal to the sample surface. A small angular tilt (~ 6°) with 
respect to the perpendicular to the sample can be very useful to reduce stray light in the RILS 
spectra.  
 
Figure 2.18: Schematics of the experimental apparatus for RILS measurements.  
The light from a tunable Ti:sapphire laser is directed onto the sample which is placed inside a 
Helium4 cryostat with optical access. The backscattered light is collected by a lens and directed 
towards a spectrometer and a liquid nitrogen cooled CCD.  
 
A tunable Ti:sapphire laser provides a coherent light source, with a line width < 30 µeV wide. It 
is optically pumped by an argon ion laser at 488 nm and has emission range (740 nm - 850 nm) 
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covering the fundamental optical gap of GaAs QW (800 nm - 820 nm). The emission of Ti:sapphire 
laser is linearly polarized and is rotated by a polarization rotator to be either parallel (polarized) 
or perpendicular (depolarized) to the scattered light. The incident laser light is focused onto the 
sample using a spherical lens (with focal length of 20 cm) to a spot of around 100 µm diameter. 
The typical power used for RILS measurements is 1 mW to avoid heating of electron gas at 4 K. 
The scattered light is collected by one lens (with focal length of 8.5 cm) to be focused onto the 
entrance slits of spectrometer. The light scattered from the sample is dispersed by an 85 cm-
double-grating spectrometer (Spex 1404) which has holographic master gratings that minimize 
the stray light. Finally, the scattered light is collected by a liquid nitrogen cooled CCD with 
2048x512 pixels of 13.5 µm pixel size (Spectrum One from Horiba). The combined resolution of 
the system, with 30 µm entrance slit width, is 16 µeV. The response of the spectrometer is linearly 
polarized, so that scattered light can be acquired parallel or perpendicular to the polarization of 
the incident light. 
 
In order to recognize RILS signal and distinguish it from regular photoluminescence (PL), it is 
necessary to vary the laser energy and plot the spectra as a function of the energy shift from the 
laser. In Figure 2.19 this concept is clearly explained. Two spectra have been acquired at slightly 
different laser energy and plotted on the same graph. The y-axis reports the intensity of the 
scattered light, the energy of which is reported on the x-axis. In panel (a) the energy scale is 
absolute and the same for both spectra while in panel (b) the x-axis reports the energy shift from 
the laser energy. When the energy scale is fixed, the broad luminescence peak falls at the same x-
coordinate for both spectra, whereas the narrow Raman signal moves together with the laser. On 
the contrary, when plotted with respect to the energy shift from the laser, the RILS signal remains 
fixed at the same x-coordinate (which represents the energy difference between initial and final 
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state, or, in the case of third order processes, the energy of the elementary excitation in the solid), 
while the PL shifts. This analysis thus allows to clearly distinguish RILS from the PL signal.  
 
Figure 2.19: Example of RILS and PL spectra.  
(a) When different spectra are plotted in absolute energy scale, the PL signal occurs at a fixed 
energy, while RILS is 'hooked' to the laser energy, and appears to shift. (b) When the spectra are 
plotted with respect to the energy shift from the laser, RILS is fixed while PL moves. 
 
2.3.2 Intersubband Excitations 
The previous sections provide all the ingredients essential to understand the data presented in 
this section and the next. As explained in detail above, we recently demonstrated AG lattices in 
nanopatterned GaAs QWs with lattice constants as small as 40 nm[65], which is the current state 
of the art. We have used these to explore the formation of AG electron bands in small period 
honeycomb lattices. Here we discuss the RILS data which shows evidence of AG electron band 
structures in the spectra of intersubband transitions. The spectra reveal peaks which are 
interpreted as combined electronic transitions between the first two conduction subbands of the 
quantum well confinement with a change in the AG band index. Those transitions are well 
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explained by a calculation of the joint density of states (JDOS) in a fashion that reflects the 
underlying honeycomb lattice topology.  
 
The data presented in this section and the next was acquired on the QW heterostructure described 
in the first paragraph of section 2.2 and has been published if Ref. [75]. The AG nanopattern was 
created using the metal mask method described in section 2.2.1.2, while the approximately 70 nm-
deep etch was performed using Samco RIE200iP. A SEM micrograph of the 40 and 50 nm-period 
AG devices used for these measurements is shown in Figure 2.20. 
 
Figure 2.20: SEM images of the AG devices measured with RILS.  
AG lattices with 40 nm period (a) and 50 nm period (b), etched using Samco RIE200iP with RF2 = 
75 W and RF1 = 50 W, for 110 s resulting in approximately 70 nm-deep etch. The sidewall profile 
presents a certain degree of undercut, which falls within the range of variability of the etching 
process.  
 
RILS spectra of intersubband excitations of the AG pattern with a = 40 nm, shown in Figure 2.21, 
display an intense peak at 20.9 meV, denoted by E01, accompanied by several weaker satellite 
peaks. The peak E01 is present in both polarizations and thus is interpreted as the single particle 
transition between the first two subbands of the QW confinement. The satellite peaks, only visible 
on the patterned AG sample, are interpreted in terms of combined transitions between subbands of 
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QW confinement and electron states created by the periodic potential of the AG lattice, as 
schematically shown in panel (c). In these combined transitions, the change in the AG band index 
provides insight into the physics associated with honeycomb topology.  
 
Figure 2.21: RILS spectra of intersubband transitions involving AG bands.  
(a) Cross and (b) parallel polarization configurations for RILS spectra from the a = 40 nm pattern, 
the incident photon energies are indicated. The peaks are interpreted as transitions between 
subbands indicated in (c), the band structure calculated with parameters a = 40 nm, r = 8.0 nm, V0 
= -6.1 meV, Fermi energy EF = 2.7 meV. The vertical lines indicate transitions between subbands. 
The combined intersubband transitions with change of subband and AG band are indicated in 
blue and red. 
 
In a simplified description, the RILS spectra in Figure 2.21(a, b) are interpreted as proportional to 
the joint density of states (JDOS) for combined intersubband transitions with AG band index 
change, such as those shown in Figure 2.21(c). The JDOS calculation includes different possible 
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transitions in the energy range close to E01 and consists of both red-shifted and blue-shifted 
transitions. The calculation of the JDOS is based on the band structures shown in panel (c) and 
does not take into account the energy dependence of RILS matrix element. The parameters in the 
calculation r, V0 and the Fermi energy EF, are first estimated from experiment and then slightly 
adjusted for the best fit of the JDOS (for details see supplementary information of Ref.[75]). The 
JDOS is broadened by a Gaussian function with full width at half maximum (FWHM) of 0.2 meV. 
This Gaussian broadening smoothens the JDOS, but it does not change peak positions or overall 
shape of JDOS. The FWHM of broadening used here (0.2 meV) considers the spectrometer 
resolution used in RILS and the small variations of the pattern morphology.  
 
This simplified model provides a rather good interpretation of the satellite peaks. To identify the 
energies of the satellite peaks ER
1, EB
1 and EB
2, we fit the spectra with multiple Lorentzian peaks. 
The results of the fit are shown in Figure 2.22. The calculated JDOS has maxima at energies that 
overlap with those of the satellite peaks. The strong peak of JDOS at E01 arises from transitions 
between subbands with same AG band index (such as transitions from c00 to c10 and from c01 to 
c11), which involves parallel bands with a high JDOS. The red-shifted satellites ER
1 and ER
2 arise 
from transitions between c01 and c10 while the blue-shifted satellites EB
1 and EB
1 from transitions 
between c01 and c12. The shaded area ER
2 of the JDOS in Figure 2.22 overlaps the RILS signal seen 
at lower excitation energy in Figure 2.21(a). Results from the pattern with a = 50 nm are shown in 
Figure 2.22(b). The red-shifted peak ER
1,2 is resolved at lower incident photon energy while the 
blue-shifted peak EB
1,2 is resolved at higher photon energy. The smaller energy scale here, due to 
the larger lattice constant, results in more narrowly spaced features in the JDOS and single 
broader RILS satellite peaks ER
1,2 and EB
1,2 rather than separate peaks seen for the a = 40 nm pattern. 
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The results demonstrate the impact of the lattice constant on AG band structures. Intersubband 
excitations from states near the Dirac point are currently not resolved due to their overlap with 
the strong main peak E01 of the RILS spectra.  
 
Figure 2.22: Analysis of RILS spectra of intersubband excitations of AG.  
The JDOS (bottom curves) derives from the calculation of the AG bands for 40 and 50 nm period. 
(a) Lorentzian fit to the RILS spectra for both cross and parallel polarization. The central peak, 
shown in black, is rescaled for clarity. The peak positions in the RILS spectra (top curves) agree 
with the peaks observed in the JDOS. Combined intersubband transitions are shown in blue and 
red. The shaded area is discussed in the text. The parameters used for calculation of JDOS are a = 
40 nm, r = 8.0 nm, V0 = -6.1 meV, EF = 2.7 meV. (b) RILS spectra of intersubband transitions for the 
a = 50 nm, the incident photon energies are indicated. The blue and red curves in the JDOS have 
maxima at energies which overlap the positions of the measured combined intersubband 
transitions. The parameters used for the calculation of JDOS are a = 50 nm, r = 8.5 nm, V0 = -6.4 
meV, EF = 1.7 meV. 
 
2.3.3 Inter-AG-bands Transitions 
Direct transitions between AG bands within the same QW subband are also found in the RILS 
spectra of low-lying excitations. Transitions involving states in the vicinity of the Dirac cones are 
discussed in this section. RILS spectra of low-energy excitations from the AG lattice with a = 50 
nm are shown in Figure 2.23(a). The light scattering signal overlaps with relatively weak PL, 
which is due to the optical emission between Fermi level and light hole states and provides an 
outgoing resonance mechanism. To extract the line shapes of the low-lying excitations, the weak  




Figure 2.23: Spectra of inter-AG-band transitions from a 50 nm period AG lattice.  
(a) Spectra of low-lying excitations at different incident photon energies ħ𝜔𝐿. The RILS signal 
overlaps with the PL background. (b) Subtraction of the background PL (red) reveals the RILS 
signal (blue). (c) RILS spectra for different incident photon energies after the removal of the PL 
background. Two peaks are identified at EL = 0.85 meV and EH = 1.3 meV. The calculated JDOS of 
the inter-AG-band transitions between the c01 and c02 bands is in agreement with the observed 
spectra. The different contributions to the JDOS are explained in (d). (d) Illustration of the 
electronic transitions associated with the observed RILS spectra. The AG bands are calculated with 
a = 50 nm, r = 8.5 nm, V0 = - 6.4 meV. The Fermi energy used in the calculation of the JDOS is 1.7 
meV. The linear dispersion in c00 and c01 bands is highlighted by a dashed circle. Three regions of 
the reciprocal space are identified with different colors in (d), and the transitions in each region 
are related to the corresponding energy range of the JDOS in (c). 
 
PL is subtracted as shown in panel (b). Typical spectra after removal of the PL are shown in panel 
(c), where a clearly identifiable narrow peak (FWHM ≈ 0.21 meV) near 0.85 meV is labeled as EL 




1 in Figure 2.21). A weaker and broader peak located near 1.3 meV is labeled as EH 
(similar to EB
2 in Figure 2.21). These RILS spectra are interpreted as arising from transitions 
between states belonging to different AG energy bands, specifically from the band c01 to the band 
c02, indicated in panel (d). Low-lying excitations from the AG lattice with a = 40 nm is not available  
due to the deterioration of samples after exposure to air. RILS spectra of the inter-AG-bands 
transitions, are expected to be proportional to the JDOS for vertical transitions. The calculated 
JDOS peak shown in panel (c), which very precisely overlaps the peak EL, is largely due to 
transitions in the regions of the wave vector space marked as 1 and 2 in (c) and (d). This agreement 
indicates that disorder-induced broadening plays a minor role, a crucial condition for the 
appearance of MDFs. In region 1, the c01 and c02 bands are nearly parallel, which results in a 
maximum in the JDOS. Transitions in region 2 of the JDOS are from the Dirac cones formed at 
the K and K' points. Transitions in region 3 derive from around the M point in the BZ where the 
c01 and c02 bands have fairly different k-dispersion, generating the broader peak EH. The excellent 
agreement between the RILS spectra and the calculated JDOS constitutes evidence of the energy-
dispersion of the AG bands formed under the periodic potential generated by the fabricated nano-
patterns. In fact, the peaks EL and EH in Figure 2.23 occur in combined intersubband transitions 
EB
1,2 in Figure 2.22. The red shifted satellite peaks in intersubband transitions ER
1,2 are not allowed 
in this low-lying excitations because they take place from higher AG band index to lower AG 
band index. The consistent interpretation of the intersubband and inter-AG-band transitions 
spectra, reinforces the conclusion that we have found evidence of AG minibands.  
 
Transitions from region 2 are of particular interest since they originate from the portion of the 
reciprocal lattice Brillouin zone near the K and K' points, where MDFs are formed. In order to 
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gain further insight into the contribution from transitions within this region to the EL peak, we 
take advantage of the resonance enhancement of RILS, shown in Figure 2.24.  
 
Figure 2.24: Dependence of RILS on incident photon energy.  
(a) RILS spectra at two different incident photon energies as labeled (in meV). The inset shows 
vertical (Δk = 0) and non-vertical (Δk ≠ 0) transitions between the c01 and c02 AG bands. The upper 
spectrum taken at ħ𝜔𝐿 =  𝐸𝐿
𝑅  (see inset to (b)) largely derives from transitions close to the K and 
K’ points. It shows an asymmetric EL peak with a sharp cutoff on the high-energy side. The 
contribution to the JDOS from transitions near the K and K’ points (red curve) accurately describes 
the line shape of the high-energy cutoff due to the vanishing DOS at the Dirac point. The signal at 
lower energy (gray area) can be explained by non-vertical transitions due to residual disorder (see 
the inset). The lower spectrum, taken at higher incident photon energy, shows peaks at EL and EH, 
interpreted with the JDOS (in red) with contributions from a larger range of k space (regions 1, 2 
and 3 in Figure 2.23(c-d)). (b) Integrated intensities of the EL and EH peaks as a function of ħ𝜔𝐿 
showing maxima at 𝐸𝐿
𝑅 and 𝐸𝐻
𝑅 . Inset: band diagram (not to scale) showing transitions from the 
valence band (v) to the conduction bands produced by the AG potential that explains the observed 
resonant enhancement maxima at 𝐸𝐿
𝑅  and 𝐸𝐻
𝑅 as a function of the incident photon energy. 
 
At lower incident photon energy, the asymmetric EL peak is dominant, as seen in the upper 
spectrum in panel (a). Region 2 transitions occur at the high-energy cutoff of the EL peak, resulting 
from the resonantly enhanced transitions around the Dirac points as shown in the inset of panel 
(b), and due to the singularity of the JDOS at the Dirac cone. The low-energy tail of the EL peak 
(grey area) likely arises from non-vertical transitions due to the impact of residual disorder as 
indicated in the inset of panel (a). 
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2.4 Summary and Outlook 
This work represents the first observation of a graphene-like band structure in an artificial 
semiconductor lattice. The artificial graphene structures are created by a nanofabricated lattice 
superimposed on a 2DEG hosted by a GaAs QW. At a sufficiently small (40-50 nm) lattice period, 
our artificial graphene structure produces a honeycomb potential with long-range uniformity, 
allowing, for the first time, for an energy range of the resulting band structure large enough to 
overcome both thermal and disorder-induced broadenings. RILS measurements reveal electronic 
transitions that are not present in an unpatterned GaAs QW. These transitions are well explained 
by the joint density of states derived from the calculated graphene-like band structure with 
linearly-dispersed bands created by the honeycomb potential. The observed transitions are thus 
related to the presence of Dirac bands and provide evidence of massless Dirac fermions in an 
artificial semiconductor lattice. The ability to reproduce the electronic structure of graphene in an 
engineered system provides a new condensed-matter platform for the studies of quasiparticles 
with relativistic-like dispersion and of topological protection in the presence of a large spin-orbit 
coupling. Our achievement of small-period artificial graphene lattices in a semiconductor system 
opens highly tunable pathways for the exploration of fundamental condensed matter science. In 
the following section I present some developments of the device and additional measurements 
that can be realized in the near future to push further the understanding of MDFs in nano-
engineered semiconductors.  
 
2.4.1 Reducing the Period of AG Lattice 
The achievement of AG lattices of 40 nm period is the current limit attainable with the fabrication 
process described in section 2.2.1. Further improvement is possible, but significant changes to the 
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fabrication methodology and equipment will likely be required. An alternate way to significantly 
reduce the lattice period while maintaining the backbone of the fabrication process is to design 
antidots arranged in triangular lattice[59]. The idea is simple: instead of designing a mask 
consisting of metal nano-disks at the vertexes of a honeycomb lattice, obtained by metal 
deposition and lift-off, we could pattern a triangular lattice of antidots by exposing the resist at 
the center of the hexagons, and using the unexposed resist after development as an etch mask. 
This approach, aside from being easier to implement as it requires simpler lithography, free from 
demanding lift-off requirements, is also the key to a remarkable √3 = 1.7 reduction factor of the 
lattice period. In fact, as displayed in Figure 2.25, the distance between nearest neighboring 
apertures in the resist (white circles) is equal to √3𝑎, where 𝑎 is the side of the hexagon in the 
resulting honeycomb lattice. The red regions in panel (a) and (c) represent the etch mask, whereas 
the white regions are etched parts of the sample. For example, a honeycomb lattice with a = 40 
nm is achieved when the corresponding antidot lattice has a period of 69 nm, which is much 
larger than the current fabrication limits.  
 
Figure 2.25(b, d) display the band structure of a 40 nm-period honeycomb lattice of dots and 40 
nm-period triangular antidot lattice. Clearly the bands of the two configurations are extremely 
similar, if not identical, the only difference being that the energy dispersion for the antidot lattice 
is much larger. The energy range of the linear dispersion for the 40 nm-period antidot lattice 
(equivalent honeycomb lattice period a = 23 nm) is more than 3 times larger than that of the 40 
nm-period honeycomb lattice, reaching a value of ≈ 1.5 meV.  
 




Figure 2.25: Comparison of honeycomb lattice dots and triangular antidot lattice. 
(a)(c) Show the etch mask (red regions) of honeycomb lattice dots and triangular lattice antidots 
respectively. The antidot lattice of period 𝑎 produces a honeycomb lattice of period 𝑎 √3⁄ , which 
allows for the achievement of < 30 nm-period AG. (b)(d) Calculated AG bands for the honeycomb 
lattice and triangular antidot lattice with parameters: (b) a = 40 nm, V0 = -6 meV, ratio = 0.20 (d) a 
= 40 nm, V0 = -10 meV, ratio = 0.20. The energy range of the linear dispersion for the 40 nm-period 
antidot lattice is more than 3 times larger than that of the 40 nm-period honeycomb lattice.  
 
2.4.2 Fermi Level Adjustment Via a Gate 
The ability to tune the Fermi level acting on the electronic density in the quantum well allows the 
study of how the resonant inelastic light scattering (RILS) spectra evolve as a function of the 
occupation of the bands. This constitutes a direct means to probe the linearly dispersed bands 
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expected around the Dirac cones, providing a more detailed and comprehensive study of the 
band dispersion and the electronic states induced by the honeycomb artificial lattice. In Figure 
2.26 are reported three possible situations that can be prepared by tuning the Fermi level. 
 
Figure 2.26: Fermi level tuning and effect on the JDOS.  
(a) Calculated AG bands with parameters a = 40 nm, r = 11 nm, V0 = -6.0 meV. Electronic 
transitions between bands are indicated by labelled black vertical arrows. The horizontal dashed 
line marks the Fermi level EF, at 2.7 meV above the bottom of the first AG band. The Fermi level 
is adjusted to 1.0 meV (b) and 1.5 meV (c). (d) The JDOS was calculated over the whole two-
dimensional hexagonal Brillouin zone, including a small Gaussian broadening (FWHM = 0.05 
meV). Peaks arise from the contribution of specific band to band transitions. When the Fermi level 
is set above the cone apex (at 1.5 meV), transitions from the second to the third band are possible, 
introducing a peak at lower energy otherwise absent if EF < 1.5 meV, like in (e) and (f). The JDOS 
curve when EF= 1.5 meV (Fermi level crosses the cone apex) goes linearly to zero due to the 
linearity of the bands. 
 
The calculation of the AG bands and the joint density of states (JDOS) of electronic transitions 
among the bands has been performed as described in Ref. [75] for a 40 nm period artificial lattice. 
From panel (a) to (c) the Fermi level EF is adjusted above, below and in correspondence with the 
Dirac cone apex respectively. Panel (d) through (f) show the change in the theoretical JDOS which 
is indicative of the RILS spectra profile. The contribution of transitions between specific bands 
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results in peaks of the JDOS curve, labeled accordingly. When EF is set at the Dirac cone apex, the 
low energy shoulder of the JDOS peak originating from electronic transitions between band c00 
(blue) and c01 (green) presents a linear dependence, with intercept at the origin. This is a 
characteristic of the conical degeneracy of the bands, and an accurate measurement of the slope 
could be one of the methods to estimate the Fermi velocity of the massless Dirac fermions.  
 
The underlying concept of forming AG in a 2DEG in our modulation-doped GaAs QW system is 
based upon the reduction (or complete elimination) of carriers in the etched regions between the 
pillars. The electron density in the quantum well is affected by the etching depth, as the vicinity 
of the surface to the Si-doping layer causes the bands to adjust to the Fermi level pinning to the 
surface states. This has the effect of reducing the density in correspondence with the etched areas, 
along with the averaged density of the 2DEG. Careful adjustment of the etching depth is not only 
crucial for the definition of the amplitude of the honeycomb potential, but also to set the Fermi 
level. By systematically varying the parameters that control the etch depth and the size and profile 
of the pillars, we have found that the etching itself plays an outsized role in determining the 
electronic properties of the AG lattice. This can be ascribed to surface states that are created as a 
result of the etching, possibly by the presence of charged (or uncharged) species on the sidewalls 
of the pillars. These species are present on the surface of the regions between the pillars as well, 
and there may also be additional damage from the reactive ion etching, which, it must be said, is 
a rather violent process. This is by no means a desirable method for the adjustment of EF, as it 
requires the fabrication of multiple samples with a range of etching depths, rather than tuning a 
parameter on a single device. Controlling these effects is not merely a matter of adjusting the RIE 
parameters. Samples that have been etched under nominally identical conditions and have the 
same etch depth and pillar profile can have different electron densities, both on and off the AG 
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pattern. As a result, we have observed variations in the experimentally determined Fermi level 
of the 2DEG that can severely narrow the window within which we can observe MDF physics.  
 
In order to address these issues, we plan to introduce a next generation device design that 
incorporates a metallic gate into the device, effectively creating a capacitor between the quantum 
well hosting the 2DEG and the gate. Application of an external potential to the gate will modulate 
the Fermi level (or equivalently, the electron density) of the 2DEG. The gate must be positioned 
in proximity, above or below the quantum well, and the material in between must not be 
conductive. When the gate is positioned on the surface of the sample, it is referred to as a top-gate. 
Lateral Schottky top gates have been employed with GaAs heterostructures as well-known 
platforms for the creation of quantum point contacts and quantum dot systems. A top-gate was 
also recently used to study the electron transport in an artificial graphene device[57], where a 
thick (120 nm) aluminum film was deposited on top of the nanopatterned surface. A negative 
bias applied to the top gate was used to decrease the carrier density of the 2DEG and modify the 
honeycomb potential amplitude V0. This method requires only the deposition of an additional 
metallic layer and is therefore fairly straightforward to implement, but it has significant 
drawbacks. First of all, unless the metallic layer is transparent to visible wavelengths (for instance 
using ITO), optical experiments are not viable. Second, the top-gate geometry makes it impossible 
to achieve independent control of the Fermi level and of the lateral honeycomb potential 
responsible for the formation of AG bands. In fact, the application of a bias to the top-gate will 
not only change the carrier density, but it will simultaneously modify the amplitude and shape 
of the lateral potential.  
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For our experiments, it is paramount to independently control the Fermi level and the AG band 
structure in order to perform a thorough study of the electronic states and to achieve accurate 
optimization of the experimental conditions suitable for measurement of massless Dirac 
fermions. We therefore intend to implement a back-gate structure, where the metallic layer that 
forms a capacitor with the 2DEG is incorporated within the substrate itself. In GaAs, this metallic 
layer is normally constituted by a highly n-doped layer below the quantum well and separated 
by an insulating barrier structure (such as an AlGaAs/AlAs layer), designed to minimize the 
leakage current. In some cases, the n-doped region extends to the entire GaAs substrate, and 
gating is performed applying a substrate bias by means of an Ohmic contact[76-78].  
 
2.4.3 Magneto-Resistivity Measurements of AG in QHE Regime 
Magneto-transport measurement techniques, based on the quantum Hall effect (QHE)[79], can 
allow to characterize the quantum transport properties of this new type of nano-engineered 
material. The QHE occurs in a two-dimensional electron system at low temperature and in a 
strong perpendicular magnetic field. By increasing the magnetic field (a few Tesla) the 
longitudinal resistance of a 2DEG, RXX, oscillates between zero and peaks of finite height in 
correspondence with discrete jumps of the Hall resistance, RXY (or RH), which assumes values 
dependent only on fundamental constants of physics: RH=
h
Ne2
 with N > 0 integer. Because of this, 
the QHE has become the standard technique for resistance metrology[80, 81]. At lower fields, the 
QHE features observed in the longitudinal resistance mold into Shubnikov-de Haas oscillations. 
In both regimes, there is a distinct difference between the 2DEG in a semiconductor, with finite 
effective mass charge carriers, and graphene, with massless Dirac fermions[11, 12, 82]. First, the 
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cyclotron frequency for Dirac fermions depends differently on the external magnetic field with 












The differences between the Schrodinger and Dirac theories are also observed in the Landau level 
(LL) spectrum: ELL
Gr = ±ħωc√N = vF√2ħeBN, whereas ELL






2⁄ ), where N ≥ 0 is an integer number. Figure 2.27(a, b) show a schematic of the density of states 
of graphene and a conventional 2D electron system respectively, related to the LL structure 
resulting from an external magnetic field. In graphene, there is a LL at E = 0 which is not present 
in a conventional 2DEG. Furthermore, the LL energy spectrum in graphene is not evenly spaced, 
but follows a sequence which depends on the integral index N as √N. Varying the magnetic field, 
the energy of the LL in a 2DEG varies linearly, whereas in graphene it varies as √B. Finally, each 
LL in graphene can host twice as many electrons, because of the valley degeneracy at K and K’. 
This peculiar LL spectrum produces a magneto-resistance and Hall resistance curves which 
substantially deviate from that of a conventional 2DEG, as shown in Figure 2.27(c). The so-called 
half-integer QHE (Hi-QHE) observed in graphene determines a Hall resistance quantization 













Figure 2.27: The quantum Hall effect (QHE) in a conventional 2DEG versus in graphene. 
(a) Schematic representation of the density of states of landau levels for graphene and (b) a 
conventional 2DEG. (c) Comparison of the resistivity curves showing the different quantization 
between the half-integer QHE and the standard QHE[82]. (d) Experimental curves for the 
magneto-resistivity and Hall resistivity resulting from the integer QHE in a GaAs 
heterostructure[79]. (e) The Hi-QHE observed in a graphene Hall bar sample[12]. In red the 
magneto-resistance whereas in black the Hall resistance. The inset shows the QHE for a hole gas. 
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This quantization was experimentally observed by Novoselov[11] and Zhang[12] independently 
in 2005, and the data is reported in panel (e) beside the original QHE data of K. von Klitzing[79] 
in panel (d) for a 2DEG in a GaAs heterostructure. 
In order for our system to support transport experiments, we must ‘wire up’ the devices by 
enabling the ability to inject and collect charge, as well as to sense the potential at different points 
along the device. To this end, we have developed a basic design that incorporates source and 
drain leads as well as multiple voltage probes in a modified hall effect layout (Figure 2.28). This 
device would be designed to demonstrate for the first time that the Hi-QHE of graphene can be 
obtained in a nano-engineered semiconductor. The magneto-resistivity and Hall resistivity 
curves at 8 mK under strong magnetic field are expected to show half-integer quantization when 
the Fermi level of the 2DEG is set in proximity of the cone apex induced by the honeycomb 
potential. 
 
Figure 2.28: Schematics of the device for magneto-transport measurements of AG. 
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Electronic Spins in Diamond 
 
3.1 Introduction 
3.1.1 The Dawn of Quantum Information Processing 
In May 1981, Richard Feynman gave a keynote address at the California Institute of Technology 
entitled ‘Simulating Physics with Computers’, later published in the International Journal of 
Physics[84], which, as on other notorious occasions (such as in his keynote address, ‘There’s 
plenty of room at the bottom’, at Caltech in 1959), launched groundbreaking ideas that would 
eventually materialize as an entire field of research. Feynman put a spotlight on the kind of 
computer that would best simulate quantum phenomena, proposing to realize a computer that 
processes quantum information: 
‘… And I'm not happy with all the analyses that go with just the classical theory, because nature isn't 
classical, dammit, and if you want to make a simulation of nature, you'd better make it quantum 
mechanical, and by golly it’s a wonderful problem, because it doesn't look so easy. …’ 
Thirty-five years ago, the focus was put on the exploration of the physical nature of information 
and on the methods to use it to operate with it by unitary transformations in quantum mechanics. 
In 1985, David Deutsch proposed the first quantum algorithm[85], which consisted of a simple 
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method to determine if a coin is fair or biased using quantum mechanics, in a way that produced 
results more efficiently than using classical algorithms. Although Deutsch algorithm proved the 
superior potential of quantum versus classical computation, the limited scope and application of 
the proposed problem were not sufficient to fully demonstrate the capabilities of a quantum 
computer. 
 
It was only in 1994 that the field of quantum information processing (QIP) really took off, 
following the introduction by Peter Shor (Bell Laboratories) of an integer factoring quantum 
algorithm which could exponentially outperform any known classical algorithm[86]. The 
difficulty in the factorization of large numbers was, and currently is, at the basis of many schemes 
for cryptography, such as the long-established public-key encryption method developed by 
Rivest, Shamir, and Adleman (RSA)[87], and frequently employed to secure electronic business 
communication and transactions. A couple of years earlier, Charles Bennett (IBM) and other 
researchers developed quantum information based encryption schemes[88], based on quantum 
entanglement and quantum measurement, which could not be breached. The prospect that a 
quantum computer performing Shor’s algorithm could attack classical cryptography protocols 
and national security, drew the focus of a rapidly growing number of scientists (and financial 
funds) towards the development of new quantum algorithms and encryption methods, and 
towards the experimental realization of quantum processors[89].  
 
Since then, QIP has grown into an attractive and multidisciplinary field, and has become a 
primary focus for experimental and theoretical research, with a small number of very audacious 
companies embarking on a mission to bring a quantum computer to market.  
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The following section briefly summarizes the most advanced and promising systems competing 
in the race for the creation of quantum technology hardware.  
 
3.1.2 Different Systems Race for Success 
The main goal of QIP hardware is to provide a platform for the generation of quantum states 
from individual two-level systems, known as quantum bits or qubits. The state of the individual 
qubits should be rapidly initialized, modified and measured, all while maintaining quantum 
coherence, such that quantum information is not degraded and lost. Additionally, the interaction 
strength among different qubits should be controllable and sufficiently strong to allow for 
coupling rates much faster than the decoherence time. This property is crucial for quantum 
computation, as quantum entanglement between qubits enables two-qubit gates, which are a 
fundamental component of a universal set of quantum gates through which quantum algorithms 
are implemented[90, 91].  
 
The principles stated above rephrase a set of physical requirements for the implementation of a 
fault-tolerant quantum computer, known as DiVincenzo’s criteria[92]. These common features tie 
together the different hardware implementations of quantum computers currently under 
consideration. A comprehensive explanation of the theoretical foundations of quantum 
information science can be found in academic texts, such as John Preskill’s lecture notes at Caltech 
or Nielsen and Chuang[93]. Alternatively, a detailed précis on the topic can be found in Ref. [94, 
95]. The discussion hereunder is contained to the elementary, in order to appreciate the pros and 
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cons of the various physical systems and their operation, subsequently focusing on the NV center 
in diamond.  
 
3.1.2.1 Quantum Optics  
Individual photons offer multiple quantum degrees of freedom in which a state of a qubit can be 
encoded (amplitude, phase, polarization, etc.). Thus, since the very beginning, quantum optics 
has been one of the primary QIP playgrounds. Photon loss is the principal mechanism of qubit 
decoherence, and despite remaining a challenge to be surmounted, it is less substantial than 
decoherence in other systems. Furthermore, following the discovery that scalable quantum 
computing is possible using only single-photon sources, detectors, and linear optical circuits (the 
KLM scheme, from Knill–Laflamme–Milburn)[96], optical quantum computing began to be 
proven experimentally[97, 98]. Current scientific and technological endeavors are aimed at 
improving the efficiency of single-photon detectors[99], perfecting high-quality single photon 
sources[100-102], devices that would enable a deterministic interaction between photons[103], 
and chip-scale waveguide quantum circuits[98, 104, 105]. It is becoming clear that the advances 
in photonic quantum computing are also likely to benefit other types of quantum computing 
hardware, using photons for quantum communication between other types of qubits, including 
trapped atoms, quantum dots and solid-state dopants, as discussed below. 
 
3.1.2.2 Nuclear Magnetic Resonance 
At the early stages of QIP hardware, researchers exploited the decades-long experience with 
manipulating nuclear spins of molecules in liquids via nuclear magnetic resonance (NMR) to 
demonstrate the first experimental realization of Shor’s quantum factoring algorithm[106]. The 
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spin of nuclei in molecules in liquids can have coherence times that extend for many seconds, and 
in a strong external magnetic field, the irradiation with resonant RF pulses allows the 
manipulation of individual spin qubits. Furthermore, two-qubit entanglement is provided by the 
indirect coupling mediated by molecular electrons, and measurements are performed via 
induced currents in probing coils in proximity of the sample. NMR quantum processors 
progressed very rapidly, to the point that in 2006 scientists already had achieved quantum control 
of a 12-qubit system.  
 
However, NMR protocols lacked scalability and suffered from slow initialization and 
measurement, which nullified the benefits of the extra-long qubit coherence time. Solid-state 
NMR offered a more promising platform with which to address both of these weaknesses, as the 
absence of molecular motion permits the dipole-dipole coupling of neighboring spins with faster 
entanglement rates, and more efficient nuclear polarization and read-out. Despite the shorter 
coherence times of solid state nuclear spins, NMR techniques can find greater potential in dopants 
in solids and will very likely spur hybrid electron-nuclear QIP schemes[107].  
 
3.1.2.3 Ion Traps  
Another quantum computing system which matured very rapidly and successfully is trapped-
ion qubits, first proposed by Cirac and Zoller in 1995[108]. An electromagnetic trap confines 
charged ions in space, which interact with one another via Coulomb force giving origin to 
collective motions. The qubits are defined in either the electron or nuclear energy states, and state 
manipulation is exerted via laser-induced optical excitation of collective modes of the harmonic 
motion in the trap, or spin-dependent optical interaction. Up to eight laser-cooled trapped-ion 
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qubits have been successfully entangled using these methods[109]. The coherence time of trapped 
ion qubits, similarly to photons and nuclear spins, can be up to several seconds, and are many 
orders of magnitude longer than initialization, multi-qubit control, and measurement times. This 
offsets the outstanding challenges in terms of control and scalability. In fact, it is very hard to 
envision a resource-efficient method to engineer a trapped-ion quantum computer with 
thousands of qubits, which is what would be needed to run complex quantum algorithms 
equipped with quantum error correction (QEC) codes. The scaling of trapped-ion Coulomb gates 
becomes difficult when large numbers of ions participate in the collective motion as laser-cooling 
becomes inefficient and the ions become more susceptible to electric noise and decoherence of the 
motional modes. A potential path to overcome these obstacles in scalability is by combining the 
ion trap qubits with optical quantum communication (as already shown with photons)[110], 
towards the development of a quantum network equipped with robust atomic registers and 
quantum repeaters between channels for long distance communication.  
 
3.1.2.4 Superconducting Circuits 
The scalability challenges of the technologies described above constitutes a serious problem that 
compromises their potential for future application. As already mentioned, hybrid solutions may 
serve to circumvent the weaknesses of individual approaches and combine their strengths. In 
order to maximize scalability prospects from the start, researchers have been working on solid-
state quantum computing. Solid-state devices offer both fundamental and practical advantages. 
They typically exhibit strong interactions, which determine faster quantum operations, but also 
faster decoherence. Unlike trapped ions, they do not necessitate maximum control of the motional 
degrees of freedom, which simplifies the computer architecture for experiments with a large 
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number of qubits. But most importantly, solid state devices profit from decades of technological 
advancements in fabrication and miniaturization, which offers more flexibility in engineering 
design, in tuning parameters and in integrating the qubits with optoelectronic devices for control 
and measurement.  
 
Superconducting qubits are currently leading the race for quantum computing hardware. They 
are powered by extremely fast initialization, read-out, and universal logic timescales in the order 
of nanoseconds and form hundreds to a thousand times faster than their decoherence. The 
research in superconducting quantum circuits and circuit QED has generated a tremendous 
scientific output; this can be found summarized in recent reviews[111-115]. The core of the 
technology is Cooper pair condensates with zero resistance in superconducting metallic circuits 
(typically aluminum), which are described by macroscopic wavefunctions of well-defined phase. 
 
What is striking about superconducting qubits is the fact that the quantum variables are 
controllable by acting on macroscopic circuit components, such as inductances, capacitors and 
high-frequency (1-10 GHz) electrical signals. These devices therefore resemble classical high-
speed integrated circuits (ICs) and can be readily fabricated using existing IC technologies. The 
basic physics of superconducting qubits lies in the quantum mechanical states of a harmonic 
oscillator, specifically those of an LC resonant circuit, with one essential variation: the inductance 
contains a non-linear term. This characteristic originates from the physics of the Josephson 
junction, a thin insulating layer (such as aluminum oxide) separating sections of a superconductor 
(aluminum). The quantization of the tunneling charge across the junction brings a cosine term to 
the parabolic potential energy of the harmonic oscillator, which generates an energy spectrum 
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with uneven energy spacing among the levels. Two of the quantized levels in the resulting 
anharmonic potential give rise to a qubit. These qubits operate at extreme low temperatures, 
requiring to use dilution refrigerators that reach ~ 10 mK. Single-qubit gates are implemented 
with resonant microwave pulses of duration 1-10 ns, delivered to the qubit locally using on-chip 
wires. Neighboring qubits can be coupled either capacitively, inductively, or using microwave 
photons carried by resonant transmission lines, allowing simple and fast (tens of nanoseconds) 
quantum logic gates[116, 117]. Cavity quantum electrodynamics is of great importance in modern 
superconducting circuits[118]. Nevertheless, understanding and minimizing the decoherence still 
remains the biggest challenge for superconducting qubits. Solutions might be found in material 
engineering, miniaturization and creative designs and architectures. 
 
3.1.2.5 Artificial Atoms in Solids 
Other very promising solid-state implementations of QIP rely on systems that mimic the energy 
structure of atoms, and are therefore called artificial atoms. When a semiconductor nanostructure 
or crystal impurity binds one or more charge carriers into a localized potential, discrete energy 
levels are formed, analogous to those of an electron bound to an atomic nucleus. Quantum dots 
and dopants in solids are examples of artificial atoms. In this case as well, a vast amount of 
scientific research has been produced. 
 
Electrostatically defined quantum dots in GaAs heterostructures were among the first proposals 
for quantum computation in engineered semiconductors[119-121]. The basic idea is to create 
arrays of electrostatically defined dots, each containing a single electron whose spin states 
constitute a qubit. Quantum operations would be accomplished by changing voltages on the 
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electrostatic gates to let electrons into or out of the quantum islands, activate or deactivate the 
exchange interactions that couple nearby qubits and determine the spin state through high-
sensitivity charge measurement (a mechanism known as ‘spin-to-charge conversion’). The 
nuclear spin bath in GaAs presents a critical issue, as the inhomogeneous magnetic field deriving 
from it limits the coherence time of such qubits to a few microseconds. Dynamical decoupling 
techniques[122] have been shown to increase the coherence time, but the best solution seems to 
be employing spin-free semiconductors, such as silicon and germanium[123]. However, it should 
be noted that the microsecond coherence time of quantum dots in GaAs comes with very fast gate 
operation time (tens to hundreds of picoseconds) and measurement time (nanoseconds). The 
main challenge remains the very short range of the exchange interaction, which will necessitate 
methods to improve the quantum connectivity when a large number of qubits are present.   
 
Optically active defects in solids have been the focus of early proposals[124-127]. Due to the 
localized nature of the electronic wavefunction associated with defects, they constitute the closest 
analog to atomic systems. In fact, dephasing times of optical transitions are usually long, and 
optical resonances are somewhat narrow. A wide variety of optically active defects have been 
studied, particularly among the wide bandgap semiconductor family: diamond, silicon carbide 
(SiC), gallium phosphide (GaP), cadmium sulfide (CdS) are the most popular, among others. 
These systems offer an electron paramagnetic ground state with suitable optical and magnetic 
properties for spin initialization, manipulation and read-out[128].  
 
While nuclear spins are usually not directly coupled to optical transitions, photon degrees of 
freedom might be mapped onto nuclear spin wavefunctions via hyperfine coupling between 
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electron and nuclear spins. Nuclear spins have much longer coherence times and can act as 
quantum memories. This platform presents the opportunity to combine optical control with NMR 
techniques. Long-distance optical connections between such qubits are likely to be assisted by 
cavity quantum electrodynamics.  
 
The focus of this work is one of these optically-active defects: the negatively charged nitrogen-
vacancy defect in diamond.  
 
3.2 The Nitrogen-Vacancy (NV) Center in Diamond 
3.2.1 Introduction 
Diamond is an allotrope of carbon. In diamond, each carbon atom is covalently bonded with four 
surrounding carbon atoms and arranged in a tetrahedral periodic structure composed of two 
overlapped face-center cubic lattices. The distinctive properties of diamond derive from this 
structure. Diamond is the hardest known natural material; its high tensile strength makes it 
excellent for industrial applications such as cutting, drilling, and polishing. Diamond is an 
electrical insulator or a wide-band gap semiconductor (~ 5.5 eV at 300 K), while thermally, it is a 
good heat conductor.  
 
Despite being commonly considered a ‘perfect’ material, diamond hosts a large variety of 
crystallographic defects. Diamond impurities can significantly alter some of its properties. They 
can affect its hardness or even make it semiconducting, for example, for blue diamond containing 
boron inclusions. A pure, defect-free diamond crystal is transparent and colorless, whereas 
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natural diamond occurs in many colors spanning the entire spectrum, according to the 
crystallographic defects it contains. These optically active defects, also known as color centers, 
provided not just aesthetic features for the jewelry industry, but many of them have remarkably 
interesting spin and optical characteristics with potential applications in present and future 
optoelectronic devices[129].  
 
Color centers were investigated intensively in the 1960s and 1970s, with applications in 
optoelectronic devices in mind[130], especially in wide-band gap semiconductors. Diamond was 
one of them, and more than 100 luminescent defects were identified in diamond[131, 132]. Many 
of them have been characterized by optical spectroscopy[133]. A considerable number give rise 
to strong electron spin resonance signals, and for a few it is possible to detect optically the 
magnetic resonance[134]. The nitrogen–vacancy color center[135] is among them. It has been 
studied via hole burning[136-138], optical echo spectroscopy[139] and optically detected 
magnetic resonance[140]. The detection of single negatively charged nitrogen-vacancy (NV-) 
color centers in 1997[141], marked a milestone in the evolution of diamond based quantum 
technologies. In fact, single NV- were observed to act as photo-stable single photon emitters[142, 
143], which is a property that attracted significant interest for its use in quantum optical networks, 
as well as the coherent optical control of the center’s electronic spin[144, 145]. Soon, the NV- was 
seen as a solid-state spin qubit and among the best candidates for the solid-state implementation 
of QIP, at room temperature[146-148].  
 
As soon as the properties of NV- centers in diamond started to be understood in more depth, new 
possibilities emerged, not just in the field of quantum information technologies, but also in other 
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areas of physics and the life sciences. Connected with QIP applications, the NV- center in 
diamond, together with the silicon-vacancy impurity, has been intensively investigated as source 
of single photons[102, 149]. Applications in biotechnology and nanomedicine are among the most 
relevant for diamond nanoparticles hosting NV- centers, as they have been studied for targeted 
drug delivery[150, 151], fluorescence biomarking[152-154], and long term tracking and imaging 
in vivo[155]. Due to their non-cytotoxicity[156, 157], diamond nanoparticles can be functionalized 
to carry specific substances inside living cells, while at the same time the luminescent centers 
hosted in the particles can be optically identified and followed in the target tissues. Another 
application for NV centers in diamond nanoparticles is the measurement of weak magnetic fields 
with nanoscale spatial resolution[158, 159]. In fact, the NV- fluorescence can be altered by 
magnetic fields, which may enable nanoscale imaging of magnetic domains and even of 
individual electron or nuclear spins in biological molecules[160].  
 
The focus in this thesis is on enabling QIP applications by developing a new way of engineering 
single NV centers in diamond with nanoscale control. It is helpful to preface that discussion with 
an introduction to the physical (section 3.2.2) and electronic structure (section 3.2.3) of this atom-
like defect in diamond, discuss how it is experimentally identified (section 3.2.4 and 3.2.5), how 
the NV center can serve as a spin qubit and the techniques typically employed for the coherent 
control of its electronic spin (section 3.3). In this regard, useful material can be found in Ref.[161, 
162]. 
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3.2.2 Physical Structure 
Nitrogen is one of the most common impurities in diamond. Diamond crystals can be classified 
according to the density and type of impurities they contain. The most common type I diamond 
contains significant quantities of nitrogen (100-1000 ppm or 1019-1020 cm-3), and in type Ib, 
nitrogen is mainly found in a single substitutional paramagnetic defect which gives it a yellow 
hue. Type II diamond is characterized by very low concentration of nitrogen (< 10 ppm or < 1018 
cm-3) and is transparent, and type IIa is less common naturally (2 %) but is the most common 
among synthetic diamonds for quantum optics and spin-based applications, due to its low 
nuclear-spin concentration. In this thesis, I have primarily worked with high-purity synthetic 
diamond films produced via chemical vapor deposition (CVD) on diamond substrates from 
Element Six. Nitrogen concentrations were typically < 5 ppb (< 1015 cm-3).  
 
Early studies on the NV center focused on its physical and electronic structure using various 
spectroscopy techniques. The NV center is a stable defect in the diamond crystal. It consists of a 
single substitutional nitrogen atom and a vacancy (absent atom) on one of the four adjacent lattice 
sites, such that the defect symmetry axis may be oriented along one of four possible 
crystallographic directions, as shown in Figure 3.1. The NV center has 𝐶3𝑣 symmetry, which 
include rotations by 
2𝜋
3
𝑛 around the N-V symmetry axis and reflections with respect to the three 
planes containing the symmetry axis and one of nearest-neighbor carbon sites. This is one of the 
factors determining its electronic structure, discussed in the next section.  
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Figure 3.1: Schematics of the crystal structure of the nitrogen-vacancy defect in diamond. 
A single substitutional nitrogen atom (N) is accompanied by a lattice vacancy (V) in a nearest 
neighbor position. The vacancy at the center of the cube is therefore positioned next to three 
carbon atoms (C) and one nitrogen atom. There are four possible substitutional positions for the 
nitrogen which produce four different classes of crystallographic orientation.  
 
3.2.3 Electronic Structure 
Various experiments and concurrent ab initio studies have assessed many true facts about the NV 
center electronic structure, despite certain aspects remain the focus of debate. Recent and 
thorough review papers[135, 163] summarize key experimental and ab initio results from the 
pervasive literature on the NV center, providing a consistent picture of the current understanding 
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of this system. I present here a simplified description of the electronic structure which is sufficient 
to address the needs of this work.  
 
The NV center exists in two charge states, the neutral state NV0 and the negatively charged NV-. 
From the perspective of the chemical bonds, the NV center electronic structure derives from the 
dangling bonds of the atoms surrounding the vacancy, that is three electrons from the sp3 bonds 
of the adjacent carbon atoms, two from the nitrogen atom, plus one that has been trapped from a 
nearby donor (for instance another substitutional N atom), for a total of 5 + 1 = 6 electrons 
associated with the NV-. Experiments performed using techniques such as spectral hole 
burning[164], optically detected magnetic resonance (ODMR)[165], electron spin resonance 
(ESR)[166, 167], and Raman heterodyne[168] have established that the NV- ground electronic 
state is a spin triplet 3A2 (S = 1), located 3.6 eV below the conduction band edge of diamond (as 
shown in Figure 3.2). The spin sublevels of the ground state, ms = 0 and ms = ± 1 (where 
ms denotes the quantum number of the spin projection along the symmetry axis (z-axis) of the 
NV center) present a zero-field splitting of 2.87 GHz, due to spin-spin interactions. The excited 
state 3E of the NV
- is 1.945 eV above the ground state (1.7 eV below the conduction band) and can 
also be described as a spin triplet, with spin sublevels ms = 0 and ms = ± 1  split by a zero-field 
splitting of 1.42 GHz. Excited and ground state of the NV- are connected by a strong optical 
transition with a zero-phonon line (ZPL) at 637 nm (1.945 eV), and both present phonon side-
bands (PSB) which contribute to the fluorescence and relaxation mechanisms. Between the 
ground and excited triplet states there are two singlet states 1E (ground) and 1A1 (excited) which 
are separated by 1.190 eV (1042 nm)[169], also giving rise to a sharp infrared ZPL. The number 
and character of these singlet states have for long been source of contention, and even now the 
energy separation relative to the triplet states it is still not well established. 
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Figure 3.2: Schematics of the energy levels of the NV- in diamond.  
The ground state of the NV center is a spin triplet with zero-field splitting 2.87 GHz which is 
connected to the excited state by an optical transition with a zero-phonon line (ZPL) at 1.945 eV 
(637 nm). At room temperature, the excited state can be described as a spin triplet with zero-field 
splitting 1.4 GHz. The phonon side-bands (PSB) are indicated. Two additional singlet states are 
also present between the ground and excited triplet states, with ZPL at 1.190 eV (1042 nm). The 
position relative to the triplet states is still subject of research.  
 
As I will explain further in section 3.3.1, transitions from the excited triplet state through these 
singlet states and to the ground triplet state are essentially dark (non-radiative) and strongly spin-
dependent. This provides the basis for the possibility of polarizing and detecting the spin state of 
the NV- through the spin-dependent photoluminescence rate, used as the standard method for 
room-temperature initialization and readout of the spin qubit.  
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3.2.4 NV Photoluminescence 
When the vibronic states are excited using above-band excitation (for example a 532 nm green 
laser), phonon relaxation brings the NV- quickly into one of the electronic excited triplet states. 
Optical transitions to the ground state triplet have a characteristic ZPL at 637 nm with a broad 
PSB (640-800 nm), deriving from transition to the vibronic states above the ground state triplet, 
as shown in Figure 3.3(b). Fluorescence decay curves follow single exponential decay with time 
constants of 12.0 ns (≈ 15 MHz) for the ms = 0 state and 7.8 ns for ms = ± 1, respectively[170]. At 
low temperature, resonant excitation of single NV- has shown inhomogeneously broadened ZPL 
with line width of ≈ 100 MHz[142], while the portion of PL intensity deriving from the ZPL is 
only of a few percent with respect to the phonon side-band[149]. At room temperature the 
inhomogeneous broadening of the ZPL is much higher, ≈ 1000 GHz[171]. The NV0 complex 
exhibits a ZPL at 575 nm with a characteristically broad phonon side-band that extends from 580 
to 650 nm. This fact, together with characteristic ESR spectra, allows the distinction between the 
neutral and the negatively charged NV center. Furthermore, both charge states have been 
observed to be extremely photostable under off-resonance excitation even in diamond 
nanocrystals[152] with no evidence of photobleaching except in extreme conditions[172]. 
 
The identification and study of NV- is carried out using scanning confocal fluorescence 
microscopy. This technique is commonly used for increasing the resolution and contrast of 
fluorescence microscopy, enabling 3D reconstruction thanks to focal plane selectivity. The 
operating principles, based on the use of a pinhole located at the confocal plane of the lens with 
which the PL signal is collected, are very well known and explained in many text books, and will 
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therefore not be discussed here. In section 3.5.2 confocal scans of arrays of NVs will be shown 
and thoroughly discussed. 
 
3.2.5 Second Order Photon Correlation Function 
A method commonly employed to characterize photon emission (e.g., identifying a quantum 
emitter of single photons) is the evaluation of the photon emission statistics. The second-order 
autocorrelation function g2(τ) of the time delay between the detection of successive photons 
emitted by the light source under investigation, is a powerful tool that enables the assessment of 
the exact number of single-photon emitters. Thermal or coherent sources emit photons with a 
distribution that is super-Poissonian (bunched photon spacing) or Poissonian (random photon 
spacing) respectively. A single quantum emitter is incapable of producing more than one photon 
at a time, therefore the photon statistics is sub-Poissonian and photon antibunching is 
observed[173]. This effect can be observed by recording the time interval between the detection 
of different photons, and examining the distribution close to zero delay. If the source is a single 
quantum emitter, the probability for a delay, τ, between successive photons should vanish as τ
→ 0. This is done using a Hanbury Brown-Twiss (HBT) configuration. By directing the emission 
onto a beam splitter with an avalanche photodiode (APD) located at each output port, it is 
possible to record two-photon coincidences on the APDs as a function of the delay between the 
two events. This corresponds, up to normalization, to g2(τ), as given by the expression: 




In the ideal case, one should find g2(τ)=0 for emission from a single quantum emitter. Since a 
two-photon state has g2(τ)=
1
2
, observation of g2(τ)<
1
2
 is sufficient to show that the photons are 
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emitted one at a time by a single quantum system. In fact, the NV- has received considerable 
attention as a single photon source for quantum cryptography and other applications[102, 174]. 
The technique was used in this work in combination with scanning confocal and super-resolution 
microscopy, as will be discussed in section 3.5 where the g2(τ) of one, two and three NV- is used 
to determine their exact number. The example of g2(τ) of a single NV- is shown in Figure 3.3(c), 
in which the dip reaches a value as low as 0.08. 
 
Figure 3.3: Scanning confocal micrograph of NV-, PL spectrum and g2(τ) of a single NV-. 
(a) Example of a confocal scan of a diamond substrate containing linear arrays of NV- (bright 
spots). (b) Room temperature spectrum of the PL collected from a wide-field image of a diamond 
sample containing both NV- and NV0, whose ZPL is indicated. Between 650 nm and 800 nm the 
broad signal is due to the NV- PSB. (c) Photon coincidence measurement of a single NV-. 
 
3.3 The NV-  Center as a Qubit 
In this section I will explain how the electron spin of the NV- center can be used as a room 
temperature quantum bit. This will be done by first explaining the mechanism upon which the 
spin can be optically polarized and measured. Then I will present the most frequently used 
protocols to coherently control the spin state by applying pulses of AC magnetic field. Central to 
all this is the NV- center’s excellent photo-stability and millisecond coherence time at room 
temperature[175] (reaching 1 s at 77 K[176]) in ultrapure, isotopically engineered synthetic 
diamond. These unique features have enabled significant recent accomplishments, including 
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quantum registers built upon the electronic spin and proximal N and 13C nuclear spins[177, 178], 
electron spin based quantum registers[179], entanglement between two NV centers via dipolar 
coupling[180], coherent coupling between spin and photon[181], spin-photon entanglement[182], 
long-distance heralded entanglement mediated by photons[183], and high-fidelity one- and two-
qubit gates[184]. 
 
3.3.1 Spin Properties of Optical Transitions 
3.3.1.1 Spin-Dependent PL  
Upon off-resonance optical excitation from the ground state triplet 3A2 to the excited state triplet 
3E, the NV- decays primarily radiatively giving rise to PL with broad phonon side-band as 
explained in section 3.2.4. The optical transitions in excitation and radiative decay are primarily 
spin-conserving[182]. However, the NV- can also decay non-radiatively via the intermediate dark 
singlet states 1A1 and 1E, as shown in Figure 3.4. This coupling is stronger for the 3E spin sublevels 
ms = ± 1 than for ms = 0[141, 170, 185]. In addition, the non-radiative decay out of 1E dark state 
to the 3A2 spin sub-levels is similar for both spin sub-levels, thereby leading to a faster non-
radiative decay rate from the ms = ± 1 of  3E to ms = 0 of  3A2, than the one from ms = 0 of 3E to 
ms = ± 1 of  3A2. As these non-radiative decay pathways compete with ZPL radiative decay, the 
spin sublevel with the weakest non-radiative decay out of the excited state 3E will appear 
brightest. The spin dependent PL intensity allows the determination of the average spin 
population by averaging over many experimental runs (at room temperature). Single-shot 
readout is possible at low temperature[171]. The ms = ± 1 states thus fluoresce less than the ms = 0 
state, with a difference in initial fluorescence up to ∼40%, depending on the degree of polarization 
and on the readout efficiency.  
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Figure 3.4: Schematics of the NV- electronic transitions upon optical excitation.  
Off-resonance optical pumping with 532 nm green laser (solid green arrows) populates the NV- 
center excited state 3E, via relaxation from its phonon side-band (dashed black wavy arrows). This 
process is spin conserving. From the 3E spin sublevels, both radiative (solid arrows) and non-
radiative (dashed grey arrows) process may take place. The radiative ZPL at 637 nm (bright red) 
and the broad PL deriving from the phonon side-band of 3A2 (dark red) are both spin conserving 
transitions. The non-radiative pathways via the intermediate levels 1A1 and 1E are spin-selective, 
and result in a stronger coupling between the ms = ± 1 spin sublevels of 3E and the ms = 0 of 3A2 
than the coupling between ms = 0 of 3E and ms = ± 1 of 3A2. This determines the dependence on 
the spin of the PL intensity, as well as the possibility to polarize the NV- spin with optical 
excitation.  
 
3.3.1.2 Optically Induced Spin Polarization 
The optical dynamics of the NV- can be used for spin state optical readout and to simultaneously 
spin-polarize the center into the ms = 0 spin sublevel of the ground state 3A2. The initialization  
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fidelity using this technique is commonly reported to range from 80–95%[179, 186], depending 
on the experimental setting. Higher initialization fidelity and spin readout in a single shot can be 
achieved at low temperatures using spin selective resonant excitation. The process of optical spin 
polarization requires a few optical cycles, therefore the initial PL intensity is representative of the 
initial spin state of the center, while spin polarization is achieved once the optical steady state has 
been reached. 
 
3.3.2 Coherent Control of the NV Center Electronic Spin 
3.3.2.1 Electron Spin Resonance Spectroscopy 
As described in section 3.2.3, the ground state triplet 3A2 presents a zero-field splitting of 2.87 
GHz between the ms = 0 and the ms = ± 1 spin sublevels due to spin-spin interaction. When a 532 
nm laser excitation is simultaneously applied to a low power MW radiation in resonance with the 
|0⟩ ↔ ±|1⟩ transition, the population is redistributed between the two levels, and the intensity of 
the PL decreases, because it is spin-dependent. Electron spin resonance (ESR) curves are obtained 
by sweeping the MW frequency across the 2.87 GHz resonance and recording the intensity of the 
PL. Since the measurement of the spin resonant transitions is performed optically, this method is 
also known as optically detected magnetic resonance (ODMR).  
 
If an external static magnetic field is applied in an arbitrary direction, the degeneracy between 
the ms = ± 1 sublevels is removed by the Zeeman effect.  Therefore the ESR spectrum consists in 
two resonances, one for the transition |0⟩ → -|1⟩ and one for the transition |0⟩ → +|1⟩. The 
frequency shift between them, Δ, is directly proportional to the static magnetic field intensity, and 
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depends on the projection of the magnetic field along the NV symmetry axis. When the field is 
parallel to the NV axis, the splitting is Δ ≈ 2.8 MHz/Gauss.  
 
Figure 3.5: Optically detected ESR spectrum of ensemble of NV- in magnetic field.  
The field is applied along an arbitrary direction, resulting in a different field projection on each of 
the four possible NV symmetry, giving rise to four distinct resonances for the |0⟩ → -|1⟩ transitions.  
 
In an ensemble measurement where the NV- centers may occupy any of four possible orientation 
classes, each with a different projection of the magnetic field on the NV axis, the ESR spectrum 
contains four pairs of resonances, each pair composed of a red-shifted transitions |0⟩ → -|1⟩  and 
a blue-shifted transitions |0⟩ → +|1⟩, symmetrically positioned on either side of 2.87 GHz. The 
representative ESR spectrum in Figure 3.5 shows the four red-shifted resonances.  
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These CW measurements served primarily as a means to calibrate the frequency of MW excitation 
appropriate for the following experiments. 
 
3.3.2.2 Rabi Nutations 
As mentioned previously, applying a MW field resonant with the |0⟩ → -|1⟩ transition, induces a 
coherent population oscillation between the two spin sublevels, which can be detected by 
measuring the population in the ms = 0 sublevel via spin-dependent PL. The standard pulse 
sequence for the observation of this population oscillation, known as Rabi nutations, is shown in 
Figure 3.6(a). First, an optical excitation pulse polarizes the NV- spin in state |0⟩. Then, a resonant 
MW pulse with a variable duration t, creates a linear superposition of the |0⟩ and -|1⟩  states. The 
resultant NV- spin state is subsequently detected by measuring the PL intensity through a short 
optical excitation pulse.  
 
The degree of population transfer is a function of both the duration and amplitude of the MW 
pulse. An example of a typical Rabi curve is shown in Figure 3.6(b), where the normalized PL 
intensity is plotted as a function of MW pulse length. The maximum PL intensity corresponds to 
the NV- spin population occupying the |0⟩ state, whereas minimum PL intensity corresponds to 
the NV- spin population occupying the -|1⟩ state. The Rabi nutation frequency is given by Ω = γB1, 
where γ = 2.8 MHz/Gauss and B1 is the component of the MW field parallel to the NV axis. A 
MW pulse that lasts for the duration of half the oscillation period is called 𝜋 pulse (with our setup 
typically 100 ns) and causes the |0⟩ state to go into the -|1⟩ state and vice versa. A 
𝜋
2
 pulse (typically 
50 ns), sends |0⟩ into the linear superposition 
1
√2
(|0⟩-|1⟩). By controlling the phase and the duration 
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of the pulse, the NV- spin state can be coherently manipulated and a variety of more complicated 
pulse sequences can be performed, as will be discussed in the following sections.  
 
Figure 3.6: Rabi nutations. 
(a) Pulse sequence for measuring Rabi nutations. (b) Typical Rabi curve of an NV ensemble, where 
the PL intensity is normalized against the PL intensity measured right after optical excitation. 
 
Rabi nutations do not continue indefinitely. There is decay of the Rabi signal due to 
inhomogeneous broadening, and particularly, there is often beating due to the detuned driving 
of one or more hyperfine transitions associated with the N nuclear spin of the NV[121, 187].  
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3.3.2.3 Ramsey Pulse Sequence 
The Rabi nutations described earlier correspond to driven spin dynamics, as the MW pulse is 
applied until the read-out excitation pulse is performed. It is also possible to observe the free (un-




MW pulse, then letting the system evolve freely, and dephase, for a variable time length τ, and 
returning to the eigenstate basis with another  
𝜋
2
 MW pulse before the read-out (depicted in Figure 
3.7(a)). This sequence is called Ramsey pulse sequence and it is commonly employed to measure the 
electron spin dephasing time T2
* , by estimating the Gaussian decay envelope timescale of the 




MW pulses. The dephasing time is the timescale on which the two qubit eigenstates accumulate 
random phase shifts relative to one another, caused by inhomogeneities of the electromagnetic 
environment of the qubit. For the NV- spin, the dominant inhomogeneities are variations in the 
local spin environment experienced by each NV- center as well as temporal fluctuations of the 
local magnetic field due to dynamics in the surrounding spin bath. A standard synthetic diamond 




 (as opposed to the spin-less 12C), that interacts through dipolar hyperfine coupling with 
the electronic spin of the NV-. This is the prevalent cause of NV- spin dephasing, whereas the 




respectively, is minor. The result of these inhomogeneous and temporally fluctuating magnetic 
fields is the spin dephasing, which has been measured (both for single NV- centers and for 
ensembles) to be T2
* ≈ 1µ𝑠[188]. In recent years, isotopically engineer high-purity (low nitrogen 
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content) diamond with below natural abundance of 13C is frequently adopted. In a sample with 
[12C] = 99.7%, a dephasing time of T2
*  > 10 µs was measured[175]. 
 
3.3.2.4 Hahn Spin-Echo 
The dephasing of the spin population is due to inhomogeneities across the sample of the 
electromagnetic environment. When these fluctuations are slow compared to the free evolution 
time during the Ramsey sequence, their dephasing effect can be eliminated by applying a single 
π pulse exactly half-way between the two 
𝜋
2
 pulses, which reverses the direction of phase 
accumulation, and therefore has a refocusing effect. This leads to an echo of the spin state after 
the second period of free evolution. This extension of the Ramsey sequence is called Hahn echo 
(or spin echo) pulse sequence, shown is Figure 3.7(b).  
 
As mentioned in the previous section, the Larmor precession of 13C nuclei is the dominant source 
of local magnetic field fluctuations (excepting in diamond with high nitrogen concentration). The 
decoherence curve is obtained by recording the normalized PL at read-out as a function of the 
free evolution time τ, and when this time is a multiple of the a 13C spin Larmor period, the 
dephasing deriving from it cancels out, leading to a series of collapses and revivals in the PL. The 
decoherence time T2  is estimated by measuring the decay of the envelope of Larmor-resonant 
peaks. The electron spin decoherence time T2  is longer than the dephasing time and it is 
commonly hundreds of microseconds for 13C spins-limited diamond sample[186]. This can be 
increased to almost 2 ms in isotopically engineered diamonds with 0.3% 13C abundance[175]. 
In section 3.6.1 Hahn echo measurements will be discussed.  
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3.3.2.5 CPMG Pulse Sequence 
A technique used to extend the coherence time consists in applying additional MW π pulses to 
further decouple the NV- electron spin from magnetic impurities in its environment. The decay 
in a Hahn echo measurement is caused by fluctuations of the magnetic field on the timescale of 
free evolution time τ. By applying the π pulse N times during the total duration τ (as shown in 
Figure 3.7(c)), the field fluctuations become more static on the timescale of the inter-π pulse delay 
and are averaged out by the reversals more effectively. This is the principle of dynamical 
decoupling, a very effective method to preserve spin coherence in a slowly fluctuating magnetic 
environment[189]. The Carr-Purcell-Meiboom-Gill (CPMG) sequence of pulses has been applied 
in this work, as discussed in section 3.6.2. 
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Figure 3.7: Pulse MW sequences for coherent spin control.  
(a) Ramsey pulse sequence. After initialization of the NV- spin to the |0⟩ state, a 
𝜋
2
 MW pulse creates 
the linear superposition 
1
√2
(|0⟩-|1⟩). The electronic spin is then left free to evolve and dephase for a 
variable time delay τ, before a second 
𝜋
2
 MW pulse is applied. The final step of the sequence is the 
detection excitation pulse. This sequence allows the estimation of the electron spin dephasing time 
T2




pulses, a 𝜋 pulse is applied to refocus the dephasing spin population. This sequence is used to 
estimate the spin decoherence time T2 . (c) CPMG pulse sequence. Further dynamical decoupling 
can be achieved by increasing the number of 𝜋 pulses during the free evolution time.  
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3.4 Engineering Single NV-  centers with Nanoscale Control  
3.4.1 Introduction 
The major part of synthetic diamonds is produced with either one of two methods: high-pressure 
and high-temperature (HPHT) growth or chemical vapor deposition (CVD). The first method, 
around since the 1950s[190], allows for the mass production of high-quality diamond at relatively 
low cost and is therefore commonly used in industrial applications. The growth begins from a 
seed crystal under high pressure (> 5 x 104 bar) and high temperature (> 1400 °C) conditions, 
where diamond is the stable allotrope of carbon. In contrast, the more recently developed 
synthesis via CVD occurs at lower pressure (0.01-1 bar) and temperature (< 1000 °C), and it 
involves a gaseous precursor containing carbon, such as methane, which, together with other 
carrier gases, is introduced into a growth chamber energized to form a plasma that deposits 
carbon atoms onto a substrate. Thanks to the selective etching action of hydrogen gas, the more 
thermodynamically stable graphite deposits are removed while diamond is grown. CVD 
diamonds are more expensive, but more suitable for research applications due to the higher 
flexibility of CVD growth in terms of substrate type, growth conditions and inclusion of dopants. 
Ultra-pure diamond substrate with very low nitrogen content < 5 ppb (< 1015 cm-3) can only be 
produced using CVD. Nitrogen can also be controllably introduced at precise moments into the 
growth chamber to create very thin δ-doped layers (~ 2 nm thick). The majority of the resultant 
impurities are substitutional nitrogen defects; only a small fraction (typically < 0.5%) form NV 
centers[191].  
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A finer control of dopant concentration and positioning suitable for quantum electronics and 
photonics applications can be achieved through ion implantation. In the following sections I will 
introduce this technique and how it can be used to attain nanometer scale positioning control 
over the nitrogen dopants.  
 
3.4.1.1 Ion Implantation 
NV centers may also be formed by implanting nitrogen ions, generally N+ and N2
+. These ion 
species often consist of 15N isotopes in order to distinguish NV centers formed via ion 
implantation from native NV centers, which contain the more naturally abundant (99.6%) 14N 
isotope. The implantation parameters can be adjusted to obtain the desired dopant density and 
depth. The fluence and implantation time determine the total nitrogen dose, the ion energy affects 
the penetration depth and straggle. The crystal structure of the target is the cause of channeling 
effects which result in deeper implants than assuming an amorphous target. One suggested way 
to reduce this effect is to implant with a small incidence angle[192, 193]. 
 
Ion implantation remains the far more accessible option for achieving thin shallow NV layers in 
diamond substrates. The bombardment of the diamond substrate with nitrogen ions during 
implantation simultaneously introduces nitrogen impurities in the diamond crystal and 
vacancies by damaging the crystal structure. In order to repair the lattice damage during 
implantation, as well as to increase the N-to-NV- conversion yield, NV- photo-stability and spin 
coherence time, optimal techniques have been developed involving sample annealing and surface 
termination. 
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The vacancies created during implantation can be mobilized by annealing the diamond sample 
at a temperature > 600 °C[131, 194]. Vacancy diffusion towards the substitutional nitrogen defects 
results in the formation of NV centers and provide repair for lattice damage. Considerable 
research has gone into the optimization of the annealing process. It is common to anneal 
implanted diamond samples for at least 2 h at 850 °C in high-vacuum. Higher temperature 
annealing (e.g., up to 1200 °C) may also help to break down other types of defects and to increase 
the electron spin coherence time[193, 195]. It is expected that nitrogen atoms do not diffuse at 
these temperatures because the activation energy is too high[196]. Despite taking place in high-
vacuum chambers, the annealing process always generates graphitized carbon layers on the 
surface of the diamond sample, which are responsible for lower NV- to NV0 yield and reduced 
spin coherence. In order to remove these sp2 bonded nanocrystals, acid treatment is generally 
applied using a mixture of perchloric, sulfuric, and nitric acid (1:1:1), which does not attack the 
diamond sp3 bonds of diamond.  
 
3.4.1.3 Surface Termination 
For certain applications such as magnetometry, the NV- centers have to be very close to the 
surface of the diamond sample. When the implantation energy is set to a few tens of keV, the 
nitrogen ions penetrate only a few tens of nanometers below the surface (shallow NV centers). 
The resulting NV- centers strongly interact with the electric and magnetic species present on the 
surface, therefore it is crucial to control the surface chemistry and termination in order to improve 
the optical and spin properties of shallow NV- centers for quantum information processing and 
magnetic sensing [197, 198]. 
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In high-purity diamond (< 5 ppb nitrogen impurity) the preferred charge state of near-surface 
NV centers (within 200 nm) is the neutral charge state NV0[193]. This is due to the presence of an 
acceptor layer at the diamond surface which causes a depletion region to extend for several 
microns beneath it. Here the nitrogen donors are ionized and therefore cannot provide the extra 
electrons required to form the negatively charged NV centers. In general, any type of surface 
termination that induces a p-type upward band bending, will result in hole accumulation at the 
surface and in a higher density of  NV0. 
 
Hydrogen-termination leads to the depletion of electrons at the surface, caused by the lower 
electronegativity of hydrogen with respect to carbon, which results in a negative electron affinity. 
The C-H dipoles, together with adsorbed water molecules when the diamond is exposed to air, 
constitute an acceptor layer, which produces the phenomenology earlier described[199].  
Oxygen-terminated surfaces, on the contrary, yield a higher NV- concentration attributed to the 
relative electronegativity of oxygen to carbon. The positive electron affinity caused by the C-O 
dipoles interacting with adsorbed water, produces the opposite effect than for hydrogen. In order 
to achieve oxygen-termination, the diamond sample can be annealed at 465 °C for almost an hour 
in an O2 atmosphere[200]. This process also helps to further eliminate eventual graphitic carbon 
impurities. 
 
Recently, the investigation of fluorine-terminated diamond surfaces has concluded that it leads 
to a slightly higher and more stable NV- population than oxygen-terminated surfaces[201]. The 
reason lies in the high electronegativity of fluorine, which determines that the C-F bond is more 
polar than the C-O bond. Fluorination is achieved with exposure to CF4 plasma. 
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3.4.1.4 Entanglement via Dipolar Coupling of Neighboring Electron Spins 
Central to many quantum information processing applications with NV centers is the ability to 
produce small clusters of magnetically coupled spins. Two exemplary applications are (i) error-
corrected quantum registers[202] that could serve as memories in modular quantum 
computers[203] and quantum repeater networks[204, 205] and (ii) room-temperature quantum 
computing[206-208]. (i) Limited error correction was already demonstrated with three nuclear 
spins coupled via the NV- electron spin system[209] but general error correction requires at least 
nine spins, a number that becomes difficult and slow to control with only one NV- electron spin. 
One promising solution is to increase the number of NVs per error-corrected quantum register to 
∼3 or more, which is feasible as long as NVs are within ∼20 nm from one another to allow fast 
(∼tens of kHz) magnetic dipolar coupling. (ii) Although room-temperature quantum computing 
approaches have been shown to tolerate some randomness in spin-spacing and hence dipolar 
coupling strength, consistent coupling achieves highest performance. 
 
A common requirement for all of these applications is that the mutual dipolar interaction of two 
neighboring NV- spins be larger than the coupling of each individual spin with the surrounding 
environment. Two spins sense each other’s magnetic fields that are generated by their magnetic 
moments. A magnetic dipole with moment 𝝁 will produce a magnetic field 𝑩𝑑𝑖𝑝 at some distance 




[3?̂?(𝝁 ∙ ?̂?) − 𝝁] 
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For the NV- electron spin, with moment 𝝁𝒆 = 𝛾𝑒ħ?̂? and 𝛾𝑒 = 2.8 MHz/G, 𝑩𝑑𝑖𝑝∼ 0.05 G at 10 nm 
distance. For two NV- electron spins, with spin operators ?̂?1 and ?̂?2, the dipole-interaction term 






[?̂?1  ∙ ?̂?2 − 3(?̂?1  ∙ ?̂?𝟏𝟐) (?̂?2  ∙ ?̂?𝟏𝟐)] 
where 𝜇0 is the magnetic permeability, 𝑔 is the electronic gyromagnetic factor, is the 𝜇𝐵 Bohr 
magneton, 𝑟 is the distance between spins and ?̂?𝟏𝟐 is the unit vector connecting them. At 10 nm 
distance, the maximum coupling rate (when ?̂?1 and ?̂?2 are parallel) is ≈ 110 kHz, which rapidly 
decreases with increasing the NV-NV separation r, dropping to 14 kHz at r = 20 nm and to 1.7 
kHz at r = 40 nm. Given demonstrated coherence times of ∼2 ms and the rapid 𝑟−3 decay of the 
dipole-dipole interaction with separation, NVs must be co-localized to within ∼40 nm while 
preserving optimal spin quality.  
 
The room temperature coherent coupling through magnetic dipolar interaction between 
individually addressable single electron spins associated with separate NV- centers in diamond 
was demonstrated in 2010[179]. Three years later, Dolde et al.[180] demonstrated the 
entanglement between two engineered NV- at ambient conditions, mediated by the magnetic 
dipolar interaction.  
 
3.4.1.5 Masking  
More precise positioning directly translates into higher theoretical two-qubit entanglement 
fidelities, as well as tolerance for environmental decoherence. The scalable creation of high-
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quality NV- centers with nanometer-scale positioning accuracy is therefore a central challenge for 
these approaches.  
 
Various methods to engineer NV- centers through 15N+ ion implantation and annealing have been 
pursued. Serial implantation techniques, using mask-less focused ion beam[210-212] or pierced 
scanning probe[213, 214], are flexible methods for the creation of individual NV- centers in 
predetermined locations (for focused ion beam), although the technique is not easily scalable to 
large areas (for the pierced AFM). Therefore, parallel implantation employing lithographically 
defined masks has been developed to simultaneously address the requirement of placement 
accuracy and high throughput. Examples of such masks include apertures in PMMA[192, 215, 
216] (diameter > 30 nm), high-aspect-ratio nano-channels in mica[217] (diameter > 30 nm, 
randomly positioned), and sub-10 nm linear trenches in silicon[218]. The latter represents the 
highest lateral resolution demonstrated to date but suffers from limited site-to-site pitch and low 
localization in the axial direction. To obtain a spatial distribution of implanted NV- centers with 
small FWHM and simultaneously guarantee a high implantation isolation outside of the defined 
apertures, masks made with low density and low atomic weight materials must be thick, that is, 
on the scale of hundreds of nanometers. However, thick masks do not allow closely spaced 
patterns. 
 
In this work, I present a technique for creating arrays of shallow NV centers with ∼10 nm spatial 
localization and site-to-site spacing of 40 nm, as illustrated in Figure 3.8. This pitch is sufficiently 
small for magnetic dipole coupling between NVs implanted through neighboring apertures to be 
faster than decoherence processes for NVs with demonstrated millisecond T2 times that in 
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principle allow for dipole-mediated entanglement. The process relies on high resolution EBL in 
combination with dry etching to create nanoscale apertures in a 35 nm-thick gold film deposited 
directly onto an ultrapure CVD-grown diamond substrate. This was subsequently irradiated with 
high energy 15N+ ions and annealed to form NV- centers. The high atomic mass and high density 
mask ensures excellent implantation isolation (more than 40 dB) that permits the formation of 
nanoscale apertures with low aspect-ratio and close spacing, achieving high spatial resolution 
and fine pitch across the diamond sample. 
 
 
Figure 3.8: Concept for the creation of closely spaced electronic spins in diamond. 
The implantation of nitrogen through a mask presenting nanoscale apertures in close proximity 
to one another, enables the creation of NV centers with high spatial resolution and fine pitch. This 
allows the possibility of entanglement of adjacent spin qubits by means of direct magnetic dipolar 
coupling. 
 
The resulting color centers were imaged via super-resolution microscopy and their optically 
addressable spins were characterized. A large portion of the following sections of this chapter has 
been published in Ref. [219]. 
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3.4.2 Nanoscale Lithographic Patterning of a Gold Implantation Mask 
3.4.2.1 Preparation of the Diamond Sample for Electron-Beam Lithography 
The diamond substrates used in this work were high-purity synthetic diamonds produced by 
Element Six, with impurity concentration [N] < 5 ppb, [13C] = 1.1%. They are 1 mm-thick squared 
substrates, 2 mm on a side. Typically, the sample are cleaned with a combination of acids, 
including piranha solution (sulfuric acid/hydrogen peroxide 3:1), and organic solvents.  
High resolution EBL requires a very accurate focusing procedure, in order to ensure that the 
focused electron beam spot size is the smallest possible at the diamond surface. In order to achieve 
this, registration marks are created on the periphery of the patterned area on the substrate by 
means of EBL.  
 
The small diamond substrate was mounted onto a carrier silicon chip by pouring a drop of 
poly(methyl methacrylate) (PMMA) on the chip and placing the diamond directly on top of it, 
minding not to contaminate the top surface of the diamond substrate. The PMMA was then 
hardened on a hot-plate. After cooling down, a bilayer resist composed of a first layer of 
copolymer (MMA (8.5) MAA in ethyl lactate) and a second layer of PMMA. Baking at 180 °C after 
the application of each layer ensured the evaporation of the solvent, increasing the resist contrast. 
The copolymer, being more sensitive to the electron-beam exposure, develops more beneath the 
PMMA layer, creating a resist profile structure (under-cut) suitable for optimal metal lift-off. A 
conductive discharge layer is necessary for EBL on diamond. Therefore, the bilayer resist stack is 
spin-coated with Aquasave, a water-soluble conductive polymer, which forms a layer a few tens 
of nanometer thick. 
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10 µm-square registration marks were exposed with an 80 kV electron-beam system (NanoBeam 
nB4), current 10 nA, dose 1000 µC/cm2. After removing the Aquasave layer with water, the resist 
was developed for 90 s in a solution of methyl-isobutyl ketone:isopropanol (MIBK/IPA, 1:3 by 
volume) at 5 ºC, then rinsed in IPA. Electron-beam evaporation was employed to deposit 2 nm of 
Cr (adhesion layer) and 70 nm of Au (Angstrom EvoVac electron-beam evaporator). The lift-off 
of the metal was accomplished by soaking the sample for 2 hours in Remover PG (MicroChem), 
solution containing N-Methyl-2-Pyrrolidone (NMP), and then spraying acetone with a syringe 
for complete removal of the resist and any metallic debris, followed by rinsing in IPA and water. 
It should be noted that during lift-off the diamond substrate detaches from the carrier silicon chip, 
therefore careful re-mounting is required after any organic solvent treatment.  
 
3.4.2.2 Lift-off of HSQ Nano-Posts 
The first method I pursued to accomplish the realization of closely spaced nano-apertures in a 30 
nm-50 nm Au film was to pattern HSQ, which is a high-resolution negative tone resist, then 
perform Au deposition and lift-off[220]. The exposure of HSQ with an electron beam generates 
structures of cross-linked resist after development, as already discussed in section 2.2.1.1. In this 
case, since the goal is to create circular apertures of diameter between 10 and 20 nm, tall HSQ 
nano-posts are needed. More specifically, a good rule of thumb when it comes to lift-off processes, 
is that the thickness of the resist should be at least twice that of the metal layer, in order to ensure 
enough clearance for the access and flow of the organic solvent (acetone/NMP) used to dissolve 
the metallized resist. Therefore, the diamond samples (already patterned with registration marks 
and a 5 nm Cr discharge layer for EBL) were spin-coated with a diluted HSQ solution (XR1541–
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006:methyl isobutyl ketone = 1:1) to produce an 80 nm-thick film. Electron-beam exposure of the 
resist was carried out with a beam current of 300 pA. Arrays of different arrangements of circles 
of various diameter and pitch were exposed at electron doses ranging from 1000 to 2000 μC cm2⁄ . 
The resist was developed in Microposit MF CD-26 (TMAH 2.6% aqueous solution) at room 
temperature for 4 min and rinsed for 2 min in boiling ethanol. 
 
In Figure 3.9(a-b) are shown two representative SEM images of linear chains of HSQ nano-posts, 
or nano-pillars given their aspect-ratio, which have 60 nm (a) and 40 nm (b) pitch. In the case of 
40 nm pitch, the pillars fail to stand, and mostly collapse on substrate or on each other due to the 
fragility of their thinner body. This issue is known to take place for high aspect-ratio and dense 
structures, particularly during the solvent evaporation phase, due to capillary forces. One way to 
reduce or eliminate this problem is by adopting a supercritical resist drying technique, aimed at 
reducing the surface tension to prevent the resist collapse[221]. Figure 3.9(c-d) shows a sample 
after metallization and lift-off. The 60 nm-pitched quadruplets of apertures are mostly obstructed 
by the metal which was covering the HSQ nano-pillars and was not successfully washed away 
with the dissolved resist. This issue might be solvable by applying intense ultrasonic agitation 
during lift-off.  
 
Nevertheless, a greater issue was more critical in the decision to abandon this method. The metal 
that covers the pillars forms a cap that grows in diameter along with its thickness during the 
deposition, thereby slowly filling the gap between adjacent pillars, as shown in panel (d). This 
results in a reduced thickness of the mask in the space between pillars, which is even more 
pronounced for arrays with pitch of 40 nm. 
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Figure 3.9: SEM micrographs of the implantation mask via HSQ/lift-off method.  
(a) Linear chain of HSQ nano-pillars of 60 nm pitch and approximately 30 nm diameter. (b) 40 nm 
pitch linear chain. The pillars height is ≈ 80 nm, the diameter is ≈ 20 nm, therefore high aspect-
ratio causes their collapse. (c) After lift-off, the metal from the pillars obstructs the apertures. (d) 
in few cases the apertures are unobstructed, but the coverage of the space between adjacent pillars 
does not have a uniform thickness, as shown in (d).  
 
3.4.2.3 PMMA patterning and Gold Hard-Mask Deposition  
Due to the unsuccessful approach described in the previous section, we developed a mask 
fabrication procedure based on EBL of PMMA, similarly to what was done in Ref. [215]. After the 
preparation of the sample and the creation of registration marks, the diamond surface was coated 
with 4 nm-thick Ti as discharge layer, and the PMMA coating, exposure and development were 
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performed as described in section 3.4.2.4.2. After patterning the resist, an additional layer was 
needed in order to ensure sufficient mask stopping power.  
 
Figure 3.10: Implantation mask made with PMMA and AuPd hard-mask. 
(a) Schematics of the masking layers. (b-d) Representative SEM images of the mask, which show 
40 nm pitch arrays of apertures. It is evident the presence all over the mask surface of cracks of 
width similar to that of the apertures.  
 
We chose to deposit 2 nm of Ti (as adhesion layer) and 20 nm of Au, which is dense and has high 
atomic weight, therefore the ion stopping range is shorter. Alternatively, we employed AuPd 
alloy (60/40), which despite having a lower density, presents grains of smaller size, resulting in 
a smoother and more uniform coating. The deposition was performed by means of electron-beam 
evaporation (Semicore S-2000), equipped with a rotation stage with tilted axis (60°), which 
enabled uniform coverage of the resist, particularly at the rims of the apertures, without 
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penetration through the apertures. Figure 3.10 shows a schematics of the mask together with 
representative SEM images. It is possible to observe cracks of variable width, comparable to that 
of the 10 nm apertures, distributed uniformly on the surface of the mask, with higher 
concentration in the patterned locations. We attributed these cracks to the different thermal 
properties of the metal film and the underlying polymer resist, with the cracks resulting from 
differential expansion and contraction upon exposure to temperature changes. We were not able 
to overcome this issue which affected the masking function of the metal layer, as ions could 
penetrate through the cracks, and create NV- centers in undesired locations.  
 
3.4.2.4 Patterning of Gold via PMMA/Ti Etch Mask 
3.4.2.4.1 Deposition of the Au Mask 
In order to overcome the issues discussed earlier, we proceeded with a new approach. The metal 
layers composing the core of the mask (with highest masking power) could be deposited directly 
on the diamond surface (similarly to the HSQ lift-off approach), obviating the large thermal 
mismatch problem of metal on resist. Nanometer-sized apertures could then be etched into them 
using a combination of EBL and ion etching.  
 
After the fabrication of the registration marks, the diamond substrate was mounted onto a silicon 
carrier chip and, by means of electron-beam evaporation (Angstrom EvoVac) performed at a rate 
of 0.5 Å/s while maintaining the chamber pressure below 5 x 10-7 mbar, a thin film of 8 nm of Cr 
and 35 nm of Au was deposited. The Cr layer, aside from facilitating adhesion of the Au to the 
diamond, plays a role in protecting the diamond surface from plasma etching-induced damage 
and in reducing the likelihood of ion channeling during implantation[215, 216, 218, 222]. To be 
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certain of the final thickness of the metal layers, a control silicon sample with scotch tape applied 
to a corner was used in the same deposition. After the removal of a patch of metal with the scotch 
tape, an AFM was used to measure the height of the metal layer edge from the step-like scan. 
Finally, an indium wire was applied to establish an electrical connection between the top surface 
of the gold-coated diamond sample and the carrier silicon chip, to provide a discharge pathway 
during EBL. 
 
3.4.2.4.2 Electron-Beam Lithography of PMMA 
Next was the preparation of the sample for EBL. The chip carrying the diamond was attached to 
a glass coverslip and mounted off-center on a spinner, to increase the tangential velocity and 
avoid the accumulation of resist at the corners of the 2 mm × 2 mm diamond, observed in the case 
of centered spin-coating. PMMA of molecular weight 495k (2% solution in anisole) was spun to 
create a 60 nm thick film and baked at 180 °C for 15 min. Electron-beam exposure (Nanobeam 
nB4 lithography system) was performed using 80 kV accelerating voltage, current 400 pA, 
varying the dose between 1500 and 3600 μC/cm2. The layout contained different arrangements 
(singles, pairs, triplets, triangles, linear chains, 2D arrays) of 40 and 60 nm pitch ensembles of 
circles, covering the entire surface of the sample. The resist was developed for 60 s in a solution 
of methyl-isobutyl ketone/isopropanol (MIBK/IPA, 1:3 by volume) at 5 °C, applying ultrasonic 
agitation for increased resolution and contrast, and rinsed in IPA to stop the development.  
 
3.4.2.4.3 Deposition of Ti Hard-Mask 
The chip was mounted on a 60° inclined support (with respect to the vertical) to perform a tilted 
deposition of a 15 nm-thick Ti film by means of electron-beam evaporation (Semicore S-2000), 
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forming a protective hard mask, as shown in Figure 3.13(b). The Semicore evaporator was 
equipped with a rotation stage with tilted axis, which permitted uniform coverage of the resist, 
particularly of the rims of the apertures. This angular deposition method was performed in order 
to decrease the diameter of the apertures while protecting the top surface of the resist during the 
successive RIE steps. The samples underwent a 10 s oxygen plasma treatment (Diener Tetra 30 
PC plasma cleaner, 0.25 mbar, 4 sccm O2 flow, 212 V DC bias, 300 W RF power at 13.56 MHz) in 
order to eliminate residual resist from within the developed features. 
 
3.4.2.4.4 Pattern Transfer via Dry-Etching with Argon Plasma 
The pattern was transferred to the Au layer using anisotropic RIE with argon plasma, applied for 
a total of 6 min (Oxford PlasmaLab 80 Plus ICP 65, 60 W forward power, 0 W ICP power, 50 sccm 
of Ar repeated 18 times for 20 s each, spaced by 30 s Ar flushing). The reason behind the 
subdivision of the etching process into multiple short alternation of etching and flushing is first, 
that by allowing breaks the temperature of the sample was more stable, avoiding etching-induced 
overheating, and second, the Ar flushing ensures that the contaminants produced during the 
etching are regularly removed, avoiding redeposition. Because the thickness of the oxidized 
metal-protected resist was twice that of the Au layer, and the etch rate of Ti was measured to be 
five times slower than that of Au (as shown in Figure 3.11), the aperture pattern could be 
transferred without jeopardizing the integrity of the mask. Note that the underlying Cr layer was 
not etched, thus protecting the diamond surface from possible damage. Figure 3.12(a-c) shows 
SEM micrographs of 40 nm-pitch aperture arrays in the mask with diameter of approximately 10 
nm at various stages in the fabrication process. Before applying the Ar plasma, the Ti hard-mask 
coating the resist presented the granular structure typical of thin films deposited by electron-
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beam evaporation, which introduces an apparent edge-roughness along the rim of the holes in 
PMMA, which are otherwise circular with smooth edges. Following the pattern transfer with Ar 
etching, the top surface of the mask appeared smooth due to the sputtering action of the Ar+ ions, 
and the diameter of the apertures in the resist was reduced, possibly because of structural changes 
in the heavily cross-linked polymer during exposure to the Ar plasma. To confirm the pattern 
transfer to the Au mask, we removed the PMMA layer from a test sample and imaged the gold 
surface directly, observing apertures as defined by the electron-beam patterned PMMA (Figure 
3.12(c)).  
 
Figure 3.11: Effect of the Ar etching on different metal films.  
A shorter Ar etching recipe employed in this work was applied on a control test to estimate the 
resistance of the materials composing the mask. Au was etched at a rate almost three times faster 
than Cr and five times faster than Ti.  
 
A mask containing arrays of apertures in various geometric configurations was created to 
demonstrate the flexibility of this high-throughput approach for the precise positioning of  NV- 
centers. Figure 3.12(d-f) displays linear chains, isolated pairs and two-dimensional arrays of 60 
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nm pitch apertures in a mask with lateral cross-section as sketched in Figure 3.13(d). The diameter 
of the circular features was varied between 10 and 20 nm by controlling the electron dose to allow 
separations as small as 20 nm between neighboring apertures in the case of 40 nm pitch arrays. 
 
Figure 3.12: SEM micrographs of implantation masks obtained via PMMA/etching method.  
(a) Top-view image after the deposition of a 15 nm-thick Ti hard-mask by angled electron-beam 
evaporation. Representative cluster composed of a pair of circular apertures with 40 nm pitch and 
approximately 15 nm diameter. The metal reduces the diameter of the circular features in the 
PMMA. The grain size is clearly visible (approximately 10 nm) and introduces edge roughness 
along the rim of the apertures. (b) After argon RIE, the Ti surface is smoother and the grains are 
no longer visible. The diameter of the circular apertures is also reduced. (c) The resulting Au layer 
shows clear pattern transfer. Examples of different configurations of circular features constituting 
the mask design: (d) chains, (e) pairs, and (f) 2D arrays. 
 
3.4.2.4.5 Ion Implantation, Mask Removal, Annealing, Surface Termination 
Following the fabrication of the mask, the broad-beam implantation of 10 keV 15N+ ions (carried 
out by INNOViON Corp.) introduced shallow nitrogen atoms at the predicted depth of 7.5 nm 
below the diamond surface at the location of the mask apertures, as illustrated in Figure 3.13(d). 
The sample was implanted at an angle of 6° from the perpendicular to the surface (100) to 
decrease ion channeling and with fluences ranging from 1010 to 1013 ions/cm2. The mask was then 
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removed using solvents and acids (acetone to remove the resist, KI/I2 gold etchant, CR7 chrome 
etchant, dilute HF to remove titanium). 
 
Figure 3.13: Fabrication process schematics of the nanopatterned implantation mask. 
(a) A bulk diamond substrate was masked by depositing 8 nm of Cr and 35 nm of Au. EBL was 
used to pattern a 60 nm thick PMMA film. (b) Titanium was deposited at a 30° angle with the 
substrate to form a hard-mask on the surface of the developed resist. O2 RIE was applied to 
eliminate eventual resist residue. (c) Pattern transfer to the underlying metal mask was achieved 
by means of RIE with argon. (d) Broad-beam implantation of 15N+ ions at 10 keV resulted in the 
insertion of substitutional nitrogen within the diamond lattice, approximately 10 nm below the 
surface. (e) The resist and the metal mask were removed with wet chemical treatments. (f) 
Annealing the sample at 1000 °C allowed the formation of NV centers. 
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To promote vacancy diffusion and the formation of NV centers with the implanted substitutional 
nitrogen atom, the sample was annealed at 850 °C in a vacuum furnace for 2 h (Figure 3.13(f)). As 
discussed in section 3.4.1.3, during the annealing process, the surface of the diamond sample 
develops graphitic carbon impurities that were removed by immersion in a mixture of perchloric, 
sulfuric, and nitric acid (1:1:1), which does not attack the diamond sp3 bonds. An additional 
annealing step at 1000 °C in a high vacuum furnace (<  10−6 mbar) was performed to increase the 
NV- formation yield and its electron spin coherence time. Finally, the diamond was annealed at 
475 °C in a dry 30% O2 atmosphere for 2 h to achieve oxygen surface termination. 
 
3.4.2.4.6 Simulation of the Stopping Range of Ions in Matter 
Monte Carlo simulations were used to estimate the isolation of the mask and the implantation 
depth of nitrogen into diamond using SRIM-2013 (Stopping Range of Ions in Matter). The 
algorithm simulated 50,000 15N+ ions incident on the multi-layered mask normal to its surface 
with an energy of 10 keV. According to these simulations, none of these ions reaches the diamond 
substrate, which translates to a predicted isolation probability greater than 99.998%. The majority 
of the ions are trapped within the PMMA film, while the remaining ions come to rest within the 
35 nm-thick Au layer (Figure 3.14(a)). These simulations do not take into account possible 
degradation of the PMMA during the implantation process, nor the non-uniform density of the 
Au film deposited by evaporation. On the other hand, in correspondence with the apertures, the 
diamond is masked only by the Cr layer, which helps to reduce ion channeling during 
implantation. Here the mean penetration depth of the 15N+ ions into the diamond is 7.5 nm, as 
indicated by the dashed yellow line in Figure 3.14(b), while the straggle (standard deviation of 
the distribution) is 6 nm. 
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Figure 3.14: SRIM simulations.  
(a) SRIM simulation of the penetration depth of 10 keV 15N+ ions into the multi-layered mask. The 
grey vertical lines delimit different materials, while the blue line indicates the diamond surface. 
b) In correspondence with the apertures in the mask, the ions penetrate to a mean depth of 7.5 nm, 
as indicated by the dashed vertical yellow line. 
 
3.5 Nanoscale Localization of Engineered Shallow NV- Centers 
3.5.1 Experimental Apparatus 
The essential components of the custom-made experimental apparatus for confocal microscopy 
and spin characterization of the engineered NV centers are illustrated in Figure 3.15. The optical 
excitation was provided by a 532 nm Coherent Verdi G5 5W laser either focused on the back focal 
plane of the objective, for wide-field illumination, or collimated, for confocal operation. The laser 
beam passed through a fast AOM (Gooch and Housego, R35085) allowing pulsed excitation and 
was focused onto the sample with an oil-immersion objective (Zeiss, N.A. = 1.3), mounted on a 
Zeiss Axio Observer body. The diffraction-limited spot size of the laser beam was about 200 nm. 
The position of the focal spot on the sample during the scanning motion was controlled by a piezo 
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stage Physik Instrumente NanoXYZ. The maximum scanning area was a square about 200 µm on 
a side. The PL was collected by the same optical train; it was spectrally separated from the 
excitation beam path through a dichroic mirror (Semrock, BrightLine 552 nm), and filtered 
(Semrock 532 StopLine, 633 RazorEdge long-pass), before being directed either onto an EMCCD 
(Princeton Instruments Pro-EM) for wide-field measurements or into a single mode fiber for 
single-photon detection (Excelitas, SPCM AQ4C). The fiber core itself acted as the pinhole of the 
confocal geometry, and it had two outputs; therefore, it was also playing the role of the beam-
splitter in HBT configuration. Two APDs detected and amplified the signal which was then 
analyzed by a time-correlated single photon counting (TCSPC) system (Picoquant Picoharp 300), 
which performed the measurement of the second-order autocorrelation function. The overall 
collection efficiency of the apparatus in confocal configuration was about 1%. The wide-field 
signal could be also directed to a spectrometer (Acton SP2500) for analysis of the PL intensity 
versus wavelength. The stage onto which the sample was mounted had an integrated permanent 
magnet which applied a magnetic field of about 100 Gauss. The MW electromagnetic field used 
to drive the NV- spin was generated by a Rhode-Schwartz SMIQ 300 signal generator, amplified 
and modulated (Minicircuits, zhl-16w-43 + amplifier and zaswa-2-50 DR + switch), and applied 
by means of a 15 µm copper wire which was manually positioned to run across the diamond 
sample in correspondence (within 20 µm) with the imaging location. A camera mounted on top 
of the objective allowed the visualization of the sample and the copper wire. Microwave phase 
control was implemented through a fixed 90° phase shifter (Minicircuits). Experiment timing was 
determined by a PulseBlaster ESR-PRO 500 MHz FPGA. The intensity of the microwave field at 
2.87 GHz was varied within the range of 1-5 Gauss. 
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Figure 3.15: Experimental setup for the identification and characterization of individual NV-. 
 
3.5.2 Scanning Confocal PL Measurements 
The first step in identifying single NV- centers consists of imaging the implanted diamond sample 
using scanning confocal fluorescence microscopy. The bright dots in the scans in Figure 3.16 
correspond to NV PL,  and the relative brightness varies according to the number of NVs per 
cluster. As described in the previous section, the PL signal collected is primarily derived from the 
phonon side-band of the NV- PL which extends approximately between 650 and 800 nm, selected 
by a long-pass filter inserted in the optical collection path. The PL scans are very useful for the 
estimation of the N-to-NV conversion yield and the mask isolation. The region of the sample in 
Figure 3.16(b), which contains an array of 60 nm pitch triangular clusters (11 x 11, spaced by 1 μ
m), was analyzed, and 29 sites with no apparent NV centers were identified out of the 121 sites 
implanted, as shown in Figure 3.17(a). Assuming a Poisson distribution for the number of NVs 





, a probability of 
29
121
= 0.24 of an empty site (𝑘 = 0) implies a mean number of NVs 
per site λ ≈ 1.43 ± 0.1, or 0.48 ± 0.03 per aperture, as every site is composed of three apertures 
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(errors are estimated taking into account the variance of the sampling distribution of the mean 
with N = 121 and the Central Limit Theorem). 
 
Figure 3.16: Scanning confocal PL micrographs of engineered NV- centers in diamond. 
The bright spots in the images derive from the NV center PL, and reproduces the design of the 
mask (shown in the insets) for arrays (1 μm spacing) of (a) 60 nm pitch chains, (b) triangular 
clusters, (c) and a grayscale photograph with 40 nm pitch apertures (original photo by ullstein 
bild/ullstein bild via Getty Images, reproduced with permission). 
 
Since the area of each aperture is 177 ± 46 nm2 (15 ± 2 nm diameter), a mean number of 0.48 ± 0.03 
NVs per aperture corresponds to a density of 2.7 ± 0.9 x 1011 NV/cm2. Therefore, the conversion 
yield was approximately between 2% and 4%, as the 15N+ implantation fluence was 1013 ions/cm2.  
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Figure 3.17: Estimation of implantation yield and mask isolation.  
(a) Scanning confocal fluorescence image of a region with an array of triangular clusters of 
apertures. The numbers indicate ‘dark’ site, with no NV- center. (b) Count of the NVs located 
outside the mask-defined sites for the same region. The number of empty sites (c) and NVs off-
site (d) in a region containing an array of triplets is similar to the one obtained in a) and (b) 
respectively. 
 
We also estimated the mask isolation. In Figure 3.17(b) we counted 22 background (non-targeted) 
NVs within the 100 µm2 area, which results in a background density of approximately 2.2 x 107 
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NV/cm2, therefore the on-site/off-site isolation is about 1.2 ± 0.4 x 104, or 41 ± 2 dB. Similar 
conversion yield and isolation are obtained if the estimation is performed in correspondence with 
the array of triplets shown in Figure 3.17(c,d). This estimate of the isolation is lower than the 
simulated limit (discussed in section 3.4.2.4.6), possibly due to modifications of the resist layer 
during the argon plasma etching and to the polycrystalline nature of the metallic mask resulting 
in a reduction of effective thickness at grain boundaries.  
 
Large-scale arbitrary patterning is also possible. We demonstrated this by creating a reproduction 
of a photograph on the mask varying the density of 15 nm apertures with 40 nm pitch to achieve 
a grayscale image. The scanning confocal fluorescence micrograph of the resulting NVs after 
implantation through the grayscale image on the mask is shown in Figure 3.16(c).  
 
3.5.3 Wide-Field Super-Resolution Microscopy of Single NV Centers 
The objective is simple: determine how many NV- have been created within a cluster of apertures 
(pair, triple, triangular arrangement, etc.) and measure with nanometer scale precision their 
relative position in order to assess the placement accuracy provided by the nanopatterned mask. 
To accomplish this task we have adopted a fairly recent method presented for the first time by E. 
Chen et al. [218, 223] and known as deterministic emitter switch microscopy (DESM).  
 
3.5.3.1 Wide-Field Contrast ESR Identification of NV- Crystal Orientation Class 
DESM is a technique based on wide-field super-resolution localization through ODMR. It allows 
for localization of NVs within each of the four distinct geometric classes available in single-crystal 
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diamond, corresponding to the four possible (111) crystallographic orientations, by sequentially 
driving each class into a low-fluorescence ‘dark’ state by applying a MW field with class-selective 
resonance, as discussed in section 3.3.2.1.  
 
A representative measurement of an array of triangularly arranged NV centers is shown in Figure 
3.18. We measured the photoluminescence intensity of the array without microwave drive (Figure 
3.18(a)), as well as under continuous-wave driving on resonance with NVs in each of the four 
geometric classes. The difference between the off-resonance and on-resonance PL intensities 
(Figure 3.18(b)), isolates the signal originating from NV- centers associated with each distinct 
orientation. Thus it is possible to count in how many of the four contrast ESR images a specific 
bright spot appears, thereby obtaining a lower-bound estimation of the number of NV- in a 
particular isolated cluster. In fact, DESM cannot distinguish the presence of more than one NV- 
in one given orientation, but an additional method, such as analysis of the photon statistics via 
g(2) function, can be paired with DESM to achieve a precise NV- count.  
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Figure 3.18: NV- orientation class identification via contrast ESR.  
(a) Wide-field image of the PL of NV- centers created via implantation through a mask presenting 
triangular arrays of 60 nm pitch circular apertures (shown in the inset). Three representative sites 
(circled and labeled A, B, and C) were further analyzed with super-resolution microscopy. (b) 
Four-quadrant contrast ESR image of the same region for four microwave resonances 
corresponding with the different crystal orientations of the NV- centers. A decrease in PL intensity 
upon application of a microwave is indication of the presence of at least one NV center in the 
selected orientation and is represented in the image by a bright spot. 
 
3.5.3.2  Reconstruction of NV- Locations  
Each bright spot in the four contrast ESR images has been fitted with a 2D Gaussian curve (Figure 
3.19(a-c)) to determine the position of each NV- below the diffraction limit. In this example, we 
identified three different NV- configurations, corresponding to NV- centers implanted through 
different apertures with a minimum lateral spacing of 13 ± 5 nm for two NVs observed in panel 
(c). The error bars in the X-Y graph represent the 95% confidence interval of the fit. As anticipated, 
we confirmed the NV- number through second-order photon correlation measurements, as 
shown in Figure 3.20, with panel (c) presenting a single-NV- photon antibunching curve for  
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Figure 3.19: Super-resolution imaging of NV- positions at the three selected sites.  
Gaussian fit of the contrast ESR signal and reconstruction of the NV- locations within the 
triangular cluster (below) for (a) point A, (b) point B, and (c) point C (as indicated in Figure 3.18). 
Error bars correspond to the 95% confidence interval of the Gaussian fit. 
 
reference. Since ion implantation is inherently a Poissonian statistical process, it is likely that 
within one cluster there is an aperture which does not yield any NV- whereas another yields 
multiple ones. When the NV- positions resulting from the Gaussian fit were very close to one 
another (much less than 60 nm, the aperture pitch), we interpreted this as an indication of NVs 
implanted through the same aperture. 
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Figure 3.20: Second order autocorrelation function of three representative sites.  
Photon statistics allowed the estimation of the number of NV- centers present in a cluster, 
indicating (a) point A containing 2 NV- centers if 0.5 < g(2)(0) < 0.66, (b) point B containing 3 NV- 
centers if 0.66 < g(2)(0) < 0.75, and (c) a single NV- if g(2)(0) < 0.5. 
 
3.5.3.3 Statistical Analysis of NV-NV Spacing 
To demonstrate that we have nanoscale control over the position of the engineered NVs, we 
repeated these wide-field super-resolution measurements across several arrays consisting of 
apertures configured in pairs, linear triplets, and triangular arrangements with 60 nm pitch. We 
identified approximately 200 sites containing more than one NV-. For each, we computed the NV-
NV spacing of all independent pairings (227 pairings in total). The resulting frequency histograms 
are shown in Figure 3.21. The pairs and linear triplets have characteristic peaks at about zero and 
60 nm separation in the X direction, associated with NVs implanted through the same and 
neighboring apertures respectively, while the linear triplets also have a peak at 120 nm associated 
with NVs implanted through apertures at opposing ends. For both arrangements, the distribution 
in the Y direction is centered at zero with no features elsewhere. In contrast, the triangular 
configuration results in a significantly different profile with characteristic peaks prominently 
occurring at Y = 51 nm, reflecting the presence of the vertically displaced aperture. In total 
displacement R, the linear triplets display a long tail toward 150 nm, while the pairs and triangles 
are more tightly spaced. We modeled the expected outcomes using the Chi distribution with one 
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(X, Y) and two (R) degrees of freedom, as shown in the solid curves in Figure 3.21. The variance 
of the distribution reflects the combination of several sources of broadening, including the width 
of the implantation aperture, the implantation straggle, and the super-resolution measurement 
error, while each possible pairwise aperture combination is treated as a separate distribution with 
a mean determined by the aperture spacing for that combination.  
 
Figure 3.21: Statistics of NV-NV spacing.  
a) Forty-one pairwise NV-NV separations resulting from linearly paired apertures with 60 nm 
pitch, (b) 80 from linear triplets, and (c) 106 from triangles (the mask is shown in the SEM images). 
The green curves are the predicted pairwise NV-NV spacing distributions for each two-aperture 
pair (including combinatorial weights), derived from the Chi distribution with one (X, Y) and two 
(R) degrees of freedom, and the red curve is the overall predicted distribution for shown aperture 
configuration. 
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We considered the combinatorial weights of each population (green curves) and summed them 
to create a predicted NV-NV spacing model (red curves), which agrees with the experimental 
data. In fact, it reproduces the characteristic features of triplets and triangles in X and Y 
respectively, showing that NVs created with this technique are indeed controllably patterned at 
the nanoscale. 
 
3.5.3.4 Separation Modeling of two NV- Implanted Through a Single Aperture 
Using the axial and lateral straggles of 6 nm and the mean depth of 7.5 nm obtained from SRIM 
calculations (section 3.4.2.4.6), as well as a circular aperture size of 10 nm diameter, we simulated 
the position in three dimensions of resulting NVs implanted through a single aperture using two 
different methods. First, we performed Monte Carlo simulations of the implanted NV- spatial 
positions. We numerically modelled the implanted NV- distribution in the X and Y directions as 
a convolution between the Gaussian point implant distribution (simulated by SRIM) and a single 
10 nm diameter circular implantation aperture. In the Z direction, we assumed that the mask had 
no effect and therefore that the distribution was identical to the SRIM output. From these 
distributions, we randomly and independently chose the positions for 10,000 modelled NV- 
centers. We then took the difference in absolute position pairwise, with the resulting NV-NV 
separations shown in the histogram in Figure 3.22. 
 
Secondly, we analytically modelled the 3D NV-NV separation as a Chi distribution with three 
degrees of freedom, with variances in each degree of freedom equivalent to those of the 
distributions above. The resulting model is the red curve in Figure 3.22, which agrees with the 
Monte Carlo simulation. We infer that with a mean separation between NVs of 12 nm, 
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approximately 30% of NV-NV pairs created by implantation through the same aperture will have 
an absolute separation of less than 10 nm. 
 
 
Figure 3.22: Three-dimensional simulation of the NV-NV separation.  
Histogram: Monte Carlo modelling. Red curve: Analytical Chi distribution model. 
 
3.6 Characterization of NV- Spin Coherence  
3.6.1 Hahn Spin Echo  
Finally, we characterized the coherent spin properties of the implanted NV- centers using wide-
field pulsed ODMR at ambient conditions, as described in sections 3.3.2.4 and 3.3.2.5. We 
performed Hahn echo measurements on two regions of the sample implanted with different 15N+ 
fluences, 1012 ions/cm2 and 1013 ions/cm2. Figure 3.23 compares data from both sets. The 
coherence times of NVs belonging to the region with higher ion implantation fluence is T2 = 9.8 ± 
1.3 µs, while for lower fluence is T2 = 12.1 ± 2.4 µs, which do not significantly differ. This supports 
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the hypothesis that the coherence time is limited by surface interactions, rather than by implanted 
electronic spin bath.  
 
Figure 3.23: Spin echo of NV- centers implanted at 10 keV with different ion fluence.  
(a) Fluence 1012 ions/cm2, (b) fluence 1013 ions/cm2.  







2(ω2t)]. Blue curve: exponential decay envelope.  
 
 
3.6.2 Dynamical Decoupling via CPMG Pulse Sequence 
The array-average coherence time T2
echo= 10 μs was increased to T2
CPMG 128= 67 μs through higher 
order decoupling with a fitted relation T2
CPMG-N = 𝑎𝑁𝜆, describing the NV- performance scaling 
with increased pulse number sequences, for pulse number N = 2, 4, 8, 16, 32, 64, 128, as shown in 
Figure 3.24. The NV- coherence times reached here are comparable to shallow implanted 
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NVs[160, 224, 225] and are sufficient for the coherent manipulation of entangled NV- spins 
separated by up to 20 nm. 
 
 
Figure 3.24: Coherence time extension via CPMG.  
The coherence time of engineered NVs is increased by means of CPMG-N pulse sequences for N 




. Inset: scaling of extracted T2 time 
as a function of the number of decoupling pulses. 
 
3.7 Outlook 
3.7.1 Increasing the Coherence Time 
A likely source of decoherence in this sample is constituted by proximal surface spins, which have 
recently been shown to dominate the magnetic noise spectrum at depths similar to the nominal 
7.5 nm implant of this sample[226, 227]. Arrays implanted with a lower 15N+ fluence (1012 
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ions/cm2, 10x reduced) show similar spin coherence times (see Figure 3.23(a)), indicating that 
implanted nuclear and electronic dark spins are not the dominant source of decoherence. 
To further decrease the decoherence rate to match the mask defined coupling strength at 
separations of 40 nm, a reduction of the magnetic noise is needed. This could be achieved by 
increasing the mask thickness, allowing for a deeper implant but with expected increase in 
straggle and poorer localization. Alternatively, different surface terminations such as overgrown 
diamond[228], nitrogen termination[229], or high-dielectric constant materials[230, 231] could be 
used while maintaining a shallow implantation depth. Though the contribution of surface 
electron spins is likely dominant, eliminating the 13C nuclear spin bath through isotopic 
purification[175] could also increase coherence times in these shallow-implanted spin arrays. 
 
Beyond increasing the coherence time of implanted NVs via elimination of electric and magnetic 
noise sources, the fabricated spin arrays have several avenues of further improvement. 
The single-aperture NV- yield of 0.5 reflects an N-to-NV- conversion yield of only 2.7%. This 
could be improved by repeated co-implantation[232], which could increase the NV- formation 
yield to 25%. In turn, this would allow for significant reduction in implantation dose, 
simultaneously reducing noise[233] while increasing the probability of multi-NV- sites. 
 
3.7.2 Resolution Limits of Lithography  
If surface issues are resolved, allowing for even shallower implant with comparable or better spin 
coherence times, the mask thickness could be reduced and aperture pitch could be decreased, and 
with further optimization, the nanopatterning of the mask could reach the resolution limits of 
EBL with PMMA[234, 235]. Figure 3.25 shows a pair of apertures defined in a 50 nm-thick PMMA 
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film on diamond, using the same e-beam exposure and development conditions described earlier 
for the realization of the mask. The highest resolution I have achieved is 20 nm pitch and sub-10 
nm diameter. These values surpass what has previously been accomplished for PMMA e-beam 
lithography, particularly in terms of pitch.  
 
Figure 3.25: EBL resolution limit.  
SEM micrograph of a pair of apertures in 50 nm-thick PMMA spun onto a diamond substrate. The 
distance between the centers of the apertures is 20 nm and the diameter is less than 10 nm. 
 
Resist development is crucial to achieving this level of resolution. The use of ultrasonic agitation 
during resist development in a cold solution of MIBK/IPA makes the realization of very dense 
arrays possible. Likewise, roughness introduced by finite grain size of the metal could be 
overcome through the use of single-crystal metallic masks, either by improving the 
deposition[236] or transfer of chemically synthesized membranes. 
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3.7.3 Aligned Integration with Plasmonic Nanostructures  
The current fabrication methodology already allows for the production of millions of 
implantation apertures in arbitrary patterns, which could enable the development of solid-state 
spin arrays or spin chains on the length scale of dipole mediated spin diffusion. The engineering 
of near-surface NV centers could also become central to many sensing applications, in which the 
distance of the NV sensor to the object of interest must be controlled with nanometer precision. 
These and other applications would greatly benefit from the integration of the nanoscale 
engineered NV arrays with nanophotonic, plasmonic and electronic devices. A way to accomplish 
this is by performing subsequent aligned processes using etched registration marks created 
concurrently with the fabrication of the mask, paving the way for the development of a quantum 
network. 
 
Plasmonics is an emergent branch of photonics dedicated to the study and exploitation of one of 
the most attractive aspects of surface plasmons (SPs), namely the way in which they help us to 
concentrate and channel light using subwavelength structures. Researchers in this prolific field 
have attained exceptional advance in the use of metallic nanostructures, such as in imaging single 
molecules with surface enhanced Raman spectroscopy (SERS)[237-239], SP-based sensors[240], 
photovoltaics[241], manipulation of light with metamaterials and metasurfaces[242] and many 
others. The aspect of concentrating light that is relevant for our goals is that of the electric field 
enhancement at the nanoscale that can be used to mold light–matter interactions and boost non-
linear phenomena.  
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A plasmon is a collective oscillation of the conduction band electrons of a metal. It manifests as a 
charge density wave and at the same time as an electromagnetic wave. In a bulk metal the wave 











At the interface between a conductor and a dielectric, plasmons show a special behavior. They 
are essentially light waves that propagate along the surface, hence called surface plasmons (SP) 
or surface plasmon polaritons (SPP)[243], and are trapped on the surface because of their 
interaction with the free electrons of the conductor. In this interaction, the free electrons respond 
collectively by oscillating in resonance with the light wave. This resonant interaction constitutes 
the SPP and gives rise to its unique properties. First the momentum of the SPP (which is parallel 
to the surface of the conductor) is greater than that of a free space photon by a few percentage 








where the complex frequency-dependent permittivity of the dielectric, 𝑑, and of the metal, 𝑚, 
have opposite sign. This is obtained by solving the Maxwell equation with the appropriate 
boundary conditions at the surface. The metal permittivity can be expressed with the lossy Drude 
formula:  





where 𝜔𝑝 is the plasma frequency and 𝛾 describes the damping of the electrons, caused mainly 
by the electron-phonon scattering in the metal. The resulting momentum mismatch between light 
and the SPP of the same frequency is associated with the binding of the SPP to the conductor 
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surface, therefore coupling of photons to SPP must compensate for this discrepancy, for instance 
by employing gratings. Secondly, the electric field in the dielectric is perpendicular to the surface 
of the conductor and inside the latter is evanescent (see Figure 3.26(a-b)), as it decays 









In the dielectric medium above the metal, typically air or glass, the decay length of the field is of 
the order of half the wavelength. The surface propagation is attenuated by absorption in the metal 


















where 𝑚 = 𝑚
′ + 𝑖 𝑚
" .  
 
Figure 3.26: SPP at the interface between a metal and a dielectric material. 
(a) Dual character of electromagnetic and surface charge wave. The magnetic field H is transverse 
to the direction of propagation, while the electric field is normal to the metal-dielectric interface. 
This combined character also leads to the field component perpendicular to the surface being 
enhanced near the surface and decaying exponentially with distance away from it (b). Moving 
away orthogonally from the surface the field decays exponentially, preventing power from 
propagating away from the surface. (c) Dispersion curve for a SPP mode showing the momentum 
mismatch with that of a free space photon of same frequency. Graphics from Ref. [245]. 
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The metal with the lowest losses in the visible spectrum is silver, which presents propagation 
distances typically in the range 10–100 µm, and even higher in the IR telecom spectrum. 
Metallic nanoparticles present oscillations of the surface charge density, that, unlike the 
propagating waves at the interface between a conductor and a dielectric, are stationary 
oscillations at optical frequencies along the metal boundaries of the particle. These plasmon 
modes, known as localized surface plasmons (LSP), are used to produce subwavelength-
enhanced electromagnetic fields as effective optical nano-antennas[246-250].  
 
From the perspective of the science and technology of NV- centers, optical nano-antennas can 
play a determinant role in enhancing their fluorescence[251], which not only would result in a 
brighter single photon source, but would also speed up the electron spin initialization and read-
out. The optical response of a metallic particle can be described by the polarizability 𝛼, which 
relates the dipole to the electric field of the incoming wave: 𝒑 = 𝛼𝑬𝟎. The polarizability of a metal 
nanoparticle has poles associated with LSP, which for silver and gold are in the visible range. For 
this reason, these localized electromagnetic surface modes are generally referred to as optical 
antenna resonances. The geometry of the metal nanoparticles determines their optical properties. 
An optical antenna is a structure that converts effectively electromagnetic radiation from the far-
field into the near-field and vice versa. A spherical metallic nanoparticle is the simplest example 
of such a structure. The dipolar polarizability of a spherical particle of radius 𝑎 in the quasi static 
approach (𝑎 ≪ 𝜆) is: 
𝛼𝑠𝑝ℎ = 3𝑉 0
𝑠𝑝ℎ − 𝑑
𝑠𝑝ℎ + 2 𝑑
 
When the denominator tends to zero, there is a pole in the polarizability and a LSP resonance. In 
Figure 3.27 the response function is shown, including the scattering and absorption cross-
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sections. If we assume that the surrounding medium is vacuum ( 𝑑 = 1), the dipolar surface 





Figure 3.27: Electromagnetic response of a metallic spherical nanoparticle.  
(a) Illustration of the localized surface plasmon of a small metallic sphere. The electric field lines 
of a dipole are sketched. (b) Real and imaginary part of the Drude permittivity normalized to the 
plasma frequency. (c) Modulus of the response function in a small spherical metallic particle in 
vacuum showing the spherical surface plasmon dipolar resonance. (d) Imaginary part of the same 
response function as in (b). A damping of 0.2𝜔𝑝 has been used in both cases. The resonances are 
located close to the dipolar surface plasmon frequency 𝜔 =
𝜔𝑝
√3
. From Ref. [252]. 
 
This spherical optical nano-antenna behaves like a dipole in the near-field zone (𝑟 ≪ 𝜆). The 




3?̂?(?̂? ∙ 𝒑) − 𝒑
𝑟3
𝑒−𝑖𝜔𝑡 
and it is represented in Figure 3.28. The metallic nanoparticle acts as an optical antenna, 
converting incident electromagnetic energy (far-field) into strongly localized near-fields, which 
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is possible through the excitation of LSPs. The nanoscale localization of the electromagnetic field 
by LSPs is a key factor for the impact of these excitations in nano-optics.  
 
Figure 3.28: Model of the electric field produced by a spherical metallic nanoparticle.  
(a) Modulus of the amplitude of the near-field around a plasmonic dipole (𝑟 ≪ 𝜆). (b) Modulus of 
the far-field radiation pattern emitted from a plasmonic dipole (𝑟 > 𝜆). 
 
When two metallic nanoparticles are a few nanometers away from one another, the LSP modes 
of the two couple via Coulomb interaction, giving rise to a hybridized mode known as bonding 
dimer plasmon (BDP)[253, 254], thanks to which an even greater near-field enhancement can be 
obtained. Considering again the simplest case of two spherical metallic nanoparticles, notable 
facts are that the longitudinal (incident electric field along the segment connecting the two 
particles) polarizability resonance red-shifts when the inter-particle distance decreases, while the 
transverse polarizability resonance blue-shifts[255]. When in very close proximity, the formation 
of the BDP mode produces large field enhancement at the particles gap, commonly named as hot 
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spot. A similar phenomenon arises with other antenna geometry such as with triangles, forming 
a so-called bowtie nano-antenna[256, 257].  
 
How do nano-antennas play a role in fluorescence enhancement? The enhancement of the 
fluorescence rate, or emission rate 𝛾𝑒𝑚, depends on the rate of excitation 𝛾𝑒𝑥𝑐 of the dipole (a 








where 𝛾𝑒𝑥𝑐 ∝ |𝐸𝑒𝑥𝑐|
2𝜌𝑒𝑥𝑐 (𝜌𝑒𝑥𝑐 is the density of states at the excitation energy) and 𝛾𝑑𝑒𝑐 ∝
|𝐸𝑑𝑒𝑐|
2𝜌𝑑𝑒𝑐 (𝜌𝑑𝑒𝑐 is the density of states at the radiative decay energy), as dictated by the Fermi’s 
golden rule, and 𝜂 =
𝛾𝑟
𝛾𝑟+𝛾𝑛𝑟
 is the ratio between the radiative decay rate and the total decay rate, 
which includes non-radiative processes as well. The relation above is fairly intuitive, since the 
fluorescence rate is given by the total time of the excitation of the dipole plus the decay time to 
the ground state and is proportional to the probability that the decay process involves the 
emission of a photon.  
Therefore the enhancement of the emission rate involves multiple factors: the intensity of the local 
electric field (note that 𝛾𝑒𝑚 ∝ |𝐸|
4, assuming excitation and emission at same frequency), the local 
density of states (LDOS) and the quantum efficiency. With molecules as emitters, enhancement 
of the fluorescence signal by over 1000 was reported[259]. 
 
NV- centers are single photon emitters with quantum efficiency approaching unity, and their 
optical excitation can be saturated. Therefore, the variable that matters to enhance their emission 
rate is the radiative decay time, which depends on the square of the amplitude of the electric field 
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in resonance with their ZPL emission. Improvements of one order of magnitude have been 
already demonstrated with bowtie optical nano-antennas[260].  
 
In this work I have conducted preliminary tests for the fabrication of bowtie antennas on diamond 
with very narrow gap, for maximum increase of hot spot near-field enhancement. Our 
collaborator at Columbia, Alex Meng (Richard Osgood’s group) performed finite difference time 
domain (FDTD) calculations (software MEEP) to estimate the effect of the antenna geometry (gap, 
size, angle, etc.) on the field enhancement at the hot spot of bowtie nano-antennas, the gap 
between the tips of the triangles.  
 
Figure 3.29: Bowtie nano-antennas with sub-10 nm gap, and FDTD simulations. 
(a) SEM micrograph of a bowtie antenna created with EBL of PMMA and lift-off of Au (30 nm 
thick), showing the achievement of sub-10 nm gaps. The angle of the triangle tip is 30°. (b) Tilted 
SEM image of the nano-gap (45° tilt). (c) FDTD simulation of the amplitude square of the scattered 
electric field (logarithmic scale) for a bowtie antenna made of 15 nm Ag and 25 nm Au, on a 
diamond substrate. The gap is 5 nm and the tip angle 30°, with finite tip curvature to reproduce 
experimental conditions. The cross-section shows that the field enhancement is very superficial, 
with minimal penetration into the diamond (< 5 nm). Within the gap the intensity enhancement 
is close to 106. (d) Top-view simulation clearly displaying the hot spot at the bowtie gap.  
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As shown in Figure 3.29(a, b), I was able to reliably create bowtie nano-antennas made of 30 nm-
thick Au with sub-10 nm gaps. In this image is shown a remarkably narrow 4 nm gap. The FDTD 
simulations predict a maximum electric field intensity |𝐸|2 enhancement of almost 6 orders of 
magnitude in the location of the hot spot, as shown in panel (d). The materials used in this 
simulation are 15 nm of Ag + 25 nm of Au. In fact, silver presents better plasmonic properties and 
in order to take advantage of the smoothness ensured by the contact with the diamond surface, 
illumination from the bottom of the diamond substrate would be ideal. The top Au layer is added 
to satisfy the masking requirements in case the implantation is performed subsequently with 
respect to the antenna creation. One potential issue with the creation of the antenna on the surface 
of the diamond is that the field intensity decreases dramatically a few nanometers inside the 
diamond, as shown in panel (c). In order to overcome this obstacle, an engraving technique can 
be developed, in order to locate the antennas at the same level as the implanted NV- centers. This 
can be done by oxygen plasma etching prior to the deposition of the metal.  
 
Crucial for the achievement of sub-10 nm gaps was the antenna design fracturing and variable 
dose assignment, as shown in Figure 3.30. By assigning an increasing dose to the most peripheral 
locations, the lithography of the tip was performed with higher dose contrast, which eventually 
resulted in narrower gaps.  
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Figure 3.30: Fractured designed of the bowtie nano-antenna.  
Five different layers were exposed with dose ratios as indicated with respect to a base dose. This 
manual proximity effect correction allowed for the achievement of sub-10 nm gaps.    
 
 







Since the early stages of nanotechnology, electron-beam lithography has been the most used and 
versatile method to create nanostructures with dimensions reaching below 10 nm. 
Nanofabrication protocols are often composed of a sequence of steps involving various 
techniques and tools, and the ultimate resolution achievable derives from the clever combination 
of all these different processes. The scope of this thesis was to push the resolution limits associated 
with the nanofabrication processes in order to enable stronger and more controllable interactions 
among closely-spaced nanoscale quantum electronic and spin systems.  
 
In Chapter 2, I demonstrated the fabrication of AG in AlGaAs/GaAs quantum wells with lattice 
period as small as 40 nm, the smallest reported so far. The combination of high precision electron-
beam lithography, used to define an etch mask with honeycomb geometry on the surface of the 
sample, and precise anisotropic reactive ion etching, enabled the creation of honeycomb arrays 
of pillars on the surface of the sample, with excellent uniformity and long range order over areas 
of hundreds of microns on a side. Different methodologies for the preparation of the mask were 
compared and their limits were discussed. Such high precision crafting of the surface produces a 
periodic electrostatic potential with honeycomb topology which yields electron energy bands 
with linear dispersion. The optical investigation of AG via RILS revealed novel peaks not 
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observed in unpatterned samples, thus interpreted as electronic transitions between subbands of 
the quantum well confinement with a change in the AG band index, as well as direct inter-AG-
bands transitions. The spectra lineshapes were adequately explained by calculation of the joint 
density of states obtained from a simulation of the AG energy bands. The achievement of such 
high-resolution patterns made possible, for the first time, the observation of AG bands in an 
artificial semiconductor lattice. Additional developments of this system, particularly the 
implementation of a gate for Fermi level adjustment and the creation of an AG Hall bar for 
transport measurements, could offer further insight into the physics of MDFs with a broader 
parameter range inaccessible to natural graphene, but easy to implement via lithography. This 
work lays the foundation for new and highly tunable pathways for the exploration of 
fundamental condensed matter science in an engineered semiconductor and the possibility of 
access to novel topological phases. 
 
The second nanoscale quantum system discussed in Chapter 3 is the negatively charged nitrogen-
vacancy (NV-) center in diamond, which has great potential as spin qubit for quantum 
information processing and nanoscale magnetic sensing. Central to these applications is the 
engineering of high-quality NV- centers on the length scale of dipole-dipole coupling, which is a 
few tens of nanometers. Ion implantation through masks with closely spaced nano-apertures is a 
promising method for the chip-scale controlled positioning of near-surface NV- centers, but 
previous realizations have been limited in achievable aperture size, pitch, or throughput. This 
thesis presented a fabrication technique for creating arrays of shallow NV- centers with ~10 nm 
spatial localization and 40 nm pitch, with high accuracy and throughput, via the use of a 
lithographically-defined metallic mask. Various methods for the realization of such a mask were 
discussed and compared. The mask isolation of more than 40 dB and N-to-NV- conversion yield 
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of about 3% were estimated analyzing scanning confocal micrographs. The spatial distribution of 
the engineered NV- centers was characterized through wide-field super-resolution microscopy, 
which provided a measurement of the placement accuracy ensured by the implantation mask. 
The spin coherence properties of the NV- qubits were measured through ODMR with Hahn Echo 
and CPMG-N pulse sequences, resulting in T2
CPMG 128= 67 μs. Better spin coherence would be 
beneficial for the attainment of quantum entanglement via dipole-dipole coupling of neighboring 
electronic spins. I discussed methods to decrease the spin decoherence and to reduce the aperture 
pitch. Finally, I showed the realization of bowtie plasmonic nano-antennas with sub-10 nm gaps 
which could increase by orders of magnitude the fluorescence intensity of the engineered NV- 
centers if adequately integrated.
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Proximity Effect Correction with Beamer Software 
Applied to the NanoBeam nB4 
 
Electron scattering is a phenomenon deriving from electron-solid interactions that plays a 
fundamental role in high-resolution EBL. When the electrons of the primary beam reach the 
sample (resist + substrate), they interact with it by undergoing multiple scattering events that 
can, in general, be classified into elastic and inelastic scattering events. When electrons scatter 
elastically (mainly electron-ion interactions) the energy is conserved but the direction of motion 
is changed; instead when they scatter inelastically (mainly electron-electron interactions) the 
energy decreases. The exposure of the resist is predominantly associated with secondary electrons 
with energy in the range of 10-100 eV that are produced by inelastic scattering events of primary 
or back-scattered electrons. These secondary electrons travel only a few nanometers before 
coming to rest. A consequence of electron scattering is the undesired exposure of the resist in 
locations other than the position of the primary beam, a phenomenon known as proximity effect. 
This causes the exposure of nearby shapes to influence one another. Even shapes that are distant 
from one another can be affected, since the range of the elastic scattering can reach several tens 
of microns at high incident electron energies (the secondary electrons from these events are still 
the ones responsible for the remote resist exposure). In order to avoid distortions and undesired 
deviation of the results of the lithography from the original design, this effect must be taken into 
account during the layout preparation and the assignment of the exposure dose. To address this, 
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various methodologies for the proximity effect correction (PEC) have been developed. The 
scattering of primary electrons while traveling through the resist is known as forward scattering, 
which is added to the beam diameter as it proceeds through the film. After reaching the sample 
and undergoing multiple elastic scattering events, the primary electrons can return towards the 
resist (backscattered electrons), re-exposing it in locations many microns away from the position of 
the beam. Details on electron scattering, proximity effect and PEC techniques can be found in 
numerous textbooks, reviews and articles on the topic[261-265]. In this work I conducted a study 
using a software provided by GenIsys Gmbh called Beamer, used for data preparation and PEC, 
as applied to the NanoBeam nB4 system that was used for the work in this thesis. The purpose of 
this study was to determine if the use of PEC could have substantially improved the resolution, 
contrast and uniformity of the nanopatterns realized in this work. 
 
At the basis of every proximity effect correction algorithm is a point spread function (PSF), which 
expresses the energy per unit area absorbed by the resist as a function of the radial distance from 
the position of the electron beam. This function can be obtained via Monte Carlo simulations 
(using software such as Casino) and should be convolved with the Gaussian distribution of the 
beam in order to have an accurate representation (it can also be determined experimentally by 
careful measurement of resist exposure using specially designed patterns[266-269]). 
The PSF is often approximated by a double Gaussian function that reproduces short range and 
long range effects resulting from forward scattering and backscattering respectively, as expressed 
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where, 𝛼 is given by combining the beam spot size and the spread induced by forward scattering 
of the beam in the resist, 𝛽 is the backscattering range of electrons re-exposing the resist, and 𝜂 is 
the ratio between the two components. Sometimes additional Gaussian terms are added to better 
model mid-range energy density distribution (50 nm-1µm). An illustration of a typical numerical 
PSF is shown in Figure A 1. Although numerical simulation are accurate in predicting electron 
trajectories, they do not take into account other experimental factors, such material complexities, 
resist effects and development conditions. In some cases, the use of double or triple Gaussian 
models with parameters (𝛼, 𝛽, 𝜂) optimized via experimental feedback, allows the realization of 
a more accurate PEC, which better accounts for experimental conditions. The value of 𝛽 and 𝜂 for 
different substrate materials has been for long subject of debate, due to a range of experimental 
results obtained with different techniques. A more recent experimental determination of these 
parameters can be found in Ref. [70]. 
 
Figure A 1: Point spread function obtained by Monte Carlo simulation. 
Simulation performed using Casino. The energy deposited per unit volume is plotted as a function 
of the radial distance from the beam position. The parameters of the simulation are indicated.  
 
The PEC module of Beamer used in this work fractures the pattern given as input into layers with 
different dose ratios with respect to a ‘base dose’. The base dose was determined experimentally. 
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A layout containing arrays of 200 nm-wide lines with 400 nm pitch (and extending over an area 
of 100 µm on a side, > 3𝛽 for silicon) was exposed at different doses, between 750 to 2200 μC cm2⁄ , 
using a beam current of 0.3 nA. The silicon substrate was prepared with oxygen plasma cleaning 
and spin-coating a 60 nm-thick PMMA layer (molecular weight 495k), then baked for 5 minutes 
at 180 °C. The development was performed in IPA/MIBK (3:1) at 5 °C for 60 s.  The deposition of 
4 nm of Ti by e-beam evaporation was used to create a conductive layer with small grain size in 
order to facilitate SEM imaging of the resist. For each dose, the width of the PMMA lines was 
measured at the center, side and corner of the arrays.  
 
Figure A 2: CD metrology for base dose identification.  
Measurements of the line widths of the PMMA at the center, side and corner of arrays of lines and 
spaces exposed with increasing relative dose. The array with dose ratio 0.7 presents line widths 
closer to the 200 nm design, therefore the base dose was identified as 0.7 x 1500 μC cm2⁄  = 1050 
μC cm2⁄ .  
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The base dose was determined by identifying the array that presented the critical dimension (CD) 
(the line width) closer to the designed one (200 nm) at the center of the array, where the average 
exposed area is 50% of the total. The base dose was found to be 1050 μC cm2⁄ , as shown in Figure 
A 2.  
 
After the determination of the base dose, a new experiment was performed in which the width 
of trenches between PMMA lines was measured in correspondence with center, side and corner 
position of each array of lines and spaces, exposed with increasing relative dose in the range 500 
to 1500 μC cm2⁄ , as shown in Figure A 3(a). The numerical PSF convoluted with an ‘effective blur’ 
parameter provided by Beamer, which accounts for the finite process latitude, was fit to the 
metrology data. The best fit was obtained with effective blur of 19.6 nm, which defines an effective 
PSF used for the following verification experiment in which PEC was applied. Figure A 3(b) 
shows the results of the same experiment applying PEC. The center-to-corner CD deviation is less 
than 5 nm, with slight oversize of approximately 5 nm. Also the process latitude, which measures 
how stable the CD remain when varying the dose, is increased. The effective PSF resulting from 
an additional fit to this data is: 𝛼 = 2.4 nm, 𝛽 = 21.7 µm, 𝜂 = 1.006, effective blur = 26.5 nm.  
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Figure A 3: Determination of the effective PSF and PEC verification. 
(a) The width of PMMA trenches at center, side and corner of the arrays for various doses was 
measured and the effective PSF was fit to this data. (b) The effective PSF was used to realize PEC, 
which results in noticeable reduction of the center-to-corner size deviation and increased process 
latitude.  
 
 
