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Abstract
We perform large-scale molecular dynamics simulations to study
heated granular fluids in three dimensions. Granular particles dissi-
pate their kinetic energy due to solid frictional interaction with other
particles. The velocity of each particle is perturbed by a uniformly-
distributed random noise, which mimics the heating. At the early
stage of evolution, the kinetic energy of the system decays with time
and reaches a steady state at a later stage. The velocity distribution
in the steady state shows a non-Gaussian distribution. This has been
characterized by using the Sonine polynomial expansion for a wide
range of densities. Particles show diffusive motion for densities below
the jamming density φJ.
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1 Introduction
In the past few decades, the study of granular materials has become at-
tractive because of the novel properties discovered and the many industrial
applications. Granular materials belong to a special state of matter. They
have properties similar to both solids and liquids [1–3]. For example, the
flow of sand through the narrow neck of an hourglass certainly looks like a
flow of a liquid. Nevertheless, one can walk on the sandy surface of a desert
which supports the weight of the walker like solids do. Also, a stable sand
pile acts as a solid when stress is applied along the vertical direction and
deforms like a liquid when force is applied along horizontal directions. The
constituting elements of such materials are solid particles, which are poly-
dispersed in size, ranging from a few microns to few centimeters and also
polydispersed in shape, often modeled by spheres, cylinders or needles [4,5].
The particles in a granular system have rough surfaces and are subjected to
nonconservative contact forces such as solid friction [6–8], cohesion [9], and
inelastic collisions [10–13] which can be described by the coefficient of resti-
tution less than unity. Because of the dissipative nature of particle-particle
interactions, the kinetic energy of relative motion of particles decreases with
time [6,12,14] which is in contrast to molecular gases, where the interaction
among the particles conserves kinetic energy. Various interesting phenomena
have been observed due to the continuous dissipation of energy, such as clus-
tering, pattern formation [6, 10–13], and inelastic collapse [15, 16], etc. The
detailed understanding of the dynamical properties of granular gases helps
us to explain the early stages of planet formation or the planetary rings.
Recently, Brilliantov et al. [17] described the size distribution of particles
in Saturn’s rings from the concept of granular aggregation and fragmenta-
tion. Naturally, the behavior of granular matter is also important in the
field of geophysics, e.g., to describe avalanches, debris flow, and mud flow,
etc. [18, 19].
In experimental granular systems, the dissipative nature of particle-particle
interactions and the athermal properties of particles contribute to many
unique properties. In the absence of any external drive, the constituents
of a granular system dissipate their kinetic energy, and the system becomes
sluggish as time advances [5, 6]. If energy is injected into a granular sys-
tem to compensate for its losses in dissipative collisions, the system set-
tles into a nonequilibrium steady state [20, 21]. For example, in the steady
state structure of planetary rings, the energy lost due to inelastic particle-
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particle collision is compensated by the input energy from gravitational inter-
actions [22, 23]. A fascinating class of phenomena observed in driven granu-
lar systems, e.g., fluidization, convection, clustering, density wave formation,
and fluctuations, etc [1–3]. For example, the flow of granular matter through
a hopper shows jamming, and the granular matter turns into a disordered
solid [24]. However, in the presence of vibration, the granular matter con-
tinues to flow through the hopper. Granular materials also exhibit a broad
range of pattern forming behaviors when excited by vibrating the container.
Experimentally, depending upon the direction, amplitude and the frequency
of vibration, formation of stripes, squares, hexagons, spirals, interfaces, and
localized oscillons have been observed [25–27]. Thus, granular materials un-
der excitation can be thought of as an example of a complex system. Also,
granular mixtures segregate or unmix according to their sizes and masses in
a rotating drum [28,29]. There are different ways to energize a given system:
via shearing [30], vibration [31, 32], or rotating walls of a container [28, 29],
applying electrostatic [33] or magnetic forces [34], etc.
Heated granular gases have been studied extensively through analyti-
cal calculations [21, 35–37], and computer simulations [38–41]. In simula-
tions, thermostats are used to inject energy into a system. A few types of
thermostats have been proposed in the literature. White-noise thermostats
(WNT) are most commonly used, where all the particles are heated uniformly
and independently by perturbing their velocity. Williams et al. [42] studied
the problem of heated granular gases using WNT. They modeled the dissi-
pative interaction among the granular particles by inelastic collisions with
the coefficient of restitution e less than unity. When e = 1, the motion of
particles are uncorrelated, and as e decreases, long-range spatial correlations
between particles develop. Murayama and Sano [38] have studied the veloc-
ity distribution function (VDF) in two-dimensional vibrated bed of granular
material using a viscoelastic particle model. Kawarada and Hayakawa [41]
have also studied dynamical properties of granular materials in horizontally
as well as vertically vibrated plane. In all the cases, the velocity follows a
non-Gaussian distribution. Peng and Ohta [39] used event-driven molecu-
lar dynamics (EDMD) simulation to study the dynamics in a heated hard-
sphere system. In their study, density and velocity correlation functions are
long-ranged and follow power-law scaling. Many computer simulations and
experiments reported results showing VDFs that obey Gaussian behavior at
small argument with exponential tails, where the transition from Gaussian to
exponential depends on the density. Stretched exponential and even power-
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law functions [5, 9] have also been observed. Recently, Bodrova et al. [43]
studied the velocity distribution in free as well as heated viscoelastic gran-
ular gases. They modeled the system using the hard sphere exclusion with
velocity-dependent coefficient of restitution e(vrel). In their study, the VDF
is also a non-Gaussian function.
Most studies of granular materials consider two-body inelastic collisions as
the mechanism of dissipation. This is reasonable for granular gases. However,
in dense granular systems, the concept of binary collisions becomes less useful
as each particle interacts simultaneously with many others, and solid friction
plays an important role in the dissipation process [6]. In this paper, we study
granular fluids whose energy is only dissipated by frictional interactions. In
this context, we investigate granular fluids at low and high densities, both
with and without heating by a WNT. Our primary goal in this paper is to
study phenomenology in frictional powders, and compare it with results for
the well-studied case with inelastic collisions.
Given this background, this paper is organized as follows. In Sec. 2, we
describe the details of modeling and velocity distributions. Our numerical
results are described in Sec. 3. Finally, we summarize our results in Sec. 4.
2 Modeling and Velocity Distribution Func-
tions
2.1 Details of Model
We use standard molecular dynamics (MD) techniques for our simulations,
where all the identical particles in the system are considered to be spherical
in shape and of mass m. Any two particles with position vectors ~ri and ~rj
interact via a two-body potential with a hard core of radius R1 and a thin
shell repulsive potential [6]. To be specific, we choose the potential to be of
the following form:
V (r) = ∞, r < R1,
= V0
(
R2 − r
r − R1
)2
, R1 ≤ r < R2,
= 0, r ≥ R2, (1)
where r =| ~ri − ~rj | is the separation between the two particles, V0 is the
amplitude of the potential and R2−R1 < R1. Here, Eq. (1) corresponds to a
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repulsive potential that rises steeply from zero at the outer boundary of the
shell of radius R2 to infinity at the hard core (r = R1). The normal force
applied by particle i on particle j is given by
~F nij(r) = −~▽jV (r), (2)
where ~▽j is the gradient with respect to ~rj . The corresponding solid friction
force is given by
~F fij(r) = µ | ~F nij |
~vi − ~vj
| ~vi − ~vj | , (3)
where ~vi and ~vj are the linear velocities of particles i and j respectively. In
Eq. (3), ~F fij only depends upon the direction of the relative velocity and not its
magnitude. The tangential component dissipates energy in the sliding motion
or rubbing of two grains. For simplicity, we did not consider rotational motion
of the grains. In Eq. (3), the relative velocity, and thereby the frictional
force, has both tangential and normal components at the point of contact.
In principle, it is easy to remove the normal component but this would have
burdened the numerical calculations. Fortunately, the normal component
does not play a significant role due to the stiffness of the radial potential. Our
results are unchanged if we explicitly drop the normal component, as is the
case for Coulombic friction. Further, Eq. (3) reduces to Coulombic friction
when the thickness of the thin repulsive shell tends to zero, i.e., effectively our
model reduces to a hard-sphere model where the velocity difference cannot
have a normal component at the contact. Thus, the frictional force becomes
perpendicular to the normal force.
We use the following units for various relevant quantities: lengths are
expressed in units of R1, energy in u = V0/10, temperature in u/kB, and
time in t0 =
√
mR2
1
/V0. For the sake of convenience and numerical stability,
we set R1 = 1, R2 = 1.1R1, V0 = 10, kB = 1, and m = 1. Therefore, the
time unit is t0 = 1/
√
10 and this allows us to take moderately large ∆t in the
simulation. The velocity Verlet algorithm [44–46] is implemented to update
positions and velocities in the MD simulations, and we used the integration
time step ∆t = 0.0005 in scaled units. The total number of particles in the
system is N = 350000. To obtain the desired volume fraction, φ, we vary
the linear size of the system L. Periodic boundary conditions are employed
in all directions.
To heat the system uniformly, we keep it in contact with a heat bath,
which is modeled by the WNT mentioned earlier, i.e., independent white
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noise random forces acting separately on each particle [21]. In practice this
may be the air affecting the sand particles in a sand storm, external vibrations
applied to the granular system to avoid plugs, etc. In this case, the equation
of motion for the jth particle can be written as
m
d~vj
dt
= ~F totj + ~ηj, (4)
where
~F totj =
∑
i 6=j
(
~F nij +
~F fij
)
, (5)
and ~ηj is the external stochastic force modeled to obey
〈~ηj〉 = 0, (6)
〈ηi,α(t)ηj,β(t′)〉 = m2ξ2δijδαβδ(t− t′), (7)
where α, β = x, y, z and ξ characterizes the amplitude of the stochastic force.
Before proceeding, we remark that several other thermostats have also
been employed in the literature, e.g., the Gaussian thermostat [47] and the
Langevin thermostat [48,49]. In certain physical situations, these may consti-
tute more realistic models for heated powders. Here, we confine ourselves to
the WNT, which has been used extensively in the study of granular matter.
For a Brownian particle, the steady-state solution of the Fokker-Planck equa-
tion is always a Gaussian velocity distribution, provided the noise is indepen-
dent at different times, i.e., it does not depend upon the noise distribution.
Therefore, any deviation from the Gaussian distribution (as demonstrated
later) is not an artefact of the choice of thermostat.
We apply the algorithm suggested in Ref. [42]. During the simulations,
we heat the system after a time step dt by adding to the velocity of the ith
particle a random increment, which corresponds to the heating by noise,
vi,α(t+ dt) = vi,α(t) +
√
r
√
dtϕi,α, (8)
where α = x, y, z. The random number ϕ is uniformly distributed within the
interval [−0.5, 0.5] and r is the amplitude of the noise, r = 12ξ2. After the
change in velocities, we set the center of mass velocity to zero, i.e.,
~vi → ~vi − 1
N
N∑
i=1
~vi. (9)
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It is useful to compare our model, in the sense of energy loss due to
dissipation, with the commonly-used inelastic hard sphere (IHS) model for
granular matter. In the IHS model, we consider a set of N identical hard
spheres with velocities ~vi (i = 1 → N). These spheres undergo pair-wise
inelastic collisions with the following rule:
~v ′i = ~vi −
1 + e
2
[nˆ · (~vi − ~vj)] nˆ,
~v ′j = ~vj +
1 + e
2
[nˆ · (~vi − ~vj)] nˆ. (10)
Here, the primed variables denote the velocities of particles i and j after
collision; and nˆ is the unit vector pointing from j to i at the time of collision.
The important physical parameter is the restitution coefficient e. The elastic
limit corresponds to e = 1, and 0 < e < 1 for granular matter. At early
times, when the system is homogeneous, the average kinetic energy or the
temperature T (t) cools according to Haff’s law [14]:
T (t) = T0
[
1 +
ǫ
2d
ω(T0)t
]−2
. (11)
Here, ǫ = 1− e2, d is the dimensionality, and ω(T0) is the collision frequency
at the initial temperature T0. This has the approximate form [50]
ω(T ) = π−1/2Ωdχ(n)nσ
d−1T 1/2, (12)
where Ωd = 2π
d/2/Γ(d/2) is the overall solid angle, and χ(n) is the pair
correlation function at contact for hard spheres of number density n and
diameter σ. Clearly, the IHS model is not well-defined for dense granular
matter, where many-body collisions play an important role.
In our model, we consider energy dissipation due to frictional forces. In
dense granular media, the system evolves via rubbing of particles against
each other. In this context, it is more natural to study dissipation due to
Coulombic friction. For a gas of frictional hard spheres, we can derive the
counterpart of Haff’s law as follows. Consider a collision or rubbing of two
grains, with fixed frictional force µN and contact distance b. The loss of
kinetic energy is the work done by the frictional force:
∆E = −µNb. (13)
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The granular temperature is defined as T = 〈v2〉/d, where 〈v2〉 is the mean-
squared velocity. Thus
dT (t)
dt
= −µNb
d
ω(T ) = −µNb
d
ω(T0)
√
T
T0
. (14)
This equation is integrated to obtain
T (t) = T0
[
1− µNb
2dT0
ω(T0)t
]2
. (15)
At early times, the cooling law in Eq. (15) is analogous to Haff’s law with
µ ∝ 1 − e2. Clearly, as with Haff’s law, this equation is only valid at early
times, when the system is in the homogeneous cooling state (HCS) [6].
For a soft potential V (r), as considered by us in Eq. (1), the collision pro-
cess is more complicated. The distance of closest approach rc is determined
by V (rc) = T , as T measures the contribution to kinetic energy by the radial
component of the collision velocity. The particles remain in contact over a
distance b = 2
√
R22 − r2c . The work done by friction during the collision is
estimated by the integral
∫ rc
R2
µV ′(r)dr = µV (rc) = µT . Replacing this in
Eq. (14), we obtain
dT (t)
dt
= −µ
d
ω(T0)
T 3/2
T
1/2
0
. (16)
This can be integrated to obtain the usual form of Haff’s law with ǫ→ µ:
T (t) = T0
[
1 +
µ
2d
ω(T0)t
]−2
. (17)
These cooling laws will prove useful in interpreting the numerical results
presented later.
2.2 Characterization of the Velocity Distribution Func-
tion
In this subsection, we introduce the tools, which will enable us to charac-
terize the VDF as it develops from its initial condition and settle into the
steady state. We define an effective temperature from the mean kinetic en-
ergy of particles [5, 9]. If the system is in a homogeneous state, i.e., density
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is uniform and the velocities are random, the time-dependent VDF is posi-
tion independent and the time-dependent granular temperature, T (t) can be
written as
T (t) =
2
3n
∫
d~v
mv2
2
f(~v, t), (18)
where n is the number density of particles [5]. We rescale the velocity of each
particle by the thermal velocity
vT(t) =
√
2T (t)
m
, (19)
and the distribution function is scaled as
f(~v, t) =
n
vT(t)3
f˜(c), (20)
where c = | ~c | is the normalized velocity defined as ~c = ~v/vT(t).
We expect that starting from any initial condition of the nature described
above and in the absence of friction and noise, the system will settle into a
Maxwell-Boltzmann (MB) distribution function fMB(c),
fMB(c) =
1
π3/2
exp(−c2). (21)
We will start our system with the above distribution and evolve it in the
presence of friction and noise. It would have been tempting to think that
the only change in the VDF as it evolves in time is the change of vT(t), so
that the scaled distribution, Eq. (21), remains unchanged. This is not the
case and even the eventual steady state is not a Gaussian. Thus, we allow
for deviations from the initial scaled distribution by expanding f˜(c) into a
series of orthogonal functions as
f˜(c) = fMB(c)
∞∑
p=0
apSp(c
2), (22)
where ap’s are time-dependent Sonine coefficients with a0 = 1 and Sp(c
2) is
the Sonine polynomial function [5]. The Sonine polynomials are defined as
the associated Laguerre polynomial
Smp (c
2) =
p∑
n=0
(−1)n (m+ p)!
n! (p− n)! (m+ n)!c
2n, m =
d
2
− 1. (23)
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Notice that the expansion in Eq. (22) assumes a Maxwellian behavior in
the tail, as the exp(−c2) factor is dominant at large c. This is found to be in
good agreement with the numerical results we shall present shortly. In this
context, it is relevant to point out that there have been several earlier studies
of the VDF of a single particle under the influence of Coulombic friction
and noise, starting with the work of de Gennes [51] and Hayakawa [52].
We have recently solved this problem for the case of arbitrary d [53]. In
these studies, the VDF shows an exponential tail, which has been confirmed
in the experiments of Gnoli et al. [54]. Our present problem is somewhat
more complicated as we consider the many-body case. Further, the particles
interact via a conservative potential as well as dissipative Coulomb friction.
Therefore, we expect a mixed distribution of the MB and exponential types.
Our numerical results presented later show only a small deviation from the
MB function in the tail regime.
In d = 3, the index m = 1/2 and for the sake of simplicity, we write
S
1/2
p (c2) = Sp(c
2). Therefore,
Sp(c
2) =
p∑
n=0
(−1)n (1
2
+ p
)
!
n! (p− n)! (1
2
+ n
)
!
c2n (24)
with the orthonormality condition:∫
d~c fMB(c)Sp(c
2)Sq(c
2) =
2
(
p+ 1
2
)
!√
π p!
= Npδpq, (25)
and the pth Sonine coefficient is given by
ap =
1
Np
∫
d~c Sp(c
2)f˜(c). (26)
The Sonine coefficients can be expressed in terms of the moments of c. The
first few Sonine coefficients are given by
a1(t) = 1− 〈c
2〉
〈c2〉MB = 0, (27)
a2(t) = −1 + 〈c
4〉
〈c4〉MB , (28)
a3(t) = 1 + 3a2 − 〈c
6〉
〈c6〉MB , (29)
a4(t) = −1 − 6a2 + 4a3 + 〈c
8〉
〈c8〉MB , etc. (30)
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Here, we define 〈c2k〉 as
〈c2k〉 =
∫
d~c c2kf˜(c), (31)
For the MB distribution function, this quantity is given by
〈c2k〉MB =
Γ
(
k + 3
2
)
Γ
(
3
2
) . (32)
All ai’s are zero for the MB distribution for i > 1. The nonzero Sonine
coefficients a2, a3 and so on measure the deviation from the MB distribution.
The system is initialized by randomly placing particles in the simulation
box, such that there is no overlap between the cores of any two particles. At
t = 0, all these particles have the same speed but the velocity vector points
in random directions so that
∑N
i=1 ~vi = 0. The system is allowed to evolve till
t = 50 with µ = 0 and ξ = 0 i.e., the elastic limit without noise. The system
is relaxed to a MB velocity distribution, which serves as the initial condition
for our simulation of frictional spheres with µ 6= 0 and with noise, ξ 6= 0.
We use µ = 0.10 for all our simulations, and all the results presented here
are obtained as an average over ten independent runs. We consider systems
with volume fractions φ = 0.10 (L = 122.4) and φ = 0.40 (L = 77), below
the jamming volume fraction φJ ≃ 0.47 in our model.
3 Numerical Results
At t = 0, we start with homogeneous density field and random velocity field
in thermal equilibrium. Particles in the system lose their kinetic energy due
to the frictional interaction, while gaining energy from the noise. In Fig. 1(a),
we show the time evolution of the scaled temperature T˜ (t)[= T (t)/T (0)] vs.
t/τ for φ = 0.10 and different values ξ. Details are given in the caption
of the figure. Here, τ is the time-scale at which T˜ (t) falls to 0.1. At early
times, the system cools due to frictional interaction among the particles. For
low-density gases with φ = 0.10, the early time cooling is similar for freely
evolving and heated cases. We observe a power-law decay as T˜ (t) ∼ t−α
with approximate decay exponent α = 2. Analytically, this can be obtained
as follows. In the low-density limit, the particle-particle interaction is small.
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Assuming the system remains homogeneous at early stage of evolution, T (t)
decays as
dT
dt
= −kT 3/2, (33)
where k = (µ/d)(ω(T0)/
√
T0) from Eq. (16). Recently, Burton et al. [55] ex-
perimentally studied the cooling properties of colliding solid CO2 particles.
They observed that the kinetic energy which manifests the granular temper-
ature decays in a power-law fashion as E(t) ∼ t−γ with γ = 1.8 ± 0.2. Thus
our numerically-obtained decay exponent is consistent with their experimen-
tal data. In the presence of noise, Eq. (33) becomes
dT
dt
= mξ2 − kT 3/2. (34)
Here, mξ2 corresponds to the rate of increase of temperature due to noise.
We numerically solve Eq. (34); and solid black lines in Fig. 1(a) denote the
solution for different values of ξ. These are in good agreement with the nu-
merical data. In the steady state dT/dt = 0, which gives Ts ∼ ξ4/3. In
Fig. 1(b), we show the variation of scaled steady state granular temperature
T˜s as a function of the noise amplitude ξ. We find that T˜s follows a power-law
as T˜s ∼ ξ4/3. Therefore, our numerical data in Fig. 1(b) is in good agree-
ment with the analytical prediction. Also, for any initial temperature T0,
dT/dt will be positive for the driving force amplitude ξ > ξ0 =
√
k/m T
3/4
0 .
Therefore, for ξ > ξ0 the system will heat up and reach a steady state with
Ts > T0.
For dense granular fluids with φ = 0.40, the early stage cooling is also
described by T˜ (t) ∼ t−2, as shown in Fig. 2(a) for all values of ξ. As in
the low-density case, the early stage cooling in heated fluids is similar to
the freely cooling fluid. At the late stage, T˜ (t) reaches a steady state value
T˜s by balancing the dissipation of energy due to frictional interactions and
the input energy due to heating. As before, the solution of Eq. (34) and
the numerical data agree well for a given value of ξ. In Fig. 2(b), we plot
the dependence of T˜s with ξ. Similar to the low-density case as described in
Fig. 1(b), we find that T˜s follows the identical power-law: T˜s ∼ ξ4/3. From
Fig. 1(b) and Fig. 2(b), it is clear that for a given ξ, T˜s depends on the
density φ. T˜s is lower for higher φ as dissipation is more effective in the
denser system due to large number of particles rubbing against each particle.
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Next, we calculate the crossover time, ts at which system reaches steady
state. To obtain ts from the numerical data, we calculate the instantaneous
exponent β for T˜ (t) vs. t. This is computed as β = −d ln T˜ (t)/d ln t, and
we define ts as the time at which β becomes 0.01. In Fig. 3, we plot ts vs.
ξ for different values of φ. Details are given in the figure caption. Clearly,
for a given value of ξ, ts is smaller for denser systems due to large number
of interacting partners. We find that ts decays as ts ∼ ξ−θ with θ ∼ 0.66.
Analytically, we have
T (ts) ∼ t−2s ∼ ξ4/3. (35)
This gives ts ∼ ξ−2/3. Thus our numerically estimated decay exponent θ is
approximately equal to the analytical value.
Next, we study the steady state VDF. The natural framework to study
the velocity distributions for the unheated elastic granular gas (ξ = 0, µ =
0) is the Boltzmann equation. In this case, any arbitrary initial velocity
distribution rapidly evolves (after certain time) to the MB distribution:
PMB(~v) =
(
1
πv2
0
)3/2
exp
(
−~v
2
v2
0
)
, v2
0
=
2〈~v 2〉
3
. (36)
where ~v = (vx, vy, vz) is the velocity of the particle. For heated frictional
granular gases with ξ 6= 0 and µ 6= 0, the VDF is different from the MB
distribution given by Eq. (36). Fig. 4 shows the VDFs for different values
of φ and ξ in the steady state. Numerical details are given in the figure
caption. Clearly, the numerically-obtained data deviates slightly from the
MB distribution at the steady-state temperature, primarily in the tail region.
However, the tail behavior is not of the exponential form, ln f(vi) ∼ −vi, as is
clear from the linear-logarithmic plot in Fig. 4. We characterize the deviation
by calculating the Sonine polynomial coefficients given by Eqs. (28)-(30).
In Fig. 5, we plot a2, a3, and a4 for different φ and ξ. Simulation details
are given in the figure caption. Clearly, in the steady state, ap’s settle into a
constant value. Also, the amplitude of a3 is one order of magnitude smaller
than a2 and a4 is one order of magnitude smaller than a3 and so on, suggesting
the convergence of the Sonine polynomial expansion. The constant values of
Sonine coefficients imply that we have reached steady state and the form of
the VDF is different from the MB distribution for all cases. In the low-density
limit shown in (a)-(b), the evolution is governed by two-body collisions. The
noise intensity only sets the temperature scale and the Sonine coefficients are
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independent of the noise strength, as expected. For higher densities shown in
(c)-(d), we expect multi-particle collisions to play a significant role. In this
case, the Sonine coefficients show a weak dependence on the noise strength.
As mentioned earlier, Eqs. (11) and (17) suggest the analogy µ ≃ ǫ =
1 − e2 between the frictional gas and the inelastic hard-sphere gas. For the
latter, there exist accurate analytical predictions for a2, a3 as a function of
e [20, 21, 57]. In the low-density limit appropriate to the granular gas, we
find that a2 and a3 for µ = 0.10 [shown in Figs. 5(a)-(b)] are comparable
to the analytical values [57] for e = 0.95 ≃ √1− µ. This demonstrates a
strong analogy between the frictional gas studied here and the hard-sphere
gas. A more precise derivation of Sonine coefficients for a frictional gas is a
demanding project, and we defer it for subsequent work.
Next, we consider the diffusive motion of tagged particles. In Fig. 6(a),
we plot the trajectory of a tagged particle for φ = 0.10 and ξ = 0.25. In this
case, the particle performs a random walk in the simulation box. However,
for higher volume fractions with φ = 0.40 and the same ξ, the tagged parti-
cle is trapped in the temporary cages formed by its neighbors for small time
and makes random jumps from one cage to another causing local rearrange-
ment of particles as shown in Fig. 6(b). This may be interpreted as a Levy
flight, which has a distribution of step lengths. The largest of these lengths
corresponds to the jumps between local cages, which have been studied in
the context of glassy dynamics [56,58,59]. The continuous interaction of the
tagged particle with its neighbors gives rise to the zig-zag trajectory. Clearly,
the spatial volume covered by the particle for the dilute limit is higher than
the dense limit. Reis et al. [60] experimentally observed the similar dynamics
in driven two-dimensional granular fluids.
Next, we characterize the particle dynamics in these heated granular sys-
tems by calculating the root mean-squared (rms) displacement,
√〈r2(t)〉
and the average self-diffusion coefficient, D for different values of φ and ξ.
In Fig. 7(a), we plot rms displacement vs. t for φ = 0.10. Numerical de-
tails are described in the figure caption. In this case sufficient phase space is
available and the particles perform uncorrelated motion which gives rise to
the diffusive motion as 〈r2(t)〉 = 6Dt. We calculate D numerically using the
relation
D =
1
6
d
dt
〈
r2(t)
〉
. (37)
In Fig. 7(b), we plot D vs. ξ for the same volume fraction φ = 0.10. We
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observe that D increases with ξ as D ∼ ξ2/3. Kawarada and Hayakawa [41]
found that the particles show diffusive motion in the presence of solid friction
and noise with D ∼ √T . Here in the steady state, we expect D ∼ √Ts, i.e.,
D ∼ ξ2/3. Thus, our numerical data is in good agreement with the analytical
prediction.
For a dense granular fluid with φ = 0.40, we plot rms displacement vs. t
in Fig. 8(a) for different values of ξ. Recall that this case corresponds to the
Levy flight depicted in Fig. 6(b). At early times, particles are stuck in the
temporary cages formed by its neighbors. At the late stage of evolution, the
particles make random jumps from one cage to the another by making local
rearrangement of the neighboring particles. These uncorrelated jumps give
rise to the diffusive motion on the average with 〈r2(t)〉 ∼ t for all values of
ξ. However, the scale of motion is much smaller than in Fig. 7(a). Notice
that the early-time behavior for the weakest noise-strength (ξ = 0.10) in
Fig. 8(a) explicitly shows slowing-down due to trapping. Figure 8(b) shows
variation of D with ξ for φ = 0.40. Similar to the low-density case, we found
the power-law D ∼ ξ2/3. However, D is one order of magnitude smaller in
the high-density case because of the lack of available phase space for particle
motion. For φ > φJ, rms displacement becomes constant which implies
particles become trapped in the permanent cages formed by their neighbors.
4 Conclusion
Let us conclude this paper with a summary and discussion of our results. We
have studied the dynamical properties of heated granular fluids using large-
scale molecular dynamics simulation in three dimensions. We consider the
solid friction between any pair of interacting particles as the only dissipation
mechanism of energy. The system is heated by using white-noise thermostat.
At the early stage of evolution, the system cools down with time, and the
cooling is similar to the free evolution. Namely, the effective temperature
decays in time as T˜ (t) ∼ t−2, irrespective of volume fraction φ. However, at
the late stage, the system attains a steady state temperature Ts by balancing
the input energy due to heating and dissipation due to friction. We found
a power-law dependence between Ts and ξ as Ts ∼ ξ4/3, valid for moderate
values of φ. Also the time ts at which system reaches steady state shows a
power-law dependence with ξ as ts ∼ ξ−2/3, irrespective of φ.
In the steady state, velocity distribution shows deviation from the Maxwell-
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Boltzmann (MB) distribution, which has been studied by using a Sonine
polynomial expansion of the velocity distribution. The nonzero value of most
significant Sonine coefficient, a2, measures the deviation from MB distribu-
tion is few order of magnitude higher than a3, a4 and so on. The decreasing
order of higher order Sonine coefficients confirms the convergence of Sonine
polynomial expansion. Single particle dynamics shows that particles follow
diffusive motion in the low-density limit. However, in the high-density limit,
we observe caging dynamics of a given particle which is arrested by its neigh-
bors and random jumps of particles from one cage to another gives diffusive
motion at later times. The self-diffusion coefficient D increases with ξ as
D ∼ ξ2/3, for all φ < φJ and it is consistent with the analytical prediction.
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Figure 1: (a) Time evolution of scaled granular temperature T˜ (t) =
T (t)/T (0) for small volume fraction φ = 0.10. Plot of T˜ (t) vs. t/τ on a
log-log scale for different driving force amplitude ξ as mentioned. Numeri-
cal data is shown by points. The solid red line represents the decay of T˜ (t)
for the free evolution, i.e., when ξ = 0. Solid black lines on different data
sets represent the solution of Eq. (34) for the corresponding values of ξ. The
dashed line marked with t−2 represents the analytically obtained cooling law.
(b) Plot of steady state scaled granular temperature T˜s vs. ξ on a log-log
scale. The solid line marked with ξ4/3 represents the analytically obtained
relation between T˜s and ξ.
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Figure 2: Analogous to Fig. 1 for dense granular fluid with φ = 0.40. (a) Plot
of T˜ (t) vs. t/τ on a log-log scale for different ξ as mentioned. Numerical data
is shown by points. The solid red line represents the decay of T˜ (t) for ξ = 0.
Solid black lines on different data sets represent the solution of Eq. (34) for
the corresponding values of ξ. The dashed line represents the t−2 cooling
law. (b) Plot of T˜s vs. ξ on a log-log scale. The solid line marked with ξ
4/3
represents the analytical result.
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Figure 3: Plot of ts vs. ξ on a log-log scale for different values of φ, as denoted
by the symbols indicated. The solid lines marked with ξ−2/3 represent the
analytically obtained power-law decay of ts, irrespective of φ.
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Figure 4: Plot of the steady state velocity distribution functions f(vi) for
different values of φ and ξ: (a) φ = 0.10 and ξ = 0.025, (b) φ = 0.10 and
ξ = 0.25, (c) φ = 0.40 and ξ = 0.25, (d) φ = 0.40 and ξ = 1.50. Open circles
represent numerical data obtained by averaging over ten independent runs
and over steady state distributions. The solid line in each figure represents
the scaled MB distribution for the corresponding steady state temperature.
25
-0.015
-0.01
-0.005
0
ap
a2
a3
a4
-0.015
-0.01
-0.005
0
0 200 400 600 800 1000
t
-0.006
-0.004
-0.002
0
ap
0 200 400 600 800 1000
t
-0.006
-0.004
-0.002
0
(a) (b)
(c)
(d)
Figure 5: Time evolution of Sonine coefficients, a2, a3 and a4 for different
values of φ and ξ. Numerical data is obtained by averaging over ten inde-
pendent runs. After early transient, ap’s settle into a constant. (a) φ = 0.10
and ξ = 0.025, (b) φ = 0.10 and ξ = 0.25, (c) φ = 0.40 and ξ = 0.25, (d)
φ = 0.40 and ξ = 1.50.
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Figure 6: Plot of single particle trajectories up to t = 500 for ξ = 0.25 and (a)
φ = 0.10 and (b) φ = 0.40 respectively. Clearly, the spatial volume covered
by the motion of the particle for high-density system is much smaller than
that compared to the low-density case.
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Figure 7: Plot of rms displacement and self-diffusion coefficient for φ = 0.10.
(a) rms displacement vs. t on a log-log scale for different values of ξ. After
early transient, the root mean-squared displacement of the particles increases
as t1/2. The solid line marked with t1/2 represents the diffusive motion. (b)
Plot of D vs. ξ on a log-log scale. The dashed line marked with ξ2/3 shows
D increases with ξ as D ∼ ξ2/3.
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Figure 8: (a) Log-log plot of rms displacement as a function of time, t
for different ξ as mentioned. The solid line labeled with t1/2 indicates the
diffusive motion of particles. (b) Log-log plot of D as a function of ξ. The
dashed line labeled with ξ2/3 represents analytically obtained relation.
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