We provide the first linear-space data structure with provable sublinear query time for exact point-topoint shortest path queries in planar graphs. We prove that for any planar graph G with non-negative arc lengths and for any > 0 there is a data structure that supports exact shortest path and distance queries in G with the following properties: the data structure can be created in time O(n lg(n) lg(1/ )), the space required is O(n lg(1/ )), and the query time is O(n 1/2+
Introduction
A fast shortest path query data structure may be of use whenever an application needs to compute shortest path distances between some but not all pairs of nodes. Indeed, shortest path query processing is an integral part of many applications, in particular in Geographic Information Systems (GIS) and intelligent transportation systems [JHR96] . These systems may help individuals in finding fast routes or they may also assist companies in improving fleet management, plant and facility layout, and supply chain management. A challenge for traffic information systems or public transportation systems is to process a vast number of queries on-line while keeping the space requirements as small as possible [Zar08] . Low space consumption is obviously very important when a query algorithm is run on a system with heavily restricted memory such as a handheld device [GW05] but it is also important for systems with memory hierarchies [HMZ03, AT05] , where caching effects can have a significant impact on the query time.
While many road and public transportation networks are actually not exactly planar [EG08, AFGW10] , they still share many properties with planar graphs; in particular, many road networks appear to have small separators as well. For this reason, planar graphs are often used to model various transportation networks.
In the following, we provide a shortest path query data structure for planar graphs that does keep the space requirements as small as possible, i.e. linear in the size of the input. We provide the first linear-space data structure with provable sublinear query time for exact point-to-point shortest path queries. We prove the following. Theorem 1. For any planar graph G with non-negative arc lengths and for any > 0, there is a data structure that supports exact shortest path and distance queries in G with the following properties: the data structure can be created in time O(n lg(n) lg(1/ )), the space required is O(n lg(1/ )), and the query time is O(n 1/2+ ).
For non-constant , say = 1/ lg n, the query time is actually O(n 1/2 lg 2 n lg lg n) but the space is O(n lg lg n), which is no longer linear.
Related Work
Shortest path query processing for planar graphs have been studied extensively. In this section, we give a brief review of previous results.
For exact shortest path queries, the currently best result in terms of the tradeoff between space and query time is by Fakcharoenphol and Rao [FR06] . Their data structure of space O(n lg n) can be constructed in time O(n lg 3 n) and processes queries in time O( √ n lg 5/2 n). The preprocessing time can be improved to O(n lg 2 n) [KMW10, Kle05] . Mozes and Wulff-Nilsen [MWN10] further reduce the space complexity and the preprocessing time by a lg lg factor, achieving space O(n lg n/ lg lg n). Note that, in these three articles [FR06, KMW10, MWN10] , the main objective is actually a fast single-source shortest path algorithm for planar graphs with real (potentially negative) edge weights. In this work, we focus on the data structure and its space-query time tradeoff. Note that, when choosing = 1/ lg n, our result (Theorem 1) slightly improves upon the product of space times query time in [FR06, KMW10, MWN10] .
Some distance oracles have better query times. Djidjev [Dji96] proves that for any S ∈ [n, n 2 ] there is an exact distance oracle with preprocessing time O(S) (which increases to O(n √ S) for S ∈ [n, n 3/2 ]), space O(S), and query time O(n 2 /S). He also proves that for any S ∈ [n 4/3 , n 3/2 ] there is an exact distance oracle with preprocessing time O(nS 1/2 ), space O(S), and query time O(nS −1/2 lg n). Cabello [Cab06] proves that for any S ∈ [n 4/3 lg 1/3 n, n 2 ] there is an exact distance oracle with preprocessing time and space O(S) with query time O(nS −1/2 lg 3/2 n). If constant query time is desired, storing a complete distance matrix is almost optimal. For unweighted graphs, Wulff-Nilsen [WN10a] recently improved the space requirements to O(n 2 lg lg n/ lg n). If the space is restricted to linear, using the linear-time single-source shortest path algorithm of Henzinger et al. [HKRS97] is the fastest known for exact shortest paths queries until the current work.
Efficient data structures for shortest path queries have also been devised for restricted classes of planar graphs [DPZ00, CX00] 
Preliminaries 2.1 Recursive r-division of Planar Graphs
Let G = (V, E) be a planar graph with |V | = n. Let E P be a subset of the edges of G, and let P = (V P , E P ) be the subgraph of G induced by E P . P is called a piece of G. The nodes of V P that are incident in G to nodes of V \ V P are called the boundary nodes of P and denoted by ∂P .
An r-division [Fre87] of G is a decomposition into O(n/r) edge-disjoint pieces, each with O(r) nodes and O( √ r) boundary nodes. We use an r-division with the additional property that, in each piece, there exists a constant number of faces, called holes, such that every boundary node is incident to some hole. Such a decomposition can be found in O(n lg r + nr −1/2 lg n) [WN10b] by applying Miller's cycle separator [Mil86] iteratively.
We use this r-division recursively. Denote the base of the recursion as level 0, and the top of the recursion as level k. G is defined to be the only piece at level k. The pieces of level i of the recursion are obtained by computing an r i -division for each level-(i + 1) piece. The notation r i suggests that we may use a different parameter r in the r-division at every level of the recursion. Indeed, using a non-uniform recursion is important in obtaining our result. For a level-i piece P , the level-(i − 1) pieces obtained by applying the r-division to P are called the subpieces of P .
We stress that the classification of nodes of a piece at any level as boundary nodes is with respect to G (and not P ). This implies that if v is a boundary node of a level-i piece, then v is also a boundary node of any lower level piece that contains v. This generalizes the decomposition used by Fakcharoenphol and Rao [FR06] . In that work, Miller's separator is used at each level rather than an r-decompostion.
Dense Distance Graph and Modified Dijkstra
The dense distance graph for a piece P , denoted DDG P is the complete graph on the boundary nodes of P such that the length of an arc corresponds to the distance (in P ) between its endpoints.
Let P be a set of pieces (not necessarily at the same level), and let H be the union of the dense distance graphs of the pieces in P. Fakcharoenphol and Rao [FR06] devised an ingenious implementation of Dijkstra's algorithm that computes a shortest path tree in H in time |H| lg 2 n, where |H| is the number of nodes in H (i.e., the total number of nodes in all the pieces in P).
In this efficient implementation, as in any implementation of Dijkstra's algorithm, the distance label of the root is initialized to zero, while the labels of all other nodes are initialized to ∞. In our algorithm, when using this fast implementation of Dijkstra, we initialize the distance labels differently. This does not affect the running time of the implementation.
Klein's Multiple-Source Shortest Paths Algorithm
Klein [Kle05] gave a multiple-source shortest path (MSSP) algorithm with the following properties. The input consists of a directed planar embedded graph G with non-negative arc-lengths, and a face f . For each node u in turn on the boundary of f , the algorithm computes (an implicit representation of) the shortest path tree rooted at u. This takes a total of O(n lg n) time and space. Subsequently, the distance between any pair (u, v) of nodes of G where u is on the boundary of f , can be queried in O(lg n) time. If the set of queries is known in advance, then the space requirement is O(n). In particular, given a set S of O( √ n) nodes on the boundary of a single face, the algorithm can compute all S-to-S distances in O(n lg n) time and O(n) space.
Linear-Space Data Structure
In this section, we prove Theorem 1. We split the proof into descriptions and analysis of the preprocessing and query algorithms.
Preprocessing In the preprocessing step we compute the recursive decomposition of the graph, for values of k (number of recursive levels) and {r i } to be specified later. This takes O(kn lg n) time.
We then compute the dense distance graph for each piece. This is done for a piece P , with r nodes and O( √ r) boundary nodes on a constant number of holes, by applying Klein's MSSP algorithm [Kle05] on P a constant number of times. In each run we designate a different hole of P to be the distinguished face. As discussed in Section 2.3, since every boundary node is incident to one of the holes, this computes all of the boundary-to-boundary distances in O(r lg r) time. The preprocessing time per level is O(n lg r i ) (summing over all O(n/r i ) pieces at level i). The overall time to compute the dense distance graphs for all pieces over all recursive levels is bounded by O(kn lg n).
The space required to store DDG P is O(( √ r) 2 ) = O(r); summing over all pieces at level i we obtain space O( n ri r i ) = O(n) per level; the total space requirement is O(kn).
Query Upon a query for the distance between nodes u and v, we proceed as follows.
For simplicity of the presentation, we initially assume that neither u nor v are boundary nodes. Let P 0 be the level-0 piece that contains u. We compute a shortest path tree in P 0 rooted at u. This is done in O(r 0 ) time using the algorithm of Henzinger et al. [HKRS97] . As a result, we have initial distance labels for all the nodes in P 0 , and in particular for the boundary nodes of P 0 . Note that these distance labels correspond to the true distances in G for any boundary node w of P 0 such that the shortest u-to-w path in G does not leave P 0 .
Let S u be the set of pieces that contain u. Note that S u contains exactly one piece of each level. Let R u be the union of subpieces of every piece in S u . That is, R u = P ∈Su {P : P is a subpiece of P }.
Let H u be the union of the dense distance graphs of the pieces in R u . Starting with the initial distance labels computed above for the boundary nodes of the level-0 piece that contains u, run Fakcharoenphol and Rao's efficient Dijkstra implementation (see Section 2.2). This computes the distances in G from u to all of the nodes of H u . Repeat the same procedure for v (in the reverse graph) to compute the distances in G from every node of H v to v.
Let P uv be the lowest level piece that contains both u and v. Assume first that P uv is not a level-0 piece. Let P u (P v ) be the subpiece of P uv that contains u (v). Since P uv is both in S u and in S v , both P u and P v are in R u as well as in R v . This implies that we have already computed dist G (u, w) and dist G (w, v) for all w ∈ ∂P u . Since we have assumed that P uv is not a level-0 piece, the shortest u-to-v path must contain some node of ∂P u . Therefore, the u-to-v distance can be found by computing
If P uv is a level-0 piece, then the u-to-v distance can be found by computing
where dist Puv (u, v) was computed when we computed the shortest path tree rooted at u in the level-0 node that contains u, namely P uv .
The case when u or v are boundary nodes is a degenerate case that can be solved by the above algorithm. Let Q u be the highest level piece of which u is a boundary node. We have the preprocessed distances in Q u from u to all other nodes of ∂Q u . Therefore, it suffices to replace S u above with the set of pieces that contain Q u as a subgraph in order to assure that H u is small enough and that the distances computed by the fast implementation of Dijkstra's algorithm are the distances from u to nodes of H u in G.
We Recall that r k = |G| = n, and set r 0 = √ n. For i = 1 . . . k − 1 we recursively define r i so as to satisfy The total running time is thus bounded by
Setting k = Θ(lg(1/ )) we get the claimed running time of O(n 1 2 + ).
