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Abstract
Let RepOn denote the category of all nondegenerate
∗ representa-
tions of the Cuntz algebra On. For any 2 ≤ n,m < ∞, we construct an
isomorphism functor Fn,m from RepOm to RepOn such that
(i) Fn,m commutes with infinite direct sum,
(ii) Fn,m ◦ Fm,l = Fn,l and Fm,n = F
−1
n,m for any 2 ≤ n,m, l <∞,
(iii) for the von Neumann algebra Npi generated by the image of a repre-
sentation pi, NFn,m(pi) and Npi are isomorphic for any pi in RepOm,
and
(iv) there exists a functor F∞,n from RepOn to RepO∞ with a right
inverse such that F∞,n ◦ Fn,m = F∞,m for any 2 ≤ n,m <∞.
Mathematics Subject Classifications (2020). 16D90; 46K10; 46M15; 47A67.
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1 Main theorem
In this paper, we show a set of isomorphisms for a certain class of categories by
constructing two-sided invertible functors explicitly.
Cuntz algebras are typical examples of non-type I, separable, nuclear C∗-
algebras ([12]). From general theory (Theorem A.1) and K-theory ([14]), it is
known that any two mutually nonisomorphic Cuntz algebras are Morita equiv-
alent as C∗-algebras, but not strongly Morita equivalent, that is, they are not
Morita equivalent as rings. In this paper, we introduce a new equivalence rela-
tion of C∗-algebras.
Two categories C and D are said to be equivalent (resp. isomorphic)
if there exists a pair (F,G) of functors, F : C → D and G : D → C such
that F ◦ G ∼= idD and G ◦ F ∼= idC (resp. F ◦ G = idD and G ◦ F = idC ,
in this case, we write F−1 := G) where ∼= means isomorphism of functors
([20, 22, 33, 34, 36]). Hence the notion of isomorphism of categories is much
stronger than that of equivalence of categories. In this sense, for two rings, an
∗e-mail: kawamurakk3@gmail.com.
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isomorphism between categories of their all left modules is stronger than their
Morita equivalence. We call this new relation Morita isomorphism of rings,
which is also an equivalence relation of rings. For C∗-algebras, “left modules” in
the definition is replaced with “nondegenerate ∗ representations”. Remark that
two notions, category equivalence and category isomorphism are often used as
a same meaning by authors. Kiiti Morita himself used category isomorphism as
the meaning of category equivalence ([37, p86], [38, p452]). Therefore Morita’s
category isomorphism is not a category isomorphism in [20, 22, 33, 34, 36].
About examples of isomorphism and equivalence of categories, see [20, 14.1].
Let RepOn denote the category of all nondegenerate ∗ representations of
the Cuntz algebra On, which is an additive category with the direct sum as a
biproduct, the 0 representation as a zero object, and intertwiners as morphisms
of objects ([34, 41]).
Theorem 1.1 For any 2 ≤ n,m < ∞, there exists an isomorphism functor
Fn,m from RepOm to RepOn which satisfies the following:
(i) Fn,m commutes with infinite direct sum.
(ii) Fn,m ◦ Fm,l = Fn,l and Fm,n = F−1n,m for any 2 ≤ n,m, l <∞.
(iii) For the von Neumann algebra Npi generated by the image of a representa-
tion pi, NFn,m(pi) and Npi are isomorphic for any pi in RepOm.
(iv) There exists a functor F∞,n from RepOn to RepO∞ with a right inverse
Fn,∞ such that F∞,n ◦ Fn,m = F∞,m and Fn,m ◦ Fm,∞ = Fn,∞ for any
2 ≤ n,m <∞.
(v) For any 2 ≤ n,m ≤ ∞, pi ∈ RepOm and x ∈ On, the operator {Fn,m(pi)}(x)
has a presentation as noncommutative power series in Cuntz generators
of pi(Om) and their conjugates which is independent in the choice of pi.
(vi) Let Hilb denote the category of all Hilbert spaces ([21]). Then the forgetful
functor Gn : RepOn → Hilb satisfies Gn◦Fn,m = Gm for any 2 ≤ n,m ≤
∞, in other words, Fn,m preserves any representation space.
From Theorem 1.1, On and Om are Morita isomorphic for any 2 ≤ n,m <
∞ even if they are not isomorphic. It is often stated that a categorical iso-
morphism seems appropriate at first glance but it is too strong ([20, p86]), a
categorical isomorphism almost never appears in practice ([22, p21]), it is un-
reasonably strict ([33, p33]), and it is rare ([36, p52]). In such a point of view,
results in Theorem 1.1 are beyond the bounds of common sense of category
theory.
Our original aim was a study of extensions of representations of O∞ to
On (§ 3.4), but not to find isomorphism functors in Theorem 1.1. From the
study of extensions, we found a strange similarity between certain classes of
representations of Om and On (see § 3.3). Roughly speaking, there exists a pair
of representations in Om and On which are “same” on O∞ where “same” means
not unitarily equivalent but exactly same on O∞ (see Lemma 3.6(ii)). Theorem
2
1.1 was incidentally obtained by extending such classes to wholes of RepOm’s
through a trial and error process.
From Theorem 1.1(iii), the von Neumann-algebraic characterization of a
representation is completely preserved by Fn,m, that is, the following holds.
Corollary 1.2 Fix 2 ≤ n,m < ∞. For pi ∈ RepOm, let pi′ := Fn,m(pi) ∈
RepOn. Then the following hold:
(i) pi is a factor representation if and only if pi′ is a factor representation.
(ii) pi is of type X if and only if pi′ is of type X where the type means the
type of representation with respect to the Murray-von Neumann-Connes
classification and X is I, II1, II∞ or IIIλ ([19, Chapter 5], [11]).
(iii) pi is irreducible if and only if pi′ is irreducible.
(iv) pi =
⊕
λ piλ if and only if pi
′ =
⊕
λ pi
′
λ.
We can omit II1 in Corollary 1.2(ii) because there exists no representation of
type II1 for Cuntz algebras.
In § 2, we review Cuntz algebras and their embeddings. In § 3, lemmas
are proved. In § 4, we define Fn,m and prove Theorem 1.1. In § 5, we show
formulas related to Theorem 1.1(v). In § 6, open problems are discussed. In
Appendix A, a short survey of Morita equivalence is given.
2 An embedding of O∞ into On
2.1 RepOn
For 2 ≤ n ≤ ∞, let On denote the Cuntz algebra ([12]), that is, it is a universal
unital C∗-algebra generated by Cuntz generators s1, . . . , sn which satisfy Cuntz
relations s∗i sj = δijI for all i, j = 1, . . . , n and s1s
∗
1 + · · · + sns
∗
n = I when
n <∞. When n =∞, the last equality is replaced with the following inequality
k∑
j=1
sjs
∗
j ≤ I for all k ≥ 1 (2.1)
by definition. Since the limit when k → ∞ in the left hand side of (2.1) does
not converge with respect to the norm topology, the symbol
∑∞
j=1 sjs
∗
j makes
no sense in O∞. For any n, On is simple, that is, there exists no nontrivial
closed two-sided ideal. Therefore any nonzero ∗ homomorphism from On to a
C∗-algebra A is injective. Especially, any nonzero representation is injective.
Hence if operators S1, . . . , Sn on a Hilbert space H satisfy Cuntz relations, then
they give a unique representation of On on H.
Let RepOn be as in Theorem 1.1. We write (H, pi) ∈ RepOn or pi ∈
RepOn when (H, pi) is an object in RepOn for short. Then RepOn consists of
all unital representations and the 0 representation of On. Any nonzero object
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(H, pi) ∈ RepOn is identified with a data (H, S1, . . . , Sn) consisting of Cuntz
generators S1, . . . , Sn on the Hilbert space H. Hence, for pi1, pi2 ∈ RepOn,
pi1 = pi2 if and only if pi1(si) = pi2(si) for all i = 1, . . . , n. About examples of
representations and states of Cuntz algebras, see [8, 13, 16, 17, 18, 28, 29].
2.2 Definition
Fix 2 ≤ n <∞. Let s1, . . . , sn and t1, t2, . . . denote Cuntz generators of On and
O∞, respectively. Define the embedding fn,∞ of O∞ into On by
fn,∞(t(n−1)k+i) := s
k
n si (k ≥ 0, i = 1, . . . , n− 1) (2.2)
where we define s0n := I. The embedding fn,∞ has been appeared in [29,
Definition 1.4(ii)] and [30, Theorem 1.10]. Then the following hold.
Lemma 2.1 (i) For i = 1, . . . , n− 1, fn,∞(ti) = si.
(ii) For j ≥ 1, snfn,∞(tj) = fn,∞(tj+n−1).
(iii) For j ≥ 1,
s∗nfn,∞(tj) =


fn,∞(tj−n+1) (j ≥ n),
0 (1 ≤ j ≤ n− 1).
(2.3)
Proof. From (2.2) and Cuntz relations of O∞ and On, all statements hold.
For any pi ∈ RepOn, pi ◦ fn,∞ ∈ RepO∞. We show a property of this
correspondence as follows.
Lemma 2.2 There exist pi1, pi2 ∈ RepOn such that pi1 and pi2 are not unitarily
equivalent but pi1 ◦ fn,∞ and pi2 ◦ fn,∞ are unitarily equivalent.
Proof. It is known that there exist two states ω1, ω2 ofOn such that ω1(sn) = 1
and ω2(sn) = −1. From these equations, both ω1 and ω2 are uniquely defined as
states of On. They are called Cuntz states ([13, 28]). Let (Hi, pii,Ωi) denote the
Gel’fand-Naimark-Segal representation of On defined by ωi for i = 1, 2. Then
pi1 and pi2 are not unitarily equivalent and eigenequations pi1(sn)Ω1 = Ω1 and
pi2(sn)Ω2 = −Ω2 hold. Define ηi := pii ◦ fn,∞ ∈ RepO∞. From the definition
of fn,∞ and the eigenequation of pii(sn), we see ηi(tj)
∗Ωi = 0 for all j ≥ 1 and
i = 1, 2. Let ρi := 〈Ωi|ηi(·)Ωi〉 for i = 1, 2. Then we can verify that ρ1 = ρ2 and
Ωi is also cyclic for (Hi, ηi) for i = 1, 2. This implies that (H1, η1) and (H2, η2)
are unitarily equivalent.
The state ρi of O∞ in the proof of Lemma 2.2 has been appeared in [9, EXAM-
PLE 5.3.27].
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3 Ingredients of functors
In order to construct Fn,m in Theorem 1.1, we construct some operators and
representations. Fix 2 ≤ n < ∞. Let s1, . . . , sn and t1, t2, . . . denote Cuntz
generators of On and O∞, respectively.
3.1 Ingredients of Cuntz generators
For (H, pi) ∈ RepOn and an integer a ≥ 0, define operators Rpi,a and Qpi on H
by
Rpi,a :=
∞∑
j=1
pi(fn,∞(tj+a t
∗
j )), Qpi := Rpi,0 (3.1)
where fn,∞ is as in (2.2) and the infinite sum is defined with respect to the
strong operator topology on B(H) but not on pi(On). Then the following hold.
Lemma 3.1 (i) For a, b ≥ 0, Rpi,aRpi,b = Rpi,a+b.
(ii) For a ≥ 0, R∗pi,aRpi,a = Qpi and Rpi,aR
∗
pi,a =
∑∞
j=a+1 pi(fm,∞(tjt
∗
j )).
(iii) For a ≥ 0, QpiRpi,a = Rpi,a = Rpi,aQpi.
(iv) For a ≥ 0 and j ≥ 1, Rpi,api(fn,∞(tj)) = pi(fn,∞(tj+a)) and Qpipi(fn,∞(tj)) =
pi(fn,∞(tj)).
(v) For a ≥ 0, pi(sn)Rpi,a = Rpi,a+n−1 and pi(sn)Qpi = Rpi,n−1.
(vi) If pi =
⊕
λ piλ, then Rpi,a =
∑
λRpiλ,a for any a ≥ 0.
(vii) For a ≥ 0 and j ≥ 1,
pi(fn,∞(tj))
∗Rpi,a =


pi(fn,∞(tj−a))
∗ (j ≥ a+ 1),
0 (j ≤ a).
(3.2)
Proof. Since Qpi is a projection onH andQpiH = ⊕∞j=1pi(fn,∞(tj))H, we obtain
H = (I −Qpi)H ⊕
∞⊕
j=1
pi(fn,∞(tj))H. (3.3)
On each direct sum component in (3.3), all relations of operators can be proved
by Lemma 2.1.
In general, Qpi is a projection but not the identity operator on H. For
example, if (H, pi) ∈ RepOn has a nonzero vector Ω ∈ H such that pi(sn)Ω = Ω
(see the proof of Lemma 2.2), then we can verify QpiΩ = 0. Hence 0  Qpi  I.
On the other hand, if (H, pi) ∈ RepOn has a cyclic vector Ω ∈ H such that
pi(s1)Ω = Ω, then we can prove Qpi = I. If pi = 0, then Qpi = 0.
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Lemma 3.2 For (H, pi) ∈ RepOn with pi 6= 0, define the operator Upi on H by
Upi := pi(sn)(I −Qpi). (3.4)
Then
(i) U∗piUpi = I −Qpi.
(ii) UpiU
∗
pi = I −Qpi.
(iii) For a ≥ 0, U∗piRpi,a = 0.
(iv) For a ≥ 0, (Upi +Rpi,a)
∗(Upi +Rpi,a) = I.
(v) For a ≥ 0, (Upi +Rpi,a)(Upi +Rpi,a)
∗ = I −Qpi +Rpi,aR
∗
pi,a.
Proof. (i) By definition, the statement holds.
(ii) From Lemma 3.1(iii) and (v), we obtain
UpiU
∗
pi = pi(sns
∗
n)−Rpi,n−1R
∗
pi,n−1
= I −
n−1∑
i=1
pi(sis
∗
i )−
∞∑
j=n
pi(fn,∞(tjt
∗
j ))
= I −
n−1∑
i=1
pi(fn,∞(tit
∗
i ))−
∞∑
j=n
pi(fn,∞(tjt
∗
j ))
= I −Qpi.
(3.5)
(iii) From Lemma 3.1(iii) and (iv), the statement holds.
(iv) From (iii) and (i), the statement holds.
(v) From (iii) and (ii), the statement holds.
3.2 Construction of a new representation from a given
representation
Fix 2 ≤ n,m <∞. Let s1, . . . , sn, r1, . . . , rm and t1, t2, . . . denote Cuntz gener-
ators of On,Om and O∞, respectively. Remark that we use symbols Rpi,a and
Qpi in (3.1) for pi in RepOm but not for pi in RepOn. For (H, pi) ∈ RepOm,
define operators pi′(s1), . . . , pi
′(sn) on H by
pi′(si) :=


pi(fm,∞(ti)) (i = 1, . . . , n− 1),
pi(rm)(I −Qpi) +Rpi,n−1 (i = n)
(3.6)
where fm,∞ is as in (2.2). Remark positions of n and m in the definition of
pi′(sn). For readability, we write pi
′(sn) explicitly as follows:
pi′(sn) = pi(rm)

I −
∞∑
j=1
pi(fm,∞(tjt
∗
j ))

+
∞∑
j=1
pi(fm,∞(tj+n−1 t
∗
j )). (3.7)
About the explicit description of pi′(si)’s by pi(rj)’s, see § 5. For pi ∈ RepOm
with pi 6= 0, we will prove that pi′(s1), . . . , pi′(sn) satisfy Cuntz relations of On,
that is, pi′ is a representation of On on H in Lemma 3.4.
Lemma 3.3 Let pi ∈ RepOm with pi′(si)’s in (3.6).
(i) For j ≥ 1, pi′(sn)pi(fm,∞(tj)) = pi(fm,∞(tj+n−1)).
(ii) If pi =
⊕
λ piλ, then pi
′(si) =
∑
λ pi
′
λ(si) for all i = 1, . . . , n.
Proof. It suffices to consider only the case of pi 6= 0. Let Q⊥pi := I −Qpi.
(i) From Lemma 3.1(iv), we see Q⊥pi pi(fm,∞(tj)) = 0 and Rpi,n−1pi(fm,∞(tj)) =
pi(fm,∞(tj+n−1)). Hence we obtain
pi′(sn)pi(fm,∞(tj)) = {pi(rm)Q⊥pi +Rpi,n−1}pi(fm,∞(tj))
= pi(rm)Q
⊥
pi pi(fm,∞(tj)) +Rpi,n−1pi(fm,∞(tj))
= pi(fm,∞(tj+n−1)).
(3.8)
(ii) From Lemma 3.1(vi), the statement holds.
Lemma 3.4 Let pi ∈ RepOm. If pi 6= 0, then operators pi′(s1), . . . , pi′(sn) in
(3.6) satisfy Cuntz relations of On, that is, the following hold:
(i) For each i, j = 1, . . . , n, pi′(si)
∗pi′(sj) = δijI.
(ii) pi′(s1)pi
′(s1)
∗ + · · ·+ pi′(sn)pi′(sn)∗ = I.
Proof. Let Q⊥pi := I −Qpi.
(i) By definition, we see pi′(si)
∗pi′(sj) = δijI for all i, j = 1, . . . , n − 1. For
i = 1, . . . , n− 1,
pi′(si)
∗pi′(sn) = pi(fm,∞(ti))
∗{pi(rm)Q⊥pi +Rpi,n−1}
= pi(fm,∞(ti))
∗pi(rm)Q
⊥
pi + pi(fm,∞(ti))
∗Rpi,n−1
= 0 (from Lemma 3.1(iv) and (vii)).
(3.9)
On the other hand, pi′(sn)
∗pi′(sn) = I from Lemma 3.2(iv). Hence the relations
are proved.
(ii) By definition,
n∑
i=1
pi′(si)pi
′(si)
∗ =
n−1∑
i=1
pi(fm,∞(ti))pi(fm,∞(ti))
∗ + pi′(sn)pi
′(sn)
∗, (3.10)
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and
pi′(sn)pi
′(sn)
∗ = (Upi +Rpi,n−1)(Upi +Rpi,n−1)
∗
= I −Qpi +Rpi,n−1R∗pi,n−1 (from Lemma 3.2(v))
= I −Qpi +
∞∑
j=n
pi(fm,∞(tjt
∗
j )) (from Lemma 3.1(ii)).
(3.11)
From this, (3.10) and the definition of Qpi, we obtain the relation.
From Lemma 3.4, pi′ in (3.6) is well defined in RepOn.
We summarize the points so far as follows: For any (H, pi) ∈ RepOm, we
can construct (H′, pi′) ∈ RepOn for H′ := H for any 2 ≤ n,m < ∞, without
any additional assumption, by constructing Cuntz generators of On on H from
those of Om explicitly:
RepOm ∋ (H, pi) 7→ (H
′, pi′) ∈ RepOn, pi
′(On) ⊂ pi(Om)
′′. (3.12)
This result itself is meaningful as a method to construct a new representation of
A from a given representation of B for two distinct C∗-algebras A and B which
makes a sense even if Hom(A,B) = ∅ and Hom(B,A) = ∅ (see Proposition 5.2).
Furthermore we can prove that the correspondence in (3.12) is invertible for any
2 ≤ n,m < ∞ (see the second equality in Theorem 1.1(ii)). The construction
pi 7→ pi′ is not similar to any known construction of representation, that is,
restriction and induction ([40]). The author himself has not found a reason why
pi′ in (3.6) gives a representation except the proof of Lemma 3.4. Operators
Rpi,a and Qpi in (3.1) were introduced after the discovery of the formula in (3.7).
3.3 Invariant properties of pi 7→ pi′
A morphism between two objects (H1, pi1), (H2, pi2) in RepOn is their inter-
twiner ([41]). Hence the set of morphisms is given as follows:
Mor(pi1, pi2) = {T ∈ B(H1,H2) : Tpi1(x) = pi2(x)T for all x ∈ On} (3.13)
where B(H1,H2) denotes the set of all bounded linear operators from H1 to H2.
Lemma 3.5 Let pi′ be as in (3.6). For any pi1, pi2 ∈ RepOm, Mor(pi1, pi2) ⊂
Mor(pi′1, pi
′
2).
Proof. It suffices to show the case of pi 6= 0. For T ∈ Mor(pi1, pi2), Tpi1(x) =
pi2(x)T for any x ∈ Om. Since fm,∞(tj), fm,∞(tj)∗ ∈ Om, we see Tpi′1(si) =
pi′2(si)T and Tpi
′
1(s
∗
i ) = pi
′
2(s
∗
i )T for i = 1, . . . , n− 1. Let Ii denote the identity
operator on the representation space of pii for i = 1, 2. Then TI1 = Tpi1(I) =
pi2(I)T = I2T . From this,
Tpi′1(sn) = T {pi1(rm)(I1 −Qpi1) +Rpi1,n−1}
= {pi2(rm)(I2 −Qpi2) +Rpi2,n−1}T
= pi′2(sn)T.
(3.14)
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As the same token, we obtain Tpi′1(s
∗
n) = pi
′
2(s
∗
n)T . From these, Tpi
′
1(x) =
pi′2(x)T for any x ∈ On. Hence T ∈Mor(pi
′
1, pi
′
2).
Furthermore, we can prove Mor(pi1, pi2) = Mor(pi
′
1, pi
′
2) (see the proof of Theorem
1.1(iii) in § 4).
Lemma 3.6 Let pi′ be as in (3.6).
(i) For any pi ∈ RepOm, pi′ ◦ fn,∞ = pi ◦ fm,∞.
(ii) For any pi ∈ RepOm and a ≥ 0, Rpi′,a = Rpi,a and Qpi′ = Qpi.
(iii) If n = m, then pi′ = pi.
Proof. (i) For any k ≥ 0 and i = 1, . . . , n− 1,
pi′(fn,∞(t(n−1)k+i)) = pi
′(sknsi)
= pi′(sn)
kpi′(si)
= pi′(sn)
kpi(fm,∞(ti))
= pi(fm,∞(ti+(n−1)k)) (from Lemma 3.3(i)).
(3.15)
Hence the statement holds.
(ii) From (i), the first statement holds. From this and Qpi = Rpi,0, the second
holds.
(iii) For i = 1, . . . , n − 1, pi′(si) = pi(fn,∞(ti)) = pi(si) from Lemma 2.1(i). On
the other hand, we can prove pi′(sn) = pi(sn) from Lemma 3.1(v). Hence the
statement holds.
In consequence, Rpi,a, Qpi and Mor(pi1, pi2) are invariant under pi 7→ pi′.
3.4 Unmagnifying extensions of representations of O∞ to
On
By using fn,∞ in (2.2), O∞ can be regarded as a subalgebra of On. For (H, pi) ∈
RepO∞, if (K,Π) ∈ RepOn satisfies K = H and Π ◦ fn,∞ = pi, then we call
(K,Π) an unmagnifying extension of pi with respect to fn,∞. We construct such
an extension as follows. For (H, pi) ∈ RepO∞, define (H′, pi′) ∈ RepOn as
H′ := H and
pi′(si) =


pi(ti) (i = 1, . . . , n− 1),
pi(I) −
∞∑
j=1
pi(tjt
∗
j ) +
∞∑
j=1
pi(tj+n−1 t
∗
j ) (i = n).
(3.16)
We can verify that pi′(s1), . . . , pi
′(sn) satisfy Cuntz relations of On. Remark that
the definition of pi′(sn) in (3.16) is different from that in (3.6). By definition, if
pi = 0, then pi′ = 0. Furthermore the following holds.
Lemma 3.7 (i) For any pi ∈ RepO∞, pi′ ◦ fn,∞ = pi.
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(ii) For any pi1, pi2 ∈ RepO∞, Mor(pi1, pi2) ⊂ Mor(pi′1, pi
′
2).
Proof. (i) It is sufficient to show the case of pi 6= 0. Then pi(I) = I. By
definition,
pi′(sn)pi(tj) =
{
I −
∞∑
a=1
pi(tat
∗
a) +
∞∑
a=1
pi(ta+n−1 t
∗
a)
}
pi(tj)
= pi(tj+n−1)
(3.17)
for any j ≥ 1. For any l ≥ 0 and i = 1, . . . , n− 1,
{pi′ ◦ fn,∞}(t(n−1)l+i) = pi
′(slnsi)
= pi′(sn)
lpi′(si)
= pi′(sn)
lpi(ti)
= pi(ti+(n−1)l) (from (3.17)).
(3.18)
Hence the statement holds.
(ii) Along with the proof of Lemma 3.5, the statement can be proved.
From Lemma 3.7(i), pi′ in (3.16) is an unmagnifying extension of pi ∈ RepO∞
with respect to fn,∞. In other words, any representation of O∞ has an unmag-
nifying extension with respect to fn,∞. A prototype of pi
′ in (3.16) was found
before that in (3.6).
4 Proof of Theorem 1.1
For pi, pi′ in (3.6), we define the symbol Fn,m(pi) as
Fn,m(pi) := pi
′ (4.1)
and define the function Fn,m : Mor(pi1, pi2) → Mor(Fn,m(pi1), Fn,m(pi2)) as
Fn,m(T ) := T on morphisms. From Lemma 3.5, this is well defined. From
these, we obtain the functor Fn,m : RepOm → RepOn. We use the dash nota-
tion in (4.1) for convenience.
Proof of Theorem 1.1. (i) From Lemma 3.3(ii), the statement holds.
(ii) Let s1, . . . , sn, r1, . . . , rm, u1, . . . , ul and t1, t2, . . . denote Cuntz generators
of On, Om, Ol and O∞, respectively. For pi ∈ RepOl, let η := Fm,l(pi). Then
(Fn,m ◦ Fm,l)(pi) = η
′. For i = 1, . . . , n− 1,
{(Fn,m ◦ Fm,l)(pi)}(si) = η′(si)
= η(fm,∞(ti))
= pi′(fm,∞(ti))
= pi(fl,∞(ti)) (from Lemma 3.6(i))
= Fn,l(pi)(si).
(4.2)
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On the other hand,
{(Fn,m ◦ Fm,l)(pi)}(sn) = η′(sn) = η(rm)(I −Qη) +Rη,n−1. (4.3)
Then
η(rm)(I −Qη) = pi
′(rm)(I −Qpi′)
= pi′(rm)(I −Qpi) (from Lemma 3.6(ii))
= {pi(ul)(I −Qpi) +Rpi,m−1}(I −Qpi)
= pi(ul)(I −Qpi) +Rpi,m−1(I −Qpi)
= pi(ul)(I −Qpi) (from Lemma 3.1(iii)).
(4.4)
From Lemma 3.6(ii), Rη,n−1 = Rpi′,n−1 = Rpi,n−1. From this and (4.4),
(4.3) = pi(ul)(I −Qpi) +Rpi,n−1 = Fn,l(pi)(sn). (4.5)
From this and (4.2), we obtain {(Fn,m ◦ Fm,l)(pi)}(si) = Fn,l(pi)(si) for all
i. Hence the first equality of functors holds. From Lemma 3.6(iii), Fn,n =
idRepOn . From this and the first equality, we obtain Fn,m ◦ Fm,n = idRepOn
and Fm,n ◦ Fn,m = idRepOm . Hence the second equality is proved.
(iii) From (ii), pi = (Fm,n ◦ Fn,m)(pi) for all pi ∈ RepOm. Let pii ∈ RepOm and
ηi := Fn,m(pii) for i = 1, 2. Then η
′
i = Fm,n(Fn,m(pii)) = pii for i = 1, 2. From
this and Lemma 3.5,
Mor(pi1, pi2) ⊂Mor(pi
′
1, pi
′
2) = Mor(η1, η2) ⊂ Mor(η
′
1, η
′
2) = Mor(pi1, pi2). (4.6)
Hence we obtain Mor(pi′1, pi
′
2) = Mor(pi1, pi2) as a subspace of B(H1,H2) where
Hi denotes the representation space of pii for i = 1, 2. From this,
N ′
Fn,m(pi)
= {Fn,m(pi)(On)}′
= Mor(Fn,m(pi), Fn,m(pi))
= Mor(pi′, pi′)
= Mor(pi, pi)
= pi(Om)
′
= N ′pi.
(4.7)
This implies NFn,m(pi) = Npi. Hence the statement holds.
(iv) For fn,∞ in (2.2), define the functor F∞,n : RepOn → RepO∞ by
F∞,n(H, pi) := (H, pi ◦ fn,∞). (4.8)
Then we see Mor(pi1, pi2) ⊂ Mor(F∞,n(pi1), F∞,n(pi2)), and define F∞,n(T ) := T
on morphisms. For pi ∈ RepOm, k ≥ 0 and i = 1, . . . , n− 1, we obtain
{(F∞,n ◦ Fn,m)(pi)}(t(n−1)k+i) = Fn,m(pi)(fn,∞(t(n−1)k+i))
= Fn,m(pi)(s
k
nsi)
= pi′(sknsi)
= pi′(sn)
kpi′(si)
= pi′(sn)
kpi(fm,∞(ti))
= pi(fm,∞(ti+(n−1)k)) (from Lemma 3.3(i))
= F∞,m(pi)(t(n−1)k+i).
(4.9)
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Hence the equality of functors is proved.
Next we construct a right inverse of F∞,n. For pi
′ in (3.16),
Fn,∞(pi) := pi
′ (4.10)
defines a functor from RepO∞ to RepOn such that Fn,∞(T ) = T on morphisms.
From Lemma 3.7, Fn,∞ is well defined and F∞,n ◦Fn,∞ = idRepO∞ . Along with
(4.9), the equality for F∞,n’s can be verified.
(v) It suffices to show the case that x is a Cuntz generator. From (2.2) and (3.1),
we see that all Fn,m(pi)(si)’s are noncommutative power series (=NPS’s) in
pi(ri)’s and pi(r
∗
i )’s for any pi ∈ RepOm. From (2.2) and (4.8), all F∞,n(pi)(tj)’s
are NPS’s in pi(si)’s and pi(s
∗
i )’s for any pi ∈ RepOn. From (3.16) and (4.10),
all Fn,∞(pi)(si)’s are NPS’s in pi(tj)’s and pi(t
∗
j )’s for any pi ∈ RepO∞.
(vi) From definitions of Fn,m’s, the statement holds.
Remark 4.1 (i) From Theorem 1.1(iv), we can prove that F∞,n in (4.8)
is essentially surjective, that is, for any pi in RepO∞, there exists Π in
RepOn such that F∞,n(Π) and pi are unitarily equivalent. On the other
hand, for pi1, pi2 in Lemma 2.2, F∞,n(pi1) and F∞,n(pi2) are unitarily equiv-
alent, but not are pi1 and pi2. Hence F∞,n : RepOn → RepO∞ is not an
isomorphism. From this, Fn,∞◦F∞,n 6= idRepOn and Fn,∞◦F∞,m 6= Fn,m.
(ii) Since On and Om are not strongly Morita equivalent when n 6= m, there
exists no imprimitivity bimodule for On and Om corresponding to Fn,m.
5 Formulas of Fn,m
In order to check Theorem 1.1, we show concrete examples.
5.1 General formulas
First, we show general formulas of Fn,m in Theorem 1.1(v). For 2 ≤ n,m <∞,
let s1, . . . , sn and r1, . . . , rm denote Cuntz generators of On and Om, respec-
tively. In general, for any pi ∈ RepOm, we obtain
pi(rm)(I −Qpi) = pi(rm)−
∞∑
l=0
m−1∑
i=1
pi(rl+1m rir
∗
i (r
l
m)
∗) (5.1)
from the definition of fm,∞.
Proposition 5.1 Fix 2 ≤ n,m < ∞. For pi ∈ RepOm, let Π := Fn,m(pi) ∈
RepOn. Then the following hold.
(i) If n < m, then
Π(si) =


pi(ri) (i < n),
pi(rm)(I −Qpi) +
∞∑
l=0
pi( rlmAn,m (r
l
m)
∗ ) (i = n)
(5.2)
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where An,m ∈ Om is defined as
An,m :=
m−n∑
i=1
ri+n−1 r
∗
i +
m−1∑
i=m−n+1
rmri+n−m r
∗
i . (5.3)
(ii) Assume n ≥ m.
(a) If n ≡ 1 mod m− 1, then
Π(sj) =


pi(rlmri) (j < n) ,
pi(rm)(I −Qpi) + pi(rm)k0Qpi (j = n)
(5.4)
where l and i in the case of j < n are defined as j = (m − 1)l + i
and 1 ≤ i ≤ m − 1, and k0 ≥ 1 in the case of j = n is defined as
n = (m− 1)k0 + 1.
(b) If n 6≡ 1 mod m− 1, then
Π(sj) =


pi(rlmri) (j < n) ,
pi(rm)(I −Qpi) +
∞∑
k=0
pi( rk+k0m An,m (r
k
m)
∗ ) (j = n)
(5.5)
where l and i in the case of j < n are defined as j = (m− 1)l+ i and
1 ≤ i ≤ m− 1, and An,m ∈ Om is defined as
An,m :=
m−j0∑
i=1
ri+j0−1r
∗
i +
m−1∑
i=m−j0+1
rmri+j0−mr
∗
i , (5.6)
and k0 ≥ 1 and 2 ≤ j0 ≤ m − 1 in the case of j = n are defined as
n = (m− 1)k0 + j0.
Proof. Let t1, t2, . . . denote Cuntz generators of O∞. We write pi(ri) as ri for
short. Since pi′(sn) = rm (I −Qpi) + Rpi,n−1, the nontrivial part is the formula
of Rpi,n−1. By definition,
Rpi,n−1 =
∞∑
j=1
fm,∞(tj+n−1t
∗
j )
=
∞∑
l=0
m−1∑
i=1
fm,∞(t(m−1)l+i+n−1) fm,∞(t(m−1)l+i)
∗.
(5.7)
(i) For i = 1, . . . , n− 1, Π(si) = fm,∞(ti) = ri because 1 ≤ i ≤ n− 1 < n < m.
13
On the other hand, we see fm,∞(t(m−1)l+i) = r
l
mri and
fm,∞(t(m−1)l+i+n−1) =


rlmri+n−1 (i+ n− 1 ≤ m− 1),
rl+1m ri+n−1−(m−1) (i+ n− 1 ≥ m)
=


rlmri+n−1 (i ≤ m− n),
rl+1m ri+n−m (i ≥ m− n+ 1).
(5.8)
Therefore
(5.7) =
∞∑
l=0
{
m−n∑
i=1
rlmri+n−1r
∗
i (r
l
m)
∗ +
m−1∑
i=m−n+1
rl+1m ri+n−mr
∗
i (r
l
m)
∗
}
=
∞∑
l=0
rlm
{
m−n∑
i=1
ri+n−1r
∗
i +
m−1∑
i=m−n+1
rmri+n−mr
∗
i
}
(rlm)
∗.
(5.9)
Hence the statement holds.
(ii) We see Π(s(m−1)k+i) = fm,∞(t(m−1)k+i) = r
k
mri when 1 ≤ (m − 1)k + i ≤
n− 1. Hence the case of j < n is proved. We show the case of Π(sn) as follows:
(ii-a) Since n = (m− 1)k0 + 1,
fm,∞(t(m−1)k+i+n−1) = fm,∞(t(m−1)k+i+{(m−1)k0+1}−1)
= fm,∞(t(m−1)(k+k0)+i)
= rk+k0m ri.
(5.10)
From this, we obtain
(5.7) =
∞∑
k=0
m−1∑
i=1
rk+k0m rir
∗
i (r
k
m)
∗ = rk0mQpi. (5.11)
Hence the statement holds.
(ii-b) Since n = (m− 1)k0 + j0,
fm,∞(t(m−1)k+i+n−1) = fm,∞(t(m−1)k+i+{(m−1)k0+j0}−1)
= fm,∞(t(m−1)(k+k0)+i+j0−1)
=


rk+k0m ri+j0−1 (i + j0 − 1 ≤ m− 1),
rk+k0+1m ri+j0−1−(m−1) (i + j0 − 1 ≥ m)
=


rk+k0m ri+j0−1 (i ≤ m− j0),
rk+k0+1m ri+j0−m (i ≥ m+ 1− j0).
(5.12)
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From this, we obtain
(5.7) =
∞∑
k=0


m−j0∑
i=1
rk+k0m ri+j0−1r
∗
i (r
k
m)
∗ +
m−1∑
i=m−j0+1
rk+k0+1m ri+j0−mr
∗
i (r
k
m)
∗


=
∞∑
k=0
rk+k0m


m−j0∑
i=1
ri+j0−1r
∗
i +
m−1∑
i=m−j0+1
rmri+j0−mr
∗
i

 (rkm)∗.
(5.13)
Hence the statement holds.
In Proposition 5.1(ii-a), if n = m, that is, k0 = 1, then Fn,n(pi) = pi is reproved.
5.2 F2,3 and F3,2
We show the case of (n,m) = (2, 3) in Proposition 5.1(i) and the case of (n,m) =
(3, 2), that is, 3 = (2− 1) · 2+ 1, in Proposition 5.1(ii-a) with k0 = 2. Let s1, s2
and r1, r2, r3 denote Cuntz generators of O2 and O3, respectively.
For pi ∈ RepO3, we obtain F2,3 : RepO3 → RepO2 as

F2,3(pi)(s1) = pi(r1),
F2,3(pi)(s2) = pi(r3)−
∞∑
k=0
pi(rk+13 (r1r
∗
1 + r2r
∗
2)(r
k
3 )
∗)
+
∞∑
k=0
pi(rk3 (r2r
∗
1 + r3r1r
∗
2)(r
k
3 )
∗)
= pi(r3) +
∞∑
k=0
pi( rk3 {r2r
∗
1 + r3(r1r
∗
2 − r1r
∗
1 − r2r
∗
2)} (r
k
3 )
∗ ).
(5.14)
For pi ∈ RepO2, we obtain F3,2 : RepO2 → RepO3 as

F3,2(pi)(r1) = pi(s1),
F3,2(pi)(r2) = pi(s2s1),
F3,2(pi)(r3) = pi(s2)−
∞∑
k=0
pi(sk+12 s1s
∗
1(s
k
2)
∗) +
∞∑
k=0
pi(sk+22 s1s
∗
1(s
k
2)
∗)
= pi(s2) +
∞∑
k=0
pi(sk+12 (s2 − I)s1s
∗
1(s
k
2)
∗).
(5.15)
In addition, if pi satisfies Qpi = I, then F3,2(pi)(r3) = pi(s
2
2). Furthermore, for
any 2 ≤ n,m < ∞, if pi satisfies Qpi = I, then we see that all Fn,m(pi)(si)’s in
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Proposition 5.1(ii-a), that is, n = (m − 1)k0 + 1 for some k0 ≥ 1, are written
as noncommutative polynomials in pi(ri)’s and pi(r
∗
i )’s. This implies that there
exists fm,n ∈ Hom(On,Om) such that Fn,m(pi) = pi ◦ fm,n for any pi ∈ RepOm.
5.3 F3,4 and F4,3
We show the case of (n,m) = (3, 4) in Proposition 5.1(i) and the case of (n,m) =
(4, 3), that is, 4 = (3−1)·2+2, in Proposition 5.1(ii-b) with (k0, j0) = (2, 2). Let
s1, s2, s3, s4 and r1, r2, r3 denote Cuntz generators of O4 and O3, respectively.
For pi ∈ RepO4, we obtain F3,4 : RepO4 → RepO3 as

F3,4(pi)(ri) = pi(si) (i = 1, 2),
F3,4(pi)(r3) = pi(s4)−
∞∑
k=0
pi( sk+14 (s1s
∗
1 + s2s
∗
2 + s3s
∗
3)(s
k
4)
∗ )
+
∞∑
k=0
pi( sk4(s3s
∗
1 + s4s1s
∗
2 + s4s2s
∗
3)(s
k
4)
∗ )
= pi(s4)
+
∞∑
k=0
pi( sk4{s3s
∗
1 + s4(s1s
∗
2 + s2s
∗
3 − I + s4s
∗
4)}(s
k
4)
∗ )
(5.16)
because s1s
∗
1 + s2s
∗
2 + s3s
∗
3 = I − s4s
∗
4. For pi ∈ RepO3, we obtain F4,3 :
RepO3 → RepO4 as

F4,3(pi)(si) = pi(ri) (i = 1, 2),
F4,3(pi)(s3) = pi(r3r1),
F4,3(pi)(s4) = pi(r3)−
∞∑
k=0
pi( rk+13 (r1r
∗
1 + r2r
∗
2)(r
k
3 )
∗ )
+
∞∑
k=0
pi( rk+23 (r2r
∗
1 + r3r1r
∗
2)(r
k
3 )
∗ )
= pi(r3) +
∞∑
k=0
pi( rk+13 (r3r2r
∗
1 + r
2
3r1r
∗
2 − r1r
∗
1 − r2r
∗
2)(r
k
3 )
∗ ).
(5.17)
Remark Hom(O2,O3) = Hom(O3,O4) = Hom(O4,O3) = ∅. In general, the
following holds.
Proposition 5.2 ([27, Lemma 2.1]) For 2 ≤ m,n < ∞, Hom(Om,On) 6= ∅ if
and only if there exists a positive integer k such that m = (n− 1)k + 1, that is,
m ≥ n and m ≡ 1 mod n− 1, where Hom(A,B) denotes the set of all unital ∗
homomorphisms from A to B.
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These types of power series presentations have been obtained for other
algebras in [23, 24, 25, 26]. Concrete power series presentations are useful to
construct interesting operators like Rpi,a in (3.1). For example, see [24, (1.6)].
6 Open problems
(i) Find an example of two associative unital nontopological rings such that
they are not isomorphic but Morita isomorphic. For example, for a ring A
and n ≥ 2, are A and Mn(A) Morita isomorphic? A one-sided invertible
functor can be obtained by standard way, but the author fails to construct
a two-sided invertible functor for their module categories. It seems that
an algebraic version of Theorem 1.1(vi) is necessary in order to find such
an example.
(ii) For any 2 ≤ n < ∞, it is known that O∞ and On are Morita equivalent.
Are O∞ and On Morita isomorphic? (See Remark 4.1(i).)
(iii) Find an example of two non-type I, separable, nuclear C∗-algebras A and
B such that A and B are not Morita isomorphic. (See Theorem A.1.)
(iv) For a pair (A,B) of C∗-algebras, find a necessary and sufficient condition
that A and B are Morita isomorphic. For example, for a pair (A,B)
of Cuntz-Krieger algebras ([15]), which are well-known generalizations of
Cuntz algebras, find a necessary and sufficient condition that A and B are
Morita isomorphic. About related topics, see [35].
(v) When n 6= m, On and Om are Morita isomorphic but not stably isomor-
phic. Show a relation between Morita isomorphism and stably isomor-
phism for general C∗-algebras.
(vi) A main philosophy of mathematics is an identification up to isomorphism.
Therefore category equivalence (=CE) just represents this idea faithfully.
According to [34, Chap IV, §4], the notion of CE is more general and
more useful than that of category isomorphism (=CI). Duality theorems
in functional analysis are often instances of CE’s. In comparison to CE,
studies of CI are very few ([42]). Under like this unfavorable aspect, can
we find a new significance of CI?
Acknowledgments. The author would like to express his sincere thanks to
Professor Satoshi Yamanaka for discussion about Morita equivalence at Aji-
nomingei.
A A short survey of Morita equivalence
We outline Morita equivalences for rings and C∗-algebras.
A.1 Morita equivalences for rings
Two associative unital rings are said to be Morita equivalent if categories of
their left modules are equivalent ([37]). This is equivalent to an existence of
progenerator for their module categories by Morita’s basic theorem ([37], see
also [31, (18.26) Theorem]). Hence a Morita equivalence between two rings
implies an existence of correspondence of their modules, which is interesting
as a method of construction of module. For example, a ring A and the full
matrix ring Mn(A) with components in A are Morita equivalent by the functor
A-Mod ∋ M 7→ F (M) := M⊕n ∈ Mn(A)-Mod. Then F is isomorphic to the
functor P ⊗A − for the progenerator P := A⊕n. For two commutative rings
A and B, they are Morita equivalent if and only if they are isomorphic ([1,
p522]). Therefore A and B are Morita equivalent if and only if they are Morita
isomorphic. About applications of Morita equivalence, see [2, 43].
A.2 Two Morita equivalences for C∗-algebras
On the other hand, for topological rings, it is more complicated because topolo-
gies are necessary for their modules. By only the straightforward generalization,
Morita’s basic theorem does not hold for C∗-algebras. Therefore it is necessary
to distinguish an equivalence of module categories and an existence of C∗-version
of progenerator.
For C∗-algebras, Rieffel introduced two notions about Morita equivalence:
Two C∗-algebras are said to be Morita equivalent ([41, 8.17]) if their categories
of nondegenerate ∗ representations are equivalent; Two C∗-algebras are said to
be strongly Morita equivalent ([40, Proposition 6.26]) if there exists an imprim-
itivity bimodule for them (see also [4, 13.7.1] and [32, Chapter 7]), which is a
C∗-version of progenerator. Remark that the definition of Morita equivalence
for rings and that for C∗-algebra are different. Furthermore, Morita equivalence
for C∗-algebras is often used as a meaning of strong Morita equivalence ([5]).
We review known results as follows.
Theorem A.1 (i) ([3, 3.7. Theorem]) All non-type I, separable, nuclear C∗-
algebras are Morita equivalent.
(ii) ([10], see also [5, II.6.6.12]) If two σ-unital C∗-algebras are strongly Morita
equivalent, then they are stably isomorphic.
From Theorem A.1(i), all Cuntz algebras are Morita equivalent. From Theorem
A.1(ii), two Cuntz algebras are not strongly Morita equivalent when they are not
isomorphic. Two unital C∗-algebras are strongly Morita equivalent if and only if
they are Morita equivalent as rings ([3, §1.8, Theorem]). About basic properties
of strong Morita equivalence, see [5]. About related topics, see [6, 7, 39].
References
[1] P. Aluffi, Algebra: Chapter 0, American Mathematical Society, 2009.
18
[2] F. W. Anderson, K. R. Fuller, Rings and categories of modules 2nd ed,
Springer-Verlag, 1992.
[3] W. Beer, On Morita equivalence of nuclear C∗-algebras, J. Pure Appli.
Alg., 26 (1982), 249–267.
[4] B. Blackadar, K-theory for operator algebras 2nd ed., Cambridge Univer-
sity Press, 1998.
[5] B. Blackadar, Operator algebras, Springer, 2006.
[6] D. P. Blecher, C. L. Merdy, Operator algebras and their modules, Oxford
Science Publications, 2004.
[7] D. P. Blecher, P. S. Muhly, V. I. Paulsen, Categories of operator mod-
ules: Morita equivalence and projective modules, American Mathematical
Society, 2000.
[8] O. Bratteli, P. E. T. Jorgensen, Iterated function systems and permutation
representations of the Cuntz algebra, Mem. Amer. Math. Soc. 139 (1999),
1–89.
[9] O. Bratteli, D. W. Robinson, Operator algebras and quantum statistical
mechanics 2, Springer-Verlag New York, 1981.
[10] L. G. Brown, P. Green, M. A. Rieffel, Stable isomorphism and strongMorita
equivalence of C∗-algebras, Pacific J. Math. 71(2) (1977), 349–363.
[11] A. Connes, Une classification des facteurs de type III, Ann. Sci. E´cole Norm.
Sup. (4), 6 (1973), 133–252.
[12] J. Cuntz, Simple C∗-algebras generated by isometries, Commun. Math.
Phys. 57 (1977), 173–185.
[13] J. Cuntz, Automorphisms of certain simple C∗-algebras, in Quantum fields,
algebras, processes (Proc. Sympos., Univ. Bielefeld, Bielefeld, 1978), pp.
187–196, Springer, Vienna, 1980.
[14] J. Cuntz, K-theory for certain C∗-algebras, Ann. Math. 113 (1981), 181–
197.
[15] J. Cuntz, W. Krieger, A class of C∗-algebra and topological Markov chains,
Invent. Math. 56 (1980), 251–268.
[16] K. R. Davidson, D. W. Kribs, M. E. Shpigel, Isometric dilations of non-
commuting finite rank n-tuples, Canad. J. Math. 53 (2001), 506–545.
[17] K. R. Davidson, D. R. Pitts, The algebraic structure of non-commutative
analytic Toeplitz algebras, Math. Ann. 311 (1998), 275–303.
[18] K. R. Davidson, D. R. Pitts, Invariant subspaces and hyper-reflexivity for
free semigroup algebras, Proc. London Math. Soc. (3) 78 (1999), 401–430.
19
[19] J. Dixmier, C∗-algebras, North-Holland Publishing Company, 1977.
[20] H. Herrlich, G. E. Strecker, Category theory 2nd ed., Heldmann Verlag
Berlin, 1979.
[21] C. Heunen, An embedding theorem for Hilbert categories, Theor. Appli.
Categories, 22(13) (2009), 321–344.
[22] M. Kashiwara, P. Schapira, Categories and sheaves, Springer, 2006.
[23] K. Kawamura, Extensions of representations of the CAR algebra to the
Cuntz algebra O2 —the Fock and the infinite wedge—, J. Math. Phys.
46(7) (2005), 073509-1–073509-12.
[24] K. Kawamura, Recursive boson system in the Cuntz algebra O∞, J. Math.
Phys. 48(9) (2007), 093510-1–093510-16.
[25] K. Kawamura, Unitary isomorphism of Fock spaces of bosons and fermions
arising from a representation of the Cuntz algebra O2, J. Math. Phys. 49
(2008), 103502-1–103502-14.
[26] K. Kawamura, Universal fermionization of bosons on permutative repre-
sentations of the Cuntz algebra O2, J. Math. Phys. 50 (2009), 053521-1–
053521-9.
[27] K. Kawamura, Universal algebra of sectors, Int. J. Alg. Comput. 19(3)
(2009), 347–371.
[28] K. Kawamura, Classification of sub-Cuntz states, Algebr. Represent. Theor.
18(2) (2015), 555–584.
[29] K. Kawamura, Pure states on Cuntz algebras arising from geometric pro-
gressions, Algebr. Represent. Theor. 19(6) (2016), 1297–1319.
[30] K. Kawamura, Some inverse limits of Cuntz algebras,
math.OA/1112.2769v1.
[31] T. Y. Lam, Lectures on modules and rings, Springer, 1999.
[32] E. C. Lance, Hilbert C∗-modules, Cambridge University Press, 1995.
[33] T. Lenster, Basic category theory, Cambridge University Press, 2014.
[34] S. Maclane, Categories for the working mathematician, Springer, 2005.
[35] K. Matsumoto, Relative Morita equivalence of Cuntz-Krieger algebras and
flow equivalence of topological Markov shifts, Trans. Amer. Math. Soc.
370(10) (2018), 7011–7050.
[36] B. Mitchell, Theory of categories, Academic Press New York and London,
1965.
20
[37] K. Morita, Duality for modules and its applications to the theory of rings
with minimum condition, Science reports of the Tokyo Kyoiku Daigaku,
Section A6(150) (1958), 83–142.
[38] K. Morita, Category-isomorphisms and endomorphism rings of modules,
Trans. Amer. Math. Soc. 103 (1962), 451–469.
[39] I. Raeburn, D. P. Williams, Morita equivalence and continuous-trace C∗-
algebras, American Mathematical Society, 1998.
[40] M. A. Rieffel, Induced representations of C∗-algebras, Advan. Math. 13
(1974), 176–257.
[41] M. A. Rieffel, Morita equivalence for C∗-algebras andW ∗-algebras, J. Pure
Appli. Alg. 5 (1974), 51–96.
[42] R. Traylor, Equivalence v. isomorphisms in category theory, The Math
Citadel (website, https://www.themathcitadel.com/ , June 17, 2019),
retrieved May 10, 2020.
[43] S. Yamanaka, Note on Morita equivalence in ring extensions, Commun.
Algebra 44 (2016), 4121–4131.
21
