Abstract-The paper concerns the radiographic nondestructive testing of well-manufactured objects. The detection of anomalies is addressed from the statistical point of view as a binary hypothesis testing problem with nonlinear nuisance parameters. A new simple and numerically stable detection scheme is proposed as an alternative to the conventional generalized likelihood ratio test which becomes untractable in the non-linear case. This original decision rule detects the anomalies with a loss of a negligible part of optimality with respect to an optimal test designed for the "closest" hypothesis testing problem with linear nuisance parameters. The inspection of nuclear fuel rods is discussed to illustrate the relevance of the proposed theoretical solution.
I. INTRODUCTION
The Quantitative Non-Destructive Testing (QNDT) of industrial equipment components is a crucial issue to warrant the quality of manufacturing objects. Particularly, in the nuclear fuel rod inspection, it is desirable to detect defects, inclusions or any unexpected cavities to assure the safety and reliability of installations. X-ray examination is a commonly used method for detecting internal welding flaws. It is based on the ability of X-rays to pass through metals and other materials opaque to ordinary light, and to produce photographic records by the transmitted radiant energy.
In many industrial applications, conventional computed tomographic techniques are intractable or expensive owing to constraints of time, dimensions and the type of material to be inspected. A solution based on the use of an X-ray radiographic chain providing a small number of radiographs offers more flexibility. Unfortunately, since the number of projections and/or view angles available for inspection is very limited, the full pixel-by-pixel reconstruction of the inspected object becomes impossible and the detection of defects is very difficult.
The proposed solution of the defect detection problem is based on the assumption that the imaged medium is composed of an (partially) unknown non-anomalous background, which is considered as a non-random nuisance parameter, with a possibly hidden anomaly (informative parameter). The non-anomalous background is considered as a nuisance parameter because the QNDT inspectors are essentially interested in detecting defects but the negative impact of the non-anomalous background on the decision making process is not negligible.
To counterbalance the lack of observations in the case of a few projections it is proposed to use a non-linear parametric parsimonious model of the non-anomalous background. The defect detection is considered as a parametric hypotheses testing problem between two composite alternatives with non-linear nuisance parameters. The Generalized Likelihood Ratio (GLR) test [1] , [2] , which is usually used to solve this kind of problem, has three major drawbacks : 1) the optimality of the GLR is established only asymptotically, i.e. when the number of observations is very large, but it is often suboptimal for a limited number of observations ; 2) the GLR test requires the estimation of unknown parameters before taking a decision, which becomes untractable in the nonlinear case and 3) the GLR scheme makes no distinction between non-linear and linear parts of parametric model. In the above mentioned radiographic inspection problem, the imperfections of X-ray attenuation properties of the non-anomalous background define a linear part of the model and the geometrical imperfections define a non-linear one. Splitting the geometric and physical factors permits the model to be simplified. Hence, instead of untractable solution based on the GLR test, suffering from serious numerical problems (poor and unstable convergence of the minimization process and a high sensitivity of the solution to initial conditions), another more tractable solution is proposed in the paper. This simple and numerically stable detection scheme detects anomalies with a loss of a negligible part of optimality with respect to an optimal test designed for a reference model of non-anomalous background with perfectly known geometrical factors.
The paper is organized as follows. Section II is devoted to the statement of practical problem : the nuclear fuel rod inspection. A brief overview of the inspection procedure main steps is described. Next, the conventional methods of radiographic inspection and the main contribution of the paper are discussed in section III. The parsimonious parametric model of the inspected object and radiographic process is presented in section IV. Unfortunately, the ob-tained measurement model is non-linear. The basic principle of statistical detection is presented and the limits of the non-linear GLR test are discussed in section V. Instead of untractable solution based on the non-linear GLR test, another more tractable solution is proposed in section VI. A special attention is paid to the numerical aspects of the problem and a detailed flowchart of detection algorithms is also described here. Some experimental results with real radiographies illustrating the relevance of the proposed theoretical solution are shown in section VII. Finally, some concluding remarks are drawn in section VIII. A nuclear fuel rod is composed of a body and a plug as shown in Figure 1 [3] . The body is manufactured separately from the plug and, before its use, the plug is welded with the body. The goal of the nuclear fuel rod inspection is to detect defects (anomalies) in the welding zone which corresponds to a tangential part of the fuel rod (see Figure 1 ). Through the inspection procedure, the nuclear fuel rod is imaged with a tomographic system composed of an X-ray source and a planar detector. The fuel rod is put into a compensator which is made of the same material to avoid the high contrast of radiography near the edges of the fuel rod. The goal is to decide between the two possible situations : H 0 = {there is no anomaly in the welding zone} and H 1 = {there is an anomaly in the welding zone}. Figure 2 shows the major steps of the proposed welding defect detection procedure. The first step consists in acquiring the radiography of the inspected object. The second step is devoted to the automatic selection of the region of interest corresponding to the welding zone. It is possible since the inspected object is well positioned in the radiographic system support. The third
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Step step corresponds to the rejection of nuisance parameters, i.e. the rejection of the non-anomalous background of the fuel rod from the radiography to compute the residuals. Theoretically, the residuals are completely free from the non-anomalous nuclear fuel rod structures and they can be potentially corrupted only by a random measurement noise and by defects. The fourth step is devoted to the computation of the test's statistics and to the comparison of this statistics with a given threshold. If the computed value of statistics exceeds the threshold, an anomaly is declared.
III. RELATED WORKS AND CONTRIBUTION OF THE
PAPER
First, the state of the art is presented. Next, the advantages and disadvantages of Bayesian and non-Bayesian approaches are discussed. Finally, the motivation and the contribution of the paper are described.
A. The state of the art
Existing methods for detecting internal defects in radiographies [4] fall into three groups : 1) methods without a priori knowledge, 2) reference methods and 3) Computerized Tomography (CT) methods. The actual paper belongs to this last group.
The first group includes the methods of defect detection without prior knowledge of the imaged media structures, i.e. the methods without (statistical) model. Such approaches typically use the image processing tools (for example, field flattening to enhance the contrast) [5] , pattern recognition [6] , expert systems [7] and artificial neural networks [8] , [9] . The prerequisite for these methods is the existence of common properties which consistently define all kinds of anomalies and distinguish them from the character features of the non-anomalous imaged media [4] , [10] , [11] . Often, these methods are noise-sensitive since they do not include explicitly a random noise in the measurement model.
In the second group, it is assumed that a reference radiography (model) [4] is available. If a significant difference is identified by comparing the tested image with a reference one [12] , then the inspected piece is classified as defective. This approach is efficient to deal with a well-known inspected piece but it is heavily based on a reference model, which is not always possible in practice.
The third group (CT methods) consists in detecting defects from radiographies by reconstructing the imaged media, which are composed of an (partially) unknown non-anomalous background with possibly hidden defects. Since the number of projections and/or angles of view available for inspection is very limited and the pixel-bypixel reconstruction is impossible [13] , the introduction of prior information on the unknown background is inevitable to fill up the gap in the missing data.
Two methods of prior information introduction are available in the literature according to their nature : deterministic and statistical. A purely deterministic regularization [14] of this ill-posed problem [15] has some drawbacks including artifacts in the resulting image and noise sensitivity among others. The statistical CT approaches to anomaly detection can be divided into two groups : Bayesian and non-Bayesian. The dominant trend in the literature is the Bayesian statistical approach [14] , [16] - [19] . In the case of anomaly detection problem, it is assumed that : i) the considered hypotheses, H 0 = {the inspected object is defect-free} and H 1 = {the inspected object contains defects}, are random events with known prior probabilities ; ii) the non-anomalous background (or its structure) and the anomalies are random and the parameters of their (usually Gaussian) a priori distribution are known. In this paper, which continues our previous publication [20] , [21] , another, non-Bayesian, statistical philosophy is adopted : it is assumed that the non-anomalous background is a non-random nuisance parameter. If the geometrical and/or physical properties of the inspected objects cannot be described by an a priori known probabilistic model then a more convenient working hypothesis about the non-anomalous object is the assumption that its geometrical and/or physical properties are non-random unknown nuisance parameter. Often, this is the case in the QNDT of industrial equipment components, in welding defects detection for instance.
B. Motivation and contribution of this paper
The main objective of the paper is to solve the anomaly detection problem by using a simple and numerically stable detection algorithm with reliable statistical performances. A key assumption is the existence of a parametric model of the non-anomalous background (physical/geometrical properties of the nuclear fuel rods). The non-destructive inspection problem is formalized as a binary statistical decision with unknown nuisance parameters. The main issue of such a decision problem is its ability to detect an anomaly while being insensitive to the nuisance parameters. Such a parametric model makes possible, by using a nuisance rejection technique, to find a subspace of the observation space, where the impact of the non-anomalous background is absent or negligible. Because the physical/geometrical properties of the inspected manufactured objets are usually standardized and, hence, a relatively simple parametric model can be developed, the approach proposed in this paper seems to be particularly promising in QNDT. Some examples of such a background defined by deterministic functions have been previously discussed in [9] , [22] . Also a rudimentary version of the background rejection technique, i.e. the field-flattening operation [5] , whose goal is to enhance the anomaly contrast in radiographies by eliminating the variations of contrast provoked by the background is widely used in QNDT. Unfortunately, the obtained parametric model is non-linear which seriously compromise the numerical stability of the GLR test. Finally, to overcome the numerical problems and to design a stable and numerically efficient detection algorithm the geometric and physical factors have been separated to simplify the parametric model of non-anomalous background. This numerically stable algorithm detects anomalies with a loss of a negligible part of optimality with respect to an optimal test designed for a reference model of nonanomalous background with perfectly known geometrical factors.
IV. MEASUREMENT MODEL
This section briefly describes a parsimonious parametric model of the nuclear fuel rods inspection procedure. Both, the model of non-anomalous welding zone, H 0 , and the model of anomalous welding zone H 1 are described here.
A. Scalar measurement model
To simplify the problem, the parallel-beam geometry is used in the paper and the X-rays are all oriented along the z-axis (see Figure 1) . The planar detector coincides with the xOy-plane. The measurements ζ(x, y) at different points (x, y) of the detector are modeled as independently distributed random variables [23] such that :
where Π(m) denotes the Poisson law with parameter m > 0. The unknown quantity m(x, y) represents the mean number of photons passing through a defect-free media at the position (x, y) and θ(x, y) represents the local variation of the mean number of X-photons arrived on the planar detector due to a defect at the position (x, y).
It is assumed that
where the unknown quantity µ(x, y) (resp. ω(x, y)) represents the mean number of photons passing through the media (resp. the mean number of extra photons, caused primarily by scattered radiations) at the position (x, y). Let r be the radius of the fuel rod and l(x, y; r) be the material (the fuel rod together with the compensator) thickness corresponding to the location (x, y) on the detector (see Figure 1 ). It is assumed that an unknown value of r belongs to the interval I = [r 0 − ; r 0 + ], where is a small positive constant and r 0 is exactly known. The region of interest R is defined by the couples (x, y) ∈ R 2 such as
where the bounds x min , x max , y min and y max are precisely known. Let y a be the y-coordinate of the fuel rod revolution axis on the xOy-plane (see Figure 1 ). A short calculus shows that the material thickness l(x, y; r) crossed by the X-ray beam arriving at the location (x, y) on the detector belonging to the region of interest, i.e. y a − y < r 0 − (see Figure 1) , is a sum of two terms : l(x, y; r) = l r (x, y; r) + l c (x, y), where
is the rod material thickness corresponding to the location (x, y) on the detector and l c (x, y) is the exactly known compensator thickness. It is assumed that the quantity µ(x, y) can be well approximated [24] by the polynomial function :
where a = (a 1 a 2 . . . a na ) T is the vector of coefficients, and the impact of scattered radiations can be approximated by a bivariate polynomial function :
where
To avoid the redundancy with the term b 0,0 in (6), the term a 0 from (5) is omitted in the rest of the paper. It is assumed that the vector a belongs to a compact set K a ⊂ R na and the vector b belongs to a compact set K b ⊂ R n b with n b = (n u + 1)(n v + 1) to warrant the validity of the approximation given by (5) and (6) . Moreover, for the considered problem, the exposure time and the X-flux intensity are high enough to warrant a good signal-to-noise ratio. Consequently, the Gaussian approximation of the Poisson distribution is relevant, which leads to a more tractable detection problem when anomalies are unspecified. Hence, by considering (5) and (6), the measurement model (1) 
with m(x, y; c) = µ(x, y; r,a)+ ω(x, y;b), c = (r, a, b) , y) ). The standard deviation σ(x, y) is defined by (see [25, p. 285-288] ) :
where 0 ≤ η ≤ 1 is a known experimental coefficient independent of (x, y) andm(x, y) is an experimental mean value for m(x, y). Since defects essentially change the mean of the measurements, the quality of the estimate σ(x, y) is not crucially important for the detection.
B. Vector measurement model
The planar detector, which is composed of n = n x n y discrete sensors, can be viewed as a n x × n y matrix. Let ζ i,j (resp. θ i,j and ξ i,j ) denotes the quantity ζ(x i , y j ) (resp. θ(x i , y j ) and ξ(x i , y j )) defined for the i, j-th node of this "discrete" planar detector (see Figure 1) . Let Ξ = vec({ζ i,j }) be the lexicographical ordering of measurements ζ i,j . A bit of algebra shows that :
is an n × n a matrix,
is an n × n b matrix,
Hence, the above approximated measurement model (7) can be rewritten :
2 is a diagonal n × n matrix. The lexicographically ordered diagonal elements
are computed by using (8) for (x i , y j ) taking in the lexicographical order. The random vector ξ ∼ N (0, I n ) follows the n-dimensional Gaussian law with a zero mean and the identity covariance matrix I n .
V. PRINCIPLE OF STATISTICAL DETECTION
This section is devoted to the anomaly detection considered as a statistical hypotheses testing with nuisance parameters. First, the non-linear model of nuisance parameters is examined. It is shown that the application of the non-linear GLR test meets serious obstacles.
A. Statistical hypotheses testing
The hypotheses testing problem consists in deciding between the two following hypotheses
and
The quality of a statistical test is defined with a set of error probabilities, namely : "false alarm" and "non detection" [26] , [27] . The false alarm means that a non-anomalous welding zone has been declared by the inspection procedure as a zone with defects. Let α be the probability of this event. The non detection occurs when a defective welding zone is declared as a non-anomalous one. Let 1 − β be the probability of non detection. The probability β is called the power of the test. It corresponds to the probability to declare an alarm when the inspected zone contains defects. The subtlety of the above mentioned hypotheses testing problem consists in the existence of the unknown nonlinear nuisance parameter c. As it has been mentioned before, distinguishing two subsets of parameters, the parameters of interest (anomaly) θ and the nuisance parameter (non anomalous media) c, is necessary because the nuisances parameters are of no interest for inspection. The performance indexes (α, β) of statistical tests are functions of both the parameter of interest θ and the nuisance parameters c. The desirable relation between the performance indexes (α, β) of a test and the parameter of interest θ usually results from the application and the statistical nature of the problem, in order to achieve optimal properties of the test. But there is no desirable relation between (α, β) and the nuisance parameter c, the goal is to achieve the performance indexes independent of the actual value of c.
To summarize the decision problem statement, the power function β(δ; θ, c) = Pr θ =0,c (δ(y) = H 1 ) is defined, where the probability Pr θ,c stands for the vector of observations y being generated by the distribution N (θ + H(c), I n ). With these notations, the quantity α(δ) = sup c Pr θ=0,c (δ(y) = H 1 ) corresponds to the worst probability of false alarm, while considering c as an unknown vector. Roughly speaking, the power function β(δ; θ, c) should be as large as possible for every θ = 0 and c, for a prescribed probability of false alarm α(δ) = α. Interested reader can found a detailed discussion of statistical issues in relation with the anomaly detection procedure in [20] , [21] , [28] , [29] .
B. Limits of the non-linear GLR test
Because a non-linear character of the function c → H(c), an immediate application of invariant tests [21] is compromised. At first glance, the only solution to overcome the above-mentioned difficulty is to utilize the GLR test, which is applicable without any prerequisites :
is the probability density function (pdf) of the distribution N (θ +H(c), I n ), the pdf of the distribution N (H(c), I n ) is obtained directly from (17) by assuming that θ = 0 and the threshold γ is chosen to satisfy the false alarm level α : sup c∈K Pr θ=0,c ( Λ(y) ≥ γ) = α. But this solution suffers from several disadvantages. First of all, the problem of non-asymptotic optimality of δ(y) remains unsolved. Under certain regularity assumptions [1] , [2] , [26] , [27] , when the number n of observations is arbitrarily large, some optimal properties can be established for the GLR test. But the quality of the GLR test can be questionable for a limited number of observations and even for an arbitrarily large n if the regularity conditions are not satisfied (see a nice discussion in [30] ). Indeed, when n is small or moderate, the quality of the GLR test is directly related to the quality of the Maximum Likelihood (ML) estimate ( c, θ) = arg inf θ,c∈K y − θ − H(c) 2 2 (see details in [2] ), which is very difficult to evaluate in practice. Second, the numerical realization of the ML procedure meets serious difficulties : a poor and unstable convergence of the minimization process ; a high sensitivity to initial conditions. Our experience with the problem of nuclear fuel rod inspection shows that the numerical application of the GLR test given by (16) leads to poor results. For this reason, the following approach is developed in the next section : a linearized measurement model and a corresponding optimal test are designed. The proposed test can be interpreted as a linearized GLR test. It does not require to study the nuisance non-linearity and it is also free from any numerical instability, which is very attractive from the practical point of view.
VI. PROPOSED DEFECT DETECTION ALGORITHM
First, a linearized model of nuisance parameters and corresponding "linearized" GLR test are proposed to overcome the obstacles induced by a non-linear model. Next, a detailed flowchart of defect detection algorithm is presented and discussed.
A. An almost optimal solution
The measurement model given by (12) is non-linear due to the function r → F (r) which is infinitely differentiable on the interval I = [r 0 − ; r 0 + ]. Therefore, by using the second-order Taylor expansion, the vector function c → H(c) can be re-written in the following manner :
as r → r 0 wherė
is an n × n a matrix of first-order derivatives of F and
The following linearized model of the non-anomalous background will be used in the rest of the paper :
The peculiarity of this linearized model is the fact that the radius r is artificially replaced by the vector (r − r 0 )a to avoid the simultaneous non-linear estimation of r and a in the case of GLR (see (16)). Therefore, the components of the vector x r ∈ R 2na+n b are considered as independent variables, ignoring their intrinsic relations in the model of nuisance.
Assuming the linear approximation H(c) H r x r , the initial problem (14)-(15) becomes tractable. The optimal test, δ r say, solving this problem is presented in [21] . Let P ⊥ Hr be the orthogonal projection
If the matrix H r is not full rank then the inverse ma-
The optimal "linearized" test δ r is simply given by :
where the threshold γ r is chosen to satisfy the probability of false alarm α : Pr θ=0 (Λ r (y) ≥ γ r ) = α (see details in [20] ).
To deal with the nuisance parameters there are two different concepts : i) the estimation of the nuisance parameters (in order to eliminate their impact) ; ii) the direct rejection of the nuisance parameters. There exists a relation between these two concepts. The principal obstacle to implementing the GLR test is a non-linear estimation of the informative θ and nuisance c parameters in (16) . In contrast to such a non-linear optimization, the rejection of the linearized nuisance is much simpler : the intrinsic dependence between the estimated parameters, which leads to a poor and unstable convergence in the case of the non-linear estimation, is not an obstacle for the nuisance rejection problem which performs even better in the case where the matrix H r is not full rank. Hence, due to a conveniently chosen linearized nuisance parameter model, the disadvantages of GLR test are transformed in the advantages of the test based on the linear rejection. The price of this transformation is a certain loss of optimality of the "linearized" test δ r . However, it is shown in [29] that this loss of optimality is negligible.
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Step 10 : z Figure 3 describes the flowchart of the detection algorithm based on the decision rule given by (22) . This algorithm can be used to process a certain number (say, N ) of radiographies. The main steps of this flowchart are the following :
B. Flowchart of defect detection algorithm
Step 1 : definition of vector of the detector sampling coordinates (x i , y j ) for the region of interest R taking in the lexicographical order (see (3)).
Step 2 : definition of the diagonal matrix Σ (see (13) ). Its diagonal elements are computed by using (8) .
Step 3 :calculation of the matrices F (r 0 ) (see (10) ) anḋ F (r 0 ) (see (19) ) associated to the mean number of photons passing through the inspected object.
Step 4 : calculation of the matrix G (see (11) ) associated to the scattered radiations.
Step 5 : calculation of the matrix H r (see (20) ) associated to the "linearized" measurement model.
Step 6 : calculation of the projection matrix P ⊥ Hr (see (21) ) used to eliminate the unknown background. An alternative and numerically stable solution is to compute an (n − 2n a − n b ) × n matrix W such that W T W = P ⊥ H , W W T = I n and W H r = 0 (see details in [20] , [21] , [28] , [29] ). It is easy to see that P Step 7 : calculation of the threshold γ r = γ r (α) as a function of the probability of false alarm α.
Under hypothesis H 0 , the statistics Λ r (y) is distributed according to the central χ 2 law with n − 2n a − n b degrees of freedom. Hence, the threshold can be easily computed by using the χ 2 inverse cumulative distribution function.
Step 8 : starting from this step, a certain number N of radiographies can be processed automatically by using the results of the previous steps. Each radiography viewed as the matrix {ζ i,j } is stored as the vector Ξ taking in the lexicographical order.
Step 9 : first, the i-th vector Ξ[i] is multiplied by a diagonal matrix (see (13) ) :
. Next, the background is rejected : z = P ⊥ Hr y (or alternatively,z = W y).
Step 10 : the vector of residuals z contains only the measurement noise and, eventually, defects. If the squared norm z 2 2 is greater than the threshold γ r , then the alarm is set (see (22) ). The orders n a , n u and n v of polynomial functions are chosen to optimize the quality of the background rejection. The probability of false alarm α is adjusted to find a trade-off between the sensitivity of the test and the frequency of false alarms. Sometimes, the experimental parameter η can be chosen to artificially increase the variance of the measurement noise and, in such a way, to reduce the impact of the mismatches between the model and the real data on the performances of detection algorithm.
C. Two remarks
First, the function c → H(c) which parameterizes the non-anomalous background, is crucially important but there is no general way to design such a parametrization.
In practice, a tradeoff between the quality of approximation and its complexity should be established. The main advantage of this approach consists in using a simple "gray-box" model rather than using a complete physical model which takes a long time to be developed and requires serious efforts of experts. Moreover, the detection algorithm is very simple and easily implemented.
Second, another important problem is the anomaly detectability. A detailed discussion on this problem can be found in [20] , [21] . The main idea of the parametric approach is that the non-anomalous background (physical/geometrical properties of the nominal fuel rod body) can be approximated by a (non-)linear parametric model : c → H(c). Such a parametric model allows us to find a residual subspace where the impact of the nonanomalous background is absent or negligible. Because of the rejection of the unknown non-random background, anomalies can be potentially damaged. For example, the field-flattening operation [5] sometimes leads to the situation where the anomaly becomes undetectable after the application of this operation, which shows the importance of the problem of anomaly detectability for such a nonBayesian approach. Let the column space of the matrix H r is denoted by R(H r ) and its orthogonal complement by R(H r ) ⊥ . As it is shown in [21] , an anomaly becomes undetectable when the statistical decision rule assimilates the anomaly with the background, which typically occurs when θ ∈ R(H r ). Hence, it is assumed that θ ∈ Θ = R (H r )
⊥ to warrant the detectability of the anomaly θ.
In practice, this assumption is always verified by real anomalies in the case of nuclear fuel rod inspection.
VII. EXPERIMENTS
The external radius r of a typical fuel rod belongs to the interval I = [r 0 − ; r 0 + ] with r 0 = 0.47 cm and = 0.005 cm (relative geometric error of 1%). The region of interest represents a rectangle in the xOy-plane with 0.1653 cm ≤ x ≤ 0.3126 cm and 0.2946 cm ≤ y ≤ 0.5922 cm (see Figure 1) . The planar detector, limited to the region of interest, is composed of n = n x × n y sensors, where n x = 50 and n y = 100, i.e. n = 5 000. A typical radiography of the region of interest in the case of non-anomalous background is shown in Figure 4.(a) . The coefficient η = 0.1749 and the mean value of the function (x, y) →m(x, y) in (8) have been established experimentally and by using the a priori information on the geometric properties of a non-anomalous nuclear fuel rod. From the practical considerations, the following degrees of polynomial approximations have been chosen n a = 2 and n u = n v = 3, i.e. n b = 16. It is assumed that the vector b is completely unknown and the vector a = (a 1 a 2 ) T belongs to the compact set K a = (x, y) ∈ R 2 | −2 000 ≤ x ≤ 2 000 , −20 000 ≤ y ≤ 20 000} .
As it follows from experiments, a typical value for a is decision algorithm against this parameter. The matrix H r is full column rank.
The radiography Ξ[1] on Figure 4 (a) corresponds to an anomaly-free inspected nuclear fuel rod. The proposed method efficiently rejects the unknown background and produces the residuals that are close to a "white noise" (see Figure 4(b) ). The probability of false alarm is fixed at 10 −2 and, consequently, the threshold has been chosen as γ r = 5 222.27. The decision function is Λ r (y 1 ) = 4 986.02 < γ r . The hypothesis H 0 is accepted. Figure 4 (c) presents a radiography Ξ [2] with an anomaly. This leads to the residuals with an "anomaly signature" (white and black spots) shown in Figure 4(d) . The decision function is Λ r (y 2 ) = 7 152.40 > γ r and the hypothesis H 1 is accepted.
VIII. CONCLUSION
The non-Bayesian detection of an anomaly from a single or a few noisy tomographic projections is considered as a statistical hypotheses testing problem. Some insight in the problem of nuclear fuel rod inspection is given in section II. The state of the art, the motivation of this study and the main contribution of the paper are given in section III. In section IV, a parametric parsimonious model is proposed to describe the nonanomalous manufactured object with two types of uncertainty : the geometrical imprecisions and the parametric uncertainty in beam hardening and X-ray scattering models. The limits of the well-known non-linear GLR test are discussed in section V. A new detection scheme based on the "linearized" optimal test is proposed in section VI as an alternative to the non-linear GLR test, which is untractable in the above-mentioned context. The experimental results on real radiographic data confirm the relevance and efficiency of the proposed solution in section VII.
