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Abstract
We introduce the concept of the quandle partial derivatives, and use them to define
extreme chains that yield homological operations. We apply this to a large class of
finite and infinite quandles to show, in particular, that they have nontrivial elements
in the third and fourth quandle homology.
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Quandles are algebraic structures introduced by David Joyce in his 1979 Ph.D.
thesis [14] as a powerful tool for classifying knots (compare [15] and S. Matveev
[18]). Rack homology and homotopy theory were first defined and studied in
[11], and a modification to quandle homology theory was given in [3] to define
knot invariants in a state-sum form (so-called cocycle knot invariants). In this
paper, we consider various homological operations on homology of quandles.
We introduce the notion of quandle partial derivatives, and extreme chains
on which appropriate partial derivatives vanish. We also consider the degree
one homology operations created using elements of the quandle satisfying the
so-called k-condition.
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1 Definitions and preliminary facts
Definition 1 A quandle, X , is a set with a binary operation (a, b) 7→ a ∗ b
such that
(1) For any a ∈ X , a ∗ a = a.
(2) For any a, b ∈ X , there is a unique c ∈ X such that a = c ∗ b.
(3) For any a, b, c ∈ X , (a ∗ b) ∗ c = (a ∗ c) ∗ (b ∗ c) (right distributivity).
Note that the second condition can be replaced with the following requirement:
the operation ∗b:Q→ Q, defined by ∗b(x) = x ∗ b, is a bijection.
Definition 2 A rack is a set with a binary operation that satisfies (2) and
(3).
We use a standard convention for products in non-associative algebras, called
the left normed convention, that is, whenever parentheses are omitted in a
product of elements a1, a2, . . . , an of Q then
a1 ∗ a2 ∗ . . . ∗ an = ((. . . ((a1 ∗ a2) ∗ a3) ∗ . . .) ∗ an−1) ∗ an
(left association). For example, a ∗ b ∗ c = (a ∗ b) ∗ c.
According to [10], the earliest discussion on racks is in the correspondence
between J. H. Conway and G. Wraith, who studied racks in the context of the
conjugacy operation in a group. They regarded a rack as the wreckage of a
group left behind after the group operation is discarded and only the notion
of conjugacy remains.
There are several basic constructions of quandles from groups and Z[t±]-
modules. We list them below stressing the functorial character of their def-
inition. In particular, the category of quandles has quandles as objects and
quandle homomorphisms as morphisms.
Definition 3
(i) There is a functor T from the category of abelian groups to the category
of quandles, such that for a group G, T (G) is a quandle with the same
underlying set as G and with quandle operation ∗ given by a∗ b = 2b−a.
For a group homomorphism f : G→ H , we define T (f) = f as a function
on the set. We check that T (f) is a quandle homomorphism: T (f)(a∗b) =
f(a ∗ b) = f(2b− a) = 2f(b)− f(a) = f(a) ∗ f(b) = T (f)(a) ∗ T (f)(b).
This construction was first considered by M. Takasaki [24], so we call this
functor the Takasaki functor.
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(ii) There is a functor from the category of groups into the category of quan-
dles in which a ∗ b = b−1ab. This functor is called the conjugacy functor.
(iii) There is a functor from the category of groups into the category of quan-
dles, in which a ∗ b = ba−1b. This functor, generalizing Takasaki functor,
is called the core functor.
(iv) There is a functor from the category of Z[t±1]-modules into the category
of quandles in which a ∗ b = (1− t)b+ ta. This functor, also generalizing
Takasaki functor, is called the Alexander functor.
In particular, if f :A1 → A2 is a Z[t
±1]-homomorphism, then it is also an
Alexander quandle homomorphism.
We recall below the notion of rack and quandle homology. It is useful, following
Kamada [16], to place it in a slightly more general setting, in which we deal
with a rack and a rack-set on which the rack acts:
Definition 4
(1) For a rack (or a quandle) X , the set Y is a rack-set (or X-set) if there is
a map ∗ : Y ×X → Y , such that
(i) the map ∗x : Y → Y , given by ∗x(y) = y ∗ x, is a bijection, and
(ii) (y ∗ a) ∗ b = (y ∗ b) ∗ (a ∗ b).
(2) For a given rack X and a rack-set Y , let CRn (X, Y ) be the free abelian
group generated by n-tuples (y, x2, . . . , xn), with y ∈ Y and xi ∈ X ,
i = 2, . . . , n; in other words, CRn (X, Y ) = Z(Y ×X
n−1) = ZY ⊗ZX⊗n−1.
Define a boundary homomorphism ∂ : CRn (X, Y )→ C
R
n−1(X, Y ) by:
∂(y, x2, . . . , xn) =
n∑
i=2
(−1)i((y, . . . , xi−1, xi+1, . . . , xn)
−(y ∗ xi, x2 ∗ xi, . . . , xi−1 ∗ xi, xi+1, . . . , xn)).
(CR∗ (X, Y ), ∂) is called the rack chain complex of the pair (X, Y ).
The homology of this chain complex is called the homology of the pair
(X, Y ).
(3) Assume that X is a quandle. Then we have a subchain complex of late
degenerate elements, CDDn (X, Y ) ⊂ C
R
n (X, Y ), generated by n-tuples
(y, x2, . . . , xn) with xi+1 = xi for some i. The subchain complex (C
DD
n (X), ∂)
is called the late degenerated chain complex of the pair (X, Y ). The ho-
mology of this chain complex is called the late degenerated homology of
(X, Y ), and the homology of the quotient chain complex CLQn (X, Y ) =
CRn (X, Y )/C
DD
n (X, Y ) is called the late quandle homology of the pair
(X, Y ).
(4) If X is a quandle and Y is an X-invariant subquandle of X (that is,
y ∗ x ∈ Y for any y ∈ Y and x ∈ X), then we have a subchain complex
CDn (X, Y ) ⊂ C
R
n (X, Y ), generated by n-tuples (x1, . . . , xn) with x1 ∈
Y and xi+1 = xi for some i ∈ {1, . . . , n − 1}. The subchain complex
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(CDn (X, Y ), ∂) is called the degenerated chain complex of a quandle pair
(X, Y ).
The quotient chain complex CQn (X, Y ) = C
R
n (X, Y )/C
D
n (X, Y ) is called
the quandle chain complex of a pair (X, Y ).
If X = Y then we deal with classical quandle homology theory.
Free part of homology of finite racks or quandles (free(H∗(X))) was computed
in [17,8] (lower bounds for Betti numbers were given in [4]).
Theorem 5 [4,17,8] Let O denote the set of orbits of a rack X with respect
to the action of X on itself by the right multiplication (we say that a rack is
connected if it has one orbit).
Then:
(i) rankHRn (X) = |O|
n for a finite rack X;
(ii) rankHQn (X) = |O|(|O| − 1)
n−1 for a finite quandle X;
(iii) rankHDn (X) = |O|
n − |O|(|O| − 1)n−1 for a finite quandle X;
(iv) rankHDDn (X) = |O|
n − |O|2(|O| − 1)n−2 for a finite quandle X, where
HDDn (X) denotes the delayed degenerated homology.
If we assume that X satisfies certain mild conditions (as in Theorem 17), then
Theorem 5 follows from Theorem 17 inductively.
We should stress here, that the assumption of X being finite is essential, as
M. Eisermann demonstrated that fundamental quandles of nontrivial knots
(so, infinite and connected quandles) have HQ2 equal to Z [9].
For the dihedral quandle Rk = T (Zn) (that is, the set {0, 1, ..., n − 1} with
a ∗ b = 2b− a modulo n), we have:
Corollary 6 free(HQn (Rk)) =


Z for n = 1, k odd
0 for n > 1, k odd (Rk is connected)
Z
2 for k even (Rk has two orbits)
Useful information concerning torsion of homology of racks and quandles was
obtained in [17,19,21]. In particular, it was shown that:
Theorem 7
(i) [17]
HR2 (X)
∼= H
Q
2 (X)⊕ ZOX ,
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HR3 (X)
∼= H
Q
3 (X)⊕H
Q
2 (X)⊕ ZO
2
X .
In particular, HR3 (Rk)
∼= H
Q
3 (Rk)⊕ Z for k odd.
(ii) [21] HQ3 (Rp) = Zp, and Zp ⊂ H
Q
4 (Rp) for p an odd prime.
Quandle homology was generalized to twisted quandle homology in [2], and
further in [1,23] using the notion of quandle algebra. Some of our results apply
to these generalizations but we will not address it in this paper.
2 Homological operations obtained from k-elements
Generalizing [21], we consider the degree one homological operation related to
the group homomorphism ha:C
R
n (X) → C
R
n+1(X), given by ha(w) = (w, a),
for any a ∈ X , and w ∈ Xn. In general, the map ha is not a chain map, so
we need to symmetrize it with respect to another map ∗a : C
R
n (X)→ C
R
n (X)
given by ∗a(w) = w ∗ a, for any w ∈ X
n, or more precisely, ∗a(x1, . . . , xn) =
(x1, . . . , xn)∗a = (x1 ∗a, . . . , xn ∗a). For a symmetrization we need an element
a ∈ X which satisfies a k-condition, that is, for any x ∈ X we have x∗ak = x (a
quandle in which every element satisfies the k-condition is called a k-quandle;
in particular a 2-quandle is an involutive quandle or a kei).
For a k-element a, we consider a function
h′a = ha + ∗aha + ∗a ∗a ha + . . .+ (∗a)
k−1ha.
The basic properties of the maps ∗a, ha and h
′
a are described in the following
proposition:
Proposition 8
(i) For any rack X, and a ∈ X, the map ∗a:C
R
n (X) → C
R
n (X) is a chain
map chain homotopic to the identity.
(ii) If a satisfies the k-condition, then h′a:C
R
n (X)→ C
R
n+1(X) is a chain map.
Notice that if X is finite, then any a ∈ X satisfies a k-condition for some
k.
(iii) If X is a quandle, then ha(C
D
n (X)) ⊂ C
D
n+1(X), ∗a(C
D
n (X)) ⊂ C
D
n (X).
Therefore, the maps ha, h
′
a : C
Q
n (X) → C
Q
n+1(X), and ∗a:C
Q
n (X) →
CQn (X) are well defined. Furthermore, ∗a and h
′
a are chain maps, and ∗a
is chain homotopic to identity.
(iv) If a and b are in the same orbit of X, then h′a and h
′
b induce the same
map on homology, that is, (h′a)∗ = (h
′
b)∗ : H
W
n (X) → H
W
n+1(X), where
W = R, Q or D.
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PROOF. (i) ∗a is a chain map, because
d(∗a(x1, . . . , xn)) = d(x1 ∗ a, . . . , xn ∗ a) =
k∑
i=2
(−1)i((x1 ∗ a, . . . , xi−1 ∗ a, xi+1 ∗ a, . . . , xn ∗ a)
−(x1 ∗ a ∗ (xi ∗ a), . . . , xi−1 ∗ a ∗ (xi ∗ a), xi+1 ∗ a, . . . , xn ∗ a)) =
k∑
i=2
(−1)i((x1 ∗ a, . . . , xi−1 ∗ a, xi+1 ∗ a, . . . , xn ∗ a)
−(x1 ∗ xi ∗ a, . . . , xi−1 ∗ xi ∗ a, xi+1 ∗ a, . . . , xn ∗ a)) =
∗a(
k∑
i=2
(−1)i((x1, . . . , xi−1, xi+1, . . . , xn)
−(x1 ∗ xi, . . . , xi−1 ∗ xi, xi+1, . . . , xn))) = ∗a(d(x1, . . . , xn)).
The homomorphism (−1)n+1ha:C
R
n (X) → C
R
n+1(X) is a chain homotopy be-
tween Id and ∗a chain maps. Namely:
d((−1)n+1ha(x1, . . . , xn)) = d((−1)
n+1(x1, . . . , xn, a)) =
(−1)n+1((d(x1, . . . , xn), a) + (−1)
n+1((x1, . . . , xn)− (x1 ∗ a, . . . , xn ∗ a))) =
−(−1)nha(d(x1, . . . , xn)) + (Id− ∗a)(x1, . . . , xn),
as needed. In particular, we have dha = had+ (−1)
n+1(Id− ∗a).
(ii) dh′a = d(ha+∗aha+ . . .+(∗a)
k−1ha) = dha+(dha)∗a+ . . .+(dha)∗a
k−1 =
had + (−1)
n+1(Id− ∗a) + (had + (−1)
n+1(Id − ∗a)) ∗ a + . . .+ (−1)
n+1(Id−
∗a)) ∗ a
k−1 = had+ (ha ∗ a)d+ . . .+ (ha ∗ a
k−1)d = h′ad.
(iii) It follows from the definition of rack, degenerate and quandle chain com-
plex of X .
(iv) It suffices to consider the case, when there is x ∈ X , such that b = a ∗ x
(the case b = a∗¯x is equivalent to a = b ∗ x so there is no need to consider it
separately).
Notice, that
∗x(h
′
a(w)) = (h
′
a(w)) ∗ x = ((w + w ∗ a+ ...+ w ∗ a
k−1), a) ∗ x =
((w ∗ x+ (w ∗ a) ∗ x+ . . .+ (w ∗ ak−1) ∗ x), b) =
((w ∗ x+ (w ∗ x) ∗ b+ . . .+ (w ∗ x) ∗ bk−1), b) =
h′b(w ∗ x) = h
′
b(∗x(w)).
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On the other hand, if w is a cycle then, by (i), ∗x(w) is a homologous cycle to
w. Therefore, h′b(∗x(w)) and h
′
b(w) are homologous by (ii). Similarly, ∗x(h
′
a(w))
and h′a(w) are homologous. Therefore, h
′
b(w) and h
′
a(w) are homologous.
Definition 9 (a) Let x0 and x be two elements of a rack X . We say that x0 is
j-connected to x if there are elements x1, x2, . . . , xj such that x0∗x1∗. . .∗xj = x.
Notice that if X is a quandle, then if x0 is j-connected to x then it is also
(j + 1)-connected to x (i.e., x0 ∗ x1 ∗ . . . ∗ xj ∗ x = x). We also say that x is
0-connected to itself.
(b) We say that a rack X is j-connected with respect to x if for every x0 ∈ X ,
x0 is j (or less)-connected to x. We also define the distance ρ(x0, x) as the
minimal j such that x0 is j-connected to x. If such j does not exist, we write
ρ(x0, x) =∞.
(c) We can visualize definitions (a) and (b) by constructing the oriented graph
GX (Cayley digraph of a rack with all elements as generators), whose vertices
are elements of X , and edges (starting from x and ending at z) are triples
(x, y, z) satisfying, x∗y = z. We allow multiple edges and loops. In particular,
if X is a quandle, any vertex x has a loop (x, x, x).
(d) Recall that α : X → X is an inner automorphism of length j if there are
elements x1, x2, . . . , xj such that α(x) = x ∗ x1 ∗ . . . ∗ xj . We say that X is
j-regular at a ∈ X if for any pair of inner automorphisms of length j, α1 and
α2, such that α1(x) = α2(x) = a for some x, we have α1 = α2. Notice that if X
is a quandle, then a j-regular inner automorphism at a is also a (j−1)-regular
inner automorphism at a. Indeed, if x0 ∗x1 ∗ . . .∗xj−1 = x0 ∗y1 ∗ . . .∗yj−1 = a,
then x0 ∗ x1 ∗ . . . ∗ xj−1 ∗ a = x0 ∗ y1 ∗ . . . ∗ yj−1 ∗ a = a, and by j-regularity,
for any x we have x ∗ x1 ∗ . . . ∗ xj−1 ∗ a = x ∗ y1 ∗ . . . ∗ yj−1 ∗ a = a. Finally,
x ∗ x1 ∗ . . . ∗ xj−1 = x ∗ y1 ∗ . . . ∗ yj−1 = a, showing (j − 1)-regularity.
Notice also, that when our j-regular condition is translated to Cayley digraphs,
then it can be interpreted as “if two paths of length j starting at x0 have the
common endpoint, then the corresponding paths at any vertex have the same
endpoint.”
(e) The rack X has the quasigroup property, if for any a, b ∈ X , the equation
a ∗ x = b has exactly one solution. Notice that for a connected finite rack, the
quasigroup property is equivalent to X being 1-regular.
Example 10 (1) Alexander quandles are j-regular for any j. To see this let
α1(x) = x ∗ x1 ∗ . . . ∗ xj and α2(x) = x ∗ y1 ∗ . . . ∗ yj . Then we have
α1(x) = (1− t)(xj + txj−1 + . . .+ t
j−1x1) + t
jx,
α2(x) = (1− t)(yj + tyj−1 + . . .+ t
j−1y1) + t
jx.
Thus, α1(x)−α2(x) = (1− t)((xj − yj) + t(xj−1− yj−1) + . . .+ t
j−1(x1− y1)),
which does not depend on x, proving j-regularity of Alexander quandles.
(2) Orbits of an Alexander quandle, A, are in bijection with the elements of
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A/(1− t)A. Furthermore, every orbit of an Alexander quandle is 1-connected
(and a quasigroup if the orbit is finite).
To see this, first notice that x ∗ y − x = (1 − t)(y − x). Thus, elements in
the same orbit are equal in A/(1 − t)A. Conversely, if y − x = (1 − t)z, then
y = x ∗ (z + x). Thus y and x are in the same orbit and y is 1-connected to
x (ρ(x, y) = 1), as required. Uniqueness of u with x ∗ u = y follows from the
finiteness of the orbit (for an endomorphism of a finite set, an epimorphism is
equivalent to a monomorphism). In the infinite case, an orbit is not necessary
a quasigroup. This happens if 1− t annihilates some nonzero element of A.
In the following theorem, we generalize Theorem 9 of [21].
Theorem 11 Let Q be a quandle consisting of s orbits with fixed points
a = (a1, a2, . . . , as), with one ai chosen from each orbit and satisfying the
k-condition (x ∗ aki = x for any x). We define a map h
′
a
:CRn (Q) → C
R
n+1(Q)
by h′
a
=
∑s
i=1 h
′
ai
. It is a chain map as a sum of chain maps.
(1) If Q is j-regular at each ai, and each orbit of Q is a quasigroup, then there
is a chain map h¯′
a
:CRn+1(Q) → C
R
n (Q) such that on homology (h¯
′
a
h′
a
)∗ =
sk2Id.
(2) If each orbit of Q is j-connected to ai, and Q is (j+1)-regular at ai, then
there is a chain map h¯′
a
:CRn+1(Q) → C
R
n (Q) such that (h¯
′
a
h′
a
)∗ = sk
2Id
on homology.
(3) In particular, if HRn (Q) has no element of order dividing sk, then (h
′
a
)∗ :
HRn (Q)→ H
R
n+1(Q) is a monomorphism.
PROOF. We prove (2) of which (1) is a special case (that includes Alexander
quandles).
Define h¯a(x1, . . . , xn, xn+1) = (x1, . . . , xn)∗u1∗. . .∗uj, where xn+1∗u1∗. . .∗uj =
ai for some i. The map is well defined because Q is j-regular at ai.
In this situation, we define
h¯′
a
(x1, . . . , xn, xn+1) =
k−1∑
t=0
h¯a(x1, . . . , xn, xn+1) ∗ a
t
i.
We prove that h¯′
a
: CRn+1(Q)→ C
R
n (Q) is a chain map. We have:
dh¯′
a
(x1, . . . , xn, xn+1) = d(
k−1∑
t=0
(x1, . . . , xn) ∗ u1 ∗ . . . ∗ uj ∗ a
t
i) =
k−1∑
t=0
d(x1, . . . , xn) ∗ u1 ∗ . . . ∗ uj ∗ a
t
i.
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On the other hand, we have:
h¯′
a
d(x1, . . . , xn, xn+1) =
h¯′
a
(d(x1, . . . , xn), xn+1) + (−1)
n+1h¯′
a
((x1, . . . , xn)− (x1, . . . , xn) ∗ xn+1) =
k−1∑
t=0
d(x1, . . . , xn) ∗ u1 ∗ . . . ∗ uj ∗ a
t
i
+(−1)n+1h¯′
a
((x1, . . . , xn)− (x1, . . . , xn) ∗ xn+1).
Finally, we show that (j +1)-regularity can be use to show that the last term
is equal to zero. Namely, for some ai′ depending on xn, there are y1, . . . , yj and
z1, . . . , zj such that we have xn∗y1∗. . .∗yj = ai′ (and so xn∗y1∗. . .∗yj∗ai′ = ai′),
and xn ∗ xn+1 ∗ z1 ∗ . . . ∗ zj = ai′ . Thus by (j + 1)-regularity at ai′ , we have,
for any x:
x ∗ y1 ∗ . . . ∗ yj ∗ ai′ = x ∗ xn+1 ∗ z1 ∗ . . . ∗ zj .
Thus,
h¯′
a
((x1, . . . , xn)− (x1, . . . , xn) ∗ xn+1) = 0,
and h¯′
a
is a chain map.
Then, the formula (h¯′
a
h′
a
)∗ = sk
2Id on homology is easy to check:
h¯′
a
h′
a
(x1, . . . , xn) =
h¯′
a
(
k−1∑
j=0
s∑
i=1
(x1, . . . , xn, ai) ∗ a
j
i ) =
k−1∑
u=0
(
k−1∑
j=0
s∑
i=1
(x1, . . . , xn) ∗ a
j
i ) ∗ a
u
i =
k
k−1∑
j=0
s∑
i=1
(x1, . . . , xn) ∗ a
j
i .
This holds for any chain, and if w is a cycle in CRn (Q), then it is homologous
to w ∗ aji . Therefore, h¯
′
a
h′
a
(w) = k
∑k−1
j=0
∑s
i=1w ∗ a
i
j is homologous to sk
2w.
Corollary 12
(i) If (h′
a
)∗ is a non-trivial map (resp. monomorphism), and X is a homo-
geneous quandle (for any two elements x and y of X, there is an auto-
morphism X → X sending x to y), then (h′a)∗ is a nontrivial map (resp.
monomorphism) for any a ∈ X.
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(ii) If A is a finite Alexander quandle, then (h¯′
a
h′
a
)∗ = sk
2Id, where s =
|A/((1− t)A)| is the number of orbits of A, and k is the smallest number
such that (1− tk) annihilates A.
PROOF. (i) If (h′
a
)∗(u) 6= 0, then (h
′
ai
)∗(u) 6= 0 for some i, and thus, by
homogeneity of X , (h′a)∗(x) 6= 0 for some x ∈ X . The part (i) of Corollary 12
follows.
Part (ii) follows from (i), because any Alexander quandle is homogeneous.
Recall that for any a, b ∈ A, the module automorphism fa,b:A→ A given by
fa,b(x) = x+ b− a is a quandle automorphism sending a to b. Also recall that
because x ∗ ak = x + (1 − tk)(b − x), A is a k-quandle if and only if (1 − tk)
annihilates A.
Example 13
(i) S4 = Z2[t]/(1+t+t
2) is a connected Alexander 3-quandle with 4 elements,
and HRn (S4) can have only 2-torsion. By Corollary 12, (h
′
a)∗:H
R
n (S4) →
HRn+1(S4) is a monomorphism. In particular, torH
R
n (S4) is nontrivial (con-
tains Z2) for n ≥ 2; we have H
R
2 (S4) = Z⊕ Z2.
(ii) We computed that HQ2 (S4) = Z2, H
Q
3 (S4) = Z2⊕Z4, H
Q
4 (S4) = Z
2
2⊕Z4,
HQ5 (S4) = Z
5
2⊕Z4, H
Q
6 (S4) = Z
9
2⊕Z
2
4, and H
Q
7 (S4) = Z
17
2 ⊕Z
3
4. Generally,
we conjecture that torHQn (S4) = Z
f ′n
2 ⊕Z
fn
4 , where {fn} are “delayed” Fi-
bonacci numbers, that is, fn = fn−1+fn−3, and f(1) = f(2) = 0, f(3) =
1; compare [21]. Furthermore, gn = f
′
n + 2fn = log2(|torH
Q
n (S4)|) satis-
fies gn = gn−1 + gn−2 + gn−4, with g1 = 0, g2 = 1, g3 = 3, and g4 = 4.
According to this conjecture, we would have HQ8 (S4) = Z
32
2 ⊕ Z
4
4.
(iii) Consider an Alexander quandle Am,p(t) = Zm[t
±1]/(p(t)), where p(t) is a
polynomial in variable t with the coefficients of the highest and lowest
degree terms of t are invertible in Zm. Am,p(t) has m
deg(p(t)) elements, and
s = gcd(m, p(1)) orbits. Then, for a connected quandle Am,p(t), the map
(h′a)∗:H
R
n (Am,p(t)) → H
R
n+1(Am,p(t)) is a monomorphism. In particular,
this holds for p(x) = [k]t = 1 + t + . . .+ t
k−1, with gcd(m, k) = 1. Here,
Am,[k]t is a connected k-quandle (notice that t
k−1 = (t−1)[k]t annihilates
Am,[k]t).
3 Annihilation of rack homology
In this section, we offer an improvement of the results presented in [17,21],
and we use it to show, in particular, that kn−2 annihilates torHn(R2k) for k
odd (Corollary 19). We conjecture, however, a much stronger result, at least
for k prime:
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Conjecture 14 The number k annihilates torHn(R2k), unless k = 2
t, t > 1.
The number 2k is the smallest number annihilating torHn(R2k) for k = 2
t,
t > 1.
We checked that HQ3 (R8) = Z
2 ⊕ Z28, H
Q
4 (R8) = Z
2 ⊕ Z42 ⊕ Z
4
4 ⊕ Z
2
8, and
HQ3 (R16) = Z
2 ⊕ Z216.
To formulate our further results, we use definition of an X-set Y and the
homology of the pair (X, Y ) introduced in Definition 4.
We start from a fact, allowing as to detect torsion in HQ4 of some quandles
R4n.
Consider two maps f, g defined as follows ([5,21]:
f :CRn (X, Y )→ C
R
n−1(X) given by f(y, x2, . . . , xn) = (x2, . . . , xn), and
g:CRn−1(X)→ C
R
n (X, Y ) given by g(x2, . . . , xn) =
∑
y∈Y (y, x2, . . . , xn).
Proposition 15
(i) The maps (−1)nf , (−1)ng, fg, and gf are chain maps. Furthermore,
g sends degenerate elements in CRn−1(X) to late degenerate elements in
CRn (X, Y ).
(ii) fg = |Y |Id on CRn−1(X) and gf(y, x2, . . . , xn) =
∑
y∈Y (y, x2, . . . , xn).
PROOF. (i) We easily check that df+fd = 0 and dg+gd = 0. Thus, (−1)nf ,
(−1)ng, fg, and gf are chain maps.
(ii) It follows from a direct computation.
Corollary 16 If HQn (R4k) has a Z4k-torsion, then H
Q
n+1(R4k) contains Z2
(compare Conjecture 14).
PROOF. Let X = R4k and Y = R
even
4k be an orbit composed of even num-
bers. Then |Y | = 2k so if u is a generator of Z4k inH
R
n (R4k), then, by Corollary
16, (gf)∗(u) is a nonzero element in H
R
n (R4n). Therefore, f∗(u) is a nontrivial
element in HRn+1(R4k). Because g∗ is well defined on quandle homology, g∗(u)
is a nontrivial element in HQn+1(R4k) if u is a generator of Z4k in H
Q
n (R4k).
In the next theorem we analyze the chain map gf :CRn (X, Y ) → C
R
n (X, Y ),
and show, in particular, that if Y is an orbit of X which is also a quasigroup,
then gf is chain homotopic to |Y |Id (compare [17,4]).
11
Theorem 17 Let (X, Y ) be an X-set and let X1 be a finite invariant subrack
of X (e.g., an orbit of X). Consider the map φX1 :C
R
n (X, Y ) → C
R
n (X, Y )
given by φX1(y, x2, . . . , xn) =
∑
x∈X1(y ∗ x, x2, . . . , xn). Then
(1) φX1 is a chain map chain homotopic to |X1|Id.
(2) Let y∗:X1 → Y be defined by y∗(x) = y∗x, and assume that the cardinality
of the set of elements of X1 which send y to y
′, for any pair y, y′ ∈ Y , is
finite and does not depend on y and y′. Let us denote this number by m
so that |X1| = m|Y |. Then mgf = φX1, which by (1) is chain homotopic
to |X1|Id.
In particular:
(3) f∗ and g∗ are isomorphisms if homology is taken over any ring in which
|Q1| is invertible, e.g., rational numbers.
(4) If y∗ is always a bijection (e.g., Y = X1, and X1 is a quasigroup), then
gf is chain homotopic to |X1|Id.
PROOF. Consider a map H = HX,Y,X1:C
R
n (X, Y )→ C
R
n+1(X, Y ) given by
H(y, x2, . . . , xn) = (y,
∑
x∈X1
x, x2, . . . , xn).
It follows that
dH(y, x2, . . . , xn) =
|X1|(y, x2, . . . , xn)− (y ∗ (
∑
x∈X1
x), x2, . . . , xn)−Hd(y, x2, . . . , xn).
Therefore, dH + Hd = |X1|Id − φX1. We conclude that φX1 is a chain map
chain homotopic to |X1|Id. Parts (2), (3) and (4) follow straight from our
conditions.
Corollary 18
(i) Suppose that X0 is an invariant subrack of X, with |X0| elements, that is a
quasigroup. Then, if torHRn (X) is annihilated by N , then torH
R
n+1(X,X0)
is annihilated by N |X0|.
(ii) With the notation and assumptions as in Theorem 17(2), we have that
if torHRn (X) is annihilated by N , then torH
R
n+1(X, Y ) is annihilated by
N |X1|/gcd(N,m).
PROOF. (i) Let a ∈ torHRn+1(X,X0). Then, by assumption, Nf∗(a) = 0 in
HRn (X). Therefore,
N |X0|a = Ng∗f∗(a) = g∗(Nf∗(a)) = g∗(0) = 0.
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(ii) Let a ∈ torHRn+1(X, Y ). Then Nf∗(a) = 0 in H
R
n (X). Thus,
0 = (m/(gcd(N,m)))g∗(Nf∗(a)) = (N/(gcd(N,m)(mg∗f∗(a)) =
(N/(gcd(N,m))|X1|Id,
and torHRn+1(X, Y ) is annihilated by (N/(gcd(N,m)))|X1|.
Corollary 19 For an even dihedral quandle R2k, we have:
(i) torHRn (R2k) is annihilated by k
n−2, for k odd.
(ii) torHn(R2k) is annihilated by 2k
n−1, for an even k.
PROOF. (i) If k is odd, then Q0 = Qeven composed of even numbers is an
invariant quasigroup subquandle in Q. Thus, Theorem 17(4) applies. Further-
more,
HRn (R2k) = H
R
n (R2k, Q0)⊕H
R
n (R2k, Qodd),
where Qodd is an invariant subquandle of R2k composed of odd numbers. Also,
HRn (R2k, Qeven) = H
R
n (R2k, Qodd),
as the quandle isomorphism s+:R2k → R2k, given by s+(i) = i + 1 (modulo
2k), sends Qeven to Qodd, and Qodd to Qeven. Finally, by the result of Greene
[13], torHR2 (R2k) = 0 for k odd. The result follows by induction on n, starting
from n = 2.
(ii) We use Theorem 17(2), for Y = Qeven and X1 = R2k. Then, m =
|X1|/|Y | = 2, and gcd(m,N) = 2, if N is even, and gcd(m,N) = 1 if N is odd.
The rest of the proof follows by induction on n, starting from torH1(R2k) = 0.
Conjecture 20
(i) torHQ2 (R4k) = Z
2
2.
(ii) HQn (R2k) is annihilated by 2k
n−2, for an even k.
We confirmed Conjecture 20(i) using GAP [12] for k = 1, 2, 3, 4, 5, 6. Part (ii)
of Conjecture 20 follows from part (i) by Corollary 18(ii); compare Conjecture
14.
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4 Partial derivatives and homological operations
By a homological operation of degree k we understand any homomorphism
HR∗ → H
R
∗+k. A pre-homology operation of degree k is a chain map
h:CR∗ → C
R
∗+k.
Below we give the necessary conditions for the map hw:C
R
∗ → C
R
∗+ℓ(w) defined
by hw(y, x2, . . . , xn) = (y, x2, . . . , xn, w), where w ∈ C
R
ℓ(w)(Q), to be a pre-
homology operation of degree ℓ(w). To do this, we first define the partial
derivatives ∂
1
∂q
:CRn (Q)→ C
R
n−1(Q).
Definition 21 We will use the following standard notation.
∂0i (x1, . . . , xn) = (x1, . . . , xi−1, xi+1, . . . , xn),
∂1i (x1, . . . , xn) = (x1 ∗ xi, . . . , xi−1 ∗ xi, xi+1, . . . , xn),
and
∂0 =
n∑
i=1
(−1)i∂0i , ∂
1 =
n∑
i=1
(−1)i∂1i , ∂ = ∂
0 − ∂1.
(i) For any q ∈ Q, we define:
∂1
∂q
:CRn (Q) → C
R
n−1(Q) by
∂1(x1,...,xn)
∂q
=
∑n
i=1(−1)
i∂1i δxi,q, where the Kro-
necker delta δxi,q = 1 if xi = q, and 0 otherwise.
We have ∂1 =
∑
q∈Q
∂1
∂q
.
(ii) For any q ∈ Q, we define:
∂0
∂q
:CRn (Q)→ C
R
n−1(Q) by
∂0(x1,...,xn)
∂q
=
∑n
i=1(−1)
i∂0i δxi,q.
We have ∂0 =
∑
q∈Q
∂0
∂q
.
(iii) ∂
0
∂q
sends degenerate elements to degenerate elements for any rack Q. If
Q is a quandle, then also ∂
1
∂q
sends degenerate elements to degenerate
elements.
Lemma 22 For a quandle Q, we have:
(i) ∂
0∂0
∂q∂q
= 0,
(ii) ∂
0∂0
∂q∂q′
+ ∂
0∂0
∂q′∂q
= 0.
(iii) ∂
1∂1
∂q∂q
= 0.
(iv) ∂0 ∂
1
∂q
+ ∂
1
∂q
∂0 = 0.
(v) ∂
0∂1
∂q∂q
+ ∂
1∂0
∂q∂q
= 0
PROOF. Parts (i) and (ii) follow from a standard calculation, and no struc-
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ture on Q is needed, it may be any set.
(iii) ∂
1∂1
∂q∂q
(x1, . . . , xn) =
∂1
∂q
(
∑n
i=1(−1)
i(x1 ∗xi, . . . , xi−1 ∗xi, xi+1, . . . , xn)δxi,q) =∑
j<i(−1)
i+j((x1 ∗ xi)(xj ∗ xi), . . . , (xj−1 ∗ xi)(xj ∗ xi), xj+1 ∗ xi, . . . , xi−1 ∗
xi, xi+1, . . . , xn)δxi,qδxj∗q,q +
∑
j>i(−1)
i+j−1(x1 ∗ xi ∗ xj , . . . , xi−1 ∗ xi ∗ xj , xi+1 ∗
xj , . . . , xj−1 ∗ xj , xj+1, . . . , xn)δxi,qδxj ,q = 0. We use in this calculation all ax-
ioms of quandle, in particular q ∗ q = q and (x ∗ q = q ⇒ x = q). In the
language of face maps (see the next paragraph for a definition), we can write
our property ∂
1∂1
∂q∂q
= 0 locally as:
for j < i : (∂1j ∂
1
i )δxi,qδxj∗q,q = (∂
1
i−1∂
1
j )δxi,qδxj ,q.
Parts (iv) and (v):
Simplifying the notation from the proof of (iii), let us define the face map
∂1
∂q
(i) as ∂1i δxi,q. That is,
∂1
∂q
(i)(x1, . . . , xn) = (x1 ∗ q, . . . , xi−1 ∗ q, xi+1, . . . , xn)
if xi = q, and 0 otherwise. Then we need to consider some cases. For i < j:
∂0j−1
∂1
∂q
(i)(x1, . . . , xn) =
(−1)i+j−1(x1 ∗ q, . . . , xi−1 ∗ q, xi+1, . . . , xj−1, xj+1, . . . , xn)
if xi = q, and 0 otherwise.
For i > j:
∂0j
∂1
∂q
(i)(x1, . . . , xn) =
(−1)i+j(x1 ∗ q, . . . , xj−1 ∗ q, xj+1 ∗ q, xi−1 ∗ q, xi+1, . . . , xn)
if xi = q, and 0 otherwise.
Similarly, for i < j we have:
∂1
∂q
(i)∂0j (x1, . . . , xn) =
(−1)i+j(x1 ∗ q, . . . , xi−1 ∗ q, xi+1, . . . , xj−1, xj+1, . . . , xn)
if xi = q, and 0 otherwise.
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For i > j:
∂1
∂q
(i− 1)∂0j (x1, . . . , xn) =
(−1)i+j−1(x1 ∗ q, . . . , xj−1 ∗ q, xj+1 ∗ q, xi−1 ∗ q, xi+1, . . . , xn)
if xi = q, and 0 otherwise.
Therefore, for i < j:
∂0j−1
∂1
∂q
(i) +
∂1
∂q i
∂0j = 0,
and for i > j:
∂0j
∂1
∂q
(i) +
∂1
∂q
(i− 1)∂0j = 0.
Thus, for any rack it follows that
∂0
∂1
∂q
+
∂1
∂q
∂0 = 0,
and for any quandle we have:
∂0
∂q
∂1
∂q
+
∂1
∂q
∂0
∂q
= 0.
Remark 23 One could hope that ∂
i∂j
∂q∂q′
+ ∂
j∂i
∂q′∂q
= 0 for i, j ∈ {0, 1}, q, q′ ∈ Q.
This is not the case as the following example illustrates:
Let w = (q0, q1, q2, q0, q1, q2) ∈ C
Q
6 (R3). We have
∂1w
∂q1
= 0, while
∂1∂1w
∂q1∂q2
=
∂1(q1, q0, q2, q1, q0)
∂q1
= −(q0, q2, q1, q0) 6= 0.
4.1 Creating homology operations
Let w ∈ CRℓ (Q). We define a map hw:C
R
n (Q)→ C
R
n+ℓ(Q) by:
hw(x1, . . . , xn) = (x1, . . . , xn, w).
Theorem 25 below gives the necessary conditions on w, so that (hw)∗ is a
homology operation, in the language reminiscent of searching for extrema
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of a multi-variable function. Another criterion, applicable to non-connected
quandles (e.g., R2k), is given in Theorem 29.
Definition 24 We say that a chain w ∈ CRℓ (Q) is an extreme chain if ∂
0(w) =
0, and all partial derivatives along w are equal to zero (∂
1w
∂q
= 0, for all q).
Theorem 25 Assume that w ∈ CRℓ (Q) is an extreme chain. Then, hw is
a chain map, and (hw)∗ is a homological operation. Furthermore, because hw
sends degenerate elements to degenerate elements, hw is a chain map on quan-
dle chains CQn (Q) (∂
0(w) and partial derivatives on quandle chains should be
zero).
PROOF. We have
∂hw(u) = ∂(u, w) = (∂u, w) + (−1)
n+1((u, ∂0(w))− (
∑
q∈Q
(u ∗ q,
∂1w
∂q
))) =
hw(∂(u)) + (−1)
n+1((u, ∂0(w))− (
∑
q∈Q
(u ∗ q,
∂1w
∂q
))),
and Theorem 25 follows.
Notice that our proof can be interpreted as demonstrating that the map h∂0w
is chain homotopic to the map u→ (
∑
q∈Q(u ∗ q,
∂1w
∂q
)).
Example 26 Let q0, q1, . . . , qN−1 be a sequence of “Fibonacci elements” of Q,
that is, qi ∗ qi+1 = qi+2, with indices taken modulo N . Then:
(i) [21] s(q0, q1) =
∑N−1
i=0 (qi, qi+1) satisfies the conditions of Theorem 25.
(ii) w = ∂0 ∂
1(q0,q1,...,qN−1,q0)
∂q0
satisfies the conditions of Theorem 25 for a quan-
dle chain complex.
Example 27
(i) The chain
w = −(2, 4, 1)− (3, 2, 1)− (4, 3, 1) + (1, 2, 4) + (1, 3, 2) + (1, 4, 3),
where 1, 2, 3, 4 denote the elements 0, 1, t, and 1 + t of the quandle S4 =
Z2[t]/(t
2 + t + 1), is an extreme chain, and for g = (1, 2) + (2, 4) + (4, 1),
(g, w) gives Z2 in H
Q
5 (S4).
(ii) For a dihedral quandle R3, the chain
w = −(1, 0, 1, 2, 0)− (1, 2, 0, 2, 0)− (2, 0, 2, 1, 0)− (2, 1, 0, 1, 0)
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+(0, 1, 0, 1, 2) + (0, 1, 2, 0, 2) + (0, 2, 0, 2, 1) + (0, 2, 1, 0, 1)
represents Z3 in H
Q
5 (R3). It also satisfies the conditions of the Theorem
25, and the operation hw applied to low dimensional cycles gives torsion
elements in homology groups of higher degrees.
Remark 28 In [20] we introduced the concept of the n-th Burnside kei, that
is a kei (involutive quandle) Q in which any pair of elements, a0, a1, satisfies
the relation an(a0, a1) = a0. Here we use the notation
an = an(a0, a1) = . . . a1 ∗ a0 ∗ a1 ∗ a0 ∗ a1︸ ︷︷ ︸
total of n letters
.
Then the Fibonacci condition ai+2 = ai ∗ ai+1 is satisfied, and we can define
the Fibonacci element s(a0, a1) =
∑n−1
i=0 (ai, ai+1) which is an extreme chain in
CR2 (Q), so it can be used to define a homology operation hs(a0,a1). In fact, the
assumption that Q is a kei is not needed here, so we define the n-th Burnside
quandle to be the quandle for which the equation an(a0, a1) = a0 holds for
any pair of elements, a0, a1. In this setting, s(a0, a1) is also an extreme chain
and hs(a0,a1) is a homology operation; compare Example 38.
Theorem 29 Let Q be a quandle and Q1 its invariant subquandle, such that
∗q : Q → Q does not depend on the choice of q ∈ Q1. Assume also that
(any) q ∈ Q1 is a k-element of Q (i.e., x ∗ q
k = x, for any x ∈ Q). Then
h′w =
∑k−1
i=0 hw ∗ q
i is a chain map for any w ∈ ZQℓ1.
PROOF. We have
∂h′w(x1, . . . , xn) = ∂
k−1∑
i=0
hw ∗ q
i = h′w∂(x1, . . . , xn)
+(−1)n+1
k−1∑
i=0
((x1, . . . , xn, ∂
0w)− ((x1, . . . , xn) ∗ q, ∂
1w)) ∗ qi.
Theorem 29 follows, as Q1 is a trivial quandle with ∂
0w = ∂1w.
Example 30 The dihedral quandle R4 is an example of a quandle which mo-
tivated Theorem 29 (here, Q1 = {0, 2}). We generalize it as follows. Consider
two trivial quandles: Q0 equal to Zk0 as a set, and Q1 equal to Zk1 as a set.
We define the quandle Qk0,k1 on the set Q0 ∪ Q1 by a ∗ b = a + 1 for a ∈ Q0
and b ∈ Q1 or a ∈ Q1 and b ∈ Q0. Our quandle Q (with Q1 or Q0 as in-
variant subquandle) satisfies the conditions of Theorem 29. For example, we
have three such quandles of size 6 (Q5+1, Q4+2, Q3+3). Notice that Q2,2 is the
quandle R4, and the quandle Qk0,k1 is an lcm(k0, k1)-quandle.
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4.2 Naturality of homological operations
The naturality we have in mind is defined as follows. Suppose that we have a
pre-homological operation for a given rackX1, that is, a chain map h:C
R
n (X1)→
CRn+k(X1), and there is a rack homomorphism f :X1 → X2. Then, there is a
uniquely defined pre-homological operation T (h):CRn (X2) → C
R
n+k(X2), such
that f#h = T (h)f#, where f#:C
R
∗ (X1) → C
R
∗ (X2) is the chain map induced
by f (we could also go straight to homology and write f∗h = (T (h))∗f∗ as a
condition for a homological operation).
Let f :Q1 → Q2 be a quandle homomorphism, and f∗:H
W
n (Q1)→ H
W
n (Q2) be
the induced homomorphism, where W = R, Q or D. We define f (n):Qn1 → Q
n
2
by
f (n)(x1, . . . , xn) = (f(x1), . . . , f(xn)),
and extend this map linearly to the group homomorphism f (n):ZQn1 → ZQ
n
2 .
Theorem 31
(i) If a is a k-element in Q1, and f(a) is a k-element in Q2, then fh
′
a =
h′f(a)f, so h
′
a is natural.
(ii) If w ∈ CRℓ (Q1) is an extreme chain (as in Theorem 25), then
(hf(ℓ)(w))∗:H
R
n (Q2)→ H
R
n+ℓ(Q2)
is a homological operation.
(iii) The operation hw is natural.
PROOF. (i) We have
fh′a(x1, . . . , xn) = f(
k−1∑
i=0
(∗a)
i(x1, . . . , xn, a)) =
k−1∑
i=0
(∗f(a))
i(f(x1), . . . , f(xk), f(a)) = h
′
f(a)f,
as needed.
(ii) Consider ∂
1f(ℓ)(w)
∂p
. If p is not in the image f(Q1), then p is not an element
occurring in f (ℓ)(w), so ∂
1f(ℓ)(w)
∂p
= 0. Let q1, q2, . . . , qk be the elements in the
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preimage f−1(p) that are in w. We will show that
∂1f (ℓ)(w)
∂p
= f (ℓ−1)
k∑
i=1
∂1w
∂qi
.
It is enough to show this formula in the case w = (x1, . . . , xℓ), where xi ∈ Q1
for i = 1, . . . , ℓ:
f (ℓ−1)
k∑
i=1
∂1(x1, . . . , xℓ)
∂qi
=
f (ℓ−1)
k∑
i=1
ℓ∑
j=1
(−1)j(x1 ∗ qi, . . . , xj−1 ∗ qi, xj+1, . . . , xℓ)δxj ,qi =
k∑
i=1
ℓ∑
j=1
(−1)jf (ℓ−1)(x1 ∗ qi, . . . , xj−1 ∗ qi, xj+1, . . . , xℓ)δxj ,qi =
k∑
i=1
ℓ∑
j=1
(−1)j(f(x1) ∗ f(qi), . . . , f(xj−1) ∗ f(qi), f(xj+1), . . . , f(xℓ))δxj ,qi =
ℓ∑
j=1
(−1)j(f(x1) ∗ p, . . . , f(xj−1) ∗ p, f(xj+1), . . . , f(xℓ))δf(xj),p =
∂1f (ℓ)(w)
∂p
.
Similarly, if ∂0 = 0, then ∂0f (ℓ)(w).
(iii) We have to check that f (n+ℓ)hw = hf(ℓ)(w)f
(n). Indeed,
f (n+ℓ)hw(x1, . . . , xn) = f
(n+ℓ)(x1, . . . , xn, w) = (f(x1), . . . , f(xn), f(w)) =
hf(ℓ)(w)(f(x1), . . . , f(xn)) = hf(ℓ)(w)f
(n)(x1, . . . , xn),
as needed.
Remark 32 Carter, Elhamdadi, and Saito [2] proposed a generalization of
quandle homology to twisted quandle homology with ∂T = t∂0 − ∂1. Any
extreme chain w ∈ CRℓ (Q) is also an extreme chain in the twisted homology
(or any homology with the differential of the form a∂0± b∂1), and can be used
to construct a natural homology operation. This awaits detailed exploration.
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5 Further applications
The techniques we have built so far can be used for some concrete calculations
of quandle homology. We will illustrate it by several examples for both finite
and infinite quandles. We start from a simple lemma crucial for our examples.
Lemma 33 Consider a rack X and its subrackX0, with an embedding i:X0 →
X. We say that a rack epimorphism r:X → X0 is a rack twist-retraction
1 if
ri ∈ Aut(X0), and a rack retraction if ri = IdX0.
Then i∗:H
R
n (X0) → H
R
n (X) is a monomorphism, and r∗:H
R
n (X) → H
R
n (X0)
is an epimorphism.
If X is an Alexander quandle, then the retraction corresponds to an Z[t±1]-
module epimorphism which splits:
Corollary 34 Consider a Z[t±1]-module A = A1⊕A2 with embeddings i1:A1 →
A1⊕A2, i2:A2 → A1⊕A2, and projections r1:A1⊕A2 → A1, r2:A1⊕A2 → A2.
Naturally, r1i1 = Id = r2i2, so r1 and r2 are retractions. We have:
(i) (i1)∗:H
W
n (A1)→ H
W
n (A), (i2)∗:H
W
n (A2)→ H
W
n (A)
are monomorphisms.
(ii) If gcd(|A1|, |A2|) = 1, then
HWn (A1)⊕H
W
n (A2)
embeds in HWn (A).
PROOF. The first fact follows from Lemma 33. The second conclusion fol-
lows from the fact that |Ai|
n annihilates HWn (Ai), for i = 1, 2.
Corollary 35
(i) If gcd(m, k) = 1, then Zmk = Zm ⊕ Zk and
torHWn (Rm)⊕ torH
W
n (Rk) ⊂ H
W
n (Rmk).
(ii) For k odd,
torHWn (Rk)⊕ torH
W
n (Rk) ⊂ H
W
n (R2k).
1 Of course it is always possible, having a twist-retraction r, to consider a retraction
r′ = (ri)−1r (we have r′i = (ri)−1ri = IdX0). However, it is sometimes convenient
to work with twist-retractions of racks.
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(iii) For k odd, prime, such that gcd(m, k) = 1, HQ3 (Rmk) and H
Q
4 (Rmk),
contain Zk (compare Theorem 7 (ii)).
Inequality in Corollary 35(ii) is seldom an equality, even for k odd prime. For
example, HQ4 (R6) = Z
6
3 = H
Q
4 (R3) ⊕ H
Q
4 (R3) ⊕ Z
4
3. The reason may be that
R6, not being connected, allows for more homological operations than R3 (e.g.,
two different h′a operations). We conjecture, however, the following:
Conjecture 36
(i) tor(HQ2n(R4)) = (tor(H
Q
2n−1(R4)))
2 ⊕ Z22 = Z
2(4n−1−1)/3
2
tor(HQ2n+1(R4)) = (tor(H
Q
2n(R4)))
2 = Z
4(4n−1−1)/3
2 .
(ii) For k odd:
tor(HQ2n(R2k)) = (tor(H
Q
2n−1(R2k)))
2 ⊕ Z2k = Z
(5·4n−1−2)/3
k , for n > 1,
tor(HQ2n+1(R2k)) = (tor(H
Q
2n(R2k)))
2 = Z
2(5·4n−1−2)/3
k .
(iii) 2k−1tor(HQn (R2k)) = Z
2fn
2 , for k > 1.
Here, {fn} denotes the sequence of “delayed” Fibonacci numbers, as in
Example 2.6.
Example 37 Corollary 34 can be applied directly to an interesting family of
Alexander quandles Ap,[k1]t[k2]t = Zp[t
±1]/([k1]t · [k2]t), with gcd(k1, k2) = 1.
Recall the notation [k]t = 1 + t + . . .+ t
k−1, Ap,[k]t = Zp[t
±1]/([k]t).
Ap,[k1]t[k2]t splits to Ap,[k1]t ⊕ Ap,[k2]t, so
torHWn (Ap,[ki]t) ⊂ torH
W
n (Ap,[k1]t·[k2]t).
For example, Ap,[2]t = Rp, and A2,[3]t = S4, so we know a lot about their
quandle homology. We also computed, for instance, that HQ2 (A2,[5]t) = Z
2
2,
and HQ2 (A2,[4]t) = H
Q
2 (A2,[6]t) = Z
2 ⊕ Z42.
Example 38 Consider the Fibonacci quandle Fn = {a0, a1, . . . , an−1 | a2 =
a0 ∗ a1, a3 = a2 ∗ a1, . . . , an−1 = an−2 ∗ an−3, a0 = an−2 ∗ an−1, a1 = an−1 ∗ a0}.
Then we have a Fibonacci element s(a0, a1) =
∑n−1
i=0 (ai, ai+1) which can be used
for a homological operation hs(a0,a1). We also have an epimorphism r:Fn →
Rn given by r(aj) = j. This can be used to produce nontrivial elements in
HWk (Fn). Notice that Fn is the fundamental quandle of the torus link of type
(2, n), T2,n; compare Figure 1.
(i) HQn (F4) contains the free part for 2 ≤ n ≤ 7, because we found that in
HQn (R4) the elements:
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.
a 0
2a   a 1
a 1 2a   
a   n+1
a   n
a   na 0
a 1 a   n+1
a   3
Fig. 1. The torus link T2,n with Fibonacci quandle labeling
s(0, 1), hs(0,1)((0)), hs(0,1)(s(0, 1)), hs(0,1)hs(0,1)((0)),
hs(0,1)hs(0,1)(s(0, 1)), and hs(0,1)hs(0,1)hs(0,1)((0)) represent Z. Compare [9],
where it was shown that HQ2 (F4) = Z
2.
(ii) HQ3 (Fp) is nontrivial for p odd prime. It follows from the fact that
r∗((a0, s(a0, a1))) is a non-zero element in H
Q
3 (Rp) = Zp. In fact, in
all cases we checked hs(0,1):C
Q
n (Rk) → C
Q
n+2(Rk) induces a monomor-
phism on homology [21]. From this follows that HQ2n+1(F3) is nontrivial
for n ≤ 5. One can conjecture that hs(a0,a1):C
Q
n (Fk)→ C
Q
n+2(Fk) induces
a monomorphism on homology. Our methods are not yet sufficient to de-
cide whether HQn (Fk) can have torsion elements. To answer this question,
we plan to use the detailed description of F3 in [22] (the fundamental
quandle of the trefoil knot was interpreted there as a symplectic quan-
dle).
We end with a few rather general conjectures (39, 41, 42), and two new ex-
amples illustrating them:
Conjecture 39 Let r:Q1 → Q2 be an epimorphism of finite connected quan-
dles, such that |Q1| = k|Q2|, and gcd(k, |Q2|) = 1. Then, r∗:H
W
n (Q1) →
HWn (Q2) is an epimorphism, and if restricted to the part of H
R
n (Q1) not an-
nihilated by kj for some j, it is an isomorphism.
Example 40 Consider the 6-element connected quandles Q1 and Q2 which
are the last two quandles from the page 195 of [6]. We have an epimorphism
r1:Q1 → R3, and r2:Q2 → R3. As far as computation of homology was per-
formed, Conjecture 39 holds. In particular, non-2 torsion part of homology of
Qi, i = 1, 2, is the same as that for R3.
For example, Q2, the last quandle in [6], is a 4-quandle, given by the following
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∗-multiplication table:
∗ 1 2 3 4 5 6
1 1 1 6 3 4 5
2 2 2 4 5 6 3
3 4 6 3 3 3 1
4 5 3 1 4 2 4
5 6 4 5 1 5 2
6 3 5 2 6 1 6
and r2:Q2 → R3 is given by r2(1) = r2(2) = 0, r2(3) = r2(5) = 1, and
r2(4) = r2(6) = 2. s(1, 3) = (1, 3) + (3, 6) + (6, 1) is a Fibonacci chain in
CQ2 (Q2), with r2(s(1, 3)) = s(0, 1) ∈ C
Q
2 (R3).
If we combine Example 40 with the prediction that 3 · 2i annihilates torsion
in homology of Q1 and Q2, then we can suggest:
Conjecture 41 Let oddtor denote the odd part of the torsion of a group. Then
oddtor(HWn (Q1)) = oddtor(H
W
n (Q2)) = oddtor(H
W
n (R3)) = Z
fn
3 ,
where fn is as defined before.
The last, rather general conjecture should be the first step to understand
torsion in homology of quandles, but, until now, the only nontrivial quandle
for which it is solved is the dihedral quandle R3 [21].
Conjecture 42 If Q is a finite quasigroup quandle, then |Q| annihilates tor-
sion of its homology.
Notice that quasigroup cannot be replaced by connected as 6 does not anni-
hilate the torsion of homology of Q2. In particular, H
Q
3 (Q2) = Z8 ⊕ Z3 (see
[7]).
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