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Layer)や，携帯電話の利用者認証に用いられる SIMカード (Subscriber Identity Module





















つ．現在GSM携帯電話で使用されるA5/1や無線 LAN(Local Area Network) で用いら
れるWEP(Wired Equivalent Privacy)のベースとなっている RC4(Rivest’s Cipher 4)
がストリーム暗号アルゴリズムの一例である．近年では RC4の危殆化に伴い，新たに多
くの暗号アルゴリズムが開発され，その安全性と実装性能に関する研究がさかんに行われ


































献 [9]の報告では，電力解析を行うことで，秘密鍵の一部 (32ビット) の解析を理論的に




標準評価ボード (Side-channel Attack Standard Evaluation BOard: SASEBO) [10]上
の FPGA に実装した KCipher-2 プロセッサを用いた実験と ASIC 実装した KCipher-2
プロセッサを用いた実験により提案手法の有効性を例証する．提案手法では，代表的な
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暗号の構造，疑似乱数生成器とストリーム暗号の関係性，標準化動向について述べる．そ
の後，暗号プロセッサに対するサイドチャネル解析とその対策手法について述べる．
第 3 章では，KCipher-2 プロセッサのサイドチャネル解析について述べる．まず，
KCipher-2アルゴリズムと処理ステップについて述べる．次に，相関電力解析のKCipher-
































に分類され，ある乱数系列を鍵 K として扱い，平文 P との排他的論理和を行うことで暗
号文 C を生成する (C = P ⊕K)．復号はその逆の処理であり，暗号文 C と鍵 K との排









他的論理和を行うことで平文 P を得る (P = C ⊕K)．平文と鍵長が等しく，かつ鍵とし
て利用する乱数系列が真性乱数系列であれば，鍵K の全数探索によって暗号文 C から平
文 P を復元することは不可能である．これは平文 P と暗号文 C が確立的に独立となる









Z と平文 P との排他的論理和を行うことで暗号文 C を生成する (C = P ⊕ Z)．復号は
その逆の処理であり，暗号文 C と鍵系列 Z との排他的論理和を行うことで平文 P を得る



































統計的乱数性とは，出力される乱数系列に 0 と 1 の偏りが生じないこと，連長の出現
度数に偏りがないことや顕著なパターンが発見されないことなど統計的な意味で乱数と
なっているかどうかを示すものである．これがどの程度満たされているかの評価法として
代表的なものに，米国標準技術研究所 (National Institute of Standard and Technology:














• 線形複雑度 (linear complexity)
• 免相関性 (correlation immunity)
線形複雑度とは，ある系列が与えられた場合に，それを生成する線形フィードバックシフ
トレジスタ (Linear Feedback Shift Register: LFSR) が最小何段で構成されるかを示す
値である．線形複雑度は大きいことが望ましい．もし，小さい場合，線形複雑度を n と
すると，出力系列の連続する 2nビットから全ての出力系列を生成できてしまうためであ
る．LFSR の例を図 2.3に示す．与えられた系列を生成する LFSR は必ず存在し，線形
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Engineering Task Force) は暗号を実装する暗号製品の普及に対して大きな意味を持つ．
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ア実装とハードウェア実装に大別できる．ソフトウェア実装とは，暗号アルゴリズムの機



























攻撃は，さらにフォールトベース攻撃 (Fault Based Attack)，サイドチャネル解析 (Side
Channel Analysis) に分類される．フォールトベース攻撃は，暗号実装に対して何らかの
手段で誤動作を誘発させ，実装の出力結果を観測することで実装内部の秘密情報を読み
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図 2.4 単純電力解析 (SPA)
f-1
図 2.5 相関電力解析 (CPA)
暗号アルゴリズム E，平文 Pi，暗号文 Ci，鍵KE に対し，暗号処理は次式で表現する
ことができる．
Ci = E(Pi, KE) (2.1)
攻撃者は，まず，N 個の平文 P0 ∼ PN−1 が暗号化される時，攻撃者は対応する暗号文
C0 ∼ CN−1 を収集する．これと同時に，処理中の暗号プロセッサの消費電力の計測値
W0 ∼ WN−1 を収集する．攻撃者にとって，暗号文 Ci は既知とし，攻撃の目的は鍵KE
の復元とする．多くの場合，秘密情報である鍵と消費電力は直接の相関を持たないため，
直接的に情報を抽出することは困難である．そのため，消費電力の計測値Wi と相関を有
する中間値 Ii をもとに電力を推定する必要がある．この推定電力値を hi とする．一般的
に下記の関係を満たす箇所に注目する．
Ci = f(Ii, RK) (2.2)
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しかし，部分鍵 RK は未知であり，消費電力の計測値Wi との相関を調べることは不可能
である．そのため，部分鍵 RK について全数探索を行い，その全てについて中間値 Ii，推






相関電力解析を行う上で重要となるのは，中間値 I を適切に選ぶこと，推定電力値 hを
求めるための中間値 I と消費電力の計測値 W の関係を規定した消費電力モデルを適切に
仮定すること，そして，推定電力値 hと消費電力の計測値 W の間に存在する相関の評価
を適切に行うことである．現在では，消費電力モデルとして Hamming Weight (HW) モ































力を一定にする SABL(Sense Amplifer Based Logic)[17]や二線ロジックの SABL を応
用したWDDL(Wave Dynamic Dfferential Logic)[18]などが挙げられる．一方で，マス
キングの主な手法としては，MAO(Masked And Operation)[19] や複数の乱数マスクを
用いる Threshold Implementation[20]，WDDL に乱数を組み合わせた MDPL(Masked
Dual-rail Precharge Logic)[21]，出力許可付きの多数決論理ゲートを用いたトランジスタ



















ASIC に実装した KCipher-2 プロセッサそれぞれに対して，提案手法による鍵推定実験
を行い，提案手法の有効性を示す．以下では，秘密鍵を初期鍵 (Initial Key: IK)と呼ぶ．
3.2 KCipher-2
KCipher-2は，128ビットの初期鍵 (IK)と 128ビットの初期化ベクトル (IV )の 2つ







ZLは 64ビットの鍵系列 Z のそれぞれ上位，下位 32ビットの値である．以下にそれぞ
れの構成要素，処理ステップについて説明する．
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図 3.1 ストリーム暗号 KCipher-2
3.2.1 FSR-Aと FSR-B
FSR-A，FSR-B は，それぞれ 5個のレジスタと 11個のレジスタで構成される．ここ
で，β を原始多項式 x8 + x7 + x6 + x+ 1∈GF (2)[x] の根とする．また，1バイトの値 y
を (y7, y6, . . . , y1, y0)2 と表す．ただし，y7 が最上位ビット，y0 が最下位ビットである．
この時，y を GF (28)上の元とすると，y = y7β7 + y6β6 + . . .+ y1β1 + y0 のように表す
ことができる．同様に，γ，δ，ζ をそれぞれ式 (3.1)，式 (3.2)，式 (3.3)の原始多項式の
根とする．
x8 + x5 + x3 + x2 + 1 ∈ GF (2)[x] (3.1)
x8 + x6 + x3 + x2 + 1 ∈ GF (2)[x] (3.2)
x8 + x6 + x5 + x2 + 1 ∈ GF (2)[x] (3.3)
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また，α0 を以下の 4次既約多項式の根とする．
x4 + β24x3 + β3x2 + β12x+ β71 ∈ GF (2)[x] (3.4)
さらに，32ビットの値 Y を (Y3,Y2,Y1,Y0)で表すこととする．ただし，Yi は 1バイトの
値であり，Y3 が最上位バイトである．この時，Y は Y = Y3α30 + Y2α
2
0 + Y1α0 + Y0 で表
される．同様に，α1，α2，α3 をそれぞれ以下の 4次既約多項式の根とする．
x4 + γ230x3 + γ156x2 + γ93x+ γ29 ∈ GF (28)[x] (3.5)
x4 + δ34x3 + δ16x2 + δ199x+ δ248 ∈ GF (28)[x] (3.6)
x4 + ζ157x3 + ζ253x2 + ζ56x+ ζ16 ∈ GF (28)[x] (3.7)








i+1 (i = 4)
α0A
(t)








j+1 (j = 10)
α(cl1(t))B
(t)











2 ⊕ 1 (3.10)
である．また，時刻 tの FSR-A，FSR-Bの各レジスタの出力を A(t)i ，B
(t)
j とし，i，j を
レジスタの番号とする．i，j の範囲は 0 ≤ i ≤ 4，0 ≤ j ≤ 10である．各レジスタの n番
目のビットの値は A(t)2 [n] ∈ {0, 1}のように表す．n = 31のとき，レジスタの最上位ビッ
トの値を表す．式 (3.9)の cl1(t)，cl2(t) は，クロック制御ビットであり，FSR-Aにおけ
る A2 の値を用いてそれぞれ cl1(t) = A
(t)
2 [30] ∈ {0, 1}，cl2(t) = A(t)2 [31] ∈ {0, 1}と与え
られる．
3.2.2 非線形関数部
非線形関数部は，4つの 32ビット入出力の整数加算器 (図 3.1中の +)と 4つの置換関
数 Sub，4つの内部レジスタ R1, R2, L1, L2から構成される．FSR-Aの 2つのレジスタ
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Substituition(以下，S-box とよぶ) は，入力された 32 ビットの値をバイト単位に分
割し，8 ビット入出力の換字処理を各バイトに施す関数である．この関数は，ガロア体
GF (28)上の逆元演算と GF (2)上のアフィン変換によって実現される．ここで，GF (28)
を構成する既約多項式は β8 + β4 + β3 + β + 1である．また，アフィン変換では以下に
示す行列演算を行う．
a′ = Afa (3.11)
ここで，a′，a は GF (28) 上の元をベクトル表現したものであり，a = a7β7 + a6β6 +
· · ·+ a1β1 + a0β0，a′ = a′7β7 + a′6β6 + · · ·+ a′1β1 + a′0β0 と表されるとき，
a = [a0, a1, a2, a3, a4, a5, a6, a7]
T (3.12)




















1 0 0 0 1 1 1 1
1 1 0 0 0 1 1 1
1 1 1 0 0 0 1 1
1 1 1 1 0 0 0 1
1 1 1 1 1 0 0 0
0 1 1 1 1 1 0 0
0 0 1 1 1 1 1 0




ここで，ai，a′i ∈ GF (2) (0 ≤ i < 8) はそれぞれアフィン変換の入力，出力を表す．
Permutationは，4バイトの値を用いてビット演算を行い，別の 4バイトの値に変換す
る．Permutation で行われる演算はガロア体 GF (28) の行列演算である．Permutation

















v0 v1 v2 v3
v3 v0 v1 v2
v2 v3 v0 v1











ここで，vi(0 ≤ i < 4)はGF (28)の定数であり，v0 = (02)16，v1 = (03)16，v2 = (01)16，
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初期化処理
初期化処理は，初期鍵 IK の内部鍵K への拡張，内部鍵K と初期ベクトル IV の読み
込み，内部状態の初期化の順に処理が行われる．以下では，128 ビットの初期鍵 IK を上
位から 32ビットずつに分割し，IK = (IK3, IK2, IK1, IK0)と表す．また，128ビット
の初期ベクトル IV も同様に 32ビットずつに分割し，IV = (IV3, IV2, IV1, IV0)と表す．





IK3−k (0 ≤ k ≤ 3)
Kk−4 ⊕ f(Kk−1) (k = 4n)
Kk−4 ⊕Kk−1 (k = 4n)
(3.16)
ここで，f(Kk−1)は，次式のような処理を行う．
f(Kk−1) = Sub(RotWord(Kk−1))⊕ rc (3.17)
ただし，RotWordはバイト単位の循環シフトを表す．すなわち，Ki = (Ki,3, Ki,2, Ki,1, Ki,0)
（Ki,j は 1バイトのデータ）に対して，RotWord(Ki) = (Ki,2, Ki,1, Ki,0, Ki,3)である．
また，Subは関数 Subの処理を表す．rcは定数であり，k = 4の時，rc = (01000000)16，
k = 8の時，rc = (02000000)16 となる．
次に，内部鍵 K と初期化ベクトル IV を読み込み，KCipher-2の初期状態を以下のよ
うに決定する．
Ai = K4−i (i = 0, . . . , 4), B0 = K10, B1 = K11, B2 = IV3, B3 = IV2,
B4 = K8, B5 = K9, B6 = IV1, B7 = IV0, B8 = K7, B9 = K5, B10 = K6,
R1 = R2 = L1 = L2 = 0
データの読み込み後，KCipher-2を 24クロック (t = 0, 1, . . . , 23) 動作させ，内部状態
の撹拌を行う．
R1(t+1) = Sub(L2(t) + B
(t)
9 ) (3.18)
R2(t+1) = Sub(R1(t)) (3.19)
L1(t+1) = Sub(R2(t) + B
(t)
4 ) (3.20)







i+1 (i = 4)
α0A
(t)








j+1 (j = 10)
α(cl1(t))B
(t)




8 ⊕ ZH(t) (j = 10)
(3.23)
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ここで，α(cl1(t)) は式 (3.10)と等しい．また，R1




初期化処理が終わると，鍵系列出力処理に移行する．時刻 tに出力される 64 ビットの








+ R2(t) ⊕R1(t) ⊕ A(t)4 (3.25)
鍵系列出力後，内部状態の更新を行い，時刻 t+ 1の内部レジスタの値を得る．内部状













と 4クロック目における非線形関数内の内部レジスタ L1の値 (L1(3), L1(4))に注目する．
その値は以下の式で与えられる．
L1(3)=Sub(IV1 + Sub(Sub(K5))) (3.26)
L1(4)=Sub(IV0 + Sub(Sub(K6 + Sub(0)))) (3.27)
式 (3.26) と式 (3.27) において，内部鍵 K5 と K6 で決定される Sub(Sub(K5)) と
Sub(Sub(K6 + Sub(0))) を推定対象とし，それぞれ CK5，CK6 とおく．ここで，注
目するレジスタ L1(t) の値を求めるためには，推定する鍵の値と IV1，IV0 との整数加算
中に生じる桁上がりの影響とそれに続く Sub関数内の Permutationに注意する必要があ
る．鍵の最下位バイトを推定する際には，上位バイトの情報を利用できるため，IV と予




定バイトより下位のビットが 0となるような IV1，IV0 を選択する．これにより，桁上げ
の伝搬を無視できるだけでなく，Permutation の演算の一部を定数として扱えるため，中
間値を近似的に求めることが可能となる．
CK5 の上位から 2 バイト目の推定に使用する中間値の算出を例に挙げる．
IV1 と CK5 を上位から 1 バイトずつ分割し，IV1 = (iv1,3, iv1,2, iv1,1, iv1,0)，














2 = S(iv1,3 + ck5,3 + carry)⊗ (03)16 ⊕ S(iv1,2 + ck5,2)⊗ (02)16
⊕ S(iv1,1 + ck5,1)⊕ S(iv1,0 + ck5,0) (3.28)
ここで，S は関数 S-box の出力を表し，⊗ は GF (28) 上の乗算を表す．また，carry は
(iv1,2 + ck5,2) の桁上げを表す．ck5,2 の推定の場合には，ck5,3 は既知であり，iv1,1 =





2  S(iv1,3 + ck5,3 + carry)⊗ (03)16 ⊕ S(iv1,2 + ck5,2)⊗ (02)16 (3.29)
















3  s(t)3 ⊗ (02)16 (3.30)
l
(t)
2  s(t)3 ⊗ (03)16 ⊕ s(t)2 ⊗ (02)16 (3.31)
l
(t)





3 ⊕ s(t)2 ⊕ s(t)1 ⊗ (03)16 ⊕ s(t)0 ⊗ (02)16 (3.33)
次に，使用する消費電力モデルを設定する．中間値として注目するレジスタ値の直前の
クロックにおける値は，それぞれ以下の式で与えられる．
L1(2) = Sub(K9 + Sub(0)) (3.34)
L1(3) = Sub(IV1 + CK5))) (3.35)
式 (3.34)，(3.35)のように直前の値は初期鍵に依存した未知の値であるため，攻撃者が求
めることはできない．そのため，CPAで通常用いられる Hamming Distance(HD)モデ
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表 3.1 1ビットの消費電力モデルの関係
vn−1 vn HD(vn−1,vn) HW(vn)
0 0 0 0
0 1 1 1
1 0 1 0





Weight(HW) を適用するため，1 ビットの消費電力モデルを考える．表 3.1 に 1 ビット
HD モデルと 1 ビット HW モデルの関係を示す．今回のように直前の値が定数の場合，
極性は逆になる可能性があるが，HDモデルと HWモデルを等価とみなせることがわか
る．この特性を利用して，CK5 の推定では，消費電力モデルに 1 ビット HW モデルを







一方，CK6 の推定では，CK5 を推定できたならば，式 (3.35) より直前のレジスタの値
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式 (3.38)，(3.39)の値が最大になる鍵候補を正しい CK5，CK6 と推定する．これらから
K5，K6 が計算でき，式 (3.16)からK2 を計算できる．以上までが相関値の絶対値を利用
した解析手法であり，これにより得られる内部鍵は K2，K5，K6 である．
次に相関値の極性を利用した K9 の推定について述べる．CK5 が既知である場合，
CK5 の推定時に得られた相関値の極性から，直前の定数値 L1(2) を推定することが可能
となる．すでに直前のレジスタの値が定数の場合，1 ビット HW モデルと 1 ビット HD
モデルが等価となることを述べた．表 3.1より，2つの消費電力モデルの間には以下の関
係が成り立つ．
HD(vn−1, vn) = HW (vn) (vn−1 = 0のとき) (3.40)
HD(vn−1, vn) = 1−HW (vn) (vn−1 = 1のとき) (3.41)
vn−1 = 0の時，2つの消費電力モデルは正の相関関係にあり，vn−1 = 1の時は負の相関
関係にある．すなわち，2つの消費電力モデルが正の相関を持つとき直前の定数値 (vn−1)
は 0，負の相関を持つときは 1と推定できる．ここで，CK5 の推定に利用する相関値 ρ
(3)
j,i
に注目する．正解の CK5 での相関値 ρ
(3)
j,i は，処理開始から 3クロック目でピークを有す
る．そのピークが正ならば直前の定数値 L1(2)j,i の値は 0，負ならば 1と推定できる．すべ
ての ρ(3)j,i から L1
(2) を推定できれば，式 (3.34)により K9 が計算できる．なお，この消
費電力モデルの関係から推定できるものは直前の値だけではないことに注意されたい．上
記の関係は vn+1 が定数の場合も成立する．そのため，式 (3.27)より L1(4) の値も IV0 を
固定することで定数となることから，L1(2) の推定同様，L1(4) の値が推定でき，その値か
らK6 の値を直接推定することが可能である．内部鍵K9 が求められた場合，式 (3.16)よ
りK8，K10 が求められる．






いて，面積重視と速度重視の 2種類の KCipher-2 プロセッサに対して提案手法の実証実
験を行う．実装の詳細については，次章で説明する．
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図 3.3 FPGA から測定した消費電力波形の例
3.4.1 FPGA実装に対する実験
FPGA 実装を用いた実験環境を図 3.2 に示す．図に示す SASEBO-GII には，FPGA
が 2 つ搭載されており，一方の FPGA1(Xilinx Virtex5)に KCipher-2 プロセッサを実
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装し，もう一方の FPGA2(Xilinx Spartan3) に制御回路を実装した．Agilent 社のディ
ジタルオシロスコープ (MSO6104A) を用いて，SASEBO-GII の電源ラインに設置され
た抵抗 (1 [Ω]) の消費電力 (電圧降下) を観測した．図 3.2 に示すように計測用 SMA ソ
ケットにプローブを接続することで計測を行った．PC から FPGA2 経由で FPGA1 に
IK と IV を入力するたびに鍵生成を行い，その時の消費電力を計測した．なお，本実験
では KCipher-2プロセッサの動作周波数を 2[MHz]，計測時のサンプリングレートを 200













(dcc6a716)16 が得られた．この推定鍵は正しい CK5 の値と一致した．また，鍵の推定が












確認した．また，各推定位置でのMTDの解析結果を示した図 3.8と図 3.9 から，いずれ
のアーキテクチャにおいても全ての鍵推定が成功することを実証できた．また，各推定位
置において 10,000 枚程度の消費電力波形により鍵推定が可能であることがわかった．
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図 3.4 面積重視の FPGA実装に対するCK5推定時の各鍵候補の相関値: (a)
31∼24ビット (b) 23∼16ビット (c) 15∼8ビット (d) 7∼0ビット






























































図 3.5 速度重視の FPGA実装に対するCK5推定時の各鍵候補の相関値: (a)
31∼24ビット (b) 23∼16ビット (c) 15∼8ビット (d) 7∼0ビット























































































図 3.6 面積重視の FPGA 実装に対する CK5 推定時の MTD の解析結果:























































































図 3.7 速度重視の FPGA実装に対する CK5推定時の各鍵候補のMTDの解
析結果: (a) 31∼24ビット (b) 23∼16ビット (c) 15∼8ビット (d) 7∼0ビット













































































図 3.8 面積重視の FPGA実装に対する CK6推定時の各鍵候補のMTDの解























































































図 3.9 速度重視の FPGA実装に対する CK6推定時の各鍵候補のMTDの解
析結果: (a) 31∼24ビット (b) 23∼16ビット (c) 15∼8ビット (d) 7∼0ビット
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図 3.10 相関値の極性の例: (a) 正の相関 (b) 負の相関




も推定できることを示すために IV0 を 0としている．図 3.10に極性が正の場合と負の場
合の相関値をそれぞれ示す．ここで，横軸は標本点を表し，縦軸は相関係数の値を表す．













法により K5，K6，K9 を解析できることを実証した．この後で K3 の全数探索を行うこ
とで初期鍵の解析が完了する．したがって，232 の計算量で初期鍵の解析が可能であるこ
とが示された．
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) 
図 3.11 1バイト分の相関値の極性 (面積重視): (a) 最上位ビット，(b) 7ビッ
ト目，(c) 6ビット目，(d) 5ビット目，(e) 4ビット目，(f) 3ビット目，(g) 2
ビット目，(f) 最下位ビット
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(a) (b) (c) 
(d) (e) (f) 
(g) (h) 
図 3.12 1バイト分の相関値の極性 (速度重視): (a) 最上位ビット，(b) 7ビッ
ト目，(c) 6ビット目，(d) 5ビット目，(e) 4ビット目，(f) 3ビット目，(g) 2
ビット目，(f) 最下位ビット
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3.4.2 ASIC実装に対する実験
ASIC 実装を用いた実験環境を図 3.13に示す．SASEBO-W 上に試作プロセッサを搭
載したドータボードを接続し，SASEBO-W上の FPGAには制御回路を実装した．消費
電力波形は，FPGAの場合と同様に，SASEBOの電源ラインに設置された抵抗間の電圧
降下として計測した．図 3.13 に示すように計測用 SMA ソケットにプローブを接続する
ことで計測を行った．なお，本実験では KCipher-2プロセッサの動作周波数を 2 [MHz]，






費電力波形を 100,000 枚使用した．図 3.15 に面積重視の実装に対する解析結果を示す．
最上位バイト (図 3.15(a))以外の推定位置で鍵の解析可能であることがわかる．鍵の解析
に必要な波形数はいずれの位置でも 40,000 枚程度であり，この数は FPGAに比べて多
かった．最上位バイトの鍵情報は，100,000 波形を用いても解析できなかったが，この情
報を既知として実施した次の推定 (図 3.15(b))が成功していることから，高々 16 ビット
の鍵候補による CPAで推定できると考えられる．また，図 3.16に速度重視の実装に対す










解析に必要な計算量 296 を 232 に削減できることを示した．その後，SASEBO-GII の
FPGA 上に実装した KCipher-2 プロセッサを用いた実験と ASIC 実装した KCipher-2
プロセッサを用いた実験を通して，提案する解析手法が有効であることを実証した．








図 3.13 実験環境 (ASIC)

















図 3.14 ASIC から測定した消費電力波形の例
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図 3.15 面積重視のASIC実装に対する CK5推定時の各鍵候補のMTDの解























































































図 3.16 速度重視のASIC実装に対する CK5推定時の各鍵候補のMTDの解





本章では，耐タンパー性を有する KCipher-2 プロセッサの設計を行う．第 3.3節で述













算器の算術アルゴリズムと S-boxの実装方式として，面積重視の設計では Ripple Carry
Adder(RCA) と合成体による実装 (Composite field arithmetic: Comp) を採用し，速


















Ripple Carry Adder (RCA)
図 4.1 に 32 ビットの RCA のブロック図を示す．ここで，加算器の入力値をそ
れぞれ x = (x31x30...x1x0)2，y = (y31y30...y1y0)2 とし，加算器間の桁上げは c =
(c30c29...c1c0)2，出力を z = (z31z30...z1z0)2 とする．図からわかるように，この加算ア




zi = xi ⊕ yi ⊕ ci (4.1)
ci+1 = xi ∧ yi ⊕ ci ∧ (xi ⊕ yi) (4.2)
ここで，∧は AND演算を表す．
Kogge-Stone Adder (KSA)
KSA は，桁上げを並列に計算する Prefix Adder の 1 つである．Prefix Adder では，
下位ビットからの桁上げとは無関係に求められる Generate (G) と Propagate (P) とい
う信号を用いて桁上げを並列に計算する加算アルゴリズムである．ここで，加算器の入力
値と桁上げ，出力は上記 RCAの説明のときと同様のものを想定する．このとき，第 i桁
において，各信号は gi = xi ∧ yi，pi = xi ⊕ yi で表される．これは，gi が 1のときこの
桁で桁上げが発生し，pi が 1のとき下位からの桁上げが上位に伝搬することを示す．これ
ら信号を用いて式 (4.2)を以下のように表せる．
ci+1 = gi ⊕ ci ∧ pi (4.3)
P信号と G信号の計算は各桁で独立であり，全桁で並列に行える．また，ci が求まれば，
zi の計算も式 (4.2)により各桁で独立であり，全桁で並列に求められる．
第 i桁から第 i+ 1桁の 2桁からなるブロックの桁上げの信号を (gi+1:i, pi+1:i)とする













 gj   pj gi   pi
gi:j pi:j
図 4.2 16ビット KSAにおける桁上げ計算のブロック図
と，これらは
gi+1:i = gi+1 ⊕ (pi+1 ∧ gi) (4.4)
pi+1:i = pi+1 ∧ pi (4.5)
という計算により求まる．この計算を
(gi+1:i, pi+1:i) = (gi+1, pi+1) ◦ (gi, pi) (4.6)
と定義する．◦ を Prefix 演算とする．この演算では結合律が成立するが，交換律は成立
しない．以降，第 j 桁から第 i 桁 (i ≥ j) までからなるブロックの桁上げの信号を (gi:j,
pi:j)とする．(gi:j, pi:j)は，
(gi:j, pi:j) = (gi ⊕ (pi ∧ gi−1:j), pi ∧ pi−1:j) (4.7)
= (gi, pi) ◦ · · · ◦ (gj+1, pj+1) ◦ (gj, pj) (4.8)
により計算できる．したがって (gi−1:j, pi−1:j)が求まれば
ci = gi−1:j ⊕ cj ∧ pi−1:j (4.9)
により桁上げ ci が計算できる．◦は結合律が成立するため，再帰的な計算を並列化可能で
ある．演算を並列化するときの組み合わせや順序により，様々な構成が考えられる．
図 4.2に 16ビットの KSAにおける桁上げ計算のブロック図を示す．図のように KSA
では，1段目では，隣接する右側のビットから，2段目では 2ビット，3段目では 4ビッ
ト，4段目では 8ビット右側から入力を取る Prefix演算を行っており，バイナリツリーで
桁上げを生成している．最終段の Prefix 演算の出力を (g4, p4)とした時，加算器の出力
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z は以下の式で表せる．
z = x⊕ y ⊕ c
= x⊕ y ⊕ (g4  1)⊕ c0 ∧ (p4  1)
= x⊕ y ⊕ (g4  1) (4.10)
ここで， 1は 1ビット左シフトを表す．また，c0 は 0ビット目の加算における下位か
















る既約多項式を使って得られる合成体 GF (((22)2)2)で行うものである [24]．これは，ガ
ロア体 GF (2)の 2次拡大を繰り返したものであり，GF (28)と同型な体上の逆元演算回
路としては，現在知られている限り最小のものである．
GF (22) : x2 + x+ 1
GF ((22)2) : x2 + x+ φ
GF (((22)2)2) : x2 + x+ λ
(4.11)
ここで，φ = (10)2，λ = (1100)2 である．
図 4.3 に示すように，逆元の計算は，もとの体 GF (28) 上の元を同型写像 δ で合成体
GF (((22)2)2)へマップし，GF (((22)2)2)上で乗法逆元を計算したのち，同型写像 δ−1 で
GF (28)へマップする，という 3段階で行う．入力 P ∈ GF (((22)2)2)の逆元計算は，部
分体 GF ((22)2)の演算を用いて次の式で行える．
P−1 = (P · P 16)−1 · P 16 (4.12)




ここで右辺の乗算や逆元演算は，GF ((22)2) の演算であり，それらはさらに GF (22) の
演算を組み合わせて行える．逆元演算は上式に従って構成され，階層的な構造を持つ．ま






算器と Sub 関数があり，その出力側には Sub 関数と内部レジスタ L2がある．それらの
動作中に消費される電力は提案するCPAの対象となり得るため，本手法では，整数加算




スク処理は B4 の出力および L1 側のパスへの R2の出力で施し，アンマスク処理は L2
および B10 の出力で施す．ここで，L1 のアンマスク処理を，L1の出力ではなく，その
出力先である FSR-Bのレジスタ B10 の出力で行うことに注意されたい．これは L1の出
力を用いた XOR演算により，真値に依存した消費電力が生じるのを防ぐためである．整
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数加算器の入力の真値は B4，R2であり，その加法マスクの値を mB4，mR2 とし，出力
のマスク値を madd とする．ここで，図中のma とmb は，Sub関数内部で使用するマス
ク値を示す．L1および L2から得られた値をアンマスクするには，それぞれ以下の値を
用いる．
mL1 = Perm(Af (madd)) (4.13)














演算 (Masked AND) [27] を応用する．Masked AND 演算は，入力 A = a ⊕ ma と
B = b⊕mb に対して，以下の値を出力する．
C = A ∧′ B = (a ∧ b)⊕mc (4.16)
ここで，∧′ をMasked AND演算とする．出力をマスクする mc は，ma かmb のどちら
か一方の値で実現できる．整数加算器中の AND演算をMasked AND演算に置き換える
ことでアンマスクが容易な整数加算器を設計する．本論文では，面積重視の整数加算器に
は RCA，速度重視の整数加算器には KSA をそれぞれ使用するため，両方の加算アルゴ
リズムに対して GolicによるMasked AND演算を適用する．
まず，32ビットの RCAに適用する方法について述べる．ある桁の入力値を xi，yi，マ
スク値をmx,i，my,i，出力値を zi とする．Xi = xi ⊕mx,i，Yi = yi ⊕my,i を入力した
とき，出力 Zi と下位ビットからの桁上げ Ci は以下の式で表される．
Zi = Xi ⊕ Yi ⊕ Ci (4.17)
Ci = Xi−1 ∧ Yi−1 ⊕ Ci−1 ∧ (Xi−1 ⊕ Yi−1) (4.18)
第 4章 耐タンパー性を有する KCipher-2プロセッサ 43


































図 4.4 マスク処理を施した KCipher-2回路
式 (4.17)より，出力 Zi のアンマスクを考える場合，Ci をアンマスクするための値が必要
となる．そのためには，式 (4.18)の項にある Ci−1 のマスク値を考慮しなければならない
が，AND演算をMasked AND演算に変換することで，以下のように Ci−1 のマスク値
に依存しない形で表すことができる．
Ci = (xi−1 ∧ yi−1)⊕mx,i−1 ⊕ (ci−1 ∧ (xi−1 ⊕ yi−1))⊕ (mx,i−1 ⊕my,i−1)
= ci ⊕my,i−1, (4.19)
式 (4.17)，(4.19)より，マスクされた値を入力した整数加算器の出力 Zi は以下の式で表
第 4章 耐タンパー性を有する KCipher-2プロセッサ 44
せる．
Zi = xi ⊕ yi ⊕ ci ⊕mx,i ⊕my,i ⊕mc,i
= zi ⊕mx,i ⊕my,i ⊕my,i−1. (4.20)
これを nビットに拡張させた場合，アンマスクの値mz は以下の式で表せる．
mz = mx ⊕my ⊕ (my  1) (4.21)
次に，32ビットの KSAに適用する方法について述べる．演算器自体は，RCAへのマ




ある桁の入力値を xi，yi，マスク値をmx,i，my,i，出力値を zi とする KSAを考える．
Xi = xi ⊕mx,i，Yi = yi ⊕my,i を入力したとき，G，P信号 (Gi, Pi)はそれぞれ以下の
式で与えられる．
Gi = Xi ∧′ Yi = (xi ∧ yi)⊕my,i (4.22)
Pi = Xi ⊕ Yi = xi ⊕ yi ⊕mx,i ⊕my,i (4.23)
また，32ビットKSAにおける各段のPrefix演算出力を (G1, P1)，(G2, P2)，(G3, P3)，
(G4, P4)，(G5, P5)とし，そのアンマスクの値を (mG1, mP1)，(mG2, mP2)，(mG3,
mP3)，(mG4, mP4)，(mG5, mP5)とする．1段目の Prefix 演算の出力 (G1i, P1i)は，
隣接する右側のビットとの演算であり，以下の式で与えられる．
G1i = Gi ⊕ (Gi−1 ∧′ Pi) = gi ⊕ (gi−1 ∧ pi)⊕ (my,i ⊕my,i−1) (4.24)




mG1 = my ⊕my  1 (4.26)
mP1 = mx ⊕my (4.27)
となる．同様に 2段目から 5段目までのアンマスクの値を求める．
mG2 = mG1⊕mG1  2 (4.28)
mG3 = mG2⊕mG2  4 (4.29)
mG4 = mG3⊕mG3  8 (4.30)
mG5 = mG4⊕mG4  16 (4.31)
mP5 = mP4 = mP3 = mP2 = mP1 (4.32)
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P信号のアンマスク値は，式 (4.25)のようにMasked AND演算において Pi のアンマス
ク値を選択すると，常にmx ⊕my となる．
式 (4.10)，式 (4.26) ∼ (4.31)からマスクされた値を入力したときの出力 Z，そのアン
マスク値 (mz)について以下が成立する．
Z = X ⊕ Y ⊕ (G5  1) (4.33)
= z ⊕mx ⊕my ⊕ (mG5  1) (4.34)






法 [29]，速度重視の逆元演算には乗法的なマスキング [30] を使用する．
合成体 GF (((22)2)2)の実装に対する加法的なマスキング手法では，部分体 GF (22)上
の演算において以下の式のように，加法マスクの値が出力の真値と分離可能であるという
性質を利用する
(x⊕m′′)−1 = (x⊕m′′)2 = x2 ⊕m′′2 = x−1 ⊕m′′−1 (4.36)
図 4.5にマスク処理を施したGF (((22)2)2)上の逆元演算回路を示す．この回路は，8ビッ
トのデータ a，8ビットのマスク値m，4ビットのマスク値 yとした時，A = a⊕m，m，
yの 3つの入力に対して，a−1 ⊕mを出力する．マスクなしの逆元演算回路 (図 4.3)の前
処理部 (PREP)を 2つ使用し，さらに，部分体の逆元演算回路の前後に補正項計算を追
加する．この回路はマスクなしの場合と同じく再帰的な回路構造を取る．そのため，マス





うに加法マスクも使用することに注意されたい．逆元演算への入力を A = a⊕m，XOR
によるマスクをm，乗法マスクを y としたとき，マスク処理を施した逆元演算は図 4.6の
流れで行われる．
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図 4.5 マスク処理を施した GF (((22)2)2)上の逆元演算回路
x-1

















と遅延のオーバーヘッドを FPGA と ASIC の両方をターゲットデバイスとして評価す




件については，第 3.4節と同様のものを使用する．面積重視と速度重視の KCipher-2 プ
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ロセッサ両方を FPGAに実装し，CPAの耐性を実験により確認する．攻撃の対象は内部






設計した KCipher-2 プロセッサについて，FPGA(Virtex) と ASIC の 2 種類のター
ゲットデバイスに対して，対策を施した時のオーバーヘッドについての評価結果を示す．
以下の 4つのプロセッサの論理合成結果によりこれを評価する．
• 未対策，面積重視 (RCA, Comp)
• 未対策，速度重視 (KSA, TBL)
• 対策，面積重視 (RCA, Comp)
• 対策，速度重視 (KSA, TBL)
FPGA をターゲットデバイスにした場合の評価には，論理合成ツールに Xilinx 社の
ISE13.1 を使用した．論理合成結果を表 4.1 に示す．FPGA での回路面積の評価には，




ASIC をターゲットとした評価では，論理合成ツールには Synopsys 社の Design










65nm LP Standard Cell Libraries をも用いて合成し，遅延の目標値は 24 [MHz] とし













































































図 4.7 面積重視の対策設計に対する CK5 推定時の各鍵候補の MTDの解析















































































図 4.8 速度重視の対策設計に対する CK5 推定時の各鍵候補の MTDの解析
結果: (a) 31∼24ビット (b) 23∼16ビット (c) 15∼8ビット (d) 7∼0ビット
第 4章 耐タンパー性を有する KCipher-2プロセッサ 49
表 4.1 論理合成結果: FPGA(Virtex5)
Without Countermeasure With Countermeasure
Architecture 　 Area　 Speed　 　 Area　 　 Speed　
Area [Slice] 2721 5232 4001 8817
Delay [ns] 14.77 7.56 23.56 13.97
表 4.2 論理合成結果: ASIC
Without Countermeasure With Countermeasure
Architecture 　 Area　 Speed　 　 Area　 　 Speed　
Area [µm2] 30131 56611 47930 77621
Delay [ns] 6.50 2.27 13.44 5.99
表 4.3 試作した KCipher-2プロセッサの実装コスト
Without Countermeasure With Countermeasure
Architecture 　 Area　 　 Speed　 　 Area　 　 Speed　





図 4.9，4.10 に試作したプロセッサのレイアウト図を示す．各図において (a) に
未対策版のレイアウト図を，(b) に対策版のレイアウト図を示している．図中の
C L Area(C L Speed) は，内部レジスタ L1，L2 を含む非線形関数部のモジュール
であり，C R Area(C R Speed) は，内部レジスタ R1，R2 を含む非線形関数部のモ
ジュール，FSR は，FSR-A と FSR-B のモジュールである．また，対策版における
C L Area mask(C L Speed mask) は，対策したデータパスを表すモジュールであり，
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図 4.10 速度重視の KCipher-2プロセッサ: (a) 未対策版 (b) 対策版






























第 4 章では，耐タンパー性を有する KCipher-2 プロセッサについて述べた．まず，
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