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Abstract
This paper describes an approach to identify monitoring designs that optimize detection of CO2 leakage from a carbon capture 
and sequestration (CCS) reservoir and compares the results generated under two alternative objective functions.  The first 
objective function minimizes the expected time to first detection of CO2 leakage, the second more conservative objective 
function minimizes the maximum time to leakage detection across the set of realizations.  The approach applies a simulated 
annealing algorithm that searches the solution space by iteratively mutating the incumbent monitoring design.  The approach 
takes into account uncertainty by evaluating the performance of potential monitoring designs across a set of simulated leakage 
realizations.  The approach relies on a flexible two-tiered signature to infer that CO2 leakage has occurred.  This research is part 
of the National Risk Assessment Partnership, a U.S. Department of Energy (DOE) project tasked with conducting risk and 
uncertainty analysis in the areas of reservoir performance, natural leakage pathways, wellbore integrity, groundwater protection,
monitoring, and systems level modeling. 
© 2013 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
Sequestration of carbon dioxide into deep subsurface reservoirs has been proposed as a method to manage 
greenhouse gas emissions to the atmosphere.  Despite significant advances in carbon capture and storage (CCS) 
technologies in recent years, leakage scenarios including the release of CO2 into overlying aquifers and the return of 
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CO2 to the atmosphere remain a major concern.  Yet significant variations in the geology of CCS project sites and 
operational protocols make implementing an optimal one-size-fits-all monitoring system challenging.  
To address this issue, the authors have developed a monitoring optimization application, described in Gastelum 
[1], that identifies monitoring designs that minimize the expected time to first detection, E[TFD], of CO2 leakage 
from a CCS reservoir. A monitoring design is defined as a collection of sensors of different types deployed at 
specified locations within the strata overlying a containment reservoir.  Uncertainty in geologic properties and 
features is accounted for by evaluating the performance of potential monitoring designs across multiple simulated 
realizations of CO2 leakage scenarios. Since the number of feasible monitoring designs precludes complete 
enumeration of the solution space, the application relies on a simulated annealing heuristic to approximate the 
optimal solution.   
The inputs required by the optimization application include a set of probability-weighted subsurface simulation 
realizations containing temporal-geospatial data that can be used to infer leakage of CO2, selection of sensor-types to 
include in monitoring designs, specification of cost and wellbore-limit constraints, and a signature used by the 
application to infer that leakage has occurred.  The output consists of a list of potential monitoring designs ranked by 
objective function value.  
While minimizing E[TFD] is indeed a reasonable objective for CCS, there exist other objectives that CCS 
operators may also seek to optimize.  In particular, a more conservative objective function may be more appropriate 
given the public’s perceived low risk tolerance with regard to the consequences of CCS.  One such objective 
function would be to minimize the maximum possible outcome (i.e., time to first detection) for a worst-case 
scenario, Max[TFD].  Implementing such a strategy mitigates against the possibility of realizing a scenario in which, 
despite being optimal, the deployed monitoring design does not detect leakage of CO2.
The purpose of this paper is to examine the performance of the optimization under two alternative objective 
functions.  In Section 2, the optimization is formally defined and descriptions of the components of the application 
are presented.  In Section 3, we demonstrate application of the optimization under the former objective function, 
minimizing expected time to first detection, and the updated objective function, minimizing the maximum time to 
first detection.  Finally, we present our conclusions in Section 4.  
This research is part of the National Risk Assessment Partnership, a U.S. Department of Energy (DOE) project 
tasked with conducting risk and uncertainty analysis in the areas of reservoir performance, natural leakage pathways, 
wellbore integrity, groundwater protection, monitoring, and systems level modeling. 
2. Methodology 
This section describes the objective functions and summarizes our approach to optimizing monitoring design for a 
CCS site.  Our decision variable is the monitoring design, defined as a collection of sensors of different types 
deployed at specified locations within an aquifer overlying a containment reservoir.  The sensor-types available to 
include in the monitoring design are based on the quantities calculated in the CO2 leakage realizations provided as 
input to the optimization application (i.e., pressure, temperature, or gas saturation). From this set of calculated 
quantities, the user must select a subset that will be represented in the model as notional sensor-types.  The 
performance of a monitoring design is computed for each realization by calculating the time to first detection of CO2
leakage, given the criteria defined in a specified leakage signature.  If leakage is not inferred at any simulated time 
step, a nominal value of 1,000,000 years is used as the time to first detection.   Finally, the objective function value 
for a monitoring design is calculated by applying a function (E[TFD] or Max[TFD]) to the vector of times to first 
detection across the set of realizations. 
2.1. Optimization Formulation 
The goal of the optimization application is to identify the best monitoring design.  In our prior work, Gastelum 
[1], we defined the best monitoring design exclusively as the design that minimized the E[TFD] of CO2 leakage from 
the containment reservoir into the overlying strata. This objective function is expressed using the convention of 
Wang et al. [2] as follows:   
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Minimizex ܼሺ࢞ǡ ߗሻ ൌ ܧఆሾܶܨܦሺ࢞ǡ ߱ሻሿ
where the decision variable, ܠ, specifies the locations and types of sensors that constitute a monitoring design, ȳ
represents the set of subsurface simulation realizations, ߱ represents an individual realization from the set ȳ, ܧஐ is 
the expectation function over the set of subsurface simulation realizations ȳ, and TFD is a function that calculates 
the time to first detection of CO2 leakage for a given monitoring design ܠ and realization ߱.
While this objective function will identify a monitoring design with the lowest average time to first detection, it is 
not guaranteed to identify a design that detects a leak in every realization.  One approach to address this property is 
to employ a minimax strategy in the objective function. Minimax is a game theory strategy that seeks to minimize 
the potential outcome of a worst-case scenario.  In our case, such an objective would minimize the maximum time to 
first detection.  While this approach sacrifices the opportunity for a minimum best case, it ensures a minimum 
possible worst case.  This revised objective function can be expressed similarly as: 
Minimizex ܼሺ࢞ǡ ߗሻ ൌ ܯܽݔఆሾܶܨܦሺ࢞ǡ ߱ሻሿ
where ܯܽݔஐ is the function that returns the maximum value of the argument over the set of subsurface simulation 
realizations ȳ.
Both objective functions are bounded by the following constraints: 
ܥሺ࢞ሻ ൑ ߙ
ܹሺ࢞ሻ ൑ ߚ
where ܥሺܠሻ is the cost of a monitoring design, calculated as the sum of the costs of the constituent sensors, and 
ܹሺܠሻ is the number of wellbores in a monitoring design, calculated as the count of the unique x-y coordinate pairs 
of sensors in the configuration.   
2.2. Simulated Annealing 
Since complete enumeration of the solution space is likely to be infeasible at scale, the optimal monitoring design 
is approximated using simulated annealing.  Simulated annealing is an iterative search heuristic analogous to the 
physical process of annealing. 
The application initializes the simulated annealing algorithm by setting monitoring designs xb, xc, and xn equal to 
an initial design, xi. In each iteration, the current design, xc, is randomly mutated to generate a new design, xn.  In the 
context of the application, this means the location of an existing sensor in design xc is changed, or a new sensor is 
added if permitted by the cost and wellbore-limit constraints.  The objective function values of both designs are 
calculated by querying the results of the subsurface simulation realizations and applying the criteria specified in the 
leakage signature.  If the objective function value for xn is better than that of xc, it replaces xc.  The algorithm then 
checks to see if xc is better than the best incumbent solution, xb.  If so, xc replaces xb.  The algorithm then proceeds 
to the next iteration.   
If xn is worse than the current solution, the algorithm may nevertheless accept the design as means of avoiding 
convergence to local optima.  To decide whether to accept a worse design, the algorithm calculates an acceptance 
probability, based on the difference in objective function values between the two candidate designs and the 
temperature of the iteration, which is a strictly decreasing function on iteration, and compares it to a randomly-
generated number between zero and one.  If the random number is less than or equal to the acceptance probability, 
xc is replaced by xn, otherwise the algorithm proceeds to the next iteration with a decreased temperature.  Given this 
logic, as the algorithm progresses, it becomes decreasingly likely that a worse design will be accepted as xc.
The algorithm continues to iterate until the specified number of iterations have been executed.  The algorithm 
returns the ultimate xb, the best design the algorithm has evaluated. The application also logs xb, xc, and xn and the 
associated objective values at each iteration for subsequent analysis. 
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2.3. Leakage Signature 
A leakage signature is the evidence necessary to conclude that leakage has occurred. The term signature, as 
defined by Baker, Barr, and Bonheyo [3], is used to indicate the collection of features assembled for the purpose of 
detecting a target phenomenon of interest. Since the signature of CO2 leakage is not well defined, the monitoring 
optimization application implements a flexible system that allows users to specify the signature used by the objective 
function to infer leakage of CO2.
The leakage signature is defined hierarchically at two levels.  The alarm signature, the bottom-level of the 
signature hierarchy, specifies the criteria that cause an individual sensor to alarm.  The criteria can be specified as a 
threshold value, a percent change over a specified number of time steps, or both. For example, a notional alarm 
signature may be defined as: “CO2 gas saturation greater than five percent” or “a change in pressure over five time 
steps greater than ten percent.” The inference signature, the top-level of the signature hierarchy, specifies the number 
of alarming sensors of each type necessary to infer leakage of CO2.  The criteria invokes Boolean logic to specify a 
combination of different sensor-types.  For example, a notional inference signature may be defined as: “four 
alarming CO2 gas saturation sensors and three alarming pressure sensors.”  
To calculate the TFD for a specified simulation realization and sensor configuration, the application iterates over 
the simulated time steps of the realization, comparing values (i.e., CO2 gas saturation) at each sensor location in the 
configuration against the alarm signature of the current sensor-type to determine whether the sensor has alarmed.  
The application then compares the number of alarming sensors in the configuration against the inference signature.  
If the inference signature is met, the application infers that leakage has occurred at the current time step.  If leakage 
is not inferred after evaluating every time step, the monitoring design is assigned a large default TFD of 1,000,000 
years for that realization.  Assignment of this notional value is necessary because the TFD for each realization must 
be equal to a value in order to resolve the objective function, which is defined over the set of realizations. 
2.4. Leakage Simulations 
To simulate leakage of CO2 from the containment reservoir into an overlying aquifer, we used Pacific Northwest 
National Laboratory’s Subsurface Transport Over Multiple Phases (STOMP-CO2-R) code. STOMP-CO2-R is a 
general-purpose tool for simulating subsurface flow and transport.  
An existing model of the Edwards Aquifer described in Bacon [4] was used as the basis for the simulations.  The 
three-dimensional, homogeneous, unconfined aquifer was assumed to be 150 m below the ground surface and 19 km 
h 23 km in area. A mass rate point source at the lower boundary of the aquifer introduced CO2 into the aquifer 
from a notional containment reservoir. The values of the model input parameters for each realization were sampled 
from probability distributions resulting in a set of realizations representing different possible leakage scenarios.  
Each realization simulated 200 years and calculated the CO2 gas saturation and pressure at each node in the domain. 
3. Application
In this section we run the optimization using the original objective function, E[TFD], and compare the results to 
the optimization using the updated objective function, Max[TFD].  We optimize over a set of twenty-five equi-
probable subsurface simulation realizations, each of which represents a potential CO2 leakage scenario as described 
in Section 2.4. 
Monitoring designs will include notional sensors capable of measuring CO2 gas saturation to arbitrary precision.  
As discussed in Section 2.1, our approach enables the user to constrain the number of sensors and wells allowed in 
the monitoring design.  In this case, the cost and well constraints were specified such that a monitoring design will 
contain no more than three CO2 sensors deployed in no more than three wells. 
The leakage signature used by both objective functions consists of an alarm criterion defined as a CO2 gas 
saturation greater than 0.10 and an inference criterion defined as three alarming CO2 sensors.  Across the twenty-
five realizations, 1,557 nodes exceed the alarm criteria during at least one time step.  This results in a solution space 
consisting of 600 million potential monitoring designs, more designs than are feasible to completely enumerate. 
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Since the monitoring design generated during each iteration of the optimization is based on a random mutation of 
the previous design, identically configured instances of the optimization will result in different solutions.  To 
account for this stochastic element, 100 runs of the optimization were executed for each objective function, and each 
run was executed for 100 iterations. 
A histogram of the ultimate objective function value for each run under the former objective function, E[TFD], is 
shown in Fig. 1.  The best monitoring design found under this objective function yielded a value of only 14.8 years.  
In 91 of 100 runs, the ultimate objective function value was less than 20 years.  The remaining nine runs, however, 
yielded objective values ranging from 40,000 to 200,000 years.  This phenomenon is an artifact of assigning a 
default time to first detection of 1,000,000 when a leakage is not detected.  For example, an objective function value 
of 40,016.4 years indicates the monitoring design only detected a leak in twenty-four of the twenty-five realizations.  
The default time to first detection from the scenario in which leakage is not detected inflates the overall value of the 
objective function for the monitoring design. 
Fig. 1. Histogram of Objective Values for Ultimate Configurations of 100 Optimization Algorithm Runs, where Objective Function = E[TFD]. 
A histogram of the ultimate objective function value for each run under the updated objective function, 
Max[TFD], is shown in Fig. 2.  Under this objective function, 10 of the runs identified optimal monitoring designs 
that yielded objective function values equal to 30 years.  However, the remaining ninety runs were unable to identify 
monitoring designs that detected leakage across all twenty-five of the realizations, resulting in objective function 
values of 1,000,000 years. 
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Fig. 2. Histogram of Objective Values for Ultimate Configurations of 100 Optimization Algorithm Runs, where Objective Function = Max[TFD]. 
4. Discussion 
The results presented above demonstrate that feasible monitoring designs can be identified while applying a 
minimax strategy in the optimization’s objective function.  Such a conservative approach could be beneficial given 
the public’s perceived risk aversion to the consequences of CO2 leakage.  While feasible solutions were identified 
under this objective function, finding the feasible solutions was clearly more challenging.  This can be attributed to 
several factors.  First is the more constraining nature of the objective function.  By effectively requiring that leakage 
must be inferred across all realizations, the feasible solution space was substantially reduced.  Second is the 
discretizing effect of the objective function.  Since many of the potential solutions do not detect leakage in all of the 
realizations, they result in objective function values of 1,000,000 years.  But with no distinction in objective values 
in many potential solutions, the simulated annealing algorithm has no gradient information to utilize to improve 
solutions.  In practice, this means a large fraction of the simulated annealing algorithm iterations are spent randomly 
searching the solution space.  The inclusion of additional sensor types and compound leakage signatures may 
alleviate this issue by introducing the more variation in objective function values. 
Further planned work includes the development of methods to visualize sets of optimal and near-optimal 
monitoring designs.  This will enable analysis of patterns in monitoring designs under alternative objective 
functions. 
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