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1. Introduction
The n × n Toeplitz matrix Tn (f ) generated by a function f in L1 on the complex unit circle T is
defined by Tn (f ) = (tj−k)1j,kn where tk is the kth Fourier coefficient of f ,
tk = 1
2π
∫ 2π
0
f
(
eix
)
e−ikxdx.
Toeplitz matrices occur in many mathematical as well as scientific and engineering investigations.
Banded Toeplitz matrices are an important subclass of Toeplitz matrices. Because of their simplicity
and importance in many applications, banded Toeplitz matrices have been thoroughly studied for a
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long time. In particular, efficient methods for inverting them are already in [5], and for the asymptotic
behavior of the eigenvalues we refer to [1,2], and the references therein.
We here bound ourselves to the case where f is a Laurent polynomial of the form
f (t) = a + 2b cos (x) + 2c cos (2x) , a, b, c ∈ Rwith t = eix and c = 0.
Hence Tn (f ) is the symmetric real pentadiagonal matrix
Pn = Tn (f ) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a b c 0 · · · · · · 0
b a b c 0 · · · 0
c b a b c
. . .
...
0
. . .
. . .
. . .
. . .
. . .
...
0
. . .
. . .
. . .
. . . b c
...
. . . 0 c b a b
0 · · · 0 0 c b a
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Mn(R).
To our knowledge, no general results is known about the localization of the eigenvalues of suchma-
trices. However, we know from [3] that the eigenvalues of symmetric pentadiagonal Toeplitz matrices
cannot be arbitrary.
In this paper, we will express the eigenvalues of the matrix Tn (f ) as the zeros of rational functions
whose poles and residues are determined explicitly. This result leads to an efficient algorithm for
finding the eigenvalues with arbitrary precision.
Firstwewill provea remarkable formula for thedeterminantofPn in termsof Chebyshevpolynomials
of the first, second, third, and fourth kind,whichwill be denoted by Tn,Un,Vn andWn, respectively, [6].
Let us recall that if P = {Pn}n0 is a sequence of orthogonal polynomials, then the kernel Kn,P of P
is defined by
Kn,P (x, y) = Pn+1 (x) Pn (y) − Pn+1 (y) Pn (x)
x − y
if x = y and
Kn,P (x, x) = P′n+1 (x) Pn (x) − Pn+1 (x) P′n (x) .
Theorem 1. We have
det (P2n) = c
2n
4
Kn,V (α1, α2)Kn,W (α1, α2) (1.1)
and
det (P2n+1) = c2n+1Kn,U (α1, α2)Kn+1,T (α1, α2) (1.2)
where α1, α2 ∈ C are defined by
α1 =
−b −
√
b2 − 4c (a − 2c)
4c
and α2 =
−b +
√
b2 − 4c (a − 2c)
4c
As a corollary, we obtain the following, which is our main result.
Theorem 2. (1) The eigenvalues of P2n+1 that are not of the form f
(
exp
(
kπ i
2n+4
))
, k = 1, . . . , 2n + 3,
are precisely the zeros of the functions
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F (λ) =
n+1∑
k=1
sin2
(
2kπ
2n+4
)
λ − f
(
exp
(
2kπ i
2n+4
))
and
G (μ) =
n+1∑
k=0
sin2
(
(2k+1)π
2n+4
)
μ − f
(
exp
(
(2k+1)π i
2n+4
)) .
(2) The eigenvalues of P2n that are not of the form f
(
exp
(
kπ i
2n+3
))
, k = 1, . . . , 2n + 2, are precisely
the zeros of the functions
H (λ) =
n+1∑
k=1
sin2
(
2kπ
2n+3
)
λ − f
(
exp
(
2kπ i
2n+3
))
and
I (μ) =
n∑
k=0
sin2
(
(2k+1)π
2n+3
)
μ − f
(
exp
(
(2k+1)π i
2n+3
)) .
2. An explicit formula for the determinant of the matrix Pn
Our aim here is to demonstrate formulae (1.1) and (1.2). We can for simplicity suppose that c = 1.
Let ζ denote any root of the polynomial x4 + bx3 + ax2 + bx+ 1. If we put α = 1
2
(ζ + 1/ζ ) then
we have
4α2 + 2bα + (a − 2) = 0. (2.1)
Eq. (2.1) has the two complex roots
α1 =
−b −
√
b2 − 4 (a − 2)
4
and α2 =
−b +
√
b2 − 4 (a − 2)
4
.
We first assume that these two roots are distincts, i.e., b2 − 4 (a − 2 ) = 0. We assume also that
ζ = ±1.
We next need some basic properties of the Chebyshev polynomials of the second kind Ui, i  0.
Recall that {Ui} satisfies the three-term recurrence relations
2xUi(x) = Ui+1(x) + Ui−1(x) for i = 1, 2, . . . (2.2)
with the initial conditions U0(x) = 1 and U1(x) = 2x. We also have deg(Ui) = i and
Ui (cos θ) = sin (i + 1) θ
sin θ
(2.3)
for θ ∈ R such that sin θ = 0. Thus, the roots of Ui are cos
(
jπ
i+1
)
, 1  j  i.
From relation (2.3) we deduce that(
ζ − 1
ζ
)
Ui
(
1
2
(
ζ + 1
ζ
))
= ζ i+1 − 1
ζ i+1
(2.4)
for ζ = eiθ .
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Lemma 1. Let α = 1
2
(ζ + 1/ζ ) where ζ denotes any zero of the polynomial x4 + bx3 + ax2 + bx + 1.
Then
Pn
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
U0 (α)
U1 (α)
...
Un−1 (α)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
1
0
...
0
−Un (α)
−bUn (α) − Un+1 (α)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Pn
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
U1 (α)
U2 (α)
...
Un (α)
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−b
−1
0
...
0
−Un+1 (α)
−bUn+1 (α) − Un+2 (α)
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Proof. If ζ is a root of x4 + bx3 + ax2 + bx + 1, then so also is 1/ζ . Consequently,
ζ i+4+bζ i+3+aζ i+2+bζ i+1+ζ i =
(
1
ζ
)i+4
+b
(
1
ζ
)i+3
+a
(
1
ζ
)i+2
+b
(
1
ζ
)i+1
+
(
1
ζ
)i
= 0.
From (2.4) we see that
0 = Ui−1 (α) + bUi (α) + aUi+1 (α) + bUi+2 (α) + Ui+3 (α) .
On the other hand,
aU0 (α) + bU1 (α) + U2 (α)
= 1
ζ − 1
ζ
[
a
(
ζ − 1
ζ
)
+ b
(
ζ 2 − 1
ζ 2
)
+
(
ζ 3 − 1
ζ 3
)]
= 1
ζ − 1
ζ
[(
aζ + bζ 2 + ζ 3
)
− 1
ζ 3
(
aζ 2 + bζ + 1
)]
= 1
ζ − 1
ζ
[
1
ζ
(−1 − bζ ) − 1
ζ 3
(
−ζ 4 − bζ 3
)]
= 1.
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Similarly, by a straightforward computation one can show that
bU0 (α) + aU1 (α) + bU2 (α) + U3 (α) = 0,
and
aU1 (α) + bU2 (α) + U3 (α) = −b,
and
bU1 (α) + aU2 (α) + bU3 (α) + U4 (α) = −1.
This completes the proof of the lemma. 
Let ζ1 and ζ2 be, respectively, the roots of x
4 + bx3 + ax2 + bx + 1 such that
α1 = 1
2
(
ζ1 + 1
ζ1
)
and α2 = 1
2
(
ζ2 + 1
ζ2
)
.
Define
βi = Ui (α1) − Ui (α2) for i = 0, . . . .
From Lemma 1 we get
Pn
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
β0
β1
...
βn−1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
−βn
−bβn − βn+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
and
Pn
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
β1
β2
...
βn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
−βn+1
−bβn+1 − βn+2
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Introducing the triangular matrix
T =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
β1 β0 0 · · · 0
β2 β1 0 · · · 0
...
... 1
. . .
...
βn−1 βn−2 0
. . . 0
βn βn−1 0 · · · 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
∈ Mn(C)
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we obtain
PnT =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 1 0 · · · · · · 0
...
... b 1 0 · · · 0
a b 1
. . .
...
. . .
. . .
. . .
. . .
...
0 0
. . .
. . .
. . . b 1
−βn+1 −βn × · · · ×
−bβn+1 − βn+2 −bβn − βn+1 × · · · ×
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
Obviously det (T) = β21 = 4 (α1 − α2)2 = (1/4)
(
b2 − 4 (a − 2)
)
and
det (PnT) = det
⎛
⎝ −βn+1 −βn
−bβn+1 − βn+2 −bβn − βn+1
⎞
⎠
= det
⎛
⎝ βn+1 βn
βn+2 βn+1
⎞
⎠ .
This immediately gives the following.
Theorem 3. We have
1
4
(
b2 − 4 (a − 2)
)
det (Pn) = det
⎛
⎝ Un+1 (α1) − Un+1 (α2) Un (α1) − Un (α2)
Un+2 (α1) − Un+2 (α2) Un+1 (α1) − Un+1 (α2)
⎞
⎠ ,
(2.5)
where
α1 =
−b −
√
b2 − 4 (a − 2)
4
and α2 =
−b +
√
b2 − 4 (a − 2)
4
.
Weremark thatboth sidesof (2.5) arepolynomials of thevariablesa, band thathence theconditions
b2 − 4 (a − 2 ) = 0 and ζ = ±1 are superfluous.
We now turn to a factorization of the right side of formula (2.5). We begin by recalling some
useful properties of the Chebyshev polynomials {Tn} , {Un} , {Vn} and {Wn} . They all satisfy the same
recurrence relation
Tn+1 (x) = 2xTn (x) − Tn−1 (x) for n = 1, 2, . . . ,
and the different initials conditions are
T0 (x) = U0 (x) = 1, 2T1 (x) = U1 (x) = 2x
and
W0 (x) = V0 (x) = 1, W1 (x) = V1 (x) + 2 = 2x + 1.
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Moreover, we have⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
Tn (cos θ) = cos nθ, Un (cos θ) = sin (n + 1) θ
sin θ
,
Vn (cos θ) =
cos
(
n + 1
2
)
θ
cos 1
2
θ
, Wn (cos θ) =
sin
(
n + 1
2
)
θ
sin 1
2
θ
,
(2.6)
from which it follows that the roots of the polynomials Tn, Un, Vn andWn are, respectively,⎧⎪⎪⎨
⎪⎪⎩
xk = cos
(
k− 1
2
)
π
n
, xk = cos kπn+1 ,
xk = cos
(
k− 1
2
)
π
n+ 1
2
, xk = cos kπ
n+ 1
2
,
with k = 1, ..., n.
The following relations can be easily demonstrated:
(1) Un (x) Tn+1 (x) = 12U2n+1 (x).
(2) Un (x) Tn+2 (x) = 12U2n+2 (x) − 12 .
(3) Un (x) Tn (x) = 12U2n (x) + 12 .
(4) Vn (x)Wn (x) = U2n (x).
(5) Vn (x)Wn+1 (x) = 1 + U2n+1 (x).
(6) Vn+1 (x)Wn (x) = −1 + U2n+1 (x).
(7) Vn (x) = (−1)n Wn (−x).
We put fn (x, y) = det
⎛
⎝ Un+1 (x) Un (y)
Un+2 (x) Un+1 (y)
⎞
⎠ . Then, by simple induction, one can show that
fn (x, x) = 1 for x ∈ C and n ∈ N. Hence, from formula (2.5) we obtain
1
4
(
b2 − 4 (a − 2)
)
det (Pn) = 2 + Un (α1)Un+2 (α2) + Un (α2)Un+2 (α1)
− 2Un+1 (α1)Un+1 (α2) .
On the other hand,
[Un+1 (x)Un (y) − Un+1 (y)Un (x)] [Tn+2 (x) Tn+1 (y) − Tn+2 (y) Tn+1 (x)]
= Un (y) Tn+1 (y) [Un+1 (x) Tn+2 (x)] − Tn+2 (y)Un (y) [Un+1 (x) Tn+1 (x)]
+Un+1 (y) Tn+2 (y) [Un (x) Tn+1 (x)] − Tn+1 (y)Un+1 (y) [Un (x) Tn+2 (x)] .
Using relations 1 to 3 from above we obtain
[Un+1 (x)Un (y) − Un+1 (y)Un (x)] [Tn+2 (x) Tn+1 (y) − Tn+2 (y) Tn+1 (x)]
= 1
2
U2n+1 (y)
1
2
U2n+3 (x) −
[
1
2
U2n+2 (y) − 1
2
] [
1
2
U2n+2 (x) + 1
2
]
+1
2
U2n+3 (y)
1
2
U2n+1 (x) −
[
1
2
U2n+2 (y) + 1
2
] [
1
2
U2n+2 (x) − 1
2
]
= 1
2
U2n+1 (y)
1
2
U2n+3 (x) + 1
2
U2n+3 (y)
1
2
U2n+1 (x) − 1
2
U2n+2 (y)U2n+2 (x) + 1
2
.
This implies
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4 [Un+1 (α1)Un (α2) − Un+1 (α2)Un (α1)] [Tn+2 (α1) Tn+1 (α2) − Tn+2 (α2) Tn+1 (α1)]
= 1
4
(
b2 − 4 (a − 2)
)
det (P2n+1)
= 4 (α1 − α2)2 det (P2n+1) .
Hence we arrived at formula (1.1) if α1 = α2, and therefore, by continuity, also if α1 = α2. The proof
of formula (1.2) is similar:
[Vn+1 (x) Vn (y) − Vn+1 (y) Vn (x)] [Wn+1 (x)Wn (y) − Wn+1 (y)Wn (x)]
= Vn (y)Wn (y) [Vn+1 (x)Wn+1 (x)] − Vn+1 (y)Wn (y) [Vn (x)Wn+1 (x)]
+Vn+1 (y)Wn+1 (y) [Vn (x)Wn (x)] − Vn (y)Wn+1 (y) [Vn+1 (x)Wn (x)]
= U2n (y)U2n+2 (x) − [−1 + U2n+1 (y)] [1 + U2n+1 (x)]
+U2n+2 (y)U2n (x) − [1 + U2n+1 (y)] [−1 + U2n+1 (x)]
= U2n (y)U2n+2 (x) + U2n+2 (y)U2n (x) + 2 − 2U2n+1 (y)U2n+1 (y) .
We remark that the factor Km,P (α1, α2) is a symmetric polynomial of α1 and α2. Consequently,
it can be expressed in terms of the elementary symmetric polynomials α1 + α2 = −b/(2c) and
α1α2 = (a − 2c)/(4c). Hence formulae (1.1) and (1.2) are nothing but an explicit factorization of the
determinant of the centrosymmetric matrix Pm [7].
3. Eigenvalues of the matrix Pn
It follows form Theorem 1 that an eigenvalue λ of the matrix Pm is, according to the parity ofm, a
zero of an equation of the form
Ks,P (α1 (λ) , α2 (λ)) = 0,
where s ∈ N, P ∈ {T,U,W, V}, and
α1 (λ) =
−b −
√
b2 − 4c (a − 2c − λ)
4c
, α2 (λ) =
−b +
√
b2 − 4c (a − 2c − λ)
4c
.
We will deal with the odd case, that is, m = 2n + 1, the proof of the other case being similar. Let
us, for example, assume that λ is an eigenvalue of P2n+1 such that
Kn,U (α1 (λ) , α2 (λ)) = 0. (3.1)
Lemma 2. We have α1 (λ) = α2 (λ) .
Proof. It is classical in the theory of the orthogonal polynomials that
Ks,P (α, α) > 0
for all α ∈ R and s ∈ N. If α1 (λ) = α2 (λ) then wemust have α1 (λ) , α2 (λ) ∈ R and consequently,
det (P2n+1 − λI2n+1) = c2n+1Kn,U (α1 (λ) , α2 (λ))Kn+1,T (α1 (λ) , α2 (λ)) = 0,
which is absurd. 
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Under the assumptions of Theorem 2 we deduce that
Un+1 (α1 (λ))Un+1 (α2 (λ)) = 0 and Tn+2 (α1 (λ)) Tn+2 (α2 (λ)) = 0.
Hence Eq. (3.1) is equivalent to the equation
Un (α1 (λ))
Un+1 (α1 (λ))
− Un (α2 (λ))
Un+1 (α2 (λ))
= 0. (3.2)
On the other hand, since the poles cos
(
kπ
n+2
)
, k= 1, . . . , n + 1, of the rational function Un (x)/
Un+1 (x) are simple, the partial fraction expansion of this function is
Un (x)
Un+1 (x)
=
n+1∑
k=1
rk
x − cos
(
kπ
n+2
) ,
where rk is given by the formula
rk =
Un
(
cos
(
kπ
n+2
))
U′n+1
(
cos
(
kπ
n+2
)) .
Differentiating the relation sin θ · Un+1 (cos θ) = sin (n + 2) θ with respect to θ we get
cos θ · Un+1 (cos θ) − sin2 θ · U′n+1 (cos θ) = (n + 2) cos (n + 2) θ,
from which, after putting θ = kπ
n+2 , it follows that
cos
(
kπ
n + 2
)
Un+1
(
cos
(
kπ
n + 2
))
− sin2
(
kπ
n + 2
)
U′n+1
(
cos
(
kπ
n + 2
))
= (n + 2) cos kπ
Since Un+1
(
cos
(
kπ
n+2
))
= sin kπ/sin
(
kπ
n+2
)
= 0, we deduce that
rk =
Un
(
cos
(
kπ
n+2
))
U′n+1
(
cos
(
kπ
n+2
)) = sin
(
n+1
n+2kπ
)
sin
((
kπ
n+2
)) · − sin2
(
kπ
n+2
)
(n + 2) cos kπ =
sin2
(
kπ
n+2
)
n + 2 .
Thus, we have proved that
Un (x)
Un+1 (x)
= 1
n + 2
n+1∑
k=1
sin2
(
kπ
n+2
)
x − cos
(
kπ
n+2
) .
We now obtain that
Un (α1 (λ))
Un+1 (α1 (λ))
− Un (α2 (λ))
Un+1 (α2 (λ))
= 1
n + 2
n+1∑
k=1
⎡
⎣ sin2
(
kπ
n+2
)
α1 (λ) − cos
(
kπ
n+2
) − sin2
(
kπ
n+2
)
α2 (λ) − cos
(
kπ
n+2
)
⎤
⎦
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= 1
n + 2
n+1∑
k=1
⎡
⎣ (α2 (λ) − α2 (λ)) sin2
(
kπ
n+2
)
(
α1 (λ) − cos
(
kπ
n+2
)) (
α2 (λ) − cos
(
kπ
n+2
))
⎤
⎦
= 1
n + 2
n+1∑
k=1
⎡
⎣ (α2 (λ) − α2 (λ)) sin2
(
kπ
n+2
)
α1 (λ) α2 (λ) − (α1 (λ) + α2 (λ)) cos
(
kπ
n+2
)
+ cos2
(
kπ
n+2
)
⎤
⎦
with
α1 (λ) α2 (λ) − (α1 (λ) + α2 (λ)) cos
(
kπ
n + 2
)
+ cos2
(
kπ
n + 2
)
= a − 2c − λ
4c
+ b
2c
cos
(
kπ
n + 2
)
+ cos2
(
kπ
n + 2
)
= − 1
4c
(
λ − a − 2b cos
(
kπ
n + 2
)
− 4c cos2
(
kπ
n + 2
)
− 2c
)
= − 1
4c
(
λ − f
(
exp
(
2kπ i
2n + 4
)))
.
Consequently, Eq. (3.2) is transformed into
F (λ) =
n+1∑
k=1
sin2
(
2kπ
2n+4
)
λ − f
(
exp
(
2kπ i
2n+4
)) = 0.
The same reasoning shows that if μ is such that Kn+1,T (α1 (μ) , α2 (μ)) = 0, then
Tn+1 (α1 (μ))
Tn+2 (α1 (μ))
− Tn+1 (α2 (μ))
Tn+2 (α2 (μ))
= 0. (3.3)
Since the poles cos
(
k+ 1
2
)
π
n+2 = cos (2k+1)π2n+4 , k = 0, ..., n+1, of the rational function Tn+1 (x)/Tn+2 (x)
are simple, the partial fraction expansion of this function takes the form
Tn+1 (x)
Tn+2 (x)
=
n+1∑
k=0
ηk
x − cos (2k+1)π
2n+4
,
where ηk is given by the formula
ηk =
Tn+1
(
cos
(2k+1)π
2n+4
)
T ′n+2
(
cos
(2k+1)π
2n+4
) .
On the other hand,
Tn+1
(
cos
(2k + 1) π
2n + 4
)
= cos
(
(2k + 1) (n + 1) π
2n + 4
)
= cos
(
(2k + 1) π
2
− (2k + 1) π
2n + 4
)
= − sin
(
kπ − (2k + 1) π
2n + 4
)
= (−1)k sin (2k + 1) π
2n + 4 ,
and since T ′n+2 (x) = (n + 2)Un+1 (x) (see [6]),
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ηk =
(−1)k sin (2k+1)π
2n+4
(n + 2)Un+1
(
cos
(2k+1)π
2n+4
)
= 1
n + 2
(−1)k sin (2k+1)π
2n+4
sin
(
k + 1
2
)
π
. sin
(2k + 1) π
2n + 4 =
sin2
(
(2k+1)π
2n+4
)
n + 2 .
We have thus proved the formula
Tn+1 (x)
Tn+2 (x)
= 1
n + 2
n+1∑
k=0
sin2
(
(2k+1)π
2n+4
)
x − cos
(
(2k+1)π
2n+4
) ,
which implies that μ is a zero of the function G. This completes the proof of Theorem 2.
4. An interlacing result
Let us suppose that xk := f
(
exp
(
2kπ i
2n+4
))
, k = 1, . . . , n + 1, are all distinct and arranged in
ascending order x1 < x2 < · · · < xn < xn+1. Then F has n zeros λ1, . . . , λn such that
x1 < λ1 < x2 < λ1 < · · · < λn < xn+1.
Similarly if yk+1 := f
(
exp
(
(2k+1)π i
2n+4
))
, k = 0, . . . , n + 1, are all distinct and arranged in ascending
order y1 < y2 < · · · < yn+1 < yn+2, then G possesses n + 1 zeros μ1, . . . , μn+1 such that
y1 < μ1 < y2 < μ1 < · · · < μn+1 < yn+2.
Hence the eigenvalues of P2n+1 are precisely λ1, . . . , λn and μ1, . . . , μn+1.
We now turn to the case where f
(
exp
(
2rπ i
2n+4
))
= f
(
exp
(
2sπ i
2n+4
))
for some r, s = 1, . . . , n.
Then we can change b to b (ε) to obtain
(
fε
(
exp
(
2rπ i
2n+4
)))
0kn+1 such that fε
(
exp
(
2rπ i
2n+4
))
<
fε
(
exp
(
2sπ i
2n+4
))
, where
fε
(
eix
)
= a + 2b (ε) cos (x) + 2c cos (2x) .
For ε sufficiently small, there exists an eigenvalue λε of the matrix T2n+1 (fε) such that
fε
(
exp
(
2rπ i
2n + 4
))
< λε < fε
(
exp
(
2sπ i
2n + 4
))
.
Since the eigenvalues of a symmetric real matrix are continuous functions of the coefficients of that
matrix (Ostrovski’s theorem), we conclude thatλε converges to an eigenvalue of thematrix P2n+1 when
ε tends to 0. The case 2n is treated similarly.
In summary, we arrive at the following result which was previously already established by Fasino
in [4] using different methods.
Theorem 4. (1) Let
xk := f
(
exp
(
2kπ i
2n + 4
))
, k = 1, . . . , n + 1,
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and
yk+1 := f
(
exp
(
(2k + 1) π i
2n + 4
))
, k = 0, . . . , n + 1,
be arranged in ascending order x1  x2  · · ·  xn  xn+1 and y1  y2  · · ·  yn+1  yn+2. Then,
P2n+1 has n eigenvalues λ1, . . . , λn such that
x1  λ1  x2  λ1  · · ·  λn  xn+1
and n + 1 eigenvalues μ1, . . . , μn+1 such that
y1  μ1  y2  μ1  · · ·  μn+1  yn+2.
(2) Arrange
xk := f
(
exp
(
2kπ i
2n + 3
))
, k = 1, . . . , n + 1,
and
yk+1 := f
(
exp
(
(2k + 1) π i
2n + 3
))
, k = 0, . . . , n,
in ascending order x1  x2  · · ·  xn  xn+1 and y1  y2  · · ·  yn  yn+1. Then P2n has n
eigenvalues λ1, . . . , λn such that
x1  λ1  x2  λ1  · · ·  λn  xn+1
and n eigenvalues μ1, . . . , μn such that
y1  μ1  y2  μ1  · · ·  μn  yn+1.
5. Conclusion
We established results on real symmetric pentadiagonal Toeplitz matrices, which can serve as a
method to compute the eigenvalues of such matrices numerically by standards methods such as the
bisection or the Newton methods.
One could ask if the results of the Theorem 2 can been generalized to the general matrix Tn (f )?
This is certainly possible, since eigenvalues of symmetric banded matrices are known to be zeros of
orthogonal matrix polynomials, which are related to Chebyshev polynomials in the case of Toeplitz
matrices. However, the resulting explicit formulae will probably be too complicated to be of any use.
We conclude by quoting the result in the tridiagonal case, that is, in the case where
f (t) = a + 2b cos (x) , a, b ∈ Rwith t = eix and b = 0.
In this case, it is known that the characteristic polynomial of Tn (f ) is Un
(
x−a
2b
)
. Using that
U2n+1
(
x − a
2b
)
= 2Tn+1
(
x − a
2b
)
Un
(
x − a
2b
)
,
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one can easily show that the eigenvalues of T2n+1 (f ) are the zeros of the functions
Tn+1
(
x−a
2b
)
Tn+2
(
x−a
2b
) = 2b
n + 2
n+1∑
k=0
sin2
(
(2k+1)π
2n+4
)
x − f
(
exp
(
(2k+1)π i
2n+4
))
and
Un
(
x−a
2b
)
Un+1
(
x−a
2b
) = 2b
n + 2
n+1∑
k=1
sin2
(
2kπ
2n+4
)
x − f
(
exp
(
2kπ i
2n+4
)) .
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