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We first introduce heterodyne quantum state tomography, a reliable method for continuous variable
quantum state certification which directly yields the elements of the density matrix of the state
considered and analytical confidence intervals, using heterodyne detection. This method neither
needs mathematical reconstruction of the data, nor discrete binning of the sample space, and uses a
single Gaussian measurement setting.
Beyond quantum state tomography and without its identical copies assumption, we also derive a
general protocol for verifying continuous variable pure quantum states with Gaussian measurements
against fully malicious adversaries. In particular, we make use of a de Finetti reduction for infinite-
dimensional systems [1]. As an application, we consider verified universal continuous variable
quantum computing, with a computational power restricted to Gaussian operations and an untrusted
non-Gaussian states source.
These results are obtained using a new analytical estimator for the expected value of any operator
acting on a continuous variable quantum state with bounded support over the Fock basis, computed
with samples from heterodyne detection of the state.
I. INTRODUCTION
Out of the many properties featured by quantum
physics, the impossibility to perfectly determine an un-
known state [2] is specially interesting. This property is
at the heart of quantum cryptography protocols such as
quantum key distribution [3]. On the other hand, it makes
certification of the correct functioning of quantum devices
a challenge, since the output of such devices can only
be determined approximately, through repeated measure-
ments over numerous copies of the output states. With
rapidly developing quantum technologies for communica-
tion, simulation, computation and sensing, the ability to
assess the correct functioning of quantum devices is of
major importance, for near-term systems, the so-called
Noisy Intermediate-Scale Quantum (NISQ) devices [5],
and for the more sophisticated devices.
Depending on the desired level of trust, various methods
are available for certifying the output of quantum devices.
Quantum state tomography [6] is an important technique
which aims at reconstructing a good approximation of the
output state of a quantum device by performing multiple
rounds of measurements on several copies of said output
states. Given an ensemble of identically prepared systems,
with measurement outcomes from the same observable,
one can build up a histogram, from which a probability
density can be estimated. According to Born’s rule, this
probability density is the square modulus of the state
coefficients, taken in the basis corresponding to the mea-
surement. However, a single measurement setting cannot
yield the full state information since the phase of its co-
efficients are then lost. Many sets of measurements on
∗Electronic address: ulysse.chabaud@gmail.com
many subensembles must be performed and combined to
reconstruct the density matrix of the state. The data do
not yield the state directly, but rather indirectly through
data analysis. Quantum state tomography assumes an
independent and identically distributed (i.i.d.) behaviour
for the device, i.e. that the density matrix of the output
state considered is the same at each round. This assump-
tion may be relaxed with a tradeoff in the efficiency of
the protocol [7]. In the following, the task of checking the
correct functioning of a quantum device is denoted certi-
fication when i.i.d. behaviour is assumed, and verification
without the i.i.d. assumption.
When the quantum device is untrusted, possibly con-
trolled by a fully malicious adversary, e.g. in the context
of delegated quantum computing, the task of quantum
verification is to ensure that either the device behaved
properly, or the computation aborts with high probability.
While delegated computing is a natural platform for utilis-
ing the emerging NISQ devices, one can provide a physical
interpretation to this adversarial setting by emphasising
that we aim for deriving verification schemes that make
no assumptions whatsoever about the noise model of the
underlying systems. Various methods for verification of
quantum devices have been investigated, in particular
for discrete variable quantum information [8], and they
provide different efficiencies and security parameters de-
pending on the computational power of the verifier. The
common feature for all of these approaches is to utilise
some basic obfuscation scheme that allows to reduce the
problem of dealing with a fully general noise model, or
a fully general adversarial deviation of the device, to a
simple error detection scheme [9].
In this work, we consider the setting of quantum infor-
mation with continuous variables [10], in which quantum
states live in an infinite-dimensional Hilbert space. Con-
tinuous variable quantum computing is a powerful alter-
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2native to discrete variable quantum computing. Firstly,
it is compatible with standard network optics technol-
ogy, where more efficient measurements are available.
Secondly, it allows for unprecedented scaling in entangle-
ment, with entangled states of up to tens of thousands of
subsystems reported [11] generated deterministically. A
continuous variable quantum process or state can be de-
scribed by a quasi-probability distribution in phase space,
often the Wigner function [12], but also the Husimi Q
function [13] or the Glauber–Sudarshan P function. This
allows for a simple and experimentally relevant classifica-
tion of quantum states: those with a Gaussian quasiprob-
ability distibutions are called Gaussian states, and the
others non-Gaussian states. By extension, operations
mapping Gaussian states to Gaussian states are also called
Gaussian. These Gaussian operations and states are the
ones implementable with linear optics and quadratic non-
linearities [14], and are hence relatively easy to construct
experimentally.
Certification of quantum states, i.e. checking that the
output state of a quantum device is close to a target state,
may be done with linear optics for continuous variable
states using optical homodyne tomography [15]. This
method allows to reconstruct the Wigner function of a
generic state using only Gaussian measurements, namely
homodyne detection. Because of the continuous character
of its outcomes, one must proceed to a discrete binning of
the sample space, in order to build probability histograms.
Then, the state representation in phase space is deter-
mined by a mathematical reconstruction. For multimode
Gaussian states, more efficient certification methods have
been derived [16] with Gaussian measurements. These
methods involve the computation of a fidelity witness, i.e.
a lower bound on the fidelity, from the measured samples.
The cubic phase state certification protocol of [17] also
introduces a fidelity witness, and is an example of certifica-
tion of a non-Gaussian state with Gaussian measurements,
which assumes an i.i.d. state preparation. The verifica-
tion protocol for Gaussian continuous variable weighted
hypergraph states of [18] removes this assumption.
In this work we address two main issues. Firstly, ex-
isting continuous variable homodyne tomography is not
reliable in the sense of [7], because errors coming from
the reconstruction procedure are indistinguishable from
errors coming from the data. Secondly, to the best of
our knowledge there is no Gaussian verification protocol
for non-Gaussian states without i.i.d. assumption. We
thus introduce a general receive-and-measure protocol
for building trust for continuous variable quantum states,
using solely Gaussian measurements, namely heterodyne
detection (Fig. 1). This protocol allows to perform reliable
continuous variable quantum state tomography based on
heterodyne detection, which we call heterodyne tomogra-
phy. In particular, this tomography only needs a single
fixed measurement setting, compared to homodyne tomog-
raphy. This protocol also provides a mean for certifying
continuous variable quantum states, under the i.i.d. as-
sumption. Finally, the same protocol also allows to verify
FIG. 1: A schematic representation of heterodyne measure-
ment of a state |ψ〉. The dashed red lines represent balanced
beamsplitters. LO stands for local oscillator, i.e. strong coher-
ent states.
continuous variable states, without the i.i.d. assumption.
For these three applications, the measurements performed
are the same. It is only the set of subsystems to be mea-
sured and the classical post-processing performed that
differ from one application to another.
We detail the structure of the protocol in Section II, and
we give in Section III our main technical result: an estima-
tor for the expected value of an operator acting on a state
with bounded support over the Fock basis. The estimate
is expressed as an expected value under a Gaussian mea-
surement, heterodyne detection [19]. Similar estimates
have been obtained in the context of imperfect heterodyne
detection [20, 21]. We go beyond these works in two dif-
ferent respects: using this result, we introduce heterodyne
tomography in Section IV and compute analytical bounds
on its efficiency. We then derive in Section V a continuous
variable quantum state receive-and-measure certification
protocol with Gaussian measurements against i.i.d. ad-
versary, and we generalise it to a verification protocol
against fully malicious adversary in Section VI, using a de
Finetti reduction for infinite-dimensional systems [1]. As
an application, we consider universal continuous variable
quantum computing with Gaussian resources and verified
non-Gaussian states.
II. DESCRIPTION OF THE PROTOCOL
As mentioned above, continuous variable quantum
states live in an infinite-dimensional Hilbert space H,
spanned by the Fock basis {n}n∈N, and are equivalently
represented in phase space by their Husimi Q function [13],
a smoother relative of the Wigner function. Given a single-
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FIG. 2: A schematic representation of the protocol. The tester
(within the dashed rectangle) receives a continuous variable
quantum state σN over N subsystems. This state could be
for example the outcome of N successive runs of a physical
experiment, the output of a commercial quantum device, or
directly sent by some quantum server. The tester measures
with heterodyne detection some of the subsystems of σN , and
uses the samples and some classical post-processing to deduce
information about the remaining subsystems.
mode state σ, its Q function is defined as:
Qσ(α) =
1
pi
〈α|σ|α〉 , (1)
for all α ∈ C, where |α〉 = e− |α|
2
2
∑+∞
n=0
αn√
n!
|n〉 is a coher-
ent state. In particular,
Qσ(α) =
1
pi
Tr (|α〉 〈α|σ) = Tr (Πασ) , (2)
where {Πα}α∈C =
{
1
pi |α〉 〈α|
}
α∈C is the Positive Operator
Valued Measure for heterodyne detection [19].
This detection, also called double homodyne or eight-
port homodyne, consists in splitting the measured state
with a beamsplitter and measuring both ends with ho-
modyne detection (Fig. 1). This corresponds to a joint
noisy measurement of quadratures q and p. This is a
Gaussian measurement, which yields two real outcomes,
corresponding to the real and imaginary parts of α. The
Q function of a single-mode state thus is a probability
density function over C, and measuring such a state with
heterodyne detection amounts to sampling from its Q
function.
Using this detection, one may acquire knowledge about
an unknown continuous variable quantum state. More
precisely, we define the following receive-and-measure pro-
tocol, depicted in Fig. 2: given a quantum state σN over
N subsystems, measure with heterodyne detection some
of the subsystems, thus obtaining the samples α. Then,
post-process these samples to retrieve information about
the remaining subsystems. The way the subsystems to be
measured are chosen and the post-processing performed
depend on the application considered.
We show in the following sections how this protocol may
be used to perform reliable continuous variable quantum
state tomography, certification, and verification, and we
detail the corresponding choice of subsystems and the
classical post-processing for each task. In the next section,
we first introduce notations and technical results which
will be used in the rest of the paper.
III. NOTATIONS AND MAIN TECHNICAL
RESULTS
We present in this section our main technical result,
which gives an estimator for the expected value of an
operator acting on a state with bounded support over the
Fock basis. From this result, we derive various protocols
in the following sections, ranging from tomography to
state verification.
Let us introduce for m,n ≥ 0 the polynomials
Lm,n(z) = ezz∗ (−1)
m+n
√
m!
√
n!
∂m+n
∂zm∂z∗n
e−zz
∗
, (3)
for all z ∈ C, which are, up to a normalisation, the
Laguerre 2D polynomials, appearing in particular in the
expressions of Wigner function of Fock states [22]. For
any operator A =
∑+∞
k,l=0Akl |k〉 〈l| and all E ∈ N, we
define from these polynomials the function
fA(z, η) =
1
η
e(1−
1
η )zz
∗
E∑
k,l=0
AklLk,l
(
z√
η
)
, (4)
for all z ∈ C, and all 0 < η < 1. With the same notations,
we also define the following constant:
KA =
E∑
k,l=0
|Akl|
√
(k + 1)(l + 1). (5)
We omit the dependencies in E for brevity.
The function fA, being a polynomial multiplied by a
converging Gaussian function, is bounded over C. We now
state our main technical result, which relates expected
values of a state with a bounded support over the Fock
basis under a general operator to expected values of such
a function applied to samples from the Q function of this
state.
Theorem 1. Let E ∈ N and let 0 < η < 2E . Let
also A =
∑+∞
k,l=0Akl |k〉 〈l| be an operator and let
σ =
∑E
m,n=0 σmn |m〉 〈n| be a density operator with
bounded support. Then,∣∣∣∣Tr (Aσ)− Eα←Qσ[fA(α, η)]
∣∣∣∣ ≤ ηKA, (6)
where E
α←Qσ
[f(α)] denotes the expected value of the function
f defined in Eq. (4) for samples drawn from Qσ, and
where the constant K is defined in Eq. (5).
The proof of Theorem 1 is detailed in Appendix B 1.
This result provides an estimator for the expected value
of any operator A acting on a continuous variable state σ
with bounded support over the Fock basis. This estima-
tor is the expected value of a bounded function fA over
samples drawn from the probability density correspond-
ing to a Gaussian measurement of σ, namely heterodyne
4detection. The right hand side of Eq. (6) is an energy
bound, which depends on the operator A and the value
E.
When the operator A is the density matrix of a con-
tinuous variable pure state τ , the previous estimator ap-
proximates the fidelity F (τ, σ) between τ and σ (see Ap-
pendix A). With the same notations:
Corollary 1. Let E ∈ N and let 0 < η < 2E . Let
also τ =
∑+∞
k,l=0 τkτ
∗
l |k〉 〈l| be a pure state and let
σ =
∑E
m,n=0 σmn |m〉 〈n| be a density operator with
bounded support. Then,∣∣∣∣F (τ, σ)− Eα←Qσ[fτ (α, η)]
∣∣∣∣ ≤ ηKτ ≤ η2 (E + 1)(E + 2),
(7)
where the function f is defined in Eq. (4) and the constant
K in Eq. (5).
The proof of Corollary 1 comes directly from Theorem 1,
as detailed in Appendix B 2. This result provides an
estimator for the fidelity between any continuous variable
pure state τ and any continuous variable state σ with
bounded support over the Fock basis. This estimator is
the expected value of a bounded function fτ over samples
drawn from the probability density corresponding to a
Gaussian measurement of σ, namely heterodyne detection.
The right hand side of Eq. (7) is an energy bound, which
may be refined depending on the expression of τ . In
particular the second bound is independent of the target
state τ .
Given these results, one may choose a target pure state
τ , and measure with heterodyne detection various copies
of the output state σ of a quantum device with bounded
support over the Fock basis. Then, using the samples
obtained, one may estimate the expected value of fτ , thus
obtaining an estimate of the fidelity between the states
τ and σ. In the next section, we develop this idea by
introducing a reliable method for performing continuous
variable quantum state tomography using heterodyne
detection.
IV. HETERODYNE QUANTUM STATE
TOMOGRAPHY
Quantum state tomography aims at characterising the
output state of a quantum device by measuring successive
output states and making use of the samples obtained to
reconstruct the corresponding density matrix. Current
methods for quantum state tomography in continuous
variable use outcomes from many different homodyne
detection settings, corresponding to measurements of
quadratures rotated in phase space, in order to recon-
struct the phase information on the coefficients of the
density matrix of the measured state. This is done first
by introducing a binning of the sample space, then by
building probability histograms from the data, and finally
by using data analysis to recover an approximation of
the phase space representation of the state considered.
These methods make two assumptions: firstly the mea-
sured states are all equal (i.i.d.), and secondly they have
a bounded support over the Fock basis [15].
We present a complementary method for continuous
variable quantum state tomography with Gaussian mea-
surements which has the advantage of providing analytical
confidence intervals, without the need for a reconstruc-
tion of the phase-space distribution. Our method directly
provides approximates of the elements of the state density
matrix, phase included. As such, neither mathematical re-
construction of the phase, nor binning of the sample space
is needed, since the samples are used only to compute
expected values of bounded functions. Moreover, only a
single Gaussian measurement setting is needed, namely
heterodyne detection. This detection, also called double
homodyne detection, consists in splitting the measured
state with a beamsplitter and measuring both ends with
homodyne detection. Heterodyne detection amounts to
measuring both quadratures at the same time, and is
effectively sampling from the Q function of the measured
state (see [19] for further details on this detection).
Let α = α1, . . . , αN ∈ C, for N ≥ 1. For  > 0 and
k, l ∈ N, we define
F˜ kl(α) =
1
N
N∑
i=1
f|l〉〈k|
(
αi,

K|l〉〈k|
)
, (8)
where the function f is defined in Eq. (4) and the constant
K in Eq. (5). The next result shows that this estimator,
when computed using samples from heterodyne detection
of N copies of a quantum state, approximates the matrix
elements of this state with high probability. We use the
notations of Theorem 1.
Theorem 2. Let , ′ > 0, let k, l ≥ 0, let N ≥ 1,
and let α = α1, . . . , αN be samples obtained by mea-
suring with heterodyne detection N copies of a state
σ =
∑E
m,n=0 σmn |m〉 〈n| with bounded support, for E ∈
N. Then ∣∣∣σkl − F˜ kl(α)∣∣∣ ≤ + ′, (9)
with probability greater than
1− 4e−N
2+k+l′2
Ckl , (10)
where the estimate F˜ kl(α) is defined in Eq. (8), and where
Ckl is a constant depending on k, l.
The full expression of the constant Ckl is given in
Eq. (C22), in Appendix C, along with the proof of the
result. This proof combines Theorem 1 with Hoeffding
inequality, which quantifies the speed of convergence of
the sample mean towards the expected value of a bounded
random variable. Theorem 2 quantifies the quality of the
estimate F˜ kl(α) of a single density matrix element σkl.
Building on this result, we obtain the efficiency of
tomography with heterodyne detection, which we call
5heterodyne tomography, which corresponds to the recon-
struction of the full density matrix:
Theorem 3 (Efficiency of heterodyne tomography). Let
, ′ > 0, let N ≥ 1, and let α = α1, . . . , αN be samples
obtained by measuring with heterodyne detection N copies
of a state σ =
∑E
m,n=0 σmn |m〉 〈n| with bounded support,
for E ∈ N. Then∣∣∣σkl − F˜ kl(α)∣∣∣ ≤ + ′, (11)
for all 0 ≤ k, l ≤ E, with probability greater than
1−
∑
0≤k≤l≤E
4e
−N2+k+l′2Ckl , (12)
where the estimate F˜ kl(α) is defined in Eq. (8), and where
Ckl is a constant depending on k, l.
The proof of this theorem directly comes from applying
Theorem 2 for all values of k, l between 0 and E, together
with the union bound. In light of this result, the princi-
ple for heterodyne tomography is straightforward and as
follows: N identical copies σ⊗N of the output quantum
state of some physical experiment are measured with het-
erodyne detection, yielding the values α = α1, . . . , αN .
These values are used to compute the estimates F˜kl(α),
defined in Eq. (8), for all k, l in the range of energy of
the experiment. Then, Theorem 3 directly provides confi-
dence intervals for all these estimates of σkl, the matrix
elements of the density operator σ, without the need for
a binning of the sample space or any additional data re-
construction. Furthermore, only one measurement setting
is needed. This contrasts with homodyne tomography
where many measurements settings are necessary. For a
desired precision  and a failure probability δ, the number
of samples needed scales as N = poly(1/, log(1/δ)).
Both homodyne quantum state tomography and het-
erodyne quantum state tomography assume a bounded
support over the Fock basis for the density matrix of the
output state considered, i.e. that all matrix elements are
equal to zero beyond a certain value, and that the output
quantum states are i.i.d., i.e. all measured output states
are independent and identical. While these assumptions
are natural when looking at the output of a physical exper-
iment, corresponding to a noisy partially trusted quantum
device with bounded energy, they may be questionable
in the context of untrusted devices. We show in the next
sections how to remove these assumptions: in Section V,
we drop the bounded support assumption by deriving
a certification protocol for continuous variable quantum
states of an i.i.d. device with heterodyne detection, and
in Section VI we drop both assumptions, by deriving a
general verification protocol for continuous variable quan-
tum states against an adversary who can potentially be
fully malicious.
V. QUANTUM STATE CERTIFICATION WITH
GAUSSIAN MEASUREMENTS
In this section, we consider the certification of the out-
put of an i.i.d. quantum device, i.e. which output state is
the same at each round. However, we do not assume that
the output states of the device have bounded support over
the Fock basis. This is instead ensured probabilistically
using the samples from heterodyne detection.
Our continuous variable quantum state certification
protocol then is the following: let τ be a target pure state,
of which one wants to certify m copies. The value E
is a free parameter of the protocol. One instructs the
i.i.d. device to prepare N +m copies of τ . One keeps m
copies σ⊗m, and measures the N others with heterodyne
detection, obtaining the samples α = α1, . . . , αN . One
records the number R of samples such that |αi|2 > E.
We refer to this step as support estimation. For  > 0,
one also computes with the same samples the estimate
F˜ ,mτ (α) =
[
1
N
N∑
i=1
fτ
(
αi,

(m+ 1)Kτ
)]m
, (13)
where the function f is defined in Eq. (4) and the constant
K in Eq. (5). The next result quantifies how close this
estimate is from the fidelity between the remaining m
copies of the output state σ⊗m of the tested device and
m copies of the target state τ⊗m.
Theorem 4 (Gaussian certification of continuous vari-
able quantum states). Let , ′ > 0, let N ≥ 1, and let
α = α1, . . . , αN be samples obtained by measuring with
heterodyne detection N copies of a state σ. Let E in N,
and let R be the number of samples such that |αi|2 > E.
Let also τ be a pure state. Then for all m ∈ N∗,∣∣∣F (τ⊗m, σ⊗m)− F˜ ,mτ (α)∣∣∣ ≤ + ′, (14)
with probability greater than
1− (P iidSupport + P iidHoeffding) , (15)
where
P iidSupport =
1
N
√
R+ 1e
(R+1)2
N+1 , (16)
P iidHoeffding = 2e
− N2+2E′2
(m+1)4+2ECiidτ , (17)
where the estimate F˜ ,mτ (α) is defined in Eq. (13), and
where Ciidτ is a constant depending on τ .
The proof goes along the same lines as the one of The-
orem 2, with the addition of the support estimation step,
which is detailed in Appendix D 1. The full expression for
the constant Ciidτ is given in Eq. (D12) in Appendix D 2,
along with the proof of the theorem. This theorem being
valid for all continuous variable target pure states τ , the
6failure probability may be greatly reduced depending on
the expression of τ . The number of samples needed for cer-
tifying a given number of copies m with a precision  and
a failure probability δ scales as N = poly(m, 1/, 1/δ).
This certification protocol may be promoted to a verifi-
cation protocol by removing the i.i.d. assumption, using
a de Finetti reduction for infinite-dimensional systems [1].
This is the focus of the next section.
VI. QUANTUM STATE VERIFICATION WITH
GAUSSIAN MEASUREMENTS
We now consider a cryptographic setting, where a ver-
ifier delegates the preparation of a continuous variable
quantum state to a potentially malicious party, called the
prover. One could consider the verifier as the experimen-
talist in the lab and the prover the noisy device, where
we aim not to make any assumptions about its correct
functionality or noise model. Given the absence of any
direct error correction mechanism that permits a fault
tolerant run of the device, the aim of verification is to
ensure that a wrong outcome is not being accepted. In
the context of state verification, this amounts to making
sure that the output state of the tested device is close
enough to an ideal target state.
The prover is not supposed to have i.i.d. behaviour.
In particular, when asked for various copies of the same
state, he may actually send a large state entangled over
all subsystems, possibly also entangled with a quantum
memory on his side. In that case, the certification protocol
derived in the previous section is not reliable. With
usual tomography measurements, the number of samples
needed for a given precision of the fidelity estimate scales
exponentially in the number of copies to verify. This is an
essential limitation of quantum tomography techniques,
because they check all possible correlations between the
different subsystems.
However we prove that, because of the symmetry of
the protocol, the verifier can assume that the prover
is sending permutation invariant states, i.e. states that
are invariant under any permutation of their subsystems.
After a specific support estimation step, reduced states
of permutation-invariant states are probabilistically close
to almost-i.i.d. states, i.e. states that are i.i.d. on almost
all subsystems. At the heart of this reduction is the de
Finetti theorem for infinite-dimensional systems of [1],
which allows restricting probabilistically to an almost-i.i.d.
prover.
The verification protocol then works as follows: the
verifier wants to verify m copies of a target pure state
τ . The numbers N , K, S, and E are free parameters of
the protocol. The verifier instructs the prover to prepare
N +K copies of τ and send all of them one by one to the
verifier. It picks K subsystems at random and measures
them with heterodyne detection, obtaining the samples
β1, . . . , βK . It records the number R of values |βi|2 > E.
It discards S subsystems at random and measures all the
others but m chosen at random with heterodyne detection,
obtaining the samples α = α1, . . . , αN−S−m. Finally, the
verifier computes with these samples the estimate
F˜τ (α) =
[
1
N − S −m
N−S−m∑
i=1
fτ
(
αi,

(m+ 1)Kτ
)]m
,
(18)
where the function f is defined in Eq. (4) and the constant
K in Eq. (5). Then we have the following result:
Theorem 5 (Gaussian verification of continuous vari-
able quantum states). Let N,K ≥ 1 and let σN+K be a
state over N +K subsystems. Let β1, . . . , βK be samples
obtained by measuring K subsystems at random with het-
erodyne detection and let σN be the remaining state after
the measurement. Let E in N, and let R be the number
of samples such that |βi|2 > E. Let also S ≥ m, and
let σm be the state remaining after discarding S subsys-
tems of σN at random, and measuring N − S −m other
subsystems at random with heterodyne detection, yielding
the samples α = α1, . . . , αN−S−m. Let , ′ > 0 and let
′′ = pi2
√
m(S+m−1)
N−S . Let τ be a target pure state. Then,∣∣∣F (τ⊗m, σm)− F˜τ (α)∣∣∣ ≤ +′+′′+ pi
2
PdeFinetti, (19)
with probability greater than
1− (PSupport + PdeFinetti + PHoeffding) , (20)
where
PSupport = 8K
3/2e−
K
9 (
S
4N− 2RK )
2
, (21)
PdeFinetti = S
E2/2e−
S(S+1)
N , (22)
PHoeffding = 2
(
N − S
S
)
×
e
− 2(N−2S)
(m+1)4+2E
(
1+E′
Cτ
− 2S(m+1)2+EN−S−m
)2
, (23)
where the estimate F˜τ (α) is defined in Eq. (18), and where
Cτ is a constant depending on τ .
The full expression of Cτ is given in Appendix E, along
with the proof of the theorem. This proof combines
three main ingredients: a support estimation step for
permutation-invariant states using samples from hetero-
dyne detection, the de Finetti reduction from [1], and a
refined version of Hoeffding inequality for superpositions
of almost-i.i.d. states under a product measurement. The
three terms appearing in the above expression of the prob-
ability correspond to these three ingredients, respectively.
For specific choices of the free parameters of the pro-
tocol, detailed in Appendix E 2, the number of samples
needed for a precision of  and a failure probability of
7δ scale as N = poly(m, 1/, 1/δ). In particular, the effi-
ciency of the protocol may be greatly refined by taking
into account the expression of τ in the Fock basis.
This verification protocol let the verifier gain confi-
dence about the precision of the estimate of the fidelity in
Eq. (18). If the value of the the estimate is close enough
to 1, the verifier may then decide to use the state to run a
computation. Indeed, statements on the fidelity of a state
allow inferring the correctness of any trusted computation
done afterwards using this state. Let η > 0, and let O be
the observable corresponding to the result of the trusted
computation performed on σm, the reduced state over m
subsystems instead of τ⊗m, m copies of the target state
τ — in other words, O encodes the resources which the
verifier can perform perfectly (ancillary states, evolution
and measurements), the imperfections being encoded in σ
—; then F (τ⊗m, σm) ≥ 1− η implies the following bound
on the total variation distance between the probability
densities of the computation output of the actual and the
target computations (see Appendix A):
‖POτ⊗m − POσm‖tvd ≤ D(τ⊗m, σm) ≤
√
η. (24)
What this means is the distribution of outcomes for the
state σm sent by the prover is almost indistinguishable
from the distribution of outcomes for m copies of the ideal
state τ , when the fidelity is close enough to one.
As an application, we consider verified universal contin-
uous variable quantum computing, with a computational
power restricted to Gaussian operations and an untrusted
non-Gaussian states source: universal continuous vari-
able quantum computing can be realised with Gaussian
computational power, with the addition of non-Gaussian
states at the beginning of the computation [10, 23]. A
polynomial number of non-Gaussian state injections may
be used to engineer a polynomial number of non-Gaussian
gates within a Gaussian computation. A verifier with
Gaussian computational power may thus achieve verified
universal continuous variable quantum computing, by ver-
ifying the preparation of various copies of a non-Gaussian
state delegated to a prover with the previous protocol,
and injecting these copies into its Gaussian computation.
This approach for verifying continuous variable quan-
tum computing is experimentally relevant, as Gaussian
quantum processes are the easiest to implement with
current technology.
VII. SUMMARY OF RESULTS AND
CONCLUSION
Determining an unknown quantum state is difficult es-
pecially in continuous variable, where it is described by
possibly infinitely many complex parameters. Existing
methods like homodyne quantum state tomography re-
quire many different measurement settings, and heavy
classical post-processing. For that purpose, we have in-
troduced heterodyne quantum state tomography, which
uses a single Gaussian measurement setting and allows to
retrieve the density matrix of an unknown state without
the need for data reconstruction nor binning of the sam-
ple space. We expect heterodyne tomography to be less
efficient that homodyne tomography, however heterodyne
tomography is more reliable, in the sense that it provides
a better management of errors and analytical confidence
intervals. For data reconstruction methods such as Maxi-
mum Likelihood, errors from the reconstruction procedure
are usually indistinguishable from errors coming from the
quantum device measured. For that reason, such methods
do not extend well to the task of verification, unlike our
method.
Building on these new tomography techniques, and
with the addition of cryptographic techniques such as the
de Finetti theorem, we derived a protocol for verifying
various copies of a continuous variable quantum state,
without i.i.d. assumption, with Gaussian measurements.
This protocol is robust, as it directly gives a confidence
interval on an estimate of the fidelity between the tested
state and the target state. For verifying m copies of
a target state, with a desired precision , and a failure
probability δ, the number of samples needed scales as
poly(m, 1/, 1/δ). As an application, we considered ver-
ified universal continuous variable quantum computing,
with a verifier restricted to Gaussian computational power.
This verification is complementary to the approach of [18],
where a measurement-only verifier performs universal con-
tinuous variable quantum computing by delegating the
preparation of Gaussian cluster states to a prover, and
has to perform non-Gaussian measurements.
Our protocol may be tailored to different uses and
assumptions, from tomography to verification, simply by
changing the classical post-processing. We expect this
protocol to be useful for certifying continuous variable
quantum devices in the NISQ [5] era and onward. In
particular, an interesting perspective would be fine-tuning
the various parameters of the protocol for specific target
states in order to optimise its efficiency, thus reducing the
number of samples needed for a given confidence interval.
Another interesting prospect would be to extend our
main technical result, Theorem 1, which applies to
operators, to quantum maps. Also, in the case where
the operator is the density matrix of a pure state, our
result provide an estimate for the fidelity, and it would
be interesting to extend this to target mixed states.
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Appendix A: Fidelity and trace distance
The fidelity between two states τ, σ is defined as [24]
F (τ, σ) = Tr
(√√
τσ
√
τ
)
. (A1)
When at least one of the two states is a pure state, this expression reduces to
F (τ, σ) = Tr (τσ) . (A2)
We write the Schatten 1-norm of a bounded operator T as
‖T‖1 = Tr
(√
T ∗T
)
= Tr(|T |). (A3)
The fidelity is related to the trace distance D(τ, σ) = 12‖τ − σ‖1 = 12 Tr(|τ − σ|) by [25]
1−
√
F (τ, σ) ≤ D(τ, σ) ≤
√
1− F (τ, σ). (A4)
The trace distance verifies
D(τ, σ) = max
O
‖POτ − POσ ‖tvd, (A5)
9where POτ (resp. P
O
σ ) is the probability density associated to measuring the observable O for the state τ (resp. σ),
and where the maximum of the total variation distance is taken over all observables.
Appendix B: Proof of the technical results
1. Proof of Theorem 1
We use the notations of the Theorem.
The function fA defined in Eq. (4) is a bounded approximation of the Glauber-Sudarshan function PA of the operator
A. This approximation is parametrised by a precision η, and a cutoff value E. We have [13]
Tr(Aσ) =
∫
Qσ(α)PA(α)d
2α. (B1)
Given that
E
α←Qσ
[fA(α, η)] =
∫
Qσ(α)fA(α, η)d
2α, (B2)
we would expect that E
α←Qσ
[fA(α, η)] is an approximation of Tr(Aσ) parametrised by η and E. Theorem 1 makes this
statement more precise, and we prove it in the following.
With Eq. (4) we obtain
∣∣∣∣Tr (Aσ)− Eα←Qσ[fA(α, η)]
∣∣∣∣ =
∣∣∣∣∣∣
+∞∑
k,l=0
Alk Tr (|l〉 〈k|σ)−
E∑
k,l=0
Alk E
α←Qσ
[f|l〉〈k|(α, η)]
∣∣∣∣∣∣
=
∣∣∣∣∣∣
E∑
k,l=0
Alk
(
Tr (|l〉 〈k|σ)− E
α←Qσ
[f|l〉〈k|(α, η)]
)∣∣∣∣∣∣
≤
E∑
k,l=0
|Alk|
∣∣∣∣Tr (|l〉 〈k|σ)− Eα←Qσ[f|l〉〈k|(α, η)]
∣∣∣∣,
(B3)
where we used in the second line the fact that σ has a bounded support over the Fock basis. This shows that it is
sufficient to prove the Theorem for A = |l〉 〈k|, for all k, l from 0 to E, which we do hereafter.
Let us fix k, l in 0, . . . , E. By Eqs. (3,4) we have, for all z ∈ C,
f|l〉〈k|(z, η) =
1
η
e(1−
1
η )zz
∗ Ll,k
(
z√
η
)
=
1
η
ezz
∗ (−1)k+l√
k!
√
l!
∂k+l
∂z∗k∂zl
e−
zz∗
η
=
1
η
e(1−
1
η )zz
∗
min (k,l)∑
p=0
(−1)p√k!√l!
p!(k − p)!(l − p)!
(
1
η
)k+l−p
zk−pz∗(l−p).
(B4)
Moreover, for all α ∈ C,
Qσ(α) =
1
pi
〈α|σ|α〉
=
1
pi
E∑
m,n=0
σmn 〈α|m〉 〈n|α〉
=
1
pi
E∑
m,n=0
σmn
α∗mαn√
m!n!
e−|α|
2
.
(B5)
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Combining these expressions we obtain
E
α←Qσ
[f|l〉〈k|(α, η)] =
∫
Qσ(α)f|l〉〈k|(α, η)d2α
=
1
piη
E∑
m,n=0
σmn
√
k!
√
l!√
m!
√
n!
min (k,l)∑
p=0
(−1)p
p!(k − p)!(l − p)!
(
1
η
)k+l−p∫
αk+n−pα∗(l+m−p)e−
1
η |α|2d2α.
(B6)
Setting α = reiθ, the integral on the right hand side of this last equation may be computed as∫
αk+n−pα∗(l+m−p)e−
1
η |α|2d2α =
+∞∫
0
rk+l+m+n−2p+1e−
1
η r
2
dr
2pi∫
0
ei(k+n−l−m)θdθ
=

pi
(
k+l+m+n
2 − p
)
!η
k+l+m+n
2 −p+1 for k − l = m− n,
0 for k − l 6= m− n.
(B7)
Hence
E
α←Qσ
[f|l〉〈k|(α, η)] =
E∑
m,n=0
m−n=k−l
σmn
√
k!
√
l!√
m!
√
n!
min (k,l)∑
p=0
(−1)p (k+l+m+n2 − p)!
p!(k − p)!(l − p)! η
m+n−k−l
2
=
E∑
m,n=0
m−n=k−l
σmnη
m+n−k−l
2
(
k+l+m+n
2
)
!√
m!
√
n!
√
k!
√
l!
min(k,l)∑
p=0
(−1)p
(
k
p
)(
l
p
)( k+l+m+n
2
p
) .
(B8)
Now for k ≤ l we have, for all q ∈ N (see, e.g., result 7.1 of [26]),
k∑
p=0
(−1)p
(
k
p
)(
l
p
)(
q
p
) =

(q−lk )
(qk)
for q ≥ k + l,
0 for q < k + l.
(B9)
When k ≤ l, Eq (B8) thus yields
E
α←Qσ
[f|l〉〈k|(α, η)] =
E∑
m,n=0
m−n=k−l
m+n≥k+l
σmnη
m+n−k−l
2
(
k+l+m+n
2
)
!√
m!
√
n!
√
k!
√
l!
( k+l+m+n
2 −l
k
)( k+l+m+n
2
k
)
=
E∑
m≥k,n≥l
m−n=k−l
σmnη
m+n−k−l
2
1√
m!
√
n!
√
k!
√
l!
(
k−l+m+n
2
)
!
(−k+l+m+n
2
)
!(−k−l+m+n
2
)
!
=
E∑
m≥k,n≥l
m−n=k−l
σmnη
m+n−k−l
2
√
m!
√
n!√
k!
√
l!
√
(m− k)!√(n− l)!
=
E∑
m≥k,n≥l
m−n=k−l
σmnη
m+n−k−l
2
√(
m
k
)(
n
l
)
,
(B10)
where we used that within the summation m− n = k− l. This formula is also valid for l ≤ k, with the same reasoning.
We finally obtain, for any k, l in 0, . . . , E
E
α←Qσ
[f|l〉〈k|(α, η)] =
E∑
m≥k,n≥l
m−n=k−l
σmnη
m+n−k−l
2
√(
m
k
)(
n
l
)
= σkl +
E∑
m>k,n>l
m−n=k−l
σmnη
m+n−k−l
2
√(
m
k
)(
n
l
)
.
(B11)
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Hence, ∣∣∣∣Tr(|l〉 〈k|σ)− Eα←Qσ[f|l〉〈k|(α, η)]
∣∣∣∣ = ∣∣∣∣σkl − Eα←Qσ[f|l〉〈k|(α, η)]
∣∣∣∣
=
∣∣∣∣∣∣∣∣
E∑
m>k,n>l
m−n=k−l
σmnη
m+n−k−l
2
√(
m
k
)(
n
l
)∣∣∣∣∣∣∣∣
≤
E∑
m>k,n>l
m−n=k−l
|σmn|η
m+n−k−l
2
√(
m
k
)(
n
l
)
=
E−max (k,l)∑
s=1
|σs+k,s+l|ηs
√(
s+ k
k
)(
s+ l
l
)
≤
E−max (k,l)∑
s=1
ηs
√(
s+ k
k
)(
s+ l
l
)√
σs+k,s+k
√
σs+l,s+l,
(B12)
where we set s = m− k = n− l = m+n−k−l2 in the third line, and where we used |σs+k,s+l| ≤
√
σs+k,s+k
√
σs+l,s+l in
the last line, since σ is a hermitian matrix.
For all k, l in 0, . . . , E and for all s in 2, . . . , E −max(k, l), we have
√
s+ k
√
s+ l
s
≤ E
2
. (B13)
This in turn implies that for all s in 2, . . . , E −max(k, l)
ηs
√(
s+ k
k
)(
s+ l
l
)
= η
√
(s+ k)(s+ l)
s
ηs−1
√(
s− 1 + k
k
)(
s− 1 + l
l
)
≤ ηE
2
ηs−1
√(
s− 1 + k
k
)(
s− 1 + l
l
)
≤ ηs−1
√(
s− 1 + k
k
)(
s− 1 + l
l
)
,
(B14)
since we assumed η ≤ 2E . Hence, for all s in 2, . . . , E −max(k, l),
ηs
√(
s+ k
k
)(
s+ l
l
)
≤ η
√
(k + 1)(l + 1). (B15)
Combining this with Eq. (B12) yields∣∣∣∣Tr(|l〉 〈k|σ)− Eα←Qσ[f|l〉〈k|(α, η)]
∣∣∣∣ ≤ η√(k + 1)(l + 1)E−max(k,l)∑
s=1
√
σs+k,s+k
√
σs+l,s+l
≤ η
√
(k + 1)(l + 1)
√√√√E−max(k,l)∑
s=1
σs+k,s+k
E−max(k,l)∑
s=1
σs+l,s+l
≤ η
√
(k + 1)(l + 1),
(B16)
for all k, l in 0, . . . , E, where we used Cauchy-Schwarz inequality and the fact that Tr(σ) = 1. Together with Eq. (B3)
and triangular inequality we obtain∣∣∣∣Tr (Aσ)− Eα←Qσ[fA(α, η)]
∣∣∣∣ ≤ η E∑
k,l=0
|Akl|
√
(k + 1)(l + 1). (B17)
With Eq. (5), this proves Theorem 1.
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2. Proof of Corollary 1
In order to prove Corollary 1, we apply Theorem 1 for A = τ a pure state. We obtain∣∣∣∣Tr (τσ)− Eα←Qσ[fτ (α, η)]
∣∣∣∣ ≤ ηKτ
= η
E∑
k,l=0
|τkτl|
√
(k + 1)(l + 1)
= η
(
E∑
n=0
|τn|
√
n+ 1
)2
≤ η
E∑
n=0
|τn|2
E∑
n=0
(n+ 1)
≤ η
2
(E + 1)(E + 2),
(B18)
where we used Cauchy-Schwarz inequality, and Tr(τ) = 1. Since τ is a pure state, we have F (τ, σ) = Tr(τσ) [24],
which concludes the proof.
Appendix C: Proof of Theorem 2 (determining a matrix element)
The law of large numbers ensures that the sample average from independently and identically distributed (i.i.d.)
random variables converges to the expected value of these random variables, when the number of samples goes to
infinity. The following lemma refines this statement and quantifies the speed of convergence:
Lemma 1. (Hoeffding) Let ′ > 0, let N ≥ 1, let Z1, . . . , ZN be i.i.d. complex random variables from a probability
density D over R, and let f : C 7→ R such that |f(z)| ≤M , for M > 0 and all z ∈ C. Then
Pr
[∣∣∣∣∣ 1N
N∑
i=1
f(Zi)− E
Z←D
[f(Z)]
∣∣∣∣∣ ≥ ′
]
≤ 2e−N
′2
2M2 . (C1)
This comes directly from Hoeffding inequality [27] applied to the real bounded i.i.d. random variables
f(Z1), . . . , f(ZN ).
When dealing with complex random variables, we will use the following result instead:
Lemma 2. (Hoeffding for complex random variables) Let ′ > 0, let N ≥ 1, let Z1, . . . , ZN be i.i.d. complex
random variables from a probability density D over C, and let f : C 7→ C such that |f(z)| ≤ M , for M > 0 and all
z ∈ C. Then
Pr
[∣∣∣∣∣ 1N
N∑
i=1
f(Zi)− E
Z←D
[f(Z)]
∣∣∣∣∣ ≥ ′
]
≤ 4e−N
′2
4M2 . (C2)
Proof. For all a > 0 and all z ∈ C, |z| =
√
Re (z)
2
+ Im (z)
2 ≥ a implies |Re (z)| > a/√2 or | Im (z)| > a/√2.
Hence,
Pr [|z| > a] ≤ Pr
[
|Re (z)| > a√
2
]
+ Pr
[
| Im (z)| > a√
2
]
, (C3)
so applying twice Lemma 1 for the real random variables Re (f(Z)) and Im (f(Z)), respectively, yields Lemma 2.
In order to apply this Lemma to the functions z 7→ f|k〉〈l|(z, η) defined in Eq. (4), we first prove the following bound:
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Lemma 3. For all k, l ≥ 0, define
Mkl :=
√
2|l−k|
(
max (k, l)
min (k, l)
)
. (C4)
Then for all k, l and all z ∈ C, ∣∣f|k〉〈l|(z, η)∣∣ ≤ Mkl
η1+
k+l
2
. (C5)
Proof. For k, l > E the lemma is trivial. For all k, l ≤ E and all z ∈ C,
∣∣f|k〉〈l|(z, η)∣∣ = 1
η
e(1−
1
η )|z|2
∣∣∣∣Lk,l( z√η
)∣∣∣∣
=
1
η
e(1−
1
η )|z|2 1√
k!
√
l!
∣∣∣∣∣∣
min (k,l)∑
p=0
(−1)pk!l!
p!(k − p)!(l − p)!
1
ηk+l−p
zl−pz∗(k−p)
∣∣∣∣∣∣ ,
(C6)
where we used Eq. (3). Now for all z ∈ C∗ and all a > 0 we have [22]∣∣∣∣∣∣
min (k,l)∑
p=0
(−1)pk!l!
p!(k − p)!(l − p)!a
k+l−pzl−pz∗(k−p)
∣∣∣∣∣∣ = akl!|z|k−l
∣∣∣L(k−l)l (a|z|2)∣∣∣
= alk!|z|l−k
∣∣∣L(l−k)k (a|z|2)∣∣∣ ,
(C7)
where
L(α)n (x) =
n∑
q=0
(−1)q
q!
(
n+ α
n− q
)
xq (C8)
are the generalised Laguerre polynomials [28], defined for α ∈ R and n ∈ N. Plugging this relation into Eq. (C6) we
obtain ∣∣f|k〉〈l|(z, η)∣∣ = e(1− 1η )|z|2 |z|l−k
η1+l
√
k!√
l!
∣∣∣∣L(l−k)k ( |z|2η
)∣∣∣∣
= e(1−
1
η )|z|2 |z|k−l
η1+k
√
l!√
k!
∣∣∣∣L(k−l)l ( |z|2η
)∣∣∣∣ ,
(C9)
for all z ∈ C. The generalised Laguerre polynomials are bounded as [29]∣∣∣L(α)n (x)∣∣∣ ≤ Γ(n+ α+ 1)n!Γ(α+ 1) e x2 , (C10)
for all x ≥ 0, all α ≥ 0 and all n ∈ N, and as ∣∣∣L(α)n (x)∣∣∣ ≤ 2−αe x2 , (C11)
for all x ≥ 0, all α ≤ − 12 and all n ∈ N.
Let a > 0. Assuming k < l, we have |z|l−k ≤ al−k for |z| ≤ a, and |z|k−l ≤ ak−l for |z| ≥ a. Thus, the first line of
Eq. (C9), together with Eq. (C10), give
∣∣f|k〉〈l|(z, η)∣∣ ≤ e(1− 1η )|z|2 al−k
η1+l
√
k!√
l!
l!
k!(l − k)!e
|z|2
2η
≤ a
l−k
η1+l
√
l!
(l − k)!√k! ,
(C12)
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for |z| ≤ a and k < l. Similarly, the second line of Eq. (C9), together with Eq. (C11), give
∣∣f|k〉〈l|(z, η)∣∣ ≤ e(1− 1η )|z|2 ak−l
η1+k
√
l!√
k!
2l−ke
|z|2
2η
≤ a
k−l
η1+k
√
l!√
k!
2l−k,
(C13)
for |z| ≥ a and k < l. These two last bounds (C12,C13) are equal for al−k = (2η) l−k2 √(l − k)!, yielding the bound
∣∣f|k〉〈l|(z, η)∣∣ ≤
√
2l−k
η2+k+l
(
l
k
)
, (C14)
for all z ∈ C and k < l. For l < k the same reasoning gives
∣∣f|k〉〈l|(z, η)∣∣ ≤
√
2k−l
η2+k+l
(
k
l
)
. (C15)
Finally, for k = l the previous bounds also hold, by combining Eqs. (C9,C10), and this proves Lemma 3.
Let k, l ≥ 0. Applying Lemma 2 to the function f|l〉〈k|, with the bound from Lemma 3, we obtain
Pr
[∣∣∣∣∣ 1N
N∑
i=1
f|l〉〈k|(αi, η)− E
α←Qσ
[f|l〉〈k|(α, η)]
∣∣∣∣∣ ≥ 1
]
≤ 4e−
N21η
2+k+l
4M2
kl . (C16)
Applying Theorem 1 for A = |l〉 〈k| we also obtain∣∣∣∣σkl − Eα←Qσ[f|l〉〈k|(α, η)]
∣∣∣∣ ≤ η√k + 1√l + 1. (C17)
Let N ∈ N and let α1, . . . , αN be samples from the Q function of σ. Combining Eqs. (C16,C17), we obtain∣∣∣∣∣σkl − 1N
N∑
i=1
f|l〉〈k|,E(αi, η)
∣∣∣∣∣ ≤ η√k + 1√l + 1 + ′, (C18)
with probability greater than
1− 4e−
Nη2+k+l′2
4M2
kl . (C19)
We have K|k〉〈l| =
√
(k + 1)(l + 1) by Eq. (5). Taking η = K|k〉〈l| yields∣∣∣∣∣σkl − 1N
N∑
i=1
f|l〉〈k|,E
(
αi,

K|k〉〈l|
)∣∣∣∣∣ ≤ + ′, (C20)
with probability greater than
1− 4e−N
2+k+l′2
Ckl , (C21)
where we defined
Ckl := 4 [(k + 1)(l + 1)]
1+ k+l2 M2kl
= 4 [(k + 1)(l + 1)]
1+ k+l2 2|l−k|
(
max (k, l)
min (k, l)
)
.
(C22)
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Appendix D: State certification with Gaussian measurements
1. Support estimation for i.i.d. states
Let us define the following operators for E ≥ 0:
U =
+∞∑
n=E+1
|n〉 〈n| = 1−Π≤E , (D1)
where Π≤E =
∑E
n=0 |n〉 〈n| is the projector onto the Hilbert space of states with less than E photons, and
T =
1
pi
∫
|α|2≥E
|α〉 〈α| d2α, (D2)
where |α〉 is a coherent state. We have the following result, proven in [30] by expanding T in the Fock basis:
U ≤ 2T. (D3)
Hence, the probability PR that exactly R among N values of |αi|2 are bigger than E and N −R values are lower, and
that the projection of the state σ onto the Hilbert space of states with less than E photons fails is bounded as
PR =
(
N
R
)
Tr
[
(1−Π≤E)TR(1− T )N−Rσ⊗(N+1)
]
=
(
N
R
)
Tr
[
UTR(1− T )N−Rσ⊗(N+1)
]
≤ 2
(
N
R
)
Tr (Tσ)
R+1
Tr [(1− T )σ]N−R
≤ 2
(
N
R
)
max
p
∣∣pR+1(1− p)N−R∣∣
= 2
(
N
R
)(
R+ 1
N + 1
)R+1(
1− R+ 1
N + 1
)N−R
≤ 2N
R
R!
(
R+ 1
N + 1
)R+1(
1− R+ 1
N + 1
)N−R
≤ 2N
R
R!
(R+ 1)R+1
NR+1
e−
(N−R)(R+1)
N+1
≤ 2
N
R+ 1√
2pi(R+ 1)
e
(R+1)2
N+1
≤ 1
N
√
R+ 1e
(R+1)2
N+1 ,
(D4)
where we used (R+ 1)! ≥√2pi(R+ 1)(R+ 1)R+1e−(R+1). The fifth line gives a less compact but tighter bound, also
independent of σ.
2. Proof of Theorem 4
The proof goes along the same lines as the one of Theorem 2, detailed in Appendix C, with the addition of the
support estimation from the previous section. We first prove Theorem 4 for m = 1, from which we deduce the general
case.
The function fτ is real-valued, since τ is hermitian. It is bounded as
|fτ (α, η)| =
∣∣∣∣∣∣
E∑
k,l=0
τkτ
∗
l f|k〉〈l|(α, η)
∣∣∣∣∣∣
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≤
E∑
k,l=0
∣∣τkτ∗l f|k〉〈l|(α, η)∣∣
≤
E∑
k,l=0
|τkτl| Mkl
η1+
k+l
2
=
1
η1+E
E∑
k,l=0
|τkτl| ηE−(k+l)/2Mkl
=
Mτ (η)
η1+E
,
where we used Lemma 3, and where we defined
Mτ (η) :=
E∑
k,l=0
|τkτl| ηE−(k+l)/2Mkl. (D5)
Applying Lemma 1 to the real-valued function fτ,E thus yields
Pr
[∣∣∣∣F˜ − Eα←Qσ[fτ (α, η)]
∣∣∣∣ ≥ ′] ≤ 2e−Nη2+2E′22M2τ (η) , (D6)
for ′ > 0, where F˜ = 1N
∑N
i=1 fτ (αi, η).
Let R be the number of samples αi such that |αi|2 ≥ E. With the results from Appendix D 1, the state σ has
a support over the Fock basis bounded by E with probability greater than 1 − 1N
√
R+ 1e
(R+1)2
N+1 . Let η > 0, by
Corollary 1 we thus have ∣∣∣∣F (τ, σ)− Eα←Qσ[fτ (α, η)]
∣∣∣∣ ≤ ηKτ . (D7)
with probability greater than 1− 1N
√
R+ 1e
(R+1)2
N+1 .
Combining Eqs. (D6,D7) together with the union bound yields∣∣∣F (τ, σ)− F˜ ∣∣∣ ≤ ηKτ + ′, (D8)
with probability greater than
1− 1
N
√
R+ 1e
(R+1)2
N+1 − 2e−
Nη2+2E′2
2M2τ (η) . (D9)
Setting ηKτ =  yields ∣∣∣F (τ, σ)− F˜ τ (α)∣∣∣ ≤ + ′, (D10)
with probability greater than
1−
(
1
N
√
R+ 1e
(R+1)2
N+1 + 2e
−N2+2E′2
Ciidτ
)
, (D11)
where F˜ τ (α) =
1
N
∑N
i=1 fτ
(
αi,

Kτ
)
, and where we defined
Ciidτ = 2K
2+2E
τ M
2
τ
(

Kτ
)
= 2
 E∑
k,l=0
|τkτl|E−
k+l
2 K
1+ k+l2
τ
√
2|l−k|
(
max (k, l)
min (k, l)
)2 . (D12)
This concludes the proof of Theorem 4 when m = 1. We note that the failure probability may be greatly reduced
using tighter bounds and taking into account the expression of τ .
We introduce the following simple result to obtain the theorem for all m ≥ 1:
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Lemma 4. Let η > 0 and a, b ∈ [−1, 1] such that |a− b| ≤ η. Then
|am − bm| ≤ (m+ 1)η. (D13)
Proof. With the notations of the lemma,
|am − bm| = |a− b|
∣∣∣∣∣∣
m∑
j=0
ajbm−j
∣∣∣∣∣∣
≤ η
m∑
j=0
∣∣ajbm−j∣∣
≤ (m+ 1)η.
(D14)
Combining Lemma 4 and Eq. (D10) for a = F (τ, σ) and b = F˜ , we obtain∣∣∣F (τ, σ)m − [F˜ τ (α)]m∣∣∣ ≤ (m+ 1)(+ ′), (D15)
with probability greater than
1−
(
1
N
√
R+ 1e
(R+1)2
N+1 + 2e−
N2+2E′2
Cτ
)
. (D16)
Note that we excluded the pathological case F˜ ≥ 1: when that is the case we instead set F˜ = 1. The target state τ is
pure so F (τ⊗m, σ⊗m) = F (τ, σ)m. Hence, setting  = /(m+ 1) and ′ = ′/(m+ 1) concludes the proof, with
F˜ ,mτ (α) =
[
F˜

(m+1)
τ (α)
]m
=
[
1
N
N∑
i=1
fτ
(
αi,

(m+ 1)Kτ
)]m
. (D17)
Appendix E: State verification with Gaussian measurements
1. Support estimation for permutation-invariant states
We first derive a support estimation for permutation-invariant states and combine it with the de Finetti theorem
from [1]. We will use in this section the following operators, already introduced in Appendix D 1: for E ≥ 0:
U =
+∞∑
n=E+1
|n〉 〈n| = 1−Π≤E , (E1)
where Π≤E =
∑E
n=0 |n〉 〈n| is the projector onto the Hilbert space H¯ of states with at most E photons, and
T =
1
pi
∫
|α|2≥E
|α〉 〈α| d2α, (E2)
where |α〉 is a coherent state. We also recall the following result, from Eq. (D3) and [30]:
U ≤ 2T. (E3)
We recall a few notations and results from [1, 31]: let A = {A0, A1},B = {B0, B1} be two binary POVMs over H.
Define for δ > 0,
γA→B(δ) = sup {Tr(Bτ) |Tr(Aτ) ≤ δ }. (E4)
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In particular,
γT→U (δ) ≤ 2δ, (E5)
by Eq. (E3). We have the following result (Lemma III.1.of [31]):
Lemma 5. Let N ≥ 2K, let A = {A0, A1} and B = {B0, B1} be two binary POVMs over H, and let X1, . . . , XN+K
the (N + K)-partite classical outcome of the measurement A⊗N ⊗ B⊗K applied to any permutation-invariant state
τN+K . Then
Pr
[
X1, . . . , XN
N
> γB1→A1
(
XN+1, . . . , XN+K
K
+ δ
)
+ δ
]
≤ 8K3/2e−Kδ2 . (E6)
This result is a refined version of Serfling’s bound [32]. It relates the outcomes of a measurement on some subsystems
of a symmetric state with the outcomes of a related measurement on the rest of the subsystems.
Let σN+K be a state over N +K subsystems. Applying a random permutation to this state and measuring its last
K subsystems with heterodyne detection is equivalent to measuring K subsystems at random. We thus assume in
the following that the state σN+K is a permutation-invariant state, without loss of generality, and that the verifier
measures its last K subsystems with heterodyne detection.
Let T = {1−T, T} and U = {1−U,U}. Let X1, . . . , XN+K the (N+K)-partite classical outcome of the measurement
U⊗N ⊗ T ⊗K applied to the permutation-invariant state σN+K sent by the prover. A value Xi = 1 for i ∈ 1, . . . , N
means that the projection of the ith subsystem onto H¯ failed, while a value Xj = 1 for j ∈ N+1, . . . , N+K means that
the value |β|2 obtained when measuring the jth subsystem with heterodyne detection is bigger than E. In particular,
the number of values βi satisfying |βi|2 > E, is expressed as XN+1 + · · ·+XN+K .
Let FNQ be the event that the projection onto H¯ fails for more than Q subsystems of the remaining state σN , and
let T KR be the event that exactly R values βi satisfy |βi|2 > E. Then,
Pr
[FNQ ∧ T KR ] = Pr [(X1 + · · ·+XN > Q) ∧ (XN+1 + · · ·+XN+K = R)] . (E7)
With Eq. (E5), we have for all δ > 0
γT→U
(
XN+1 + · · ·+XN+K
K
+ δ
)
+ δ ≤ 2XN+1 + · · ·+XN+K
K
+ 3δ. (E8)
Hence taking δ = 13
(
Q
N − 2RK
)
we obtain
Pr
[FNQ ∧ T KR ] = Pr [(X1 + · · ·+XNN > QN
)
∧
(
XN+1 + · · ·+XN+K
K
=
R
K
)]
≤ Pr
[(
X1 + · · ·+XN
N
> γT→U
(
XN+1 + · · ·+XN+K
K
+ δ
)
+ δ
)
∧
(
XN+1 + · · ·+XN+K
K
=
R
K
)]
≤ Pr
[(
X1 + · · ·+XN
N
> γT→U
(
XN+1 + · · ·+XN+K
K
+ δ
)
+ δ
)]
≤ 8K3/2e−K9 (QN− 2RK )2 ,
(E9)
where we used Lemma 5 for A = U and B = T .
What this means is that as long as the value R is small, then with high probability all but Q of the subsystems of
the reduced state over N modes lie in a lower dimensional subspace.
We now combine this support estimation with the de Finetti reduction from [1]. We first introduce the following
notation: for all n, r ≥ 0 and all |v〉 ∈ H¯ ⊗ H¯ we write Sn,rv the set of almost-i.i.d. states along |v〉, i.e. the span of all
states over n subsystems that are, up to reorderings, of the form |v〉⊗(n−r) ⊗ |Ψ〉, for an arbitrary Ψ ∈ (H⊗H)⊗r.
Theorem 6 (de Finetti reduction with heterodyne measurements). Let σN+K be a permutation-invariant state over
N +K subsystems. Let β1, . . . , βK be samples obtained by measuring K subsystems of σ
N+K with heterodyne detection.
Let E ∈ N, and let P be the number of values |βi|2 > E. Then for all Q there exist a purification σ¯N−4Q of the reduced
state σN−4Q, a finite set V of unit vectors |v〉 ∈ H¯ ⊗ H¯, a probability distribution {pv}v∈V over V, and almost-i.i.d.
states σN−4Qv ∈ SN−4Q,4Qv such that
F
(
σ¯N−4Q,
∑
v∈V
pvσ
N−4Q
v
)
> 1− (4Q)E2e− 8Q(4Q+1)N , (E10)
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with probability greater than 1− 8K3/2e−K9 (QN− 2RK )2 .
Tracing out the purifying subsystems, Theorem 6 implies that the reduced state σN−4Q is close in fidelity to a
mixture of states that are i.i.d. on N − 8Q subsystems, with high probability, provided the support estimation R is
small enough. Taking, e.g., K = Q = M3 and N = M4 in Eq. (E10) yields an exponential bound in M for the fidelity
and the probability, whenever R < M2/2.
2. Proof of Theorem 5
We first introduce a few technical results and combine them to prove the Theorem.
We recall here Lemma 1, in the context of a product measurement applied to an i.i.d. state |v〉 〈v|⊗n:
Lemma 6. (Hoeffding) Let A < B ∈ R and let f : C 7→ R be a function bounded as |f(α)| < M for all α ∈ C. Let
λ > 0, let p ∈ N∗, and let |v〉 ∈ H. Let M = {Mα}α∈C be a POVM on H and let D|v〉 be the probability density
function of the outcomes of the measurement M applied to |v〉 〈v|. Then
Pr
α
[∣∣∣∣∣1p
p∑
i=1
f(αi)− E
β←D|v〉
[f(β)]
∣∣∣∣∣ ≥ λ
]
≤ 2e− 2pλ
2
M2 , (E11)
where the probability is taken over the outcomes α = (α1, . . . , αp) of the product measurement M⊗p applied to |v〉 〈v|⊗p.
The next result gives an equivalent statement for almost-i.i.d. states along a state |v〉, measured with a product
measurement. It generalises Theorem 4.5.2 of [33], where the probability distributions over finite sets, corresponding
to product measurements with finite number of outcomes, are replaced by continuous variable probability densities,
corresponding to product measurements with continuous variable outcomes. Frequencies estimators are also replaced
with estimators of expected values of bounded functions. We will use this result for the POVM corresponding to a
product heterodyne detection.
Lemma 7. Let A < B ∈ R and let f : C 7→ R be a function bounded as |f(α)| ≤ M for all α ∈ C. Let ′ > 0, let
1 ≤ r,m < n, such that
(n−min (r,m))′ > 2M max (r,m). (E12)
Let also |v〉 ∈ H¯ and |Ψ〉 ∈ Sn,rv . Let M = {Mα}α∈C be a POVM on H and let D|v〉 be the probability density function
of the outcomes of the measurement M applied to |v〉 〈v|. Then
Pr
α
[∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− E
β←D|v〉
[f(β)]
∣∣∣∣∣ ≥ ′
]
≤ 2
(
n
r
)
e
−2(n−r)
(
′
M− 2max (r,m)n−min(r,m)
)2
, (E13)
where the probability is taken over the outcomes α = (α1, . . . , αn−m) of the product measurement M⊗(n−m) applied to
|Ψ〉 〈Ψ|.
This lemma says that measurement on all but m subsystems of an almost-i.i.d. state along a state |v〉 will yield
statistics that are similar to the ones that would be obtained by measuring the i.i.d. state |v〉⊗(n−m).
Proof. By Lemma 4.1.6 of [33], there exist a finite set S of size at most (nr), a family of “junk” states |Ψ˜s〉 ∈ H⊗r
for s ∈ S, complex amplitudes {γs}s∈S and permutations {pis}s∈S over [1, . . . , n] such that
|Ψ〉 :=
∑
s∈S
γs |Ψs〉
=
∑
s∈S
γspis
(
|v〉⊗(n−r) ⊗ |Ψ˜s〉
)
.
(E14)
With the notations of the theorem, let us define for µ > 0:
Ωµ =
{
α ∈ Cn−m,
∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− E
β←D|v〉
[f(β)]
∣∣∣∣∣ > µ
}
. (E15)
We recall here Lemma of 4.5.1 of [33]:
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Lemma 8. Let |ψ〉 = ∑x∈X |ψx〉 and let A be a non-negative operator. Then
〈ψ|A|ψ〉 ≤ |X |
∑
x∈X
〈ψx|A|ψx〉. (E16)
In particular, using Eq. (E14) and this lemma when A is a POVM element of the product measurement
Mα ≡Mα1 ⊗ · · · ⊗Mαn−m , we obtain:
Pr
α←|Ψ〉
[α ∈ Ωµ] =
∫
Ωµ
〈Ψ|Mα|Ψ〉 d2(n−m)α
≤
∫
Ωµ
|S|
∑
s∈S
|γs|2 〈Ψs|Mα|Ψs〉d2(n−m)α
≤ |S|
∑
s∈S
|γs|2
∫
Ωµ
〈Ψs|Mα|Ψs〉d2(n−m)α
= |S|
∑
s∈S
|γs|2 Pr
α←|Ψs〉
[α ∈ Ωµ],
(E17)
where we write α← |χ〉 to indicate that α = (α1, . . . , αn−p) is distributed according to the outcomes of the product
measurement M⊗(n−m) applied to |χ〉.
Let s ∈ S. Let α ← |Ψs〉. We have |Ψs〉 = pis
(
|v〉⊗(n−r) ⊗ |Ψ˜s〉
)
, and in particular
(
αpis(1), . . . , αpis(n−r)
)
is
distributed according to the outcomes of the product measurement M⊗(n−r) applied to |v〉⊗(n−r), so by Lemma 6,
with p = n− r,
Pr
[∣∣∣∣∣ 1n− r
n−r∑
i=1
f(αpis(i))− E
β←D|v〉
[f(β)]
∣∣∣∣∣ ≥ λ
]
≤ 2e−
2(n−r)λ2
(B−A)2 , (E18)
for all λ > 0. We also have, for |f | ≤M ,
∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− 1
n− r
n−r∑
i=1
f(αpis(i))
∣∣∣∣∣ =
∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− 1
n− r
(
n∑
i=1
f(αi)−
n∑
i=n−r+1
f(αpis(i))
)∣∣∣∣∣
=
∣∣∣∣∣
(
1
n− r −
1
n−m
) n−m∑
i=1
f(αi) +
1
n− r
(
n∑
i=n−m+1
f(αi)−
n∑
i=n−r+1
f(αpis(i))
)∣∣∣∣∣
≤
∣∣∣∣ 1n− r − 1n−m
∣∣∣∣ n−m∑
i=1
|f(αi)|+ 1
n− r
(
n∑
i=n−m+1
|f(αi)|+
n∑
i=n−r+1
|f(αpis(i))|
)
≤ |r −m|
n− r M +
(m+ r)
n− r M
=
2 max (r,m)
n− r M.
(E19)
The same reasoning works when swapping r and m, so we obtain
∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− 1
n− r
n−r∑
i=1
f(αpis(i))
∣∣∣∣∣ ≤ 2 max (r,m)n−min(r,m)M. (E20)
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Now for all s ∈ S,
Pr
α←|Ψs〉
[α ∈ Ωµ] = Pr
α←|Ψs〉
[∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− E
β←D|v〉
[f(β)]
∣∣∣∣∣ > µ
]
≤ Pr
α←|Ψs〉
[∣∣∣∣∣ 1n− r
n−r∑
i=1
f(αpis(i))− E
β←D|v〉
[f(β)]
∣∣∣∣∣+
∣∣∣∣∣ 1n−m
n−m∑
i=1
f(αi)− 1
n− r
n−r∑
i=1
f(αpis(i))
∣∣∣∣∣ > µ
]
≤ Pr
α←|Ψs〉
[∣∣∣∣∣ 1n− r
n−r∑
i=1
f(αpis(i))− E
β←D|v〉
[f(β)]
∣∣∣∣∣ > µ− 2 max (r,m)n−min(r,m)M
]
≤ 2e−2(n−r)( µM− 2max (r,m)n−min(r,m) )
2
,
(E21)
where we used triangular inequality in the second line, Eq. (E20) in the third line and Eq. (E18) in the fourth line
with λ = µ− 2 max (r,m)n−min(r,m)M > 0. Combining this last equation with Eq. (E17), and using |S| ≤
(
n
r
)
we finally obtain,
with µ = ′,
Pr
α←|Ψ〉
[∣∣∣∣∣ 1n
n∑
i=1
f(αi)− E
β←D|v〉
[f(β)]
∣∣∣∣∣ ≥ ′
]
≤ 2
(
n
r
)
e
−2(n−r)
(
′
M− 2max (r,m)n−min(r,m)
)2
. (E22)
We recall the bound on fτ obtained in Appendix D, detailed in Eq. (D5):
|fτ (α, η)| ≤ Mτ (η)
η1+E
. (E23)
Let η > 0, E > 0, and let α = α1, . . . , αN−S−m ∈ C be samples obtained by measuring N − S −m subsystems of a
state ρ with heterodyne detection. We define the estimate
F˜ ρτ (α) =
1
N − S −m
N−S−m∑
i=1
fτ (αi, η). (E24)
Let |v〉 ∈ H¯ ⊗ H¯, and let |Ψv〉n ∈ Sn,rv . Applying Lemma 7 for the real-valued function fτ , for r = S, for n = N − S,
for D|v〉 = Q|v〉〈v|, and with the bound from Eq. (E23), we obtain
Pr
α
[∣∣∣∣F˜ |Ψv〉〈Ψv|τ (α)− Eα←Q|v〉〈v|[fτ (α, η)]
∣∣∣∣ ≥ H] ≤ δH , (E25)
where
δH = 2
(
N − S
S
)
e
−2(N−2S)
(
η1+EH
Mτ (η)
− 2max (S,m)
N−S−min (S,m)
)2
, (E26)
and where the probability is over the outcomes of a product heterodyne measurement on N − S −m subsystems of
|Ψv〉N−S .
We will also use the following result:
Lemma 9. Let 0 < η < 1. Let σ1, σ2 be two states such that F (σ1, σ2) > 1− η. Let τ be a third state, then
|F (τ, σ1)− F (τ, σ2)| ≤ cos−1
√
1− η ≤ pi
2
√
η. (E27)
Proof. Writing F the fidelity, θ = cos−1
√
F is a metric [24]. We thus have θτσ1 ≤ θτσ2+θσ1σ2 and θτσ2 ≤ θτσ1+θσ1σ2 ,
so ∣∣∣cos−1√F (τ, σ1)− cos−1√F (τ, σ2)∣∣∣ = |θτσ1 − θτσ2 | ≤ θσ1σ2 = cos−1√F (σ1, σ2) ≤ cos−1√1− η. (E28)
22
Let g(x) = cos−1
√
1− x for x ∈ [0, 1]. We have g′(x) = 1
2
√
x(1−x) for all x ∈ (0, 1). In particular, g
′(x) ≥ 1, so for all
x, y ∈ [0, 1],
|x− y| ≤ |g(x)− g(y)|. (E29)
Moreover, setting
√
x = sinφ, one easily deduces g(x) ≤ pi2
√
x for all x ∈ [0, 1]. Combining with Eq. (E28) leads to
|F (τ, σ1)− F (τ, σ2)| ≤
∣∣∣cos−1√F (τ, σ1)− cos−1√F (τ, σ2)∣∣∣ ≤ cos−1√1− η ≤ pi
2
√
η. (E30)
Let τ be a target pure state, and let σN+K be the state sent by the prover. Let β1, . . . , βK be samples obtained
by measuring K random subsystems of σN+K with heterodyne detection. Let σN−S be the permutation-invariant
state obtained by applying a random permutation to the subsystems of remaining state and tracing out the first S
subsystems. Let E ∈ N, and let R be the number of values |βi|2 > E. Then by Theorem 6, with S = 4Q, there exist a
purification σ¯N−S of σN−S , a finite set V of unit vectors |v〉 ∈ H¯ ⊗ H¯, a probability distribution {pv}v∈V over V, and
almost-i.i.d. states σN−Sv ∈ SN−S,Sv such that
F
(
σ¯N−S , σ˜N−S
)
> 1− F , (E31)
with probability greater than 1− δF , where σ˜N−S =
∑
v∈V pvσ
N−S
v , where
F = S
E2e−
2S(S+1)
N , (E32)
and where
δF = 8K
3/2e−
K
9 (
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2
. (E33)
Let α1, . . . , αN−S−m be the samples obtained by measuring the first N−S−m subsystems of σN−S with heterodyne
detection. Tracing out over the purifying subsystems and these N − S −m additional subsystems, Eq. (E31) implies
with Lemma 9 that ∣∣F (τ⊗m, σm)− F (τ⊗m, σ˜m)∣∣ ≤ pi
2
√
F , (E34)
where σm and σ˜m are the remaining states over m subsystems.
Let us define the completely positive trace-preserving map EN−S associated to the classical post-processing of the
protocol. It maps any density operator ρN−S over N − S subsystems to the classical state encoding the estimate(
F˜ ρτ
)m
, defined at Eq. (E24):
EN−S(ρ) =
∑
e
Pr
[(
F˜ ρτ (α)
)m
= e
]
|e〉 〈e|. (E35)
The sum ranges over the values e that the estimate may take. In terms of trace distance, Eq. (E31) may be expressed
as
1
2
∥∥σ¯N−S − σ˜N−S∥∥
1
≤ √F . (E36)
The trace distance is non-increasing under quantum operations, so Eq. (E31) implies
1
2
∥∥(EN−S ⊗ 1N−S+m) (σ¯N−S)− (EN−S ⊗ 1N−S+m) (σ˜N−S)∥∥1 ≤ √F . (E37)
Using the definition of the map EN−S , we obtain a bound in total variation distance:∥∥∥P [(F˜στ (α))m]− P [(F˜ σ˜N−Sτ (α))m]∥∥∥
tvd
≤ √F , (E38)
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where P denotes the probability distributions for the values of the estimates
(
F˜τ (α)
)m
for σ and σ˜. In particular,
this bound implies that for all  > 0∣∣∣Pr [∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ > ]− Pr [∣∣∣F (τ⊗m, σm)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ]∣∣∣ ≤ √F . (E39)
Hence, setting  = ν + pi2
√
F , for ν > 0, Eq. (E31) implies
Pr
[∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ > ν + pi2√F ] ≤ √F + Pr [∣∣∣F (τ⊗m, σm)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν + pi2√F ]
≤ √F + Pr
[∣∣F (τ⊗m, σm)− F (τ⊗m, σ˜m)∣∣
+
∣∣∣F (τ⊗m, σ˜m)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν + pi2√F ]
≤ √F + Pr
[∣∣F (τ⊗m, σm)− F (τ⊗m, σ˜m)∣∣ > pi
2
√
F
]
+ Pr
[∣∣∣F (τ⊗m, σ˜m)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν] ,
(E40)
where we used the triangular inequality in the second line. With Eq. (E34) we obtain
Pr
[∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ > ν + pi2√F ] ≤ √F + Pr [∣∣∣F (τ⊗m, σ˜m)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν] , (E41)
whenever Eq. (E31) holds. Now this happens with probability greater than 1− δF , so with the union bound,
Pr
[∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ > ν + pi2√F ] ≤ √F + δF + Pr [∣∣∣F (τ⊗m, σ˜m)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν] . (E42)
We now bound the quantity
Pr
[∣∣∣F (τ⊗m,Ψm)− (F˜ |Ψ〉〈Ψ|τ (α))m∣∣∣ > ν] , (E43)
for all |Ψ〉 ∈ SN−S,Sv , where Ψm is the reduced state obtained from |Ψ〉 〈Ψ| by tracing all but m subsystems. We have∣∣∣F (τ⊗m,Ψm)− (F˜ |Ψ〉〈Ψ|τ (α))m∣∣∣ ≤ ∣∣∣F (τ⊗m,Ψm)− F (τ⊗m, |v〉 〈v|⊗m)∣∣∣
+
∣∣∣∣F (τ⊗m, |v〉 〈v|⊗m)− ( Eα←Q|v〉〈v|[fτ (α, η)]
)m∣∣∣∣
+
∣∣∣∣( Eα←Q|v〉〈v|[fτ (α, η)]
)m
−
(
F˜ |Ψ〉〈Ψ|τ (α)
)m∣∣∣∣
≤
∣∣∣F (τ⊗m,Ψm)− F (τ⊗m, |v〉 〈v|⊗m)∣∣∣
+ (m+ 1)
∣∣∣∣F (τ, |v〉 〈v|)− Eα←Q|v〉〈v|[fτ (α, η)]
∣∣∣∣
+ (m+ 1)
∣∣∣∣ Eα←Q|v〉〈v|[fτ (α, η)]− F˜ |Ψ〉〈Ψ|τ (α)
∣∣∣∣ ,
(E44)
where we used F (τ⊗m, |v〉 〈v|⊗m) = F (τ, |v〉 〈v|)m and Lemma 4 (whenever F˜ ≥ 1 we instead set F˜ = 1). We bound
these three terms in the following.
When selecting at random m subsystems from an almost-i.i.d. state over N −S subsystems which is i.i.d. on N − 2S
subsystems, the probability that all of the selected states are from the N − 2S i.i.d. subsystems is(
N−2S
m
)(
N−S
m
) = (N − 2S)(N − 2S − 1) . . . (N − 2S −m+ 1)
(N − S)(N − S − 1) . . . (N − S −m+ 1) , (E45)
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and we have
1− (N − 2S)(N − 2S − 1) . . . (N − 2S −m+ 1)
(N − S)(N − S − 1) . . . (N − S −m+ 1) ≤ 1−
(N − 2S −m+ 1)m
(N − S)m
= 1−
(
1− S +m− 1
N − S
)m
≤ min
(
1,
m(S +m− 1)
N − S
)
≤ m(S +m− 1)
N − S ,
(E46)
where we used 1− (1− x)a ≤ ax for all a ≥ 1 and x ∈ [0, 1]. In particular, for |Ψ〉 ∈ SN−S,Sv we have
F (|v〉 〈v|⊗m ,Ψm) = Tr(|v〉 〈v|⊗m Ψm)
≥
(
N−2S
m
)(
N−S
m
)
≥ 1− m(S +m− 1)
N − S ,
(E47)
where we used the definition of SN−S,Sv , and Eq. (E46). Using Lemma 9 we obtain the bound for the first term:∣∣∣F (τ⊗m,Ψm)− F (τ⊗m, |v〉 〈v|⊗m)∣∣∣ ≤ pi
2
√
m(S +m− 1)
N − S . (E48)
The bound for the second term is directly given by Corollary 1 applied to the state |v〉:∣∣∣∣F (τ, |v〉 〈v|)− Eα←Q|v〉〈v|[fτ (α, η)]
∣∣∣∣ ≤ ηKτ . (E49)
The bound for the third term is probabilistic, directly given by Eq. (E25):∣∣∣∣ Eα←Q|v〉〈v|[fτ (α, η)]− F˜ |Ψ〉〈Ψ|τ (α)
∣∣∣∣ ≤ H , (E50)
with probability greater than δH = 2
(
N−S
S
)
e
−2(N−2S)
(
η1+EH
Mτ (η)
− 2max (S,m)
N−S−min (S,m)
)2
.
We now bring together the previous results in order to prove Theorem 5. Combining Eqs. (E44,E48,E49,E50) yields
Pr
[∣∣∣F (τ⊗m,Ψm)− (F˜ |Ψ〉〈Ψ|τ (α))m∣∣∣ > ν] ≤ δH , (E51)
where we have set
ν :=
pi
2
√
m(S +m− 1)
N − S + η(m+ 1)Kτ + (m+ 1)H . (E52)
Writing σ˜N−S =
∑
i,v∈V qipv |Ψv〉 〈Ψv|i, with
∑
i qi = 1, this implies by convexity
Pr
[∣∣∣F (τ⊗m, σ˜m)− (F˜ σ˜N−Sτ (α))m∣∣∣ > ν] ≤ δH . (E53)
With Eq. (E42) we obtain
Pr
[∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ > µ] ≤ √F + δF + δH , (E54)
where we have set
µ :=
pi
2
√
m(S +m− 1)
N − S + η(m+ 1)Kτ + (m+ 1)H +
pi
2
√
F . (E55)
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Thus ∣∣∣F (τ⊗m, σm)− (F˜στ (α))m∣∣∣ ≤ pi2
√
m(S +m− 1)
N − S + η(m+ 1)Kτ + (m+ 1)H +
pi
2
√
F , (E56)
with probability greater than
1− (√F + δF + δH) , (E57)
where
Kτ =
E∑
k,l=0
|τkτl|
√
(k + 1)(l + 1), (5)
δH = 2
(
N − S
S
)
e
−2(N−2S)
(
η1+EH
Mτ (η)
− 2max (S,m)
N−S−min (S,m)
)2
, (E26)
Mτ (η) =
E∑
k,l=0
|τkτl| ηE−(k+l)/2Mkl, (D5)
Mkl =
√
2|l−k|
(
max (k, l)
min (k, l)
)
, (C4)
F = S
E2e−
2S(S+1)
N , (E32)
δF = 8K
3/2e−
K
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2
, (E33)
and where E, η, H , N,m, S,K are free parameters of the protocol, and R is the result of the support estimation.
Setting  = η(m + 1)Kτ , 
′ = (m + 1)H , ′′ = pi2
√
m(S+m−1)
N−S , and S ≥ m in Eq. (E56) concludes the proof of
Theorem 5, with
F˜τ (α) :=
(
F˜στ (α)
)m
=
[
1
N − S −m
N−S−m∑
i=1
fτ
(
αi,

(m+ 1)Kτ
)]m
. (E58)
With the notations of the main text, we then have PSupport = δF , PdeFinetti =
√
F , PHoeffding = δH , and
Cτ = K
1+E
τ Mτ (η).
In terms of scaling of the parameters, taking, e.g., E = O(1), R = O(1), N = O
(
m8+8E
)
,
K = O(m7+8E), S = O
(
m5+4E
)
, η = H = O(
1
m2 ) gives an error polynomially small in m and a probabil-
ity exponentially close in m to 1, by plugging the different scalings in Eq. (E56). We note that there is a lot of room
for optimisation of the free parameters of the protocol.
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