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Abstract
While often stated as an instance of the likelihood ratio trick [Rubinstein, 1989],
the original policy gradient theorem [Sutton et al., 1999] involves an integral over
the action space. When this integral can be computed, the resulting “all-action"
estimator [Sutton et al., 2001] provides a conditioning effect [Bratley et al., 1987]
reducing the variance significantly compared to the REINFORCE estimator
[Williams, 1992]. In this paper, we adopt a numerical integration perspective to
broaden the applicability of the all-action estimator to general spaces and to any
function class for the policy or critic components, beyond the Gaussian case con-
sidered by Ciosek and Whiteson [2018]. In addition, we provide a new theoretical
result on the effect of using a biased critic which offers more guidance than the
previous “compatible features" condition of Sutton et al. [1999]. We demonstrate
the benefit of our approach in continuous control tasks with nonlinear function
approximation. Our results show improved performance and sample efficiency.
1 Introduction
Likelihood ratio (LR) gradient estimators [Aleksandrov et al., 1968, Glynn, 1987,
Reiman and Weiss, 1989, Rubinstein, 1989] have been widely used in reinforcement learning
[Sutton and Barto, 2018] since the seminal work of Williams [1992] in the class of policy gradient
methods [Kimura et al., 1995, 1997, Kimura and Kobayashi, 1998, Marbach and Tsitsiklis, 1998,
Sutton et al., 1999, Konda and Tsitsiklis, 2000, Baxter and Bartlett, 2001]. The popularity of LR
methods stems from its ease of implementation [Schulman et al., 2015] and its applicability to both
discrete and continuous actions spaces [Konda and Tsitsiklis, 2000], in the batch or online settings
[Baxter and Bartlett, 2001].
However, likelihood ratio methods may also suffer [Mania et al., 2018] from high variance in the
long horizon setting [L’Ecuyer, 1991] or when the change of measure fails to have full support
[L’Ecuyer, 1990]. Hence, variance reduction techniques [Bratley et al., 1987, L’Ecuyer, 1994]
must usually be used in conjunction with the LR method [L’Ecuyer, 1991]. Three main strate-
gies are employed in practice, namely: 1) the baseline approach [Williams, 1992] 2) by leverag-
ing the Markovian structure [Williams, 1992, Glynn and L’Ecuyer, 1995] 3) by chunking a long
trajectory into smaller replications via a regenerative state [L’Ecuyer, 1991, Baxter and Bartlett,
2001, Konda and Tsitsiklis, 2000] or by truncating the horizon with a smaller discount factor
[Baxter and Bartlett, 2001].
Preprint. Under review.
An intuitive but lesser known variance reduction technique is that of conditioning, stemming from
conditional Monte Carlo methods [Hammersley and Handscomb, 1964, Bratley et al., 1987]. At a
high level: if there is a Y such that E [X ] = E [E [X |Y ]] then by the law of iterated expectation the
variance may be reduced by computing E [X |Y ] separately. Conditioning is exactly the principle
at play behind the so-called expected methods [van Seijen et al., 2009, Ciosek and Whiteson, 2018,
Sutton and Barto, 2018] in RL (although this connection had never been stated explicitly before).
Interestingly, the very statement of the policy gradient theorem by [Sutton et al., 1999, theorem 1]
hints clearly at an application of the conditioning technique, yet this approach has not been widely
used in practice, nor analyzed properly. In an unfinished paper, Sutton et al. [2001], posit the superi-
ority of this approach in what they call the all-action policy gradient estimator and lay out an agenda
to show this formally and in practice (but never provided those results). For more than a decade, the
all-action form has been mostly forgotten in favor of the single-action LR variant and was only
re-discovered recently in [Allen et al., 2017, Ciosek and Whiteson, 2018, Fellows et al., 2018].
In this paper, we provide a first explanation as to why all-action methods may improve the variance
of policy gradient estimators by establishing a connection to conditional Monte Carlo methods. Us-
ing ideas from the numerical integration literature [Forsythe et al., 1977], we then propose general
policy gradient methods capable of implementing all-action estimators in continuous action spaces.
More precisely, we investigate the use of quadrature formula and Monte Carlo integration methods
for approximating the conditional expectation over actions involved in the policy gradient theorem.
This approach is flexible and does not require a specific parameterization of the actor or critic com-
ponents as in Ciosek and Whiteson [2018]. We show that our perspective applies readily to nonlinear
function approximators and can scale to the challenging environments in MuJoCo [Todorov et al.,
2012].
We also provide a number of new theoretical results pertaining to the use of a biased critic in pol-
icy gradient methods. These new insights contribute to a better understanding of policy gradient
methods with general function approximation, beyond the limited scope of the compatible features
theorem [Sutton et al., 1999, theorem 2] for linear critics. In particular, theorem 3 is a general result
on the expected dynamics of stochastic gradient ascent for a biased critic. It shows that if the bias
term can be controlled, then a good solution may still be obtained. This result mirrors a similar
condition for SGD requiring the noise to vanish in the limit [Bertsekas, 2016]. In the case of Monte-
Carlo integration, theorem 1 provides a bound on the mean squared error of the all-action estimator
with a learned critic and is shown to decrease as a function of the number of sampled actions. This
error is finally compared with that of the LR estimator based on rollouts in theorem 2.
2 Background and Notation
The following presentation is based on the the Markov Decision Process (MDP) framework in the
infinite horizon discounted setting [Puterman, 1994]. We assume a continuous discounted MDP
(S,A, P,R, γ) (more details can be found in the supplementary material).
Policy gradient methods seek to identify an optimal policy by searching within a designated param-
eterized set of policies by gradient ascent. The concept of optimality in this case is defined with
respect to the expected discounted return from a given initial state distribution. We write π∗ =
argmaxpi J(π) to denote an optimal policy where J(π) ≡ Eτ [G(τ)] ≡ Eτ
[∑T−1
t=0 γ
tr(st, at)
]
.
The policy gradient theorem [Sutton et al., 1999] provides an expression for the gradient of expected
return with respect to the parameters of a policy. Let dpiθ ∈ M(S) [Konda and Tsitsiklis, 2000] be
the discounted stationary distribution of state under policy π, and J(θ) ≡ J(π) when π is parame-
terized by θ. The policy gradient theorem [Sutton et al., 1999, theorem 1] (henceforth referred to as
PGT) states that:
∇θJ(θ) = Es∼dpiθ (·)
[∫
a∈A
∂πθ(a|s)
∂θ
Qpiθ (s, a)da
]
≡ Es∼dpiθ (·) [Z(s, θ)] . (1)
Because the term within the expectation involves an integral over the action space, it is often more
convenient to proceed to a change of measure [L’Ecuyer, 1990] by the likelihood ratio approach:
∇θJ(θ) = Es∼dpiθ (·)
[
Ea∼piθ(·|s)
[
∂ log πθ(a|s)
∂θ
Qpiθ(s, a)
]]
≡ Es
[
Ea∼piθ(·|s) [z(s, a, θ)]
]
. (2)
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In this paper, we assume that∇πθ/πθ is uniformly bounded to ensure that the change of measure are
well defined. Policy search methods [Szepesvari, 2010] – such as REINFORCE [Williams, 1992] –
use sample future returns Gt =
∑T
s=t γ
s−trs (rollouts) in an estimator of the form:
∇θJ(θ) ≃ 1
T
T−1∑
t=0
∇θ log πθ(at|st)Gt = 1
T
T−1∑
t=0
zˆ(st, at, θ) , (3)
whereas actor-critic methods [Sutton, 1984] maintain an approximation of Qpiθ in a two-timescale
manner [Konda and Tsitsiklis, 2000].
3 All-Action Estimators and Conditional Monte Carlo Methods
By a change of measure via the log trick, we have seen that the inner integral in (1) can be trans-
formed into an expectation which can be sampled from along the stationary distribution. While
sampling a single action for every state visited along a trajectory would suffice to obtain an unbi-
ased estimator, a better approximation of the inner expectation term is obtained by sampling a larger
number of actions. Sutton et al. [2001] refer to the former type methods as the single-action ones
whereas the latter are called all-action methods. As shown below, all-action methods are preferable
due to their variance reduction effect. However, when the action space is large (or continuous) it
may become intractable to compute the inner expectation exactly unless an analytical expression is
known apriori as in [Ciosek and Whiteson, 2018]. We address this issue using numerical integration
methods.
The variance reduction brought by all-action estimators can be simply understood using the law of
total variance [Bratley et al., 1987]. Let Zˆ(s) be a random variable such that E
[
Zˆ(s)|s
]
= Z(s, θ)
(an unbiased estimator of the policy gradient) then the variance of Zˆ(s) is:
Var
[
Zˆ(s)
]
= Vars [Z(s, θ)] + Es
[
Var
[
Zˆ(s)|s
]]
. (4)
The first term corresponds to the variance due to the sampling of actions when computing Z(s) for
a given state s while the second one is attributed to the sampling of states. Because the variance is
nonnegative for every s in the second term, we have Var
[
Zˆ(s)
]
≥ Vars [Z(s, θ)]. This is the core
idea behind the so-called conditional Monte-Carlo methods [Hammersley and Handscomb, 1964]
and the method of conditioning as a variance reduction technique [Bratley et al., 1987].
Because the inner conditional expectation in (2) involves the action-value functionQpiθ (unknown in
the model-free setting), some algorithmic considerations are needed to implement this idea. When
an arbitrarily resettable simulator is available, a potential solution consists in sampling a rollout for
every given (s, a) pair. While unbiased, we dismiss this approach due to its high computational cost
and lack of generality in domains where offline batch data is available. The solution put forward in
this paper consists in using function approximation methods to estimate Qpiθ separately in an actor-
critic fashion [Sutton, 1984] and then numerically integrate the resulting approximate quantity.
4 Problem Formulation
In the absence of special structure [Ciosek and Whiteson, 2018], the main challenge in implementing
all-action estimators lies in the intractability of computing the inner expectation in (2) for general
action spaces. In this paper, we propose two approaches to tackle this problem: numerical quadrature
rules and Monte Carlo integration. We aim at deriving efficient estimators of the form:
∇J(θ) ≃ 1
T
T−1∑
t=0
ZˆAˆθ (st) , (5)
for a given trajectory τ and approximate advantage function Aˆθ [Baird, 1993].
Quadrature Formula: With fixed-grid quadrature methods [Forsythe et al., 1977], N evenly-
spaced points are chosen apriori over the range of action space {a1, ..., aN} and we define:
ZˆAˆθFG(s, θ) =
ǫ
N
N∑
i=1
∂πθ(ai|s)
∂θ
Aˆθ(s, ai) =
ǫ
N
N∑
i=1
zˆAˆθ(s, ai, θ) , (6)
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where ǫ is the step size and zˆAˆθ(s, a, θ) = ∇θ log πθ(a|s)Aˆθ(s, a). These methods generalize to
higher dimensions but the number of actions required increases exponentially with the dimension of
A. We present a policy update subroutine that uses trapezoidal integration in appendix.
Monte Carlo Integration: While numerical quadrature methods are efficient in low dimensional
settings, they display exponential sample complexity as the dimension increases. In higher dimen-
sions, Monte Carlo integration methods offer a performance advantage [Evans and Swartz, 2000]
while being easier to analyze [Glynn and Iglehart, 1988] and implement. Using the change of mea-
sure approach in (2), we derive the all-action Monte Carlo integration estimator from:
Z(s, θ) = Ea∼piθ(·|s)
[
zAθ(s, a, θ)
] ≃ Ea∼piθ(·|s) [zˆAˆθ(s, a, θ)] , (7)
which we can then approximate from samples using NS iid samples from πθ(·|s):
ZˆAˆθNS(s) =
1
NS
NS∑
k=1
∇θ log πθ(ak|s)Aˆθ(s, ak) . (8)
5 Mean Squared Error Analysis
The all-action estimators presented in section 4 are cast under the actor-critic framework [Sutton,
1984] in which an approximation of Qpiθ and the corresponding advantage term are maintained
separately. In this section, we investigate how the use of an approximate critic in the all-action
estimator affects our ability to estimate the true policy gradient. More specifically, we provide a
bound in theorem 1 on the mean squared error of the gradient estimator computed by Monte-Carlo
integration, compared to the unbiased LR (REINFORCE) estimator.
Theorem 1. Assume that for all s ∈ S and a ∈ A, log πθ(s, a) is a
√
M -Lipschitz function of
θ ∈ Rd, i.e. ∀a ∈ A, ∀s ∈ S, ||∇θ log πθ (a|s) ||22 ≤ M ∈ R . Furthermore, let LMCNS =
E
[
||ZˆAˆθNS (s)−∇J(θ)||2
]
be the MSE (taken w.r.t. both the state and the sampled actions) of the
Monte Carlo integration estimate ZˆAˆθNS(s) estimator (Eq. 8) to the true policy gradient. We have:
LMCNS ≤MLAˆθ +
(
L+ML
Aˆθ
d
)
/NS , (9)
where L
Aˆθ
= E
[(
Aˆθ(s, a)−Aθ(s, a)
)2]
is the MSE of the advantage estimate and L =
MSE [∇θ log πθ(a|s)Aθ(s, a)] ∈ R.
Assuming that the critic error remains small, and with sufficient representation power in the function
approximator class, the term L
Aˆθ
in theorem 1 can be made relatively small. We then see that most
of the resulting variance can then be annihilated by increasing the number of sampled actionsNs in
the all-action Monte Carlo integration estimator.
In order to better understand the effect of using an approximate critic in AAPG, we provide a similar
bound in theorem 2 on the MSE for the classical LR (REINFORCE) based on rollouts only.
Theorem 2. Let the MSE of the REINFORCE estimator to the true policy gradient be:
LR = MSEpiθ
[
∇θ log πθ(a|s)
(
T∑
k=0
γkr(sk, ak, sk+1)− Vˆθ(sk)
)]
.
In addition to the regularity assumption of Theorem 1, assume that
Epiθ
[(
Gt − Vˆθ(s0)−Aθ(s0, a0)
)2]
≤ ξ ∈ R. Then LR satisfies LR ≤ L+Mξ.
Remarks The constant ξ in theorem 2 can be understood as the error in the observed rewards,
which is a function of the randomness of the reward distribution and that of the policy. Overall, the
variance of the REINFORCE estimator is a function of 1) The randomness due to sampling states
and actions, even when Qθ is perfectly known (L); 2) The sensitivity of the policy to variations of
θ (M ); 3) The stochasticity of the rewards that the policy samples from the environment (ξ). As
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NS increases, the estimator Zˆ
Aˆθ
NS
becomes more efficient at reducing the mean squared error of the
policy gradient compared to the single-actionREINFORCE estimator ZˆR. This property is observed
empirically in section 7.2 where the error is shown to decrease almost perfectly as 1/Ns.
6 Convergence of Policy Gradient Methods with a Biased Critic
Policy gradients belong to the class of stochastic gradient methods for which convergence results are
often [Bertsekas, 2016] stated only in the unbiased case. Hence, for likelihood ratio methods of the
style of REINFORCE, classical convergence results apply readily [Glynn, 1987, L’Ecuyer, 1991].
In order to address the function approximation case, [Sutton et al., 1999] show that if the critic is
linear in the so-called compatible features then the resulting policy gradient estimator is unbiased.
However, the compatible features condition is rather stringent and cannot be satisfied easily beyond
the linear case. Because we consider all-action estimators based on approximate critic which can be
linear or nonlinear, we need a more general result. Theorem 3 characterizes the expected dynamics
of the stochastic ascent procedure arising from policy gradient estimators using an approximate
critic.
Theorem 3. Assume that θ 7→ J(θ) is a µ-Lipschitz smooth concave function (||∇J(x) −
∇J(y)||2 ≤ µ||x − y||2 for all x, y). If the step size at step k, δk, satisfies δk ≤ 1µ , then in ex-
pectation:
J(θk+1) ≥ J(θk) + 1
2
||∇J(θk)||2
+
1
µ
[(
∇J(θk)− 1
2
Bias
(
∇ˆJ(θk)
))
· Bias
(
∇ˆJ(θk)
)
− Tr
(
Var
(
∇ˆJ(θk)
))]
Where ∇ˆJ(θk) is any (potentially biased) estimator of∇J(θk) and θk+1 = θk + δk∇ˆJ(θk).
Remarks This result highlights several central aspects of our methods: 1) Reducing the variance
of the gradient estimator is beneficial in terms of sample efficiency; 2) Having a biased gradient
estimator can either increase or decrease the convergence speed, depending on the sign of the dot
product of the bias and the true gradient; 3) Assuming that the bias of the gradient estimator remains
small compared to the true gradient, monotonic improvements can still be guaranteed in expectation.
7 Experimental Results
In this section, we demonstrate the use of the all-action policy gradient (AAPG) algorithms on a
variety of MuJoCo tasks [Todorov et al., 2012]. We used a Gaussian parameterization for the policy
whose mean is the output of a neural network, and whose covariance matrix is diagonal and fixed
(any other distribution could have been used, such as Beta or χ2). Both the mean and the actions
sampled from the policy are clipped to the admissible range of the action space. We learn both Qˆ and
Vˆ using neural networks. The Vˆ function is learned by least-squares regression on the discounted
returns while Qˆ is learned by expected SARSA [van Seijen et al., 2009]. It is essential to note that
our experiment setup makes REINFORCE (with baseline) and our methods fully comparable since
the only difference is in how the policy gradients are computed. All hyperparameters are the same
for all algorithms on a given task. More implementation details are given in the supplementary
material.
7.1 Performance of All-Action Monte Carlo Integration Estimator
In Figure 1, we give learning curves for 3 MuJoCo continuous control tasks with action spaces of
diverse dimensions, averaged across 25 random initializations. Error bars use Student 90% confi-
dence intervals for the empirical mean at every episode. As an illustration of numerical quadrature
methods, we provide runs with trapezoidal integrationAAPG for InvertedPendulum-v1, but chose to
focus on Monte-Carlo methods in the other experiments since quadrature methods scale poorly with
dimension and did not yield interesting improvements over Monte-Carlo even in a simple setting.
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Figure 1: Learning curves for InvertedPendulum-v1 (left), Reacher-v1 (center), Hopper-v1 (right)
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Figure 2: Empirical MSE of ZˆAˆθNS for 0 ≤ log2(NS) ≤ 9 in a given training step on
InvertedPendulum-v1 (left) and average number of steps (across 25 random initializations) to solve
the environment. The rightmost figure shows that reducing the MSE of the gradient estimator in-
creases sample efficiency.
7.2 Gradient MSE and sample efficiency
As an empirical verification of Theorem 1, we can use the following approach to compute an approx-
imation of the MSE of the ZˆAˆθNS estimators for various values of NS : We first train the policy, critic,
and baseline for 1000 episodes on a given environment. Since the REINFORCE estimator is an
unbiased estimate of the policy gradient, we use an additional 1000 rollouts to compute an accurate
estimate of the true gradient. We then use this proxy gradient to compute the MSE of the ZˆAˆθNS es-
timator for various values of NS by computing the empirical MSE across 1, 000 gradient estimates
for each value of NS . Our results on InvertedPendulum-v1 are shown in Figure 2, and highlight
the benefits of sampling more actions for each state when computing the policy gradient estimate.
As NS increases, the MSE converges (with a clearly visible 1/NS progression) to a positive value,
which corresponds to the MSE of the learned advantage estimate (first term of Eq. 9). Figure 2 also
draws a parallel between the MSE reduction and the sample efficiency of the algorithm (here defined
as the number of steps needed to reach an average score of 950 over a window of 100 consecutive
episodes).
8 Conclusion
We have shown, both in theory and practice, that the all-action policy gradient estimator of
[Sutton et al., 2001] can yield performance gains and better sample efficiency by acting as a vari-
ance reduction technique. We have established that the mechanism at play in this approach is that of
conditioning. We also provided practical algorithms for implementing all-actions estimators in large
or continuous action spaces which are compatible with linear or nonlinear function approximation.
We derived novel bounds on the MSE of ourMonte-Carlo integration estimator and compared it both
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theoretically and experimentally to that of the REINFORCE estimator. Our theoretical analysis also
provides the first characterization of the dynamics of policy gradient methods with a biased critic.
Our methods could be extended in many ways, notably by combining them with other variance
reduction techniques such as control variates. As pointed out by [Glynn and Szechtman, 2002],
the conditional expectation term used in the conditioning technique can itself be used as a control
variate. In other words, efforts spent computing the integrand by numerical integration can then be
re-used to form a complementary control variate. Note finally that given the basis of our Monte
Carlo integration all-action estimator in importance sampling, it is natural to think of this approach
as a form of off-policy policy gradient method [Degris et al., 2012] where the off-policiness is only
inside the inner expectation (2) rather than the outer expectation over the stationary distribution
[Liu et al., 2019]. Hence, additional variance reductions could be obtained by choosing a better
sampling distribution beyond πθ itself [L’Ecuyer, 1994].
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