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It is a classical result (apparently due to Tate) that all elliptic curves with a torsion
point of order n ð44n410; or n ¼ 12Þ lie in a one-parameter family. However, this
fact does not appear to have been used ever for computing the torsion of an elliptic
curve. We present here an extremely down-to-earth algorithm using the existence of
such a family. # 2002 Elsevier Science (USA)
Key Words: elliptic curves; rational points.1. RATIONAL TORSION POINTS ON ELLIPTIC CURVES
In this paper we consider elliptic curves deﬁned over the rationals
(or, at most, over algebraic extensions of Q). All these curves are
known to be birationally equivalent Y 2 ¼ X 3 þ AX þ B (short Weierstrass
form). The set of points on the curve with both coordinates in a
ﬁeld K admits a group structure [1, 2, 8] with the group operation deﬁned
by the classical chord–tangent procedure. This (additive) group
is then noted EðKÞ: As the unit element is usually taken to be
the only point at inﬁnity (say O), we can restrict ourselves to afﬁne
points.
The Mordell–Weil theorem [2, 8] states that, if K is a number ﬁeld, EðKÞ
is a ﬁnitely generated abelian group. The torsion subset of EðKÞ is hence a
ﬁnite subgroup, noted ET ðKÞ: The aim of this paper is giving an efﬁcient
procedure, different from the current ones, still very lowbrow, for
computing the torsion subgroup of an elliptic curve deﬁned over the
rationals.1To whom correspondence should be addressed.
2Partially supported by FQM 218 (JdA) and BFM 2001–3207 (MCyT).
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RATIONAL TORSION OF ELLIPTIC CURVES 77Quite a lot is known about the group ETðQÞ: The strongest
result concerning this group is due to Mazur and explicitly states all groups
which can appear as torsion subgroups of elliptic curves deﬁned over Q
[13, 14].
Theorem 1.1. Let E be an elliptic curve defined over Q: Then its torsion
group ETðQÞ is either isomorphic to Cn (the cyclic group of n elements) for
n ¼ 1; 2; . . . ; 10; 12 or to C2  C2n for n ¼ 1; 2; 3; 4: All of these possibilities
actually occur.
Another outstanding result, which was used in most classical algorithms
for computing rational torsion of elliptic curves, is the following, achieved
independently by Lutz and Nagell [12, 15]:
Theorem 1.2. Let E be an elliptic curve defined over Q; given by a
Weierstrass equation Y 2 ¼ X 3 þ AX þ B with A;B 2 Z; and let P ¼ ða; bÞ 2
ET ðQÞ: Then
(a) Both a and b are in Z:
(b) Either b ¼ 0 or b2jð4A3 þ 27B2Þ:
This gives a necessary condition for a point to have ﬁnite order, which
clearly leads to an algorithm (see the next section). The number D ¼
ð4A3 þ 27B2Þ will be most important in the sequel. The discriminant of E
is 16D:
These are the most useful results concerning torsion points, regardless of
their order. But, for a given order n; there is still a deeper result, which
completely characterizes points of that order.
Proposition 1.1 (Cassels [1]). Let E be an elliptic curve defined over Q;
given by a Weierstrass equation Y 2 ¼ X 3 þ AX þ B with A;B 2 Z: Define
the division polynomials inductively as
c1 ¼ 1;
c2 ¼ 2Y ;
c3 ¼ 3X 4 þ 6AX 2 þ 12BX  A2;
c4 ¼ 4Y ðX 6 þ 5AX 4 þ 20BX 3  5A2X 2  4ABX  8B2  A3Þ;
c2mþ1 ¼cmþ2c3m  cm1c3mþ1;
c2m ¼ð2Y Þ1cmðcmþ2c2m1  cm2c2mþ1Þ:
GARCI´A-SELFA, OLALLA, AND TORNERO78After replacing Y 2 by X 3 þ AX þ B the polynomials Cm; for m52; defined
as
C2m ¼ð2Y Þ1c2m;
C2mþ1 ¼c2mþ1
are polynomials in Z½X 
: Moreover, a point P ¼ ðxP; yPÞ 2 E verifies nP ¼ O
if and only if CnðxPÞ ¼ 0:
Finally, we will make some remarks leading to a bound, for each
particular case, for the size of ETðQÞ: First of all, note that the existence of
the group structure in an elliptic curve does not depend on the ﬁeld we are
taking coordinates in. So, for instance, if A;B 2 Z; then for all primes p not
dividing 2jDj; the same equation deﬁning an elliptic curve over Q deﬁnes an
elliptic curve over the ﬁnite ﬁeld Fp: The relationship between these two
curves can help us in our purpose, using the next result [2, 8].
Theorem 1.3. Let E be an elliptic curve in Weierstrass form Y 2 ¼
X 3 þ AX þ B; with A;B 2 Z: If p > 2 is a prime number such that it does not
divide jDj; then the mapping
redp : ETðQÞ !EðFpÞ;
ða1; a2Þ/ ða1; a2Þ;
O/O
is an injective group homomorphism (where ai denotes the residue class of ai
modulo p).
Primes which do not divide 2jDj are called good primes and the induced
group homomorphisms are called good reductions. So, choosing some
prime p not dividing 2jDj and computing how many points lie in EðFpÞ we
must obtain a multiple of the order of ETðQÞ:
2. CURRENT ALGORITHMS
We present here the three algorithms currently implemented in the
programs we use more often. These programs are PARI/GP (version
2.0.20), available at ftp://megrez.math.u-bordeaux.fr and the MAPLE
package APECS (Arithmetic of Plane Elliptic Curves), developed by Ian
Connell and available at ftp.math.mcgill.ca. The ﬁrst two algorithms are
implemented in PARI/GP and the third one is used by APECS.
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 a pair of integers determining the
curve E : Y 2 ¼ X 3 þ AX þ B:
Nagell–Lutz algorithm. This is the most useful algorithm when calculating
by hand or when working with curves of small discriminant. Besides, it is the
algorithm presented, for instance, in [4, 5]. Simple as it is, this algorithm is
not very efﬁcient, its major drawback being the necessity of factoring jDj:
That is, roughly speaking, its complexity is
OðeðCþOð1ÞÞðlog jDjÞ1=3ðlog log jDjÞ2=3Þ;
which the (conjectural) estimate for the best current factorization algorithms
(see [4]).
Doud’s algorithm. This is a quite clever use of the well-known group
isomorphism between an elliptic curve (deﬁned over the complex numbers)
and a quotient C=L for a certain lattice L; using the Weierstrass } function.
Much better than giving here a complete description of this algorithm, we
refer the reader to the original article [6], as we ﬁnd it difﬁcult to explain the
process in a clearer way.
This algorithm has complexity Oðlog3 jDjÞ; without counting the bound of
the torsion using reduction mod p (see Sect. 5). It is the default choice of
PARI/GP.
Division polynomials algorithm. This is a straightforward application of
the polynomials Cm mentioned before. The process goes like this:
Step 1. Compute the rational points of order 2 on E ﬁnding the rational
roots of X 3 þ AX þ B: Let L be the number of these points.
Step 2. Compute jDj: Find some good primes and calculate a bound M as
explained in the previous section. If M ¼ L þ 1 then we have already found
the torsion subgroup.
Step 3. For every divisor q > 1 (chosen in decreasing order) of M=ðL þ 1Þ
ﬁnd out if there are rational points of order q on E using the division
polynomials as explained above. If we ﬁnd a divisor which features points,
we stop the process. The torsion subgroup is then generated by the points of
order 2 and a point of order q: If all divisors lead to no points, the torsion
subgroup consists only of the points of order 2, together with O:
Apart from ﬁnding and factorizing M; which is nevertheless unnecessary
(see the next section), all the steps consist of arithmetical operations and
ﬁnding solutions for equations with one variable and integral coefﬁcients.
This can be achieved quite efﬁciently, as is shown by Loos [11].
In fact, for a polynomial F ¼P aiX i 2 Z½X 
 there exists an algorithm
which computes its rational roots and whose complexity is Oðlog2 jjF jjÞ;
where
jjF jj ¼
X
jaij:
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proves that, for i ¼ 5; . . . ; 9
jjCijj4ciN2ð½i=2
1Þ
for some natural numbers ci:
3. POINTS OF GIVEN ORDER
We will explain now a different way to decide when an elliptic curve
deﬁned over the rationals has a point of a given order, say n; where n ¼
4; . . . ; 10; 12: First we need a result on parametrization of torsion structures.
Most cases are proved (quite straightforwardly) in [8]. Also see [10] for a
more exhaustive table, without any proofs.
Theorem 3.1. Every elliptic curve with a point of order n ¼ 4; . . . ; 10; 12
can be written in the so-called Tate normal form
Y 2 þ ð1 cÞXY  bY ¼ X 3  bX 2;
with the following relations:
(1) If n ¼ 4; b ¼ a; c ¼ 0:
(2) If n ¼ 5; b ¼ a; c ¼ a:
(3) If n ¼ 6; b ¼ aþ a2; c ¼ a:
(4) If n ¼ 7; b ¼ a3  a2; c ¼ a2  a:
(5) If n ¼ 8; b ¼ ð2a 1Þða 1Þ; c ¼ b=a:
(6) If n ¼ 9; c ¼ a2ða 1Þ; b ¼ cðaða 1Þ þ 1Þ:
(7) If n¼10; c ¼ ð2a33a2 þ aÞ=½a ða 1Þ2
; b ¼ ca2=½a ða 1Þ2
:
(8) If n ¼ 12; c ¼ ð3a2  3aþ 1Þða 2a2Þ=ða 1Þ3;
b ¼ cð2a 2a2  1Þ=ða 1Þ:
Remark. To put a curve in Tate normal form, roughly speaking, we have
to take the point of order n to ð0; 0Þ; move its tangent to Y ¼ 0 and ﬁnally
adjust the coefﬁcients.
Suppose then that we want to check if a given curve E deﬁned by Y 2 ¼
X 3 þ AX þ B has a point of order n: Assume it possesses such a point: E
must then be isomorphic to one curve lying in the one-parameter family.
RATIONAL TORSION OF ELLIPTIC CURVES 81Then we simply compute the Weierstrass normal form of a generic curve in
the family and use the following: for two curves Y 2 ¼ X 3 þ AX þ B and
Y 2 ¼ X 3 þ CX þ D to be isomorphic it is necessary and sufﬁcient that two
conditions hold:
1. A3=B2 ¼ C3=D2:
2. There exists a rational solution u for the system
u4 ¼ A
C
; u6 ¼ B
D
 
;
with the obvious adjustments for the cases in which any of the
coefﬁcients vanishes.
Example 3.1. Let us give an example with n ¼ 5: Suppose that we
would like to know if our curve Y 2 ¼ X 3 þ 12 933X  2 285 226 (this is
curve 110A1(C) from [5]) has a point of order 5. If it is the case, the curve
must be isomorphic, by a linear change of variables, to one lying in the
family
Y 2 þ ð1 aÞXY  aY ¼ X 3  aX 2:
So, taking this general equation to Weierstrass form we obtain an
equation which we will note Y 2 ¼ X 3 þ A5ðaÞX þ B5ðaÞ: Should this curve
be isomorphic to ours, it must hold that
A5ðaÞ3
B5ðaÞ2
¼ 12 933
3
2 285 2262
;
which gives an equation in the variable a (in our case, of degree 12).
This equation will be called the ﬁnal polynomial for n ¼ 5: For every root
a0 2 Q we have to check if there is some u 2 Q verifying
u4 ¼ 12 933
A5ða0Þ; u
6 ¼ 2 285 226
B5ða0Þ
 
:
If there is then we have a point of order 5, which is easily calculated, as
ð0; 0Þ is a point of order 5 in the Tate normal form. If not, then there are no
points of order 5 in EðQÞ:
In our example, the only rational roots were  1
10
and 10. Besides,
A5ð10Þ ¼ A; B5ð10Þ ¼ B;
so in fact there is a point of order 5 on our curve. Tracing back the changes
of variables, a point of order 5 turns out to be ð123; 1080Þ:
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if an elliptic curve has a point of order 3. There is also a Tate normal form
for this case, but it has some inconveniences, the heaviest one being that the
family of curves depends now on two parameters. So, if we ﬁnd this case, the
best option is probably using C3; as noted above.
Let us proceed in a systematic manner: we ﬁx an elliptic curve E; given by
Y 2 ¼ X 3 þ AX þ B with A;B 2 Z and we want to know if there is a point of
order n on it. For all cases (except n ¼ 3) we know this implies solving an
equation on a parameter a which comes from the parametrizations of Tate
normal form.
However, one may ﬁnd that ‘‘classical’’ parametrizations, though the
simplest ones, are not necessarily the most convenient for our purpose. As
we will need to compute the rational solutions of a polynomial in Z½X 
;
which parameter is best depends heavily on which root ﬁnding method is to
be used.
Our choice was the algorithm developed in [11], so we had to take into
account that the complexity of ﬁnding the rational roots of a polynomial in
Z½X 
; say f ðXÞ; of degree n; is Oðlog2 jjf jjÞ; so one may choose a parameter
which minimizes jjf jj when f is the ﬁnal polynomial. Such a parameter will
be called a minimal parameter, its ﬁnal polynomial will be called a minimal
polynomial and it will be denoted by Fn:
Case n ¼ 4: We will do this in detail. The general equation was
Y 2 þ XY  aY ¼ X 3  aX 2;
provided aa0;1=16:
Once it is taken to Weierstrass normal form, it becomes
Y 2 ¼ X 3 þ A4ðaÞX þ B4ðaÞ;
where
A4ðaÞ ¼ 432a2  432a 27; B4ðaÞ ¼ 3456a3 þ 6480a2 þ 1296aþ 54:
So the ﬁnal polynomial for a; B4ðaÞ2A3  A4ðaÞ3B2 results
P4ðaÞ ¼ 21236jDja6  21237ð5A3  27B2Þa5
þ 2837ð59A3 þ 459B2Þa4 þ 293611jDja3
þ 243717jDja2 þ 2437jDjaþ 36jDj:
Our next step is then to ﬁnd a minimal parameter (that is, a parameter
minimizing the norm of its ﬁnal polynomial). So we look for a new
parameter b ¼ raþ s: Obviously, we need our new ﬁnal polynomial, F4ðbÞ;
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1
12
: Then we look for a rational s which minimizes jjF4jj: As F4 has to lie in
Z½X 
 the possible denominators are bounded (actually they had to be
divisors of 12). We ﬁnd a minimum for s ¼ 1
12
so we took a ¼ ðbþ 1Þ=12 and
F4ðbÞ ¼ jDjb6  6ð34A3  135B2Þb5 þ 3ð851A3 þ 2646B2Þb4
þ 4ð313A3 þ 5940B2Þb3  6ð95A3 þ 2646B2Þb2
 24ðA3  135B2Þbþ 49A3  216B2:
If we set N ¼ maxfjAj3; jBj2g then
jjF4jj456 667N:
Note that the bound for jjF4jj is greater than the bound for jjC4jj; so it is
better using C4 if we are checking the existence of points of order 4
We present below all the minimal parameters along with bounds for the
seminorm of the ﬁnal polynomials, calculated as above.
Case n ¼ 5: b ¼ a; degðF5Þ ¼ 12; jjF5jj4898 312N: If a bound for jjC5jj is
computed, one can ﬁnds that jjF5jj beats jjC5jj for N > 130:
Case n ¼ 6: a ¼ b=3 1=3; degðF6Þ ¼ 12; jjF6jj42 220 071N:
Case n ¼ 7: b ¼ a; degðF7Þ ¼ 24; jjF7jj4110 725 743N:
Case n ¼ 8: a ¼ bþ 1; degðF8Þ ¼ 24; jjF8jj446 702 469 380N:
Case n ¼ 9: b ¼ a; degðF9Þ ¼ 36; jjF9jj411 353 024 920N:
Cases n ¼ 10 and 12 can, of course, be worked out in the same way but the
polynomials get quite impractical (still not as big as C10 and C12!). As
ET ðQÞ ¼
C10 , C2;C5  ETðQÞ;
C12 , C4;C3  ETðQÞ;
(
there is no necessity of ﬁnding the actual polynomials F10 and F12: In these
cases, the generator can be easily computed using the duplication formula.
Note that the same observation can be applied to C6:
4. THE ALGORITHM COMPLEXITY
Given an elliptic curve in Weierstrass form Y 2 ¼ X 3 þ AX þ B; in order
to ﬁnd its torsion group we proceed as follows:
Step 1. Compute L; the number of points with order 2, that is, the rational
solutions for X 3 þ AX þ B:
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for E and compute a bound M for the torsion as explained above. Note that
this step is not necessary.
Step 3. For every divisor q > 1 (chosen in decreasing order) of M=ðL þ 1Þ
ﬁnd out if there are rational points of order q on E using the process
described in the previous section. If we ﬁnd a divisor which features points,
we stop the process. The torsion subgroup is then generated by the points of
order 2 and the point which comes from ð0; 0Þ in the Tate normal form. If all
divisors lead to no points, the torsion subgroup consists only of the points of
order 2, together with O:
Let us compute the complexity of the algorithm. As in the previous
section, let
N ¼ maxfjAj3; jBj2g:
We will show that the running time of our algorithm (without step 2) is
Oðlog2 NÞ: Note that Oðlog2 NÞ ¼ Oðlog2 jDjÞ: Unless otherwise stated, Ref.
[4] is the reference here for the details.
As for step 1, the computation of the points of order 2 can be clearly
accomplished in the expected time, using, for instance, the algorithm given
in [11]. So it only remains to check step 3. But note that all the coefﬁcients of
the minimal polynomials (hence its norm) are bounded by cN; for some
natural number c: This means that we can ﬁnd the rational roots in the
expected time, according to [11]. Besides, for such a rational root (if it
exists), written in irreducible form a0 ¼ b0=g0; we have
jb0j; jg0jocN:
Therefore, if we want to ﬁnd out if there exists some u 2 Q such that
u4 ¼ A=Anða0Þ; it can be carried out in time Oðlog2 NÞ: If such an u exists, it
is just a matter of arithmetical checking to see if u6 ¼ B=Bnða0Þ:
Let us analyze a bit closer the running time of step 2. The bounding of the
torsion consists on:
1. Taking a prime p:
2. Computing the remainder of dividing 2jDj by p:
3. If the remainder is not zero, counting how many points the reduced
curve has in Fp:
Let us prove ﬁrst that one can ﬁnd a prime not dividing jDj and smaller
than log1þe jDj; for any e > 0: Suppose it is not so. Then
jDj5
Y
p prime; p4log1þe jDj
p ¼ p1    ps:
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log jDj5
X
log pi5
ðlog 2Þðlog1þe jDjÞ
ð1þ eÞ log log jDj ;
where we have used log pi5log 2 for all i ¼ 1; . . . ; s and the well-known
bound by Erdo¨s [7]
pðxÞ5log 2 x
log x
:
So it must hold that
loge jDj41þ e
log 2
log log jDj;
which is clearly untrue for sufﬁciently big jDj: For example, for e ¼ 1
2
we need
jDj > 8:
So ﬁnding a good prime will take, at most, log jDj steps. After narrow-
ing the search we need to check if a prime is good, which implies per-
forming euclidean division. According to [9], a very delicate analysis of
the division procedure can lead to a running time of OðlogðjDj=log jDjÞÞ
log log jDjÞ:
Finally, there is the question of counting the points on the reduced curve.
The best currently implemented algorithms for this (based on Shanks’ baby
step/giant step procedure) have running time Oðp1=4Þ; although there is an
algorithm by Schoof which does it in time Oðlog8 pÞ:
Putting all these pieces together, we ﬁnd that bounding the torsion
subgroup has running time which is a bit worse than Oðlog2 jDjÞ: However,
in practice, this bounding requires a negligible amount of time, and saves a
lot of calculations. So we think it is a sensible option to include it (as Doud’s
and APECS routines do) as a part of the algorithm.
5. COMPARISON WITH OTHER ALGORITHMS
The algorithm has lower complexity than Nagell–Lutz and Doud’s
procedures, but is basically a variation of the division polynomials process.
The major advantage of minimal polynomials is their size, much more
manageable, and specially useful in curves with big discriminant.
Here we present some examples run in PARI/GP. Step 1 means running
PARI/GP’s internal routine ellinit, which is the way PARI is given
an elliptic curve. In particular this routine computes the roots of a
Weierstrass equation, that is, the points of order 2. In all cases, the examples
were created by giving a; the parameter in Tate normal form, the value
GARCI´A-SELFA, OLALLA, AND TORNERO86a ¼ ð43! þ 1Þ=41! and then considering a Weierstrass normal form. The
number between parenthesis in step 2 is the bound achieved.
Group Step 1 Step 2 Step 3 (with Total
(s) (s) Tate normal form) time
C4 0.01 o0.01 (8) 0.79 + 0.08 0.89
C7 0.04 0.03 (14) 0.89 0.96
C9 0.10 0.05 (9) 2.66 2.81
Observe that in the ﬁrst example step 3 had to be performed twice, as the
bound attached in step 1 was 8. The results obtained with the other
algorithms were:
1. Nagell–Lutz algorithm (at least the PARI implemented version)
could not successfully terminate any case (stack overﬂow).
2. Doud’s algorithm needed a very high precision, as it is based on
approximation processes. Stack also overﬂowed in all cases, but only
the ellinit part, with the required precision, took over 30 s in all
cases.
3. The division polynomial algorithm took, respectively, 6:45 s (most
of them trying to solve C8 ¼ 0), 6.44 and 340:69 s:
It must be noted here that in these calculations we have used neither Loos’
algorithm nor Schoof ’s, but PARI internal routines. So it is hoped that an
optimal implementation of the algorithm will obtain much better results.
This is why we allow in these examples A and B to lie in Q: The only part
which actually needs them to be integers is reduction, and this can be easily
arranged.
Some comments are in order regarding the extension of the algorithms to
the case ET ðKÞ; where K is a number ﬁeld:
* We do not have results as precise as Mazur’s theorem for this case.
The best current bounds (see [16]) are far from good ones, except
(may be) for quadratic and cubic extensions (see [3, 17]). This makes
even stronger the necessity of procedures whose running time does
not grow very rapidly with the order.
* We do not have a Nagell–Lutz like result for ETðKÞ: Indeed, it may
even have no sense talking about the factorization of jDj: Of course,
even using Dedekind domains theory, the complexity of the
algorithm will increase rapidly.
* Doud’s algorithm relies quite heavily on the fact that torsion points
lie on Z: While this can be adequately modiﬁed to include the
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algorithm, as it computes the points up to some error which is clearly
noticeable if the coordinates are integral, but not so clearly
otherwise.
* The division polynomials algorithm only need a procedure for
ﬁnding the roots in K of a polynomial in K ½X 
: Such procedures
are now available; in fact, PARI/GP has one implemented.
So the extension of this algorithm to the number ﬁeld case is
immediate.
* The minimal polynomials algorithm has to be modiﬁed for the
number ﬁeld case, as we cannot express both parameters b and c
depending on a unique parameter a: Instead, we need to solve a
system of two equations in two variables (b and c): one for the
relationship induced by the existence of a point of given order and
the other one of the type A3ðb; cÞ=B2ðb; cÞ ¼ A3=B2: Computational
experimentation leads us to believe that this algorithm also beats
the division polynomials one, specially for high orders (say greater
than 11), but a more systematic approach is needed in order to
assure this point.
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