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The discovery that spin-orbit coupling can generate a new state of matter in the form of quantum
spin-Hall (QSH) insulators has brought topology to the forefront of condensed matter physics. While
QSH states from spin-orbit coupling can be fully understood in terms of band theory, fascinating
many-body effects are expected if the state instead results from interaction-generated symmetry
breaking. In particular, topological defects of the corresponding order parameter provide a route to
exotic quantum phase transitions. Here, we introduce a model in which the condensation of skyrmion
defects in an interaction-generated QSH insulator produces a superconducting (SC) phase. Because
vortex excitations of the latter carry a spin-1/2 degree of freedom numbers, the SC order may be
understood as emerging from a gapless spin liquid normal state. The QSH-SC transition is an
example of a deconfined quantum critical point (DQCP), for which we provide an improved model
with only a single length scale that is accessible to large-scale quantum Monte Carlo simulations.
In the Kane-Mele model for the QSH insulator,1 the
original SU(2) spin symmetry is explicitly broken by
spin-orbit coupling. Here, we instead consider the case
where this symmetry is preserved by the Hamiltonian but
spontaneously broken by an interaction-generated QSH
state.2 At the mean-field level, the latter is characterised
by an SO(3) order parameter constant in space and time
and a band structure with a non-trivial Z2 topological
index.1,3,4 Long-wavelength fluctuations of this order pa-
rameter include in particular the Goldstone modes that
play a key role for phase transitions to, e.g., a Dirac
semimetal. Such a transition, illustrated in Fig. 1a, is
described by a Gross-Neveu-Yukawa field theory5 with
QSH order encoded in a mass in the underlying Dirac
equation. Fluctuations can also take the form of topolog-
ical (‘skyrmion’) defects that correspond to a nontrivial
winding of the order parameter vector. Due to the topo-
logical nature of the QSH state itself, such skyrmions
carry electric charge 2e:6 as illustrated in the supplemen-
tal material, the insertion of a skyrmion in a system with
open boundaries pumps a pair of charges from the valence
to the conduction band through the helical edge states.
The condensation of skyrmion defects—which coincides
with the destruction of the QSH state—represents a new
route to generate a SC state. In contrast to a weakly
coupled Bardeen-Cooper-Schrieffer-type SC, its vortices
enclose a spin-1/2 degree of freedom corresponding to the
fractionalized QSH order parameter.6
A direct QSH-SC phase transition (Fig. 1a) is an in-
stance of a DQCP,7–9 the concept of which relies on the
topological defects of one phase carrying the charge of the
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other phase. Defect condensation then provides a mecha-
nism for a continuous transition between two states with
different broken symmetries (SO(3) for QSH, U(1) for
SC) that is forbidden by Landau theory. Despite consid-
erable numerical efforts,10,11 DQCPs remain a subject of
intense debate. Important questions include their very
nature—weakly first order or continuous9—and the role
of emergent symmetries.12 One of the difficulties lies in
the fact that previous lattice realizations11,13,14 involve
antiferromagnetic (AFM) and valence bond solid (VBS)
phases. For the widely studied square lattice, the VBS
state breaks the discrete Z4 rotation symmetry, whereas
the field theory has a U(1) symmetry. The latter is re-
covered on the lattice exactly at the critical point, but
in general the Z4 symmetry breaking term is relevant.
The additional length scale at which the Z4 symmetry
becomes visible obscures the numerical analysis. In the
field theory, this translates into the notion that quadruple
skyrmion addition (monopole) events of the AFM SO(3)
order parameter are irrelevant at criticality but prolif-
erate slightly away from this point to generate the VBS
state.7 Hence, the theory is subject to a dangerously irrel-
FIG. 1. Phase diagram and model. a Schematic ground-
state phase diagram with semimetallic, QSH, and SC phases.
b Illustration of nearest- and next-nearest neighbours and the
vector Rij on a plaquette of the honeycomb lattice.
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2evant operator. This complication is completely avoided
in the model introduced here, where the DQCP sepa-
rates QSH and SC rather than AFM and VBS phases.
QSH and AFM order are both described by an SO(3)
order parameter. However, instead of the Z4 symmetry
broken by lattice VBS state, the SC phase breaks the
same global U(1) gauge symmetry (charge conservation)
on the lattice and in the continuum. Therefore, the num-
ber of skyrmion defects with charge 2e is conserved and
monopoles are absent.
The exciting prospects of (i) SC order from topo-
logical defects of a spontaneously generated QSH state
and (ii) a monopole-free realisation of a DQCP moti-
vate the search for a suitable lattice model amenable
to quantum Monte Carlo simulations without a sign
problem. Such efforts are part of the recent surge of
designer Hamiltonians aimed at studying exotic phases
and phase transitions.15–21 Here, we start from a tight-
binding model of Dirac fermions in the form of electrons
on the honeycomb lattice with nearest-neighbour hop-
ping (see Fig. 1b), as described by
Hˆt = −t
∑
〈i,j〉
(cˆ†i cˆj + H.c.). (1)
The spinor cˆ†i =
(
cˆ†i,↑, cˆ
†
i,↓
)
, where cˆ†i,σ creates an elec-
tron at lattice site i with spin σ. Equation (1) yields
the familiar graphene band structure with gapless, linear
excitations at the Dirac points.22 A suitable interaction
that generates the above physics is
Hˆλ = −λ
∑
7
( ∑
〈〈i,j〉〉∈7 iνij cˆ
†
iσcˆj + H.c.
)2
. (2)
The first sum is over all the hexagons of a honeycomb
lattice with L×L units cells and periodic boundary con-
ditions. The second sum is over all pairs of next-nearest-
neighbour sites of a hexagon, see Fig. 1b. The quantity
νij = ±1 is identical to the Kane-Mele model;1 for a path
from site i to site j (connected by Rij , see Fig. 1b) via
site k, νij = eˆz · (Rik ×Rkj)/|eˆz · (Rik ×Rkj)| with eˆz
a unit vector perpendicular to the honeycomb plane. Fi-
nally, σ = (σx, σy, σz) with the Pauli spin matrices σα.
The rationale for this choice of interaction is easy to un-
derstand. Without the square, and taking just one of the
three Pauli matrices, equation (2) reduces to the Kane-
Mele spin-orbit coupling that explicitly breaks SO(3) spin
symmetry. In contrast, this symmetry is preserved by Hˆλ
but spontaneously broken by long-range QSH order. For
λ > 0, the model defined by Hˆ = Hˆt + Hˆλ can be simu-
lated without a sign problem by auxiliary-field quantum
Monte Carlo methods.23–25 In the following, we set t = 1
and consider a half-filled band with one electron per site.
A mean-field decomposition of equation (2) suggests a
transition from the Dirac semimetal to a QSH state at a
critical value λc1 > 0. However, it is highly non-trivial
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FIG. 2. Gross-Neveu semimetal-QSH transition. a
Correlation ratioRQSHχ [equation (5)] for different system sizes
L. The extrapolation of the crossing points of RQSHχ for L
and L+ 6 in the inset gives the critical value λc1 = 0.0187(2).
b Finite-size scaling based on equation (6) gives an inverse
correlation length exponent 1/ν = 1.14(9). c Estimation of
the anomalous dimension η = 0.79(5).
if the associated saddle point is stable. In fact, s-wave
pair hopping processes arise upon expanding the square
in equation (2) and can lead to superconductivity.26 The
exact phase diagram can be obtained by quantum Monte
Carlo simulations. Remarkably, as illustrated in Fig. 1a,
we find two distinct phase transitions. First, from the
semimetal to a QSH state at λc1, then from the QSH
state to an s-wave SC at λc2 > λc1.
The semimetal-QSH transition involves the breaking of
spin rotation symmetry and is expected to be in the O(3)
Gross-Neveu universality class for N = 8 Dirac fermions
(two sublattices, two Dirac points, σ =↑, ↓). The local
vector order parameter takes the form of a spin current,
OˆQSHr,δ = icˆ
†
rσcˆr+δ + H.c., (3)
where r corresponds to a unit cell labelling a hexagon,
and r + δ runs over all next-nearest neighbours. Be-
cause this order parameter is a lattice regularisation of
the three QSH mass terms in the Dirac equation, long-
range order implies a mass gap.1 To study the phase tran-
sition, we computed the associated susceptibility
χOδ,δ′(q) =
1
L2
∑
r,r′
∫ β
0
dτeiq·(r−r
′)〈Oˆr,δ(τ)Oˆr′,δ′(0)〉.
(4)
Here, we omitted the vanishing background term and
concentrate on the largest eigenvalue of χOδ,δ′(q) (see sup-
3plementary material), henceforth denoted as χO(q). To
detect the transition, we consider the renormalization-
group invariant correlation ratio
1− χ
O(Q+ ∆q)
χO(Q)
= ROχ
(
L1/ν
(
λ− λOc
)
, L−w
)
(5)
with |∆q| = 4pi√
3L
, the ordering wavevector Q =
0, the correlation length exponent ν, and the lead-
ing corrections-to-scaling exponent ω. We set the in-
verse temperature β = L in our simulations based on
the assumption of a dynamical critical exponent z =
1.27 In contrast to previous analyses of Gross-Neveu
criticality28,29 we use susceptibilities rather than equal-
time correlators to suppresses background contributions
to the critical fluctuations.
The results for the semimetal-QSH transition are
shown in Fig. 2. The finite-size estimate of the criti-
cal value, λQSHc1 (L), corresponds to the crossing point of
RQSHχ for L and L + 6. Extrapolation to the thermody-
namic limit (inset of Fig. 2a) yields λQSHc1 = 0.0187(2). As
shown in the supplementary material, the single-particle
gap is nonzero for λ > λQSHc1 . The correlation length
exponent was estimated from10
1
νO(L)
=
1
log r
log
(
d
dλR
O
χ (λ, rL)
d
dλR
O
χ (λ, L)
)∣∣∣∣∣
λ=λOc (L)
(6)
with r = L+6L . A similar equation can be used to de-
termine the exponent η from the divergence of the sus-
ceptibility (χO ∝ L2−η) at criticality (see supplementary
material). Aside from a polynomial interpolation of the
data as a function of λ for each L, this analysis does
not require any further fitting and, by definition, con-
verges to the correct exponents in the thermodynamic
limit with rate L−ω. While previous estimates of the
critical exponents vary,28–30 the values 1/ν = 1.14(9) and
η = 0.79(5) from Fig. 2 are consistent with ν = 1.02(1)
and η = 0.76(2) from previous work.29 This suggest that
the semimetal-QSH transition is in the same universality
class as the semimetal-AFM transition.28,29,31
To detect SC order, we used the order parameter
OˆSC
r,δ˜
=
1
2
(
cˆ†
r+δ˜,↑cˆ
†
r+δ˜,↓ + H.c.
)
(7)
where r + δ˜ runs over the two orbitals of unit cell r. As
before, we computed the corresponding susceptibility and
used β = L in anticipation of z = 1. Fig 3 shows that,
within the very small error bars, the critical value for SC
order λSCc2 = 0.0332(2) and the critical value for the dis-
appearance of long-range QSH order λQSHc2 = 0.03322(3)
are identical, suggesting a direct QSH-SC transition. At
this transition, the single-particle gap remains of order
one and we find no evidence for a first-order transition
for the available system sizes (supplementary Fig. 2).
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FIG. 3. Deconfined QSH-SC transition. a Correlation
ratio RQSHχ and b correlation ratio R
SC
χ for different system
sizes L. The extrapolation of the crossing points for L and
L + 6 using the form a + b/Lc (see inset of b) gives λQSHc2 =
0.03322(3) and λSCc2 = 0.0332(2).
The observed s-wave symmetry of the SC state emerges
directly from the perspective of Dirac mass terms. In 2+1
dimensions and for N = 8 Dirac fermions, there exist nu-
merous quintuplets of anti-commuting mass terms that
combine different order parameters in a higher SO(5)
symmetry group.32 A well-known example relevant for
DQCPs are the three AFM and two VBS mass terms.
The three QSH mass terms form a quintuplet with the
two s-wave SC mass terms. The resulting SO(5) order pa-
rameter allows for a very natural derivation of the Wess-
Zumino-Witten term,33,34 crucial for the DQCP, by in-
tegrating out the (massive) Dirac fermions.35
As argued in the introduction, the QSH-SC problem
is free of monopoles, so that our lattice model represents
an improved model to study the DQCP. Although sim-
ulations for fermions are limited to smaller system sizes
than for bosons, severe size effects due to monopoles10
can be expected to be absent. Fig 4 shows a finite-
size analysis for the correlation length exponent and the
anomalous dimension, as obtained either from the QSH
or the SC correlation ratio. The resulting estimates
ηQSH = 0.21(5) and ηSC = 0.22(6) compare favourably
with those from loop models11 where ηAFM = 0.259(6)
and ηVBS = 0.25(3). An alternative analysis in the sup-
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FIG. 4. Critical exponents for the QSH-SC transition.
a, b Critical exponents 1/νSC = 1.8(2), 1/νQSH = 1.7(4),
ηSC = 0.22(6), and ηQSH = 0.21(5) from finite-size scaling of
the crossing points for L and L+ 6. c Ratio of the QSH and
SC susceptibilities for different system sizes L.
plementary material yields similar values. Given the very
similar anomalous dimensions ηQSH and ηSC of QSH and
SC fluctuations, the ratio of the QSH and SC susceptibil-
ities is expected to be a renormalization group invariant,
as confirmed by Fig. 4c. However, a crossing of differ-
ent curves at λc2 is a necessary but not sufficient condi-
tion for an emergent SO(5) symmetry at the DQCP. In
fact, a continuous transition with emergent SO(5) sym-
metry can be essentially excluded here in the light of
the condition η > 0.52 from the conformal bootstrap
method.36 The latter also yields a bound of 1/ν < 1.957
for a unitary conformal field theory with only one tun-
ing parameter37 that is satisfied by 1/νSC = 1.8(2) and
1/νQSH = 1.7(4) from Fig. 4a but not by 1/ν = 2.24(4).10
Simulations of the monopole-free model on even larger
lattices are required for a conclusive answer.
Our model provides a realisation of a QSH insulator
emerging from spontaneous symmetry breaking. The
corresponding SO(3) order parameter permits both long-
wavelength Goldstone modes and topological skyrmion
defects. By means of a single parameter λ, we can trig-
ger continuous quantum phase transitions to either a
semimetal or an s-wave SC state. For the semimetal-
QSH transition, the critical exponents are consistent with
Gross-Neveu universality.28,29 The QSH-SC transition is
of particular interest since it provides a monopole-free,
improved model of deconfined quantum criticality with
only one length scale. The mechanism for SC order
from the QSH state is the condensation of skyrmion de-
fects of the QSH order parameter with charge 2e. For
the QSH-SC transition, our values of the anomalous di-
mension match those of previous work on the AFM-
VBS transition,11,14 which are inconsistent with results
from conformal bootstrap studies if an SO(5) symme-
try emerges at the critical point (as is supported by
numerical and analytical studies). One possible reso-
lution is the scenario of ‘pseudo-criticality’ or ‘walking
coupling constant’.9,11,38,39 In contrast, our estimate of
1/ν is still within the conformal bootstrap bound,37 al-
though a bound-violating result is not completely ruled
out given the numerical uncertainty. Consequently, it is
of considerable interest to exploit the full potential of
quantum Monte Carlo methods in order to access even
larger lattices. Other promising approaches that can shed
further light on DQCPs make use of a lattice discretisa-
tion scheme based on projection onto a Landau level that
does not break continuum symmetries.40
A monopole-free realisation of DQCPs is impossible in
traditional settings because of an anomaly9 associated
with the SO(3)×U(1) symmetry. In the standard reali-
sation, this anomaly is matched by the non-onsite nature
of lattice rotation symmetries,41 but since lattice rota-
tions are discrete, monopoles can never be completely
suppressed. Alternatively, the anomaly can be eliminated
by properly enlarging the SO(3)×U(1) symmetry, essen-
tially allowing microscopic degrees of freedom that carry
‘fractional’ symmetry quantum numbers. This is what is
being done in this work, where the fermions carry half-
spin and half-charge (in terms of Cooper pair charges).
An even simpler extension of the symmetry that elim-
inates the anomaly is SU(2)×U(1), meaning that mi-
croscopically there are charged spinless bosons, together
with both charged and neutral spin-1/2 bosons. A chal-
lenge for future studies is to find a reasonably simple
Hamiltonian that realises a DQCP and is amenable to
sign-free bosonic QMC simulations in, e.g., the stochas-
tic series expansion representation.42
The SC phase generated from skyrmion defects moti-
vates further investigations. Its vortex excitations carry
a spin-1/2 degree of freedom,6 so that in the quantum
critical fan thermal melting will yield a spin liquid.43 It
is also possible to add an independent attractive Hub-
bard interaction to explore a semimetal-QSH-SC tri-
critical point (as opposed to the recently discovered
semimetal-AFM-VBS tricritical point21) with predicted
SO(5) Gross-Neveu criticality.44 The vector form of Hˆλ
makes it straight forward to reduce the SO(3) QSH sym-
metry to U(1) and thereby investigate easy-plane real-
isation of DQCPs with a U(1)×U(1) symmetry on the
lattice. Work along these directions is in progress.
5Methods
We employed the ALF45 implementation of the
auxiliary-field finite-temperature quantum Monte Carlo
method.23–25 The interaction term is written as a perfect
square with negative prefactor (λ > 0), allowing for a
decomposition in terms of a real Hubbard-Stratonovitch
field. For each field configuration, time-reversal sym-
metry holds and the eigenvalues of the fermion matrix
occur in complex conjugate pairs.46–48 At low tempera-
tures, the scales of the imaginary time propagation do not
fit into double precision real numbers and we have used
methods to circumvent this issue.49 The imaginary-time
discretisation was ∆τ = 0.2. For reasons explained in
the supplementary material, we chose a symmetric Trot-
ter decomposition that minimises discretization errors.
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7SUPPLEMENTAL MATERIAL
Observables
Symmetry-broken states are characterised by a local order parameter Oˆr,δ, where r denotes a unit cell and δ an
orbital within the unit cell. The associated time-displaced correlation functions read
SOδ,δ′(q, τ) =
1
L2
∑
r,r′
〈Oˆr,δ(τ) · Oˆr′,δ′(0)〉eiq·(r−r′) . (8)
For the finite-size scaling analysis, we consider the order parameter
mO =
√
Λ1(SOδ,δ′(0, 0))
L2
, (9)
the equal-time correlation ratios
RO = 1− Λ1(S
O
δ,δ′(∆q, 0))
Λ1(SOδ,δ′(0, 0))
, (10)
with |∆q| = 4pi√
3L
, the susceptibilities
χO = Λ1
(∫ β
0
dτSOδ,δ′(0, τ)
)
, (11)
and the corresponding correlation ratios
ROχ = 1−
Λ1
(∫ β
0
dτSδ,δ′(∆q, τ)
)
Λ1
(∫ β
0
dτSOδ,δ(0, τ)
) . (12)
Here, Λ1() indicates the largest eigenvalue of the corresponding matrix in orbital space (6× 6 for spin currents, 2× 2
for pairing) and the ordering wave vector is at the Γ point.
These quantities exhibit the following finite-size scaling behaviour near the critical point:
mO(L, λ) = L(2−d−z−η)/2f1(Lz/β, (λ− λc)L1/ν , L−ω1) ,
RO(L, λ) = f2(L
z/β, (λ− λc)L1/ν , L−ω2) ,
χO(L, λ) = L2−ηf3(Lz/β, (λ− λc)L1/ν , L−ω3) ,
ROχ (L, λ) = f4(L
z/β, (λ− λc)L1/ν , L−ω4) . (13)
Here, λc, ν, η, and z are the critical coupling, the correlation length exponent, the anomalous dimension, and the
dynamical critical exponent, respectively.
The correlation ratios RO and ROχ are both renormalization group (RG) invariant quantities at the critical point and
hence provide a simple way to estimate λc and ν without any knowledge about η. However, the generic corrections-
to-scaling exponent ω is not necessarily the same for all four quantities in equation (13). Such corrections generally
arise from irrelevant operators of the fixed point and the analytic part of the free energy. If the absolute value of the
negative RG dimension is relatively large, the main contribution to ω will come from the background term of the free
energy.28 In this case,
ω1 = ω2 = 2− z − η, ω3 = ω4 = 2− η . (14)
This suggests that the susceptibility χ and the corresponding correlation ratio Rχ will have smaller scaling corrections
than the corresponding equal-time quantities if the effect of the negative RG dimension is small at λc.
We assumed a dynamical critical exponent z = 1 for both the SM-QSH and the QSH-SC transition. This is
motivated by the Lorentz invariance of the corresponding field theories.5,8 Accordingly, in our simulations, we used
β = L and thereby fixed Lz/β in the above finite-size scaling expressions.
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S. Fig. 1. a Time-displaced spin correlation function at λ = 0.04, β = 2, and L = 3. The label ‘symmet-
ric’ refers to the Trotter decomposition of equation (15), whereas ‘asymmetric’ refers to the alternative decomposition
Z = Tr
[
e−∆τHˆt
(∏N
i=1 e
−∆τHˆxλ(i)e−∆τHˆ
y
λ
(i)e−∆τHˆ
z
λ(i)
)]
. b Time-displaced spin correlation function for the symmetric Trotter
decomposition and λ = 0.019, β = L.
Trotter decomposition used for the QMC simulations
For the finite-temperature QMC simulations underlying this work, imaginary time was discretized with a spacing
∆τ = β/Lτ . To ensure hermiticity, the partition function is written as
Z = Tr
e−∆τ2 Hˆt
 N∏
i=1
e−
∆τ
2 Hˆ
x
λ(i)e−
∆τ
2 Hˆ
y
λ(i)e−
∆τ
2 Hˆ
z
λ(i)
1∏
j=N
e−
∆τ
2 Hˆ
z
λ(j)e−
∆τ
2 Hˆ
y
λ(j)e−
∆τ
2 Hˆ
x
λ(j)
 e−∆τ2 Hˆt
Lτ (15)
where Hˆt is defined by equation (1) and the interaction (2) was partitioned into local operators H
α
λ (i) acting on spin
component α = x, y, z and on hexagon i. The leading discretization error for the partition function then scales as
∆τ2.
The Trotter decomposition in equation (15) breaks the global SU(2) spin rotation symmetry. For example,
[Hˆxλ(i), Hˆ
y
λ(i)] 6= 0, so that equation (15) will not be invariant under a global SU(2) rotation. Because SU(2) symmetry
breaking is a relevant perturbation for both critical points considered, care has to be taken to ensure that its effects,
which scale as ∆τ2, remain below the relevant energy scale. An explicit test involves the total spin operator and
generator of global SU(2) rotations
Stot =
1
L
∑
r,δ
Sr,δ . (16)
Here, Sr,δ = cˆ
†
r+δσcr+δ and δ runs over the positions of atoms in the unit cell at r. S.Fig 1 shows the associated
time-displaced spin-spin correlation function. A global SU(2) spin symmetry implies that this quantity is indepen-
dent of imaginary time. The numerical results are essentially constant in imaginary time if the symmetric Trotter
decomposition is used. Therefore, the latter was employed together with ∆τ = 0.2 for all results of this work.
Finite-size scaling analysis by different crossing points
In addition to the main text, where a ‘two-size crossing’ with sizes L and L+ 6 was performed, we provide a cross
check based on crossings of L and L+ 3.
When considering the L and L + 6 crossings in the main text for the estimation of λSCc2 (see Fig. 3 of the main
text), we are obliged to take into account the L = 6 data. Upon inspection, the fit turns out to be rather bad since
χ2/DOF = 66.9. On the other hand, if we consider the L and L+ 3 crossing points, we can omit the L = 6 data and
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get a more acceptable χ2/DOF = 6.8. As apparent from S.Fig. 3, the extrapolated value of λSCc2 based on the crossing
points of L and L+ 3 compares favourably with the analysis in the main text.
S.Fig 2a,b show the crossing values of λ and 1/ν at the semimetal-QSH transition, as obtained from the correlation
ratio. S.Fig 2 c shows the anomalous dimension η at each crossing point, as well as a fit based on an expression
analogous to Eq. (6) of the main text,
ηO(L) = 2− 1
log r
log
(
χO (λ, rL)
χO (λ, L)
)∣∣∣∣
λ=λOc (L)
, (17)
where r = L+3L .
The results of a similar analysis for the QSH-SC transition are reported in S.Fig. 3.
Consistency of the finite-size scaling analysis
As an independent consistency check on the results from the ‘two-size crossing’ method used in the main text, we
consider in this section a collective fitting of multiple system sizes.
The collective fitting of λc and ν is based on a polynomial expansion of the scaling function of R
O
χ (L, λ) in equa-
tion (13). Taking β = L, we have
ROχ (L, λ) ≈
n∑
p=0
ap(λ− λc)pLp/ν + L−ω
m∑
q=0
bq(λ− λc)qLq/ν . (18)
Here, n and m are the expansion orders for the dimensionless and the scaling correction part of the universal function,
respectively.
Table I reports the results of fits for the two order parameters at the DQCP, including the case with m = 1, as
well as the case without considering any scaling correction. We set n = 2 for all the fits. For m = 1, the fitting of
the QSH correlation ratio is satisfactory in terms of χ2/DOF for Lmin ≥ 9, and the results are consistent with each
other for Lmin = 9, 12, 15. Taking λc2 = 0.03314(5) and 1/ν = 1.55(9) from the fit with Lmin = 9, we get consistency
with λQSHc2 = 0.03322(3) and 1/ν
QSH = 1.7(4) from the ‘two-size crossing’ analysis in the main text. The results of
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DQCP – QSH
Lmin λc R
QSH
χ (λc) 1/ν ω χ
2/DOF
9 0.03332(1) 0.8665(4) 2.22(5) n/a 139/44
12 0.03326(2) 0.8702(8) 2.21(7) n/a 58.9/32
15 0.03326(3) 0.870(2) 2.3(2) n/a 33.4/22
18 0.03321(5) 0.875(5) 2.4(3) n/a 13.9/12
9 0.3314(5) 0.89(2) 1.55(9) 0.9(3) 29.1/41
12 0.331(2) 0.92(9) 1.5(2) 0.4(9) 24.7/29
15 0.331(2) 0.89(2) 1.6(3) 4(3) 15.1/19
9 0.3315(5) 0.89(2) 1.5(2) 0.9(4) 28.2/36
12 0.331(2) 0.91(8) 1.5(2) 0.5(9) 23.8/26
15 0.331(2) 0.89(3) 1.7(3) 3(3) 13.9/16
DQCP – SC
Lmin λc R
SC
χ (λc) 1/ν ω χ
2/DOF
9 0.032675(4) 0.8592(4) 1.32(3) n/a 1239/40
12 0.032791(5) 0.8742(5) 1.60(4) n/a 123/29
15 0.032843(8) 0.882(1) 1.83(6) n/a 15.9/18
18 0.03286(3) 0.884(4) 1.9(2) n/a 2.23/9
9 0.03296(5) 0.907(9) 2.1(2) 1.7(3) 53.8/37
12 0.03287(2) 0.887(2) 2.3(2) 4.4(8) 26.0/26
15 0.0329(2) 0.89(3) 2.0(4) 3(13) 15.1/15
9 0.0331(2) 0.94(4) 1.9(2) 1.1(5) 42.5/33
12 0.03285(3) 0.884(5) 2.0(3) 8(6) 20.6/22
15 0.0329(2) 0.89(3) 1.7(5) 4(16) 14.4/13
TABLE I. Collective fitting at the DQCP for λc, 1/ν, and R
O
χ (λc) based on the correlation ratios R
O
χ (L, λ) and equation (18).
We compare the case without taking into account scaling corrections (data rows 1–4) to the case with m = 1 (rows 5–7
correspond to a larger data window, rows 8–10 to a smaller one); in both cases, n = 2.
DQCP – QSH
Lmin η χ
2/DOF
6 0.30(2) 990/68
9 0.24(1) 249/57
12 0.19(2) 92.0/40
15 0.24(3) 49.8/25
18 0.18(6) 12.0/12
DQCP – SC
Lmin η χ
2/DOF
6 0.344(8) 525/45
9 0.308(7) 128/36
12 0.28(2) 65.6/26
15 0.23(2) 24.2/17
18 0.19(9) 7.47/8
TABLE II. Same analysis as in table I but for the exponent η using equation (19). Here n = 2, while scaling corrections are
ignored.
a fit with a smaller data window are shown in the last three rows of table I, revealing that the results are stable
upon variation of the number of degrees of freedom. A fit using RSCχ also produces acceptable values of χ
2/DOF for
Lmin = 9, 12 and 15 and compares favourably with the results presented in the main text.
To reduce the number of degrees of freedom in the fit of the anomalous dimension η, a substitution in terms of the
scaling form for χO and ROχ in equation (13) is performed, using the expansion (we ignore the correction-to-scaling
term)
χO(L,R) = L2−ηf(R) ≈ L2−η
n∑
p=0
apR
p . (19)
As shown in table II, the collective fitting for both order parameters is acceptable for Lmin ≥ 12. The corresponding
values ηQSH = 0.194(9) and ηSC = 0.279(9) agree well with the values 0.21(5) and 0.22(6) obtained with the ‘two-size
crossing’ approach used in the main text.
We also carried out the collective fitting at the Gross-Neveu critical point. In contrast to the DQCP, this phase
transition suffers much less from corrections to scaling (as shown in Fig. 3 of the main text, the crossing points converge
quickly). Hence, a fit without the scaling correction term is performed, and the results are shown in table III. As can
be seen, a good χ2/DOF is obtained once the L = 6 data set is neglected, and fits for Lmin = 9, 12, 15 or 18 produce
consistent results. Taking λc1 = 0.01891(2) and 1/ν = 1.17(3) from Lmin = 9, the results match those of the analysis
in the main text.
Results for the anomalous dimension at the Gross-Neveu critical point are listed in table III. The fits yield acceptable
χ2 values for Lmin ≥ 12. The exponent η = 0.76(1) from Lmin = 12 also matches the analysis in the main text.
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Gross-Neveu – QSH
Lmin λc R
QSH
χ (λc) 1/ν ω χ
2/DOF
6 0.01898(2) 0.6970(6) 1.26(2) n/a 94.6/34
9 0.01891(2) 0.693(1) 1.17(3) n/a 34.8/27
12 0.01882(4) 0.687(2) 1.17(5) n/a 18.6/20
15 0.01870(7) 0.678(5) 1.14(11) n/a 9.22/13
18 0.0186(2) 0.67(2) 1.3(4) n/a 1.90/6
Gross-Neveu – QSH
Lmin η χ
2/DOF
6 0.666(7) 210/33
9 0.70(1) 111/26
12 0.76(2) 28.6/18
15 0.78(2) 4.4/12
18 0.81(6) 1.9/6
TABLE III. Same as table I, but for the Gross-Neveu transition. Here n = 2, while scaling corrections are ignored.
Single-particle gap and free-energy derivative across the QSH-SC transition
The single-particle gap ∆sp is obtained from the single-particle Green function
G(k, τ) =
1
L2
∑
r,r′,δ,σ
〈cˆ†r+δ,σ(τ)cˆr+δ,σ(0)〉eik·(r−r
′) (20)
where r + δ runs over the two orbitals of the unit cell located at r. The single-particle gap is minimal at the Dirac
point K = ( 4pi3 , 0) and is extracted by noting that asymptotically
G(K, τ) ∝ e−∆spτ . (21)
Here, we used β = 36. S.Fig 4a demonstrates that ∆sp remains nonzero across the QSH-SC transition at λc2 ≈ 0.033.
In order to clarify nature of the QSH-SC transition, we also calculated the first partial derivative of the free energy
density with respect to the coupling λ (we use the same notation as in the main text)
∂F
∂λ
= − 1
L2
∑
7
〈 ∑
〈〈i,j〉〉∈7 iνij cˆ
†
iσcˆj + H.c.
2〉 . (22)
S.Fig 4b shows ∂F/∂λ for β = L in the vicinity of λc2 ≈ 0.033. As expected for a continuous transition, we observe
no sign of a jump.
Charged skyrmion defects of the QSH state
In Ref.,6 it was shown that when a QSH state is generated by spontaneous symmetry breaking, skyrmion defects
of the vector order parameter will carry an electric charge of Qe = 2e, leading to the relation
Qe = 2eQ (23)
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where Q is the Pontryagin index that counts the winding of the unit vector order parameter on the sphere.
Here, we substantiate this fact in terms of an explicit calculation for a lattice model. Our starting point is the
Hamiltonian
Hˆ = −t
∑
〈ij〉
(
cˆ†i cˆj + H.c.
)
+ λ
∑
7 N(x) ·
( ∑
〈〈i,j〉〉∈7 iνij cˆ
†
iσcˆj + H.c.︸ ︷︷ ︸
≡Jˆij
)
, (24)
where N(x) = (Nx(x), Ny(x), Nz(x)) is a unit vector at position x corresponding to the centre of a hexagon. Since
Hˆ is invariant under time reversal symmetry, Tˆ−1α
(
cˆi,↑
cˆi,↓
)
Tˆ = α
(
cˆi,↓
−cˆi,↑
)
, Kramers’ theorem holds and stipulates that all
eigenstates are doubly degenerate.
On the honeycomb lattice, the Pontryagin index is defined as
Q =
1
8pi
∑
x
N(x) · (N(x+ a1)−N(x))× [(N(x)−N(x+ a2)) + (N(x)−N(x− a1 + a2))] (25)
with unit vectors a1 = (1, 0) and a2 = (
1
2 ,
√
3
2 ).
For an arbitrary vector field N(x), Hamiltonian (24) does not preserve particle-hole (P-H) symmetry. For example,
defining the P-H transformation as
Pˆ−1z α
(
cˆ†i,↑
cˆ†i,↓
)
Pˆz = ηiα
(
cˆi,↑
−cˆi,↓
)
, (26)
where ηi = 1 (−1) for i ∈ A (B), we have
Pˆ−1z Jˆ
x
i,jPˆz = Jˆ
x
i,j ,
Pˆ−1z Jˆ
y
i,jPˆz = Jˆ
y
i,j ,
Pˆ−1z Jˆ
z
i,jPˆz = −Jˆzi,j .
(27)
A general P-H transformation can be written as
Pˆ (θ, φ) = Uˆ−1(θ, φ)PˆzUˆ(θ, φ) (28)
where
Uˆ−1(θ, φ)
(
cˆi,↑
cˆi,↓
)
Uˆ(θ, φ) =
(
cos(θ/2) − sin(θ/2)e−iφ
sin(θ/2)eiφ cos(θ/2)
)(
cˆi,↑
cˆi,↓
)
. (29)
For Hamiltonian (24), it yields
Pˆ−1(θ, φ)Hˆ(N)Pˆ (θ, φ) = H(N ′) (30)
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where
N ′(x) = R−1(θ, φ)
1 0 00 1 0
0 0 −1
R(θ, φ)N(x) (31)
and
R(θ, φ) =
cos2(θ/2)− sin2(θ/2) cos(2φ) − sin2(θ/2) sin(2φ) − sin(θ) cos(φ)− sin2(θ/2) sin(2φ) cos2(θ/2) + sin2(θ/2) cos(2φ) − sin(θ) sin(φ)
sin(θ) cos(φ) sin(θ) sin(φ) cos(θ)
 . (32)
Thus, there is no generic P-H transformation that leaves this Hamiltonian invariant, unless N(x) is varied in an
R2 space (θ and φ can be defined such that sin θ cosφNx + sin θ sinφNy + cos θNz = 0). Since the transformation has
a determinant of −1, the generic P-H transformation gives
Q(N ′(x)) = −Q(N(x)). (33)
The ‘electric charge’ refers to the number of occupied states at zero temperature, relative to half filling. The sign
change of the Pontryagin index under a P-H transformation provides a natural way of understanding equation (23).
Note that in contrast to a skyrmion, a 2D topological defect (such as vortex) has a vanishing Pontryagin index and
carries no charge.
The argument of charged skyrmions fails when other Dirac mass terms are considered. For example, a system with
fluctuations of a three component vector field Yukawa-coupled to the three antiferromagnetic mass terms does not
break P-H symmetry. In this case, a skyrmion configuration with nonzero Pontryagin index does not carry electric
charge.
We diagonalised Hamiltonian (24) on a honeycomb lattice with L = 36, setting t = 1 and λ = 0.5. S.Fig 5 compares
the density of states for a uniform field N(x) and for a ‘hedgehog’ configuration corresponding to a single skyrmion.
On the lattice, the Pontryagin index is not quantised and we obtain Q ≈ −0.989. The system remains gapped when
one skyrmion is inserted, see S.Fig. 5b. The breaking of P-H symmetry is also apparent from D(ω) 6= D(−ω). Simple
number counting shows that ∫ 0
−∞
D(ω)dω = N/2 + 2 ,
∫ ∞
0
D(ω)dω = N/2− 2. (34)
Compared to the case of uniform polarisation in S.Fig. 5a, an additional charge 2e is generated.
On a system with open boundary conditions, the Pontryagin index is not necessarily quantised and we can investigate
how charge is transferred during the insertion of a skyrmion by varying the Pontryagin index from zero to one. S.Fig 6
shows that the total charge is ‘pumped’ from 0 to 2e and we observe a step function at a non-integer value of Q. This
is a consequence of the aforementioned Kramers theorem. As shown in S.Fig. 7, the bulk remains gapped during this
process, while the edge stays gapless. Thus, the charge 2e is pumped through the edge under insertion of a skyrmion.
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S. Fig. 7. Edge and bulk density of states for different N(x), corresponding to the values of Q given in each panel. Here,
L = 36, and D(ω) was broadened as explained in S.Fig. 5.
