This paper describes two new methods for comparing two independent, discrete distributions, when the sample space is small, using an extension of the Storer-Kim method for comparing independent binomials. These methods are relevant, for example, when comparing groups based on a Likert scale, which was the motivation for the paper. In essence, the goal is to test the hypothesis that the cell probabilities associated with two independent multinomial distributions are equal. Both a global test and a multiple comparison procedure are proposed. The small-sample properties of both methods are compared to four other techniques via simulations: Cliff's generalization of the Wilcoxon-Mann-Whitney test that effectively deals with heteroscedasticity and tied values, Yuen's test based on trimmed means, Welch's test and Student's t test. For the simulations, data were generated from beta-binomial distributions. Both symmetric and skewed distributions were used. The sample space consisted of the integers 0(1)4 or 0(1)10. For the global test that is proposed, when testing at the 0.05 level, simulation estimates of the actual Type I error probability ranged between 0.043 and 0.059. For the new multiple comparison procedure, the estimated family wise error rate ranged between 0.031 and 0.054 for the sample space 0(1)4. But for 0(1)10, the estimates dropped as low as 0.016 in some situations. Given the goal of comparing means, Student's t is well known to have practical problems when distributions differ. Similar problems are found here among the situations considered. No single method dominates in terms of power, as would be expected, because different methods are sensitive to different features of the distributions being compared. But in general, one of the new methods tends to have relatively good power based on both simulations and experience with data from actual studies. If, however, there is explicit interest in comparing means, rather than comparing the cell probabilities, Welch's test was found to perform well. The new methods are illustrated using data from the Well-Elderly Study where the goal is to compare groups in terms of depression and the strategies used for dealing with stress. 
Introduction
Consider two independent, discrete random variables, X and Y, each having a sample space with N elements. Of particular interest here are situations where Likert scales are being compared, in which case N is relatively small and typically has a value between 3 and 10, but the results reported here are relevant to a broader range of situations, as will become evident. The means are denoted by µ 1 and µ 2 , respectively. Denote the elements of the sample space by x 1 ,...,x N , and let p j = P (X = x j ) and q j = P (Y = x j ), j =1,...,N. There are, of course, various ways these two distributions might be compared. Six methods are considered here, two of which are new. One of the new methods compares multinomial distributions based on a simple extension of the Storer and Kim (1990) method for comparing two independent binomial distributions. The other is a multiple comparison procedure for all N cell probabilities based on the Storer-Kim method combined with Hochberg's (1998) method for controlling the probability of one or more Type I errors. (Hochberg's method represents an improvement on the Bonferroni procedure.) These two new methods are compared to four alternative strategies in terms of power and the probability of Type I error.
One of the more obvious strategies for comparing the two distributions is to test H 0 : µ 1 = µ 2 (1) with Student's t test or Welch's (1938) test, which is designed to allow heteroscedasticity. Note that for the special case where N = 2, testing Equation 1 corresponds to testing the hypothesis that two independent binomial probability functions have the same probability of success. That is, if x 1 = 0, x 2 = 1, testing 1 corresponds to testing H0: p 2 = q 2 , for which numerous methods have been proposed (e.g. Wilcox, 2012b, Section 5.8) . The method derived by Storer and Kim (1990) appears to be one of the better methods in terms of both Type I errors and power. The point here is that their method is readily generalized to situations where the goal is to test H 0 : p j = q j , for all j =1, . . . , N. (2) That is, the goal is to test the global hypothesis that all N cell probabilities of two independent multinomials are equal. In contrast, there might be interest in testing N hypotheses corresponding to each of the N cell probabilities. That is, for each j, test H 0 : p j = q j with the goal of determining which cell probabilities differ. Moreover, it is desirable to perform these individual tests in a manner that controls the probability of one or more Type I errors. There is a rather obvious approach based in part on the Storer-Kim method, but here it is found that with small sample sizes, a slight adjustment is needed to avoid having the actual probability of one or more Type I errors well below the nominal level.
yet another approach to comparing two distributions is testing H 0 : p = 0.5, which has been advocated by Cliff (1996) , Acion et al. (2006) , and Vargha and Delaney (2000) , among others. Moreover, compared to several other methods aimed at testing (3), Cliff's method has been found to compete well in terms of Type I errors (Neuhäuser, Lösch & Jöckel, 2007) . Note that the Wilcoxon-MannWhitney test is based in part on a direct estimate of p. However, under general conditions, when distributions differ in shape, it uses the wrong standard error, which can affect power, Type I error probabilities, and the accuracy of the confidence interval for p. Cliff's method deals effectively with these problems, including situations where tied values are likely to occur. In particular, it uses a correct estimate of the standard error even when the distributions differ. It is evident that the methods just outlined are sensitive to different features of the distributions being compared (e.g., Roberson et al., 1995) . If, for example, there is explicit interest in comparing means, testing (1) is more reasonable than testing (2). However, even when the means are equal, the distributions can differ in other ways that might be detected when testing (4) or (2). Nevertheless, it is informative to consider how these methods compare in terms of power. This paper reports simulation results aimed at addressing this issue, as well as new results on controlling the probability of a Type I error. Data stemming from a study dealing with the mental health of older adults are used to illustrate that there can be practical advantages to testing (2).
Details of the Methods To Be Compared
This section describes the methods to be compared. Three are based on measures of location: the usual Student's t test, Welch's (1938) test, and a generalization of Welch's method derived by Yuen (1974) designed to test the hypothesis that two independent groups have equal (population) trimmed means. For brevity, the computational details of Student's test are not described simply because it is so well known. Yuen's test is included because it has been examined extensively in recent years and found to have advantages when dealing with distributions that differ in skewness or when outliers are commonly encountered (e.g., Guo & Luh, 2000; Lix & Keselman, 1998; Wilcox & Keselman, 2003; Wilcox, 2012a Wilcox, , 2012b . However, for the types of distributions considered here, evidently there are few if any published results on how well it performs. The fourth approach considered here is Cliff's method. The final two methods are aimed at comparing independent multinomial distributions as indicated in the introduction.
The Welch and Yuen methods
Here, Yuen's method is described based on 20% trimming. When there is no trimming, it reduces to Welch's test. Under normality, Yuen's method yields about the same amount of power as methods based on means, but it helps guard against the deleterious effects of skewness and outliers. For the situation at hand, it will be seen that skewness plays a role when comparing means.
For notational convenience, momentarily consider a single group and let X 1 ,...,X n be a random sample of n observations from the jth group and let 
Cliff's Method
Let p 1 = P (X i1 >X i2 ), p 2 = P (X i1 = X i2 ), and p 3 = P (X i1 <X i2 ). Cliff (1996) As noted in the introduction, this confidence interval has been found to perform well compared to other confidence intervals that have been proposed. This will be called method C.
An Extension of the Storer-Kim Method
The Storer and Kim method for comparing two independent binomials can be extended to comparing independent multinomials in a straightforward manner. The basic strategy has been studied in a broader context by Alba-Fernández and Jiménez-Gamero (2009) . In essence, a bootstrap method is used to determine a p-value assuming (2) Note that the possible number of successes in the first group is any integer, x, between 0 and n 1 , and for the second group it is any integer, y, between 0 and n 2 . Let r j be the number of successes observed in the jth group and let be the estimate of the common probability of success assuming the null hypothesis is true. For any x between 0 and n 1 and any y between 0 and n 2 , set a xy =1 if ,
The test statistic is , where and b(y, n 2 , p) is defined in an analogous fashion.
The null hypothesis is rejected at the α level if
Generalizing, let c kj be the number of times the value x k (k =1,...,N) is observed among the n j participants in the jth group, let be the estimate of the assumed common cell probability, and let The goal is to determine whether S is suffciently large to reject (2). But as N gets large, computing the probabilities associated with every element in the sample space of a multinomial distribution becomes impractical. To deal with this, randomly sample n 1 observations from a multinomial distribution having cell probabilities .Repeat this process only now generating n 2 observations. Based on the resulting cell counts, compute S and label the result S*. Here, B = 500 is used, which generally seems to suffice in terms of controlling the Type I error probability (e.g., Wilcox, 2012b) , but a possibility is that a larger choice for B will result in improved power (e.g., Wilcox, 2012a, p. 277 ). This will be called method M.
Multiple Comparisons
The final method tests H 0 : p j = q j for each j with the goal of controlling the probability of one or more Type I errors. This is done using a modification of Hochberg's (1988) [C] . Beginning with k = 1, reject all hypotheses if
If p [1] >α, proceed as follows:
stop and reject all hypotheses having a p-value less than or equal p [k] If p [k] > α / k, repeat step 1.
3. Repeat steps 1 and 2 until a significant result is found or all N hypotheses have been tested.
Based on preliminary simulations, a criticism of the method just described is that the actual probability of one or more Type I errors can drop well below the nominal level when the sample size is small. The adjustment used here is as follows. If the p-value (i.e., p [k] )is less than or equal to twice the nominal level, the minimum sample size is less than 20, N>4, and the sample sizes are not equal, then divide the p-value by 2. This will be called method B.
Simulation Results
Using the software R, simulations were used to study the small-sample size properties of the six methods described in section 2. To get a reasonably broad range of situations, observations were generated from a beta-binomial distribution that has probability function (x =0,...,N), where the parameters r and s determine the first two moments and B is the beta function. The mean of the beta-binomial distribution is and the variance is . when r = s, the distribution is symmetric. Note that if both r and s are multiplied by some constant, d, the mean remains the same but the variance generally, but not always, decreases. If r < s, the distribution is skewed to the right. When r = s and r < 1, the distribution is U-shaped. Here N = 4 and 10 are used with sample sizes 20 and 40. Figure 1 shows the probability function for N = 10, (r, s)=(0.5,0.5) (indicated by lines connecting the points labeled o), (r, s) = (2, 2) (indicated by the points corresponding to *) and (r, s) = (1, 3) (indicated by a +). Table 1 shows the estimated probability of a Type I error, based on 4000 replications, when X and Y have identical distributions and the nominal Type I error probability is 0.05. (If the method in Wilcox, 2012, p. 166 , is used to test the hypothesis that the actual Type I error probability is 0.05, based on a 0.95 confidence interval, then power exceeds 0.99 when the actual Type I error probability is 0.075. Also, with 4000 replications, the resulting half-lengths of the 0.95 confidence intervals for the actual Type I error probability were approximately 0.007 or less.) In terms of avoiding Type I error probabilities larger than the nominal level, all of the methods perform well. Only method Y has an estimate larger than 0.06, which occurred when N = 4 and r = s = 0.5. In terms of avoiding Type I error probabilities well below the nominal level, say less than 0.04, all of the methods performed well except method B when N = 10 and n 1 = n 2 = 20, where the estimate drops below 0.02. This suggests that method B might have less power than method M, but situations are found where the reverse is true.
From basic principles, when N = 2, meaning that the goal is to test the hypothesis that two independent binomials have the same probability of success, reliance on the central limit theorem can be problematic when the probability of success is close to zero or one. Also, it is known that when distributions differ in terms of skewness, this can adversely affect the control over the probability of a Type I error when using Student's t test, particularly when the sample sizes differ. Of course, a related concern is that confidence intervals can be inaccurate in terms of probability coverage. It is noted that these issues remain a concern for the situation at hand.
Consider, for example, the situation where N = 10, (r, s) = (1, 2) for the first group, and (r, s) = (10, 1) for the second group. These two probability functions are shown in Figure 2 , with o corresponding to (r, s) = (1, 2). So the first group is skewed to the right and the second is skewed to the left with the events X = 0 and 1 having probabilities close to zero. If the first distribution is shifted to have a mean equal to the mean of the second group, and if n 1 = n 2 = 20, the actual Type I error probability is approximately 0.064 when testing at the 0.05 level with Student's t. But if n 2 = 50, the actual Type I error probability is approximately 0.12. In contrast, when using Welch's method, the Type I error probability is 0.063. Put another way, if the first groups is not shifted, the actual difference between the means is 1.8. But the actual probability coverage of the nominal 0.95 confidence interval based on Student's t is only 0.88 rather than 0.95, as intended. Increasing the sample sizes to 50 and 80, Student's t now has a Type I error probability of 0.085. Numerous papers have demonstrated that with unequal sample sizes, violating the homoscedasticity assumption underlying Student's t test can result in poor control over the probability of a Type I error. Adding to this concern is the fact that under general conditions, Student's t uses the wrong standard error (Cressie & Whitford, 1986) . It is noted that these concerns are relevant here. For example, if N = 10, n 1 = 20, n 2 = 50, r = s = 0.5 for the first group, and r = s = 4 for the second, in which case the distributions are symmetric with µ 1 = µ 2 = 4.5, the actual level of Student's t is approximately 0.112. Increasing the sample sizes to n 1 = 50 and n 2 = 80, the actual level is approximately 0.079. In contrast, when using method W, the actual levels for these two situations are 0.057 and 0.052, respectively.
As seems evident, the method that will have the most power depends on how the distributions differ, simply because different methods are sensitive to different features of the distributions. Nevertheless, in terms of maximizing power, it is worth noting that the choice of method can make a substantial difference with each of the methods offering the most power in certain situations. This is illustrated in Table 2 , which shows the estimated power when (r, s) = (1,2) or (2,2) for the first group and the second group is based on different choices for r and s, which are indicated in columns 6 and 7. The mean and variance associated with each of these distributions is shown in Table 3 . Note that when (r, s)=(1,2) for group 1 and for group 2 (r, s) = (3,6), and (4,8), the population means are equal, so Welch's methods and Student's t are designed to have rejection rates equal to 0.05. Also, the null hypothesis associated with Cliff's method is nearly true, the value of p being approximately 0.052. Now, with N=4, there is an instance where Student's t (method T) has an estimated rejection rate of 0.064, a bit higher than any situation where the distributions are identical. Methods B and M have a higher probability of rejecting, as would be expected, simply because the corresponding null hypothesis is false. Also, as expected, the method with the highest power is a function of how the distributions differ. Generally, method M performs well, but it is evident that it does not dominate. Note, for example, that when (r, s)=(2,2) for group 1, N=4 and the sample sizes are 20 and 40, method B can have a substantial power advantage compared to method M. Also, there are instances where methods Y and W offer a substantial gain in power. This is the case, for example, when N=10 and when the first group has r=s=2.
Some Illustrations
A practical issue is whether the choice of method can make a difference in terms of the number of significant results when a relatively large number of tests are performed. Data from the Well Elderly 2 study (Jackson et al., 1997) are used to illustrate that this is indeed the case, with method M tending to report more significant results. The participants were 460 men and women aged 60 to 95 years (mean age 74.9) who were recruited from 21 sites in the greater Los Angeles area. One portion of the study dealt with the processes older adults use to cope with stress, which was measured by the COPE scale developed by Carver, Scheier and Weintraub (1989) . The scale consists of 36 items where each participant gave one of four responses: I usually didn't do this at all, I usually did this a little bit, I usually did this a medium amount, I usually did this a lot. Method M was applied to all 36 items with the goal of comparing males to females. (The frequencies associated with each item are available on the first author's web page in the files cope_freq_males and cope_freq_females.) Controlling for the probability of one or more Type I errors at the 0.05 level, among the 36 hypotheses tested, was done via Hochberg's improvement on Bonferroni method. Five significant differences were found. COPE contains four items related to a scale named "turning to religion," which constituted four of the five significant results. The fifth significant result was for the single scale item alcohol-drug disengagement.
Method B provides more detail about how the individual items differ. For the scale named turning to religion, the fourth possible response (I usually did this a lot) was the most significant. (The estimated difference between the probability a female responds 4, minus the same probability for males, ranged between 0.20 and 0.23.) If Cliff's method is used instead, three of the five items that are found to be significant via method M are again significant, with no differences found otherwise. (All three significant results are associated with religion). Using method W gives the same result as method C.
Another portion of the Well Elderly study dealt with feelings of depression as measured by the Center for Epidemiologic Studies Depression Scale (CESD). The CESD (Radloff, 1977) consists of twenty items, each scored on a four-point scale. The CESD is sensitive to change in depressive status over time and has been successfully used to assess ethnically diverse older people (Foley et al., 2002; Lewinsohn et al., 1988) . Here, we compare three ethnic groups: white, black/African American, and Hispanic or Latino. Applying method M to each of the twenty items, no difference is found between the first two groups. However, comparing group 1 to 3, as well as group 2 to group 3, again controlling for the probability of one or more Type I errors at the 0.05 level via the Hochberg's method, four significant differences are found (items 3, 4, 15 and 17). Using Cliff's method, three significant differences are found (items 4, 15 and 17), Welch's method and Yuen's method find two significant differences (items 4 and 17). Method B rejects for the same four items as method M and provides more detail about how the groups differ.
Comparing groups 2 and 3, again method M yields four significant results (items 4, 15, 17 and 18) . Method C rejects in three instances (items 4, 15 and 18), while the Welch and Yuen methods reject twice (items 4 and 15).
As a final example, males and females are compared based on nine items aimed at measuring mental health and vitality. This time Cliff's methods C and Welch's method rejected for four of the items (namely, items 1, 2, 4 and 7), while methods M and Yuen returned three significant results (items 1, 2 and 7). The only point is that the choice of method can make a practical difference, as would be expected because each method is sensitive to different features of the data and designed to answer different questions. Limited results suggest that method M often has the most power, but the only certainty is that exceptions occur. 
Concluding Remarks
In summary, methods were proposed for testing the hypothesis that two independent multinomial distributions have identical cell probabilities. All indications are that the probability of a Type I error can be controlled reasonably well. It is not suggested that these methods be used to the exclusion of all other techniques. As illustrated, the most powerful method depends on the nature of the distributions being compared. Also, if there is explicit interest in comparing measures of location, the Welch and Yuen methods are preferable. But simultaneously, methods based on measures of location can miss true differences that are detected by methods B and M. Also, method B has the potential of providing a more detailed understanding of how distributions differ, as was illustrated. If Student's t is viewed as a method for testing the hypothesis that two distributions are identical, it appears to control the probability of a Type I error reasonably well. But when distributions differ, generally it seems to offer little or no advantage in terms of power. Also, consistent with past studies, it was found that Student's t can be unsatisfactory as a method for comparing means. Consequently, it is not recommended.
A criticism of using multiple methods to compare groups is that this increases the probability of one or more Type I errors. Again, one might use the Bonferroni method to deal with this issue or some recent improvement on the Bonferroni method, such as Hochberg's (1988) method. Yet another possibility is to control the false discovery rate using the technique derived by Benjamini and Hochberg (1995) . But this comes at the cost of reducing the probability of detecting all true differences. Consequently, if one of the methods compared here tests a hypothesis that is of direct interest, an argument can be made to use it to the exclusion of all other techniques. In general, however, it seems prudent to keep in mind that the choice of method can make a practical difference in terms of detecting differences between two groups.
Given that method M controls the probability of a Type I error reasonably well, this suggests a modification of method B. If method M rejects, compute p-values using method B and at a minimum, reject the hypothesis of equal cell probabilities corresponding to the situations having the two smallest p-values. That is, if the distributions differ, it must be the case that at least two cell probabilities differ. So even if the modified Hochberg method rejects for one cell probability only, at least one other pair of cell probabilities would be rejected as well.
Finally, R software for applying methods M and B are available from the first author upon request. The R functions disc2com and binband perform methods M and B, respectively. These functions are contained in the file Rallfun-v20, which can be downloaded at http://college.usc.edu/labs/rwilcox/home. (Use the source command to get access to the these functions.) Alternatively, install the R package WRS with the R command install. packages(``WRS'', repos=``http:R-Forge.R-project. org''). This requires the most recent version of R.
