Abstract. This paper is about cohomology of mapping class groups from the perspective of arithmetic groups. For a closed surface S of genus g, the mapping class group Mod(S) admits a well-known arithmetic quotient Mod(S) → Sp 2g (Z), under which the stable cohomology of Sp 2g (Z) pulls back to the algebra generated by the odd MMM classes of Mod(S). We extend this example to other arithmetic groups associated to mapping class groups and explore some of the consequences for surface bundles.
Introduction
The goal of this paper is to widen the bridge connecting arithmetic groups and the cohomology of mapping class groups using the index theory of elliptic operators.
For a surface S the mapping class group Mod(S) is the group of diffeomorphisms up to isotopy Mod(S) = π 0 Diff(S). For a finite set Z ⊂ S, we denote Mod(S, Z) = π 0 Diff(S, Z), where Diff(S, Z) is the group of diffeomorphisms which fix each z ∈ Z.
Basic example. Let S be a closed surface of genus g. The mapping class group Mod(S) acts on H 1 (S; Z) inducing a surjection Mod(S) → Sp 2g (Z). Using index theory, one can answer the question: What is the induced map on cohomology α * : H * Sp 2g (Z); Q → H * Mod(S); Q ?
To explain the answer, we work with bundles and characteristic classes. Let M → B be an S-bundle. The associated Hodge bundle is a rank-g complex vector bundle E → B classified by a map B → B U(g) that factors as B → B Mod(S) → B Sp 2g (Z) → B Sp 2g (R) ∼ B U(g). The associated K-theory class E ∈ K(B) is closely related to the index ind(D) of a family D = {D b } b∈B of elliptic operators on S. IfĒ denotes the conjugate bundle, then ind(D) = E −Ē ∈ K(B); see [4, §6] and [5] . The index theorem gives a topological way to compute the index: ind(D) = π ! σ(D) where σ(D) ∈ K(M ) is the symbol class, and π ! : K(M ) → K(B) is the pushforward in K-theory. After applying the Chern character (and the Grothendieck-Riemann-Roch computation), one arrives at a formula On the one hand, the Chern character ch E −Ē is determined by the odd Chern classes of E, so it is closely related to Im(α * ). On the other hand, the right-hand side is a polynomial in the odd MMM classes because x tanh(x/2) is polynomial in x 2 . In fact, in the stable range, the image of H * Sp 2g (Z); Q → H * Mod(S); Q is the algebra generated by the odd MMM classes {κ 2i−1 : i ≥ 1}.
A more general setting. Our story begins with the observation that Sp 2g (Z) is one of many arithmetic groups related to mapping class groups [23, 18] . Specifically, for a finite, regular G-cover µ : S →S branched overZ ⊂S, there is a finite index subgroup Γ < Mod(S,Z) that lifts to the centralizer Mod G of G < Mod(S). The group Γ acts on H 1 (S; Z) by G-module maps inducing a homomorphism Γ → Mod G → Sp G to the centralizer of G < Sp 2g (Z). Our first goal is to derive an index formula that will enable us to study the map
Standing assumption. For simplicity we will restrict attention to the case (i) G Z/mZ, and (ii) G acts trivially on the pre-image of the branched set: µ −1 (Z) = Fixed(G).
To study α * , we work on the level of bundles as in the previous example, utilizing the fact that B Diff(S) G → B Mod(S) G is a homotopy equivalence (Earle-Schatz [15] ). Thus a bundle with monodromy in Mod G is an example of what we call an (S, G)-bundle:
Definition. Fix an embedding i : G → Diff(S). Let π : M → B be an S bundle, and suppose G acts on M preserving each fiber. We call π : M → B an (S, G)-bundle if there are charts B = α U α and trivializations φ α : π −1 (U α ) U α × S that identify the G action on each fiber with i.
The primary known examples of (S, G) bundles are obtained by the fiberwise branched covering constructions of Atiyah-Kodaira [1] and Morita [27] .
Nota bene. The action i : G → Diff(S) is part of the data of an (S, G) bundle, although we omit it from the notation. Whenever we talk of (S, G) bundles, we will always assume that the action i : G → Diff(S) has been chosen beforehand.
We will be interested in the following invariants of an (S, G) bundle π : M → B.
(i) Hodge eigenbundles. The Hodge bundle E → B inherits a G action and splits into eigenbundles E = q m =1 E q . These eigenbundles have Chern classes c i (E q ) ∈ H 2i (B; Q). (ii) Euler classes. Each fixed point z ∈ S corresponds to a component of the fixed set M G and defines a section σ z : B → M . Associated to this section is an Euler class e z ∈ H 2 (B; Q), which is defined by e z = σ * z (e), where e = e(T π M ) denotes the Euler class of the vertical tangent bundle T π M → M .
The Chern classes of the Hodge eigenbundles and the Euler classes are related by the following index formula.
Theorem 1.1 (Index formula). Let S be a closed, oriented surface with an orientation-preserving action of a cyclic group G of order m. For concreteness, we fix an identification G < C × . Assume that each point stabilizer is either trivial or equal to G. Decompose the fixed set Z = m−1 j=1 Z j where
Let π : M → B be an (S, G)-bundle. Denote E = q m =1 E q the decomposition of the Hodge bundle E → B into G-eigenbundles. For z ∈ Z, let e z ∈ H 2 (B; Q) be the corresponding Euler class, and if
Remark. The assumption on point stabilizers implies that Z j = ∅ only if gcd(j, m) = 1. Theorem 1.1 is a families version of the G-index theorem for the signature operator. The left-hand side of (2) is a families version of the g-signature Sig(g, S) of [4] . For g = e 2πir/m = 1 this index is computed using the Atiyah-Segal localization theorem [2] and this gives the right-hand side of (2) . The case g = 1 is special, where one obtains instead the formula from the families index theorem (1). Applying (1) and (2) to the universal example relates the stable cohomology of Sp G to the subalgebra of H * Mod G ; Q generated by the odd MMM classes and the Euler classes corresponding to the fixed points. The following theorem describes the image of α * in the stable range. Theorem 1.2. Let S and G be as in Theorem 1.1. Assume the genus of S/G is at least 6. For each 1 ≤ j < m/2 such that Z j ∪ Z m−j = ∅, define η j to be j + m−j or j or m−j according to whether Z j and Z m−j are both nonempty, Z j = ∅ and Z j = ∅, or Z j = ∅ and Z m−j = ∅.
is the subspace spanned by κ 1 and {η j : 1 ≤ j < m/2 and Z j ∪ Z m−j = ∅}.
(ii) In the stable range, the image of H * Sp G ; Q → H * Mod G ; Q is the algebra generated by {κ 2i−1 : i ≥ 1} and {η j }.
This has the following corollary for the cohomology of the Torelli subgroup of Mod G .
1.1 Applications. In Section 5 we discuss some applications of the index formula:
Geometric characteristic classes after Church-Farb-Thibault. Following [12] , a characteristic class c ∈ H k B Diff(F ) is called geometric with respect to cobordism if two F bundles M → B k and
) whenever the manifolds M and M 1 are cobordant. In particular, such a characteristic class is insensitive to the fibering M → B. In the case of an (S, G)-surface bundle M → Σ over a surface Σ, the classes κ 1 and j are G-cobordism invariants of M , so as a consequence of Theorems 1.1 and 1.2, we obtain Corollary 1.4. Fix G ⊂ C × with |G| = m. Let M → Σ be an (S, G)-bundle over a surface. For each q m = 1, the characteristic numbers c # 1 (E q → Σ) of the Hodge eigenbundle E q → Σ are G-cobordism invariants, i.e. they depend only on the G-cobordism class of M .
For example, the standard Atiyah-Kodaira example is a surface bundle S 6 → M → S 129 with a fiberwise G = Z/2Z action. The manifold M also fibers as S 321 → M → S 3 , and we have Hodge eigenbundles
The corollary says that
where ·, · denotes the pairing between cohomology and homology.
Surface group representations. Any surface bundle E → Σ with monodromy in Mod G induces surface group representations π 1 (Σ) → H where H is either Sp 2k (R) or SU(a, b). The Toledo invariant of this representation coincides with the Chern class c 1 (E q ) of one of the Hodge eigenbundles, so these Toledo invariants may be computed by the index formula. For example, the Atiyah-Kodaira construction for G = Z/7Z can be used to produce a representation α : π 1 (Σ 7 17 +1 ) → SU(8, 13) × SU(9, 12) × SU (10, 11) .
whose Toledo invariants (obtained by projecting to individual factors) are all nonzero, distinct, and can be computed using (2) . See §5.
Hirzebruch's formula for signature of branched covers. The index formula can be used to express how the odd MMM classes behave under fiberwise branched covers. In the case of κ 1 this allows us to derive Hirzebruch's formula for the signature of a branched cover. Our derivation of Hirzebruch's formula emphasizes the connection to arithmetic groups.
Remark on proofs. Theorem 1.1 is a version of the G-index theorem for families and is obtained by combining the results of [2, 4, 5] . As far as the author knows this does not appear in the literature, although it is surely known to experts (see the last sentence of [5, §5] ). Theorem 1.2 is proved by computing the stable cohomology of Sp G (following Borel), relating this cohomology and Chern classes of the Hodge eigenbundles, and applying the index formula to reduce the problem to the linear algebra of circulant matrices.
1.2 Outline of paper. Section 2 contains some facts about subgroups of Mod(S) that lift a cover, and a result of Earle-Schatz that describes the classifying space for (S, G) bundles. The index formula of Theorem 1.1 is proved in Section 3. In Section 4 we prove Theorem 1.2, and in Section 5 we discuss the applications mentioned above. 2 Mapping class groups, subgroups, and surface bundles For a closed surface S and any manifold B, there is a well-known bijection between the collection of homomorphisms π 1 (B) → Mod(S) (up to conjugacy) and the collection of S-bundles M → B (up to bundle isomorphism). In this section we record an equivariant version of this fact that gives a monodromy characterization of (S, G)-bundles. Then we recall the definition of liftable subgroups Mod µ (S,Z) < Mod(S,Z) associated to a branched cover µ : S →S with branched setZ ⊂S. We show that Mod µ (S,Z) is finite index in Mod(S,Z) and show that it virtually lifts to Mod(S, Z).
Classifying (S, G)-bundles.
One of the miracles in the study of surface bundles is that a surface bundle B → B Diff(S) is determined by its monodromy, i.e. by the induced homomorphism
For an (S, G)-bundle M → B, the classifying map B → B Diff(S) factors through B Diff(S) G , where Diff(S) G is the centralizer of G < Diff(S). 1 In this case, we have a homomorphism
where Mod(S) G is the centralizer of (the image of) G < Mod(S). The following theorem says that an (S, G) bundle M → B is determined by its monodromy π 1 (B) → Mod(S) G . This theorem is a consequence of Earle-Schatz [15] . Proof. Let Diff 0 (S) denote the path component of the identity in Diff(S). There is a fiber sequence
(which is also an exact sequence of groups). By [15, §5(F) ], the topological group Diff 0 (S) ∩ Diff(S) G is contractible, which implies that B Diff(S) G → B Mod(S) G is a homotopy equivalence, and the theorem follows.
Remarks.
(1) The theorem of Earle-Schatz says, in particular, that Diff(S) G ∩ Diff 0 (S) is connected, so if φ ∈ Diff(S) G is isotopic to the identity, then it has an isotopy through diffeomorphisms that commute with G (compare with [6] ). Consequently the surjection π 0 Diff(S) G → Mod(S) G is an isomorphism. Important remark. In this note we will be interested in (S, G)-bundles that are classified by maps B → B Diff(S, Z) G , where Z ⊂ S is the fixed set of G. Recall that Diff(S, Z) denotes the group of diffeomorphisms that restrict to the identity on Z (in general an element of Diff(S) G need only preserve Z). The above discussion implies that these (S, G)-bundles are also classified by their monodromy
Liftable subgroups. For a finite regular G-cover µ : S →S branched overZ with
By definition, there is an exact sequence
Our goal in this subsection is to explain the following proposition, which is a modification of an argument of Morita [27, Lemma 4.13] to the case of a branched cover. (Note: although our standing assumption is that G is cyclic, this proposition does not require this.) Proposition 2.2. Let G be a finite group, and fix a regular G-cover µ : S →S branched overZ ⊂S. Assume S is closed and χ(S \Z) < 0. Then the liftable subgroup Mod µ (S,Z) < Mod(S,Z) is finite index and contains a finite-index subgroup that maps to Mod(S, Z) G .
Proof. RemoveZ and Z = µ −1 (Z) to get an unbranched regular coverΣ → Σ (between noncompact surfaces). Consider the induced exact sequence
, where p j is a loop around the j-th puncture (here n = |Z|). By assumption χ(Σ) < 0, so we may realize T as a Fuchsian group T < PSL 2 (R) so that the a i , b i are hyperbolic and the p j are parabolic. An automorphism φ ∈ Aut(T ) is called type-preserving if it preserves hyperbolic (resp. parabolic) elements. Denote A(T ) < Aut(T ) the group of type-preserving automorphisms. By [24, Theorem 1] there are isomorphisms
where * ∈ Σ is a basepoint. Similarly, we can define A(T ), and we have isomorphism A(T ) Mod(Σ, * ) and A(T )/ Inn(T ) Mod(Σ).
Consider the group
By definition, we have a homomorphism Mod µ (Σ, * ) → A(T ). Transferring from group theory to topology, we have the following diagram.
1T
Mod(Σ, * )
is finite index because T has finitely many subgroups of index |G| (permuted by A(T )), the stabilizer ofT acts on G = T /T , and the group Aut(G) is finite.
By the argument in [27, Lemma 4.13] , there is a finite-index subgroup Γ < Mod µ (Σ, * ) so that Γ∩T = {e}, so Γ → Mod(Σ); furthermore, since Mod µ (Σ, * ) < Mod(Σ, * ) is finite index and p is surjective, Γ is finite index in Mod(Σ). By construction we have finite-index subgroups Γ < Mod µ (Σ) < Mod(Σ) with a homomorphism r :
Mod(S,Z) and Mod(Σ) G Mod(S, Z) G , this completes the proof.
Remark. The groups Mod(S, Z) G and Mod µ (S,Z) have the same rational cohomology because of the exact sequence (3); this follows easily from examining the associated spectral sequence, since H * (G; Q) is trivial. Our original interest in studying H * (Sp G ; Q) → H * Mod(S) G ; Q was to determine if the isomorphism H * Mod µ (S,Z); Q H * Mod(S, Z) G ; Q produced any cohomology in the cokernel of the injection H * (Mod(S,Z); Q) → H * Mod µ (S,Z); Q . Unfortunately this is not the case (at least stably) by Theorem 1.2.
The index formula
In this section G Z/mZ and for concreteness we fix an identification G < C × .
The goal of this section is to prove Theorem 1.1 by deriving the index formula (2) . To the author's knowledge, this derivation (of a families version of the G-index theorem for the signature operator) is not detailed in the literature, although it can be obtained by combining the contents of [3, 2, 4, 5] . Since these references are quite accessible, we will be brief and refer the reader to these papers for more detail. 
The collection D
where E ± is the (equivariant K-theory class of the) bundle whose fiber over b ∈ B is H ± (S b ; C).
The index theorem gives a topological description of the index: associated to D is a symbol class σ ∈ K G (T π M ), where T π M → M is the vertical (co)tangent bundle 2 of π : M → B (and K G (·) denotes equivariant K-theory with compact supports). In [4] (see also [31, pg. 40] and [22, pgs. 236, 264] ) it is shown that
where L is the pullback of
is given by multiplication by the Thom class u ∈ K(T π M ), and in this case
is the push-forward in K-theory. By the index theorem, ind(D + ) = t-ind, so
We want to understand (4) on the level of ordinary cohomology, i.e. under the map
where R(G) is the representation ring and χ g : R(G) → C is the ring homomorphism that sends a representation V to its character χ g (V ).
The image of the left-hand side of (4) under (5) is easily expressed. In K(B) ⊗ R(G), we have
whereĒ q denotes the conjugate bundle,q denotes the complex conjugate of q ∈ C, and ρ q is the CG module C[x]/(x − q). It follows that
Observe that for g = e 2πir/m , we have χ g (ρ q ) = q r .
In the remainder of the section we compute ch g π ! (1 + T * π ) . The pushforward π ! in K-theory is hard to understand directly, so we want to commute ch and π ! , and compute π ! in ordinary cohomology. This can be done after passing to the fixed point set M g , using the Atiyah-Segal localization theorem [2] .
Here i * is induced by i : M g → M , the map p is the restriction π M g , and In the diagram above,
then the right square doesn't commute, but the failure to commute is the defect formula 
Combining these terms for all j, denoting j = p ! (x j ), and combining with (6) gives the desired index formula
Remark. We record here for later use the first two terms of the Taylor series of coth x+iϕ 2 at x = 0:
Compare with [31, pg. 150 ].
(1) The discussion above works generally when S is replaced by a manifold of even dimension; for more details, see [4] and [16] . (2) In the case B = pt and G = {e} (i.e. the non-families, non-equivariant version of the index theorem), ind(D + ) ∈ K(pt) = Z is equal to dim H + − dim H − , which is zero because the ±1-eigenspaces of τ acting on H 1 (S; C) are conjugate (as complex vector spaces), so in particular they have the same dimension. However, in the families and/or equivariant case, ind(D + ) is nontrivial in general.
In this section we prove Theorem 1.2. We proceed as follows.
• Step 1: We show H 2 (Sp G ; Q) Q{x q : q m = 1, Im(q) ≥ 0} using results of Borel [7] . For our computation, we require S/G to have genus h ≥ 6.
• S) G . This involves comparing two complex structures on the Hodge bundle.
• Step 3: Let σ, η j 1 , . . . , η jn ∈ H 2 (Mod G ) be the signature class and classes defined in Theorem 1.2. The index formula gives a system of linear equations relating these classes to the classes α * (x q ). Upon investigating this linear system, the result will follow from some character theory and a result about circulant matrices.
The arithmetic group Sp
G . In this section we compute H 2 (Sp G ; Q). This involves working out some of the general theory of arithmetic groups in the special case Sp G . Specifically, we (i) use restriction of scalars to show Sp G is a lattice in a group
use Borel-Matsushima to relate H j (Sp G ; Q) to the cohomology of a product of Grassmannians in some range 0 ≤ j ≤ N , and (iii) determine the range N by giving a lower bound the Q-rank of the irreducible factors of Sp G . To those familiar with arithmetic groups and their cohomology, (i) and (ii) are routine exercises. Our proof of (iii) uses the topology of the branched cover S → S/G to find isotropic subspaces in sub-representations of H 1 (S; Q).
Restriction of scalars. The group Sp
G acts by G-module maps on H = H 1 (S; Q), so it preserves the decomposition H = k|m H k into isotypic components for the irreducible representations of G over Q.
(Recall that the simple QG-modules are isomorphic to Q(ζ k ), where ζ k = e 2πi/k and k | m.) This induces a decomposition Sp G = k|m Γ k into irreducible lattices. We want to identify Γ k and determine the real semisimple Lie group G k that contains Γ k as a lattice.
Fix k | m. For simplicity, denote ζ = ζ k and Γ = Γ k . The representation V = H k is naturally a vector space over Q(ζ), and the intersection form ω on H determines a form β :
Compare [18, §3.1]. If k = 1, 2, then β is symplectic, the group G = Sp(V ) preserving β is an algebraic group defined over Q, and Γ . = G(Z) (commensurable). For k ≥ 3, β is Hermitian with respect to the involution τ (ζ) = ζ −1 on Q(ζ), the group G = U(V, β) of Q(ζ)-linear automorphisms preserving β is an algebraic group G defined over F = Q(ζ + ζ −1 ) (the maximal real subfield of Q(ζ)), and Γ . = G(O), where O ⊂ F is the ring of integers. For a similar discussion, see [23] .
Restriction of scalars applied to G = U(V, β) gives an algebraic group G defined over Q such that G (Z) is commensurable with G(O). To define G , define an embedding σ q : F → R by ζ + ζ −1 → q + q −1 for each primitive k-th root of unity q with Im(q) > 0, and denote G σ = U(V, σ q • β). By the restriction of scalars construction, G = G σ is an algebraic group over Q, the Z-points G Z is a lattice in G , and G O is commensurable with G Z . According to Witte-Morris [28, Prop. 18.5.7] , the real points of G σ is SU(a, b) for some a, b ≥ 0.
Varying over all k, we find that
The second factor on the right-hand side of (9) and (10) appears only when m is even.
Remark. In Section 5 we describe how to determine the integers a q , b q using the Chevalley-Weil formula and the degree-0 term in the index formula (2).
Borel-Matsushima. In this section we recall the Borel-Matsushima description of H j (Γ; Q) when Γ = Γ k is an irreducible factor of Sp G as in (9) . In what follows we will only use the case j = 2. For Γ Sp 2n (Z), it is well-known that H 2 (Sp 2n (Z); Q) Q when n ≥ 3 (see [16, Theorem 3.4] or [29, Theorem 5.3] ). Thus we focus on the Hermitian case k > 2.
Proposition 4.1. Let G be an algebraic group defined over a field F whose associated real semisimple Lie group G(R) is a product of unitary groups SU(a q , b q ) for q in some set Q. For a lattice Γ .
Focusing on degree 2, since H 2 B U(p); Q = Q{c 1 } for p ≥ 1, combining with the computation for H 2 (Sp 2h (Z); Q) mentioned above, we have (9) and (10) . Assume h, h ≥ 3 and a q , b q ≥ 1.
where x 1 and x −1 are pulled back from Sp G → Sp 2h (R) and Sp G → Sp 2h (R), respectively, and x q is pulled back from Sp
Proof of Proposition 4.1. The map on cohomology induced by (11) can be realized more geometrically as follows (compare [7, Proposition 7.5] and [17, §3.2]).
The cohomology H * (Γ; Q) can be identified with the cohomology of the complex Ω * (X) Γ of Γ-invariant differential forms on the symmetric space X = G(R)/K, where K < G(R) is a maximal compact subgroup. A first approximation to the cohomology of Ω * (X) Γ is the cohomology of the subalgebra Ω * (X) G(R) of G(R)-invariant forms, which can be identified with the cohomology H * (X U ; Q) of the compact dual symmetric space
According to Borel [8, Theorem 4.4(ii)], the inclusion Ω
* (X) G(R) → Ω * (X) Γ induces an isomorphism H j (X U ; R) → H j (Γ\X; R) for 0 ≤ j ≤ min c(G),
m(G(R)) . In our case c(G) ≥ (rk F (G) − 1)/2 by [7, §9(3)], and m(G(R)) ≥ rk R (G(R))/2 by [25, Theorem 2] (see also [7, §9.4]).
Since F -rank is always less than or equal to R-rank, we get an isomorphism for 0
Furthermore, the obvious map Gr a (C a+b ) → Gr a (C ∞ ) B U(a) induces a map X U → B U(a q ) that is a cohomology isomorphism in degrees 0 ≤ j ≤ 2 min b q . See [19, Example 4.53] . Note that no b q can be smaller than min k {rk F k (Γ k )} because the F -rank for a unitary group is equal to the maximal dimension of an isotropic subspace [28, Ch. 9].
In summary the map
F -rank and covers. To apply Proposition 4.1, we need to compute the F -rank of our lattice Γ k < U(H k , β k ), or at least bound it from below. Proposition 4.3. Let S be a surface with a G = Z/mZ action, and let h be the genus of S/G. Take
Proof. By [28, Ch. 9], the F k -rank of U(H k , β k ) is the maximal dimension of an β k -isotropic subspace of H k (as a vector space over F k ). By the definition of β k , to prove the proposition, it suffices to exhibit an (h − 1)-dimensional ω-isotropic subspace of H 1 (S; Q) (as a vector space over Q). DenoteS = S/G and let µ : S →S be the quotient map. After removing the fixed points Z = Fixed(G) ⊂ S and µ(Z), the map π induces a covering map Σ →Σ between surfaces with boundary. (Recall that we are assuming that G acts trivially on Z.) Associated to this cover is a homomorphism ρ :
Associated to the pair (Σ, ∂Σ), we have an exact sequence 
, this is the bound that appears in Theorem 1.2.
Relating H * (Sp
G ; Q) with Chern classes of the Hodge bundle. In order to study the image of α * :
, we want to relate the classes α * (x q ) ∈ H 2 (Mod G ) to the Chern classes
, where E q is the Hodge eigenbundle for the universal (S, G) bundle. We will see that
for q m = 1 with Im(q) > 0. This relation can be obtained by comparing two maps from B Mod G to the product of unitary groups. For the first map, consider the composition
and note that it factors through B U(g) G → B U(g). The group U(g) G is a product of unitary groups, one for each q m = 1. The map B Mod G → B Sp G → B U(g) G classifies the Hodge eigenbundles (for the universal bundle).
The second map
is obtained using (10) . On the bundle level this map is obtained by starting with an (S, G) bundle M → B, taking the associated real vector bundle H 1 (S; R) → E → B, decomposing E according to the decomposition of H 1 (S; R) as a G-representation over R, and giving this bundle a complex structure induced from the action of G (the Hermitian forms (8) on sub-representations of H 1 (S; Q) give H 1 (S; R) a natural complex structure).
The maps (14) and (15) classify the same bundle, but with respect to different complex structures. From this it follows that the terms in (13) differ by at most −1. The following proposition settles the difference. Although it suffices to work with the universal (S, G) bundle, we find it more convenient to work on the level of individual bundles. 
, where x q is defined in Corollary 4.2.
Proof of Proposition 4.4. There are two natural complex structures on the bundle H 1 (S; R) → E → B induced from different complex structures on H 1 (S; R). The first J is the Hodge star operator 2 = −1 on H 1 (S; R), and the second J is induced by the G action on H 1 (S; R) (this depends on a choice of generator of G). The proposition is proved by comparing J and J and recalling how the definition of the Chern classes is sensitive to a choice of complex structure (see Borel Let c 1 (E q ) and c 1 (E q ) denote the Chern class defined using J and J , respectively [9, (12) . When Im(q) < 0, we have c 1 E q = −x q because with respect to J the bundle E q ⊕ Eq → B is classified by the map
4.3 Applying the index formula. The degree-1 terms of the index formulas (1) and (2) give a system of linear equations:
and for 1 ≤ r ≤ m − 1,
where η j is defined as in the statement of Theorem 1.2, and the term with c 1 (E −1 ) appears only when m is even.
Remark. The reason we must consider η j is because csc 2 (·) is even, so the coefficient of j and m−j always agree when both are defined.
Equations (16) and (17) define a matrix equation of the form
We wish to show that Im
First we show that J is invertible, which implies the containment ⊆. Then we show rk(K) ≥ n + 1, which implies the other containment.
and where V j = ρ ζ j + ρ ζ −j for 1 ≤ j < m/2 and V j = ρ ζ j for j = 0, m/2.
If the columns are dependent, then there are constants a 0 , . . . , a d so that
But this is impossible because the characters of irreducible representations of G are linearly independent.
Proposition 4.6. rk(K) ≥ n + 1.
Using (16) and (17),
of (17), to prove the proposition it suffices to show the following proposition. 
Proof. We will denote Z/mZ by C m . For simplicity we start with the case m = p is prime. The case m = p n is a prime power follows easily from this. Then we explain the general case.
To prove the proposition, it is enough to show that A is invertible.
To this end, define another q × q matrix B as follows. Consider the surjective homomorphism φ :
p · y , where φ(y) = i + j. This is well defined because csc 2 (x) is an even function.
Now observe
(1) A and B are the same matrix, up to permuting rows and columns. Thus it suffices to show that det(B) = 0. (We will show the eigenvalues of B are all nonzero.) (2) B is a circulant matrix, up to permuting rows and columns (see [32] for the definition). This is easy to see because B is obtained by taking the multiplication table for Z/q and applying a fixed function to each entry. (The multiplication table of a cyclic group is circulant up to permuting the rows.)
Now the eigenvalues/eigenvectors of a circulant matrix are easily computed [32] . The eigenvalues have the form λ j = c 0 + c 1 ω j + c 2 ω 2j + · · · + c q−1 ω (q−1)j , where ω = e 2πi/q and 0 ≤ j ≤ q − 1 and the c i are in bijection with csc 2 kπ p , 1 ≤ k ≤ q. If λ j = 0, then ω j is a solution to the polynomial P (x) = c 0 + c 1 x + · · · + c q−1 x q−1 for some j. This is possible if and only if c 0 = c 1 = · · · = c q−1 , which is not the case.
Case 2: m = p n is a prime power. An important feature of the above argument is that when m is prime, (C m ) × C φ(m) is cyclic, as is (C m ) × /{±1}, so its multiplication table is given by a circulant matrix whose determinant is easy to compute (even after applying a fixed function to each coordinate).
When p is an odd prime, then (C p n ) × C φ(p n ) is cyclic, so we may repeat the argument of Case 1.
When p = 2, the group (C 2 n ) × C 2 × C 2 n−2 is not cyclic. However, the fact that f k is even implies that it factors through (C 2 n ) × /{±1}, and the subgroup {±1} < (C 2 n ) × corresponds to the subgroup C 2 × {0} < C 2 × C 2 n−2 . This means f k : C 2 × C 2 n−2 → R factors though the cyclic group C 2 n−2 , and we can again apply the argument from Case 1.
Case 3: m is arbitrary. In this case we cannot assume that (C m ) × is cyclic, and in most cases the multiplication table for (C m ) × /{±1} will not be circulant. However, if we write m = p
) × , the multiplication table for (C m ) × /{±1} may be expressed as a special kind of block circulant matrix. Having this block circulant form will allow us to apply the argument of Case 1 iteratively.
We begin by examining what the structure of the multiplication table of a product of cyclic groups. Fix a finite group F and a cyclic group C d = t . If the multiplication table for F is given by a matrix A, then the multiplication table for F × C d has the form
This matrix becomes block circulant after permuting the rows. Thus the multiplication table of a product of cyclic groups is an iterated block circulant matrix.
Next we determine the eigenvalues of a block circulant matrix. Fix d, n ≥ 1, fix A 0 , . . . , A d−1 ∈ M n (R), and consider the block circulant matrix
Suppose that the matrices A i share common eigenvectors x 0 , . . . , x n−1 , so that A i x j = λ ij x j . Denoting ζ = e 2πi/d , the eigenvectors of B are
, and the eigenvalues are
These facts are easily checked.
Now the group (C m ) × /{±1} is a product of cyclic groups, so its multiplication table is an iterated block circulant matrix B 0 . The matrix A = f k ( ) is equivalent to the matrix B obtained by applying csc 2 ( π m ·) to each entry of B 0 . Since all n × n circulant matrices have the same eigenvectors, the above computation applies for computing the eigenvalues of B. Now, as in Case 1, the eigenvalues are given as degree m − 1 polynomials P (exp 2πi/m ) with (nonconstant!) coefficients among the f k ( ), so det(B) = 0.
Since J is invertible and rk(K) ≥ n + 1, we conclude that H 2 (Sp G ) surjects to the subspace of H 2 (Mod G ) generated by σ and {η j }, which finishes the proof of Theorem 1.2.
5 Further application of the index formula
The real points of Sp
G . We remark on how the degree-0 term of the index formula can be used to determine the group G that contains Sp G as a lattice. This is an elaboration of a remark in [26, §3] and will be used later in this section.
Chevalley-Weil. First one can use the Chevalley-Weil algorithm to determine the character χ H of H = H 1 (S; R). Obviously χ H (e) = dim H = 2g, and by the Lefschetz formula, χ H (g) = 2 − # Fix(g) for g = e. Since a representation is determined by its character, this gives the integers n q in the decomposition
Here V (±1) are the trivial/alternating representations, and V (q,q) = R[t]/(t 2 − (q +q)t + 1).
Hodge star and index formula. The Hodge star gives a complex structure to H 1 (S; R), and hence an isomorphism
for each q with Im(q) > 0, where
The numbers a q , b q can be computed using the degree-0 term of the index formula (2) (18)
where Z j is as in the statement of Theorem 1.1.
Example. Let G = Z/mZ act on a closed surface S of genus g = Using Chevalley-Weil, one easily computes
This is the decomposition H 1 (S; Q) = k|m H k described in Section 4.1. Applying (18), we find that
. Equivalently, the factors in G(R) are of the form SU(u + v q ) for u, v q ∈ Z 2 , where u = (h, h + m − 2) and for each q m = 1 with Im(q) > 0, we define v q = (a, −a) where a the number of m-th roots of unity above the line from 1 to q in C. See Figure 2 and also [26, Figure 1 ]. 
Relation to
Hirzebruch's signature formula. Hirzebruch [20] explained how the signature changes in a branched cover. In this section we derive this result for surface bundles from our viewpoint. For simplicity we restrict to 2-fold branched covers.
Let M be a 4-manifold with a G = Z/2Z action with fixed set Fix(G) = M 0 . In this case, Hirzebruch proved that (19) σ
where M 0 · M 0 is the self-intersection (which is a homology class; its signature is well defined). This formula applies in the special case when M is the total space of an (S, G)-bundle over a surface. Our main observation here is that the terms σ(M/G), σ(M 0 · M 0 ) can be understood in terms of cohomology of the arithmetic group Sp
To illustrate this, consider a G action on a genus-2h surface with two fixed points Z = {z 1 , z 2 }. The quotient µ : S →S has genus h. LetZ = µ(Z). In this case Sp G = Sp 2h (Z) × Sp 2h (Z), and we have a commutative diagram
The cohomology H 2 Sp G ; Q is generated by {x 1 , x −1 } as in Corollary 4.2. Also H 2 Sp 2h (Z); Q Q{y 1 } for h ≥ 3. Let σ andσ be the signature classes in the cohomology of Mod(S, Z) G and Mod µ (S,Z), respectively, and let e i ∈ H 2 Mod(S, Z) G be the Euler class at the fixed point z i for i = 1, 2.
By the non-equivariant version of the index theorem g * (y 1 ) =σ/4. Hirzebruch's formula will come from determining φ * (σ). Since the diagram commutes and ψ * (y 1 ) = x 1 , we want to compute f * (x 1 ). By the index formulas (16) and (17), we have f * (x 1 + x −1 ) = σ/4 and f * (x 1 − x −1 ) = (e 1 + e 2 )/4, so
where e = e 1 + e 2 .
To conclude, let M → B be an S bundle with B a surface and with monodromy φ :
The fixed set M 0 = Fix(G) is a surface and φ * (e) ∈ H 2 (B) measures its self-intersection. Then (20) gives
Since the signature of a 0-manifold is the number of points, this is the same as Hirzebruch's formula (19).
5.3
Toledo invariants of surface group representations. The Toledo invariant τ is an integer invariant of a representation α : π 1 (Σ) → G, where Σ is a closed oriented surface (genus ≥ 1) and G is a Hermitian Lie group. In this section we will be interested in the case G = SU(p, q) with 1 ≤ p ≤ q.
To define τ (α), first construct a smooth α-equivariant map f : Σ → X, where Σ is the universal cover of Σ and X = SU(p, q)/S U(p) × U(q) is the symmetric space associated to G. The Toledo invariant is defined as
where ω is the Kähler form of X and F ⊂ Σ a fundamental domain for the action of π 1 (Σ).
Domic-Toledo [14] showed that |τ (α)| ≤ −p χ(Σ), and Bradlow-Garcia-Prada-Gothen [10] have shown that components of the representation variety Hom π 1 (Σ), G /G are in bijection with values of achieved by τ . Here we simply observe that the Atiyah-Kodaira construction gives examples of surface group representations whose Toledo invariant can be computed using the index formula.
We'll explain this in a special case (see [27, §4.3 ] for a general discussion of the Atiyah-Kodaira construction). Let G = τ Z/7Z and letS = S h be a closed surface with a free Z/7Z action. The product bundleS ×S →S admits 7 disjoint sections Γ 1 , Γ τ , . . . , Γ τ 6 , where Γ f denotes the graph of f :S →S. In order to branch over Γ τ i , we must first pass to a cover. Let p : Σ ×S be the Z/7Z homology cover (Σ has genus 7 2h (h − 1) + 1). The bundle Σ ×S has sections Γ p , Γ τ p , . . . , Γ τ 6 p , and admits a Z/7Z branched cover M → Σ ×S with branching locus Γ τ i p . Projecting M → Σ ×S → Σ defines a bundle with fiber S, which is a 7-fold branched cover µ : S →S branched along 7 points (S has genus 7h + 15). The homology H 1 (S; Q) is isomorphic to Q 2h ⊕ Q(ζ 7 ) 2h+5 as a G-module. In this case, Sp Remark. The Toledo invariants of representations obtained in this way will never have maximal Toledo invariant. This is because the Gromov norm of the Toledo class decreases when pulled back the mapping class group [21] , so in fact, no representation π 1 (Σ) → SU(p, q) that factors through Mod(S) will be maximal. However, one could also ask whether these representations are maximal among representation that factor though Mod(S).
Cobordism invariants.
Church-Farb-Thibault [12] show that the odd MMM classes κ 2i−1 are cobordism invariants. This means that for an S bundle M 4i → B, the characteristic number κ M → B) is also a G-cobordism invariant; below we prove Corollary 1.4 thus exhibiting more classes that have this property.
Proof of Corollary 1.4. Let Σ be a closed surface and fix an (S, G) bundle M 4 → Σ. Let E → Σ be the Hodge bundle with eigenbundles E = q m =1 E q . We aim to show that the numbers c # 1 (E q → Σ) = c 1 (E q ), [Σ] depend only on the G-bordism class of M .
Suppose that there is a G-manifold W 5 such that M = ∂W (as G-manifolds). To prove the corollary, we must show that c Since W τ is a 3-manifold, W τ · W τ is a 1-manifold with boundary, and the boundary points occur in pairs, which implies that #(M τ · M τ ) = 0, as desired.
Remark. It would be interesting to determine precisely which elements of H * Mod(S) G ; Q are Gcobordism invariants following Church-Crossley-Giansiracusa [11] .
