Frequent Itemsets(FI) mining is a popular and important first step in analyzing datasets across a broad range of applications. There are two main problems with the traditional approach for finding frequent itemsets. Firstly, it may often derive an undesirably huge set of frequent itemsets and association rules. Secondly, it is vulnerable to noise. There are two approaches which have been proposed to address these problems individually. The first problem is addressed by the approach Frequent Closed Itemsets (FCI), FCI removes all the redundant information from the result and makes sure there is no information loss. The second problem is addressed by the approach Approximate Frequent Itemsets(AFI), AFI could identify and fix the noises in the datasets. Each of these two concepts has its own limitations, however, the authors find that if FCI and AFI are put together, they could help each other to overcome the limitations and amplify the advantages. 
Introduction
It has been well recognized that FI mining [13] plays an essential role in many important data mining tasks and provides the basis for deriving association rules, clustering data, and building classifiers from relational databases.
There are two main problems of the FI mining. Firstly, it may often derive an undesirably huge set of frequent itemsets and association rules. Secondly, it is vulnerable to noise.
The first problem is addressed by the approach named FCI, which is proposed by [2] . FCI is a condensed representation of all the frequent itemsets that guarantees no information loss. No information loss is one of the advantages of FCI. However, it turns out to be a defect if noise is presented. It is because FCI keeps all the noise information and redundant information caused by the noise: The recent theoretical results [1] state that, in the presence of even low levels of noise, large frequent itemsets are broken into fragments of logarithmic size. These small fragments are similar to each other and they would be redundant information once the large frequent itemsets were found. The second problem is addressed by the approach termed AFI, which is proposed by [9] . AFI could identify and fix the noises in the datasets. However, the number of AFIs is even larger than the number of FIs. The redundant information contained by AFIs will lead to both time and space inefficiency.
The authors find that FCI and AFI could work together to help each other to overcome the limitations and amplify the advantages. The novel integrated approach is termed Noise-tolerant Frequent Closed Itemset (NFCI) . In this new approach: (1) AFI could fix the noise in the datasets, hence, it could help FCI to overcome its noise vulnerability while still amplifying the advantages of FCI because all the small fragments of the large frequent itemsets which caused by the noise could be identified and removed from the results as redundant information. (2) FCI could help AFI to overcome the time/space inefficiency problem because the search space is reduced dramatically (in one of our experiments, the number of generated itemsets is reduced from 4,129,839 to 14) by FCI, since FCI removes all the redundant information.
This paper proposes a novel algorithm called Noisetolerant Frequent Closed Itemsets Miner. In the rest of the paper, it is referred to as NFCIM. The advantages of this approach include: (1) It is noise tolerant. ( 2) The number of itemsets generated would be dramatically reduced with almost no information loss. (3) Hence, it is both time and space efficient. (4) No redundant result will be generated.
Related Work
Two fields of the research are related to the concept ACFI. The Frequent Closed Itemset mining and the Approximate Frequent Itemsets mining. And as far as the authors know there is no effort that has been carried out to integrate the ideas from these two fields as this paper proposes.
Frequent Closed Itemsets
The concept of frequent closed itemsets mining was first proposed in [2] . Since then, extensive studies have been carried out in this area. Many fast algorithms have been proposed, they are divided into three categories:
Copyright c 2009 The Institute of Electronics, Information and Communication Engineers (1) Both A-Close [2] and TITANIC [15] exploit a levelwise process to discover closed itemsets through a breadth-first search strategy. Usually these algorithms are required to scan the whole dataset many times. (2) In contrast, CLOSET [4] and CLOSET+ [5] traverse the itemset lattice in a depth first manner. With the help of high compact data structure FP-Tree, they could achieve better performance than the first kind of algorithms. FPClose [6] is an improved algorithm of CLOSET+. (3) CHARM [3] exploits hybrid techniques which explores both the closed itemset space and transaction space simultaneously. DCI-Closed [12] , LCM [14] and CFII [11] could be considered as improvement algorithms of CHARM.
Approximate Frequent Itemsets
This topic is relatively new in the data mining community, and limited efforts have been carried out in this field.
Yang et al. [7] proposed two error-tolerant models, termed weak error-tolerant itemsets and strong errortolerant itemsets. Jouni K. et al. [8] proposed to mine the dense itemsets in the presence of noise where the dense itemsets are the itemsets with a sufficiently large sub-matrix that exceeds a given density threshold of attributes present. Liu et al. [9] developed a general model for mining approximate frequent itemsets which controls errors of two directions in matrices formed by transactions and items. Selim et al. [10] proposed an algorithm that is obtained by modifying a hierarchical agglomerative clustering algorithm and takes advantage of the speed that bit operations afford.
All the proposed approximate algorithms share the same problems: (1) The number of approximate frequent itemsets is even more huge than that of the frequent itemsets. (2) The Apriori Property [13] will no longer hold for the approximate frequent itemsets, so there's no efficient search space pruning technique † . Hence, The performance of these algorithms is even worse than the Apriori algorithm [13] itself. So, they are not suitable for very large database either.
The rest of this paper is organized as follows. Section 2 gives the formal definition of the problems. Section 3 presents the proposed NFCIM algorithm. The performance evaluation is depicted in Sect. 4. Finally, Sect. 5 is the conclusion of this paper.
Problem Definition

Frequent Closed Itemset
Let T be the universal set of all the Transactions, I be the universal set of all the Items, R ⊆ T × I is a binary relation between T and I. Then the triple (T , I, R) is called a Formal Context. If T ⊆ T , then T is named tidset; If I ⊆ I, then I is named itemset.
We define two functions: C = all the NFCI in R 5:
for any similar I 1 , I 2 ∈ C, where
add (t, i) to P 10:
}while(P is not empty) 12:
Where T is a tidset and I is an itemset. One common representation for the formal context is a binary matrix as shown in Table 1 . Rows in the matrix correspond to transactions, while columns represent various items. The binary value of each matrix entry indicates the presence (1) or the absence (0) of an item for a given transaction in R.
Let (I × T ) denote the sub-matrix in the dataset which has I as the universal set of items and T as the universal set of transactions. 
We say that the sub-matrix (I × T ) satisfies c condition if † Although [9] proposed an approximate Apriori property. However, it's not efficient enough, the search space is till very large.
and only if: 
The functions f () and g() could be redefined with two parameters, the second parameter R * could be any dataset:
It is easy to see that the original version of f () and g() are special cases of f () and g () since
That is, f () and g() could only be applied to the original dataset R, and the new version f () and g () could also be applied to the fixed matrix R . 
Definition 9 An itemset I is said to be a Noise-tolerant Frequent Closed Itemset(NFCI) if and only if C
(I, R ) = f (g (I, R ), R ) = f • g (I, R ) = I
The Main Structure of the Algorithm
Initially, P is empty, so R = R ∪ P = R, after that, P and R will be updated iteratively until there is no similar (N)FCIs could be found. It could be recognized that NFCIs are actually FCIs in dataset R . So, we may refer to "NFCI" as "FCI" without explicit declarations in the rest of this paper.
This idea is expressed in the pseudo code in Table 4 . Actually, it is an intuitive implementation of NFCIM. The improved algorithm will be given in Sect. 3.
Explanations about Table 4 :
• P is initially empty. So, in line 2, the algorithm set R = R.
• In line 4, the algorithm find all the NFCIs in R , and put them to the set C. This procedure could be implemented by any "exact" FCI mining algorithm which satisfies the following two conditions: Firstly, the FCIs should be well-organized by the algorithm; Secondly, the algorithm should explore the item set space and transaction set space simultaneously, so that NFCIM could measure c , r to find similar (N)FCIs. The algorithm chosen to produce all the "exact" FCIs is termed BaseMiner. In this paper, CAHRM † is chosen as the BaseMiner because it's simple enough to avoid wasting too much time talking about the BaseMiner itself. However, the simplicity is only an optional condition, and it's easy to replace CHARM with more complicated algorithm like LCM [14] , DCI-Close [12] , FCII [11] etc.
• In line 5-9. If there's any similar NFCIs in C, the algorithm tries to merge them and put all the missing entries in the sub-matrix (I 2 × g(I 1 )) to P. For instance, in the running example in the next section, the algorithm will find that (be f × 2345) and (abe f × 345) are similar. so the missing entry (2, a) will be added to P.
• If there's any similar NFCIs found, R will be updated in line 10, and the next iteration will begin. If there's no similar NFCIs found, the iteration will break in line 11, and the NFCIs in C are all the itemsets the algorithm is looking for.
Running Example
The essential concept of the proposed algorithm is Similar (N)FCIs defined in Definition 6 and Definition 10. They are actually the small fragments of the large frequent itemsets broken by the noise. we zoom in to see the sub-matrix that only contains these itemsets, then we have Table 2 . From Table 2 , it could be found that (abe f × 345) and (be f ×2345) are similar intuitively. Because they are largely overlapped. Also, they follows the conditions given in Definition 6, hence, they are similar FCIs. In this way, the entry (2, a) is detected as a noise element and should be added to the noise matrix P. As a result, the fixed matrix R = R∪P contains the entry (2, a) and the two "exact" closed itemsets, (abe f ×345) and (be f ×2345), could be merged to generate a noise-tolerant frequent closed itemset and its corresponding tidset (abe f × 2345).
To illustrate how many itemsets could be reduced, Table 3 lists the numbers of Frequent Itemsets (#FI), Frequent Closed Itemsets (#FCI), Approximate Frequent Itemsets (#AFI) and Noise-tolerant Frequent Closed Itemsets (#NFCI) in the synthetic dataset if the support threshold is 3 and the slack parameters of AFI and NFCI are set as
NFCIM
One of the biggest problem of approximate frequent itemsets mining is that the Apriori Property is no longer hold. So there is no efficient search space pruning technique available. The novel concept of Noise-tolerant Frequent Closed Itemsets deals with the problem in a quite naturally way. By the definition, the process of finding NFCIs requires no information from any infrequent closed itemsets. So, any NFCI which has support less than the threshold, S , could be pruned safely. That is, Apriori Property still hold for noisetolerant frequent closed itemsets mining.
Since NFCIM does not store any infrequent FCI, it is possible that the algorithm could lose some chances to discover "noise elements". However the "missed" noise elements could be discovered in the following two ways:
(1) The "missed" noise elements could be found by the "side-effect" of other similar frequent closed itemsets. For instance, in the running example, (abde f × 45) is a closed itemset (and its corresponding transaction set), (abe f × 345) is another closed itemset. The submatrix (abde f × 345) follows both the c and r condition, so (d, 3) should be discovered as a noise element. Because the minimum support in the running example is "3", and "abdef" is pruned by the BaseMiner, hence, the chance of detecting (d, 3) as a noise element is lost. However, (d, 3) is not really "missed" because it is discovered by another pair of similar frequent closed itemsets (de f × 2458) and (e f × 23458). We call this as "side effects" of the similar FCIs (de f × 2458) and (e f × 23458). Based on the above observations, we propose the following hypothesis: The "side effects" could find a large portion of the "missed" noise elements. This hypothesis could be verified in the experiment shown in Sect. 4.2. (2) The "missed" noise elements could be discovered by set a smaller "minimum support" threshold. For instance, if we set "2" as the minimum support in the running example, then, (abde f × 45) and (abe f × 345) will be found as similar frequent closed itemsets and (d, 3) could be detected as noise element. If the user is not satisfied with the quality of the output, then (s)he could simply set a little bit smaller threshold to detect more "noise elements".
CHARM
From the definitions given in Sect. 2, it could be concluded that when mining NFCI, the algorithm requires the information from both the tidset space and the itemset space. CHARM [3] is a well-known algorithm which explores these two dimensions simultaneously, so we choose CHARM as the BaseMiner of NFCIM. This section gives a short introduction about CHARM. The CHARM algorithm is given in Table 5, Table 6 and  Table 7 .
• CHARM assumes all the items are ordered according to a total order f .
• CHARM provides a data structure called IT-tree. Each node in the tree is represented by an itemset-tidset pair, (I × T ), where T = g(I).
• The root of the IT-tree is initialized as (C(∅) × T ), and every item i is added to root as a child in the ascending order of f . As in Table 5 , line 2-5.
• The input of the procedure process(node) is a node in the IT-tree, the children of which are the candidate generators [12] of closed itemsets based on it. In this procedure, the algorithm tries to find the closed itemset generated from each of the children of node. 
for all i ∈ I (in order of f ) 4:
add (i × g(i)) as a child of root; 6:
process(root); • In line 3 in Table 6 , it checks whether ch is duplicated. If a node n 1 is duplicated, that means ∃n 2 ∈ IT-tree, which satisfies that n 2 .I ⊃ n 1 .I and n 2 .T = n 1 .T , which leads to the conclusion that n 1 .I is not a closed itemset. So, a duplicated node could be deleted from the tree safely. Refer to [3] to see the details of how to detect the duplicated nodes.
• In line 6-7 in Table 6 , the algorithm tries to find the closed itemset generated from ch.I, meanwhile pruning the search space in IT-tree. The procedure check() is supported by Theorem 1 given bellow, which is proved in [3] .
• There're two kinds of nodes in the IT-tree. One of them has been checked by the code in line 6-7 in Table 6 . The itemset of this kind of node is proved to be a closed itemset. The other kind of nodes has not been checked yet, so the itemset of this kind of node is only a generator itemset which is not guaranteed to be a closed itemset. We call the second kind of nodes Shadow Nodes, since they are not proved to be a closed itemset yet.
Theorem 1 Let l, r be two child nodes under the same parent, and l is the left sibling of r. The following four properties † hold (1) If l.g(I) = r.g(I), then C(l.I) = C(r.I) = C(l.I ∪ r.I) (2) If l.g(I) ⊂ r.g(I), then C(l.I) C(r.I), but C(l.I) = C(l.I ∪ r.I) (3) If l.g(I) ⊃ r.g(I), then C(l.I) C(r.I), but C(r.I) = C(l.I ∪ r.I) (4) Else, then C(l.I) C(r.I) C(l.I ∪ r.I)
The result IT-Tree of the running example in Table 1 (set support = 3) is shown in Fig. 1 † † . The nodes in the IT-tree have internal structures. The definition of each part of it is given in the following † † † .
Definition 11 Let n be a node in the IT-tree, p be the parent of the n, then we define
• ext pid of n as: ext pid = min f {n.I − p.I}, that is, ext pid is the minimum item in the itemset {n.I − p.I} according to the total order f .
• gen of n as: gen = p.I ∪ n.ext id. This is the generator of the closed itemset in n, which satisfies that
g(n.gen) = g(n.I) • ext ids of n as: ext ids = n.I−n.gen. It could be proved that ∀i ∈ n.ext ids, g(i) ⊇ g(n.gen) • preset of n as: preset = {i ∈ I | i ≺ n.ext id, i n.I} • posset of n as: posset = {i ∈ I | i n.ext id, i n.I}
The itemset of every shadow node in the tree is actually a generator [12] of a closed itemset. The generator, n.gen is constructed by combining the closed itemset of it's parent, p.I, and the extended primary id ext pid, which is an item in p.posset. After the shadow child is checked by the code in Table 6 , line 6-7, C(n.gen) is found, and the algorithm set n.I = C(n.gen). For example, in Fig. 1 , the generator of the node (be f × 2345) is b, and after the check() procedure, the algorithm finds that C(b) = be f . [12] proved that in this way, all the closed itemsets could be found.
NFCIM
Definition 12 Let n be a node in IT-tree, then L T ree(n) is defined as a set of nodes, each element n l in this set has the following property: exists an ancestor node of n l , denoted as p l , and exists an ancestor node of n, denoted as p. which satisfies that p l is a left sibling of p.
Visually, we could draw a line from the node n to the root of the tree. All the nodes in the left of this line are in L T ree(n). If the IT-tree is explored in depth first way as NFCIM does, and n is the current node that the algorithm is working on, then it could be proved that all the nodes in L T ree(n) and all the ancestors of n have been explored already. † They are called CHARM Properties in the rest of the paper.
This definition is quoted from [12] . 
Definition 13 Let n be a node in IT-tree, then R T ree(n) is defined as a set of nodes, each element n r in this set has the following property: n r L T ree and n r is not an ancestor node of n.
It could also be proved that, if the IT-tree is explored in depth first way as NFCIM does, and n is the current node that the algorithm is working on, then there is no node in R T ree(n) have been explored. That is, all the nodes in R T ree(n) must be shadow nodes.
The intuitive implementation of NFCIM is given in Table 4. However, this implementation is inefficient. For example, in Fig. 1 , (ae × 1345) and (ace × 135) are similar, so the algorithm merges them and (4, c) is added to R . The interesting thing is that the algorithm does not need to build the whole IT-tree to find these similar nodes † . Actually, all the nodes in the R T ree of (ace × 135) are not necessary.
Hence, the improved algorithm tries to update R without building the whole IT-tree. This is a strategy that whenever similar nodes are found, they are merged immediately and R is updated as soon as possible. The implementation of the improved algorithm is the same as shown in Table 5 , 6 and 7 except that the procedure process() should be rewrite as in the following:
Explanations:
(1) Line 2-7 is exactly the same as in Table 5 . Line 8-9 tries to merge node and ch if they are similar. The procedure, merge(), will be described in detail in Sect. 3.2.2. (2) The procedure find similar supset() † † invoked in line 10 tries to find a node in L T ree(node), denoted as n sup , which is similar with node and satisfies that n sup .I ⊃ node.I. If there's such kind of node found, the algorithm merges them and returns † † † .
The improved algorithm has the following advantages:
• The merge procedure is invoked for the current working node as soon as possible. Hence, the algorithm will not waste time to calculate the unnecessary information of the nodes in R T ree of the current node.
• After R is updated, the improved algorithm will not recalculate the whole IT-tree. It only requires to fixing the related node in L T ree of the current node.
• Every time R is updated, the number of NFCIs in it is reduced. Hence, the size of the IT-tree is reduced. So, by updating the R as soon as possible, the search space is reduced as soon as possible.
Find the Superset Nodes
Definition 14
Let n 1 , n 2 ∈ IT-tree. If n 2 .I ⊃ n 1 .I, we say that n 2 is a Superset Node of n 1 . If two nodes are similar, the itemset of one of them must be a superset of the itemset of the other. Hence, the first step of finding a similar node of the current node would be to find all the superset node of it. However, the number of such nodes could be very large in the IT-tree. Hence, we introduce the concept of Direct Superset Node in the following:
Definition 15 Let n 1 , n 2 ∈ IT-tree. If n 2 .I ⊃ n 1 .I, and n 3 ∈ IT-tree, satisfies that n 2 .I ⊃ n 3 .I ⊃ n 1 .I. We say that n 2 is a Direct Superset Node of n 1 .
It could be proved that the algorithm only needs to find the direct superset nodes of the current node. For example, if there're 3 nodes, n 1 .I ⊂ n 2 .I ⊂ n 3 .I. Hence n 3 is not a direct superset node of n 1 . So, even if n 1 and n 3 are similar nodes, they could not be merged directly. However, n 3 and n 2 are similar nodes too and n 3 is a direct superset node of n 2 , so they could be merged as a new node n 4 . After that, n 4 is a direct superset node of n 1 and they could be merged too. The conclusion is that it has the same power as merge n 1 and n 3 directly.
There're two kinds of directly superset nodes of the current node: (1) This kind of node n sup satisfies that i ∈ † Two nodes is similar if and only if the closed itemsets of them are similar.
† † Refer to Sect. 3.2.1 for detailed information about this procedure.
† † † If node merges with n sup which is from L T ree(node), the algorithm will delete node. Hence in line 12, the procedure returns directly. For detailed information, refer to Sect. 3.2.2. for all right sibling of ch, denoted as rs 7:
check(node, ch, rs); 8:
if(node, ch are similar) 9:
merge(node, ch); 10:
if((n sup = find similar supset(node)) != null) 11: merge(n sup , n); 12: return; 13:
if(∃ child under ch) 14:
process(ch) Table 9 find(I, i pre ).
1: procedure find(I, i pre ) 2: cur node = root; 3:
while(∃child of cur node, child.ext pid = pid ){ 6:
if(I is empty) return child; 8:
cur node = child; 10:
return null;
n sup , i ∈ c node.preset. (2) This kind of node n sup satisfies that ∃i ∈ n sup , i ∈ c node.preset. It could be proved that the first kind of direct superset node must be a child node of c node. So, the algorithm need to check whether the current node is similar with its children, as shown in Table 8 , line 8-9.
For the second type, the algorithm tries to use a divide and conquer strategy: for each item i pre ∈ c node.preset, it tries to find a direct superset node that contains i pre and none of the items i ≺ f i pre is contained. For example, in Fig. 1 , the preset of the node (ce × 12357) is {a, b, d}. Hence, the algorithm tries to find the direct superset node which (1) contains a, (2) contains b, but not a, (3) contains d, but not a and b.
These procedure is given in the pseudo code in Table 9 .
The input parameters are (1) I, the itemset of the current node, n.I; (2) i pre , an item id in n.preset. If there's no child found in line 5, then, either the direct superset includes i pre is not frequent, or there must be another item i ≺ i pre exists in the direct superset node.
For example, in Fig. 1 , the algorithm tries to find the direct superset of (d f × 24568) which contains a. In line 3, the algorithm sets I = ad f , the minimum element of I is a, and the cur node is root. So in the first iteration, the child node is (ae × 1345), In line 6, I = ad f − ae = d f , the minimum element of I is d, so in the second iteration, the child is (ade × 145), then I = d f − ade = f , now there's no child under (ade × 145) which has f as it's ext pid. Hence, there's no direct superset of d f which contains a in the ITtree. Actually, ad f is an infrequent itemset.
The pseudo code of find similar supset() is listed in Ta- Table 10 find similar supset(c node).
1: procedure find similar supset(c node) 2: for each i ∈ c node.preset; 3:
n sup = find(c node.I, i); 4: if(n sup != null && n sup and c node are similar) 6: return n sup ; 11: return null; Table 11 merge(n 1 , n 2 ).
1: procedure merge(n 1 , n 2 ) 2: if(n 1 is parent of n 2 ){ 3:
delete node(n 2 ) 5:
delete subtree(n 1 ) 8:
update R ; 10:
fix existed nodes(); ble 10.
Merge Similar Nodes
Similar nodes will be merged. The merge procedure is given in Table 11 , here, we assume that n 1 .I ⊂ n 2 .I. Explanations:
• If n 1 is the parent of n 2 , then the original process is: (1) delete n 1 , (2) put n 2 at the position of n 1 used to be, (3) set n 2 .T = n 1 .T . Actually, this is equivalent with the code in line 3-4.
• The algorithm need the procedure fix existed nodes() in line 10, because since R is updated, the related nodes in the IT-tree should be updated too.
There're a lot of trivial operations to be carried out in the procedure fix existed nodes(). This paper will not list the pseudo code of it since it's long and tedious. Instead, we just give an introduction about the main structure of it in the following:
Denote the current node the algorithm is processing as c node. This procedure mainly deals with the situation when the tidset of the generator of c node is expanded, that is, g (c node.gen, R ) is expanded. There're 4 kinds of subsituations need to be concerned:
(1) Restore of a deleted node: If there exists an ancestor node n a of c node, satisfies that before the update of R , n a .T is a superset of g (n a .parent.I ∪ c node.ext pid, R (4) Delete duplicated node: If there exists right sibling, denoted as n r , of c node, before R is updated, n r .T c node.T . If after R is updated, n r .T ⊂ c node.T . Hence, CHARM Property 3 is applicable, so n r should be deleted from the IT-tree.
The Running Example
In this section, we present how the IT-tree is build based on the running example introduced in Sect. 1. Let r = 0.3, c = 0.4 and S = 3. The algorithm proceeds as shown in Fig. 2 † . In step 1, NFCIM finds that (ae × 1345) and (ace × 135) are similar nodes and should be merged. The IT-tree after merge is displayed in step 2. The updated node (c × 1234567) is marked with a grey border. In step 2, NFCIM finds that (ace × 1345) and (acde × 145) are similar nodes. The algorithm will keep merging similar nodes, until there's no similar nodes found. At last, there're only two NFCIs found in the running example.
Performance Evaluation
In this section, we report our performance study of the three FCI algorithms: CHARM, FP-Close and NFCIM. CHARM [3] is a base algorithm of NFCIM, and FPClose [6] is a state of arts algorithm of mining frequent closed itemsets.
We do not compare NFCIM to FI and AFI algorithms because it's well recognized that FCI algorithms outperform FI and AFI algorithms.
The experiments were conducted on a Windows XP PC equipped with a 1.7 GHz Pentium IV and 1024 MB of RAM memory.
We test the three algorithms on various datasets, including synthetic ones generated by the standard procedure described in [13] , and two popular real datasets.
• synthetic dataset T25I20D10k with 1000 items: In this dataset, the average transaction size and average maximal potentially frequent itemset size are set to 25 and 20, respectively, while there are totally 10k transactions. This dataset is sparse. Most of frequent itemsets are closed. (user id, movie id) pairs where the users and movies are drawn from the Netflix Prize training data set which consists of more than 100 million ratings from over 480 † Each grey node in the tree is a shadow node. thousand randomly-chosen, anonymous customers on nearly 18 thousand movie titles. In this dataset, a transaction corresponds to a user, an item corresponds to a movie.
Reduction of the Size of Itemsets Using NFCI
Our experiments show that the number of frequent itemsets which need to be represented in mining can be reduced by several orders of magnitude in a dense database if they are represented by NFCI. 
Quality Testing with Synthetic Data
In this section, we compare the quality of the output of NFCIM with another state-of-art noise tolerant algorithm, AFI [9] . The synthetic data T10.I4.D20K is treated as the dataset without any noise, denoted as R. The noise is introduced by flipping each element in the dataset with probability p. The dataset with noise is denoted as R n .
Let FI e represent all the exact frequent itemsets in R discovered by the exact FI mining algorithms; FI n represent all the "approximate" frequent itemsets in R n by the noise tolerant mining algorithms. Then the following two metrics are used to measure the quality of the result of the noise tolerant algorithms. Let p = 0.05%, c = r = 0.2 for both NFCIM and AFI, then table 13 shows the experiments results for these two algorithms.
As demonstrated in Table 13 , NFCIM has better precision but worse recall than AFI. It's because NFCIM discovers less noise elements than AFI, as a result, the chance for NFCIM to generate false positive patterns is slimmer than AFI, meanwhile the chance for it to generate false negative patterns is greater than AFI. Table 13 also shows that the recall of NFCIM is close to AFI. Hence, this experiment verifies the "side effects" hypothesis proposed in Sect. 3. The results of the performance evaluation show that NFCIM is about two orders of magnitude faster than CHARM and FP-Close on Connect-4 dataset, while NFCIM is a little bit slower than CHARM and FP-Close on the other two datasets. Hence, we could conclude that the NFCIM has much better performance than the state of arts algorithms such as CHARM and FP-Close on dense datasets, meanwhile it is as efficient as them on sparse datasets.
Runtime Comparison
It could be found that NFCIM is inefficient on sparse datasets comparing to the performance on the dense datasets. The reason of it is that the reduction of the number of generated itemsets (the search space) is not as significant as on the dense datasets. For example, the search space is reduced thousands of times on dense datasets, while the search space is reduced about 50% on the sparse datasets.
Conclusions and Future Work
Frequent itemsets mining is one of the most popular data mining tools ever invented and extensive efforts have been carried out in this area. However, it has two main problems. Firstly, it may often derive an undesirably huge set of frequent itemsets. Secondly, it is vulnerable to noise. This paper proposes a novel approach, Noise-tolerant Frequent Closed Itemsets, which could address these two problems simultaneously. The new approach is noise tolerant. The number of generated itemsets is proved to be dramatically reduced with almost no information loss except for the noise and infrequent patterns. The performance experiments demonstrate that the new approach is about two orders of magnitude faster than the state-of-art FCI mining algorithms on dense datasets meanwhile it is as efficient as them on sparse datasets.
