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This article initiates a detailed analysis of the spectral representation for the 
ground state representation of the infinite one-dimensional Heisenberg ferro- 
magnet. Here, we obtain explicit expressions for the infinite volume (weak) 
limits of the projections constructed from Bethe’s eigenfunctions for the finite 
volume Heisenberg Hamiltonians. Assuming the limits are projections, we 
establish various spectral properties for the Hamiltonian restricted to the 
corresponding subspaces. 
1. I~vTR~DUCTI~N 
The purpose of this article is to initiate a detailed study of the ground state 
representation for the infinite, spin 4, one-dimensional Heisenberg ferromagnet 
with nearest neighbor interactions. By the ground state representation, we are 
referring in a physical sense to quasi-local perturbations of the ferromagnetic 
state, i.e., the state in which all of the spins are aligned in a single direction, 
and the time evolution of those perturbations generated by the Heisenberg 
Hamiltonian [I, 21. Since the ferromagnetic state is invariant under the time 
evolution, one is led via the GNS construction [3, Sect. 6.21 to a Hilbert space 
representation (X, e itW, Q), the ground state representation, in which the 
ferromagnetic state is realized as an element Q in the Hilbert space 2, and 
the Hamiltonian is realized as a self-adjoint operator H generating the unitary 
group eitH which leaves Q invariant. In fact we propose to obtain the spectral 
representation for H. 
The operator H may be thought of as a limit of operators HY for k--+ co 
where HY is a cutoff Heisenberg Hamiltonian acting nontrivially in a Hilbert 
space %; associated with a finite volume consisting of V lattice sites. As is 
well known, the eigenfunctions and eigenvalues for HY have been described in 
detail by Bethe [4] in his classic article on the Heisenberg ferromagnet. Bethe’s 
eigenfunctions and eigenvalues are given explicitly in terms of (real or complex) 
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wave numbers satisfying a set of transcendental equations. In his article, Bethe 
discusses approximate solutions to these equations for V large. 
Here, we study the infinite volume limit for these eigenfunctions and eigen- 
values. We show that in the limit Bethe’s eigenfunctions become generalized 
(nonnormalizable) eigenfunctions {&(K)}. The symbol Q describes the manner 
in which r-spin waves (defined in Sect. 2) combine to form r’ bound state 
complexes; the components of K are the momenta of each of the complexes. 
In addition we obtain explicit expressions for the “projection” operators E,(S) 
associated with these eigenfunctions, 
see Theorem 4.5. In this integral, S is a Bore1 set contained in the torus 
{X j 0 < Ki < 2iT; i = 1, 2,..., r’}; the function pQ(x) is a spectral density 
function. (We call these operators projections; they are obtained as weak limits 
of the analogous finite volume expressions, which alone is not sufficient to 
imply they are projections. See the hypothesis in Section 4. The proof that they 
are projections will be postponed to the second of these articles [5].) We find 
that the eigenfunctions $Q(x) h ave an analytic dependence on x, as do the 
spectral density functions pa(x). (We are assuming that we have at least one 
spin wave present.) Provided that the E,(.) are projections, it follows that the 
subspaces associated with the EQ are absolutely continuous subspaces in the 
sense that (#EQ(.) $) is absolutely continuous with respect to Lebesgue measure 
for IJ E 2. Finally, since the energy Ed associated with $J~(x) also has an 
analytic and nontrivial dependence on K, these subspaces are absolutely con- 
tinuous subspaces for H [6, p. 5161. 
We remark that the operators E,(x) are not shown here to be complete in 
the sense that 
E@) = 1 EQ@ 1 EQ(H) E d), 
Q 
where E(.) is the spectral family for H, although it is natural to conjecture that 
this is indeed the case. The problem of completeness is related to the problem 
of showing the EQ are projections and will be discussed with the latter problem 
in [5]. We add that the relevance of the absolute continuity results (assuming 
completeness) to ergodic properties for the Heisenberg ferromagnetic ground 
state representation has been discussed by Martin [7]. 
In Section 2, we summarize the mathematical structure of the ground state 
representation. Included in this section is the definition of an r-spin wave state. 
In Section 3 we compute the projections EQ associated with two spin wave 
states. This computation is a special case of those in Section 4, but it is illustrative 
of the basic procedures. Finally, in Section 4 we obtain the projections for an 
arbitrary number of spin waves. 
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2. NOTATIOK AND GENERALITIES 
In this section, we recall the mathematical structure of the ground state 
representation for the Heisenberg model [l, 2, 71. This representation consists 
of a Hilbert space sP, a one-parameter strongly continuous unitary group eitH 
acting in # giving the time evolution, a normalized vacuum state Q E %, and 
bounded self-adjoint operators J](m), Ja(m), Ja(m) for each m E Z acting in %‘. 
Together, A?, eitH, Sz, and the operators Ii(m) satisfy: 
(9 commutation relations; 
for each m E Z, and otherwise 
[Jib4 J&91 = 0, m # n. (2.1) 
In terms of the creation and annihilation operators defined, respectively, 
these commutation relations become 
[J+(m), J-WI = 2Jd4, Lw)~ J&)1 = &L&4, rn~Z, (2.3) 
and all other commutation relations among the J’s vanish. 
(ii) The J’s acting on the vacuum state give 
J-(m) Q = 0, J3(m) Q = -pi?, m E Z. (2.4) 
(52 is associated with the infinite tensor product state on the algebra in which 
each spin is aligned downward.) 
The Hilbert space ti is spanned by the orthonormal basis 
J+(mJ J+(mJ . . . J+kJ Q 
with mi , m, ,..., m, distinct integers of Z; one easily shows from (2.3) and (2.4) 
that 
U+WY Q = 0. (2.5) 
(iii) The unitary group e itH leaves the vacuum invariant 
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and is generated by the Hamiltonian 
H = - C (h(m) Jdm + 1) + h(m) .A@ + 1) + h(m) Mm + 1) - i) 
WLEZ 
(2.7) 
= -zz W+(m) 1-b + 1) + u-cm, J+(m + 1) + J&4 Js(m + 1) - 0 
The Hamiltonian H commutes with the number operator 
which has only a discrete spectrum 0, 1,2,... . Eigenstates of N with eigenvalue 
r we denote r-spin wave states. In addition H also commutes with the unitary 
translation operator S defined 
SC? = l-2, SJi(rn) s-1 = Ji(rn + 1). 
Note that S also commutes with N. 
(2.9) 
We will make use of the operator HY, I’ = 3,4, 5,..., defined as follows: 
LetA,={mEZI(--V+1)/2<m<V/2}(thus IA,/=numberofpoints 
in A y = I’), and let A y’ be the subset of A V obtained by deleting the right-hand 
end point of A,. Set 
Hv = - (Jdm,) Mmv) + J&d J&v) + Js(%> J&v> - 8 
- &, (Jl(4 Jl(lfl + 1) + J&4 Mm + 1) + Mm) Mm + 1) - t> 
(2.10) 
where m, and my are the end points of A,. Note that HV satisfies 
&H&J = Q (2.11) 
and commutes with N as well as with the unitary operator Sv defined by 
sysz = Q, 
and 
SvJk(m> Sil = Jdm + 11, m E A”‘, 
SvJ&+> Si’ = J&h>, (2.12) 
S~Jdm) ST’ = X(m) otherwise. 
Sv also commutes with N. The operator HY acts invariantly in the subspace fir 
of &’ given by linear combinations of vectors of the form 
.T+W J+W 1.. J+(mJ Q 
with m, ,..., m, distinct and lying in A,. 
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By a standard argument (cf. [1] or [3, Sect. 7.61; the first term in the rhs of 
2.10 will cause no difficulty) one can show that 
for t sufficiently small where convergence is in the operator norm. This fact 
and Eqs. (2.6) and (2.11) imply that 
It follows that if E”(d) is the spectral family for H, and E(A) the spectral 
family for H, then 
s-$+h E,(d) = E(d) 
provided that E vanishes on the boundary of the Bore1 set A [8, X.71. Thus, 
spectral properties of H may be determined from those of H, ; it is precisely 
for H, that Bethe has given a means for computing the eigenfunctions and their 
eigenvalues. These eigenfunctions and corresponding eigenvalues are described 
in Sections 3 and 4. 
3. TWO-SPIN WAVE STATE PROJECTIONS 
In this section the symbol Q will refer to a decomposition of the integers 1,2 
into Q = {l}, (2) = u or Q = {1,2} = b and will correspond, respectively, to 
the cases in which the two-spin waves are unbound or bound to each other. 
We begin with the unbound case. 
We express the unnormalized finite volume two-spin wave eigenfunctions as 
where in the unbound case [4] the coefficients are given by 
v ausu h P m,) = exp(ik,m, + ik,m, + i+/2) + exp(ik,m, + ik,m, - i&2) (3.2) 
with x = (k, , k,) real and with 4, k, , k, satisfying the transcendental equations 
2 cot &# = cot Qk, - cot &k, , -<+<T, O<k1<kz<22x, (3.3) 
Vk, = 24 + 4, A1 = 0, 1, 2 )...) V - 1, (3.4a) 
Vk:, = 24 - 4, x, = 0, 1, 2 )..., v - 1, j A, - A, 1 > 2. (3.4b) 
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(The bound a’s will be defined later.) Note that an interchange of k, with k, 
leads to the same eigenfunction. The corresponding eigenvalue is 
I,’ = 2 - cask, - cask,. (3.5) 
We first examine a problem concerning the infinite volume limit of #J’S and 
K’S satisfying Eqs. (3.3), (3.4). 
LEMMA 3.1. Let ($, n) satisfy Eq. (3.3). Then there exists a sequence of solutions 
(c)V, xv} to Eqs. (3.3), (3.4) converging to (4, H), V-t 00. 
Proof. The set of (4, X) which can be so attained is clearly closed, so it 
suffices to prove the lemma for K, # K, or K # 0 or k, # 2~r. We show that 
for each V there is a solution (+ r, K ‘) with components within a distance 0( V-r) 
of (4, x). Define %iy, [av: 
27@ = Vk, - 4, 2r&’ = Vk, + 4. 
The numbers [rv, fzv are certainly not integers in general but each is within 
a distance 2 of integers Xiv, /\av, respectively, with 1 hlv - Xzv 1 >, 2 and 
0 < hlv, h,v < V. Next define 
&yt> = %lV + (hlV - &> t , f2v = l2y + (h2v - $27 4 O<t<l. 
We then let (tjV(t), xv(t)) be the solution (3.3)-(3.4) with the hi’s replaced by 
the EIv(t)‘s and (b’(O), ~~(0)) = (4, x). By d ff i erentiating these equations with 
respect to t, one obtains the set of differential equations 
i 
-2 csca #V(t) 
-1 
1 
csc2 x”” -cscyct)) ($fi) = (2;2;i;I Q$. 
It follows that the derivatives are O(V-I). Hence 
(;;#iz,, = J-) El:) = O(F) 
(see the Appendix). This concludes the proof. 1 
Note that if ($‘, xv) is converging to (4, x), then the coefficients a~X:,v(m, , mz) 
are also converging. (For the sake of definiteness we have included the super- 
script V on K in the expression for a.) 
We next proceed to estimate the norm of &V(H). Since the norm can be 
calculated explicitly from 
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we can write the estimate 
!I ~u”(~>I12 = If2 + O(V), k, f k2 . (3.6) 
This estimate is uniform in x for K bounded away from the line k, = k, in 
the set C, = (X ) 0 < K, < K, < 2rr). 
We will also need to know an approximate expression for the density of 
eigenvalues in terms of K. From Eqs. (3.3), (3.4) we obtain 
4V?‘dh, A AA, = (V-La, - AC)) A (Vdk2 + A@ 
z (V dk, - sin2 +$(& csc2 QK, dk, - i- csc2 +A, dk,)) 
A (VA&, + sin2 +$(i csc2 *K, A, - Q csc2 @a dk,)) 
or, if Ah, = Ah, = 1, 
49 dh, A dx, = v2 dk, A dk, + o( v-l), (3.7) 
where A denotes the exterior product (A is multihnear and antisymmetric). 
Since sin 44 csc &K, and sin +$ csc #a are finite via Eq. (3.3) except near 
K = (O,O), (0,2rr), (2~, 2rr), the estimate given by Eq. (3.7) is uniform for K 
bounded away from these points and thus in particular for x bounded away 
from the border K, = k, in C, . 
We now take the infinite volume limit of the projections I?,“(.) associated 
with these finite volume eigenfunctions. Let zZ!J C &’ be the dense set of states 
within the two-spin wave subspace of &’ given by 
C ah , m2> J+h) J+tm2) 52 
with a(mr , mz) having bounded support on the two-dimensional lattice P. 
Let # be an element in 3 and let S be a Bore1 set in C, disjoint from a neigh- 
borhood of the critical line K, = K, (where the uniformity of our estimates (3.6), 
(3.7) breaks down). Then by Lemma 3.1, and Eqs. (3.6), (3.7) we define 
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where 
with uUX(ml , ms) given by the rhs of (3.2) and (K, 4) related just by (3.3). (We 
are using the fact that the I&“(H) are orthogonal to one another, since for distinct 
K values either the corresponding energy eigenvalues or the eigenvalues under 
the operation Sy are distinct.) Because of the obvious estimate 
II J%,(S)ll G 1 (3.10) 
for 16 E g, E, extends to all of .%‘. By polarizing (3.8) we have that 
E,(S) = w-hli E,“(S). (3.11) 
From this point on, we ussume E,(S) is a projection. (We are still assuming S 
is disjoint from a neighborhood of the line k, = k, .) Then (3.11) becomes a 
strong limit and E,(S,), E,(S,) are orthogonal if S, and S, are disjoint by the 
orthogonality of the finite volume projections. We then define E,(S) for S an 
arbitrary Bore1 set in C, by 
E,(S) = s-hh E&S,) (3.12) 
where S, is an increasing sequence of Bore1 sets converging to S, with each S, 
disjoint from a neighborhood of the line R, = k, . The limit exists since the 
sequence is Cauchy. Obviously E,(.) will still be given by the rhs of (3.8). 
It is clear from the rhs of (3.8) that (#E,(.) $) is absolutely continuous with 
respect to Lebesgue measure in C, . The projection E,( .) reduces H, and E,( C,) 
projects onto an absolutely continuous part of H with 
where 
E&c) = 2 - cos k, - cos k, . (3.14) 
We will summarize these results along with those concerning the bound states 
following a discussion of the latter. 
The remaining (bound) finite volume eigenfunctions and eigenvalues are 
again given by (3.1)-(3.5) but the k’s become complex, k, = u + iv, k, = u - iv. 
Consider the limit V-t 03 for kl and k, assuming w < 0 (kl , k, of course 
depend on I’). From (3.4a), im$ = VV, so that for I’ large we have approxi- 
mately 
22’ c cot $k, - cot &k, 
which in the limit relates u, w by 
ev = cos u , -7r/2 < u < 7r/2. (3.15) 
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To accommodate the fact that im$ is growing, it is convenient to renormalize 
the coefficients abv,(mr , m,) in (3.1), (3.2) for the finite volume bound eigen- 
functions {tibv(~)} by 
a~(m, , mB) = exp(ik,m, + &ma) + exp(ik,m, + z&m, - $). (3.16) 
The solutions to (3.3), (3.4) for z, # 0 are briefly described as follows [4, 
pp. 210-2121: Let 
Then either 
K = 2u if 0 < 21 < x/2, 
= 2u +2n if --a/2 <u < 0. 
(3.17) 
(a) v~/2a = h, + X, f h < v with X even, X, = h, , and re+ = 0, 
or (3.18) 
(b) V~/27r = X, + h, = X < V withhodd,/\,=h,+l,andre$=n. 
In both cases im$ = VW, and v is obtained approximately from (3.15). 
TVe now prove a lemma analogous to Lemma 3.1. 
LEMMA 3.2. Let (u, v) satisfy (3.15). Then there exists a sequence of solutions 
{uv, vv} to (3.3), (3.4) for each V conaerging to (u, zi), V+ 00. 
Proof. The set of (u, v)‘s for which the lemma holds is certainly closed, so 
it is sufficient to consider the case u # 0. Set uv equal to the value nearest u 
such that vK”/h = h is an integer. Set re ~7%” equal to zero or = according to 
whether X is even or odd. The quantity vv is determined from Eqs. (3.3), (3.4a), 
which simplify to 
-(sinh erv)/(cosh vv - cos uv) = (e-“*’ f l)/(e-vVV F 1) 
according to whether h is even or odd. From this expression it readily follows 
that vv converges to v. 
An estimate for the norm of I,+,“(K) is easily obtained from (3.16). It is given by 
11 &,“(K)j]” = (e-zv - 1)-l v + o(l), 
where the estimate is uniform for K bounded away from 0,23r. 
By analogy with Eq. (3.7), we have from (3.18) 
(3.19) 
VAkj2rr = Ah (3.20) 
relating the density of eigenvalues to AK. 
We can now consider the infinite volume limit Z$(.) of the projection &V(.) 
associated with these finite volume bound state eigenfunctions. Again let 
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# E &@ and let S be a Bore1 set contained in C, = {K IO < K < 27~} disjoint from 
a neighborhood of the end points. We define 
(3.21) 
= (l/277) lEs I<hi~), #>I2 (e-2v - 1) dK 
by Lemma 3.4 and Eqs. (3.19) and (3.20). Here the coefficients of t,&(K) are 
given by 
hK(ml , m2) = ev+4ml + m2) + 74m2 - ml>), (3.22) 
where u, ZI are defined by (3.15) and (3.17). (The finite volume eigenfunctions 
are orthogonal to one another since they have different eigenvalues under Sy .) 
We again extend the definition of&(S) to all of Z’, assume it is a projection, 
and extend the definition of .!$(.) to all Bore1 sets in C, . By the assumption 
that &(S) is a projection, it follows that E,(S) is the strong limit of the finite 
volume projections and hence E,(S,), &,(S,) are orthogonal for S, and S, 
disjoint. In addition Eb(.) and E,(.) are orthogonal by the orthogonality in the 
finite volume case. Clearly, (I/&(.) 4) is absolutely continuous with respect to 
Lebesgue measure in C, . Also &(C,) projects into a subspace of absolute 
continuity for H with 
where 
HE,(S) 4 = (l/24 Js 1 ?&)) %(K)<&&) 1 #>(+ - 1) dK, (3.23) 
bb(K) = Sin2 U = k(1 - COS K). 
This expression for the energy is obtained from (3.5) and (3.15). 
We now summarize these results in the following lemma. 
(3.24) 
LEMMA 3.3. The operator valued set functions 
G,(s) 4 = (l/W Js I &hWhd~) I 4>k2’ - 1) dK, SC C, , (3.25b) 
are the weak limits of the corresponding finite volume projections EQv(S), for S 
disjoint from a neighborhood of the critical hypersurfaces k, = k, in C, , K = 0,27r 
in Cb . Assume EJ *), Eb(.) are projections. Then they are orthogonal to each other, 
and E&9, MS’) are orthogonal for S and S’ disjoint, Q = u or b. The measures 
409/59/2-I3 
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(#E,(.) /I>, ($Eti(.) $I:>, # t A?, are absolutely continuous with respect to Lebesgue 
measure in C, , C, respecfiveb, and are countably additive. Each operator E,(C,,), 
Eb(Cb) projects into an absolutely continuous subspace of A? with respect to H; the 
action of H in these subspaces is given by (3.13), (3.23). 
Remarks. (1) The countable additivity follows from that for Lebesgue 
measure, [S, 111.6.18]. 
(2) It does not follow from the above analysis that E,(C,,) + E,(C,) 
projects onto all two-spin wave states (although this can be verified by direct 
calculation with (3.25)). In taking the infinite volume limit, we first used sets S 
with support away from the critical hypersurfaces k, = k, (unbound) and 
K = 0,2x (bound), and then let S become arbitrary. In effect we have inter- 
changed the order of limits. Eigenstates, or more precisely their x values, could 
conceivably have concentrated near these hypersurfaces for large V at such 
a rate as to provide additional projection families supported on these hyper- 
surfaces in the infinite volume limit. This problem is typical of the problems 
which occur for an arbitrary number of spin waves. 
4. T-SPIN \NAVE PROJECTIONS 
Bethe’s unnormalized finite volume eigenfunctions in the r-spin wave case 
are given by 




a, v(ml , m2 ,..., m,) == i exp i i kpti)mi + 3 i +p(i)p(j) - i +ij 
i 1 
, 
P=l i=l id id 
mi E A y, (4.2) 
where P is a permutation of 1, 2,..., r. The quantities (& , ki) are determined 
by the equations 
2 cot 4&i = cot &ki - cot $kj , -n < +ij < x, 0 < k, < 27r, (4.3) 
Vk, == 27rhi + x&i , Ai = 0, 1, 2 ,..., V - 1, i = 1, 2 ,..., r. (4.4) 
The corresponding energy of the eigenstate is given by 
c”(x) 1 i (1 - cos ki). 
i=l 
(4.5) 
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Remark. The eigenfunctions given by (4.1), (4.2) do not exhaust the r-spin 
wave eigenfunctions; some of the ki’s may be zero. We return to this point at 
the end of this section. 
As in the two-spin wave case, some of the ki’s may be complex. From Eq. (4.4) 
Bethe argues that if ki is complex, at least one of the &‘s must have a large 
imaginary part of O(I). Thus one has approximately 
&2i = cot Ski - cot &kj . 
One is then led to a partial approximate solution to (4.3), (4.4), which Bethe 
calls a spin wave complex; n wave numbers kjl ,jj, ,..., kj n are determined by 
cot $kjl = a - i(21 - n - l), 1 = 1, 2,. . ., n, (4.6) 
where a is a real constant. Note that the total momentum K = XT’, kjc of a 
complex is real. The quantities a and K are related by 
a = n cot &c, (4.7) 
and the energy of the complex is given by 
E = i (1 - cos k,,) = (l/$(1 - cos K). (4.8) 
Z=l 
A complex may consist of a single spin wave n = 1, in which case (4.7), (4.8) 
are obvious. In general an r-spin wave eigenstate will be composed of r’ com- 
plexes Q = {Q1 , Qa ,..., Qr,>, with each complex QP having its ki’s of the 
above form. At this point we formalize the notation. 
Let Q = {Q1 , Q2 ,..., Qr,} be a decomposition of the integers 1, 2,..., Y into r’ 
subsets such that (a) if i E Q, , j E Qp , and p < 4, then i < j and (b) if p < 9, 
) Q, 1 < 1 Q, I, where ) QS 1 denotes the cardinality of the subset QS . Let 
K% ,..., KTt) be a vector contained in Co = {H E [0,2~]” 1 if p < Q and 
f;; ;:‘, Q, I, ICY < K,}. Given the component K~ of complex Q, we then set 
a, = 1 Q, 1 cot kg , (4.9) 
cot &kj, = a, - i(22 - 1 Q, 1 - l), 1 = 1, 2,..., I 8, I, (4.10) 
where j, E Q, (we assume the jl’s are in their natural order, i.e., j,,, = j, + 1). 
Equation (4.10) implies that 
viz = im kj, = tanh-r(2(22-- 1 Q, 1 - I)/(a,” + (22-- 1 Q,) - 1)’ + 1)) (4.11) 
so that vj. is increasing in 1. 
We now prove the analog to Lemmas 3.1 and 3.2. 
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LEMMA 4.1. Let K E C, be given and let (k, ,..., k,) Be the zvace numbers 
corresponding to x obtained from (4.10). Then there exists a sequence of solutions 
(k,“, h”,..., k,.“) converging to (k, ,..., k,) for lI-+ cc. 
Remark. For i, j in distinct complexes or i, j within the same complex but 
not successive, i.e., i # j $ 1, we set 
2 cot &pij = cot Jki - cot +kj , -r < E&j < n. 
Proof. The set of k = (k, ,..., k,) va ues I which can be so attained is certainly 
closed, so it suffices to prove the lemma for k away from certain hypersurfaces 
encountered in the proof. 
Define fir’, 95 ,& by the following: Set 
7%; + 2 cot $4: = cot &hi - cot +kj , (4.12) 
where (a) if i, j are in distinct complexes or within the same complex but not 
successive, then pz; = 0; (b) if i, j are successive within the same complex, i.e., 
i, j = i, i + 1 = i,i,+, , then 
Finally define tiV by 
274’ = Vki - C+;. 
1 
(4.13) 
The strategy from this point is to show that the variation in k is small as pj; 
is turned off and [iv is varied to an integral value. 
Let us first discuss the magnitude of 95 and the amount that lir’ (which in 
general is complex) differs from an integral value. The quantity 9: is nonzero 
only if i, j are successive within the same complex. In this case, i, j = i, , im+, , 
“V .-v 
Yij = Yi,i,+l = 2i - 2 cot(i/2) vc: 1 1 Vi g -4i exp( VcLr Vi ). (xz, VI)~ is 
negative, as follows from (4.1 l).) Hence’?; is O(e-“). Note &at if i, I are’ not 
successive within a complex or are in distinct complexes, and cot &ki - cot &kj 
is not equal to &2i, I$; will be O(1). On the other hand, for successive i j; 
i,j-i,i+ l,f$& was defined in such a way that 
Vim KS - irn$Ii-r - im&+r = 0. 
Thus the imaginary part of ciV is O(1). Ob viously the real part of fir’ differs 
by 0( 1) from a suitable integer AiY. (The Xi’s must still respect the condition 
that none of the ki’s coincide.) 
Set 
y;(t) = (1 - t) 7; , &“(t) = &’ + (A/ - ‘f,“) t (4.14) 
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so that 
44(t) ..v -= 
dt -Yij 7 
We consider the system of differential equations 
v &“(t) d&t) 
--c dt dt 
23 =: 24hi” - &V), 
j 
dk,“(t) 1 
; csc’; kiv(t) dt - 
dk/(t) 
z csc’ ; k/(t) dt - 
with initial conditions 







We wish to show that kiV( 1) - ki v(O) = 0( V-r), which will follow if dkiv(t)/dt = 
0( V-l). This in turn will follow from (4.16) f i we show that d+G(t)/dt = O(1). 
The determinant of the Ihs of (4.16) (4.17) can be computed in highest 
order of V to be 
L) = ~~;“2”l-“/2 (fi csc2 $k<‘In’ 2 csc2 ,,;)$ (&,)) + 0( VT’-‘), (4.19) 
i=l id P 
where IJ,’ represents a product over i, j such that i, j are in distinct complexes 
or i and j are not successive within the same complex. Here, cD is the energy 
of the pth complex, 
en = jz (1 - cos k;). (4.20) 
1 n 
Also, one can compute an expression for D(d+E(t)/dt) as a determinant. For 
example, one finds 
D d&i ~ == 
dt 
&2 r(l-r)!2& fi c.c2 i&v 
)( 
fl’ 2 
i=l , i<j 
csc2 :#$) 1,1 np + oy-‘) 
D(d&/dt) = 0( V--l) otherwise, (4.21) 
if 1, 2 are within the same complex, and 
where 
a, =: sin2 ! k 2 1 ~fdt+“‘+ ( 
d52 d& d51o,l -- & 1 
d& dt (sin2 +k, + sin2 $k3 + **a + sin” +kloll), -- 
(4.22) 
$)=&, p = 2, 3 )..., r’. 
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Other derivatives can be handled similarly. Thus d+$dt is at most O(1) for k 
away from certain hypersurfaces, and by the remark after equation (4.18) the 
lemma follows. 1 
We next examine the normalization of the eigenfunctions given by (4.1) 
and (4.2). We first discuss the P-normalization of a term corresponding to a 
single permutation in the rhs of (4.2), 
%P(ml , m2 >‘.., t 4 C +P(~)PC~) - Q C+ij * (4.23) 
i<i i<j 
To do this we introduce a definition; the permutation P is said to be a canonical 
ordering with respect to the decomposition Q if for i, i + 1 within the same 
complex Q2,, P(i + I) = P(i) + 1. Th us the ordering of the integers within 
a complex is maintained under P. The identity permutation is a canonical 
ordering. If there are Y’ complexes comprising Q, then there are r’! canonically 
ordering permutations. Let 11 . lllyz denote the norm given by 
II ah , m2 ,..., m,)llfv2 = C I 4ml , m2 ,..., m,)?. 
m1<vn2<“‘<7nr 
T-V 
Then we make the following assertion: 
LEMMA 4.2. We have the estimates 
T’ 
II %P ll;v2 = ( V”/Y ‘!) n N;’ + 0( VT’-l), if P is a canonical ordering, (4.24a) 
p=1 
= O(W1) otherwise, (4.24b) 
where 
N, = (exp(--2v,J - l)(exp(-2vi1 - 2vJ - 1) *a* 
X (eXp(-2Vil - 2v,, - “’ - 2viIaSiV1) - 1) (4.25) 
(N, = 1 if j Q, 1 = 1) vi is given by Eqs. (4.9) and (4.11)) and Q, 1 
(il < iz < ... < il o,l}. Here, vi = im ki . These estimates are uniform for each tcZ, 
bounded away from 0,27r and the surfaces given by 1 Q, I cot $K, = I Q, I cot &c, , 
Q, and Q, distinct complexes within the decomposition Q. 
Proof. Suppose first that P is a canonical ordering. Since within a given 
complex the ki’s are either real or appear in complex conjugate pairs, we obtain 
im C &GP(~) = 0 
iEQp 
jaQ, 
and (4.24a) then follows via the formula for a sum of a geometric series. 
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Suppose next that P is not a canonical ordering. We employ an inductive 
argument on the number of complexes r’. First consider the case r’ = 1, i.e., 
Q consists of a single complex. Clearly uXP will attain its maximum modulus 
for 0 < m, < mz f . ..<rn.=V when O=m,=m,=...=m,, mg+l= 
m - . . . -_ a+i - m, = V for some q. Note that q may not be unique. (On occasion, 
it will be convenient to work with the mi’s in the interval [0, I’], rather than in 
AV . This causes no difficulty, since the moduli of the auP’s are invariant 
under translation.) For these values of m, we have, by (4.4) and the antisymmetry 
of 4ij , 
uxp(O, 0 )...) 0, v )...) V) 
= exp i v i kP(i) + 4 c 4P(i)PW - if c dii 
i=n+l id id 
= exp i 
( 
*;<T+PwPw + 3 c 4P(i)P(d - 4 c Ai) 
l&T 
id i<j 
= exp i 
( 




= exp z 
I 2 




Next recall that 
im+i,i+l = V i uj + O(1) < 0 (4.27) 
j=l 
for 1 < i < r so that (4.26) will be O(exp - cV), and hence 11 uXp II2 = 
O(P exp - 2cV), unless P is a permutation such that 
(a) if i < q, j > q, and P(i), P(j) are successive, i.e., P(i) = P(j) f 1, 
then P reverses the order of i, j, 
(b) if i < q, i < j < q, and P(i), P(j) are successive, then P preserves 
the order of i, j, 
(c) if q < i < j and P(i), P(j) are successive, then P preserves the order 
of i, j. 
If P does satisfy (a j(c), then it is in fact of the form 
P(i)=q+i for i== 1,2,...,q 
xi--q for i = q + l,..., r; 
in other words, P just exchanges the intervals i = l,..., q and i = q + l,..., r 
while maintaining their internal order. In this case (4.26) is O(1). We now use 
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the facts that nj < z‘, for i <j, Us < TIN for i <j < q or q < i < j, and 
so that 
T ZJ~(~) = C im Ki := 0 
I 
4 
c zrP(d > 0, i “‘P(i) < 0. 
i=l i-ptl 
(We can assume that q # 0, r; for q .= 0 or Y, P is a canonical ordering.) 
Together, these facts imply that 
II uxp Iif z = 
” c ‘i cxP -2 C ~PG.)% - im C +P~PW + im C 4ij 
o<m,<m,<~~ .<?I?,< v i i<j 1 icj 
i 
r 
X exp -2 1 ~,(~)rn,-iim 
i=Ptl 





-2 c vp(i)(mi - V) . I asp(0, o,..., 0, v,..., V)l’ 
i=4 t1 1 
= O(1). 
This concludes the proof of (4.24b) for Y’ = 1. 
Now suppose that (4.24b) holds for r’ - 1. We wish to calculate the F-norm 
when another complex is added, r’ - 1 -Y’. Assume that the additional 
complex Q,, = {r + 1, r + 2,..., r + sJ. Then we have (again using translation 
invariance of the moduli), 
1 #PWPW - 4 C bij 
i-a i4 
P(i)@ P(i).PWQ iq- 
+ 2 1 
id 
P(i),P(j)Lw i>r 
+ I c 
id 
P(i),PW<S jgr 
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X c 
I ( 
exp i &)rn, 
O$m<l<?n~2<-~ .<rn<*<V 
P(i,)>T 
+ 4 1 
i<j 
5bWPW - 4 1 dij + O(l$ 
ii/ 
P(i),Plj)>r 
From this expression, the inductive hypothesis, and the result for Y’ = I, it 
follows that if, for some i < j, either 
(a) P(i), P(j) are successive within one of the first Y’ - 1 complexes 
with P(i) = P(j) + 1 < r, or 
(b) P(i), P(j) are successive with P(i) - 1 = P(j) > r, then at most the 
expression can be 0( VY’-2) 0( I’) or 0( P-r) 0( 1); in either case the expression 
is O(V?‘-l) and for such a P, Eq. (4.24b) holds. 
It therefore just remains to consider the case where P has the properties 
(a) if i < j and P(i), P(j) < r or P(i), P(j) > Y, P(i) <P(j) (a P involving 
a simple permutation of the first r’ - 1 complexes will not alter the argument); 
and 
(b) either (i) for some i < j < 1, P(i), P(Z) < r lie in the same complex 
and P(j) > r, or (ii) for some i <j < 1, P(i), P(Z) > r and P(j) < r. (If P 
does not satisfy (b) it is a canonical ordering.) 
In this situation the reader may convince himself that two or more of the 
complexes-one among the first r’ - 1 complexes and the new complex- 
“stick” together in the sense that a,+. decreases exponentially as m values 
associated with the two complexes separate from one another. Consequently 
there are effectively at most only Y’ - I complexes and the P-norm is again 
0( V-1). A more analytic argument is available; in performing the sum 
c I ~xp(~l , m2 ,..., ~,+s)12, 
o<m,<m,<~~ .<n7,+,q 
which amounts at each stage to computing a geometric series or a derivative 
of a geometric series, one can see that the sum is O(Vv) where y is equal to 
the number of times the sum 
j 
1 im b’(i) ,
i=l 
j=z 1,2 ,*-*, r + S, equals zero. This will happen generically at most r’ - 1 
times. (Recall that for i within a complex, im K, is increasing.) A more careful 
analysis shows these estimates to be uniform away from the hypersurfaces cited 
in the lemma. This completes the proof. B 
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In order to complete the discussion of the wave function normalization, it 
remains to show that the P-inner product of u,+, , and aXP, for P and P’ distinct 
is small. Actually we need only consider the case where P and P’ are both 
canonical orderings. 
LEMMA 4.3. Let P and P’ be distinct permutations which are both canonical 
orderings. Then 
c 4&nl , m2 ,..., m,) uxp,(ml , mz ,..., m,) = O(V-l). (4.28) 
~rnn,<rn,<. . .<m, 
%E*V 
The estimate is uniform for K away from the hypersurfaces of Lemma (4.2). 
Proof. Again, computing the sum (4.28) amounts at each stage to computing 
a geometric series or a derivative of a geometric series. The sum will be 0( Vy) 
where y will be in this case the number of times the sum 
i @P’(i) + kp*(i)) 
i-l 
equals zero forj = 1,2,..., r. This can happen at most r’ - 1 times. 1 
We now give an estimate for the finite volume eigenfunction normalization. 
Let &“(x) be a finite volume eigenfunction corresponding to a decomposition 
Q = {gi ,..., QJ} with K = (K1 ,..., K,.,) and KD the total momentum of the 
pth complex. 
LEMMA 4.4. We have the estimate 
(4.29) 
P 
where IV, is given by Eq. (4.25). (The vi’s are determined from (4.9) and (4.11). 
The estimates are uniform in x for K away from the hypersurfaces of Lemma (4.2). 
Proof. The proof of this lemma is immediate from Lemma 4.2, 4.3, and 
the fact that there are Y’! permutations which are canonical orderings. 1 
The next problem is to obtain an estimate for the density of states. We 
consider the case where Q is composed of Y’ complexes. The wave numbers ki , 
i E Q, , are determined from KS where 
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Equation (4.4) then implies 
where 
ConsequentIy 




V&a = 277 A&, + c ArJij, 
iSO, 
SQ, 
and if we write A&i in terms of Aki , we obtain 
A AK~ = (2~r/V’J)7’ A A&, + O(Vwv’-l). (4.32) 
P P 
This estimate is uniform for ki , kj away from the hypersurfaces defined by 
or in terms of x, 
cot $ki - cot $kj = f2i, 
/ Qp 1 cot &K, = 1 Q, 1 cot SK, , 
where i, j belong to the distinct complexes Q, , Q, , the hypersurfaces given by 
ki = 0,2a and the surfaces where Kg = 0,277. 
Before computing the infinite volume limit of the finite volume projections 
associated with a given decomposition Q, we need to impose a technical 
hypothesis on the finite volume eigenfunctions. 
HYPOTHESIS HI. We assume that the jkite volume eigenfunctions (#a v(~)}a,x 
form an orthogonal set. 
Two finite volume eigenfunctions certainly are orthogonal if their corre- 
sponding energy eigenvalues l oJ’()o or eigenvalues under Sy are distinct. In 
fact this hypothesis can be weakened somewhat. The point is that we want 
(4.33) 
to approximate the projection associated with these eigenfunctions for large V. 
We are in effect assuming that coincidence of energy and Sv eigenvalues for 
$aW> (Cr!$W> Qv Q’ an 4 or X, H’ distinct, happens infrequently. 
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Let gir be the dense linear subspace of r-spin ware states consisting of \-ectors 
of the form 
C ah , m, ,..., m,.) j+(9) J&4 ... J+.(m,) i Qi 
where a(m, , m2 ,..., m,) has compact support in 2’. Let 4 E 9,. and let S be 
a Bore1 set in C, disjoint from a neighborhood of the hypersurfaces of 
Lemma 4.2. Then 
by Hypothesis HI, Lemmas 4.1 and 4.4, and Eq. (4.30). Here, rl,a(~) has 
coefficients 
aox (ml , m2 ,..., ff2,) = C’ exp i 
i 




where the sum is restricted to permutations which do not alter the order of 
integers within a complex, i.e., if i <j and ;,j~ Q, , P(i) < P(i). The +i,‘s, 
i, ,+’ not successive within a complex, are given by (4.3). 
Exactly as in the two-spin wave case, we extend the definition of E,(S) to 
all of 8, assume it is a projection and then extend the definition of E,(S) to 
all Bore1 sets in Co . By the assumption that I&(S) is a projection, E,(S) must 
be the strong limit of finite volume projections, and hence E,(S), Eo(S’) 
must be orthogonal for Q, Q’ distinct or S, s’ disjoint if Q and Q’ are the 
same decomposition. From Eq. (4.8) we have 
with 
Q(X) = c 1 Q,, 1-l (1 - COS Kp). 
We summarize the results concerning the I&(.). 
THEOREM 4.5. Under Hypothesis Hl, the operator valued set functions 
E’,(S) + = (*/CW”) .tEs I ~M4><lll&)> 4) n N,(G) dK> 
P 
SCC,, Q# .a, (4.38) 
HEISENBERG FERROMAGNET. I 413 
are the weak limits of the corresponding finite volume projections EQV(S), for S 
disjoint from a neighborhood of a jinite set of hypersurfaces of codimension one 
in C,. Here, 4*(x) and N,(K,) are given by (4.35) and (4.25), respectively. 
Provided that the E,(S) are projections, then they are orthogonal and countably 
additive. The measures (#E,J.) #), IJ E .&‘, are absolutely continuous with respect 
to Lebesgue measure in C, ; E&C,) projects into a subspace of absolute continuity 
for H. The action of H in these subspaces isgiven by Eqs. (4.36), (4.37). 
Remarks. The finite volume eigenfunctions defined by Eqs. (4.1)-(4.4) do 
not exhaust the eigenfunctions for HV . Clearly JiV G Cme+ Ji(m) commutes 
with H, , so that if #or(x) is an (r - I)-spin wave eigenstate, 
J+ V#Q ‘@) = (m; 
" 
J+crn)) $0 'k) 
will be an r-spin wave eigenstate. (Bethe does argue that the ~Qv(w)‘s together 
with states of the form (J+V)m $ov( ) K are complete.) One could then associate 
an r-spin wave state family of projections with these eigenfunctions in the 
manner above. However, it can be seen that for x away from critical hyper- 
surfaces, /I /+V#oV(~)]1-2 (@)/a(x)), will be at most of order V-l, (+)/a(~) is 
the inverse density of eigenvalues). In the limit, these projections will converge 
strongly to zero. Similarly, projections associated with states of the form 
(J+v)“” #or(z), m = 1, 2 ,..., will converge to zero. 
Again we emphasize that we have not shown completeness of the operator 
Eo(.) in the sense 
1 = c J%(~Q), 
Q 
since we have effectively interchanged the infinite volume limit with the limits 
S--f C, . The question of completeness, along with the questions concerning 
the idempotency and orthogonality of the EQ(.), will be the subject of the next 
article in this series. 
APPENDIX 
In this appendix we recall a lemma regarding systems of first-order differential 
equations. 
LEMMA. Let x,“(t), i = 1, 2 ,..., r, obey the set of d$ferential equations 
dx,“/dt = (l/V)f&q, a), 
where fi(x, a) satisfies a Lipschitz condition in x for x in a neighborhood of the 
closed bounded set U and is continuous in o1 for 01 in a closed bounded region WC R”. 
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Then for suficiently large V the equations may be integrated from t == 0 to t 1 
for x”(0) in the interior of V and 
with C independent of 01, 17. 
Proof. See [9, p. 3051. We have the obvious estimate from the Lipschitz 
condition, 
1 dxi”/dt ) = (l/V) if&c”, cx)I 
< UP) I fdx”(O), 41 + (l/q If WY a) - f~4f4> 4 
< (l/V) j fi(X"(O), a)1 + (C’!V)C I Xiv - x,"(O)i. 
z 
This differential inequality can be integrated to obtain the inequality of the 
lemma. The uniformity in a: is clear. m 
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