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Abstract-For detection and estimation of 2-D frequencies from a 2-D array of data using a subspace decomposition method, one needs to construct a block Hankel matrix. For reliable detection and estimation, the rank of the block Hankel matrix should be made equal to the number of 2-D frequencies inherent in the data in the absence of noise. In this work, we provide the conditions for achieving the desired rank.
I. INTRODUCTION
It is well known that for detection and estimation of 1-D frequencies from a single sequence of data using a subspace decomposition method, one needs to form a Hankel matrix,(e.g., see [4] ). The idea behind the Hankel matrix is also equivalent to the so-called movingwindow-average in the context of array processing where multiple data sequences are available, (e.g., see [3] ). Similarly, for detection and estimation of 2-D frequencies from a single 2-D array of data using a subspace decomposition method, one needs to form a block Hankel matrix where each block is a Hankel matrix. The block Hankel matrix is referred to as enhanced data matrix in [2] . An important property of the block Hankel matrix is that its rank can be equal to the number of 2-D frequencies inherent in the data in the absence of noise regardless of the distribution of the 2-D frequencies. This property clearly suggests that the number of the 2-D frequencies can be detected using the singular values of the block Hankel matrix. Furthermore, as shown in [2] , if the rank of the block Hankel matrix is equal to the desired number (number of 2-D frequencies) in the absence of noise, the 2-D frequencies can be efficiently estimated from the principal subspace of the block Hankel matrix using a matrix pencil approach. A sufficient condition for the block Hankel matrix to achieve the desired rank was given in [2] . In this work, we provide a more complete and more rigorous analysis of the block Hankel matrix and show a number of possible (sufficient or/and necessary) conditions under which the block Hankel matrix has the desired rank.
In Section 11, the block Hankel matrix is defined and decomposed in structure for later analysis. In Section 111, the sufficient or/and necessary conditions for the rank property are discussed in detail. The main contribution of this paper is illustrated in Fig. 1 . N -1) . next is the conditions that should be satisfied by the window-size parameters IC and L such that rank(X,) is equal to the desired value N , . The general results are shown in Fig. 1 , and the detailed derivations are given in the next section.
THE BLOCK HANKEL MATRIX
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THE CONDITIONS ON THE WINDOW SIZE
Note that the matrix El takes a form identical to that of the following matrix:
where IC 2 1, and A and C are n x n and m x n matrices. When k = n, 0, i s known as the observability matrix of the pair (C. ,4).
Associated with the matrix O k , the following two lemmas will be useful.
Lemma I :
Let nl be the order of the minimum polynomial of A. Q.E.D. Now we are ready to provide the following. We can symmetrically get the other half conclusion of (a) by using the fact that there exists a permutation matrix P [2] such that answer is uncertain depending on the distribution of the signal poles.
In other words, rank [X,(Iii; L ) ] may be less than or equal to iV, for (Ii. L ) E G,. It should be noted that the sufficient condition.given in [2] , i.e., . XTS 
is a subset of GI. 
Note that the condition of Corollary 1 is satisfied when all 2-D frequencies are scattered on a rectangular grid (not necessarily uniform) and at least one straight line in each dimension on the grid is fully occupied by 2-D frequencies, which is illustrated in Fig. 2 . Q.E.D. Theorem 2: Other proofs can be done similarly.
High-speed Systolic Ladder Structures for
Q.E.D.
By Theorems 1 and 2, the whole window size set Fig. 1 ). For the sets GO and GI, we have definite answers: i.e., rank
Abstract-We propose a multilevel approach for designing high-speed systolic ladder structures for multidimensional (MD) recursive digital filters. Based on appropriately selected 1-D filter structures for each filter dimension (or level), a large variety of MD systolic filter structures may be derived. In particular, we introduce a new 1-D filter structure that proves the most suitable structure in terms of a systolic ladder implementation, because it leads to MD ladder filter structures possessing such important properties as the shortest critical path (for filters without order augmentation), the canonic number of high-level storage registers (e.g., line and frame registers of images), and local interconnectivity.
I. INTRODUCTION
High-speed multidimensional (MD) digital filtering i s very useful for real-time video signal processing such as video image coding, bandwidth compression, sampling rate conversion and the enhancement of television signals. In this contribution, we are concerned Manuscript received March 16, 1993; revised August 22, 1995. The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Russell M. Mersereau.
