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La presente tesis tuvo como objetivo desarrollar una Red Convolucional para 
imitar el trabajo humano del test de Karl Koch, usado en el proceso de 
Determinación del perfil personal, del área de Psicología en la Empresa 
Biosalud, buscando reducir las horas hombre del proceso previamente 
mencionado que genera retrasos a los Macroprocesos de: "Reclutamiento de 
Personal y Resolución de conflictos.". Para reducir el costo computacional de la 
RNC se fragmentó la IA en 3 Redes Convolucionales que trabajan en paralelo, 
siendo la suma de los resultados el perfil personal. 
Se logró el objetivo "Reducir el tiempo empleado en el proceso de determinación 
del perfil personal del colaborador", ya que la implementación del sistema redujo 
en un 79.35% el tiempo requerido para realizar el Proceso de Determinación del 
perfil personal, además se obtuvo un resultado de 4 sobre 1 de eficiencia, 
logrando así el objetivo "Mejorar la eficiencia del proceso de gestión de 
determinación de la Personalidad". La validación de los objetivos, se  procedió 
mediante un comparativo humano-máquina de tiempos del proceso mencionado, 
que generó que el sistema ahorre 4 días con 3 horas y 40 minutos por prueba, 
siendo un ahorro de alrededor de 990 horas por grupos de 10 pruebas 
realizadas, usando como base las mismas pruebas se comparó los resultados 
del sistema con el trabajo humano que nos dio un porcentaje del 90.444% de 
acierto a favor del sistema, llegando a la conclusión de que una RNC puede 
clasificar el perfil personal de una persona. 
 
Palabas clave: Red Neuronal, Red Convolucional, Perfil Personal, Test del Árbol 
de koch, Aplicativo desktop, Escala a Grises, Binarización, Tensorflow, OpenCV, 






The purpose of this thesis is the development and execution of an Artificial 
Intelligence (AI) based on Convolutional Networks, which aims to imitate the 
human work of the Karl Koch's Test that is used in the Personal Profile 
Determination process. Within the Psychology Area in Biosalud Company, 
seeking to reduce the excessive consumption of man hours in the 
aforementioned process that generates delays to the Macro-processes of: 
"Personnel Recruitment and Conflict Resolution". To reduce the computational 
cost of Artificial Intelligence and following Karl Koch's Test Manual, the AI was 
divided into three Convolutional Networks that work in parallel, being the sum of 
the results the Personal Profile. 
The objective "Reduce the time spent in the process of determining the personal 
profile of the collaborator" was achieved, since the implementation of the system 
reduced by 79.35% the time required to carry out the Process of Determination 
of the Personal Profile, in addition a result of 4 out of 1 efficiency was obtained, 
thus achieving the objective "Improve the efficiency of the Personality 
determination management process". The validation of the objectives was carried 
out by means of a human-machine comparison of the times of the 
aforementioned process, which generated that the system saves 4 days with 3 
hours and 40 minutes per test, being a saving of around 990 hours per groups of 
10 tests carried out, using the same tests as a basis, the results of the system 
were compared with the human work that gave us a percentage of 90.444% of 
success in favor of the system, reaching the conclusion that an RNC can classify 
the personal profile of a person. 
 
Keyboards: Neural Network, Convolutional Network, Personal Profile, Karl 
Koch's Tree Test, Desktop Application, Grayscale, Binarization, Tensorflow, 





Un problema que se viene presentando en la empresa Biosalud en los últimos 
años, es el consumo excesivo de horas hombre en el área de psicología dentro 
del proceso de Determinación del perfil personal, este micro proceso retrasa los 
servicios que se prestan relacionados a: "Reclutamiento de Personal y 
Resolución de conflictos", dificultando así el cumplimiento del calendario de sus 
actividades. 
El problema previamente descrito llevó a formular la siguiente interrogante: 
¿Cómo mejorar la determinación de personalidad de los colaboradores de la 
Empresa Biosalud - Arequipa 2020? 
Para lo cual este estudio, se organiza en cinco capítulos: 
Capítulo I: Planteamiento del Estudio, donde se explica la situación problemática 
del proceso de determinación del perfil personal con ayuda de un cuadro de 
tiempos y un mapa del proceso mencionado. 
Capítulo II: Marco teórico, donde se analiza el estado del arte relacionado a las 
Redes Neuronales Artificiales, Redes Convolucionales y su participación en la 
identificación de imágenes en diferentes escenarios, también se incluye al test 
de Karl Koch y datos generales de la empresa Biosalud 
Capítulo III: Metodología, donde se indica el modelo a seguir durante el 
desarrollo de la tesis, incluyendo la población estudiada. 
Capítulo IV: Análisis y diseño de la solución, se identifican los requisitos, se 
diseña las interfaces en base a los requerimientos, incluyendo la base de datos 
a usar y la definición de características a identificar por parte de la Red 
Convolucional. 
Capítulo V: Construcción, donde se realiza el modelado, la construcción y 
entrenamiento de la red neuronal, incluyendo el cálculo de su porcentaje de 
acierto. Cabe resaltar que también se hace un comparativo humano-máquina 




CAPÍTULO I. PLANTEAMIENTO DEL ESTUDIO 
1.1 Planteamiento del problema 
Un problema que se viene presentando en la empresa Biosalud, es el tiempo 
que toma el proceso de determinación del perfil personal de los postulantes a un 
trabajo, proceso por el cual se prestan servicios a terceros y que afecta a otros 
procesos dependientes del ya mencionado. 
Este servicio se presta eventualmente; a pequeñas y medianas empresas 
como por ejemplo Compañías Mineras. 
Durante el trimestre de enero a marzo, se tomaron 576 muestras, por lo 
que los valores que se muestran son tiempos medios obtenidos durante el 
trimestre mencionado, donde se pudo contabilizar 536 procesos de 
determinación del perfil personal completados y 40 sin completar. Cabe resaltar 
que solo se incluyeron los procesos de determinación del perfil personal 
completados. 
Al realizar un mapeo del proceso junto a las áreas involucradas, se puede 
apreciar los tiempos que emplean y su participación en la misma como se 
muestra en la figura 3 y la tabla 2, presentando también dependencia directa a 
la fecha programada por el área de psicología. 
Las áreas de psicología y de Recursos Humanos, son las que interactúan 
con el trabajador. En la tabla 1, se resume el tiempo consumido para completar 





Tabla 1. Resumen de la tabla de tiempos 
Área Dias Horas Minutos 
Área de 
psicología 
5 1 54 
RRHH 0 0 35 
Trabajador 0 3 7 
 
Convirtiendo la tabla 1, a la figura 1, se aprecia que el trabajador, se 
mantiene uniforme en el uso del tiempo, sin embargo, el área de psicología 
presenta un crecimiento exponencial 
Figura 1. Comparación del uso de tiempo de Recursos Humanos 










Analizando el mismo caso en la figura 2 para comparar la diferencia de 
tiempos, se puede apreciar el mismo resultado: el área de psicología, presenta 
un consumo de tiempo mayor al determinar el perfil personal del colaborador 
Figura 2. Comparación del uso de Tiempo de Recursos Humanos 











Los minutos y horas, no presentan gran impacto en el proceso de 
detección del perfil personal, sin embargo, el área de psicología exige 5 días en 
cumplir su tarea, tiempo que retrasa el proceso de Reclutamiento de personal y 
Resolución de Conflictos. 
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El proceso de Determinación del perfil personal en la empresa Biosalud, está compuesto por un conjunto de actividades 
realizadas por el área de Psicología, Recursos Humanos (R.R.H.H) y el trabajador, cada actividad está enlazada a otra y posee una 
trayectoria para ser completada, como se muestra en la figura 3.  



















 A continuación, en la Tabla 2 se muestra la suma de tiempos del proceso 
de Determinación del perfil personal, clasificado por área, actividad y suma total. 
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Realizar test de 
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Enviar Test 
completado 
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1.1.1 Formulación del problema 
1.1.1.1 Problema General 
 Basándose en lo expuesto, se formula el siguiente problema: ¿Cómo mejorar la 
determinación de personalidad de los colaboradores evaluados por la Empresa 
Biosalud - Arequipa 2020? 
1.1.1.2 Problemas Específicos 
 ¿Se podrá reducir el tiempo empleado en el proceso de determinación del 
perfil personal del colaborador evaluado en Biosalud? 
 ¿Se podrá mejorar la exactitud del proceso de determinación del perfil 
personal del colaborador evaluado en Biosalud? 
1.2 Objetivos 
1.2.1 Objetivo General 
Mejorar la determinación de personalidad de los colaboradores evaluados 
por la Empresa Biosalud - Arequipa 2020 
1.2.2 Objetivos específicos 
 Reducir el tiempo empleado en el proceso de determinación del perfil 
personal del colaborador  




1.3 Justificación e importancia 
1.3.1 Justificación Social 
La siguiente investigación posee justificación Social debido a la necesidad actual 
de Biosalud de reducir los tiempos de identificación del perfil del colaborador, a 
su vez ayudará a los procesos relacionados: Proceso de selección de personal 
y proceso de mejora de ambiente laboral, ayudando a la reducción de estrés, 
producidos por sobre tiempos. 
1.3.2 Justificación Teórica 
El presente proyecto posee justificación teórica, ya que aportará conocimiento, 
acerca de cómo se debe aplicar la teoría las Redes Neuronales Convolucionales 
en el desarrollo de aplicativos orientados al área psicológica, así podremos 
también confirmar la validez de la teoría que soporta a las Redes Neuronales 
Convolucionales, además los resultados de la presente tesis podrán servir en 
futuros trabajos, que tengan como base el análisis de imágenes por medio de 
Redes Convolucionales relacionados a la Teoría de la Psicología de la 
Personalidad. 
1.3.3 Importancia 
La importancia de la presente tesis radica   que resuelve el problema de "mejorar 
la determinación de personalidad de los colaboradores encargados a la Empresa 
Biosalud", se asegura la continuidad de las operaciones de la Empresa Biosalud. 
Al mantener los ingresos obtenidos por los servicios prestados a terceros por 
evaluaciones de Adquisición de personal, podemos asegurar una ventaja 
competitiva para la Empresa Biosalud, considerando que la competencia en el 
mercado de servicios de Salud se ha incrementado por efectos del problema 
ocasionado por el Codiv-19, inclusive el ingreso de cadenas de Clínicas Privadas 






CAPÍTULO II. MARCO TEÓRICO 
2.1 Antecedentes del Problema 
En (1) se desarrolló un software basado en Redes Neuronales Convolucionales, 
para la identificación de la calidad de frutas para la agroindustria, en donde se 
usó Keras y TensorFlow como base del software, incluyendo a las librerías 
ScikitLearn, Pandas y otras. El Software funciona bajo el siguiente proceso: Se 
realiza un escaneo de las frutas saludables mediante Espectroscopia con 
Infrarrojo - Espectros NIR, obteniendo una matriz de datos numéricos como base 
de datos, posteriormente se crea la red neuronal con TensorFlow y es entrenada 
con los datos extraídos, definiendo un umbral de 0.5 y la función sigmoidea, 
indicando que si el resultado es 1, la fruta se encuentra en buen estado, caso 
contrario la fruta no estaría en óptima condición para el consumo. Los resultados 
obtenidos fueron exitosos, ya que el Software presentaba un 92% de exactitud, 
utilizando imágenes de arándanos como muestra durante las pruebas. De este 
estudio destaca el procesamiento de imágenes mediante el uso de una Red 
Neuronal Convolucional y el 92% de exactitud obtenida. 
 
En (2) se presenta el desarrollo de la combinación de la binarización de 
imágenes térmicas para mejorar el reconocimiento de peatones en las imágenes, 
siendo el siguiente proceso: Se utilizó la base de KAIST, que consiste en una 
colección de 95 mil pares de imágenes de color-térmico de 640x480 pixeles. 
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Siendo usadas para el entrenamiento de una red neuronal Lawer-
WiseRelevancePropagation basada en 2 divisiones importantes, la primera se 
encarga de binarizar la imagen para su tratado(RGB) y la segunda se enfoca en 
aplicar colores más resaltantes a los pixeles (rojo, amarillo, verde y azul | 
Heatmaps) en base a su relevancia(IR), con el objetivo de poder compensar el 
error bajo diferentes escenarios siendo el más común la poca iluminación, donde 
la binarización perdería precisión, pero sería compensada con la máscara 
basándose en el calor. Los resultados obtenidos demostraron que al combinar 
las diferentes metodologías entre Fusión Media IR + Máscara RGB y Fusión 
Media IR + Score RGB, son muy prometedores y se debe seguir desarrollando. 
Las metodologías de Fusión Media IR + Máscara RGB y Fusión Media IB 
+ Score RGB se ejecutan en paralelo, siendo la Predicción Final la fusión de sus 
resultados, como se muestra en la figura 4. De este estudio destaca la 
binarización de las imágenes para luego ser tratado con una red neuronal. 










En (3) se plantea una nueva estructura en el proceso de reconocimiento 
de patrones en las imágenes, siendo su propuesta la utilización de 
autocodificadores AE, en conjunto con la Red VGG19 (red profunda de 19 
capas), donde utilizó la tecnología TensorFlow, scikit-learn y numpy, siendo el 
proceso: la utilización de Imagenet como base de datos de imágenes, que son 
clasificados con Autocodificadores, para luego entrenar la red VGG19, indicando 
que los resultados finales fueron de un 72.2% de exactitud frente a un 19.48% 
otorgado por metodologías tradicionales. De este estudio destaca el uso de la 




En (4) se desarrolló un software de reconocimiento facial, orientado a la 
búsqueda de personas desaparecidas, mediante las tecnologías de OpenCV, 
Dlib y OpenFace, siendo el proceso: Aprendizaje de la Red neuronal Siamesa 
Ofrecida por OpenFace, con imágenes de redes 
sociales,teestamosbuscando.org y otros, para luego, usar a OpenCV para 
extraer fotogramas de una camera-live, extracción de caracteres por medio de 
Dlib y enviarlos a la red construida en OpenFace. Een la tesis se indica un 79% 
de eficiencia en la detección de rostros. De este estudio destaca el uso de las 
tecnologías OpenCV y Dlib para la extracción de caracteres en imágenes. 
 
En (5) se realizó el modelado y entrenamiento de 4 Redes Neuronales 
Artificiales (ANN), con el objetivo de identificar las características de la 
Personalidad más relevantes para la detección de síntomas psicopatológicos y 
simplificar su estudio. Partiendo de una muestra de 81 Pruebas de Personalidad 
como entradas para las 4 ANN, y sus diagnósticos: “Ansiedad, Disfunción, 
Depresión y Somatización” como salidas a comprar para cada Red Neuronal 
Artificial, permitiendo la detección de las características. Los resultados 
demostraron que las Redes Neuronales Artificiales son una metodología 
moderna viable para el uso del campo psicológico, dado que se obtuvieron un 
porcentaje de predicción del 83.75 % para la Ansiedad, 86.50 % para la 
Depresión, 75 % para la Disfunción Social y un 81.25 % para la Somatización, 
para cada una de las 4 Redes Neuronales Artificiales respectivamente. De este 
estudio destaca el uso de 4 Redes Neuronales Artificiales diferentes para cada 
diagnóstico “Ansiedad, Disfunción, Depresión y Somatización” y el papel de las 
ANN en el campo psicológico. 
 
En (6) se desarrolló un sistema de detección de emociones en tiempo real, 
con el objetivo de identificar el estado emocional de sus empleados, y el cómo 
esto afecta a sus clientes. Se empleó la tecnología de software y hardware de 
DeepLens Face Detection para la creación de una Red Neuronal Convolucional 
de 4 capas, siendo entrenada para identificar si una persona siente disgusto, 
sorpresa, miedo, enojo, felicidad, tristeza y un estado neutro. Se realizó el 
análisis de sus empleados y clientes durante los meses de abril y mayo del 2019 
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y 2020 durante las horas laborales, para luego ser clasificados en una Base de 
Datos construida con Sql Server, y ser mostrada al personal administrativo para 
ser usada como base de un valor agregado. Cabe resaltar que los valores 
predominantes durante los meses de análisis, fue que tanto sus empleados 
como sus clientes, presentaban emociones neutras. De este estudio destaca el 
uso de SQL Server como Base de Datos, y la detección de emociones por medio 
de una Red Neuronal Convolucional para el análisis de Rostros. 
 
En (7) se desarrolló una Red Neuronal Convolucional orientada al campo 
de la conducción autónoma, cuyo objetivo fue darle la capacidad a una 
computadora de identificar señales de tránsito y líneas viales de las carreteras. 
Para el entrenamiento de la CNN, se usó 43 grupos de imágenes de 15x15 y 
250x250 pixeles, donde fueron redimensionados a 32x32 pixeles y x3 muestras, 
para luego ser convertidas a escala de grises y finalmente ser llevadas a una 
Red Neuronal Artificial. La CNN completa fue construida empleando la 
tecnología TensorFlow usando como modelo base VGGNet dando un Accuracy 
del 97.6% de acierto, y dando una tasa de acierto del 100% en una prueba 
controlada de 6 señales de tránsito. De este estudio destaca el uso de la 
Tecnología TensorFlow, su Accuracy del 97.6% y su Tasa de Acierto del 100%. 
 
En (8) se desarrolló una Red Neuronal Convolucional, con el objetivo de 
detectar Macroinvertebrados en las aguas de los ríos y cuencas de Panamá 
(Biomonitoreo) para identificar la calidad del agua, según el artículo, la calidad 
del agua también está definida por la presencia de los Macroinvertebrados 
(Calopterygidae y Heptageniidae), y su identificación reemplazaría el uso de 
sensores reduciendo los costos. Este proyecto realizó la extracción de 
características de “n” imágenes (no menciona la cantidad de muestras), inicializa 
la Red Neuronal Artificial de forma aleatoria y comienza a entrenar el modelo, 
regulando los pesos con Backpropagation. Para la creación de la CNN se empleó 
las tecnologías TensorFlow y Keras obteniendo más del 90% de precisión. De 
este estudio destaca el uso de la Tecnología TensorFlow y Keras para la 




En (9) se desarrolló una Red Neuronal Convolucional para la detección de 
peatones usando la Tecnología Darknet y el modelo YOLOv2 sobre una GPU 
Nvidia GTX1050Ti. Se realizó la conversión a escala a grises de “n” muestras 
(no menciona la cantidad de muestras), para luego realizar la extracción de 
características de sus principales características y ser pasado por un último filtro 
de 30 capas, que fueron utilizados para alimentar una Red Neuronal Artificial. La 
CNN dio como resultados un error promedio de 0.994734. De este estudio 
destaca el uso de una GPU Nvidia para el entrenamiento de la Red Neuronal 
Convolucional. 
2.2 Bases Teóricas 
2.2.1 Redes Neuronales Artificiales 
Según (5) es un modelo matemático inspirado en las neuronas del cerebro, cuyo 
objetivo principal es   de poder darle a la computadora la capacidad de pensar, 
razonar y aprender. 
 
La primera Neurona Artificial Computacional fue desarrollada por Frank 
Rosenblatt, bajo el nombre de Perceptron, eliminando por completo otras teorías 
que afirmaban que el cerebro era una computadora lógica, ya que gracias al 
Perceptron, pudo afirmar que el cerebro trabajaba con asociaciones y 
clasificaciones (asociar respuestas a determinados estímulos). 
 
Una neurona artificial consiste en un conjunto de valores denominadas 
entradas (Xn), que son multiplicadas con sus respectivos pesos (Wn), para luego 
ser sumados (Wo) e ingresadas a la Función de Activación (F), cuyo resultado 





















Una Neurona Artificial está compuesta por: 
 Receptor o input que son las entradas de datos de otras neuronas, o la 
entrada principal de la red. 
 El Sumador, que realiza la sumatoria de todas las entradas, ponderándolas 
de acuerdo a su peso 
 La función de activación, que es efectuada en la salida del sumador para 
indicar si se activa o no la neurona (0 o 1), la función varía dependiendo del 
tipo de red 
 La salida u Output que vendría a ser la señal en sí, que será enviada a otra 
neurona o será la salida final. 
Posteriormente Minsky y Pappert encontraron limitaciones en la Neurona 
Artificial Perceptrón, dado que este modelo no podía resolver un problema de 
“OR exclusivo”, dándolo a conocer en su libro “Perceptrons” en 1969. Lo que 
impulsó a través del tiempo que Kohonen, Anderson y Grossberg crearan un 
nuevo marco teórico sobre las Redes multicapa, que les permitió vencer las 
limitaciones encontradas por Minsky y Pappert. 
Se presenta una capa de entrada que recibe los datos para procesarlos 
en la red, y la capa oculta que presenta todas las operaciones internas 
desconocidas (caja negra) y una capa de salida que da a conocer los resultados 
según la cantidad de neuronas presentes en la misma (5), como se muestra en 
la figura 6. 
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Este tipo de red presenta dificultades en la correcta asignación de pesos 
a cada neurona, dado que el nivel de aproximación depende directamente de 
estos, y como solo se puede interactuar con los datos de entrada y salida, no 
habría forma de obtener los valores de la capa oculta. 
Se tiene que: 
Wji:  Peso sináptico entre i y j 
i:   Neurona de entrada 
j:       Neurona oculta 
 









En la etapa de aprendizaje, se da basándose en un conjunto de datos o 
patrones, se halla los pesos de cada neurona de la capa oculta, cuyo valor inicial 
es aleatorio. Estos pesos se actualizan de forma iterativa hasta minimizar la 
función de costo elegida. 
El error se escoge entre la salida de la red y del sistema. 
15 
 
Cuando se da el caso de que la red no pueda aprender, es causado por 
la insuficiencia de datos o una mala elección de la muestra, que impida a la red 
cumplir su objetivo: Minimizar el costo. 




y: salida de la red 
ya: salida deseada 




La función de costo depende directamente de la tarea a realizar. 
2.2.1.1 Tipos de Redes Neuronales Artificiales 
 Perceptrón: Es la Red más antigua, consiste en la multiplicación de la 
suma de sus entradas con un peso elegido aleatoriamente, para luego ser 
comparado con un valor (umbral), si el umbral es menor la salida es 1, 
caso contrario será 0. Para entrenar esta Red, se requiere conocer los 
valores esperados, es decir que requiere de un entrenamiento 
supervisado (11).    
 Adaline: Es muy similar al Perceptrón, pero su función de transferencia 
es otra, una de tipo lineal. Al igual que el Perceptrón consiste en la 
multiplicación de la suma de sus entradas con un peso elegido 
aleatoriamente, sin embargo, este valor resultante se aplica a una función 
para obtener un único valor de salida, que al ser lineal el resultado será 
+1 si la sumatoria es positiva y -1 si la sumatoria es negativa. Este aporte 
fue la base para el desarrollo de nuevos algoritmos. 
Este tipo Red es usado para el procesado de señales digitales (11). 
 Perceptrón multicapa: Son redes de Aprendizaje supervisado, y es el 
tipo de Red más usado, se caracteriza por poseer una estructura no lineal, 
presentar tolerancia a fallos y de establecer relaciones entre 2 conjuntos 
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de datos. Consiste en la combinación de múltiples redes Perceptrón 
conectadas hacia una salida que se retroalimenta usando sus propios 
resultados para reajustar los pesos (Backpropagation). Este tipo de red, 
al tener un carácter no lineal, permite modelar mejor los patrones, sin 
embargo, requiere una mayor cantidad de capas y neuronas mientras 
mayor sea el problema, lo que dificulta su implementación en tiempo real 
y genera funciones más complejas y difíciles de generalizar o simplificar. 
Estas Redes poseen un uso en general, siendo más  utilizado para hallar 
funciones que agrupen patrones o conjuntos (11). 
 Máquina de Boltzman: Está basado en la técnica de enfriamiento 
simulado (simulated annealing), posee una conexión bidireccional 
simétrica entre cada neurona, es decir que poseen pesos iguales entre 
ellas y tiene salidas binarias. Esta Red, es usada para el reconocimiento 
de patrones, dada su naturaleza de completar partes que son 
desconocidas en la información tratada, también son usadas para resolver 
problemas de combinatoria (11). 
 Máquina de Cauchy: Es la versión mejorada de la máquina de 
Boltzmann, ya que esta emplea funciones alternativas de probabilidad y 
ajuste de temperatura, aunque sus arquitecturas sean iguales. Su 
principal ventaja es su velocidad de convergencia, incluso se ha 
demostrado que, al combinar las funciones de probabilidad y ajuste de 
temperaturas previas, siempre se alcanza el mínimo global de energía. 
Esta Red Neuronal es  empleado principalmente en: Reconocimiento de 
patrones, Procesamiento de voz e imágenes, Procesamiento de 
conocimiento, Resolución de problemas de optimización, Reconocimiento 
de dígitos manuscritos, Optimización de rutas de transporte y 
Optimización presupuestaria (11). 
 Red de Aprendizaje Asociativo: También conocido como Redes de 
aprendizaje auto-supervisado, este tipo de redes no cuentan con salidas 
predefinidas a sus entradas, es decir que no existe un valor para comparar 
con sus salidas, por el cual la Red realiza la categorización y la formación 
de grupos con características similares partiendo de las entradas 
ingresadas. Este tipo de Redes es Mayormente usado para simplificar la 
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detección de patrones en grandes cantidades de información, es decir que 
indica que factores son relevantes para que se den determinados 
resultados (11). 
 Redes Recurrentes: En este tipo de Redes, se presentan conexiones 
entre neuronas de la misma capa, a su vez posee conexiones de 
neuronas con capas anteriores, siendo su principal uso el imitar el 
funcionamiento de la memoria, ya que, al tener ese tipo de conexiones, 
durante su entrenamiento la Red llega a un estado  de equilibrio donde 
sus salidas siempre son las mismas (11). 
 Redes de Hopflied: Es un tipo de Red Recurrente, donde se caracteriza 
por tener todas las neuronas conectadas entre sí. Fue diseñada para 
trabajar como una memoria asociativa, es decir que a aparte de permitir 
el guardado de información a base de una función, esta Red puede recibir 
patrones o información incompleta y recuperar la parte faltante, dado que 
brindara como resultado el patrón que más se asemeje. Su uso radica 
principalmente en la Recuperación de información partiendo de datos 
incompletos (11). 
2.2.1.2 Entrenamiento de una Red Neuronal Artificial 
 Entrenamiento supervisado: El entrenamiento supervisado se efectúa 
cuando se posee un conjunto de entradas emparejadas con las salidas 
deseadas, de tal forma que, al momento de realizar el entrenamiento de 
la red, se comparan los resultados obtenidos con los resultados 
deseados, se calcula el error, y se retroalimenta a la red para modificar 
los pesos y minimizar el error dado que este proceso se realiza de forma 
cíclica. Este proceso acaba cuando el error presenta un valor pequeño y 
aceptable (12). 
 Entrenamiento no supervisado: Dado que, en el entrenamiento 
supervisado, se realiza una comparación entre los resultados obtenidos y 
los resultados deseador para hallar el error, fue muy criticada, dado que 
no resulta factible creer que el cerebro posea alguna zona que se 
encargara de comprar valores deseados con resultantes, y si ese fuera el 
caso, de ¿dónde sacaría los valores deseados? (12). 
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En 1984, Kohonen junto con otros investigadores, desarrollaron los 
sistemas de aprendizaje no supervisados, es decir que solo requieren un 
vector de entradas, por el cual no se realiza ningún tipo de comparación. 
Este algoritmo modifica los pesos de la red de forma que genere vectores 
de salida consistentes, sé extra las propiedades estadísticas 
agrupándolas en clases similares (12). 
Actualmente se han creado una gran variedad de algoritmos de 
entrenamiento basados en el sistema de Hebb (1949), donde propuso un 
modelado que permite incrementar el valor del peso de la conexión si 2 
neuronas conectadas son activadas (12). 





2.2.1.3 Redes Convolucionales 
Es una variación de la Red Neuronal Perceptron inspirado en la corteza cerebral 
visual biológica, en la cual se representa matemáticamente por medio de una 
operación de convolución. Cada neurona recibe un estímulo en su campo 
receptivo que, al unificar con sus vecinos cercanos se forma la retícula del campo 
de visión. (5) 
Este modelo está totalmente orientado al tratado y reconocimiento de 
imágenes y responde como una posible solución al tiempo que demoraría una 
red perceptron normal. 
Una red neuronal normal, puede procesas sin problemas imágenes de 
28x28 pixeles de resolución sin problema, pero al ir aumentando el tamaño al 
actual 4k, esta va a requerir mayor tiempo y costo por parte del CPU, debido a 
que requiere un aumento de capas. 
Estas Redes Neuronales Artificiales están compuestas por 3 tipos de 
capas: (6) 
En la figura 8, se muestra un esquema básico de 2 convoluciones de una 
Red Neuronal Convolucional 
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 Capa Convolucional: Este tipo de capas consiste en aplicar un filtro 
denominado mascara a un sector o una imagen completa, siendo la 
aplicación de un algoritmo a los valores numéricos de cada pixel. 
Las funciones más usadas es el filtro Gaussiano, que devuelve una 
matriz de valores y el filtro Log, a partir de la matriz de valores devuelta, esta 
retorna el mayor número formando un borde. 
 Capa de pooling: Este tipo de capas solo se dedicará a retornar el valor 
máximo de una entrada, que en este caso sería una ventana o muestra de 
la imagen. (estas capas trabajan con matrices) 
El objetivo de aplicar esta capa, es el poder clasificar y separar la 
información relevante de la que no lo es, permitiendo trabajar únicamente 
con lo que importa, reduciendo el tiempo de procesado. 
 Capa totalmente conectada: Este tipo de capas están orientadas 
netamente a la clasificación, que usa como base los datos resultantes de la 
capa de convolución y del pooling. Esta capa posee todos sus nodos o 
neuronas conectadas entre sí.  
 
Existen dos tipos de arquitecturas para estas redes, y son: 
 CNN: Consiste en la arquitectura o ideología básica de una red neuronal, 
enviando una imagen, realizar su filtrado (capa de convolución), realizar su 
categorización y devolver un valor numérico. 
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Este tipo de arquitectura, presenta una conexión total, es decir todo está 
conectado, desde el momento de la carga de la imagen, hasta la emisión del 
resultado, siendo su mayor problema el tiempo y costo empleado. 
Una Red Neuronal Convolucional genera conjuntos de muestras a partir 
de una entrada, permitiendo la reducción de información como se muestra en la 
figura 9.  








 Fully convolutional networks: Consiste en la aplicación de varios filtros a 
una imagen, siendo su valor máximo la base de clasificación y pintado. 
Este tipo de red se basan en el uso de Encoder y Decoder, donde se 
comprime la imagen antes de pasar por los filtros o capas de convolución, 
para luego obtener el valor máximo de cada muestra o ventana, que serán 
usados para su clasificación en valores numéricos, como se muestra en la 
figura 10. 







2.2.2 El perfil personal 
Según (14) el concepto de personalidad, ha evolucionado a través del tiempo, 




 En la antigua Grecia, se usaban máscaras para la representación de 
diferentes estilos de vida, indicando que esto les permitía desempeñar el 
papel sin dejar de ser ellos mismos. 
 
 Basado en la Grecia, Cicerón, definió el término personalidad enfocada 
desde 4 significados diferentes: “La forma en cómo el individuo aparece 
frente a las demás personas”, “El papel que una persona desempeña en 
la vida”, “Un conjunto de cualidades que comprenden al individuo” y 
“Como sinónimo de prestigio y dignidad, mediante el cual se le asignaba 
el término persona de acuerdo con el nivel social al que perteneciera” (14). 
 
 Según Cerdá en el año de 1985, la personalidad está adherida a la 
santísima Trinidad, es decir que es algo que se encuentra dentro de sí 
mismo y no se construye. 
 
 Boecio en el Siglo VI, define la personalidad como una sustancia 
individual, racional y natural, donde se incluye el atributo de la racionalidad 
que da origen a nuevas definiciones filosóficas.  
 
 Partiendo de Boecio, Santo Tomás de Aquino indica que el individuo está 
por encima de toda realidad, ya que la realidad del Ser no podía ser 
superado por nada. 
 
Después de todo eso, según (14) se puede decir que la personalidad es 
el resultado de un sinnúmero de características pertenecientes a la base social, 
en la que una persona se encuentra inmersa, dado que todo lo que ocurre en 
ese contexto puede afectar o beneficiar a esta,  así también, que la personalidad 
puede ser configurada a partir de exigencias, estímulos o demandas que ponen 





Según (8) el perfil personal desde un punto de vista psicológico, es el 
conjunto de características que tiene un individuo en la sociedad incluyendo las 
aptitudes y actitudes que generalizan su comportamiento. La personalidad es 
una reacción cerebral que puede ser positiva o negativa para algunas personas, 
pero va depender de los valores que posean estas. 
 
Según (9), la personalidad es de naturaleza cambiante, algo interno, no 
es  únicamente mental, sino que requiere la suma del cuerpo y mente como 
unidad, lo que indica que la personalidad va cambiando con la edad y crea 
respuestas a los estímulos del ambiente lo que va dando origen y determinan la 
personalidad. 
 
Según (10) existen ocho tipos de personalidades psicoanalíticas las 
cuales son: 
 Pensamiento extrovertido 
Este tipo de personalidad se basa en sus experiencias vividas para después 
responder a sus actos o decisiones y es una personalidad que comparte sus 
experiencias reiterando sus explicaciones de cada detalle. 
 Intuición extrovertido 
Este tipo de personalidad convierte a un individuo en un líder nato, ya que 
estas personas tienen una gran confianza interna sobre ellos mismos y 
tienen gran certeza del valor de sus aportes a su mundo exterior. 
 Sentimental extrovertido 
Este tipo de personalidad es poseído por las personas con alto nivel de 
socialización estén donde estén, estas personas están más alertas a la 
realidad y no al pasado. 
 Sensación extrovertido 
Este tipo de personalidad se presenta en las personas aventureras, por lo 
general les apasiona conocer más allá de sus horizontes y les encanta lo 
nuevo, en conclusión, les gustan las nuevas experiencias del día a día. 
 Pensamiento introvertido 
Este tipo de personalidad se presenta en las personas que solo piensas en 
sí mismas y no piensan en lo exterior, tienen gran certeza en sacar 
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conclusiones internas de ellas mismas y les es fácil detectar sus fortalezas 
o debilidades. 
 Intuición introvertida 
Este tipo de personalidad la tienen las personas soñadoras que andan en su 
mundo de gustos y deseos sin tomar en cuenta el mundo que la rodea, por 
esta razón nunca se adecuan al mundo real. 
 Sentimental introvertido 
En este tipo de personalidad están las personas que les cuesta expresar sus 
sentimientos u opiniones hacia otras personas cercanas, este 
comportamiento hace que sean frías y no otorguen afecto a otra persona. 
 Sensación introvertida 
En este tipo de personalidad están las personas que basan su 
comportamiento en el mundo de acuerdo a sus creencias propias o estímulos 
que tengan hacia las personas, a veces son egoístas por no compartir 
experiencias o logros. 
2.2.2.1 Test del Árbol de Karl Koch 
El Test del Árbol propuesto por Karl Koch, consiste en el análisis de un dibujo 
realizado por cualquier persona mayor de 5 años, indicando que, a través de 
este dibujo, se puede obtener el perfil de una persona, si es colérico, 
extrovertido, posee un alto ego, etc. 
 
En (18) se realizó un caso de estudio, donde se propuso el uso del Test 
del Árbol como medio para analizar la estructura de la personalidad de un caso 
de denuncia por abuso sexual, indicando que al memento de interrogar a la 
víctima y los acusados, estos pueden mostrarse reacios  al perito Forense, lo 
que afectaría el análisis de su personalidad, y como nadie podría sospechar que 
un simple Dibujo de un Árbol podría dar una gran cantidad de información sobre 
ellos, se utilizó el Test del Árbol como medio inicial del análisis. Este estudio 
brindó buenos resultados, dado que como se esperaba, la niña (víctima) mostró 
una actitud agresiva frente a la Forense, sin embargo, al pedir que hiciera el 
Dibujo del Árbol, esto eliminó la actitud de la niña permitiendo continuar el 
análisis y a su vez poder recompilar información por medio del test, el mismo 
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proceso continuó con los otros 2 acusados (60 y 78 años), demostrando que el 
Test del Árbol es muy útil como inicio del análisis de la personalidad en este tipo 
de casos. 
 
En (19) se realizó un conjunto de pruebas a 37 alumnos de una institución 
educativa, con el objetivo de demostrar que la expresión manual es más eficiente 
que la expresión oral o escrita, en este caso se usó el Test del Árbol de Karl 
Koch, obteniendo diversos resultados que demostraban que el Test permitía 
conocer en profundidad a los estudiados, a su vez recomienda su uso para 
futuras ocasiones.  
 
El árbol declara las relaciones que existen entre el Ello, el Yo y el  Superyó, 
lo cual se argumenta de la siguiente manera: (11) 
 
 El Ello: Hace referencia a los instintos nativos con los que nace una persona, 
como el dormir, alimentarse, reproducirse, etc. proponiendo cualquier acción 
inmediata que permita satisfacerlos. 
 El Súperyó: Está formada por los valores y normas aprendidos durante el 
crecimiento, esta se divide en: 
 Ideal del Yo: Muestra un modelado sobre cómo se debería llegar a un 
objetivo, respetando las reglas impuestas por la sociedad. 
 Conciencia Moral: Es la encargada de sentir la culpa y busca presentar un 
comportamiento aceptable ante la realidad 
 El Yo: Es el agente mediador entre, Ello y el Súper Yo, busca mantener el 
equilibrio eligiendo las sugerencias del Súper Yo para satisfacer los deseos 
del Ello, sin infringir ninguna ley dentro de la realidad 
 
Koch divide el dibujo del Árbol en 3 principales partes, la Copa, El tronco 
y la Raíz, a su vez también plantea un análisis a diferentes aspectos extras que 
pueda tener la imagen que son: El pasto, el tipo de suelo y el tipo de ramas. 
 
 El Tronco: (12) Se encuentra en la zona del Yo, nos ayuda a determinar, 
que tan centrada en la realidad se encuentra la persona, incluyendo su 
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fortaleza y reacciones ante diferentes escenarios, como el estrés, presión 
social y otros. Ejemplo: Extrovertido, inmaduro, amable, etc. 
 La Copa: (12) Se encuentra en la zona del Súper Yo, y nos ayuda a definir 
el estado mental de la persona, su mundo interior, su idea de la realidad, etc. 
Ejemplo: debilidad mental, idealismo, si presenta retraso mental y otros. 
 Las Raíces: (12) Se encuentran en la zona de Ello, por lo cual nos ayuda a 
identificar el mundo inconsciente que posee la persona, el grado en que 
predomina cada instinto de la persona. Ejemplo: grado de curiosidad, 
represión sexual, etc. 
La División del dibujo del árbol se realiza trazando 3 líneas imaginarias, 
siendo cada división la representación del Súper Yo, Ello, y Yo; como se muestra 
en la figura 11.  














2.2.3.1 Datos generales 
 Razón social: BIOSALUD 
 Gerente: César Augusto Arcaya Prado 
 Rubro: Salud 
 Dirección: Av. Goyoneche No103 A 
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2.2.3.2 Reseña Histórica 
Biosalud fue fundado el 28 de julio del 2006 por el Doctor Cesar Augusto Prado, 
comenzando como un consultorio médico, que posteriormente adquiriría 
personal en diferentes especialidades, permitiendo su expansión durante los 
siguientes años. 
 
Para el 2011 obtendría diferentes especialidades como son: Hematología, 
Inmunología, Parasitología Microbiología, Bioquímica, Neumología, Medicina 
general, etc. esto junto a su prestigio ganado, su inquebrantable ética profesional 
y su fiel respeto por las leyes, permitiría un crecimiento en la demanda del 
mercado. 
 
En el 2015 Biosalud abriría diferentes consultorios médicos ubicados por 
la Av. Daniel Alcides Carrión como parte del proyecto de expansión planeado por 
el Doctor Cesar (Gerente de la empresa), pero manteniendo la sede principal en 
la Av. Goyoneche 101. 
 
Para el 2019 el Doctor Cesar comenzaría la planificación del proyecto 
unificación de las sucursales con la sede principal bajo el nombre: Proyecto 
Policlínico Biosalud, que se localizaría en la Av. Daniel Alcides Carrión, frente al 
Hospital Honorio Delgado. Sin embargo, sus planes fueron frustrados por la 
cuarentena obligatoria proclamada el 15 de marzo del 2020 por el Estado 
peruano, como medida para frenar el Covid 2019. 
 
Durante la cuarentena la empresa sufrió muchos gastos por la inactividad 
de operaciones, lo que provocó el cierre de varias sucursales, dejando a la sede 
principal y uno de sus consultorios como sobrevivientes. 
 
Actualmente, la empresa aún mantiene sus especialidades, incluyendo la 
subcontratación de su personal para el análisis de la personalidad de postulantes 





La empresa Biosalud está organizada como se muestra en la figura 12, siguiendo 
una estructuración vertical. 
















2.2.3.4 Proceso de Determinación del Perfil Personal 
El proceso está compuesto por un conjunto de actividades realizadas por el Área 
de Psicología, Recursos Humanos (R.R.H.H.) y el Trabajador.  
 
El proceso comienza cuando R.R.H.H. solicita al área de Psicología 
realizar el análisis de la personalidad del trabajador, siendo el área de Psicología 
la encargada de programar la fecha de análisis, interactuar con el trabajador, 
realizar el Test de Personalidad y enviar los resultados a R.R.H.H. 
 
El área de R.R.H.H. se encarga de informar al trabajador las fechas 





El trabajador se comunica directamente con el Área de Psicología durante 
el análisis de personalidad, envía los datos que se le soliciten y realiza el test 
proporcionado por el área de Psicología.  
 
A continuación, en la Tabla 3 se muestran las Actividades realizadas por 
R.R.H.H, Área de Psicología y el Trabajador. 
 
Tabla 3. Actividades del Proceso de Determinación del Perfil Personal 
Trabajador R.R.H.H. Área de Psicología 
Recibir fecha de análisis 
Solicitar análisis de 
personalidad del 
trabajador 
Programar fecha de 
análisis 
Conectarse a zoom Indicar la fecha de análisis Informar fecha de análisis 
Recibir solicitud Recepcionar resultados Conectarse a zoom 
Enviar datos personales  
Solicitar datos personales 
al trabajador 
Realizar test de 
personalidad 
 Recibir datos personales 
Enviar Test completado  
Enviar test de 
personalidad 
  Finalizar Sesión por zoom 
  Analizar resultados 
  Enviar resultados a RRHH 
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En la figura 13, se muestra las Actividades realizadas por R.R.H.H, Área de Psicología y el Trabajador, incluyendo la trayectoria 
recorrido para finalizar cada una de ellas. 










A continuación, en la tabla 4, se muestra la suma de tiempos del proceso 
de Determinación del perfil personal, clasificado por área, actividad y suma total. 
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Trabajador                               
Recibir fecha 
de análisis 






          4d                  
Recibir 
solicitud 
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Enviar datos 
personales 
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Enviar Test 
completado 
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2.2.4 Indicadores de Gestión de Procesos 
En (13) se definen los indicadores de Gestión de Procesos, los cuales son: 
2.2.4.1 Medios de Actividad 
 Referidos a factores fijos: Son indicadores para la medición de tiempo, 
unidades físicas, etc. 
 Referidos a factores variables: Son indicadores para la medición de 
cualquier factor variable. 
2.2.4.2 Resultados de Actividad 
 Indicadores de Eficiencia: Muestra y permite ver la relación de 
productividad con los recursos empleados. 




Eficiencia = ((Resultado alcanzado ÷ Costo Real) * Tiempo Invertido) ÷ 
((Resultado previsto ÷ Costo previsto) * Tiempo previsto) 
Donde según (23) el resultado obtenido se identifica de la siguiente 
manera: 
 Si es mayor a 1, es eficiente 
 Si es menor a 1, es ineficiente 
 Indicadores de Eficacia: Muestran el porcentaje de cumplimiento de 
objetivos. 
Así mismo en (23), se define la medición de la eficiencia con la 
siguiente fórmula: 
Eficacia = (Resultado alcanzado * 100) ÷ (Resultado previsto) 
Donde según (23) el resultado obtenido siempre se expresará en 
tanto por ciento y dará un valor con respecto al nivel de eficacia. 
 Indicadores de Economía: Consiste en detectar en qué grado se han 
cumplido con todas las acciones y decisiones que estén relacionadas con 
el uso de recursos productivos. 
 Indicadores de Calidad: Hace referencia a la calidad percibida por los 
receptores. 
Cabe resaltar que no existe una fórmula matemática estandarizada para 
la creación de un Indicador (KPI), esta se crea según el objetivo buscado y el 
escenario en donde se desenvuelve. 
2.3 Definición de términos básicos: 
 Red Neuronal: Modelo matemático basado en las neuronas del cerebro, 
cuyo objetivo es imitar el razonamiento de un cerebro humano. 
 Red Convolucional: Modelo matemático basado en la corteza cerebral 
visual biológica, orientado al reconocimiento de imágenes. También se la 
conoce como CNN 
 Perfil Personal: Hace referencia al conjunto de características que posee 




 Test del Árbol de koch: Test para definir el perfil personal de una persona 
propuesto por Karl Koch, que consiste en el análisis de las características 
del dibujo de un árbol. 
 Aplicativo desktop: Hace referencia a Programas de Computador, que 
pueden ser ejecutados sin la dependencia de internet o alguna tecnología 
externa 
 Escala a Grises: Técnica empleada para la conversión de una imagen en 
una graduación de gris. 
 Binarización: Técnica utilizada para la conversión de una imagen en escala 
a grises a 0 y 1, suele usarse para el fácil entrenamiento de las Redes 
Neuronales Artificiales. 
 Tensorflow: Framework de código abierto que ofrece una gran cantidad de 
herramientas, librerías y recursos para el modelado de Redes Neuronales 
Artificiales. 
 OpenCV: Es una biblioteca de uso libre para el tratado de imágenes y 
machine learning 
 Framework: Es una modelo de trabajo estandarizado que posee criterios, 
conceptos y prácticas para el enfoque de un tipo de problema. 
 Ciclo de Vida Espiral: Modelo para el desarrollo de software definido por 
Barry Boehm en 1986, está compuesto por 4 fases: Planificación, análisis de 
riesgo, implementación, y evaluación. 
 Biosalud: Cadena de consultorios médicos fundado por el Doctor César 














CAPÍTULO III. METODOLOGÍA 
3.1 Método y alcance de la investigación 
3.1.1 Método de la investigación 
La siguiente tesis se desarrollará usando el ciclo de vida Espiral, debido a que 
este proyecto será desarrollado por una sola persona y se tendrá constante 
comunicación con el cliente. De acuerdo a (14), el Ciclo de Vida en Espiral, es 
un modelo fácil de entender, sencillo, disciplinado y no requiere de todos los 
requerimientos al comienzo del proyecto, se encuentra altamente contrastado 
gracias a su antigüedad y está guiado por los resultados.  
Cabe resaltar que el modelo Espiral está formado por ciclos y cada uno 
de ellos se dividen en 4 fases. 
 Planificación: En esta fase se realiza el levantamiento de requerimientos 
para el desarrollo del producto 
 Análisis de riesgos: En esta fase se analizan los posibles riesgos que 
pueden traer cada requerimiento y se decide si se procede o no 
 Implementación: En esta fase se desarrolla el prototipo correspondiente al 
requisito de la etapa anterior 
 Evaluación: El usuario realiza pruebas al prototipo y decide si el producto 
está listo o si necesita algún cambio, si requiere algún cambio, se comienza 
el segundo ciclo usando las mismas etapas. 
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Las fases del ciclo de vida Espiral, se representan en 4 cuadrantes, 
comenzando de la Planificación al Análisis de Riesgos, Implementación y 
Evaluación, como se muestra en la figura 14. 















A continuación, en la tabla 5 se muestra las fases que se realizará por 
cada ciclo: 
 
Tabla 5. Fases del ciclo de vida en Espiral 
Fases del Proyecto según Espiral 
Fase Entregables 
Planificación 
Lista de requerimientos según usuario 
 Acta de requerimientos aprobados por 
usuario 
Análisis de riesgos 
Lista de requerimientos Rechazados 




Diseño de Base de datos 
Planificación 




Acta de diseño aprobado 
Prototipo del Aplicativo 
Evaluación 
Informe de resultados obtenidos 
 Cuadro comparativo del trabajo Humano - 
Maquina 
 Informe de exactitud del Aplicativo 
comparado con el trabajo humano 
 Acta de conformidad del aplicativo aprobado 
 
3.1.2 Alcance de la investigación 
Esta investigación se limitó al área de Psicología, proceso de 
determinación del perfil personal del colaborador de la empresa Biosalud, 









CAPÍTULO IV. ANÁLISIS Y DISEÑO DE LA SOLUCIÓN 
4.1. Identificación de requerimientos 
Para el análisis de la solución, en general se solicitó una aplicación que soporte 
el proceso de determinación del perfil personal. Cabe resaltar que un 
requerimiento pedido por el área de psicología y el Gerente de Biosalud es que 
el sistema deberá ser Desktop, requerimiento que se sobreentenderá durante el 
desarrollo de la Tesis. 
En la Tabla 6, se aprecia el listado de requerimientos funcionales 
obtenidos luego de aplicar las respectivas técnicas como son: Observación, 
Encuestas y Entrevistas. 
Tabla 6. Requerimientos del Aplicativo 
 
Código Requerimiento 
TK-2021-01 Como usuario, requiero ver la lista de postulantes registrados 
TK-2021-02 
Como usuario, requiero ver la lista de psicólogos de la 
empresa 
TK-2021-03 
Como usuario, requiero ver la lista de cargos existentes en la 
empresa 
TK-2021-04 Como usuario, requiero ver la lista de entrevistas registradas 




Como usuario, requiero actualizar o editar la información de 
los postulantes 
TK-2021-07 
Como usuario, necesito visualizar e imprimir el Currículo Vitae 
de los postulantes 
TK-2021-08 
Como usuario, necesito eliminar los postulantes que no sean 
considerados aptos 
TK-2021-09 Como usuario, requiero buscar los postulantes por apellido 
TK-2021-10 
Como usuario, requiero necesito registrar nuevos psicólogos 
que ingresen a trabajar a la empresa 
TK-2021-11 
Como usuario, requiero actualizar o editar la información de 
los psicólogos disponibles en la empresa 
TK-2021-12 
Como usuario, necesito imprimir la lista de psicólogos de la 
empresa 
TK-2021-13 
Como usuario, necesito registrar nuevos cargos para la 
expansión de la empresa 
TK-2021-14 
Como usuario, necesito editar o actualizar los cargos 
presentes en la empresa 
TK-2021-15 
Como usuario, requiero eliminar los cargos que serán 
retirados de la empresa 
TK-2021-16 
Como usuario, requiero ingresar los requerimientos para cada 
cargo 
TK-2021-17 
Como usuario, necesito actualizar o editar los requerimientos 
de cada cargo 
TK-2021-18 
Como usuario, requiero eliminar los requerimientos que ya no 
serán obligatorios para un cargo 
TK-2021-19 Como usuario, necesito imprimir un reporte de los postulantes 
TK-2021-20 
Como usuario, requiero realizar el test de koch a los 
postulantes 
TK-2021-21 
Como usuario, necesito guardar los resultados del test de 
koch 
TK-2021-22 Como usuario, requiero ver los resultados del test de koch 
TK-2021-23 
Como usuario, necesito guardar la imagen usada en el test de 




Como usuario, requiero ver la imagen usada en el test de koch 
del postulante 
TK-2021-25 
Como usuario, requiero un acceso rápido para imprimir el 
reporte de postulantes 
TK-2021-26 Como usuario, necesito registrar nuevas entrevistas 
TK-2021-27 
Como usuario, requiero actualizar o editar las entrevistas 
registradas 
TK-2021-28 
Como usuario, necesito eliminar cualquier entrevista 
registrada 
TK-2021-29 Como usuario, requiero imprimir el reporte de entrevistas 
TK-2021-30 





4.2. Diagrama del Proceso General y Principal 
El Proceso General está compuesto por un conjunto de actividades agrupadas por cada uno de los 3 participantes: “Trabajador o 
Postulante, Recursos Humanos (R.R.H.H.) y el Área de Psicología”, comenzando cuando el Trabajador o Postulante Solicita Empleo. 
Biosalud es subcontratada para Realizar la Actividad de “Definir el Perfil Psicológico del Postulante”, formando parte del Área de 
Psicología de la Empresa Empleadora, Como se muestra en la figura 15. Cabe resaltar que la presente tesis no analiza el Proceso 
General, dado que es ajeno a la empresa Biosalud, por el cual el mapa mostrado en la figura 15, fue realizado a partir de un supuesto 
sobre cómo operan las áreas de Recursos Humanos de las empresas clientes de la empresa BioSalud. 














El proceso comienza cuando el área de recursos humanos realiza una 
solicitud al área de psicología, para realizar el análisis de la personalidad de un 
trabajador específico, el área de psicología procede a programar la fecha del 
análisis y le indica la fecha programada a los Recursos Humanos. Recursos 
humanos procede a comunicarse con el trabajador y le indica la fecha de análisis, 
posteriormente el trabajador y el área de psicología ingresan a la plataforma 
zoom en la fecha indicada. El área de psicología solicita los datos personales al 
trabajador, este le entrega sus datos personales y comienza a realizar el test de 
personalidad enviado por el área de psicología, una vez que el trabajador termina 
de realizar el test, este se lo envía al área de psicología y se retira de la 
plataforma Zoom, el área de psicología analiza los resultados y se los envía a 
recursos humanos, terminando el proceso de determinación del perfil personal, 










4.3. Análisis de la solución 
Para la arquitectura de la solución, se tomó en cuenta los equipos disponibles 
en la empresa: Lo que se muestra en la Figura 17, una computadora de escritorio 
con Windows 7 pro x64 para el usuario, un servidor IBM con Windows Server 
2008 x64 con Sql Server 2008 r2, comunicados por una red LAN a través de un 
switch de 24 puertos Tplink. Conociendo esta información se diseñó la 
arquitectura bajo los siguientes puntos: 
 
 El aplicativo correrá sobre Net Framework 4.5.2. 
 La Red Neuronal Convolucional correrá sobre TensorFlow 2.0.0, que a su 
vez requiere Python 3.6.2. 
 La Base de datos será levantada sobre MS Sql Server 2008 r2. 
 La conexión entre el aplicativo y la base de datos se realiza a través de la 
red LAN usando un Switch como medio Físico. 
 














La arquitectura de la solución, consiste en un Aplicativo Desktop formado 
por 3 componentes principales: Un aplicativo Win64, la Red Convolucional y la 




 El Aplicativo Win64 está compuesto por 4 componentes: el modelo, la vista, 
el controlador y el caché temporal. 
El modelo es toda la interfase que se comunica con el usuario y está 
directamente conectado con la vista. La vista se encarga de realizar 
operaciones lógicas, validaciones y otros. A su vez está encargada de 
controlar la red neuronal y mantiene una conexión directa con el controlador 
y el caché temporal. 
El controlador se encarga de mantener una conexión con la base de 
datos y realiza todo tipo de operaciones sobre ella. Recibe las órdenes de la 
vista y guarda cualquier información requerida en el caché temporal 
Cabe resaltar que la vista usa el caché temporal compartido para 
comunicarse con la Red Convolucional. La CNN se mantiene inactiva hasta 
que la vista lo requiera y mediante una herramienta propia del .net framework 
toma control de la Red, la levanta y le ordena que datos debe procesar 
capturando los resultados a través del caché temporal. 
 
 La Red Convolucional está compuesta por otras 3 sub-redes 
Convolucionales y un caché temporal compartido con el Aplicativo Win64. 
De las 3 sub-redes una se encarga de analizar la copa de la imagen del árbol, 
otra del tronco y la última de la raíz para realizar el Test de Koch, y une todos 
los resultados usando el caché temporal como medio para luego ser 
registrados por el Aplicativo Win64 (Vista - Controlador) en la Base de datos. 
 
 La Base de datos se encarga de guardar datos, entregar información, 
actualizar campos y toda operación que el Aplicativo Win64 (controlador) 
ordene. 
La base de datos también almacena información resultante del test de 
Koch y entrega cualquier registro que la Red Convolucional requiera por 
medio del Aplicativo Win64 (controlador). 
Lo expuesto anteriormente, se presenta a continuación desde una 


















A continuación, en la figura 19 se muestra la Arquitectura del proyecto, 
desde el punto de vista Maestro - Esclavo, indicando la jerarquía de los 
componentes 



















A continuación, en la tabla 7, se indica que interface del programa cumple con el 
requerimiento solicitado. 
 
Tabla 7. Cuadro de Relacional Requisito - Interface 
Código Requerimiento Interface - Programa 
TK-2021-01 
Como usuario, requiero ver 




Como usuario, requiero ver 




Como usuario, requiero ver 
la lista de cargos existentes 
en la empresa 
FormCargo:Cargo.vb 
TK-2021-04 
Como usuario, requiero ver 




Como usuario, requiero 




Como usuario, requiero 
actualizar o editar la 





Como usuario, necesito 
visualizar e imprimir el 
Currículo Vitae de los 
postulantes 
FormPostulante -> BtnCV -
>BtnImprimir:Postulante.vb 
TK-2021-08 
Como usuario, necesito 
eliminar los postulantes que 






Como usuario, requiero 





Como usuario, necesito 
registrar los nuevos 
psicólogos que ingresan a 




Como usuario, requiero 
actualizar o editar la 
información de los 





Como usuario, necesito 
imprimir la lista de psicólogos 




Como usuario, necesito 
registrar nuevos cargos para 




Como usuario, necesito 
editar o actualizar los cargos 




Como usuario, requiero 
eliminar los cargos que serán 




Como usuario, requiero 
ingresar los requerimientos 




Como usuario, necesito 
actualizar o editar los 





Como usuario, requiero 





que ya no serán obligatorios 
para un cargo 
TK-2021-19 
Como usuario, necesito 





Como usuario, requiero 
realizar el test de koch a los 
postulantes 
FormPostulante -> BtnTestKoch 
-> BtnProcesar:TestKoch.vb 
TK-2021-21 
Como usuario, necesito 
guardar los resultados del 
test de koch 
FormPostulante -> BtnTestKoch 
-> BtnRegistrar:TestKoch.vb 
TK-2021-22 
Como usuario, requiero ver 
los resultados del test de 
koch 
FormPostulante -> BtnTestKoch 
-> TatResultados:TestKoch.vb 
TK-2021-23 
Como usuario, necesito 
guardar la imagen usada en 
el test de koch del postulante 
FormPostulante -> BtnTestKoch 
-> BtnRegistrar:TestKoch.vb 
TK-2021-24 
Como usuario, requiero ver 
la imagen usada en el test de 
koch del postulante 
FormPostulante -> BtnTestKoch 
->ImgÁrbol:TestKoch.vb 
TK-2021-25 
Como usuario, requiero un 
acceso rápido para imprimir 
el reporte de postulantes 
FormMenu -> BntReporte -> 
BtnImprimir:Menu.vb 
TK-2021-26 
Como usuario, necesito 




Como usuario, requiero 





Como usuario, necesito 







Como usuario, requiero 





Como usuario, necesito 




4.5. Diseño de Interfaces 
 TK-2021-01: Como usuario, requiero ver la lista de postulantes registrados. 
FormPostulante:Postulante.vb 













Restricciones: La lista debe mostrar los registros en orden descendente por 
fecha 
 






















Restricciones: La lista debe mostrar los registros en orden descendente por 
fecha 
 
 TK-2021-03: Como usuario, requiero ver la lista de cargos existentes en la 
empresa. FormCargo:Cargo.vb 

















Restricciones: La lista debe mostrar los registros en orden descendente por 
fecha. 
 TK-2021-04: Como usuario, requiero ver la lista de entrevistas registradas. 
FormEntrevista:Entrevista.vb 












Restricciones: La lista debe mostrar los registros en orden descendente por 
fecha 
 TK-2021-05: Como usuario, requiero registrar nuevos postulantes. 
FormPostulante -> BtnRegistrar:Postulante.vb 













Restricciones -> Validaciones: Mínimo debe ingresar 3 caracteres por campo 
 El DNI debe ser de 8 dígitos 
 La edad se auto-calcula con la fecha de nacimiento 
 El celular y teléfono deben ser solo números 
 El email debe tener un formato controlado 
 Todos los campos a excepción del teléfono y el 
email con obligatorios 
 
 TK-2021-06: Como usuario, requiero actualizar o editar la información de los 
postulantes. FormPostulante -> BtnActualizar:Postulante.vb 













Restricciones ->Validaciones: El código no se puede editar 
Solo se puede actualizar si se modificó algún campo 
La edad se edita por medio de la fecha de 
nacimiento 
Mínimo debe tener 3 caracteres en cada campo, 
excepto el teléfono y el email 
 
 TK-2021-07: Como usuario, necesito visualizar e imprimir el Currículo Vitae 

















Restricciones -> Validaciones: El currículo Vitae debe estar en formato PDF  
Solo se puede imprimir si existe un currículo Vitae 
 
 TK-2021-08: Como usuario, necesito eliminar los postulantes que no sean 
considerados aptos. FormPostulante -> BtnEliminar:Postulante.vb 


















 TK-2021-09: Como usuario, requiero buscar los postulantes por apellido. 
FormPostulante -> InpBuscar:Postulante.vb 












Restricciones -> Validaciones: Se debe usar mínimo 3 caracteres para realizar 
la búsqueda 
 
 TK-2021-10: Como usuario, necesito registrar los nuevos psicólogos que 
ingresan a trabajar a la empresa. FormPsicólogos -> 
BtnRegistrar:Psicólogo.vb 













Restricciones -> Validaciones: Mínimo debe ingresar 3 caracteres por campo 
 El DNI debe ser de 8 dígitos 
 La edad se auto-calcula con la fecha de nacimiento 
 El celular y teléfono deben ser solo números 
 El email debe tener un formato controlado 
 Todos los campos a excepción del teléfono y el 
email con obligatorios 
 
 TK-2021-11: Como usuario, requiero actualizar o editar la información de los 
psicólogos disponibles en la empresa. 
FormPsicólogo -> BtnActualizar:Psicólogo.vb 













Restricciones -> Validaciones: El código no se puede editar 
Solo se puede actualizar si se modificó algún campo 
La edad se edita por medio de la fecha de 
nacimiento 
Mínimo debe tener 3 caracteres en cada campo, 
excepto el teléfono y el email 
 
 TK-2021-12: Como usuario, necesito imprimir la lista de psicólogos de la 
empresa. FormPsicólogo -> BtnImprimir:Psicólogo.vb 
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Restricciones -> Validaciones: Solo se puede imprimir si existen al menos un 
registro 
El reporte debe ser generado en Pdf antes de su 
impresión 
 
 TK-2021-13: Como usuario, necesito registrar nuevos cargos para la 
expansión de la empresa. FormCargo -> BtnRegistrarCargo:Cargo.vb 















Restricciones -> Validaciones: Mínimo debe ingresar 3 caracteres por campo 
 El nombre y la descripción son obligatorios 
 TK-2021-14: Como usuario, necesito editar o actualizar los cargos presentes 
en la empresa. FormCargo -> BtnActualizarCargo:Cargo.vb 












Restricciones -> Validaciones: El código no se puede editar 
Solo se puede actualizar si se modificó algún campo 
 
 TK-2021-15: Como usuario, requiero eliminar los cargos que serán retirados 
de la empresa. FormCargo -> BntEliminarCargo:Cargo.vb 













Restricciones -> Validaciones: Debe estar registrado al menos un cargo 
Debe ser seleccionado al menos un cargo para su 
eliminación 
 TK-2021-16: Como usuario, requiero ingresar los requerimientos para cada 
cargo. FormCargo -> BtnRegistrarRequisito:Cargo.vb 














Restricciones -> Validaciones: Debe tener mínimo 3 caracteres en la descripción 
La descripción es obligatoria 
Se debe haber seleccionado un Cargo antes de 
registrar un requisito 
 
 TK-2021-17: Como usuario, necesito actualizar o editar los requerimientos 






















Restricciones -> Validaciones: El código no se puede editar 
Solo se puede actualizar si se modificó la 
descripción 
Se debe haber seleccionado al menos un cargo para 
editar los requisitos 
Se debe haber seleccionado al menos un requisito 
 TK-2021-18: Como usuario, requiero eliminar los requerimientos que ya no 
serán obligatorios para un cargo. FormCargo -> 
BtnEliminarRequisito:Cargo.vb 














Restricciones -> Validaciones: Se debe haber seleccionado un cargo 
Se debe tener registrado al menos un requisito 
Se debe haber seleccionado al menos un requisito 
 
 TK-2021-19: Como usuario, necesito imprimir un reporte de los postulantes. 
FormPostulante -> BtnImprimir:Postulante.vb 














Restricciones -> Validaciones: Se debe tener registrado al menos un postulante 
Se debe generar un documento Pdf antes de la 
impresión 
 
 TK-2021-20: Como usuario, requiero realizar el test de koch a los 




































Restricciones -> Validaciones: Se debe tener registrado al menos una entrevista 
Se debe seleccionar al menos una entrevista 
Se debe haber cargado la imagen requerida 
 
 TK-2021-21: Como usuario, necesito guardar los resultados del test de koch. 



















Restricciones -> Validaciones: Se debe tener cargado la imagen usada 
 
 TK-2021-22: Como usuario, requiero ver los resultados del test de koch. 
FormPostulante -> BtnTestKoch -> TatResultados:TestKoch.vb 















Restricciones -> Validaciones: Se debe haber procesado el test de koch 
 
 TK-2021-23: Como usuario, necesito guardar la imagen usada en el test de 
koch del postulante. FormPostulante -> BtnTestKoch -> 
BtnRegistrar:TestKoch.vb 














Restricciones -> Validaciones: Se debe haber cargado la imagen 
 
 TK-2021-24: Como usuario, requiero ver la imagen usada en el test de koch 



























Restricciones -> Validaciones: Se debe haber registrado los resultados 
 TK-2021-25: Como usuario, requiero un acceso rápido para imprimir el 
reporte de postulantes. FormMenu -> BntReporte -> BtnImprimir:Menu.vb 













Restricciones -> Validaciones: Se debe tener registrado al menos un Postulante 
Se debe generar un documento Pd 
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 TK-2021-26: Como usuario, necesito registrar nuevas entrevistas. 
FormEntrevista -> BntRegistrar:Entrevista.vb 












Restricciones -> Validaciones: Se debe tener registrado al menos un Psicólogo 
Se debe haber registrado al menos un Postulante 
Se debe haber registrado al menos un Cargo 
Todos los campos son obligatorios 
 TK-2021-27: Como usuario, requiero actualizar o editar las entrevistas 
registradas. FormEntrevista -> BntActualizar:Entrevista.vb 














Restricciones -> Validaciones: Se debe haber modificado al menos un campo 
Todos los campos son obligatorios 
No se puede modificar el código 
 TK-2021-28: Como usuario, necesito eliminar cualquier entrevista 
registrada. FormEntrevista -> BntEliminar:Entrevista.vb 












Restricciones -> Validaciones: Debe estar registrado al menos una entrevista 
Se debe seleccionar al menos una entrevista 
 TK-2021-29: Como usuario, requiero imprimir el reporte de entrevistas. 
FormEntrevista -> BntImprimir:Entrevista.vb 













Restricciones -> Validaciones: Debe estar registrado al menos una entrevista 
Se debe generar un documento Pdf 
 
 TK-2021-30: Como usuario, necesito iniciar sesión para acceder al 
aplicativo. FormMenu -> BtnIniciarSesión:Menu.vb 

























Restricciones -> Validaciones: Debe haber 3 caracteres como mínimo en todos 
los campos 
Todos los campos son obligatorios 
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4.6. Validación de interfaces 
En la tabla 8, se muestra la tabla de validación de interfaces, donde se indica 
cuáles fueron aceptadas por el gerente y las correcciones que fueron solicitadas.  






s Si No 
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Según la tabla de validación, todas las interfaces que posean el botón 
Eliminar, será modificado por Deshabilitar.  
El resto del proyecto reflejará el cambio realizado por las observaciones. 
4.7. Diseño de Base de datos 
En la tabla 9, se muestra a que tabla de la base de datos será asignada cada 
interfase, incluyendo su relación con los requerimientos del sistema. 
 
Tabla 9. Cuadro relacional Requerimiento - Interface - Tabla 
 
Código Requerimiento Interface - Programa 
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de cargos existentes 
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4.8. Modelo Entidad Relación 
Para el diseño de la Base de Datos se usó el Modelo entidad Relación (MER), representando las entidades con un rectángulo, sus 
propiedades con elipses y el cómo las entidades se relacionan con un rombo. Además, las propiedades que identifican a cada 
entidad están subrayadas y la multiplicidad están representadas con “1, n”, como se muestra en la figura 50. 

















Usando como base el Modelo Entidad Relación de la figura 50, se diseñó 
el esquema de la Base de Datos usando la herramienta Sql Server 2008 r2, como 
se muestra en la figura 51. 







































codigo 32 int Código del psicólogo 
nombres 40 varchar() Nombre del psicólogo 
apellidos 40 varchar() Apellidos del psicólogo 
DNI 8 char() DNI del psicólogo 
fecha_nacimiento --- date Fecha de nacimiento del psicólogo 
direccion 200 varchar() Dirección del psicólogo 
telefono 10 varchar() Número de teléfono del psicólogo 
celular 20 varchar() Número de celular del psicólogo 







codigo 32 int Código del postulante 
nombres 40 varchar() Nombre del postulante 
apellidos 40 varchar() Apellidos del postulante 
DNI 8 char() DNI del postulante 
curriculo_vitae 32 int Curriculum vitae del postulante 
fecha_nacimiento --- date Fecha de nacimiento del postulante 
cargo 32 int Cargo a postular 
direccion 200 varchar() Dirección del postulante 
telefono 10 varchar() Número de teléfono del postulante 
celular 20 varchar() Número celular del postulante 











codigo 32 int Código del Curriculum Vitae 







codigo 32 int Código del cargo a postular 
nombre 40 varchar() Nombre del cargo 







cargo_codigo 32 int Código del cargo a postular 







codigo 32 int Código del requisito 







codigo 32 int Código de la entrevista 
psicologo 32 int Código del psicólogo a cargo 
postulante 32 int Código del postulante a entrevistar 
cargo 32 int Código del cargo postulado 
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fecha_entrevista --- date Fecha de la entrevista 







codigo 32 int Código del resultado 
descripcion 200 varchar() Descripción del resultado 
arbol --- image 
Imagen de árbol usado durante la 
entrevista 
copa --- image 
Imagen de la copa del árbol usado 
durante la entrevista 
tronco --- image 
Imagen del tronco del árbol usado 
durante la entrevista 
raiz --- image 
Imagen de la raíz del árbol usado 
durante la entrevista 
arbol_procesado --- image 
Imagen del árbol final usado durante la 
entrevista 
cordenadas_usadas 100 varchar() 
Coordenadas usadas para el tratado de 
la imagen del árbol 
 
4.9. Características para la Red Neuronal 
El test del Árbol de Koch identifica el perfil de la persona a través del análisis del 
dibujo de un árbol realizado por el individuo, se verifica las características del 
dibujo y se identifica la presencia de ciertos rasgos que determina el perfil 
personal. 
 
Para tratar el dibujo se analiza la imagen en tres sectores: Tronco, Raíz y 
Copa. Para cada sector se busca identificar las siguientes características como 




Tabla 11. Características del Tronco 
 
Código Característica 
T00 Tronco Recto Hasta la Base 
T01 Tronco Recto a la Izquierda y Curvo a la Derecha 
T02 Tronco Recto a la Derecha y Curvo a la Izquierda 
T03 Tronco con Ambos lados Cóncavos 
T04 Tronco con Ambos Lados Convexos 
T05 Tronco Muy Ancho 
T06 Tronco Muy Angosto o Delgado 
T07 Tronco que se Estrecha 
T08 Tronco en Trazos Brisados 
T09 Tronco Ancho hacia Arriba 
T10 Tronco Ensanchándose en la Base Derecha 
T11 Tronco Ensanchándose en la Base Izquierda 
T12 Tronco Ensanchándose en la Base en Ambos Laterales 
T13 Tronco de Base Ancha 
 
Tabla 12. Características de la Copa 
 
Código Característica 
C00 Copa en Arcada con Bucle 
C01 Copa en Arcada 
C02 Copa Pequeña 
C03 Copa Aplanada en Zona Superior 
C04 Copa Aplanada en Zona Derecha 
C05 Copa Aplanada en Zona Izquierda 
C06 Copa Equilibrada 
C07 Copa Comprimida en los Laterales 
C08 Copa Caída Sobre el Tronco 
C09 Copa Bipolar 
C10 Copa en Rulos 
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C11 Copa en Rulos Tupidos 
C12 Copa en Espiral o Círculos 
C13 Copa en Nudos 
C14 Copa en Red 
C15 Copa en Finales Angulosos 
C16 Copa en Forma de Trébol 
C17 Copa Parcialmente Sombreada 
C18 Copa Completamente Sombreada 
C19 Copa en Forma de Círculos 
C20 Copa Filiforme 
C21 Copa Retocada 
C22 Copa en Forma de Lágrima Invertida o Flama 
C23 Copa en Forma de Palmera 
C24 Copa en Forma de Sauce Llorón 
C25 Círculos dentro del Follaje 
C26 Copa en Curvas Abiertas 
C27 Copa Descendente 
C28 Copa en Forma de Larva 
C29 Copa Florida 
C30 Copa en Ramadas, Péndulas y Caídas 
C31 Copa Cerrada y Vacía 
C32 Copa Redonda con Ramas Salientes 
C33 Copa Infantil 
 
Tabla 13. Característica de la Raíz 
 
Código Característica 
R00 Raíces con Igual Longitud que el Tronco 
R01 Raíces con Menor Longitud que el tronco 
R02 Raíces con Mayor Longitud que el tronco 
R03 Raíces Cortadas 
R04 Raíces en Forma de Círculos 
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R05 Raíces Enterradas (No se ven las raíces) 
 
Cada uno de estos rasgos determinan un fragmento del perfil, que al final 


















CAPÍTULO V. CONSTRUCCIÓN 
5.1. Construcción de la Red Neuronal Convolucional 
5.1.1. Modelo de la Red Neuronal 
Para el modelado de la red neuronal, se toma imágenes de 150x150 pixeles 
como entradas(input), después procedemos a la primera convolución que 
consiste en la aplicación de 32 filtros kernel, que nos da como resultado 32 
muestras matriciales, también conocido como feature mapping. Una vez 
tenemos las nuevas 32 muestras de 150x150 pixeles, procedemos a realizar el 
subsampling con max-pooling de 2x2, esto quiere decir que vamos a reducir la 
cantidad de neuronas para ajustarlo mejor a las 32 muestras, y que al mismo 
tiempo vamos a agrupar las muestras en grupos de 4 pixeles cada una, y de 
estos grupos se extraen las principales características quedando solo un pixel. 
Este proceso nos permite reducir el costo computacional requerido para la 
detección de los rasgos, que nos resultará en 32 muestras de 75 x 75 pixeles. 
 
Una vez completado el proceso anterior, tendremos 32 muestras 
matriciales de 75 x 75 pixeles, los cuales serán los nuevos inputs para la segunda 
convolución. Repetimos el proceso anterior, pero con la diferencia de que 
usaremos un kernel de 64 filtros, lo que nos resultará en 64 muestras de 75 x 75 
pixeles, procedemos a realizar el subsampling con max-pooling de 2 x 2, 
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entregando 64 muestras de 37 x 37 pixeles, que serán nuevos inputs para la red 
de clasificación. 
 
Como paso final, ingresamos las 64 muestras de 37 x 37 pixeles para su 
clasificación dentro de la red neuronal reducida, con una cantidad de capas n = 
número de clases a detectar, teniendo como salida final de la red Yn, siendo Yn 
el código de característica a detectar según la tabla 11, 12 y 13. 
 
En la figura 52, se muestra algunas de las imágenes que serán 
procesadas para el entrenamiento de la Red Neuronal Convolucional 






















A continuación, se muestra la representación gráfica de la red: 
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La CNN, está dividido en 3 Sub-Redes Neuronales Convolucionales, cada una dedicada a los tres Fragmentos del Árbol 
indicados en el Test de Koch “La Copa, El Tronco y La Raíz”, con el objetivo de Reducir el Costo Computacional. La suma de 
resultados de las Sub-Redes conforman el perfil personal del Individuo, como se muestra en la figura 53. 



















Cada Sub-CNN, está compuesta por 2 Convoluciones con función de activación Relu y una Red Neuronal Artificial con función 
de activación Softmax, siguiendo los estándares recomendados por el Framework Tensorflow (Tecnología usada) y el Antecedente 
(1), los Pesos de Cada Neurona son establecidos de forma aleatoria y cambian automáticamente por cada época de entrenamiento, 
haciendo honor a su nombre “Caja Negra”. 
Una vez que ingresa la imagen a tratar “150x150 pixeles”, pasa por 32 filtros Kernel para obtener 32 muestras diferentes para 
la primera Convolución (Extracción de caracteres principales), siguiendo el proceso pasa por otros 64 filtros Kernel para la obtención 
de 64 muestras para la segunda Convolución, estas 64 muestras resultantes de 37x37 pixeles ingresan a la Red Neuronal Artificial 
para la identificación de Características presentes, siendo estas características el resultado final de cada Sub-CNN como se muestra 
en la figura 54. 










5.1.2. Obtención de Datos 
 
Una vez completado el diseño de la Red Convolucional, se procedió a clasificar 
las imágenes propuestas por el test de Koch como base para el entrenamiento 
de la red neuronal. De un total de 5500 muestras, se creó 3 grupos de imágenes 
para la Copa, la Raíz y el Tronco como se muestra en la figura 55. 






Para la Copa se tiene 35 carpetas, cada carpeta contiene 100 imágenes 
agrupadas para cada característica a identificar como se muestra en la figura 56. 














Para la Raíz se tiene 6 carpetas, cada carpeta contiene 100 imágenes 











Para el tronco se tiene 14 carpetas, cada carpeta contiene 100 imágenes 
agrupadas para cada característica a identificar, como se muestra en la figura 
58. 










5.1.3. Construcción del modelo 
 Para la copa: 
Para la construcción del modelo establecemos las épocas a 1000, el tamaño en 
pixeles que manejará la red que será 150 x 150, el número de formas a entrenar 
a 35 clases diferentes, los pasos por cada época a 1000 y estableceremos la 
tasa de aprendizaje a 0.0004, como se muestra en la figura 59. 








Establecemos la ruta que contendrá las carpetas con las imágenes para 
el entrenamiento, como se muestra en la figura 60. 
Figura 60. Ruta de las imágenes de entrenamiento para la Copa 
 
 
Después crearemos la red con un modelo vacío de tipo secuencial, es 
decir que cada capa estará conectada con la otra de forma secuencia: "Una capa 
detrás de otra", como se muestra en la figura 61. 
Figura 61. Creación de la Red Neuronal 
 
 
La Red creará automáticamente una capa por cada clase definida (por la 
tecnología usada Tensorflow), en este caso será 35 capas con 256 neuronas. 
Establecemos la función de activación a "Relu" (por ser la más confiable), como 
se muestra en la figura 62. 




Comenzamos con el entrenamiento de la Red, como se muestra en la 
figura 63. 






Según (15), el Accuracy expresa el porcentaje de acierto obtenido por una 
Red Neuronal Artificial durante su entrenamiento, tomando valores de 0 a 1, 
donde 1 significa una tasa del 100% de acierto y 0 indica una tasa del 0% de 
acierto. El Loss expresa el porcentaje de pérdida o porcentaje de error obtenido 
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por una Red Neuronal Artificial, tomando valores de 0 a 1, donde 1 significa una 
tasa de error del 100% y 0 indica una tasa de error del 0%. 
Durante el entrenamiento, el Accuracy o los aciertos, comienzan con un 
valor de 0.05, pero aumentan a partir de la 3ra época con 0.075 y presenta una 
variación entre esos valores. 

















En la figura 65, se ve que a partir de la época 83, logramos llegar a un Accuracy 
























Para la época 261, logra aumentar el Accuracy a 0.975, un resultado muy 
favorable y cercano a nuestro objetivo y al llegar a la época 262 el Accuracy 
aumenta a 1, lo que nos indica que la red ha logrado aprender a identificar las 
35 clases que el test de koch indica, sin embargo, en la época 263 el Accuracy 
baja a 0.975. A esto se puede decir que "tuvo suerte", ya que al regresar al 0.975 
en la época 263, indica que aún está ajustando los pesos. 
















Al llegar a la época 273, el Accuracy se mantiene en 1, lo que significa 
que, por cada 2 imágenes analizadas, acierta en las 2, sin embargo, el ajuste de 
pesos aún sigue cambiando, pero ya se consiguió el objetivo de la detección de 
las 35 características para la copa. 










Ya en la época 1000, el Accuracy se mantiene con un valor de 1 y se 
terminó de ajustar los pesos para el modelo 










Con esto ya tenemos el modelo de la red con sus pesos, sin embargo, el 
haber llegado al Accuracy 1, no significa que la precisión de la red es perfecta, 
estos resultados solo nos indican que la red ha aprendido a detectar las 35 
características para el test de koch y que nos indicará cuando una de estas esté 
presente, pero solo a partir de las imágenes base dadas por la teoría, para ver 




 Para la Raíz 
Para la raíz cambiamos la cantidad de clases a 6 
Figura 70. Cantidad de clases para la Raíz 
 
 
Cambiamos la ruta de las imágenes para el entrenamiento 
Figura 71. Ruta de las imágenes de entrenamiento para la Raíz 
 
 
Comenzamos a entrenar el modelo 
En las primeras 8 épocas, el Accuracy variía de 0.1429 a 0.2857, valores 
no muy favorables, pero al ser las primeras épocas del entrenamiento, no 
presenta ningún inconveniente. 












A partir de la época 48, el valor del Accuracy llega a 1, un resultado que 
no se puede considerar como "suerte", dado que se mantiene durante las 
siguientes épocas, esto puede deberse a que la cantidad de clases que existe 
en la raíz, sin embargo, el Loss aún se mantiene alrededor de 0.5, que es un 
valor alto por el cual se  continúa el entrenamiento de la Red para que se ajusten 


















A partir de la época 122, el loss posee un valor de 0.0193, un valor de 
pérdida muy bueno, sin embargo, aún presenta variaciones alrededor de 0.02, lo 
que nos muestra que aún requiere más tiempo para ajustar los pesos. 


















Llegando a la época 1000, el Accuracy se mantiene con un valor de 1, y 
el loss termina con un valor de 2.5886 × ((e)^-6) que es igual a 0.00641649788, 
una buena mejora a diferencia del 0.1429 de las primeras épocas. 

















Sin embargo, al igual que la anterior red, aunque se haya logrado entrenar 
la CNN, aún requiere una prueba humano - máquina para hallar la precisión real. 
 Para el tronco 
Cambiamos la cantidad de clases a detectar a 14 
Figura 77. Cantidad de clases para el Tronco 
 
 
Cambiamos la ruta de las imágenes 
Figura 78. Ruta de las imágenes de entrenamiento para el Tronco 
 
 
Comenzamos a entrenar la red 
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En la primera época comienza con un Accuracy de 0.1333, sin embargo, 
para las siguientes tiene un descenso a 0.0667, resultados aceptables dado que 
recién comenzó el entrenamiento 














A partir de la época 74, se presenta una mejora en el Accuracy con un 
valor de 0.2000 y posteriormente los valores oscilan entre 0.1333 a 0.2000 















En la época 109, comienza a aumentar el Accuracy con un valor de 
0.4000, comparado con los otros valores de épocas pasadas que se mantenían 
de 0.1333 a 0.2667, esté cambio nos indica que la red está comenzando a 
mejorar su aprendizaje. 














A partir de la época 215, comenzamos a obtener un Accuracy de 1, valor 
que nos muestra que la red ha aprendido a diferencias las 14 clases de 
características en una imagen, y con un loss de 0.1979. Este valor de loss es 
elevado, por el cual se espera a que la red ajuste mejor los pesos.  













A partir de la época 322, el los comienza a presentar una caída a 0.0437, 
una señal de que los pesos han comenzado a ajustarse 

















De la época 990 a la 1000, el loss varía entre 0.0015, 0.0024, Valores de 
pérdida(loss) muy buenos para nuestra Red Neuronal. 




















Finalizando el entrenamiento, ya se poseen los 3 modelos necesarios para 
comenzar las pruebas y hallar el porcentaje de acierto. 
 
5.1.4. Resultados y Validación del Modelo 
A continuación, se muestran gráficamente los resultados obtenidos durante el 
entrenamiento del modelo 
 
 Resultados de la Copa 
De acuerdo a (15), el Training Accuracy expresa el porcentaje de acierto 
obtenido por la Red Neuronal Convolucional durante su entrenamiento, dando 
valores de 0 a 1, donde 0 es 0.0% y 1 es 100%. El Validation Accuracy es el 
porcentaje de acierto que se obtiene al validar el modelo durante su 
entrenamiento, tomando valores de 0 a 1. El Training Loss expresa el porcentaje 
de pérdida o errores que presentó la Red Neuronal Convolucional Durante su 
entrenamiento, tomando valores de 0 a 1. Y el Validation Loss expresa el 
porcentaje de pérdida o errores cometidos al validar el modelo durante su 
entrenamiento, tomando valores de 0 a 1. 
En la siguiente figura se muestra que el Validation Accuracy llega al valor 
de 1 antes que el Training Accuracy, también se puede observar que durante el 
entrenamiento toma mayor esfuerzo que el Training Accuracy coincida con el 
Validation, esto es debido a que la Copa presenta una mayor cantidad de clases, 
sin embargo, esto no indica que el modelo no sea válido, nos muestra que para 




Un Training Accuracy y un Validation Accuracy con valores cercanos a 1, 
indica que se ha logrado valores de Acierto muy altos, consecuentemente se 
asume que el modelo es correcto. 












En la siguiente figura se puede apreciar que la Red Convolucional requirió 
menos esfuerzo para la clasificación de cada Clase, dado que el Validation Loss 
y el Training Loss, a pesar de tomar mayor tiempo, logran alinear sus resultados. 
Un Training Loss y un Validation Loss con valores cercanos a 0, significa 
que se ha logrado valores de Pérdida muy bajos, consecuentemente se asume 
que el modelo es correcto. 














Ahora apreciaremos una comparación extra del Training Accuracy con el 
Training Loss, cuyo comportamiento se muestra óptimo, dado que el Training 
Accuracy logra obtener un valor de 1 y el Training Loss obtiene valores cercanos 
a 0. 
El Training Loss cercano a 0 significa que se ha logrado valores de 
Pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Y 
en el Training Accuracy el valor cercano a 1 significa que se ha logrado valores 
de Pérdida muy altos, consecuentemente se asume que el modelo es correcto. 













Si comparamos el Validation Accuracy con el Validation Loss, nos 
muestran comportamientos adecuados al igual que la figura 85, dado que el 
Validation Accuracy logra obtener valores de 1 y el Validation Loss logra obtener 
valores cercanos a 0. 
El Validation Loss cercano a 0 significa que se ha logrado valores de 
pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Así, 
también en el Validation Accuracy el valor cercano a 1 significa que se ha logrado 





















 Resultados de la Raíz 
En la comparación del Training Accuracy con el Validation Accuracy, se puede 
apreciar que el esfuerzo para que los dos valores se alineen a 1 fue menor, esto 
es debido a que la Raíz posee menos características a identificar, lo que facilita 
el entrenamiento. 
Un Training Accuracy y un Validation Accuracy con valores cercanos a 1, 
indica que se ha logrado valores de Acierto muy altos, consecuentemente se 
asume que el modelo es correcto. 














Comparando los resultados del Training Loss con el Validation Loss, 
podemos apreciar que el esfuerzo para reducir la pérdida también fue menor, 
obteniendo una alineación de los dos Valores en menor tiempo. 
Un Training Loss y un Validation Loss con valores cercanos a 0, significa 
que se ha logrado valores de pérdida muy bajos, consecuentemente se asume 
que el modelo es correcto. 












Realizando una comparativa extra, podemos ver que existe coherencia 
entre el Training Accuracy con el Training Loss, ya que el Training Accuracy logra 
obtener un valor constante de 1, y el Training Loss presenta valores cercanos a 
0. 
El Training Loss cercano a 0 significa que se ha logrado valores de 
Pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Y 
en el Training Accuracy el valor cercano a 1 significa que se ha logrado valores 






















El Validation Accuracy y el Validation Loss, presentan un comportamiento 
con menos varianza y también logran alcanzar su objetivo, el Validation Accuracy 
comienza a obtener valores de 1 y el Validation Loss logra obtener valores 
cercanos a 0. 
El Validation Loss cercano a 0 significa que se ha logrado valores de 
Pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Y 
en el Validation Accuracy el valor cercano a 1 significa que se ha logrado valores 
de pérdida muy altos, consecuentemente se asume que el modelo es correcto. 















 Resultados del Tronco 
 Observando los resultados del Training Accuracy con el Validation Accuracy, 
podemos apreciar un resultado similar que en le Copa, dado que también se 
muestra que ha requerido un mayor esfuerzo para alcanzar los valores óptimos 
para el Accuracy en general, sin embargo, se ha logrado obtener el valor de 1 
para los dos Accuracies. 
Un Training Accuracy y un Validation Accuracy con valores cercanos a 1, 
indica que se ha logrado valores de Acierto muy altos, consecuentemente se 
asume que el modelo es correcto. 













Si comparamos los resultados del Training Loss y el Validation Loss, se 
puede observar que en ambos casos se logró obtener valores cercanos a 0, y no 
requirió mucho esfuerzo para reducir la pérdida durante el entrenamiento. 
Un Training Loss y un Validation Loss con valores cercanos a 0, significa 
que se ha logrado valores de pérdida muy bajos, consecuentemente se asume 



















Realizando una comparación extra entre el Training Accuracy y el Training 
Loss, se puede apreciar un comportamiento coherente respecto a sus objetivos, 
dado que al igual que los otros casos el Training Accuracy logra obtener valores 
de 1, y el Training Loss alcanza Valores cercanos a 0. 
El Training Loss cercano a 0 significa que se ha logrado valores de 
Pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Y 
en el Training Accuracy el valor cercano a 1 significa que se ha logrado valores 
de Pérdida muy altos, consecuentemente se asume que el modelo es correcto. 














Finalmente tenemos la comparación del Validation Accuracy con el 
Validation Loss según sus valores obtenidos durante el entrenamiento, se puede 
apreciar que en ambos casos se logra cumplir con el objetivo de alcanzar el valor 
de 1 para el Validation Accuracy y valores cercanos a 0 para el Validation Loss. 
El Validation Loss cercano a 0 significa que se ha logrado valores de 
Pérdida muy bajos, consecuentemente se asume que el modelo es correcto. Y 
en el Validation Accuracy el valor cercano a 1 significa que se ha logrado valores 
de Pérdida muy altos, consecuentemente se asume que el modelo es correcto. 












Finalizando el análisis de resultados, se puede apreciar que los modelos 
fueron entrenados correctamente, aunque en algunos casos se pudo observar 
que ha requerido mayor esfuerzo para cumplir con la meta, sin embargo, esto es 
comprensible dado que cuando una Red Convolucional comienza a ser 
entrenada, sus pesos iníciales son asignados de forma aleatoria lo que hace 
honor al dicho: "Las capas ocultas de una CNN es una caja negra", dado que se 
desconocen su valor. 
5.2. Pruebas y resultados 
5.2.1. Prueba de campo 
En el apartado 5.1.4, ya se realizó la validación del modelo, sin embargo, el 
desarrollo del presente proyecto consideró realizar una prueba de campo 
durante una semana de trabajo, lo que se llevó a cabo del 31 de mayo al 5 de 
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junio del 2021, donde se encargó a la clínica un proceso de selección de 10 
postulantes. Lo que sirvió para llevar a cabo las pruebas de tiempo empleado y 
recursos utilizados. 
 
Se realizaron las 10 pruebas de campo usando muestras de árboles de 
personas anónimas, con el objetivo de realizar un comparativo entre los 
resultados del sistema con el trabajo humano para obtener el porcentaje de 
acierto. 
Según (23), la eficacia se mide con “Eficacia = (Resultado alcanzado * 
100) ÷ (Resultado previsto)”, reemplazando “Resultado alcanzado” por “CS”, 
“Resultado previsto” por “CP” y dado que buscamos saber el Porcentaje de 
acierto, la “Eficiencia” sería “A”, siendo estos valores equivalentes, la  fórmula 





CS: Características detectadas por el Sistema 
CP: Características detectadas por el Psicólogo 
A:  Porcentaje de Acierto 
En la Tabla 14, se muestra un cuadro comparativo entre las 
Características detectadas por el Sistema y el Trabajo Humano, mostrando la 
Tasa de Acierto que posee el Sistema, sabiendo que las sumas de estas 
características conforman el perfil personal. 
Tabla 14. Cuadro Comparativo entre trabajo Humano y el Sistema  
 
No 
Características Detectadas Aplicando la 
Formula 
Tasa de 
Acierto Sistema Psicólogo 
01 5.5 6 (5.5 * 100) ÷ 6 91.67 % 
02 5 6 (5 * 100) ÷ 6 83.33 % 
03 6 6 (6 * 100) ÷ 6 100 % 
04 8.5 9 (8 * 100) ÷ 9 94.44 % 
05 4.5 5 (4.5 * 100) ÷ 5 90 % 
06 4.5 5 (4.5 * 100) ÷ 5 90 % 
07 4.5 5 (4.5 * 100) ÷ 5 90 % 
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08 5.5 6 (5 * 100) ÷ 6 91.67 % 
09 4.5 5 (4.5 * 100) ÷ 5 90 % 
10 5 6 (4 * 100) ÷ 5 83.33 % 
Promedio de la Tasa de Acierto 90.444 % 
 
Al realizar las 10 pruebas con el Test de Koch y comparando los 
resultados del trabajo humano con el sistema, se logra obtener un porcentaje 
promedio de acierto del 90.444%. 
A continuación, en las figuras 98 al 111, se muestran los perfiles 
Identificados por el Sistema durante las Pruebas de campo. En la figura 99 se 
muestra el primer perfil identificado por el sistema a partir de la primera imagen 
del árbol. 










En la figura 100 se muestra el segundo perfil identificado por el sistema a 
partir de la segunda imagen del árbol. 











En la figura 101 se muestra el tercer perfil identificado por el sistema a 
partir de la tercera imagen del árbol. 











En la figura 102 se muestra la primera parte, del cuarto perfil identificado 
por el sistema a partir de la cuarta imagen del árbol. 











En la figura 103 se muestra la segunda parte, del cuarto perfil identificado 


















En la figura 104 se muestra el quinto perfil identificado por el sistema a 
partir de la quinta imagen del árbol. 













En la figura 105 se muestra el sexto perfil identificado por el sistema a 




















En la figura 106 se muestra se muestra la primera parte, del séptimo perfil 
identificado por el sistema a partir de la séptima imagen del árbol. 











En la figura 107 se muestra se muestra la segunda parte, del séptimo perfil 


















En la figura 108 se muestra se muestra la primera parte, del octavo perfil 
identificado por el sistema a partir de la octava imagen del árbol. 











En la figura 109 se muestra se muestra la segunda parte, del octavo perfil 




















En la figura 110 se muestra la primera parte, del noveno perfil identificado 
por el sistema a partir de la novena imagen del árbol. 











En la figura 111 se muestra la segunda parte, del noveno perfil identificado 




















En la figura 112 se muestra el décimo perfil identificado por el sistema a 
partir de la décima imagen del árbol. 













Objetivo 1: Reducir el tiempo empleado en el proceso de determinación del perfil 
personal del colaborador. 
Para realizar la verificación del cumplimiento del primer objetivo, se ha 
elaborado un segundo cuadro de tiempos con el sistema en funcionamiento, y 
se realizó la comparación con un cuadro de tiempos sin el sistema, como se 
muestra en la tabla 14 y 15. 
En la tabla 15, se muestra el cuadro tiempos del proceso de Determinación 
del perfil personal por área involucrada, actividad y suma total sin el Sistema. 
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En la tabla 16, se muestra el cuadro tiempos del proceso de determinación 
del perfil personal por área involucrada, actividad y suma total con el Sistema. 
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Comparando los dos cuadros de tiempos, en la Tabla 17 se puede 






Tabla 17. Cuadro de comparación de tiempos 
Área Proceso sin Sistema Proceso con Sistema Diferencia 
Psicología 5 días, 1 hora,  54 minutos 1 día, 1 hora, 4 minutos 4 días, 0 horas, 50 minutos 
RRHH 40 minutos 40 minutos 0 minutos 
Trabajador 4 días, 3 horas, 8 minutos 1 día, 0 horas, 8 minutos 3 días, 3 horas, 0 minutos 
Proceso Total 5 días, 5 horas, 36 minutos 1 día, 1 hora, 56 minutos 4 días, 3 horas, 40 minutos 
 
Si observamos los resultados de la tabla 17, se puede comprobar que con 
la implementación del sistema la empresa se ahorra 4 días, 3 horas con 40 
minutos por procesar a una persona. Si convertimos estos datos a minutos: 
(Sin Sistema) 5 días, 5 horas, 36 minutos = 7536 minutos 
(Con Sistema) 4 días, 3 horas, 40 minutos = 5980 minutos 
Según (23), la eficacia se mide con “Eficacia = (Resultado alcanzado * 
100) ÷ (Resultado previsto)”, dado en este caso nuestro objetivo es reducir el 
tiempo empleado en el Proceso de Determinación del perfil personal, los tiempos 
resultantes de la tabla 17, serian nuestros Resultados alcanzados y previstos, 




Según los resultados, se puede apreciar que se tiene un 79.35 % de 
Eficiencia, lo que nos indica que se ha logrado cumplir con el 1er objetivo. 
 
Objetivo 2: Mejorar la eficiencia del proceso de gestión de determinación de la 
Personalidad. 
Según (23), la eficacia se mide con “Eficiencia = ((Resultado alcanzado ÷ 
Costo Real) * Tiempo Invertido) ÷ ((Resultado previsto ÷ Costo previsto) * Tiempo 
previsto)”, dado que la fórmula requiere el tiempo invertido y el Costo de Horas 
Hombre es usado como unidad de tiempo estándar, procederemos a convertir 
los tiempos dados en la tabla 17 a Horas hombre de la siguiente forma:  
(Sin Sistema) 5 días, 5 horas, 36 minutos = +/- 125 horas 
(Con Sistema) 4 días, 3 horas, 40 minutos = +/- 26 horas 




Una vez que tenemos el costo de Horas Hombre Unitario, procedemos a 
ajustar igualar los tiempos para identificar cuanto se produce en ese lapso de 
tiempo, dado que la fórmula indicada por (23) tiene como base de medición de 
“Resultados y Costo en un determinado tiempo”. Por el cual se tiene lo siguiente: 
(Sin Sistema) Se Produce 1 Prueba Completa en +/- 125 horas 
(Con Sistema) Se Produce 1 Prueba Completa en +/- 26 horas 
¿Cuántas pruebas se producirá en +/- 125 horas con Sistema? 
Para esto procedemos a realizar la siguiente operación:  
(+/- 125 horas ÷ +/- 26 horas) = 4.8 horas 
Esto nos indica que Con Sistema se Produce 4 Pruebas Completas en 
+/- 125 horas, se redondea de 4.8 a 4, dado que no se pueden contar pruebas 
incompletas. 
Otro valor pedido por la Fórmula de Eficiencia, es el Costo Previo y Costo 
Real, dado que en la empresa el costo no va a variar (Sueldo del empleado, 
equipos, etc.), y como este valor es desconocido, vamos a representar ambos 
costos con “C”. 
En la Tabla 18, se muestra los valores obtenidos alineados por las 
Variables pedidas por la fórmula de Eficiencia: 
 









+/- 125 horas 1 C 
Alcanzado 
(Con Sistema) 
+/- 125 horas 4 C 
 
Una vez que tenemos los valores requeridos en la tabla 18, procedemos 
a reemplazar en la fórmula de la siguiente forma: 
Según (23), la eficacia se mide con:  
Eficiencia = ((Resultado alcanzado ÷ Costo Real) * Tiempo Invertido) ÷ 
((Resultado previsto ÷ Costo previsto) * Tiempo previsto) 










4 = Eficiencia 
Al reemplazar y resolver la fórmula indicada en (23), obtenemos un valor 
de 4, y según (23) se sabe que: 
 Si es mayor a 1, es eficiente 
 Si es menor a 1, es ineficiente 
Lo que nos indica que con el sistema el Proceso de Determinación del 

























1. Con respecto al objetivo específico 1 "Reducir el tiempo empleado en el 
proceso de determinación del perfil personal del colaborador", se concluye 
que la implementación del sistema redujo en un 79.35% el tiempo requerido 
para realizar el proceso de determinación del perfil personal. 
2. Con respecto al objetivo específico 2 "Mejorar la eficiencia del proceso de 
gestión de determinación de la Personalidad", se concluye que con el 
sistema se obtuvo un resultado de 4 en eficiencia, que según (23), significa 
que el proceso es eficiente. 
3. Basándose en las conclusiones anteriores, se infiere que el uso de Machine 
Learning es una alternativa aceptable, para determinar la personalidad de 
los colaboradores de la Empresa Biosalud, al haber obtenido una tasa de 


















1. Con respecto al objetivo específico “Reducir el tiempo empleado en el 
proceso de determinación del perfil personal del colaborador”, se 
recomienda actualizar la estructura del sistema para el análisis de 
Imágenes por lotes. 
2. Con respecto al objetivo específico “Mejorar la eficiencia del proceso de 
gestión de determinación de la Personalidad", se recomienda la 
automatización completa del proceso usando Inteligencia Artificial, 
cambiando las actividades del área de Psicología de Usuario a 
supervisor del sistema.  
3. Con respecto al proyecto en general, se recomienda la recopilación de 
muestras de imágenes de los clientes de la empresa, para continuar 
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Anexo 4. Constancia de Conformidad del Proyecto de Tesis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
