In this paper, we show that an algebraic structure can be constructed by using a set of coset representatives, M , for the right action of a subgroup G ⊂ X on a finite group X. Moreover, we use this algebraic structure to derive a category L of M -graded left G-representations. Finally, this category is proved to be non-trivially associated tensor category.
Introduction
Double cross products of groups play an important role to discuss and study the integrable field theory. These group double cross products and their corresponding Hopf algebras were studied intensively in [3] and [4] and many of their properties were proved. In [7] , Majid introduced the double cross products of Hopf algebras as a generalization of the double cross products of groups.
In [2] , it was shown that it is possible to construct a non-trivially associated tensor category C from data which is a choice of right coset representatives M for the right action of a subgroup G on a finite group X. The objects of this category are the right representation of G that graded by M . The G-action and M -grading in the definition of C are combined by considering a single object H spanned by basis δ m ⊗ g for m ∈ M and g ∈ G which is shown to be an algebra in C under certain condition ( see [1] and [2] ).
Many studies in the literatures consider the right action instead of the left action and the calculations are not trivial. In this paper, we follow [2] to give an algebraic structure on a set of coset representatives for the right action of a subgroup G on finite group X. Moreover, we use this algebraic structure to derive a category L of M -graded left G-representations. Finally, this category is proved to be a non-trivially associated tensor category.
This work is done in parallel way to [2] and the same notations are used. Throughout this paper, all mentioned groups are of finite order and all vector spaces are finite dimensional over a field k.
Right coset representatives
Here we give an algebraic structure on a set of right coset representatives. Moreover, we prove some results that are fundamental for the rest of the paper. Definition 2.1 Let X be a group and G be a subgroup, we call M ⊂ X a set of right coset representatives if there is a unique m ∈ M such that x ∈ mG for all x ∈ X. The decomposition x = mg is called the unique factorization of x where m ∈ M and g ∈ G.
In what follows, M ⊂ X stands for a set of right cosets representatives for the subgroup G ⊂ X and e is the identity of the group X. Proof. As we have the factorization e = e M g for e M ∈ M and g ∈ G, we get eg 
If e ∈ M then e M = e is also a left identity. Also, for a given m 1 ∈ M the equation m 1 · m 2 = e M can be solved by applying the left division property to obtain a unique right inverse m R 1 for every m 1 , satisfying the equation
The following proposition are essential and they will be used later a lot.
Proposition 2.4 Let m, m 1 , m 2 ∈ M and g, g 1 , g 2 ∈ G. Then the following identities between (M, ·) and τ are satisfied :
and
Proof. As X is a group, we consider the identity (gm 1 )m 2 = g(m 1 m 2 ) for (1) and (2) to get:
On the other hand,
Since the factorization is unique, we have
or equivalently,
Also,
Next, for (3) and (4), we consider the identity (g 1 g 2 )m = g 1 (g 2 m) to get
.
By the uniqueness of factorization, we have:
,
Finally, for (5) and (6), we consider the identity (mm 1 )m 2 = m(m 1 m 2 ) as follows:
Proposition 2.5 For all m ∈ M and g ∈ G, the following equivalences are satisfied:
Proof. For e M ∈ M and g ∈ G, we start with the factorization ge M = e M (e M −1 ge M ). On the other hand, we have ge M = (g e M )(g e M ). Since the factorization is unique,
Also, we have me = em, where m ∈ M and e ∈ G. But em = (e m)(e m). So, we shall have me = (e m)(e m). Since the factorization is unique, m = e m and e = e m.
Next, as me
Finally, we have
Example 2.6 Let X = S 3 = {e, (12), (13), (23), (123), (132)} and let G be the subgroup {e, (13)}. G is a non-normal subgroup as G(23) = {e(23), (13)(23)} = {(23), (213)}. But we have (23)G = {(23)e, (23)(13)} = {(23), (123)}. We choose M = {(13), (12), (23)} to be our set of right coset representatives. The dot multiplication on M , the τ operation on G and the multiplication on X are given as follows: 
Note that if we dot each element of M by M we obtain different results which just means that (M, ·) satisfies both the left and the right division properties. It can be noted that (13) is the right identity for (M, ·). However (M, ·) is not a group as there is no left identity.
Example 2.7 Let X = S 3 = {e, (12), (13), (23), (123), (132)} and let G be the subgroup {e, (12)}. G is a non-normal subgroup as G(13) = {e(13), (12)(13)} = {(13), (132)}, but (13)G = {(13)e, (13)(12)} = {(13), (123)}. We choose M = {e, (132), (13)} to be our set of right coset representatives. The dot multiplication on M , the τ operation and the multiplication on X are given as follows: 
is given by the action of (12) on M swapping (132) and (13) and also e m i = m i for all m i ∈ M . The operation has all g m i = e except (12) e = (12) as we can see in the following tables: From the last four tables we realize that the relation gm i = (g m i )(g m i ) is satisfied for all m i ∈ M and g ∈ G. It can be noted that (M, ·) does not satisfy the right division property, but (M, ·) has a 2-sided identity.
Lemma 2.8 Let G be a group and M be a set with a binary operation ·.
Suppose that the functions
: is associative.
Proof. Let (m 2 , g 2 ) ∈ M × G, we want to prove that
We start with the left hand side as follows:
To show that the equality is satisfied we need the following simplifications:
as required to complete the proof. Lemma 2.9 For a group G and a set M with a binary operation ·, suppose that the functions : G×M → M , : G×M → G and τ : M ×M → G satisfy the identities in proposition 2.4. and suppose that there is a right identity e M ∈ M for (M, ·) and an element f M ∈ G so that for all m ∈ M and g ∈ G, g e m = e m ,
Then the multiplication on the set M × G defined in lemma 2.8 has a 2-sided identity (e M , f
Proof. To prove that (e M , f −1 M ) is a 2-sided identity, we start with the following multiplication:
Now, we simplify the components to show that the equality (21) g 1 ) , as required. Next to prove that (e M , f −1 M ) is a left identity for M × G we start with the following multiplication:
By applying (14) we get m 1 · (g 1 e M ) = m 1 · e M = m 1 . In addition, applying 14, 15 and 18 gives:
Lemma 2.10 If the group G and the sets (M, ·) and M × G satisfy all the properties mentioned in lemma 2.9 and if we suppose that (M, ·) has a right inverse for every m ∈ M , then, for all (m, g) ∈ M × G, there is a right inverse defined by
Now, we simplify the components to show the equality as follows:
In addition,
M ) is the right inverse of (m, g) as required.
Theorem 2.11 Let G be a group and M be a set with a binary operation ·. Suppose that the functions 
Proof. Follows immediately from lemmas 2.8, 2.9 and 2.10.
It can be noted that the group G can be imbedded in M × G by the map g → (e M , f 3 A tensor category L Definition 3.1 Let X be a finite group X and G be a subgroup of X. We consider the category L whose objects are left representations of the group G and possess X/G − grading. These objects are finite dimensional vector spaces over a field k. An object V ∈ L decomposes as a direct sum of subspaces V = ⊕ m∈X/G V m , with a compatibility condition between the action and the grading, given as follows: If, for some m ∈ X/G, we have v ∈ V m , then we say that v is a homogenous element of V , with grade v = m. In this paper, it is always assumed that the chosen elements of the relevant objects are homogenous where the general elements are just linear combinations of the homogenous elements. We write the action for the representation as¯ : G × V → V . The compatibility condition is given by:
where the action : G × X/G → X/G is given by left multiplication. In this category, the morphisms are linear maps that preserve both the grading and action, i.e. for a morphism θ : V →Ṽ we have
for all homogenous v ∈ V and g ∈ G.
To make L into a tensor category, we use the algebraic structures discussed in the last section. Take a set of right coset representatives M for the subgroup G of X. We again take e M to be the right identity in M and f M to be the corresponding element in G. If it is assumed that e ∈ M , then e M = f M = e and the calculations will be easier. Moreover, we identify the set of representatives M with the set of cosets X/G taking in our account a modified Cayley's theorem (see theorem 2.10 of [2] ).
Theorem 3.2 Let M be a set of right coset representatives for the subgroup G of X. We can make L into a tensor category by taking V ⊗ W to be the usual vector space tensor product, with gradings and actions given by
For morphisms θ : V →Ṽ and φ : W →W we define the tensor morphism
which is just the usual vector space formula. In addition, the identity for the tensor operation is just the vector space k with trivial G-action and grade
Moreover, for any object V the morphisms l V : V → k ⊗V and r V : V → V ⊗k are given by the formula
where 1 is the multiplicative identity in k. Finally, the associator
where V , U , W ,Ṽ andW are objects of L and v ∈ V , u ∈ U and w ∈ W .
Proof. We start by showing that g¯ (v ⊗ w) = g v ⊗ w , which can be done using the usual identities of proposition 2.4 as follows:
Also we have to check that g 1¯ (g 2¯ (v ⊗ w)) = g 1 g 2¯ (v ⊗ w), which can be done as follows:
Next, to show that θ ⊗ φ is a morphism in L, i.e. θ ⊗ φ preserves grading and action, we start with the grading as the following:
as required. Now, for the action we need to prove that g¯ ((θ ⊗ φ)(v ⊗ w)) = (θ ⊗ φ)(g¯ (v ⊗ w)). We start with left hand side to have:
In addition, we need to show that the maps l V and r V are morphisms in L, i.e. l V and r V preserve both actions and grades in L. Starting with the action, we have 
as required.
Next we show that Φ is a morphism in L, we first check that Φ preserves the grading as follows:
Now we check that the G-action commutes with the associator Φ. We start with
Now, applying Φ gives
On the other hand, if we apply Φ first and then the G-action g¯ we get
Now, we have to show that the following two direction of applying Φ are the same: This just means that Φ obeys the pentagon condition. For u ∈ U , z ∈ Z, w ∈ W and v ∈ V , we start with the first direction as follows:
which is the as (34) as required. Now, we have to show that the maps r ⊗ id and Φ • (id ⊗ l) : W ⊗ V → (W ⊗ k) ⊗ V are the same. This means that the triangle condition for the identity is satisfied. For w ∈ W and v ∈ V , we have (r⊗id)(w⊗v) = (w⊗1)⊗v. 
