Abstract-Physically meaningful signal extraction from sensors deployed in extreme environments requires a combination of attenuation of confounding inputs and the removal of their residual using decorrelation techniques. In space applications where the resources for physical attenuation are limited, there is a necessity to apply the most effective post-processing analysis available. This paper describes the extraction of the seismic signal from an MEMS microseismometer to be deployed on the surface of Mars. The signal processing, which covers the full bandwidth 1×10 −5 Hz to 40 Hz, uses a novel application of sensor fusion through an indirect Kalman Filter in combination with a thermal model of the microseismometer to remove the aseismic contribution of temperature over the frequency range. Owing to the full-band decorrelation, the analysis (based on pre-landing testing in analogous scenarios) produces both a characterization of the microseismomter and a signal processing approach for information retrieval on Mars, along with other planetary and terrestrial planetary deployments.
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I. INTRODUCTION
T HE NASA InSight mission will land on Mars in November 2018 and place two three-axis seismometers on the Martian surface [1] . These co-located sensors will provide valuable data for the understanding of the internal structure and geophysical processes at play on Mars. Our MEMS microseismometer is implemented as the short period sensor for the mission, however, it has been demonstrated to have a broad-band performance with a sub nano-g noise floor [2] - [4] . The capabilities for deployment are limited, due to the constrained power and mass. The sensor will be deployed directly onto the surface of Mars without the A. E. Stott, C. Charalambous, and W. vault typical for terrestrial applications. Power constraints and the large Mars ambient diurnal temperature range prevent active thermal control (e.g. [5] , [6] ). To this end, a wind and thermal shield (WTS) will be placed on top of the seismometer to attenuate the wind, pressure and thermal contribution to the signal [7] - [9] . Further attenuation is provided by the packaging of the microseismometer. Within the sensor, a silicon/solder bilayer has been incorporated into the suspension to counteract the proportional change in acceleration due to temperature [10] . The aim of the techniques presented in this paper is to provide a "virtual vault" to mitigate the limitations of these passive methods. We have developed a two-step general approach that helps solve for an accurate instrument response characterization followed by the decorrelation of a temperature dependent component from the microseismometer outputs using a physics-based model. The first step is to determine the acceleration response of the microseismometer. This is the problem of transfer-function inversion, that is, converting the electronic velocity and mass position outputs of the instrument to physical units. This is a common task for seismic instruments and such functionality is implemented in the commonly used Seismic Analysis Code (SAC) [11] . The algorithm implemented is based on frequency division which is known to be ill-posed as the velocity and mass position channels typically have a transfer-function that tends to zero at some point [12] , [13] , the velocity at low frequency and the mass position at high frequency. To counteract this, seismologists will usually taper the result for each channel to obtain a corrected response in the bandwidth they are interested in [14] . However, to characterize the response of the microseismometer it is desirable to obtain the instrument's acceleration over the full available bandwidth. To this end, we propose a sensor fusion based method to combine the mass position and velocity outputs using a Kalman Filter [15] . This enables the complementary properties of the two outputs to be synthesized, producing an acceleration signal response for the microseismometer across the entire signal bandwidth. The Kalman Filter is often used in such sensor fusion applications [16] , [17] but, to our knowledge, such an approach has not been used before for the outputs of a seismometer.
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is developed using the corrected signal. We incorporate the model into the Kalman Filter approach to give an improved estimation of the outputs of the sensor. This, in turn, leads to an algorithm for temperature decorrelation from the microseismometer's output. The result yields the purely seismic component measured by the microseismometer, which can then be used for the required science goals of the mission [1] . Our developed approach is physics-based, on the low-level response of the sensor across the full bandwidth. This full-band decorrelation approach involves all the available information and is therefore limited by the physics model rather than the priors or linearization used in other approaches [15] . The resulting output is valid over the full bandwidth, without processing artifacts, which is of particular value where signals of interest are not always known before deployment. For example, icy worlds like Europa present a scientific challenge where the distribution of information across the frequency spectrum is not well constrained [18] . Through applying this method to experimental data, we validate our approach and are able to quantify: 1) the contribution of our passive bilayer thermoelastic compensation; 2) the noise floor of the MEMS microseismometer out to tidal frequencies; 3) the performance down to −65 C. This paper will first outline the motivation behind the developments and introduce the theory of the microseismometer output channels and the Kalman filter. A method to obtain an accurate, transfer-function corrected, acceleration signal is then presented. This technique is further developed in order to determine the temperature response of the sensor. We then provide experimental results for the proposed transfer-function correction and show the performance increase available from the temperature decorrelation. The significance of the temperature decorrelation method is demonstrated through the observation of the Earth tide and the validation of the thermal compensation included in the microseismometer. We then provide an analysis of a "cold test" to prove the sensor performance in dynamic, inhospitable environments. Figure 1 shows a system diagram of the microseismometer. The sensor operates in a feedback loop where the main and integral coils are driven to oppose the force on the sensor mass, according to the force balance principle [2] , [19] . The corresponding signals which drive these coils, velocity (VEL) and mass position (POS), are recorded as the outputs of the sensor. The velocity channel provides the main science data channel for the mission and its transfer-function is modeled as a two pole-zero pair high-pass filter with a corner frequency at f S P = 1/35 Hz. On the other hand, the mass position channel is directly proportional to acceleration at low frequencies. The transfer-function for acceleration is well modeled by a pole-zero pair low pass filter with a corner frequency at f S P = 1/35 Hz. Figure 2 shows a comparison of the respective transfer-functions of the velocity and mass position channels for acceleration. 
II. MICROSEISMOMETER DESCRIPTION

A. Seismic Sensor Instrument Response and Outputs
B. The Microseismometer Thermal Model
It has been shown that a temperature input to the microseismometer produces a proportional acceleration response owing to the change in the Young's modulus of the silicon cantilever [10] . Moreover, the sensor can tilt relative to its enclosure due to the thermal response of the mounting.
The microseismometer is mounted inside an enclosure as shown in Figure 1 . This housing is designed to isolate the sensor from external temperatures, that is, an externally applied temperature is not coupled directly to the sensor die. This is described by the heat equation expressed through the electrical analogy for heat transfer
where T die is the temperature of the sensor die, T enc is the temperature at the enclosure and RC is the "time constant" of the microseismometer mounting. The resultant temperature difference between the circuit nodes causes a heterogeneous expansion in the materials, thus tilting the sensor. As a result, the added tilt acceleration is modeled as being proportional to the difference between T die and T enc . The thermal response model of the sensor is then
where a μST is the acceleration response of the microseismometer due to temperature, α die is the directly proportional sensitivity to the die temperature T die , α is the sensitivity to the mounting temperature difference T = T die − T enc .
III. ANALYSIS BACKGROUND
A. Coherence Noise Test
The sensitivity of a seismometer is set by the intrinsic, or self-noise of the instrument. This is achieved through the coherence noise test 1 [21] . This test forms an experimental basis to obtain the instrument sensing limit, its transfer-function and its response to non-seismic factors such as temperature. A seismometer noise analysis background is found in [22] and [23] .
Holcomb [21] introduced a method to determine the "self-noise" of a seismic sensor, that is, the recorded signal produced by the instrument/sensing limit of a seismometer. The seismometer at test is co-located with a reference seismometer that is assumed to have superior performance to it. The sensor noise power spectral density (PSD) is then determined through the equation
whereP N1N1 is an estimate of the sensor noise PSD, P X X is the PSD of the data obtained from the test seismometer and γ is the spectral coherence between the reference and the test seismometer.
The seismometers' axes must be aligned to accurately calculate the coherence between them, and therefore the noise. This is especially important for the microseismometer as it is designed for operation in Martian gravity. As such, the vertical sensor must be tilted to an angle that gives an incident gravity acceleration of 3.71ms −2 . This means that a composite axis must be derived from a three-axis reference seismometer prior to the calculation in (3).
When a reference seismometer is present, we are also able to obtain the delta noise, a, which is defined as
where a μS is the acceleration response derived from the outputs of the microseismometer and a R E F is the acceleration response derived from the outputs of the reference seismometer. This signal is useful for determining the test instruments' response to external factors. Although it is a useful approximation of the sensor's noise time series, it is not as robust as the coherence method in (3) over the full signal bandwidth. This is because both seismometer's transfer-functions must be known to an accuracy better than the ratio of the ambient signal to the self-noise, a factor of up to 1000.
B. Seismometer Transfer-Function Correction
The frequency response of a seismometer's outputs and the corresponding correction is of interest in order to obtain a good scientific interpretation, especially for long period signals [12] . The problem is described as
where * indicates convolution, the seismic signal is denoted as x(t) (Fourier transform X ( f )), the output from the seismometer is given as y(t) (Fourier transform Y ( f )) and h(t) (Fourier transform H ( f )) is the transfer-function of the seismometer. The goal is to remove the transfer-function, h(t), from the measured signal, y(t), to make available the seismic signal, x(t), for analysis. As a result, the transfer-function h(t) or H ( f ) must be known. For many science applications, the transfer-function must be inverted. Such an operation is available in commonly used seismology toolboxes such as the seismic analysis code (SAC) [11] , [14] . In such toolboxes the impact of the transfer-function is removed through a division by an estimated response in the frequency-domain. The result for velocity signals is tapered at low frequencies. This is because the theoretical transfer-function of a seismometer's outputs often tend to zero at high or low frequencies, [12] causing the inversion to be numerically ill-posed and, therefore, contain spurious results due to the required regularization. This is the case for the VEL and POS outputs (VEL at low frequency and POS at high frequency) of the microseismometer described in Section II-A.
We propose a sensor fusion based method for transfer-function correction to combat the numerical issues of the conventional technique described above. The differentiated velocity channel provides a high fidelity acceleration signal but for the lower frequencies the output is fused with that of the mass position which provides a suitable proxy for acceleration at this scale. This method takes advantage of the complementary properties of each channel to counteract the numerical intractability from the frequency division deconvolution. As a result, a fusion of the channels will provide an accurate acceleration signal for the full bandwidth of the data. This sensor fusion is achieved using a Kalman filter [16] .
C. The Kalman Filter
Many physical systems are described by the state-space equation
where x k is the state vector containing the value of interest for the system at time instant k, the vector u k are the inputs to the system related to the state vector through the matrix B, w k is an additive noise term and the matrix F describes the forward evolution of the state vector from the previous time instant k − 1. There is sometimes uncertainty in the accuracy of the forward model either through missing physics or noisy inputs. This is accounted for by the noise vector w k which has the covariance matrix Q. Such a system can also be measured through the equation
where z k is the vector of measurements and the matrix H defines the relation between the measurements and the state vector, x k . The vector v k is an additive noise term which accounts for uncertainty in the measurement equation and has covariance matrix R. Owing to the uncertainty in each equation, the state vector x k from the forward model (6) may differ to that derived from the measurement equation (7). The covariance matrix of the error between the state vector and its estimate is denoted as
for the a priori prediction from the previous time stepx k|k−1 and
The Kalman filter, summarized in Algorithm 1, solves this problem to produce an optimal estimate of the state of a system described by two such equations. This is achieved through the Kalman gain, K, which mixes the predictions derived from the measurements and the forward model. The mixture depends on the level of uncertainty of each model, described through the noise covariance matrices Q and R. As a result, the Kalman gain calculates how much to "trust" either the measurement or forward model. The combination is then given as the optimal prediction of the state vector x k . A detailed derivation can be found in [15] and [24] . 
1) The Indirect Kalman Filter: The Kalman filter has been introduced here as a method to estimate the state values of a system based on both a physical model and measurement data. The filter can be implemented in an "indirect" form, where the state vector estimates a hidden or error state [25] .
In many applications it is known that a particular sensor has an inherent instability or drift and so its data are not suitable as a state value over the full frequency range. Consequently, this indirect Kalman filter topology is frequently used for obtaining high quality measurements from inertial sensors [16] , [26] .
IV. FULL-BAND SENSOR FUSION ALGORITHMS
A. Sensor Fusion for Transfer-Function Correction
In order to obtain an acceleration signal from the microseismometer for all frequencies we synthesize the acceleration response derived from the transfer-function corrected velocity channel and the mass position output. This is achieved by implementing a Kalman filter in an indirect topology where the error state is the error in the microseismometer acceleration signal derived from the velocity channel. In this case we view the acceleration signal derived from the velocity output as a stable measurement containing an erroneous low frequency component, whereas the mass position output provides a good low frequency measurement of the acceleration. To this end, we construct the state variable
where k is the time instant, a μS,k denotes the acceleration response of the microseismometer and a err,k is the artefact introduced as a result of the ill-posed transfer-function correction of the velocity channel. The state equation (6) is then given
where the input is
with a V E L denoting the acceleration signal derived from the velocity channel. The measurement equation (7) is then given
where a P O S is the acceleration derived from the mass position. At each time instant, k, the prediction of a μS,k from the forward model (Step 2 in Algorithm 1) is given as a V E L,k − a err,k−1 . This result (along with the estimate of a err,k ) is adjusted by the error to the "measurement", which is the acceleration derived from the mass position, a P O S , in Step 5 of Algorithm 1. The level of the adjustment is dictated by the Kalman gain, K k , which is calculated using the noise covariance matrices for the forward model, Q, and the measurement, R. In this indirect topology the respective noise power assigns the relative level of "trust" to each equation. As such, the covariance matrix choice dictates the mixture of a V E L and a P O S in producing the estimate of the state variable
Therefore, the computation of the state vector is recursive and this implementation operates as a filter.
Remark 1: The Kalman filter for transfer-function correction (K-TF). An accurate acceleration response from the microseismometer is obtained by applying the Kalman Filter in Algorithm 1 with chosen noise covariance matrices, Q and R, to the system described in (8), (9), (10) and (11) . This is the Kalman filter for transfer-function correction (K-TF).
B. Full-Band Temperature Decorrelation
The thermal model for the microseismometer acceleration response, (2), can be seen as a measurement of the acceleration itself. In fact, the thermal response dominates the signal at low frequencies. This can therefore be added to the Kalman filter model outlined in Section IV-A to provide an improved estimate of the acceleration along with the mass position.
The Kalman filter topology now becomes
where (·) + denotes the generalized inverse. The measurements now include the die temperature and temperature difference as well as the mass position. The coefficients are given from an initial regression and are scaled by a factor of two to average the information included in both measurements. Remark 2: The Kalman filter for acceleration fusion from mass position and temperature (K-TF+T). The thermal model for the microseismometer acceleration in (2) can be incorporated as a measurement into the system outlined by (12) and (13) . Applying the Kalman filter in Algorithm 1 to this system yields an estimation of the acceleration response, a μS , from the sensor. This evolution of the K-TF can be used to provide both a refined estimation of the thermal model parameters in (2) and a decorrelation of the thermally induced acceleration from the sensor output. To this end, we introduce Algorithm 2. The estimate of the microseismometer acceleration response, a μS , is given as the output of the final iteration of the K-TF+T method in Step 4. The parameters for the thermal model (2) are calculated through a regression to the delta noise (4) to give an estimate of the temperature dependent microseismometer acceleration, a μST . The temperature decorrelated acceleration response is then given as a μS − a μST . This novel procedure allows us to better determine the performance of the microseismometer in relation to its thermal response (including determining the effect of the thermal compensation [10] ) and then show the sensor's intrinsic noise at low frequencies. Details on the implementation of the K-TF and K-TF+T methods for Algorithm 2 are provided in Appendix A.
V. EXPERIMENTAL RESULTS
A. Experimental Setup
Experimental data has been obtained from testing in two locations: Oxford University and CNES in Toulouse. The data obtained from Oxford are from a qualification model (QM) vertical sensor and the data obtained from CNES are of vertical and horizontal flight model (FM) sensors that will be flown on the InSight mission. In total five datasets were used to demonstrate the proposed K-TF and K-TF+T algorithms:
• two ambient temperature noise tests performed in a seismically quiet laboratory at Oxford which we refer to as QM Vert 2017 and QM Vert 2016; • two temperature sensitivity tests in the CNES cleanroom which we refer to as FM Vert and FM Horiz; • a low temperature test at Oxford in a specially designed "cold test" facility which we refer to as QM Vert Cold. Table I summarizes the collected data. In all cases the data were decimated or interpolated from their original acquisition rate to a sampling frequency of 10Hz. Furthermore, all the signals were zero-meaned prior to analysis but no additional detrending was performed. The equipment and nature of the different test facilities is described in the following.
1) Ambient Temperature Noise Test Setup:
The two ambient temperature tests were performed in the basement of the Atmospheric, Ocean and Planetary Physics building. A vertical microseismometer was placed in a test chamber and tilted so the gravity vector along the sensor axis was equivalent to Martian gravity. This vertical sensor did not have the thermal compensation described in [10] . The velocity and mass position outputs were then sampled at 100Hz by a 24-bit Centaur data logger. A Guralp three-axis seismometer was recorded alongside the microseismometer with the same data logger. This was then used to obtain an estimate of the sensor's self-noise through the coherence test (3).
2) Low Temperature Noise Test Setup:
The cold test of the QM vertical unit was performed in a specialist rig designed to determine the microseismometer's behaviour down to typical Mars temperatures [27] . The inside of the rig was cooled by a liquid nitrogen system which was then allowed to passively warm. Inside the rig, the vertical microseismometer was installed and recorded in the same way as the ambient temperature tests. A Guralp reference seismometer was placed outside the rig but on a coupled platform to the microseismometer mount in order to record the ambient seismic signal and enable a coherence test (3).
3) Temperature Sensitivity Test Setup: Experiments were performed on the FM units at CNES with the specific goal to determine the temperature sensitivity of the sensor. These were done in a cleanroom facility and the data were recorded through the flight data logger, the "Ebox". The Ebox considers a channel to either be a "science" or "housekeeping" (HK) output. The microseismometer velocity signal is considered to be a science output and so is sampled at 100Hz and quantized on a 24-bit ADC. However, the mass position is considered to be a housekeeping signal and so are sampled at 1Hz and quantized with a 12-bit ADC. The sensor mounting was attached to a gonionmeter which tilted the vertical microseismometer to simulate Martian gravity. No tilting was required for the testing of the horizontal microseismometer. No reference seismometer was available to allow for a self-noise determination. The sensor assembly was externally heated from ∼ 20C to ∼ 30C and allowed to cool passively.
4) Temperature Data Acquisition:
The T enc and T die temperature signals were measured respectively by a platinum resistance thermometer (PRT) and a gold resistance thermometer, integrated in the sensor die itself, and recorded on a 24-bit data logger. The resistance values were converted to temperature and low-pass filtered with an IIR filter designed to remove the contribution of the measurement noise. In each case the filter was designed to have 15dB attenuation between the stop-band frequency (given in Table I ) and the pass-band frequency, which was 1.1 × 10 −1 Hz below. The filters had a pass-band ripple of 1dB and an attenuation of 40dB/decade above the stop-band frequency. This stop-band frequency was determined through inspection of the temperature PSDs in Figure 3 .
B. Mass Position and Velocity Output Fusion
The K-TF method for transfer-function inversion in Remark 1 was applied to the QM Vert 2017 dataset. The velocity channel output time series was corrected using the standard ill-posed frequency division algorithm described in Section III-B and converted to an acceleration signal, a V E L in (10) . The mass position output was purely scaled by a gain factor to convert it to an acceleration signal, a P O S in (11) , as the response to acceleration is flat in the desired bandwidth for the sensor fusion. The time series and root PSD (rPSD) of a V E L , a P O S and the sensor fusion result of the K-TF method, a μS , are shown in Figure 4 . In the time domain, the synthesized acceleration response, a μS , is similar to the temperature profile (in the fourth pane of Figure 5 ) when compared to that derived from the velocity channel, a V E L . Therefore, the sensor fusion for transfer-function correction has produced a physically meaningful acceleration response over the entire bandwidth. This result can then be used to obtain a corrected time series in any desired bandwidth, without any processing artefacts, for further analysis.
C. Validation of the Microseismometer Thermal Compensation and Temperature Decorrelation
The validation of Algorithm 2 will in turn validate the SP performance at low frequencies, the effectiveness of the thermal compensation developed in [10] , the microseismometer performance at extremely low temperatures and the ability of the sensor to observe tidal signals. The obtained parameters for the thermal model (2) are given in Table II, T is the vector of regression coefficients. The R 2 statistic is also reported as KF1 and KF2 respectively for the fit to the K-TF produced a μS (Step 2 of Algorithm 2) and for the final iteration of the K-TF+T produced a μS (Step 4 of Algorithm 2). The derived self-noise is with respect to the Guralp reference seismometer acceleration response, a R E F .
The process in Algorithm 2 was applied to the QM Vert 2017 dataset and the results are shown in Figure 5 . The obtained linear sensitivity parameter is α die = −2.50 ± 0.12 × 10 −4 ms −2 /K which is near the theoretical value of −2.2 × 10 −4 ms −2 /K (or -60ppm/K) for an uncompensated sensor [10] . This dataset has a slowly varying temperature, this means the T signal has a low variance (Table I ) and is less significant to the fit than the linear parameter α die . As a result, the α component is poorly determined, as seen by the coefficient's standard error.
Algorithm 2 was also applied to the FM units, of which the vertical microseismometer has the thermal compensation technology. In these tests no reference seismometer was available. Therefore, a purely seismic component cannot be removed from the microseismometer acceleration to calculate the Delta Noise (4), and so the temperature dependent acceleration, a μST , was approximated by the sensor output. This is a reasonable assumption as the low frequency ambient seismic signal is much less than the microseismometer's output when subjected to large temperature variation. As such, the acceleration rPSD provides a reasonable estimation of the microseismometer self-noise. The results for the FM Vert dataset are shown in Figure 6 . In this case, the microseismometer acceleration is more correlated to the T signal than the T die component, conversely to the QM Vert 2017 case. This is seen as the thermal model parameter α = −3.80 ± 0.21 × 10 −4 ms −2 /K is well determined in the standard error compared to the parameter α die = −0.84 ± 2.78 × 10 −6 ms −2 /K. Therefore, the T component is now more significant to the thermal model of the microseismometer's acceleration response, owing to the reduced linear sensitivity. The α die parameter determined for the FM vertical unit is at least under two orders of magnitude lower than the uncompensated QM sensor, thus validating the performance of the thermal compensation [10] . Moreover, our approach was highly effective at decorrelating the thermal component from the signal with a reduction of up to 35 times in the low frequency seismic amplitude. The rPSD of the temperature decorrelated signal, a μS − a μST in Figure 7 , has a higher power than the a V E L signal around 2 × 10 −3 Hz. This is because the mass position is less finely quantized in the FM electronics compared to the velocity channel, introducing an error in this bandwidth. This could be mitigated in the future by a more targeted approach to the attenuation of signal-correlated quantization errors through, for example, interpolation.
On the other hand, the horizontal FM unit does not have thermal compensation as the proof mass will not be subject to an appreciable component of gravity. Only change in the tilt, θ , of the sensor will produce a signal due to 
1) Tidal Signals on the Microseismometer:
The QM Vert 2016 dataset is taken over 112 hours. As a result, it is possible to observe tidal frequencies in the record [5] , [12] . However, a temperature dependent signal in the data would obscure this tidal signal. Figure 8 shows the results for the temperature decorrelation method applied to the QM Vert 2016 dataset. The decorrelated time series contains a significant component also seen by the reference seismometer at the M2 tidal frequency, which is not observable in the uncorrected time series in the inset figure. Moreover, the self-noise estimate of the sensor now continues to follow the power law seen up to 1 × 10 −5 Hz with an improvement ratio of up to 28. This demonstrates the ability of Algorithm 2 to recover physical signals accurately and so provide a seismometer output for a wide range of science applications.
The overall temperature variation in this experiment is the lowest of the datasets, as seen by the variance of T die and T (in Table I ). Due to this low variation, the temperature of each part of the system was coupled to T die . Therefore, α does not contribute significantly to the acceleration response and so is poorly determined. Furthermore, the obtained α die parameter is not representative of just the sensor. Specifically, the feedback electronics board used in this test was known to have a high temperature sensitivity, subsequently corrected for the QM Vert 2017 and FM tests.
2) Cold Testing of the Microseismometer:
The results for the low temperature test are shown in Figure 9 with the thermal model parameters determined as α die = −1.080 ± 0.016 × 10 −4 ms −2 /K and α = −6.1 ± 6.9 × 10 −4 ms −2 /K. Again in this test the T die component is much more significant to the acceleration response than the T signal and so α is poorly determined. Notice that the linear sensitivity parameter, α die is 1.42 × 10 −4 ms 2 /K greater than the α die value obtained from the QM Vert 2017 test. This corresponds to the tilting in the cold test rig mount caused by the large temperature difference between the chamber and the ambient. As the ambient is relatively constant, the temperature difference is proportional to T die and so the α die coefficient also accounts for its effect. The tilt from the test rig is equivalent to 1.49 × 10 −5 rad/K, a low value indicative of the careful thermoelastic design of the cold test rig.
VI. CONCLUSION
A sensor fusion based method for transfer-function correction using a Kalman filter has been introduced. This has been applied to a MEMS microseismometer designed for the NASA InSight mission to Mars. The novel approach utilizes the complementary properties of a seismometer's mass position and velocity outputs to counteract the ill-posedness of current conventional methods. Furthermore, a thermal model of the microseismometer's acceleration has been introduced. It has been shown that this can be integrated into the transfer-function correction method and implemented for thermal decorrelation of the microseismomter's acceleration signal. The proposed methods are based on obtaining an accurate full-band acceleration response in order to remove the thermal contribution with a physics-based model. As a result, the method is limited by two aspects: the fidelity/SNR of the acquired data and the range for which the coupling applies for the physics-based model. For example, as shown in Figure 7 , the quantization of the FM mass position can cause an erroneous fusion for certain bandwidths.
Experimental results confirmed that this technique successfully removes the thermal component from the data for bandwidths < 1 × 10 −2 Hz. For the temperature sensitivity tests and the cold test the acceleration signal has been recovered to the level of the sensor noise/second-order effects with a thermal attenuation of 25-50. The ambient temperature tests with a reference show that the signal can be recovered to reveal tidal signals with the estimated sensor self-noise following a single power law. The performance of the passive thermal compensation technology incorporated in the sensor is also validated. Such performance characteristics and mass of the microseismometer have been suggested as the baseline for the seismic instrument in NASA's Europa Lander Study by its Science Definition Team [28] - [30] . In this and other applications, the demonstrated ability to implement a virtual vault will contribute to the maximum retrieval of seismic information from the sensors.
APPENDIX A IMPLEMENTATION OF THE K-TF AND K-TF+T METHODS
In this section we provide MATLAB code and implementation notes for the proposed K-TF and K-TF+T methods introduced in Section IV. Each method implements the Kalman filter in Algorithm 1 which requires: (i) a row vector of N samples for the measurements, z, and the forward model inputs u, (ii) the forward model and measurement equation matrices F, B and H and (iii) the noise covariance matrices Q and R.
The input to the forward model, u ∈ R 1×N , is given by the acceleration response derived from the velocity channel, a V E L , for both the K-TF and K-TF+T methods. To obtain the N data samples, the logged data are first scaled by a gain factor and the transfer-function is provisionally corrected using the frequency division method described in Section III-B which yields the velocity response to be differentiated. For the K-TF method the measurement samples z ∈ R 1×N are given by a P O S , which is obtained from a scaling of the raw mass position outputs by a gain factor. The frequency response does not need to be corrected as it is flat in the required bandwidth. The K-TF+T method also requires the calibrated temperature signals T die and T which are concatenated to give the measurement samples data matrix z = [T die , T, a P O S ] T ∈ R 3×N .
In the K-TF method, the matrices F ∈ R 2×2 , B ∈ R 2×1 , and H ∈ R 1×2 are given in (9) and (11) whereas for the K-TF+T method, the forward model (F and B) is unchanged but the measurement model matrix H ∈ R 3×2 is given in (13) . The noise covariance matrices Q = σ 2 F M I and R = σ 2 M I are modeled as identity matrices scaled by the noise variances, σ 2 F M and σ 2 M which are determined depending on the desired mixture of the two predictions. Listing 1 provides code to provide the inputs for the Kalman filter for the K-TF method. Listing 2 shows the updated measurement equation required for the Kalman filter inputs in the K-TF+T method. The output state vector, x, consists of the estimate of the microseismometer acceleration response, a μS , and the correction error, a err . In Listing 2, the code is given for the least-squares regression to recalculate the thermal model parameters from the K-TF+T output. This code can be used to implement Algorithm 2.
