The simulation of curvature driven growth in grain boundary systems is becoming an important tool in understanding the behavior of microstructure evolution and there is much distinguished work in this subject. Here we address the mesoscale simulation of large systems of grain boundaries subject to the Mullins equation of curvature driven growth with the Herring force balance equation imposed at triple junctions. We discuss several novel features of our approach which we anticipate will render it a flexible, scalable, and robust tool to aid in microstructural prediction. What is the result of the simulation? We discuss what such a simulation is capable of predicting, taking as a prototype the histogram of relative area population as it changes through the simulation. We do not use this data to seek the best distribution, like Hillert, Rayleigh, or lognormal. Instead we treat the set of distributions as the solution of an inverse problem for a time varying function and determine the equation they satisfy. This results in a coarse graining of the complex simulation to simpler system governed by a Fokker-Planck Equation. Even so, fundamental questions concerning the predictability of simulations of large metastable systems arise from these considerations.
Introduction
In this paper we discuss our results, preliminary to date, about large scale simulation of twodimensional grain growth. Our simulations are termed mesoscale because the evolution is based on thermodynamical theories of Mullins and Herring applicable at the scale of grain boundaries and grains. Here we focus on normal grain growth. There are two parts to this enterprise. The first is simply to simulate accurately curvature driven grain growth complete with the resolution of the boundary condition imposed at triple junctions. The technique we employ is novel since we directly solve the differential equations governing the evolution of the grain boundaries and have no need to discretize the grains themselves. This data structure is one dimensional. Frost et al. have introduced a similar simulation algorithm for curvature driven grain growth based on a numerical estimate of curvature on discretized boundary segments, [9] . For related work on direct verification of curvature driven grain growth using a front tracking model, see Demirel et al. [7] . Simulations of grain growth based on Monte Carlo techniques have their origin in [3] , [18] .
What is the result of the simulation? The second part of this effort is directed toward this question. Our objective in undertaking this program is to estimate mobility during grain growth by designing a simulation that can be calibrated to agree with experiment, cf. Adams et al. [1] , [2] . If we wish to find agreement between experiment and simulation for purposes of model or parameter verification, we require some notion of what agreement means. Computational fluid dynamics (CFD) simulations, where pressures and velocities are computed as solutions of differential equations, have the values of these functions as answers. Likewise, Monte-Carlo techniques interrogate a partition function with known randomness. Here we are simulating a large metastable system whose local details are completely deterministic but whose ultimate answer is subject to coarse graining and is statistical. From these properties emerge a fundamental issue: we should be able to derive by theory those features of a simulation that can be predicted. In fact, at this point we have no idea how to do this.
A first place to begin is normal grain growth, constant energy and mobility, and to focus on the histograms of relative area ρ(x,t), where x denotes area/(average area at time t). Success here, at the level of computational experiment, will provide us with the evidence we need to pursue the main issue while at the same time calibrating future simulations where more complicated and realistic choices of energy and mobility parameters are used. Our approach is to regard the histograms as the solution of a time dependent partial differential equation and to use inverse methods to find the equation. In our present situation, after a short time, ρ(x,t) assumes a nearly constant profile, that is, it is self similar, and so we adopt a simplified technique. We discuss the equation it satisfies and explain the origins of diffusion in the system and its estimation. A simulation of this new equation shows general agreement with the observed dynamics of ρ(x,t).
Review of theory of grain growth
The theory of grain growth may be found in Herring [11] and Mullins [15] . The energy density or line tension of a grain boundary
, n normal, and α lattice misorientation across Γ is given by a function
The energy of Γ is
The first variation of E determines the line stress, sometimes called the capillarity vector, Cahn and Hoffman [6] , In equilibrium,
where κ is the curvature. Of course this means typically that κ = 0 and Γ is a straight segment in static equilibrium.
During evolution, the normal velocity v n of Γ and dT/ds are related by
Consider three curves Γ
, Γ (2) , Γ (3) separating three grains and meeting at a triple junction x 0 = ξ (i) (0), i = 1,2,3, and with their other endpoints fixed. The energy of this system is
which, in equilibrium, satisfies
for all variations that maintain the triple junction condition and hold the other endpoints fixed. This leads to the well known equations 
We have two comments about this. First, the Herring Relation is a consequence of equilibrium. In (2.4) κ = 0, so it does not reveal any information about the energy γ. In (2.5), µ and γ are coupled in a special way. However in (2.7), the only constitutive function is γ. Thus the combination of (2.5) and (2.7) shows that the mobility and the energy are independent functions and thus we can seek to determine them or assign them in simulation separately.
Unlike the stationary system, we must prescribe the boundary condition at triple junctions during evolution. Given a system of three evolving curves t
Γ meeting at a triple junction x 0 (t), we may compute its energy
The rate of energy dissipation of E is easily found to be, using (2.5),
where v(t) is the velocity of the triple junction. The first term in (2.9) is negative and the second is the inner product of v(t) with the expression (2.7). Thus if the Herring Relation is satisfied during the growth process, the system is dissipative, i.e.,
and we may expect it to evolve to equilibrium. We have shown this to be true for systems initially close to equilibrium [13] . There are other choices of boundary conditions that are dissipative but the Herring Relation is the simplest available to us. We impose the Herring Relation in our present simulation.
Description of the algorithm
In this section we describe algorithmic features of the grain growth simulation. The major components involved are grain boundaries, (GB), triple junctions (TJ) and the grains themselves. The first two are actually computed during the simulation; they determine the grains, whose statistical properties are subsequently collected in the histograms. Hence, as we mentioned in the introduction, the data structure is only one dimensional. Here are some characteristic features of these components. Each grain boundary is determined by a finite subset of its points (a discretization), two triple junctions (the ends of the GB), and two grains for which this GB is actually the boundary. A triple junction is defined by its position and three incoming GBs. A grain is given by its boundary, i.e., by a set of GBs.
First, we discuss how to discretize grain boundaries and how they are evolved. In our simulation the k th grain boundary at time t is defined by a finite set of uniformly distributed grid points x k (1,t), …, x k (n k ,t) in the plane. The first and the last grid points are triple junctions. Mesh sizes, i.e., the distance between neighboring grid points on the GB, for all grain boundaries are comparable, held to the range
where the standard mesh size h is determined at the beginning of the simulation. It depends on the average grain boundary size of the initial configuration. Remeshing to maintain (3.1) is executed after each time step.
Each advance in time has two steps. First the grain boundaries are moved and then the triple junctions are moved to enforce the Herring Relation. Grain boundaries evolve according by curvature, i.e., (2.5). In our simulation it is implemented using finite difference approximations, and applying an explicit scheme:
x k (i,t) position of the i th gridpoint of the k th GB at time t τ s time step of simulation
For stability, we choose τ s = h 2 (Courant-Friedrichs-Lewy condition), however in practice this requirement can be weakened since most of the GB's are smooth and their displacement is small even for larger choices of τ s . (3.2) applies at interior points.
At endpoints the Herring Relation must be imposed. This is discretized using just the triple junction and its first neighbors on the three curves. Suppose a given TJ has incoming GBs k = a,b,c with an interior grid point r k x nearest the TJ (r = 1 or n k -1). The position x 0 of the TJ must satisfy
When torque terms are present, as in future implementations of the model, more points must be used.
Two events must be considered: the extraction of small edges and the absorption of small grains. After extraction of a short GB, a quadri-junction is temporarily created. This configuration is unstable and it immediately tries to return to two triple junctions. This can be done by creating two new triple junctions and a grain boundary which connects them. The plan is to choose two pairs of GBs (each pair must consist of neighbors, i.e., boundaries of the same grain), and then add a new GB, so that each pair plus the new GB creates a triple junction. There are two choices of these pairs: the old one, when both GBs from the pair were incoming for the same TJ in the previous (before extraction) configuration; the new GB will be then somewhat similar to the extracted GB. Another option is to choose each pair so that it consists of one GB from each of the old TJs, then the new GB will be approximately orthogonal to the extracted GB. Details of the choice strategy, based on assuring stable evolution, are in [14] . This is equivalent to a topological switching event.
The quadri-junction mechanism becomes problematic if there is more than one GB to be extracted in some closest neighborhood (for example, if some TJ is part of two short GBs). This can often happen if the GBs of small grains are considered. We found it beneficial for the simulation performance to replace successive extraction of short GBs by an extraction of the whole small grain. We apply the algorithm that goes through all GBs of this grain and calculates the energy changes in the configuration obtained from the current one by erasing this particular GB. The configuration that has the minimum energy is then chosen, the corresponding GB is erased, and the region occupied by the small grains is subsumed into the second grain of this GB.
In writing these subroutines were were guided by the simulations of Haslam et al. [10] .
Simulation
Simulations employing the algorithm described in §3 were executed for configurations of initially 5000 to 25,000 grains with γ = µ = 1. To initialize a simulation, a starting configuration was generated in a manner reminscent of the Johnson-Mehl mechanism: Discs are grown about randomly placed centers in a planar region. When points on two circumferences touch, growth there stops while the remainder of the originally disc-like set continues to grow. The process continues until the planar region consists entirely of the grown region. Points which lie on the exterior boundary of the region are held fixed during the simulation. In this way, at the end of the simulation, a population of grains survives, analogous to the typical experimental situation. Both the initialization and the exterior boundary condition may contribute to the outcome. We discuss this in the Conclusions section. Figure 1 shows that the average area per grain increases linearly with time t. This is in agreement with Burke-Turnbull [5] , Mullins-von Neumann [16] , and all subsequent theories and simulations of uniform grain growth. denote our independent variable and choose points x j = jh, j = 0…M and intervals U j = {| y -x j | < 1 2 h }, j = 1…M. Let N j (t) be the number of grains of relative area y for y ∈ U j , N(t) the number of grains present at time t, and
Grains which remain fixed at the extremities of the configuration, cf. §3, are not included in the histogram. Figure 2 shows the plots of ρ(x,t) for t = t k = k × 1000 × τ c = 1.66k, k = 0,…,16 
The relative histograms and their equation
Given the small amount of data we presently have, we shall exploit the high degree of selfsimilarity shown in Figure 2 to abbreviate our general inverse method to two steps. First we assume that the average
is an equilibrium. From this we can easily derive the general shape or form of a potential or driving force. Second we shall interrogate the data to estimate an effective diffusion coefficient.
Let us remark on the robustness of φ. In Figure 3 we plot ρ a (x,t), t = t 10 , for a = the full configuration, a = the central 3/4 of the configuration, and a = the central half of the configuration and φ. Similar agreement was obtained when we plotted ρ a (x,t), t = t 10 , for simulations of initially 5000, 10000, and 25000 grains and φ.
There are many theories of the governing equations of ρ and the statistical distribution of φ. Typically they are derived from a continuity theory for ρ and have the form Louat derived a Rayleigh distribution for 2D grain growth based on an ad-hoc diffusion model for coarsening of the grain structure [15] . Atkinson points out that there is no known physical reason for the diffusion coefficient in (5.3) [4] . Mullins shows that in order for there to be a diffusion coefficient in (5.3) when derived from a continuity equation, the elapsed time between grain switching events, as described at the end of the §3, must be on the scale of molecular diffusion, which is not feasible, [17] . Nonetheless, we may surmise that there may be a positive σ, not yet taken to be constant, for other reasons. Our histograms ρ(x,t) are one-point statistics that do not completely characterize the configuration and thus there is information loss or disorder in the resulting system. Disorder is measured by entropy and entropy gives rise to a diffusion term in the equation.
An equation of the form (5.3) whose stationary solution (with respect to natural boundary conditions) is φ(x) with drift function b may be determined by the relation
where Z is a normalizing constant chosen so that φ has integral 1. We now determine a "shape" for ψ,
Having agreed to seek an equation of the form (5.3), an estimate of the diffusion coefficient is available from the statistics of the data in this way: We may regard each of the N j (t) points in U j as the position of a sample path of a random walk after t/∆t steps and these trials have a mean proportonal to h and variance v proportional to ( 1 2 h) 2 . Our diffusion coefficient is We explain this and its relationship to the Chapman-Kolmogorov Equation of a Markov process in more detail in [14] . On the basis of data collected from a 5000 grain simulation, the coefficient is nearly constant at approximately σ = 0.18, Figure 5 .
Finally, with our ψ and σ we simulated (5.3) with an initial condition of Gaussian, mean x = 1, similar to ρ(x,0), for a time of approximately t 8 = 13.28. In doing this, we actually replaced ψ' by a simpler piecewise linear approximation. Figure 6 suggests a surprising agreement of the dynamics of the approach to equilibrium in the true simulation, given in Figure 2 , and the coarse grain approximation we have derived for it. (Perhaps a more convincing way to verify this agreement would be to execute the grain boundary simulation for a statistically wide class of initial configurations, but at this writing, our initial configuration generator does not have this capability.)
Conclusions
The long term objectives of this work are to provide large scale simulations of evolving microstructures and to establish their predictive capability. Here we have attempted this program for normal grain growth in two dimensions by a. providing an accurate simulation of the equations governing curvature driven growth with attention to the appropriate boundary conditions, and b. deriving a coarse grained description of the relative area histograms that result from the simulation in terms of a Fokker-Planck equation.
A challenge, not only in this exercise but in all information related issues that derive from the simulation of large scale metastable systems, is to understand the basis of the coarse grain description.
There are several features of the present work that will be improved. These include permitting grain boundaries on the boundary of the computational configuration to move and collapse and revising our initialization procedure to admit more statistically diverse starting configurations. 
