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ABSTRACT 
We consider the problem of embedding an n X n nearly decomposable (0,l) 
matrix A into a staircase matrix with L diagonals, where L is as small as possible. We 
obtain an upper bound for L depending on A and use this bound to obtain a lower 
bound for the minimum value of the permanent over F(A), the face of the n X n 
doubly stochastic matrices determined by A. We show that some n X n nearly 
decomposable matrices have L = R(G). 
1. INTRODUCTION 
A square (0,l) matrix of the form 
is called a staircase matrix [S] if the (i,j> block Dij is a zero matrix for 
i + j < k and is a matrix all of whose entries are 1 for i + j 2 k + 1. D is said 
to have frame u = (pl,. . ., pk; qk,.. .,9,), where pi x 9k+,-j is the dimen- 
sion of the (i,j) block of D. 
For l<L<n--1, let A,,, denote the n x n (0,l) matrix whose (i,j) 
entry is 0 if i + j Q n - L and is 1 otherwise. Note that A,,, is a staircase 
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matrix with frame (l,l,..., L+l;l,l,..., L+l) and k=n-L. We say that 
A Il.L has L diagonals. The diagonals are sets of the form {(a,b)l a <b, 
a + b = n - i}, 0 < i Q L - 1. We denote by K, the n X n matrix of 1’s. We 
let A,,, = K,. 
Let A = [aij] be an n X n nonnegative matrix. If n > 1, A isfully 
indecomposable provided there do not exist permutation matrices P and Q 
such that 
where X and Y are square nonempty matrices. If n = 1, then A is fully 
indecomposable if and only if A is positive. Let Eij denote the n X n matrix 
with 1 at (i, j) and 0 elsewhere. A = [aij] is called nearly decomposable [9] if 
A is fully indecomposable and A - aijEij is not fully indecomposable for all 
positive aij. 
The set of n X n doubly stochastic matrices is denoted by fi2,. If B = [ bij] 
is an n X n (O,l> matrix, we define F(B) = {Xij] E R, ) xij < bij}. We let f, 
be the minimum value of the permanent of an n X n nearly decomposable 
doubly stochastic matrix. In [6] it was shown that f, = l/2”-’ for 2 < n < 9. 
Brualdi [l] has shown that the minimum value of the permanent over 
F(A.,,) is also l/2”-‘, with equality if and only if Xii = $ for i + j = n and 
X,, = X,, = i. Therefore, if one could show that for each nearly decompos- 
able A E 0, there exist permutation matrices P and Q with PAQ < A,,,, 
then one would have f,, = I/2”- ‘. Unfortunately, there are nearly decom- 
posable matrices for which no such P and Q exist, as we show in Theorem 
2.2. Nevertheless, the approach of bounding f,, by embedding the nearly 
decomposable matrices into some staircase matrix does yield a lower bound 
for f,, which is better than the van der Waerden-EgoryEev bound [4, 5, 10, 
131 of n!/n”. Hence, in this paper we consider the following question: Given 
an n x n nearly decomposable matrix A, determine the smallest integer L 
such that there exist permutation matrices P and Q with PAQ < A,.,. In [3], 
L is called the semibandwidth s’(A) of A. 
We shall rely on the use of the bigraph of a matrix for some of the proofs. 
We define the bigruph G(A) of an n X n matrix of nonnegative integers 
A = [aij] as follows: G(A) has vertices S U T, where S = {u,,. . .,o,,} and 
T=(w 1,. . . , w,). Two vertices zji and wj are joined with k edges if aij = k. 
If k > 1, each of the k edges is called a multiple edge. If A is a fully 
indecomposable (0,l) matrix, the edge e of G(A) is said to be remozjable if 
G(A) - e is the bigraph of a fully indecomposable matrix A’. S is called the 
row vertices of A, and T is called the cohmn vertices of A. We call A a 
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matrix representation of G(A). Permutations of the rows and columns of A 
correspond to a renumbering of the vertices of S and T, respectively. Thus, 
to show PAQ<A,,, it is sufficient to show that G(A) is a subgraph of 
G(A,, L). We define the sum of two vertices ui and wj to be i + j. 
If G is a bipartite graph, then E(G) denotes the edges of G, and V(G) 
denotes the vertices. If X c E(G), and X contains no multiple edges, the 
expansion of G with respect to X, G’[X], is the bipartite graph obtained by 
replacing each edge of E(G)- X by a path of length 3. Note that G’[X] has 
no multiple edges. 
Let u be a vertex of G. The degree of v is denoted by 6(v). The vertex is 
called divalent if 6(u) = 2 and is called a node if 6(v) > 3. If X c V(G), 
define N(X) = {y ] y is adjacent to a vertex of X). K,, r denotes the complete 
bipartite graph on 2r vertices. If v is a divalent vertex 
of G with respect to v, G,, is obtained by deleting 
identifying its two neighbors to form a new vertex v’. 
We shall need the following result of S. G. Hwang 
4.21: 
of G, the contraction 
v and its edges and 
[8, Theorems 3.5 and 
THEOREM A. Let D be a fully indecomposable staircase matrix with 
frame a=(p,,...,pk; 4k,...,91), and let 
n1 = q17 




min{per(X)]XEF(D)}= fi *, 
i=t nrlrj! 
where O”= 1. 
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We shall also need the following result of Roberts [14, Theorem 4.101: 
THEOREM B. Let G be the bigruph of an n x n nearly decomposable 
(0,l) matrix A, where n > 3. Suppose G does not have a divalent vertex 
whose adjacent vertices are nodes. Let v be a divalent vertex and w a divalent 
vertex adjacent to v. Denote the unique vertices adjacent to v and w, 
respectively, by a and b. Then G, is a graph. Furthermore, one of the 
following is true: 
(1) G, is the bigraph of an (n - 1)X (n - 1) nearly decomposable (0,l) 
matrix A’, or 
(2) the edge v’b is removable from G,, and in this case the graph 
G” = G, - v’b is the bigraph of an (n - l)X(n - 1) nearly decomposable 
(0,l) matrix A”. 
We shall also need the following facts: Suppose A is an n x n nearly 
decomposable matrix. The number of positive entries in A is at least 2n and 
at most 3n -3 [2, 12, 141. The upper bound implies that A has at least three 
rows (columns) with exactly two positive entries, so that G(A) has at least 
three divalent row (column) vertices. If 2; is divalent in G and its neighbors 
are nodes, then the contraction of G with respect to 0 is the bigraph of a 
nearly decomposable matrix [14, Theorem 4.91. If n > 2, then A has no 2 X 2 
submatrix with positive entries [7, 121. Equivalently, G(A) has no 4-cycle 
ml. 
2. RESULTS 
LEMMA 2.1. Let A be an r X r matrix of nonnegative integers and 
X c E(G(A)), where X contains no multiple edges. Let n equal the number of 
row vertices of G(A)‘[X]. Then G(A)“[X] is a subgruph of G(A,,,). 
Proof. If X = E(G(A)), th en G(A) has no multiple edges, A is a (0,l) 
matrix, and n = r. Since A, n = K,, the result is clear. So we assume 
X + E(G(A)). We shall construct a labeling of the vertices of G(AY[X] such 
that if (x, y) is an edge of G(A)‘[X] then x + y > n - r + 1. This will prove 
that G(A)e[X] is a subgraph of G(A,,,). 
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Define P(r,n,G) to be true if G is G(A)“[Xl for some X and some A, 
r<n-1 and: 
(a) the row vertices of G are labeled zii,. . . , zj,, 
(b) the column vertices of G are labeled wi,. . . , w,, 
(c) edges of G(A) have their end vertices within (U _ n r,...> o }u n 
{w - n F7.f.’ WJ> 
(dlif(r,y)isanedgeofG,thenx+y>n-r+l. 
Clearly, if P(r, n, G) holds, then G is a subgraph of G(A,,,). 
If X = E(G(A))-{e) for some e E E(G(A)), then n = r + 1 and it is easy 
to find a labeling such that P(r, r + 1, G(A)“[ X]) holds. 
Claim: If Y c E(G(A)), Y has no multiple edges, Y #0, y E Y, and 
P(r, m, G(A)“[Y]) holds, then P(r, m + 1, G(A)“[Y -{y}]) holds. Since 
P(r, r + 1, G(A)e[ E(G(A))-{e)]) h o Id s, we can apply the claim repeatedly to 
conclude that P(r, n, G(A)“[ X]) holds. 
Let y = (vi, wj). Since y E E(G(A)), we have i > m - r and j > m - r. 
Let G’= G(A)“[Y -{y)]. 
We label G’ as follows: 
(1) Change the labels v2, vs,. . . , v,,, to be vs, v4,. . . , v,+~, respectively. 
(2) Change the labels w ,n-r>...,W,” to be w,,,-,.+ ,,..., wtn+,, respec- 
tively. 
(3) Adjoin new vertices va and w,,,_r. 
(4) Add new edges (u~,w,,,_,), (v,,wj+il, and (vi+i, w,,_,l, and delete 
the edge (ui+i,wj+i). 
It is clear that conditions (a)-(c) hold for G’. We check condition (d): 
Vertices v2 and w,,_, are divalent, and we have v2 + w,_, = 2-t m - r 
=(m+l)-r+l, v,+w. =2+j+1>2+m-r+l=(m+l)-r+2> 
(m+l)-r+l, and r;,+,~~,,_,=i+lfm--r>(m+l)--r+l.Thus (d) 
holds for the new edges. If (u,, w,) is an edge of G(A)e[Y], then for p z 1 it 
will become (vP+ i, w,~) in G’, where s = 9 or s = 9 + 1. Since p + 9 > m - r 
+ 1, we have vp+ 1 +~,~=p+l+s>(m+l)-r+l. For p=l, we have 
1+9~m-r+1,so9~m-r.Therefore,(u,,w,)becomes(v~,~~+~)and 
"l+wy+l = 1+ (9 + 1) > (m + 1) - r + 1 again. Therefore, P(r, m + 1, G’) 
holds. n 
THEOREM 2.2. jet n = r(r + 1). ZJG(K,.)“[IZI] is a subgruph ofGC4.J 
then L > r - 1. Moreover, G(KJ[0] is a subgruph ofG(A,,,_,). 
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Proof. Let G = G(K,)e[O]. Since G is a subgraph of G(A,,,), there is a 
labeling of the vertices of G such that if (vi,wj) is an edge of G, then 
ui + wj > n - I, + 1. Let i be the smallest integer for which oi is a (row) 
node of G. Define X = (t~r,na,. . . ,vi}. Since the first i rows of A,,, meet 
i + L columns, it must be that the first i row vertices of G meet at most 





W = N(Z) f~ (column nodes of G} 
These sets are shown in Figure 1. 
Then ]YI = T, ]ZI = IWI, and IX\= i = 1+ IZI+ IZ’I, and we have 
]N(X)J>S(uj)+]WI+]Z’I=r+]ZJ+(i-l-]ZI)=r+i-1. 
Hence r + i - 1~ IN(X)] < i + L, so L > r - 1. 
We now show that L can in fact equal r - 1 by exhibiting a matrix A and 
permutation matrices P and Q such that G(A) = G and PAQ < A,,,_ r. Let 
FIG. 1 
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E,, be the r X r matrix with (i, j) entry equal to 1 and other entries 0. 
Define 
E = i E,j, 
j=l 
Hi = Eli + Ejl + I, - El1 - Eji, i > 2, 
B = I, - E,,, 
r-2 
N= C Ez,i+l’ 
i=2 
C= 2 Ei,j_,, 
i=2 
G = G(K,)[0], 
o=o,, 
and 
so that A is a matrix representation of G. Let I,_ be the T X T matrix whose 
(i, ) entry is 1 if i + j = r + 1 and 0 otherwise. Define 
P= 
Xl c 0 . ..oo 
0 N’-‘BC *,. 0 0 
E 1,2 0 
N’-2B . . . 0 0 
E 
1.3 0 0 ,..oo . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
E l,r-1 0 0 . . . NB C’-’ 
E _ 1.r 0 0 **.OB 
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0 0 ... 0 L, 0 
0 0 ... 0 0 L, 
Q= 0 0 -‘* L,. 0 0 . 
o’ .L,’ . ‘..... . . b; .b’ . ‘o. 
L, 0 ..* 0 0 0 
One can easily check that P and Q are permutation matrices. We verify that 
PAQ < A,,,_i. First, we compute AQ by block multiplication: 
H,E H,_,E H,_,E ... H,E 0 E 
0 0 0 ..* 0 L, L, 





AQ= . . ., . . . . . . . . . . . . . . .‘. . . . 
0 0 L, .** 0 L, 0 
0 L, 0 ..’ 0 L, 0 
L, 0 0 ... 0 L, 0 
Claim: (PAQ),, = 0 if i + j < r, where i and j are block indices. If i = 1 
and j<r-1, then P,,,(AQ)(j)= E,,H,+,_jE=O. If i=2 and j<r-2 
then P,,,(AQ)‘j’ = 0, and if i 2 3 and j < r - i then P,,,(AQ)‘j’ = 
El,i-lHr+l-j E = 0, so the claim is established. 
The elements on or below the diagonal D = {(i, n - r + 2 - i) 11~ i < n - 
r + l} are irrelevant, so we do not check them. The blocks which have 
elements above this diagonal, and are not already known to be 0, have 
coordinates (1, r), (2, r - 11,. . . , (r, 1). For 3 < i 6 r, Phi,“+‘-” = 
E,,,_,H,E + C’-‘L,=C’-‘{, and C’-’ =C;=iEk,k_i+l, so if we look at 
where D in A, r_ 1 meets C’- ‘, namely in positions (2, r), (3, r - 11,. . . ,(r,2), 
we see that dip’L, has its l’s below D. Finally, for i = 1,2 we have 
P&4Q)‘“+‘-i) = CL, so that the l’s of CL, are on D. Hence PAQ < A,,,_ i. 
n 
REMARK. Since n=r(r+l)=(r+i)“-i, we have r-l=(n+$)“” 
-i. This means that when n is of the form r(r + 1) one needs at least 
a(&) diagonals in order to embed all n X n nearly decomposable (0, 11 
matrices. We conjecture that one never needs more than O(6) such 
diagonals, that is, the semibandwidth of an n X n nearly decomposable 
matrix is at most O(G). 
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LEMMA 2.3. Let A be an n X n nearly decomposable (0,l) matrix with 
bigraph G. Suppose that for every divalent vertex v of G, the contraction of G 
with respect to v is not the bigraph of an (n - 1) x (n - 1) nearly decompos- 
able (0,l) matrix A’. Then there exists an s X s matrix C of nonnegative 
integers, and a set X c E(G(C)), where X has no multiple edges, such that 
G = G(C)e[X]. Moreover, G(C) has no divalent vertices. 
Proof. G has divalent vertices. If one of them, say v, is adjacent to two 
nodes, then G, will be the bigraph of a nearly decomposable matrix. Hence, 
every divalent vertex is adjacent to another divalent vertex. Suppose some 
divalent vertex v is adjacent to two divalent vertices, say a and w. Then G, 
will be the bigraph of a nearly decomposable matrix. This is so because by 
Theorem B, if G, were not nearly decomposable, the edge v’b would be 
removable. But this edge is incident with v’, which is divalent in G,. Since 
we are assuming G, is not the bigraph of a nearly decomposable matrix, we 
have a contradiction. Thus, every divalent vertex lies on a S-path of G. Form 
G’ by replacing each such S-path by a single edge. Let X be all the edges of 
G’ except the ones that were obtained by replacement of 3-paths. Let C be a 
matrix representation of G’. Then G = G(C)e[X], and X has no multiple 
edges. If v is divalent in G(C), let N({v}) = (a). If a and b are nodes in 
G(C), then G, must be the bigraph of a nearly decomposable matrix, a 
contradiction. Hence, a or b is divalent; say a is. If b is also divalent in 
G(C), then in G we have a d-path with three divalent vertices, so again G, 
must be the bigraph of a nearly decomposable matrix. Let N ({a)) = {v, w). 
Then w is a node, so (w,a,v, b} is a 3-path in G(C). Each of the edges 
(b, v), (v, a), and (a, w) is in X, else G would be contractible to the bigraph 
of a nearly decomposable matrix. Hence, we can replace G(C) by the graph 
whose vertices are V(G)-(v, w} and edges are E(C)-((u, b),(w, a),(a, w)} 
U {(b, w)}, and C by an (s - 1) X (s - 1) matrix. This process can be repeated 
until G(C) has no divalent vertices. n 
THEOREM 2.4. Zf n > 2 and A is an n X n nearly decomposable (0,l) 
matrix, then G(A) is a subgraph of G(A,,,) where r = max(number of row 
nodes of G(A), number of column nodes of G(A), 1). 
Proof. We induct on n. The result is easily checked for n = 2,3, so 
assume n 2 4. Let G = G(A). There are two cases: 
(a) G has a divalent vertex o such that G, is the bigraph of an 
(n - 1) X (n - 1) nearly decomposable (0,l) matrix A’. 
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(b) For every divalent vertex o, G, is not the bigraph of an (n - 1) X 
(n - 1) nearly decomposable (0, 1) matrix A’. 
In case (a) we will construct a labeling of V(G) such that if (ui,wj) is an 
edge of G, then vi + wj > n - r + 1. Now G, is a subgraph of G(A,_,,,) by 
the induction hypothesis. Hence there is a labeling of the vertices of G, such 
that if (vi, wj) is in E(G,., then i + j 2 n - r. In G, let NC(u)) = (a, 6), and 
suppose a and b are identified to form v’ in G,. Suppose v’ is a row vertex 
of G, say u’= zli. (The case where o’ is a column vertex is similar.) Let 
j = n - r - i. Relabel row vertices ui + ,, . . . , zj,, _ 1 as ti i + 2, . . . , on, respectively. 
Suppose wj E N((u’)) in G,. We have N((&n N(b)) =0, since G has no 
4-cycle when 12 >, 3. If wj E NC(b)), in G let b = ui+ 1 and a = oi; if wj E 
NC(a)), then let b = oi and u = z)~+ i. If wj @ N((v’)), just let b = ui+ 1 and 
a = oi. Relabel column vertices wj+ i, . . . , w, _ 1 as w~+~, . . , w,, respectively, 
and let v = wj+i. 
See Figure 2 for a picture in the case wj E N((b)). 
Claim: if (v,, w,) E E(G), then or, + wq B n - r + 1. Let e = (u,~, w(,). 
Suppose e E E(G,). Let e = (ux, w,), where o, and wy are the old labels of 
G,. If x < i, then y > j, so (v,, w,,) = (o,,wy+i) and ‘p + y = x + y + 12 n 
- r+l. If y<j then x>i, so(~)~~,w,,)=(~~+~,w~,)and p+q=x+l+y 
> n - r + 1. Hence we may assume x 2 i and y 5 j. If x = i, then y # j 
since e E E(G,), so y > j and again p + q 2 i + j + 1 = n - r + 1. If x > i, 
then (u,, w,) = CD,+ i, w,), so again p + q > n - r + 1. Finally, if e is not in 
E(G,), then e must be either (vi, wj+ i) or (ui+ i, wj+i> in the labels of G. 
We have oi + wj+, = i + j + 1 = n - r + 1, so this case is done. 
In case (b), by Lemma 2.3, G = G(C)P[ X] for some s X s matrix of 
nonnegative integers, where X c E(G(C)) and X has no multiple edges, and 
G(C) has no divalent vertices. We have s = r, since G(C) and G(C)e[X] 
have the same number of row (column) nodes. By Lemma 2.1, G is a 
subgraph of G(A_) = G(A,,,). n 
COROLLARY 2.5. Let A and r be as in Theorem 2.4. Then 
min{perXIX E F(A)] >, ( &)r’“rP1’&. 
Proof. We know by Theorem 2.4 that min(per X 1 X E F(A)) > 
min(per X 1 X E F(A,,,)). We apply Theorem A to find minIper X 1 X E 
F(A,,,)]. Since the frame of A,,, is (1, 1, . . , r + 1; 1, 1, . . . , r + l), we have 




k = n - r and 
n,=r+1, l<i<n-r, 
1 0 ?Ti = if i=l, r if i>l, 
so this minimum is 
r 
(-_) 
dn-r-l) r. I 
l+r (r+l)" 
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FIG. 3. 
REMARK. One can also seek the minimum n = n(L) for which every 
n X n nearly decomposable (0, 1) matrix A has G(A) as a subgraph of 
G(A,>,). We saw that one needs L = 2 in order to embed G(K,)“[0] into 
G(A,,,). The representation matrix has size n = 12. It turns out that there 
exists a 9X9 matrix which also needs L = 2. Let 
so G = G(A)“[O] has order 9. To show that G needs L = 2, we observe if we 
had an embedding into A,, Ir then there must be a subgraph of G for which 
six row vertices meet only seven column vertices. There is a unique such 
subgraph (up to isomorphism), H, shown in Figure 3. But within H every 
four row vertices meet at least six column vertices, a contradiction. Hence 
L > 2. This shows n(2) < 9. 
The author wishes to thank S. G. Hwang for asking the question whether 
ez;ey n X n nearly decomposable matrix is < A,, 1. 
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