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LOCALIZATION FOR EQUIVARIANT COHOMOLOGY WITH VARYING
POLARIZATION
MEGUMI HARADA AND YAEL KARSHON
Dedicated to the memory of Hans Duistermaat
Abstract. The main contribution of this paper is a generalization of several previous localization
theories in equivariant symplectic geometry, including the classical Atiyah-Bott/Berline-Vergne lo-
calization theorem, as well as many cases of the localization via the norm-square of the momentum
map as initiated and developed by Witten, Paradan, and Woodward. Our version unifies and gen-
eralizes these theories by using noncompact cobordisms as in previous work of Guillemin, Ginzburg,
and Karshon, and by introducing a more flexible notion of ‘polarization’ than in previous theories.
Our localization formulas are also valid for closed 2-forms ω that may be degenerate. As a corollary,
we are able to answer a question posed some time ago by Shlomo Sternberg concerning the clas-
sical Brianchon-Gram polytope decomposition,. We illustrate our theory using concrete examples
motivated by our answer to Sternberg’s question.
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1. Introduction
The main results of this manuscript, Theorems 4.24 and 5.20, are part of a long chain of local-
ization results in topology. Here, by a localization result we mean a formula that expresses a global
topological or geometric quantity on a manifold M as a sum of local contributions near a subset of
M such as the fixed point set of a torus action or of a diffeomorphism, the zero set of a vector field,
or the critical set of a function. This idea has a long history; early results of this general nature are,
for instance, the Poincare´-Hopf index theorem, the Lefschetz fixed point theorem, and the early
works [6,7] of Bott. Other results that relate to our current work are [3–5,14,15,17,20,26,31,36,37].
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To place our results in the appropriate context, below we give a very brief sketch of this circle of
ideas, focusing on aspects that directly relate to our results.
We begin by discussing the classical Duistermaat-Heckman exact stationary phase formula, which
is probably the first such localization result in modern symplectic geometry. We will go back and
forth between two different perspectives that are frequently encountered in the literature and which
are related by a Fourier transform. Let (M,ω) be a compact symplectic manifold, equipped with an
action of a torus G with associated momentum map Φ: M → g∗. In their original papers [14, 15],
Duistermaat and Heckman consider the oscillatory integral
(1.1)
∫
M
ωn
n!
ei〈Φ,X〉
over M of the function ei〈Φ,X〉 times the Liouville measure, where 〈Φ,X〉 denotes the component of
the momentum map for X ∈ g. They then prove an exact stationary phase formula which expresses
this integral as the sum of local contributions near the fixed points of the G-action.
Recall that Liouville measure on M is obtained by integration of ωn/n!, the symplectic volume
form. The Duistermaat–Heckman measure on g∗, which we denote DH(M,ω,Φ), is the push-forward
of Liouville measure via the momentum map Φ: M → g∗. The integral (1.1) is essentially the
Fourier transform, denoted D̂H(M,ω,Φ), of the Duistermaat–Heckman measure. This can be seen
from the following computation: for X ∈ g,
D̂H(M,ω,Φ)(−X) =
∫
ξ∈g∗
DH(M,ω,Φ)e
i〈ξ,X〉
=
∫
M
ωn
n!
ei〈Φ,X〉,
(1.2)
where the first equality follows from the definition of Fourier transform and the second equality
follows from the definition of the Duistermaat–Heckman measure.
The integral (1.1) can also be interpreted as a push-forward in equivariant cohomology. With this
interpretation, the exact stationary phase formula becomes a special case of a localization formula
in equivariant cohomology. This important formula was observed by Berline and Vergne and by
Atiyah and Bott, and hence it is often referred to as the “ABBV formula”. For details see [3–5].
It is possible to relax some of the assumptions on the manifold M and the 2-form ω and still
have versions of the exact stationary phase formula, as we now describe. One such relaxation is
to allow the closed 2-form ω to be degenerate. The manifold M must then be equipped with an
orientation, so that we can still integrate the symplectic volume form. If M is compact then the
Duistermaat–Heckman measure remains well-defined as a signed measure. The exact stationary
phase formula continues to hold in this generality; indeed, it still follows from the ABBV formula.
If the manifold M is not compact, but the momentum map Φ is proper, then the Duistermaat–
Heckman measure can be defined as a distribution, even if ω is degenerate. In this paper we
mainly work with this Duistermaat–Heckman distribution (see Definition 4.1). In this situation,
there might not exist a localization formula to the fixed point set; there might not even be any
fixed points. (This can be seen, for instance, from the example of the action of a torus G on its
cotangent bundle T ∗G ∼= G × g∗ with the momentum map being the projection to g∗.) However
if we additionally assume that Φ has a component that is proper and bounded from below, then
there does exist a localization formula which expresses the Duistermaat–Heckman distribution as a
sum of contributions given in terms of infinitesimal data along the components of the G-fixed point
set. Guillemin, Lerman, and Sternberg derived a formula of this form for the DH measure when
M is compact and G is a torus acting with isolated fixed points [20]. Their proof uses an (inverse)
Fourier transform applied to the left and right hand sides of the original DH formula for (1.1). The
case of non-isolated fixed points is worked out by Guillemin and Cannas da Silva in [19]; the case
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that a component of the momentum map is proper and bounded from below is analyzed by Prato
and Wu [32].
With these historical remarks in hand, we can describe the motivations and main contributions
of the present manuscript. One of our major motivations was to further develop the point of view
(initiated in [16,27] and developed in [17]) that it is possible to derive the above-mentioned localiza-
tion formulae [19,20] directly, without passing through Fourier transforms. The main technique for
doing so is an appropriate notion of noncompact cobordism, under the hypothesis that a component
of the momentum map is proper and bounded below. Indeed, using cobordisms, one can prove a
Guillemin-Lerman-Sternberg-type formula in the more general situation of non-isolated fixed points
and non-compact M ( [27, Sec. 11], [17, Chap. 4, Sec. 6]).
Here we take a moment to sketch some of the history of cobordisms in symplectic geometry. The
idea originates from the work of Guillemin and Sternberg, who observe in [23] that two compact
Hamiltonian symplectic manifolds have the same Duistermaat-Heckman measure if they are Hamil-
tonianly cobordant through a compact manifold W . This is a simple consequence of Stokes’ theo-
rem. Shaun Martin used cobordisms in the context of equivariant localization in [30]. Guillemin,
Ginzburg, and the second author, in [17, 27], allow for non-compact Hamiltonian manifolds and
use noncompact cobordisms to derive localization results. In this setting, to deal with the lack
of compactness, one restricts attention to momentum maps that are proper. Moreover, one often
makes the stricter requirement that the momentum map is “polarized”, i.e., it has a component
that is proper and bounded from below. This important technical condition on momentum maps
first appeared in the work of Prato and Wu [32].
Our work generalizes and extends the cobordism ideas in [17] by introducing the notions of a
taming map and a v-polarized momentum map, as we now explain. The basic idea is that
we allow the component v of the momentum map Φ – with respect to which the function 〈Φ, v〉
must be proper and bounded from below (i.e., “polarized”) – to vary along the manifold. More
precisely, suppose M is a G-manifold. We fix a taming map v : M → g, so named because we use
it to control situations when the manifold is not compact. Then we require the function obtained
by pairing the g∗-valued momentum map with this taming map to be proper and bounded from
below, giving us the notion of a v-polarized momentum map. In the special case that v ≡ η ∈ g is
constant, we recover the η-polarized condition of [17]. Our notion of a taming map is motivated by
work of Maxim Braverman [8], although our assumptions on the map v slightly differ from his.
We now describe in more detail the main results of this paper. Let G be a compact Lie group,
M an even-dimensional oriented G-manifold, ω a G-invariant closed 2-form (not necessarily sym-
plectic), and Φ : M → g∗ a G-equivariant function such that Hamilton’s equation
dΦX = ι(X♯)ω
holds for all X ∈ g. (We call such a triple aHamiltonian G-manifold, although – contrary to the
standard use of the term in the literature – we do not require (M,ω) to be symplectic.) A taming
map v determines a vector field v♯ on M via the infinitesimal action of the Lie algebra g on M .
The localizing set in our theory is the zero set Z := {v♯ = 0} ⊆ M of this vector field. The main
results of our manuscript, Theorems 4.24 and 5.20, express the Duistermaat-Heckman distribution
of the Hamiltonian G-manifold (M,Φ, ω) (respectively twisted Duistermaat-Heckman distribution)
in terms of local data on arbitrarily small neighborhoods of Z. Namely, let Z =
⋃
i∈I Zi be the
decomposition of Z into its connected components. Then our Theorem 4.24 takes the form
(1.3) DH(M,Φ,ω) =
∑
i
DHvgermZi(M,ω,Φ)
and, in the twisted case, our Theorem 5.20 takes the form
(1.4) DH(M,ω,Φ)(A) =
∑
i
DHvgermZi(M,ω,Φ)
(A|Zi)
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where A is an equivariant cohomology class on M . The ith summand on the right hand side is
defined to be the Duistermaat-Heckman distribution (respectively twisted Duistermaat-Heckman
distribution) of a v-polarized completion relative to Zi (made precise in Definition 3.3) of the
restriction of (M,ω,Φ) to an arbitrarily small G-invariant neighbourhood of the connected compo-
nent Zi of Z. The notation DH
v
germZi (M,ω,Φ)
(respectively DHvgermZi(M,ω,Φ)
(A|Zi)), which makes no
mention of the choice of a neighbourhood or of a v-polarized completion, is justified since we prove
in Section 4 (respectively Section 5) that under appropriate hypotheses this Duistermaat–Heckman
distribution (respectively twisted Duistermaat-Heckman distribution) is in fact independent of these
choices. In this sense the right hand sides of (1.3) and (1.4) depend only on data that is localized
near Z, and thus it is valid to view our results as a “localization to Z”. We emphasize that the
specific form of the right hand side varies according to choice of v (and hence Z), so actually each
of (1.3) and (1.4) is a family of formulas; we explicitly demonstrate this using a simple example in
Section 7.
Next we relate our main results to another related circle of ideas, namely that of the so-called
nonabelian localization and localization with respect to the norm-square of the momentum map.
We begin with a brief historical account. The ‘nonabelian localization’ theory was initiated by
Witten, who considers integrals of the form
(1.5)
∫
g
e−ε‖X‖
2
∫
M
η(X)eω+iΦdX
where η is an equivariant differential form, dX is a volume form on g, the ε is a real parameter, and
Φ again denotes the momentum map for a Hamiltonian G-action (see [36, p.311] and [29, Section
2]). The group G may be nonabelian. The integral (1.5) can be interpreted as the evaluation on
the Gaussian e−ε‖X‖
2
of a twisted DH distribution D̂H(M,ω,Φ)(η) on g. (Mild assumptions on M
guarantee that this distribution is a temperate (a.k.a tempered) distribution, so its evaluation on
the Gaussian is well defined.) Witten then gives a formula similar in spirit to the abelian ABBV
localization formula mentioned above; he expresses (1.5) as a sum of local contributions from the
components of the critical set of ‖Φ‖2 , where the dominant contribution as ε → ∞ is from the
absolute minimum Φ−1(0). (In fact Witten’s theory is slightly more general: he begins with a
localization formula which depends on a choice of closed invariant 1-form λ on M and leads to a
sum of local contributions from the components of the set
(1.6)
{
x | 〈λ, ξ♯〉 = 0
}
for appropriate vector fields ξ♯. He then specializes to the case λ = d‖Φ‖2, for which the set (1.6)
is Crit ‖Φ‖2.)
Witten’s results may be considered an extension of the abelian Duistermaat-Heckman theory, in
that it firstly introduces more general integrands (which correspond to the twisted Duistermaat-
Heckman distributions of Section 5), and secondly it produces formulas which localize to Crit(‖Φ‖2),
the components of the critical set of the norm-square of Φ, instead of the fixed points of the action.
Some years later, Jeffrey and Kirwan derived similar formulas by working through the maximal
torus T of a compact nonabelian Lie group G; they also explain the relation of their formula
to that of Witten’s in [26]. Kefeng Liu gives simplified proofs of some of these results in [29].
More recently, Paradan [31] and Woodward [37] develop a localization theory for the norm-square
‖Φ‖2 of the momentum map which incorporates the Witten integrals above, deriving formulas
for (the Fourier transforms of) the twisted Duistermaat–Heckman distributions as sums of local
contributions associated to components of the critical set of ‖Φ‖2.
Our main theorems also generalize (the inverse Fourier transforms of) the nonabelian localization
formulas to Crit(‖Φ‖2), under the assumption that the connected components of Crit(‖Φ‖2) are
smooth. (We expect this assumption to not be necessary; see Remark 4.23.) Namely, we express
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the (twisted) Duistermaat–Heckman distribution as a sum of local contributions. Our formulas
rely on a choice of taming map v : M → g, which can be obtained from a choice of a real valued
function ρ : g∗ → R by (2.20). The localizing set is then the critical set of the composition ρ ◦ Φ.
When G is a torus and ρ is a linear functional, as described in our Example 2.26, our Theorem 4.24
recovers the so-called GLS formula [20]. When ρ is the norm square function ‖ · ‖2 : g∗ → R, as
described in our in Example 2.27, we recover the localizing set Crit(‖Φ‖2) of Witten, Paradan, and
Woodward [31,36,37].
Our results also answer a question asked some time ago by Shlomo Sternberg concerning the
Brianchon-Gram polytope decomposition. It is known that the Atiyah-Bott-Berline-Verge local-
ization theorem in equivariant cohomology [3–5], when applied to the exponent of the equivariant
symplectic form of a compact symplectic toric manifold, yields the measure-theoretic version of the
Lawrence-Varchenko polytope decomposition [28, 35], when applied to the corresponding momen-
tum polytope. Sternberg had asked whether there is a similar ‘localization-theoretic’ interpretation
of the classical Brianchon-Gram polytope decomposition. We can answer Sternberg’s question in
the affirmative: a special case of Theorem 4.24, applied to the exponent of the equivariant sym-
plectic form on a compact symplectic toric manifold, yields (the measure-theoretic version of) the
Brianchon-Gram polytope decomposition for the momentum polytope. However, this application
requires the fact that, for any simple polytope, there exists a smooth function with a unique critical
point on the relative interior of every face of that polytope (and satisfies some additional technical
conditions). If the polytope satisfies a technical assumption (recorded in (6.15)), then the norm-
square function has this property. Surprisingly, proving that for any simple polytope there exists
such a function turned out to be not entirely trivial, and our proof (by brute-force differential
topology on Rn) occupies Appendix A.
In future work, it would be interesting to investigate whether our results generalize to G-spaces
that are not manifolds. (Such a generalization may correspond to polytope decompositions for
non-simple polytopes, such as Haase’s generalization of the Lawrence-Varchenko decomposition to
non-simple polytopes [24], or the Brianchon-Gram decomposition applied to non-simple polytopes.)
It would also be interesting to see if a combination of our results with Braverman’s work in [8] would
yield new index formulas.
We now give an outline of the contents of this paper. In Section 2, we define the taming map and
the corresponding localizing set and we describe some of our motivating examples. In Section 3,
we define v-polarized completions and prove that they exist. We note that polarized completions
are used both in the formulation of our localization formulas (1.3) and (1.4) and in their proof.
We prove the untwisted version of our localization formula, Theorem 4.24, in Section 4 and the
twisted version, Theorem 5.20, in Section 5. In Section 6 we discuss the Brianchon-Gram polytope
decomposition and answer Sternberg’s question in the affirmative. In Section 7, we use the standard
S1-action on S2 in order to illustrate in detail how our equation (1.3) can yield different localization
formulas by choosing different taming maps. We prove a technical lemma required in Section 6 in
Appendix A.
Acknowledgments. It is our pleasure to thank Shlomo Sternberg and Jonathan Weitsman for
inspiring questions and conversations. We thank both Victor Guillemin and Shlomo Sternberg for
their interest and encouragement in this project. We thank Brendan McLellan and Lisa Jeffrey for
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2. Taming maps and Hamiltonian spaces
The “varying polarization” of our localization formulas is controlled by a so-called taming map.
In this section we introduce the notion of a taming map, its associated vector field, and the cor-
responding notion of a polarization. For a symplectic manifold with Hamiltonian G action and
momentum map Φ: M → g∗, we explain that a choice of an invariant smooth function ρ : g∗ → R
gives rise to a taming map whose localizing set is the critical set of the composition ρ ◦ Φ.
2.1. Taming maps and G-manifolds. Throughout this manuscript, we use G to denote a com-
pact Lie group, g its Lie algebra, g∗ the dual space of g, and 〈·, ·〉 : g∗ × g→ R the natural pairing
between a vector space and its dual. We equip g with an Ad-invariant inner product and g∗ with
the induced inner product. We also fix an AdG-invariant inner product on the Lie algebra g, and
we denote the resulting isomorphism g→ g∗ by ξ 7→ ξ̂.
Let N be a manifold, possibly with boundary.1 A smooth G-action on N is a homomorphism
G → Diff(N) that is smooth in the diffeological sense, i.e., the map (g, x) 7→ g · x is smooth as
a map from G × N to N . A manifold N equipped with a G-action is called a G-manifold. If
N has boundary, then its boundary ∂N is a manifold, any diffeomorphism of N restricts to a
diffeomorphism of ∂N , and a smooth G-action on N restricts to a smooth G-action on ∂N .
The following simple notion will be crucial in what follows.
Definition 2.1. Let N be a G-manifold, possibly with boundary. A taming map on N is a
smooth G-equivariant function v : N → g.
We now associate to a taming map v : N → g a vector field v♯ on N . Recall that a Lie algebra
element X ∈ g gives rise to a vector field X♯ ∈ Vect(N) by
X♯|x := d
dt
∣∣∣∣
t=0
(exp(tX) · x)
for all x ∈ N . The resulting map
(2.2) g→ Vect(N) , X 7→ X♯ ,
is G-equivariant with respect to the adjoint action of G on g and the G-action on the space of
vector fields Vect(N) that is induced from the G-action on N . Also, if N has boundary, then the
restriction of the vector field X♯ to the boundary ∂N is a vector field on ∂N . Using this notion,
we associate to a taming map v : N → g a vector field v♯ on N by
(2.3) v♯|x := v(x)♯|x ∈ TxN
for all x ∈ N .
The zero set of this vector field v♯ will serve as the localizing set for our theory, in the sense
that our localization formulas give expressions for global invariants (namely, Duistermaat-Heckman
distributions) in terms of data near the localizing sets:
Definition 2.4. The localizing set associated to the taming map v : N → g is defined by
Z := {x ∈ N | v♯|x = 0}.
If N is a G-manifold with boundary, v : N → g is a taming map, and x is in the boundary of N ,
then v♯|x is tangent to the boundary and (v♯)|∂N = (v|∂N )♯.
The G-equivariance of the taming map implies that the associated vector field v♯ and localizing
sets also behave well with respect to the G-action:
Lemma 2.5. Let N be a G-manifold, possibly with boundary, and let v : N → g be a taming
map. Then the associated vector field v♯ is G-equivariant, and the localizing set Z = {v♯ = 0} is
G-invariant.
1In this manuscript, manifolds are C∞-smooth, Hausdorff, and second-countable.
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Proof. For all x ∈ N ,
g∗(v
♯|x) = (Adg v(x))♯g·x by G-equivariance of (2.2)
= (v(g · x))♯g·x by G-equivariance of v : N → g
= v♯|g·x by (2.3),
where g∗ : TN → TN denotes the differential of the diffeomorphism g : N → N . Hence the vector
field v♯ is G-invariant, as desired. The G-invariance of Z follows from the equivariance of v♯. 
Remark 2.6. We are not the first to use the term taming map. In [8] Braverman considers a complete
Riemannian manifold N , equipped with an action of a compact Lie group G by isometries. In this
setting he calls a function v : N → g a taming map if the zero set of the induced vector field is
compact. In [8, Def. 3.2] he requires a cobordism of such structures to be consistent in a suitable
sense with a choice of tubular neighbourhood of the boundary. Our definitions are slightly different
from Braverman’s in that we do not equip N with a Riemannian metric, and, more significantly,
we do not require the localizing set to be compact.
Remark 2.7. The localizing set Z is not necessarily smooth. See Remark 2.32.
As in the book [17], we work with possibly noncompact G-manifolds N equipped with maps
Φ: N → g∗. We deal with the non-compactness of N by requiring a properness condition:
Definition 2.8. Let N be a G-manifold, possibly with boundary, and let v : N → g be a taming
map. We say that a continuous function Φ: N → g∗ is v-polarized if the function
Φv := 〈Φ, v〉 : N → R
is proper and bounded from below.
Definition 2.8 is well-suited for our purposes for two reasons. First, being v-polarized frequently
implies that the original map Φ is proper (see Lemma 2.9 below). Second, being v-polarized is
preserved under patchings by a partition of unity or averaging with respect to compact group
actions (see Section 3).
We make the following purely topological observations:
Lemma 2.9. Let N be a G-manifold, possibly with boundary. Let v : N → g be a taming map and
let Φ: N → g∗ be a continuous function.
(1) If N is compact, then Φ is v-polarized.
(2) Suppose that Φ: N → g∗ is v-polarized. Let Y be a subset of N . Then the restriction to Y
of Φ is v-polarized if and only if Y is closed in N .
(3) Suppose that v is bounded. Then
Φ is v-polarized⇒ Φ is proper.
Proof. Part (1) follows from the fact that every continuous function on a compact set is bounded
and proper.
For Part (2) recall that for a proper map ψ : N → R on a Hausdorff space N and a subset Y
of N , the restriction ψ|Y : Y → R is proper if and only if Y is closed. Indeed, if Y is closed then
ψ−1([a, b])∩Y is compact for any interval [a, b]. This implies ψ|Y is proper. Now suppose that Ψ|Y
is proper, and let x be an accumulation point of Y . Let a and b be such that a < ψ(x) < b. Then
x is also an accumulation point of Ψ−1([a, b])∩ Y . Because ψ|Y is proper, Ψ−1([a, b])∩ Y is closed.
So x is in Y . Because x was arbitrary, this shows that Y is closed. Claim (2) follows.
We now prove part (3). Choose an inner product on g, and consider the induced inner product
on g∗. Then for any x ∈ N,
|〈Φ(x), v(x)〉| ≤ ‖Φ(x)‖ · ‖v(x)‖ by the Cauchy-Schwarz inequality
≤ c‖Φ(x)‖(2.10)
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where c := sup
x∈N
‖v(x)‖ < ∞ exists because v is bounded by assumption. Now let K be a compact
subset of g∗ . By (2.10), Φ(x) ∈ K implies that |〈Φ(x), v(x)〉| ≤ cr, where r = sup
α∈K
‖α‖. So the
Φ-preimage of K is contained in the 〈Φ, v〉-preimage of the interval [−cr, cr], which is compact
because 〈Φ, v〉 is proper by assumption. Being a closed subset of a compact set, Φ−1(K) is also
compact, as required. 
Remark 2.11. The converse of part (3) of Lemma 2.9 is generally false: a proper map to g∗ need
not be v-polarized, even if v is bounded. For example, the identity map on N = g∗ is proper but
is not v-polarized if v : N → g is constant.
Remark 2.12. In Sections 4 and 5 we derive localization formulas that depend on a choice of taming
map. However, the role played by this choice is quite loose in the sense that many choices of v
give the same localization formulas. Specifically, we may define two taming maps v1 and v2 on a
G-manifold N to be equivalent if there exists a G-invariant positive function f : N → R>0 such
that both f and 1/f are bounded and such that v2 = fv1. If v1 and v2 are equivalent taming maps
then
– they have the same localizing set; (see Definition 2.4);
– a function Φ: N → g∗ is v1-polarized if and only if it is v2-polarized.
Equivalent bounded taming maps give rise to the same localization formulas in Sections 4 and 5.
See Remarks 4.29 and 5.25.
Remark 2.13. We often require taming maps to be bounded, because if v : N → g is bounded then
every v-polarized map N → g∗ is proper (by Part (3) of Lemma 2.9). On the other hand, sometimes
it is more natural to begin with a taming map v : N → g that is unbounded (see Example 2.27).
In this situation, we can replace v with a bounded taming map vb : N → g∗ by defining
vb(x) := h(‖v(x)‖) v(x)
where ‖ · ‖ is an AdG-invariant norm on g and h : R≥0 → R≥0 is a smooth function such that
h(r) = 1 for r near 0, h(r) = 1/r for r ≥ 1, and such that the function r 7→ h(r) · r is weakly
monotone. We can then derive a localization formula using the taming map vb. Different choices of
the function h result in bounded taming maps vb that are equivalent in the sense of Remark 2.12.
Moreover, if v was already bounded, then vb is also equivalent to v. In this sense we can get a
localization formula from any taming map v : N → g.
Remark 2.14. Braverman works with a similar though not identical freedom in [8]. He needs his
map v : N → g to be sufficiently large in a suitable sense. He achieves this by multiplying v by a
real valued function that grows sufficiently fast, but his formulas are independent of the choice of
this function.
Remark 2.15. The equivalence relation of Remarks 2.12 and 2.13 is still finer than necessary for our
purposes in the sense that many inequivalent taming maps still give rise to the same localization
formula. For example, suppose that a torus T acts on a compact symplectic manifold with a finite
fixed point set. Let η be an element of the Lie algebra of T whose pairings with all the isotropy
weights at all the fixed points are nonzero. When the taming map takes the constant value η, our
localization formula, Theorem 4.24, boils down to the Guillemin-Lerman-Sternberg formula [20].
The right hand side of this formula depends only on the signs of the pairings of η with the isotropy
weights.
2.2. Taming maps on Hamiltonian G-manifolds. In this section we focus our attention on
Hamiltonian G-manifolds, and we discuss some motivating examples. As before, we denote by ΦX
the X-component of a function Φ: N → g∗, i.e., ΦX(·) := 〈Φ(·),X〉 : N → R for X ∈ g.
We note that in our definition of Hamiltonian G-manifold the 2-form is allowed to be degenerate.
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Definition 2.16. LetN be an oriented G-manifold, possibly with boundary. Let ω be a G-invariant
closed 2-form, and let Φ: N → g∗ be a G-equivariant function such that Hamilton’s equation
(2.17) dΦX = ι(X♯)ω
holds for all X ∈ g. Such a triple (N,ω,Φ) is called a Hamiltonian G-manifold, and the map
Φ: N → g∗ is called a momentum map.
In the symplectic geometry literature, the term “Hamiltonian G-manifold” is usually reserved
for G-actions on symplectic manifolds, i.e., the closed 2-form ω is additionally required to be non-
degenerate. When the form ω is allowed to be degenerate as in our Definition 2.16, some authors
(e.g. Woodward in [37, Section 3.1]) call the structure a “degenerate Hamiltonian G-manifold”. As
in the book [17] (see, e.g., [17, Chap. 2, §1.1]), we deviate slightly from this terminology, for two
reasons. First, our localization formulas are also valid for closed 2-forms that are somewhere de-
generate. Second, because the derivation of our formulas uses cobordisms, we work with both even-
and odd-dimensional manifolds, and a closed 2-form on an odd-dimensional manifold is everywhere
degenerate.
Remark 2.18. In Definition 2.16, if N is a manifold with boundary, the restrictions of ω and Φ to
the boundary also satisfy Hamilton’s equations.
Since our definition of Hamiltonian G-spaces does not include assumptions of properness of the
momentum map nor nondegeneracy of the 2-form, we use the following additional terminology:
Definition 2.19. We say that a Hamiltonian G manifold (N,ω,Φ) is proper if the momentum
map Φ: N → g∗ is proper; we say that it is nondegenerate if the closed 2-form ω is nondegenerate
and, unless we say otherwise, the orientation of N is induced from ω.
Given a Hamiltonian G-space N , the main technical idea of our constructions in the next section
is to associate to a momentum map Φ: N → g∗ a taming map v such that Φ is v-polarized, and then
to vary the 2-form and momentum map (on N as well as on an appropriate cobording manifold)
while maintaining the taming map that was built from the original momentum map. As a first step
we now describe a way to obtain a taming map from a momentum map.
We can view the differential of a smooth function ρ : g∗ → R as a function dρ : g∗ → g, since for
any α ∈ g∗ the differential dρ|α at α is an element of Hom(Tαg∗,R) ∼= g. If ρ is G-invariant, then
dρ is G-equivariant. Thus, given a G-invariant smooth function ρ : g∗ → R and a momentum map
Φ: N → g∗, we may compose Φ with the differential dρ to obtain a taming map
(2.20) v := dρ ◦ Φ: N → g.
Notice that if G is abelian then the G action on g∗ is trivial so every function ρ : g∗ → R is
G-invariant. We will need the following two technical lemmas:
Lemma 2.21. Let (N,Φ, ω) be a Hamiltonian G-manifold and let ρ : g∗ → R be a G-invariant
smooth function. Let v = dρ ◦ Φ be the corresponding taming map as in (2.20) and let v♯ be the
associated vector field on N . Then
(1) v♯ satisfies Hamilton’s equation for the function ρ ◦ Φ: N → R, and
(2) if ω is non-degenerate, the localizing set coincides with the critical set of the function ρ ◦Φ:
(2.22) Z := {v♯ = 0} = Crit(ρ ◦Φ).
Proof. At each point x ∈ N ,
d(ρ ◦ Φ)|x = dρ|Φ(x)(dΦ|x) by the chain rule
= 〈v(x), dΦ|x〉 by the definition of v
= ι(v♯)ω|x by the definition of v♯ and Hamilton’s equation for Φ.
The second assertion follows from the first assertion by the non-degeneracy of ω. 
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The next lemma describes the localizing set Z in terms of orbit type strata. We will need the
following terminology. Let (N,ω,Φ) be a non-degenerate Hamiltonian G-manifold. Given x in N ,
let Gx denote the stabilizer subgroup in G of x, let gx denote the Lie algebra of Gx and let g
0
x
denote the annihilator of gx in g
∗. Since ω is non-degenerate, Hamilton’s equation (2.17) implies
that
(2.23) image dΦ|x = g0x.
Now suppose that G is a torus and let S denote the orbit type stratum through a point x ∈ N .
Then S is the connected component of x in the subset
{x′ ∈ N | Gx′ = Gx}
consisting of points with the same stabilizer as x. The image of S under Φ is an open subset of the
affine plane Φ(x) + g0x ⊂ g∗ [22]. (For example, if N is a toric variety, Φ(S) is the relative interior
of a face of the momentum map polytope.) Hence
(2.24) TΦ(x)Φ(S) = g
0
x.
Lemma 2.25. Let G be a torus, (N,ω,Φ) a non-degenerate Hamiltonian G-manifold, ρ : g∗ → R a
G-invariant smooth function, v = dρ◦Φ the corresponding taming map as in (2.20), and Z = {v♯ =
0} the corresponding localizing set. Let x ∈ N , and let S be the orbit type stratum that contains x.
Then
x ∈ Z if and only if Φ(x) is a critical point for ρ|Φ(S).
Proof. We have
v♯(x) = 0 if and only if d(ρ ◦ Φ)|x = 0 by (2.22)
if and only if (dρ|Φ(x))(g0x) = 0 by (2.23)
if and only if Φ(x) is a critical point for ρ|Φ(S) by (2.24).

The main localization results for Hamiltonian G-manifolds that occur in the current literature
involve two different localizing sets Z: the critical set for a component of the momentum map, and
the critical set for the norm-square of the momentum map. We now show that these localizing sets
(and accompanying properness conditions often used in the theory) are special cases of our general
construction.
Example 2.26. Let G be a torus. Fix a Lie algebra element η ∈ g, and consider the corresponding
linear functional on the dual space, ρ(·) := 〈·, η〉 : g∗ → R. Since G is abelian, the coadjoint G-
action on g∗ is trivial, so ρ is a G-invariant function. Moreover, the differential of ρ is the function
g∗ → g with constant value η. Then, for a Hamiltonian G-manifold (N,ω,Φ), the corresponding
taming map is the function v : N → g with constant value η, and the function Φv : N → R is
just the η-component of the momentum map Φ. For a generic choice of η ∈ g, the zero set of the
vector-field v♯ = η♯ coincides with the set of fixed points for the entire torus G, so
Z = NG.
Thus, we recover the classical localizing set of the original Duistermaat-Heckman theorem. More-
over, for this choice of v, the momentum map Φ is v-polarized exactly when its η-component 〈Φ, η〉
is proper and bounded below. This important condition in the theory of momentum maps was first
introduced and analyzed by Prato and Wu in [32]. In the book [17], a function Φ that satisfies this
condition with respect to an element η ∈ g is said to be η-polarized.
In the next example we allow G to be non-abelian.
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Example 2.27. Let G be a compact Lie group and let (N,Φ, ω) be a Hamiltonian G-space. Consider
the norm-square function on g∗
(2.28) ρ : g∗ → R , ρ(ξ) = ‖ξ‖2.
Composing Φ with the differential of ρ, it is straightforward to compute that
(2.29) v(x) := dρ ◦ Φ(x) = 2Φ̂(x),
where Φ̂(x) is the element of g that corresponds to the element Φ(x) of g∗ under the identification
g ∼= g∗. So Φv = 〈Φ, 2Φ̂〉 = 2‖Φ‖2. Thus, when ω is nondegenerate, our theory recovers the
localizing set of Witten [36], Paradan [31], and Woodward [37]:
Z := {v♯ = 0} = Crit(‖Φ‖2).
Since the norm-square ‖Φ‖2 is proper if and only if Φ is proper, the momentum map Φ is v-polarized
if and only if it is proper. (Contrast with Remark 2.11.)
Remark 2.30. In each of the above examples, the v-component of Φ is in fact a multiple of the
Hamiltonian function ρ ◦ Φ: indeed, in Example 2.26, we have Φv = 〈Φ, η〉 = ρ ◦ Φ, while in
Example 2.27, we have Φv = 〈Φ, 2Φ̂〉 = 2‖Φ‖2 = 2(ρ◦Φ). These are instances of the following more
general statement: if ρ : g∗ → R is homogeneous of degree k, then
(2.31) Φv = k(ρ ◦ Φ).
To see this, for given x ∈ N , setting α = Φ(x),
Φv(x) = 〈Φ(x), v(x)〉 = 〈Φ(x), dρ|Φ(x)〉 = (Lαρ)(α) (⋆)= kρ(α) = k(ρ ◦ Φ)(x).
The equality (⋆) is Euler’s formula, which holds for any homogeneous function ρ of degree k on a
vector space.
We close the section with some observations concerning the smoothness of the localizing set.
Remark 2.32. A localizing set that is associated with a constant taming map as in Example 2.26 is
always smooth. Indeed, for a torus G and a constant taming map v ≡ η ∈ g, the localizing set Z is
the fixed point set of the closure in G of the one-parameter subgroup generated by η. Because Z is
the fixed point set of a compact group action, its connected components are smooth submanifolds.
On the other hand, if the taming map v is associated to the norm-square of a momentum map as
in Example 2.27, then Z = Crit(‖Φ‖2) need not be smooth. For example, consider S2×S2 equipped
with the standard area form on each factor and the diagonal circle action. Denote by N and S the
north and south poles of S2. By the local normal form theorem, we can identify a neighbourhood
of the point (N,S) in S2 × S2 with a neighbourhood of the origin in C2, where the circle group
acts on C2 with the weights 1,−1 and with the momentum map Φ(z, w) = −12‖z‖2 + 12‖w‖2. The
critical set of ‖Φ‖2 on C2 is the zero level set {(z, w) | ‖z‖ = ‖w‖}, which is a cone over S1 × S1.
Thus, Z is not smooth at (N,S).
3. Polarized completions
In this section we use the taming maps introduced in Section 2 in order to introduce and develop
the notion of polarized completions. This notion is the technical tool that allows us to both
state and prove our localization formulas in Sections 4 and 5.
We begin with some motivation. Recall from Section 2 that the property of being v-polarized is
crucial for our theory due to its link to the properness of Φ. On the other hand, in the course of our
analysis below, we will encounter Hamiltonian G-manifolds (N,ω,Φ) and taming maps v : N → g
such that the restriction to Φ to a closed subset Y of N is v-polarized, but Φ is not v-polarized on
all of N . For example, this may happen if Y is a closed subset (e.g. a localizing set) of a v-polarized
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Hamiltonian G-manifold and N is a small open neighbourhood of Y . In such situations we wish to
find a closed 2-form ω˜ and momentum map Φ˜ on N that agree with ω and Φ on Y and such that
Φ˜ is v-polarized on N . Since we do not require Y to be a manifold (see Remark 2.32), we must
first make precise what we mean by the condition that differential forms “agree on Y ”. We take
the diffeological approach:
Definition 3.1. Let N be a manifold and Y a subset of N . Let α0 and α1 be differential forms
on N , possibly of mixed degree and with coefficients in a vector space other than R (such as in the
case of equivariant differential forms, as recalled in Section 4). We say that α0 and α1 agree on
Y if for any positive integer k, any open subset U of Rk, and any smooth map p : U → N whose
image is contained in Y , the pullbacks of α0 and α1 to U coincide, i.e., p
∗α0 = p
∗α1 as differential
forms on U .
Remark 3.2. If α0 and α1 agree on a neighbourhood of Y in N , then they agree on Y . If Y is a
submanifold of N , then α0 and α1 agree on Y exactly if their pullbacks to Y coincide. In practice,
these are the only two cases that we need.
We can now define v-polarized completions:
Definition 3.3. Let (N,ω,Φ) be a Hamiltonian G-manifold, possibly with boundary, and let
v : N → g be a taming map. Let Y be a G-invariant closed subset of N . Suppose that the
restriction of Φ to Y is v-polarized. A v-polarized completion of (N, ω,Φ) relative to Y is a
Hamiltonian G manifold (N, ω˜, Φ˜) with the same underlying manifold N , such that Φ˜ is v-polarized
and such that ω˜ + Φ˜ agrees with ω +Φ on Y .
The following proposition is the main result of this section. By Definition 3.1 and Remark 3.2,
the proposition gives a v-polarized completion of (N,ω,Φ) relative to Y .
Proposition 3.4. Let G be a compact Lie group, let N be a G-manifold, possibly with boundary,
and let v : N → g be a taming map. Let Z = {v♯ = 0} be the corresponding localizing set. Let Y be
a closed G-invariant subset of N that contains Z. Let ω be a G-invariant closed 2-form on N and
Φ a corresponding momentum map. Suppose that the restriction of Φ to Y is v-polarized. Then
there exists an invariant closed 2-form ω˜ on N and corresponding momentum map Φ˜ that coincide
with ω and Φ on a G-invariant neighbourhood of Y and such that Φ˜ is v-polarized on N .
The remainder of this section is devoted to the proof of Proposition 3.4. We begin with four
elementary lemmas about real valued functions. The first lemma asserts that a convex combination
of functions that are proper and bounded from below is still proper and bounded from below:
Lemma 3.5. Let N be a topological space. Let f, g : N → R be continuous functions that are proper
and bounded from below. Let ρ1, ρ2 : N → R be continuous functions that satisfy ρ1 ≥ 0, ρ2 ≥ 0,
and ρ1 + ρ2 ≡ 1. Then the function
ρ1f + ρ2g : N → R
is proper and bounded from below.
Proof. Let ψ denote the function ρ1f+ρ2g. The function ψ is bounded from below by min(inf f, inf g).
For any x ∈ N and b ∈ R, if ψ(x) ≤ b then either f(x) ≤ b or g(x) ≤ b. So, for any a < b,
ψ−1([a, b]) ⊂ f−1([inf f, b]) ∪ g−1([inf g, b]).
The union on the right hand side is compact because f and g are proper. Being a closed subset of
a compact set, ψ−1([a, b]) is compact. Because the interval [a, b] was arbitrary, this shows that ψ
is proper. 
The second lemma states that if a function is proper and bounded from below then its average
with respect to a compact group action is also proper and bounded below:
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Lemma 3.6. Let G be a compact Lie group and N a topological space with a G-action. Let
f : N → R be a continuous function that is proper and bounded from below. Then its G-average
f : N → R, defined by
f(x) :=
∫
g∈G
f(g · x)dg
where dg denotes the Haar probability measure on G, is also proper and bounded from below.
Proof. Every lower bound for f is also a lower bound for f . For any x ∈ N and b ∈ R, if f(x) ≤ b,
then there exists g ∈ G such that f(g · x) ≤ b, and so x ∈ g−1 · (f−1([inf f, b])). Hence, for any
a < b,
(3.7) f
−1
([a, b]) ⊂
⋃
g∈G
g−1 · f−1([inf f, b]).
The right hand side of (3.7) is the image of the compact set G×f−1([inf f, b]) under the continuous
map G×N → N , (g, α) 7→ g−1 · α. Being a closed subset of a compact set, the left hand side is
also compact, as desired. 
Next, we show that it is possible to expand slightly the set on which a function is proper and
bounded from below:
Lemma 3.8. Let N be a locally compact topological space and f : N → R a continuous function.
Let Y ⊂ N be a closed subset, and suppose that the restriction f |Y : Y → R is proper and bounded
from below. Then there exists an open neighbourhood UY of Y in N such that the restriction of f
to the closure of UY in N ,
f |UY : UY → R,
is also proper and bounded from below.
Proof. By local compactness, for each point y in Y we may choose an open neighbourhood Uy in
N whose closure in N is compact and such that |f(u)− f(y)| < 1 for all u ∈ Uy.
Let ℓ be any integer. Because f is proper on Y , the intersection f−1([ℓ, ℓ + 1]) ∩ Y is compact,
so it is covered by finitely many of the sets Uy for y ∈ f−1([ℓ, ℓ+ 1]) ∩ Y . Let Uℓ denote the union
of the elements of such a finite cover. Then f(Uℓ) ⊂ [ℓ − 1, ℓ + 2], and the closure Uℓ is compact,
by construction of the sets Uy.
Consider UY :=
⋃ {Uℓ | ℓ ∈ Z}. Because the Uℓ form a locally finite collection of subsets of N ,
the closure of their union is the union of their closures: UY =
⋃{
Uℓ | ℓ ∈ Z
}
.
Let [a, b] ⊂ R be any interval in R. We wish to show that f−1([a, b]) ∩ UY is compact. First,
observe that f−1([a, b]) ∩ Uℓ is non-empty only if [a, b] meets [ℓ − 1, ℓ + 2], which occurs for only
finitely many integers ℓ. Hence, the intersection f−1([a, b]) ∩ UY is contained in a finite union of
the sets Uℓ. Being a closed subset of a finite union of compact sets, this intersection is compact.
This shows that f is proper on UY , as desired.
Finally, let B be a lower bound for f on Y ; then B − 1 is a lower bound for f on UY , by
construction of the sets Uy. Hence f is also bounded below on UY . This completes the proof. 
The previous lemmas are quite general and apply to topological spaces that are not necessarily
manifolds. In preparation for proving Proposition 3.4, we now return to the setting of manifolds
and prove a variant of Proposition 3.4 that applies to real-valued functions:
Lemma 3.9. Let N be a G-manifold, possibly with boundary. Let Y be a G-invariant closed subset
of N , and let f : N → R be a smooth G-invariant function such that the restriction f |Y : Y → R
is proper and bounded from below. Then there exists a smooth real valued G-invariant function
on N that is proper and bounded from below and that coincides with f on some G-invariant open
neighbourhood of Y in N .
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Proof. By Lemma 3.8, there exists an open neighbourhood UY of Y such that the restriction of f
to UY is proper and bounded from below. Let g : N → R be an arbitrary smooth function that
is proper and bounded from below (see [21, p.53]). Let ρ1 and ρ2 be a smooth partition of unity
subordinate to the open covering {UY , N r Y } of N and let
ψ′ := ρ1f + ρ2g : N → R.
The manifold N decomposes as the union of the two closed subsets
N = UY ∪ (N r UY ).
On N r UY , the function ψ
′ coincides with g. Because g is proper and bounded from below and
N rUY is closed in N , it follows that ψ
′|NrUY is proper and bounded from below. On the set UY ,
the function ψ′ is a convex combination of the functions f and g, both of which are proper and
bounded from below on UY . By Lemma 3.5, it follows that ψ
′|UY is also proper and bounded from
below and hence that ψ′ is proper and bounded from below on all of N .
Finally, since supp ρ2 ⊂ N r Y and N is Hausdorff, there exists some open neighbourhood U ′ of
Y such that supp ρ2 ∩ U ′ = ∅, hence in particular ψ′ ≡ f on U ′.
We now define ψ to be the G-average of ψ′. We claim that the function ψ satisfies the conditions
of the lemma. By Lemma 3.6, ψ is still proper and bounded from below on N . Moreover, since
ψ′ ≡ f on U ′ and f is G-invariant, ψ coincides with f on the intersection⋂
g∈G
g · U ′.
This intersection is clearly G-invariant. It is a neighbourhood of Y because its complement, being
the image of the closed set G× (N rU ′) under the proper map (g, x) 7→ g · x from G×N to N , is
closed. This concludes the proof. 
We are ready to prove the main result of this section:
Proof of Proposition 3.4. We first observe that the function Φv := 〈Φ, v〉 : N → R is G-invariant,
since both Φ and v are G-equivariant by assumption. Applying Lemma 3.9 to Φv and Y , we
conclude that there exists a G-invariant function ψ : N → R that is proper, bounded from below,
and coincides with Φv on a G-invariant neighbourhood U of Y .
Let Z = {v♯ = 0} be the localizing set and let gN denote a choice of a G-invariant Riemannian
metric on N . Consider the G-invariant 1-form Θ on N r Z defined by
Θ(·) = gN (·, v
♯)
gN (v♯, v♯)
.
Note that Θ has the property that Θ(v♯) ≡ 1 on N rZ. Such a 1-form is sometimes called a Bott
projector (see, e.g., [11]), following Bott [6]. Since ψ − Φv is identically zero on an open set that
contains Y and hence Z, the product (ψ − Φv)Θ defines a G-invariant 1-form on all of N that
vanishes on Z.
We will now explicitly construct a 2-form ω˜ and momentum map Φ˜ that satisfy the conditions
of the proposition. Let
(3.10) ω˜ := ω − d((ψ −Φv)Θ)
and
(3.11) Φ˜X := ΦX + (ψ − Φv)Θ(X♯) for X ∈ g.
On the neighbourhood U of Y on which ψ coincides with Φv, we have that ω˜ and Φ˜ coincide
with ω and Φ respectively. Since ω is closed, the form ω˜ is also closed. Moreover, since both ω
and (ψ − Φv)Θ are G-invariant, it follows that ω˜ is G-invariant. The G-equivariance of Φ˜ follows
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from the G-equivariance of Φ, the G-invariance of (ψ − Φv)Θ, and the G-equivariance of the map
X 7→ X♯. Hamilton’s equation (2.17) is satisfied by ω˜ and Φ˜, as can be checked as follows:
d(Φ˜X) = d(ΦX + (ψ − Φv)Θ(X♯))
= d(ΦX) + d(ı(X♯)((ψ − Φv)Θ))
= ı(X♯)ω − ı(X♯)d((ψ − Φv)Θ)
= ı(X♯)ω˜,
where the second to last equality uses the G-invariance of the 1-form (ψ − Φv)Θ and the Cartan
formula for the Lie derivative, LX♯ = dι(X
♯)+ ι(X♯)d. On the set N rZ, by definition of the Bott
projector,
Φ˜v = Φv + (ψ − Φv)Θ(v♯)
= Φv + (ψ − Φv)
= ψ.
On the set U , we have ψ − Φv ≡ 0, so Φ˜v = Φv = ψ. Since N = U ∪ (N r Z), we conclude that
Φ˜v ≡ ψ on all of N . Since ψ is proper and bounded below, this implies Φ˜ is v-polarized on N . The
result follows. 
4. Localization formulas for the Duistermaat-Heckman distribution
The main result of this section, Theorem 4.24, is a localization formula that expresses the
Duistermaat–Heckman distribution of a Hamiltonian G-manifold in terms of data near a localizing
set arising from an arbitrary taming map. We begin by recalling the definition of the Duistermaat–
Heckman distribution:
Definition 4.1. Let (M,ω,Φ) be a 2n-dimensional proper Hamiltonian G-manifold (see Defini-
tion 2.19). The Duistermaat-Heckman distribution, DH(M,ω,Φ) : C
∞
c (g
∗) → R, is the distri-
bution on g∗ that associates to any compactly supported test function ϕ ∈ C∞c (g∗) on g∗ the real
number
DH(M,ω,Φ)(ϕ) :=
∫
M
(ϕ ◦ Φ)ω
n
n!
.
(The right hand side is well defined because ϕ is compactly supported and Φ is proper.)
In the next lemma we observe that the Duistermaat–Heckman distribution associated to the
boundary of an odd-dimensional Hamiltonian G-manifold must be identically zero. The lemma is
an easy consequence of Stokes’ theorem. The argument is the same as that given in [17, Section
2.3]; we briefly recount the proof here for the reader’s convenience (compare also to the arguments
in Section 5) and since this idea is central to our cobordism arguments.
Lemma 4.2. Let (W,ω,Φ) be a (2n+1)-dimensional proper Hamiltonian G-manifold with boundary
∂W . Let ω∂W and Φ∂W denote the pullbacks of ω and Φ to the boundary. Then the Duistermaat-
Heckman distribution associated to the Hamiltonian G-manifold (∂W,ω∂W ,Φ∂W ) is identically zero.
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Proof. Let ϕ ∈ C∞c (g∗). We have
DH(∂W,ω∂W ,Φ∂W )(ϕ) =
∫
∂W
ϕ ◦Φ ω
n
n!
by definition of the DH distribution
=
∫
W
d
(
ϕ ◦Φ ω
n
n!
)
by Stokes’ theorem
=
∫
W
d (ϕ ◦ Φ) ∧ ω
n
n!
since ω is closed
=
∫
W
dϕ ◦
(
dΦ ∧ ω
n
n!
)
by the chain rule
(4.3)
where dΦ is understood to be a g∗-valued 1-form on W . For every X ∈ g, we have 〈dΦ,X〉 =
dΦX = ı(X♯)ω, so
(4.4)
〈
dΦ ∧ ω
n
n!
,X
〉
= ı(X♯)ω ∧ ω
n
n!
= ı(X♯)
ωn+1
(n + 1)!
= 0,
because ωn+1 is a form of degree 2n + 2 on the (2n + 1)-dimensional manifold W . Thus, the
g∗-valued (2n + 1)-form dΦ ∧ ωn
n! vanishes when paired with any X ∈ g. We conclude that (4.3)
vanishes for any test function ϕ, as required. 
In view of Lemma 4.2 above, we recall the following definition from [17, Chap. 2, Def. 2.20]:
Definition 4.5. A proper Hamiltonian cobordism between Hamiltonian G-manifolds (M0, ω0,Φ0)
and (M1, ω1,Φ1) is a proper Hamiltonian G-manifold with boundary (W, ω˜, Φ˜) and an orientation
preserving diffeomorphism
i : −M0 ⊔M1 → ∂W
(where the negative sign denotes opposite orientation) such that
i∗(ω˜ + Φ˜) = (ω0 +Φ0) ⊔ (ω1 +Φ1).
The next proposition is essential for what follows. The idea of our main theorem (Theorem 4.24)
is to construct a proper Hamiltonian cobordism between a given Hamiltonian G-manifold (M,ω,Φ)
and another Hamiltonian G-manifold that is described only in terms of local data near Z.
Proposition 4.6. Let (M0, ω0,Φ0) and (M1, ω1,Φ1) be two even-dimensional Hamiltonian G-
manifolds. Suppose that there exists a proper Hamiltonian cobordism between them. Then (M0, ω0,Φ0)
and (M1, ω1,Φ1) are proper Hamiltonian G-manifolds and
DH(M0,ω0,Φ0) = DH(M1,ω1,Φ1).
Proof. The first assertion is immediate from the definition of a proper Hamiltonian cobordism,
since each boundary component is a closed subset of the cobording manifold. The second assertion
follows from Lemma 4.2. 
Remark 4.7. We can compose cobordisms (see [10]) after choosing “trivializations” of tubular
neighborhoods of the boundary components. Thus the existence of a proper Hamiltonian cobordism
is an equivalence relation on Hamiltonian G-manifolds with proper momentum maps.
In the previous section, we define the notion of a polarized completion of a Hamiltonian G-
manifold with respect to a closed subset. This notion is used in the statement of the main theorem of
this section, since the right hand side of the formula (4.25) is the Duistermaat–Heckman distribution
DH(UZ ,ωZ ,ΦZ) of a polarized completion (UZ , ωZ ,ΦZ) of a neighbourhood UZ of the localizing set
Z (see Def. 4.21). Moreover, an implicit assertion in the statement of Theorem 4.24 is that this
Duistermaat–Heckman distribution DH(UZ ,ωZ ,ΦZ) is in fact independent of the choice of polarized
completion in a sense that we make precise below. The justification of this last assertion will involve
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two main ingredients. First, we need to place restrictions on the neighbourhood UZ . Second, we
use the invariance of equivariant cohomology under equivariant homotopy and the Cartan model
for equivariant cohomology. Definition 4.8 explains the first of these two ingredients:
Definition 4.8. LetN be aG-manifold and Z aG-invariant closed subset. A smooth equivariant
weak deformation retraction of N to Z is an equivariant smooth homotopy pt : N → N , for
0 ≤ t ≤ 1, such that
• p0 is equal to the identity map on N ,
• p1 maps N to Z,
• for all t, the map pt sends Z to Z.
(A smooth homotopy is a homotopy such that the map [0, 1]×N → N defined by (t, x) 7→ pt(x) is
smooth. The homotopy is equivariant if this map [0, 1] ×N → N is equivariant, where G acts on
the product [0, 1] ×N by the given action on N and trivially on the first factor.)
Remark 4.9. When t = 1, the map p1 may be viewed as a map from N to Z. This map p1
is, in particular, a homotopy inverse to the inclusion map i : Z → N since, by assumption, the
composition i ◦ p1 : N → N is homotopic through the maps pt : N → N to the identity map on N ,
and the composition p1 ◦ i : Z → Z is homotopic through the maps pt ◦ i : Z → Z to the identity
map on Z. In particular, this implies that the restriction map H∗G(N)→ H∗G(Z) is an isomorphism.
Here H∗G(Z) is understood to be the singular (not de Rham) Borel-equivariant cohomology of Z,
since we do not assume that Z is a manifold.
The next two remarks compare Definition 4.8 to related notions that appear in the literature.
Remark 4.10. In Definition 4.8, the map p1 : N → Z is not required to be a retraction, i.e., its
restriction to Z is not required to be the identity map on Z. Such a requirement is too stringent for
our purposes. The difference between the two notions may be seen in the following example. There
is no smooth retraction from R2 to the union of the two coordinate axes, since if p is a smooth
map that fixes the two coordinate axes, then its differential at the origin must be the identity,
so p must be a diffeomorphism near the origin and it cannot be a retraction to the union of the
axes. However, it is possible to construct a smooth weak deformation retraction in the sense of
Definition 4.8 from R2 to the union of the coordinate axes.
Remark 4.11. Definition 4.8 is the smooth equivariant analogue of a “deformation retraction in the
weak sense”, in the sense of Hatcher in [25, Chapter 0, Exercise 4]. We also note that the phrase
“weak deformation retraction” sometimes refers to a continuous map p : N → Z that is a homotopy
inverse to the inclusion map Z →֒ N , but in which the intermediate maps N → N in the homotopy
of i ◦ p to the identity are not required to carry Z to itself.
We will work with situations in which Z is an invariant closed subset of a G-manifold M and
N is a G-invariant neighbourhood of Z in M that admits a smooth equivariant weak deformation
retraction to Z.
We now briefly recall the Cartan model for Borel-equivariant cohomology (with R coefficients).
Let M be a G-manifold. Then an equivariant differential form on M is a G-equivariant poly-
nomial function from the Lie algebra g to the space Ω∗(M) of differential forms on M . Identifying
polynomial R-valued functions on g with the symmetric algebra S(g∗), we may think of an equi-
variant differential form α as an element of Ω∗(M)⊗ S(g∗). The G-equivariance condition ensures
that α is an element of the G-invariants in the tensor product, where G acts diagonally on each
factor in the standard fashion. Hence
Ω∗G(M)
∼= (Ω∗(M)⊗R S(g∗))G .
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Since both Ω∗(M) and S(g∗) are graded rings, we may equip Ω∗G(M) with the grading
ΩkG(M) :=
⊕
i+2j=k
(
Ωi(M)⊗R Sj(g∗)
)G
.
The equivariant differential dG : Ω
∗
G(M) → Ω∗+1G (M), the equivariant analogue of the ordinary
exterior derivative operator on Ω∗(M), is defined by the formula
(dGα)(X) = d(α(X)) − ιX♯(α(X))
whereX ∈ g is a Lie algebra element andX♯ ∈ Vect(M) denotes its corresponding vector field onM .
The equivariant differential satisfies dG ◦ dG = 0, so we may define the equivariant cohomology
(with R coefficients) H∗G(M ;R) as the cohomology of the complex (Ω
∗
G(M), dG). This is naturally
isomorphic to the Borel-equivariant cohomology of the G-space M with R coefficients, as defined
in terms of the Borel construction.
The next lemma, which is one of our main technical tools, states conditions under which a
polarized completion is unique up to cobordism.
Lemma 4.12. Let N be an even-dimensional oriented G-manifold and Z a closed subset of N .
Suppose that there exists a smooth equivariant weak deformation retraction from N to Z. Let
v : N → g be a bounded taming map with corresponding localizing set {v♯ = 0} equal to Z. Let
ω0 and ω1 be closed G-invariant 2-forms on N and Φ0 and Φ1 corresponding momentum maps.
Suppose that Φ0 and Φ1 are v-polarized and suppose that ω0 + Φ0 and ω1 + Φ1 agree on Z in the
sense of Definition 3.1. Let W = [0, 1] ×N , equipped with the G-action that is trivial on the first
factor and is the given action on N on the second factor. Let i0, i1 : N → W be the inclusions at
levels 0 and 1 respectively. Then there exists on W a closed 2-form ω˜ and proper momentum map
Φ˜ : W → g∗ such that i∗0(ω˜ + Φ˜) = ω0 + Φ0 and i∗1(ω˜ + Φ˜) = ω1 + Φ1. In particular, there exists a
proper Hamiltonian cobordism between (N,ω0,Φ0) and (N,ω1,Φ1).
Applying Proposition 4.6, we immediately get the following important consequence of the lemma:
Corollary 4.13. Under the assumptions and notation of Lemma 4.12,
DH(N,ω0,Φ0) = DH(N,ω1,Φ1).
Proof of Lemma 4.12. Let pt : N → N , for 0 ≤ t ≤ 1, be an equivariant smooth weak deformation
retraction from N to Z according to Definition 4.8. Because the image of p1 : N → N is contained
in Z, and because ω0 + Φ0 and ω1 + Φ1 agree on Z according to Definition 3.1, the pullback
p∗1 ((ω1 +Φ1)− (ω0 +Φ0)) is zero on N and in particular is equivariantly exact. Because p1 is
smoothly equivariantly homotopic to the identity map on N , and equivariantly homotopic maps
induce the same pullback map on equivariant cohomology, (ω1+Φ1)−(ω0+Φ0) is also equivariantly
exact on N . Thus there exists a G-invariant 1-form α on N such that
(4.14) dα = ω1 − ω0 and α(X♯) = ΦX0 − ΦX1 for every X ∈ g.
Let t denote the first coordinate on the product W = [0, 1] × N , and let π : W → N denote the
projection map to the second factor. Define the closed G-invariant 2-form
ω˜ := π∗ω0 + d(tπ
∗α)
on W . This has an associated momentum map Φ˜ : W → g∗ given by
Φ˜X := π∗ΦX0 − tπ∗α(X♯).
By (4.14), the function Φ˜ is equal to the convex combination (1−t)π∗Φ0+tπ∗Φ1. The functions π∗Φ0
and π∗Φ1 are π
∗v-polarized, because Φ0 and Φ1 are v-polarized and π is proper. By Lemma 3.5,
the function Φ˜ is π∗v-polarized. Since v is bounded by assumption, from Lemma 2.9 we conclude
that Φ˜ is proper.
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We have shown that (W, ω˜, Φ˜) is a Hamiltonian G-manifold with boundary whose momentum
map Φ˜ is proper. Identifying the boundary ∂W with −N ⊔ N (where the minus sign denotes
reversed orientation), the restriction of ω˜ to ∂W is ω0⊔ω1 and the restriction of Φ˜ is Φ0⊔Φ1. This
completes the proof. 
In preparation for our arguments in Section 5 and because the generalization requires no sub-
stantial additional argument, we also consider Hamiltonian G-manifolds equipped with equivariant
cohomology classes, namely, quadruples (M,ω,Φ, A), where (M,ω,Φ) is a Hamiltonian G-manifold
and A ∈ H∗G(M) is an equivariant cohomology class on M . We define a proper Hamilton-
ian cobordism between two such quadruples, (M0, ω0,Φ0, A0) and (M1, ω1,Φ1, A1), to be a
proper Hamiltonian G-manifold with boundary equipped with an equivariant cohomology class
(M˜, ω˜, Φ˜, A˜), and a diffeomorphism i : −M0 ⊔M1 → ∂M˜ , such that
(4.15) i∗ω˜ = ω0 ⊔ ω1, i∗Φ˜ = Φ0 ⊔ Φ1, i∗A˜ = A0 ⊔A1.
If there exists a proper Hamiltonian cobordism in the above sense between (M0, ω0,Φ0, A0) and
(M1, ω1,Φ1, A1), then in particular there exists a proper Hamiltonian cobordism between (M0, ω0,Φ0)
and (M1, ω1,Φ1) in the original sense of Definition 4.5. Thus, by slight abuse of language, henceforth
we use the term “proper Hamiltonian cobordism” to refer to the relation defined above between
Hamiltonian G-spaces, i.e., triples (M,ω,Φ), and also between Hamiltonian G-spaces equipped
with an equivariant cohomology class, i.e., quadruples (M,ω,Φ, A) as above.
Remark 4.16. As in Remark 4.7, the existence of a proper Hamiltonian cobordism is an equivalence
relation on quadruples (M,ω,Φ, A). Indeed, we can compose two cobordisms as in Remark 4.7,
and by a Mayer-Vietoris argument there exists an equivariant cohomology class on the composed
cobordism that restricts to the given ones on the two pieces.
The next lemma shows that the Duistermaat–Heckman distribution of a polarized completion
on a neighbourhood of Z with respect to Z is not only independent of the choice of polarized
completion, as we saw in Corollary 4.13, but is also independent of the choice of the neighborhood.
Lemma 4.17. Let (M,ω,Φ) be a Hamiltonian G-manifold, Z an invariant closed subset, and
A ∈ H∗G(M) an equivariant cohomology class. Let U0Z and U1Z be invariant open neighbourhoods of
Z in M , and suppose that there exist smooth equivariant weak deformation retractions from U0Z and
U1Z to Z. Let v : M → g be a bounded taming map such that {v♯ = 0}∩U0Z = {v♯ = 0}∩U1Z = Z. For
j = 0, 1, let ωj be a closed G-invariant 2-form on U
j
Z and let Φj be a corresponding momentum map.
For j = 0, 1, suppose that Φj is v|UjZ -polarized and that ωj+Φj agrees with ω+Φ on Z in the sense
of Definition 3.1. Then there exists a proper Hamiltonian cobordism between (U0Z , ω0,Φ0, A|U0Z ) and
(U1Z , ω1,Φ1, A|U1Z ).
Proof. The union U := U0Z ∪U1Z is a G-invariant open neighbourhood of Z in M whose intersection
with the localizing set {v♯ = 0} is equal to Z. Consider the product U × [0, 1] as a G-manifold,
with the G-action given by the action on the first factor.
Consider the G-invariant open subset W of U × [0, 1] defined by
W := U × [0, 1] r (((U r U0Z)× {0}) ⊔ ((U r U1Z)× {1})) .
Let ωW and ΦW denote the pullbacks of ω and Φ under the map from W to U given by projecting
to the first factor. Then (W,ωW ,ΦW ) is a Hamiltonian G-manifold.
By slight abuse of notation we denote also by v : W → g the pullback of v : U → g by the
projection W → U to the first factor. The localizing set of (W,v) is then Z × [0, 1]. Moreover, the
restriction of ΦW to Z × [0, 1] is v-polarized.
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Now let (W, ω˜, Φ˜) be a v-polarized completion of (W,ωW ,ΦW ) relative to Z× [0, 1], which exists
by Proposition 3.4. Identifying the boundary ∂W of W with U0Z ⊔ U1Z , the restriction of ω˜ + Φ˜ to
∂W has the form
(ω′0 +Φ
′
0) ⊔ (ω′1 +Φ′1),
where ω′j +Φ
′
j is a polarized completion of (U
j
Z , ω|UjZ ,Φ|UjZ ) with respect to Z. Taking A˜ ∈ H
∗
G(W )
to be the pullback of A ∈ H∗G(M) through the map (x, t) 7→ x, we obtain that (W, ω˜, Φ˜, A˜) is a
proper Hamiltonian cobordism between (U0Z , ω
′
0,Φ
′
0, A|U0Z ) and (U
1
Z , ω
′
1,Φ
′
1, A|U1Z ).
By Lemma 4.12, there also exist proper Hamiltonian cobordisms between (U0Z , ω
′
0,Φ
′
0, A|U0Z )
and (U0Z , ω0,Φ0, A|U0Z ) and between (U
1
Z , ω
′
1,Φ
′
1, A|U1Z ) and (U
1
Z , ω1,Φ1, A|U1Z ). Composing these
cobordisms (see Remark 4.16) gives the desired result. 
Applying Proposition 4.6 yields the following consequence.
Corollary 4.18. Under the assumptions and notation of Lemma 4.17,
DH(U0
Z
,ω0,Φ0) = DH(U1Z ,ω1,Φ1)
.
Our next step is to find a proper Hamiltonian cobordism between two Hamiltonian G-manifolds
whose Duistermaat–Heckman distributions yield the left and right hand sides of our localization
formula (4.25) below. For this we again invoke the existence of v-polarized completions. The proof
uses the same ideas as that of Lemma 4.17: we start with a trivial cobordism, remove irrelevant
pieces of the boundary, and take a polarized completion.
Proposition 4.19. Let (M,ω,Φ) be an even-dimensional Hamiltonian G-manifold without bound-
ary. Let v : M → g be a bounded taming map, let Z = {v♯ = 0} be the corresponding localizing set,
and let UZ be a G-invariant neighbourhood of Z in M . Suppose that Φ is v-polarized on M . Let
A ∈ H∗G(M) be an equivariant cohomology class on M . Then there exist a v|UZ -polarized comple-
tion (UZ , ωZ ,ΦZ) of (UZ , ω|UZ ,Φ|UZ ) relative to Z (in the sense of Definition 3.3) and a proper
Hamiltonian cobordism between (M,ω,Φ, A) and (UZ , ωZ ,ΦZ , A|UZ ).
Proof. ConsiderM×[0, 1] as a G-manifold, with the G-action given by the action on the first factor.
Let π : M × [0, 1] → M denote the projection to the first factor. By a slight abuse of notation we
denote by v : M × [0, 1]→ g the pullback of v : M → g by π. The localizing set of (M × [0, 1], v) is
then Z × [0, 1]. Consider the open subset W of M × [0, 1] defined by
W :=M × [0, 1] r ((M r UZ)× {0}) ,
and consider the closed subset Y of W defined by
Y := (Z × [0, 1]) ∪ (M × {1}) .
Both W and Y are G-invariant since UZ and Z are G-invariant. Let ωW and ΦW denote the
pullbacks of ω and Φ under the projection map π|W : W →M . Then (W,ωW ,ΦW ) is a Hamiltonian
G-manifold. Moreover, since Φ is assumed to be v-polarized on M and π is proper, the map π∗Φ
is v-polarized on M × [0, 1], and since Y is closed as a subset of M × [0, 1], the restriction of ΦW
to Y is also v-polarized.
Now let (W, ω˜, Φ˜) be a choice of v-polarized completion of (W,ωW ,ΦW ) relative to Y , which
exists by Proposition 3.4. Identifying the boundary ∂W of W with −UZ ⊔M , the restriction of
ω˜ + Φ˜ to ∂W becomes
(4.20) (ωZ +ΦZ) ⊔ (ω +Φ),
where ωZ + ΦZ denotes the restriction of ω˜ + Φ˜ to the boundary component UZ . Because Φ˜ is
v-polarized by construction and this boundary component is a closed subset of W , the map ΦZ
is v-polarized. Moreover, by the construction of ω˜ and Φ˜ and by the definition of Y , we also
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have that ωZ + ΦZ agrees with ω + Φ on Z. Thus, (UZ , ωZ ,ΦZ) is a v-polarized completion of
(UZ , ω|UZ ,Φ|UZ ) relative to Z. Because Φ˜ is v-polarized and v is bounded, Φ˜ is proper. Finally,
note that the restriction to ∂W of the equivariant cohomology class A˜ := π|∗WA is A|UZ ⊔A. Thus,
(W, ω˜, Φ˜, A˜) is a proper Hamiltonian cobordism between (M,ω,Φ, A) and (UZ , ωZ ,ΦZ , A|UZ ). 
For the next theorem, we introduce the following notation.
Definition 4.21. Let (M,ω,Φ) be a Hamiltonian G manifold, let v : M → g be a bounded taming
map, and let Zi be a connected component of the localizing set. Suppose that there exist arbitrarily
small neighbourhoods of Zi that admit smooth equivariant weak deformation retractions to Zi.
(This means that every neighbourhood of Zi contains a neighbourhood with this property.) Let
Ui be such a neighbourhood, and let (Ui, ωi,Φi) be a v|Ui-polarized completion of (Ui, ω|Ui ,Φ|Ui)
relative to Zi. In this situation we define the notation
(4.22) DHvgermZi (M,ω,Φ)
:= DH(Ui,ωi,Φi).
To justify the notation, we note that the distribution on the right hand side of (4.22) is inde-
pendent of the choice of Ui and polarized completion (ωi,Φi) by Corollary 4.18. Moreover, it is
determined by the restriction of ω and Φ to arbitrarily small neighbourhoods of Zi because Ui can
be chosen to be arbitrarily small.
Remark 4.23. In the above discussion we made the technical hypothesis, that there exist arbitrarily
small neighbourhoods of Zi that admit a smooth equivariant weak deformation retraction to Zi.
This hypothesis is automatically satisfied when Zi is a manifold by choosing an invariant tubular
neighbourhood of Zi. In many examples, such as those considered in Section 6, the components
Zi of the localizing set Z are indeed smooth and hence manifolds. However, there are important
situations in which the Zi are not necessarily smooth. Specifically, the critical set for the norm-
square of the momentum map for a nondegenerate Hamiltonian G-manifold can be singular, as
we saw in Remark 2.32. Nevertheless, we expect this critical set to always satisfy our technical
hypothesis. A proof would construct such weak deformation retractions locally using local normal
forms for Hamiltonian G-manifolds, and would then patch them in an appropriate sense using a
partition of unity.
We now state and prove the main theorem.
Theorem 4.24. Let (M,ω,Φ) be an even-dimensional Hamiltonian G-manifold without boundary.
Let v : M → g be a bounded taming map and let Z = {v♯ = 0} be the corresponding localizing set.
Suppose that Φ is v-polarized on M , hence on Z. Let
Z =
⊔
i∈I
Zi
be the decomposition of the localizing set Z into its connected components. Suppose that, for ev-
ery i ∈ I, there exist arbitrarily small neighbourhoods of Zi that admit smooth equivariant weak
deformation retractions to Zi. Then
(4.25) DH(M,ω,Φ) =
∑
i
DHvgermZi(M,ω,Φ)
.
Proof of Theorem 4.24. For each i ∈ I, choose an invariant neighborhood Ui of Zi that admits an
equivariant smooth weak deformation retraction to Zi. Moreover, choose these neighbourhoods Ui
sufficiently small so that their closures are disjoint. Let UZ be the union of the neighbourhoods Ui.
Let (UZ , ωZ ,ΦZ) be a v|UZ -polarized completion of (UZ , ω|UZ ,Φ|UZ ) relative to Z, as obtained from
Proposition 4.19. In particular, there exists a proper Hamiltonian cobordism between (M,ω,Φ)
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and (UZ , ωZ ,ΦZ). By Proposition 4.6, (M,ω,Φ) and (UZ , ωZ ,ΦZ) have the same Duistermaat–
Heckman distribution:
(4.26) DH(M,ω,Φ) = DH(UZ ,ωZ ,ΦZ).
Let ωi and Φi be the restrictions of ωZ and ΦZ to the component Ui. Then the Duistermaat–
Heckman distribution of (UZ , ωZ ,ΦZ) is the sum of the Duistermaat–Heckman distributions of
(Ui, ωi,Φi):
(4.27) DH(UZ ,ωZ ,ΦZ) =
∑
i
DH(Ui,ωi,Φi).
Because (Ui, ωi,Φi) is a v|Ui-polarized completion of (Ui, ω|Ui ,Φ|Ui) relative to Zi, by definition
(4.28) DHvgermZi(M,ω,Φ)
= DH(Ui,ωi,Φi).
Equation (4.25) follows from (4.26), (4.27), and (4.28). 
Remark 4.29. In Definition 4.21, if (Ui, ωi,Φi) is a polarized completion of (Ui, ω|Ui ,Φ|Ui), and if
v′ is a taming map that is equivalent to v in the sense of Remark 2.12, then (Ui, ωi,Φi) is also a
polarized completion of (Ui, ω|Ui ,Φ|Ui) relative to v′. Thus, the Duistermaat–Heckman distribution
DHvgermZi(M,ω,Φ)
is independent of the choice of taming map v within an equivalence class in the
sense of Remark 2.12.
5. Localization formulas for twisted Duistermaat-Heckman distributions
The main result of this section is a localization theorem for twisted Duistermaat–Heckman dis-
tributions (Theorem 5.20) that is analogous to Theorem 4.24.
Definitions and notation. For any real vector space V , there is a natural embedding V →
Vect(V ) of V into the space of smooth vector fields on V by v 7→ v˜, where v˜ denotes the constant
coefficient vector field v˜(x) = v ∈ TxV ∼= V . Furthermore, a smooth vector field X on V may be
interpreted as an element of the space LDO(V ) of linear differential operators on V via the Lie
derivative LX , so we also have an embedding Vect(V ) → LDO(V ) by the association X 7→ LX .
Because partial derivatives commute, the composition V → Vect(V ) → LDO(V ) extends to an
algebra embedding S(V ) → LDO(V ), denoted Q 7→ DQ, of the symmetric algebra S(V ) into
LDO(V ). Given an element Q ∈ S(V ), we denote by
S(V )⊗R C∞(V ) 7→ C∞(V )
(Q,ϕ) 7→ DQϕ(5.1)
the pairing obtained by applying the differential operator DQ to the function ϕ.
Consider now the case V = g∗, the dual of the Lie algebra g of a compact Lie group G. Also, let
M be a G-manifold and Φ: M → g∗ a smooth map. Composing with the pullback Φ∗ : C∞(g∗)→
C∞(M) yields the linear map
S(g∗)⊗R C∞(g∗)→ C∞(M)
(Q,ϕ) 7→ Φ∗(DQϕ) = DQϕ ◦Φ.(5.2)
Finally, tensoring (5.2) with the identity map on Ω∗(M) and composing with the pointwise multipli-
cation map Ω∗(M)⊗RC∞(M)→ Ω∗(M), we obtain a linear map (Ω∗(M)⊗R S(g∗))⊗RC∞(g∗)→
Ω∗(M). An element η ∈ Ω∗(M)⊗R S(g∗) determines via this map a linear transformation
(5.3) Dη,Φ : C
∞(g∗)→ Ω∗(M),
which may be expressed in explicit coordinates as follows.
We fix for the rest of this discussion a choice of basis {X1,X2, . . . ,Xr} for g and corresponding
dual basis {β1, β2, . . . , βr} of g∗. For a multi-index a = (a1, a2, . . . , ar) ∈ Zr≥0, denote by βa the
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monomial βa11 β
a2
2 · · · βarr ∈ S(g∗). An element η ∈ Ω∗(M) ⊗R S(g∗) may be expressed in these
coordinates as
(5.4) η =
∑
a
ηaβ
a,
where the coefficients ηa ∈ Ω∗(M) are differential forms. Tracing through the definition of the map
Dη,Φ of (5.3), an explicit computation shows that, for ϕ ∈ C∞(g∗) and η as above, the function (5.3)
is given by
(5.5) Dη,Φ(ϕ) =
∑
a
(Φ∗(Dβaϕ)) ηa.
We may now define the twisted Duistermaat–Heckman distribution on g∗. We first place the
additional assumption that Φ is proper. In this case, for any compactly supported function ϕ on g∗
and any a ∈ Zr≥0, the functions Dβaϕ and Φ∗(Dβaϕ) are also compactly supported (on g∗ and M
respectively), and hence Dη,Φ(ϕ) is a compactly supported differential form on M . In particular,
its integration over M is well-defined. Now let (M,ω,Φ) be a proper Hamiltonian G-manifold (see
Definition 2.19). Let η ∈ (Ω∗(M) ⊗R S(g∗))G be an equivariantly closed equivariant form on M .
We define the twisted Duistermaat-Heckman distribution with respect to (M,ω,Φ) and
η on g∗ as follows:
(5.6) DH(M,ω,Φ)(η) : ϕ 7→
∫
M
eω ∧Dη,Φ(ϕ).
When there is no danger of ambiguity, we will occasionally abuse notation and denote by DH(η)
the distribution DH(M,ω,Φ)(η).
The explicit formula (5.6) implies that ϕ 7→ DH(η)(ϕ) is linear and continuous as a map from
the space C∞c (g
∗) of compactly supported functions, with its C∞ topology, to R. Hence DH(η) is
a distribution. Moreover, when η ≡ 1, the twisted Duistermaat-Heckman distribution reduces to
the classical (“untwisted”) Duistermaat-Heckman distribution discussed in the previous section.
Remark 5.7. When M is compact, we can integrate exp(ω + iΦ) ∧ η over M to obtain an analytic
function on g. The twisted Duistermaat–Heckman distribution DH(M,ω,Φ)(η) is essentially the
Fourier transform of this function. See [37, section 3.1].
We now add some extra data to that of a Hamiltonian G-manifold: we call Hamiltonian G-
manifold equipped with a closed equivariant form a quadruple (M,ω,Φ, η) where (M,ω,Φ)
is a Hamiltonian G-manifold and η ∈ Ω∗G(M) is an equivariant differential form on M that is
equivariantly closed. In analogy with the definitions in Section 4 (and analogous slight abuse of
language), a proper Hamiltonian cobordism between two such quadruples (M0, ω0,Φ0, η0) and
(M1, ω1,Φ1, η1) is a quadruple (M˜, ω˜, Φ˜, η˜) and a diffeomorphism i : −M0 ⊔M1 → ∂M˜ such that
(5.8) i∗ω˜ = ω0 ⊔ ω1, i∗Φ˜ = Φ0 ⊔ Φ1, i∗η˜ = η0 ⊔ η1,
and such that (M˜, ω˜, Φ˜, η˜) is itself a proper Hamiltonian G-manifold (with boundary) equipped with
a closed equivariant form. Note that if such a cobordism exists, then Φ0 and Φ1 are necessarily
proper.
Remark 5.9. As in Remark 4.16, after possibly modifying the equivariant differential forms on
tubular neighbourhoods of the boundary components, we can compose such cobordisms. Thus,
being cobordant in the sense defined above is an equivalence relation on proper Hamiltonian G-
manifolds equipped with closed equivariant forms.
We begin with the following “twisted analogue” of Lemma 4.2 and Proposition 4.6:
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Lemma 5.10. Let (M0, ω0,Φ0, η0) and (M1, ω1,Φ1, η1) be proper Hamiltonian G-manifolds equipped
with closed equivariant forms. Suppose that there exists a proper Hamiltonian cobordism between
(M0, ω0,Φ0, η0) and (M1, ω1,Φ1, η1). Then
DH(M0,ω0,Φ0)(η0) = DH(M1,ω1,Φ1)(η1).
Proof. Let (M˜, ω˜, Φ˜, η˜), with diffeomorphism i : − M0 ⊔ M1 → ∂M˜ , be a proper Hamiltonian
cobordism between (M0, ω0,Φ0, η0) and (M1, ω1,Φ1, η1). To show that the twisted Duistermaat–
Heckman distributions are equal, it suffices to show that for any ϕ ∈ C∞c (g∗) we have
(5.11) DH(M0,ω0,Φ0)(η0)(ϕ) = DH(M1,ω1,Φ1)(η1)(ϕ).
We compute the difference as
DH(M1,ω1,Φ1)(η1)(ϕ) −DH(M0,ω0,Φ0)(η0)(ϕ) =
∫
M1
eω1 ∧Dη1,Φ1(ϕ) −
∫
M0
eω0 ∧Dη0,Φ0(ϕ)
=
∫
∂M˜
eω˜ ∧D
η˜,Φ˜(ϕ) by (5.8)
=
∫
M˜
d
(
eω˜ ∧D
η˜,Φ˜
(ϕ)
)
by Stokes’ theorem.
Thus it suffices to prove that
(5.12)
∫
M˜
d
(
eω˜ ∧D
η˜,Φ˜(ϕ)
)
= 0.
We first write
η˜ =
∑
a
η˜aβ
a
with respect to the basis {βi} of g∗ fixed above, where the η˜a are differential forms on M (of mixed
degree). Then D
η˜,Φ˜(ϕ) =
∑
a
(
Φ˜∗(Dβaϕ)
)
η˜a by (5.5). Since ω˜ is closed, d(e
ω˜) = 0, so
d
(
eω˜ ∧D
η˜,Φ˜(ϕ)
)
= eω˜ ∧ d(D
η˜,Φ˜(ϕ)).
We compute
d
(
D
η˜,Φ˜
(ϕ)
)
= d
(∑
a
(
Φ˜∗(Dβaϕ)
)
η˜a
)
=
∑
a
d
(
Φ˜∗(Dβaϕ)
)
∧ η˜a +
∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a
=
∑
a
Φ˜∗ (d(Dβaϕ)) ∧ η˜a +
∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a
=
∑
a
∑
i
Φ˜∗ (Dβi(Dβaϕ)) d〈Φ˜,Xi〉 ∧ η˜a +
∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a
=
∑
a
∑
i
Φ˜∗ (Dβi(Dβaϕ)) ι(X
♯
i )ω˜ ∧ η˜a +
∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a.
(5.13)
Now recall that η˜ is equivariantly closed, so for any X ∈ g, we have
d (η˜(X)) − ι(X♯)η˜(X) = 0.
This implies ∑
a
dη˜aβ
a =
∑
a
∑
i
ι(X♯i )η˜aβiβ
a,
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where {Xi} is the basis for g as fixed above. Thus for any ϕ ∈ C∞c (g∗) we have∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a =
∑
a
∑
i
(
Φ˜∗(Dβiβaϕ)
)
ι(X♯i )η˜a.
Noticing that Dβiβaϕ = DβiDβaϕ by definition of DQ, we have∑
a
(
Φ˜∗(Dβaϕ)
)
dη˜a =
∑
a
∑
i
(
Φ˜∗(DβiDβaϕ)
)
ι(X♯i )η˜a.
Substituting into the last expression in (5.13), we obtain
d
(
D
η˜,Φ˜(ϕ)
)
=
∑
i
∑
a
Φ˜∗ (DβiDβaϕ)
(
ι(X♯i )ω˜ ∧ η˜a + ι(X♯i )η˜a
)
.
Hence
(5.14) eω˜ ∧ d
(
D
η˜,Φ˜(ϕ)
)
=
∑
i
∑
a
Φ˜∗ (DβiDβaϕ)
(
eω˜ ∧ ι(X♯i )ω˜ ∧ η˜a + eω˜ ∧ ι(X♯i )η˜a
)
.
From the definition of the exponential
eω˜ = 1 + ω˜ +
ω˜2
2!
+
ω˜3
3!
+ · · ·
it can be seen that ι(X♯i )ω˜ ∧ eω˜ = ι(X♯i )eω˜ = eω˜ ∧ ι(X♯i )ω˜. Hence we may further simplify (5.14) as
eω˜ ∧ d
(
D
η˜,Φ˜
(ϕ)
)
=
∑
i
∑
a
Φ˜∗ (DβiDβaϕ)
((
ι(X♯i )e
ω˜
)
∧ η˜a + eω˜ ∧
(
ι(X♯i )η˜a
))
=
∑
i
∑
a
Φ˜∗ (DβiDβaϕ) ι(X
♯
i )
(
eω˜ ∧ η˜a
)
=
∑
i
∑
a
ι(X♯i )
(
Φ˜∗ (DβiDβaϕ)
(
eω˜ ∧ η˜a
))
.
The integral over M of the right hand side of this last equation is 0, because the expression is
the contraction by a vector field of a differential form, and hence its top degree part (which is the
only part which contributes to the integral) must be 0. Hence (5.12) vanishes, as desired. 
The purpose of the next lemma is to show that the twisted Duistermaat–Heckman distribution
is independent of the choice of a closed equivariant form η within an equivariant cohomology class.
Lemma 5.15. Let (M,ω,Φ) be a proper Hamiltonian G-manifold. Suppose that η0 and η1 are
closed equivariant differential forms on M such that [η0] = [η1] ∈ H∗G(M ;R). Then there exists a
proper Hamiltonian cobordism between (M,ω,Φ, η0) and (M,ω,Φ, η1).
Proof. Since [η0] = [η1] there exists an equivariant differential form γ onM such that η1−η0 = dGγ.
Equip M˜ := [0, 1]×M with the 2-form ω˜ = π∗ω and momentum map Φ˜ = π∗Φ, where π : M˜ →M
is the projection map to the second factor. Consider M˜ to be a G-manifold equipped with the
given action on M and the trivial action on [0, 1]. This makes (M˜, ω˜, Φ˜) a Hamiltonian G-space,
and π an equivariant map. Moreover, since Φ: M → g∗ is proper, Φ˜ : M˜ → g∗ is also proper.
Let t denote the coordinate on the interval [0, 1]. Define on M˜ the equivariant different form
η˜ = π∗η0 + dG(tπ
∗γ).
Since dGη0 = 0 by assumption, η˜ is also equivariantly closed. Define i0 : M˜ ×M and i1 : M˜ ×M
by i0(m) = (0,m) and i1(m) = (1,m). Then i
∗
0ω˜ = i
∗
1ω˜ = ω, i
∗
0Φ˜ = i
∗
1Φ˜ = Φ, i
∗
0η˜ = η0, and
i∗1η˜ = η0 + dGγ = η1. This shows that (M˜ , ω˜, Φ˜, η˜) is a proper Hamiltonian cobordism between
(M,ω,Φ, η0) and (M,ω,Φ, η1), as was to be shown. 
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By Lemmas 5.10 and 5.15 we have just shown that the following notion is well-defined:
Definition 5.16. Let (M,ω,Φ) be a proper Hamiltonian G-manifold, and let A be an equivariant
cohomology class in H∗G(M). Let η be an equivariant differential form on M representing A,
i.e., A = [η]. We define the twisted Duistermaat–Heckman distribution with respect to
(M, ω,Φ) and the equivariant cohomology class A as
DH(M,ω,Φ)(A) := DH(M,ω,Φ)(η).
In the previous section we introduced the notion of a proper Hamiltonian cobordism between
Hamiltonian G-manifolds equipped with equivariant cohomology classes. Using this notion we have
the following analogue of Lemma 5.10:
Lemma 5.17. Let (M0, ω0,Φ0) and (M1, ω1,Φ1) be proper Hamiltonian G-manifolds with equi-
variant cohomology classes A0 ∈ H∗G(M0) and A1 ∈ H∗G(M1). Suppose that there exists a proper
Hamiltonian cobordism between the quadruples (M0, ω0,Φ0, A0) and (M1, ω1,Φ1, A1). Then the
corresponding twisted Duistermaat–Heckman distributions are equal, i.e.,
DH(M0,ω0,Φ0)(A0) = DH(M1,ω1,Φ1)(A1).
Proof. Let ([0, 1] × M, ω˜, Φ˜, A˜) be a cobording quadruple, with diffeomorphism −M0 ⊔ M1 →
∂([0, 1] × M). Let η˜ be an equivariant differential form on [0, 1] × M that represents the class
A˜, and let η0 and η1 be its pullbacks to M0 and M1. Then η0 and η1 represent the classes A0 and
A1. The result now follows from Lemma 5.10 and Definition 5.16. 
In analogy with the previous section, we introduce the following notation.
Definition 5.18. With notation as in Definition 4.21, we define
(5.19) DHvgermZi(M,ω,Φ)
(A|Zi) := DH(Ui,ωi,Φi)(A|Ui).
The justification that this notation is well-defined follows that given in Section 4 for Defini-
tion 4.21 except that we use Lemmas 4.17 and 5.17. We may now state and prove the main
theorem:
Theorem 5.20. Let (M,ω,Φ) be an even-dimensional Hamiltonian G-manifold without boundary.
Let A be an equivariant cohomology class in H∗G(M). Let v : M → g be a bounded taming map and
let Z = {v♯ = 0} be the corresponding localizing set. Suppose that Φ is v-polarized on M , hence on
Z. Let
Z =
⊔
i∈I
Zi
be the decomposition of the localizing set Z into its connected components. Suppose that, for ev-
ery i ∈ I, there exist arbitrarily small neighbourhoods of Zi that admit smooth equivariant weak
deformation retractions to Zi. Then
(5.21) DH(M,ω,Φ)(A) =
∑
i
DHvgermZi(M,ω,Φ)
(A|Zi).
Proof. For each i ∈ I, choose an invariant neighbourhood Ui of Zi that admits an equivariant
smooth weak deformation retraction to Zi. Moreover, choose these neighbourhoods Ui to be suf-
ficiently small so that their closures are disjoint. Let UZ be the union of the neighbourhoods
Ui. Let (UZ , ωZ ,ΦZ) be a v|UZ -polarized completion relative to Z that is obtained from Proposi-
tion 4.19. In particular, there exists a proper Hamiltonian cobordism between (UZ , ωZ ,ΦZ , A|UZ )
and (M,ω,Φ, A). By Lemma 5.17, (M,ω,Φ, A) and (UZ , ωZ ,ΦZ , A|UZ ) have the same twisted
Duistermaat–Heckman distribution:
(5.22) DH(M,ω,Φ)(A) = DH(UZ ,ωZ ,ΦZ)(A|UZ ).
LOCALIZATION THROUGH COBORDISMS 27
Let ωi and Φi be the restrictions of ωZ and ΦZ to the component Ui. Then the twisted
Duistermaat–Heckman distribution of (UZ , ωZ ,ΦZ , A|UZ ) is the sum of the twisted Duistermaat–
Heckman distributions of (Ui, ωi,Φi, A|Ui):
(5.23) DH(UZ ,ωZ ,ΦZ)(A|UZ ) =
∑
i
DH(Ui,ωi,Φi)(A|Ui).
Because (Ui, ωi,Φi) is a v|Ui-polarized completion of (Ui, ω|Ui ,Φ|Ui) relative to Zi,
(5.24) DHvgermZi (M,ω,Φ)
(A) = DH(Ui,ωi,Φi)(A|Ui).
Equation 5.21 follows from (5.22), (5.23), and (5.24). 
Remark 5.25. As in the untwisted case (see Remark 4.29), taming maps that are equivalent in the
sense of Remark 2.12 give rise to the same localization formula.
6. The Brianchon-Gram polytope decomposition and symplectic toric manifolds
This paper was originally motivated by a question that Shlomo Sternberg posed some years ago.
We first recall the context of his question in some detail.
As was mentioned in the introduction, it is known that the Atiyah-Bott-Berline-Verge localiza-
tion theorem in equivariant cohomology [3–5], when applied to the exponent of the equivariant
symplectic form of a compact symplectic toric manifold, yields the measure-theoretic version of the
Lawrence-Varchenko polytope decomposition [28, 35], when applied to the corresponding momen-
tum polytope. As an example, Figure 6.1 illustrates a Lawrence-Varchenko polytope decomposition
that corresponds to localization on a CP2.
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Figure 6.1. A Lawrence-Varchenko decomposition of a triangle. The summands
on the right hand side correspond to the vertices of the triangle.
Motivated by this correspondence, Shlomo Sternberg pointed at a different (and classical) poly-
tope decomposition that goes back to Brianchon and Gram [9, 18] (see also [33]) and asked the
following question.
Question 6.1. (Shlomo Sternberg) Is there a localization formula on manifolds that corresponds
to the Brianchon-Gram polytope decomposition in the same way that the Atiyah-Bott-Berline-Vergne
localization formula corresponds to the Lawrence-Varchenko polytope decomposition?
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Figure 6.2. The Brianchon-Gram decomposition of a triangle. The summands on
the right hand side correspond to the faces of various dimensions of the triangle.
As an example, Figure 6.2 illustrates the Brianchon-Gram decomposition of the same polytope
as in Figure 6.1.
These decompositions can be described as follows. Let ∆ be an n-dimensional simple polytope
in Rn (see Appendix A for definitions). The tangent cone of ∆ at a face F is defined to be
CF = {x+ λ(y − x) | y ∈ ∆, x ∈ F, λ ∈ R≥0}.
One may think of this as the polyhedral cone which “a near-sighted person would see” if she stands
at a point in the relative interior of the face F . Clearly, CF is determined only by the local structure
of ∆ near this point. The (measure-theoretic version of the) Lawrence-Varchenko decomposition
of ∆ can then be expressed in the equality
(6.2) µ∆ =
∑
q
(−1)ǫqµ
C
♯
q
where the summation is over the vertices q of ∆, where µ∆ is Lebesgue measure on ∆, where
µ
C
♯
q
is Lebesgue measure on the cone obtained from the tangent cone to ∆ at q by flipping some
of its edge vectors so that they all pair positively with a pre-chosen “polarizing vector” in the
dual space, and where ǫq is the number of edge vectors that are flipped. The formula (6.2) has a
symplectic-geometric interpretation as follows. Suppose that ∆ is Delzant; this is equivalent to the
condition that ∆ is the momentum polytope of a symplectic toric manifold M . (See [13] for the
definition and basic facts of symplectic toric manifolds and Delzant polytopes.) The Duistermaat-
Heckman measure of M is precisely µ∆. The fixed points for the torus action on M exactly
correspond to the vertices of the polytope ∆ under the momentum map. For each fixed point
p, the tangent space TpM , with the symplectic form, torus action, and orientation induced from
those of M , is the symplectic toric manifold corresponding to the tangent cone Cq of ∆ at the
vertex q corresponding to p. This tangent space is isomorphic to Cn with its standard symplectic
form and with the torus acting by rotations of the coordinates. Flipping the symplectic form on
some of the coordinates in Cn and flipping the corresponding summands in the formula for the
momentum map yields a symplectic vector space (TpM)
♯ with a torus action and with momentum
image C♯q. Taking its Duistermaat–Heckman measure with respect to its original orientation, which
differs from the symplectic orientation if ǫq is odd (the Duistermaat–Heckman measure is then
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negative), the measure-theoretic Lawrence-Varchenko decomposition (6.2) becomes the assertion
that the Duistermaat–Heckman measure of M is equal to that of⊔
p
(TpM)
♯.
In the spirit of this manuscript, this equality of Duistermaat–Heckman measures can be deduced
from the fact that M is cobordant to
⊔
p(TpM)
♯ as Hamiltonian T -manifolds (with T = (S1)n)
equipped with proper momentum maps [17, Chap. 4, Sec. 6].
We next recall the Brianchon-Gram polytope decomposition formula [9,18]. Let ∆ be a polytope.
The Brianchon-Gram formula is the following relation between the characteristic functions of the
polytope and of the tangent cones of its faces:
(6.3) 1∆(x) =
∑
F
(−1)dim(F )1CF (x).
Note that the summation is now over all faces F of ∆ of all dimensions, in contrast to the Lawrence-
Varchenko decomposition. The measure-theoretic version of this decomposition is
(6.4) µ∆ =
∑
F
(−1)dimFµCF
where µ∆ is again Lebesgue measure on ∆, and µCF is Lebesgue measure on the tangent cone
CF . Again, the formula (6.4) has a symplectic-geometric interpretation as follows. Suppose again
that ∆ is Delzant and let M be the corresponding symplectic toric manifold. The measure µCF is
then the Duistermaat–Heckman measure of the symplectic toric manifold MCF that corresponds
to the tangent cone CF . When dimF = ℓ, this symplectic toric manifold MCF is isomorphic to
(S1 ×R)ℓ ×Cn−ℓ with the standard symplectic form and with the torus acting by rotations of the
S1 factors and of the C factors. By flipping the symplectic form on the first ℓ components of this
product, we get an oriented symplectic toric manifold which we denote by M ♯CF whose momentum
image is still CF . The orientation arising from the symplectic form is consistent with the original
orientation only if ℓ is even. By taking the Duistermaat–Heckman measure of M ♯CF with respect
to the original orientation, (6.4) becomes the assertion that the Duistermaat–Heckman measure of
M∆ is equal to that of
⊔
F M
♯
CF
. We show below that this assertion coincides with our localization
formula (4.25) when applied to the toric manifold M with an appropriate taming map.
Throughout this section we work with an identification t ∼= Rn ∼= t∗. Suppose as above that ∆
is a Delzant polytope and let M be the corresponding symplectic toric manifold. It turns out that
the measure-theoretic formula (6.4) is what we obtain from Theorem 4.24 when applied to M with
a taming map that comes from a function that satisfies the conditions described in the following
lemma.
Lemma 6.5. Let ∆ ⊂ Rn be an n-dimensional simple polytope. Then there exists an open neigh-
bourhood U of ∆ in Rn and a smooth function ρ : U → R with the following properties:
(1) For each face F of ∆, the restriction ρ|rel-int(F ) of ρ to the relative interior of F has a unique
critical point xF .
(2) Let F be an ℓ-dimensional face of ∆, and let xF be the critical point of ρ|rel-int(F ). Then
there exist ε > 0 and affine coordinates (x1, . . . , xℓ, y1, . . . , yn−ℓ) on R
n with respect to which
(a) the point xF becomes the origin, and a neighbourhood xF in F becomes the set UxF :=
(−ε, ε)ℓ × (−ε, 0]n−ℓ for some ε > 0.
(b) The function ρ|UxF becomes
ρ(x1, . . . , xℓ, y1, . . . , yn−ℓ) =
ℓ∑
j=1
x2j +
n−ℓ∑
j=1
yj
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after composing it with an affine map of R (i.e., multiplying by a constant and adding
a constant).
The proof of this lemma is technical and unrelated to the arguments in this section so we relegate
it to an appendix. We prove (an equivalent version of) the lemma in Appendix A as Parts (A) and
(C) of Proposition A.1.
Now suppose that (M,ω,Φ) is a symplectic toric T -manifold with momentum polytope ∆ =
Φ(M). Let ρ be a function as specified in Lemma 6.5, and let v = d(−ρ)◦Φ: M → t be the taming
map corresponding to −ρ. Let Z = {v♯ = 0} be the corresponding localizing set. We begin with
the following observation.
Lemma 6.6.
Z =
⊔
F
ZF ,
where the union is over all the faces F of ∆, and where ZF = Φ
−1({xF }). Moreover, every ZF
consists of exactly one T -orbit.
Proof. We have
(6.7) Z = Crit(ρ ◦ Φ) =
⊔
F
{x ∈M : Φ(x) is a critical point of ρ|rel-int(F )}.
Indeed, the first equality is the content of (2.22), and the second equality follows from Lemma 2.25,
since the orbit type strata of a symplectic toric manifold are exactly the preimages of the relative
interiors of the faces of its momentum polytope. By the construction of ρ, (specifically property (1)
of Lemma 6.5), the term in the union (6.7) that corresponds to the face F is exactly Φ−1({xF }).
Because in a toric manifold the momentum level sets are exactly the T -orbits, Φ−1({xF }) is a
T -orbit. 
Our next task is to explicitly construct a neighbourhood UZ of Z and a v-polarized completion
(UZ , ωZ ,ΦZ) of (UZ , ω|UZ ,Φ|UZ ) relative to Z for which an application of Theorem 4.24 and a
concrete computation of the right hand side of (4.25) for our choice of (UZ , ωZ ,ΦZ) yield the
measure-theoretic Brianchon-Gram formula. By Lemma 6.6, we can construct UZ as a disjoint
union, over faces F , of neighbourhoods UF of ZF , and we can construct the polarized completion
separately on each UF . The following result is the main technical tool that we need:
Proposition 6.8. Let (M,ω,Φ) be a compact connected symplectic toric manifold with momentum
polytope ∆ = Φ(M). Let ρ : ∆ → R be a smooth function as in Lemma 6.5, and let v : M → t be
the taming map corresponding to −ρ. Let F be a face of ∆ and let
CF = {x+ λ(y − x) | y ∈ ∆, x ∈ F, λ ∈ R≥0}
be the tangent cone of ∆ at F . Let ZF be the component of the localizing set that corresponds to
the face F as in Lemma 6.6. Then there exist
• an arbitrarily small T -invariant tubular neighbourhood UF of ZF ;
• a v-polarized completion (UF , ωF ,ΦF ) of (UF , ω|UF ,Φ|UF ); and
• an isomorphism of (oriented) Hamiltonian T -manifolds between (UF , ωF ,ΦF ) and the sym-
plectic toric manifold (MCF , ωCF ,ΦCF ) corresponding to CF , which carries the orientation
on UF to the symplectic orientation on MCF if dimF is even and to the opposite of the
symplectic orientation on MCF if dimF is odd.
Proof. Let ℓ denote the dimension of F . By Lemma 6.5 we assume that the affine span of F is
Rℓ × {0} ⊆ Rn, the critical point xF is the origin 0, the polytope ∆ coincides near xF with the
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sector Rℓ × Rn−ℓ≤0 , and the function ρ near xF is of the form
(6.9) ρ(x1, . . . , xℓ, y1, . . . , yn−ℓ) =
ℓ∑
j=1
x2j +
n−ℓ∑
j=1
yj.
The tangent cone CF is the sector
{(x1, . . . , xℓ, y1, . . . , yn−ℓ) | y1, . . . , yn−ℓ ≤ 0}.
The corresponding symplectic toric manifold is
MCF = (S
1 × R)ℓ × Cn−ℓ
where the torus T ∼= T ℓ × T n−ℓ acts by rotating the S1 coordinates and the C coordinates. The
symplectic form on MCF , which we denote ωstd, is the split form which is equal to dθ ∧ dt on every
cylinder (parametrized as {(eiθ, t)}) and is standard on the Cn−ℓ factor. The momentum map is
ΦCF
(
(eiθ1 , t1), . . . , (e
iθℓ , tℓ), z1, . . . , zn−ℓ
)
=
(
t1, . . . , tℓ,−|z1|
2
2
, . . . ,−|zn−ℓ|
2
2
)
.
The local normal form theorem identifies a neighbourhood UF of ZF in M with the open subset
(6.10) (S1 × (−ε, ε))ℓ × (D2ε)n−ℓ
of MCF , for some ε > 0. Here D
2
ε is a disc with momentum image (−ε, 0]. Thus its radius is
√
2ε.
By the explicit formula (6.9) for ρ, and identifying t and t∗ with Rn, if ε is sufficiently small, the
identification of UF with the open subset (6.10) of MCF carries the taming map v to the pullback
via ΦCF of
(6.11) (x1, . . . , xℓ, y1, . . . , yn−ℓ) 7→ (−2x1, . . . ,−2xℓ,−1, . . . ,−1).
Denote this pullback vstd. The pairing of the momentum map ΦCF with the taming map vstd is
the function
−
ℓ∑
j=1
2t2j +
n−ℓ∑
j=1
|zj |2
2
,
which is neither proper nor bounded from below. Its restriction to the open subset (6.10) is bounded
but is not proper.
We now equipMCF with the split symplectic form, which we denote ω
♯
CF
, which is the negative of
dθ∧dt on every cylinder component and remains standard on the Cn−ℓ component. This symplectic
form ω♯CF is consistent with the original symplectic orientation if ℓ is even and inconsistent if ℓ is
odd, and it has the momentum map
Φ♯CF =
(
−t1, . . . ,−tℓ,−|z1|
2
2
, . . . ,−|zn−ℓ|
2
2
)
.
We will now describe an equivariant diffeomorphism from UF to MCF under which the pullbacks
of ω♯CF and Φ
♯
CF
coincide with ω and Φ on ZF (in fact, their further pullbacks to ZF are zero) and
under which the pullback of Φ♯CF is v-polarized.
Let g : (−ε, ε) → R be a diffeomorphism such that g(−x) = −g(x) for all x and such that
g(x) = x on a neighbourhood of x = 0. Consider the diagram
(6.12) (S1 × (−ε, ε))ℓ × (D2ε)n−ℓ
ΦCF
//
ψ

(−ε, ε)ℓ × (−ε, 0]n−ℓ

(S1 × R)ℓ × (C)n−ℓ
Φ♯
CF
// Rℓ × (−∞, 0]n−ℓ
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in which the right vertical map is
(x1, . . . , xℓ, y1, . . . , yn−ℓ) 7→ (g(−x1), . . . , g(−xℓ), g(y1), . . . , g(yn−ℓ))
and the left vertical map ψ is the map that acts on the first ℓ factors as (eiθk , xk) 7→ (eiθk , g(xk))
and on the last n− ℓ coordinates by zj = rjeiθj 7→
√
2g(r2j /2)e
iθj . From this explicit description of
ψ it follows that ψ is a T -equivariant diffeomorphism and that the diagram (6.12) commutes.
Let ωF := ψ
∗ω♯CF and ΦF := ψ
∗Φ♯CF . The Hamiltonian T -manifold
(UF , ωF ,ΦF )
is isomorphic to (MCF , ω
♯
CF
,Φ♯CF ) since the equivariant diffeomorphism ψ provides such an iso-
morphism. To finish the proof we must show that ΦF is v-polarized. Since the diagram (6.12)
commutes, this is equivalent to showing that the composition of the top horizontal arrow with the
right vertical arrow in (6.12) is v-polarized. Recall that the taming map v is the pullback via ΦCF
of (6.11). Since the momentum map ΦCF , taken with the domain and codomain as in the top
horizontal arrow of (6.12), is proper, it is enough to show that the pairing of the map (6.11) with
the right vertical arrow in (6.12) is proper and bounded from below. This pairing is the map
(−ε, ε)ℓ × (−ε, 0]n−ℓ → R
that is given by the formula
(x1, . . . , xℓ, y1, . . . , yn−ℓ) 7→ (−2x1, . . . ,−2xℓ,−1, . . . ,−1) · (g(−x1), . . . , g(−xℓ), g(y1), . . . , g(yn−ℓ))
= 2
ℓ∑
j=1
xjg(xj)−
n−ℓ∑
j=1
g(yj).(6.13)
Notice that yj takes values in (−ε, 0], and −g(yj) is nonnegative and approaches∞ as yj approaches
−ε. Also, xj takes values in (−ε, ε), and xjg(xj) is nonnegative and approaches ∞ as |xj| →
±ε. So the function (6.13) is nonnegative, and for every L there exists δ such that 0 < δ < ε
and such that both tg(t) and g(t) are ≥ L whenever δ ≤ |t| < ǫ, and so the preimage of [0, L]
under the function (6.13) is contained in the compact subset [−δ, δ]ℓ × [−δ, 0]n−ℓ of the domain
(−ε, ε)ℓ × (−ε, 0]n−ℓ. This shows that the function is proper and bounded from below. 
This proposition allows us to identify the left and right hand sides of our localization for-
mula (4.25), applied to the symplectic toric manifold M and the taming map obtained from the
function ρ, with the left and right hand sides of the Brianchon-Gram decomposition (6.4), applied
to the momentum polytope ∆ of M . The right hand side of our localization formula (4.25) is a
summation over the components of the localizing set. These components exactly correspond to the
faces F of ∆. By Proposition (6.8), a neighbourhood of the component that corresponds to the
face F has a polarized completion that is isomorphic to the symplectic toric manifold MCF with
an orientation that is consistent with its symplectic form if and only if dimF is even. Thus, the
localization formula (4.25) in this case becomes the equality
DHM =
∑
F
(−1)dimFDHMCF .
Since the Duistermaat–Heckman measure of a symplectic toric manifold is precisely Lebesgue mea-
sure on its momentum polytope, this equality is precisely the Brianchon-Gram equality (6.4).
Remark 6.14. Our results are not the first to relate the Brianchon-Gram polytope decomposition
to localization. A partial answer to Question 6.1 is given by localization theory using the norm-
square ‖Φ‖2 of a momentum map for a Hamiltonian G-space, as developed by Paradan [31] and
Woodward [37], following Witten [36]. Indeed, the localization formula with respect to ‖Φ‖2,
applied to the exponent of the equivariant symplectic form of a symplectic toric manifold, yields
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the Brianchon-Gram decomposition under the following assumption on the momentum polytope
∆:
(6.15)
for every face F of ∆, of any dimension, the point of F that is closest
to the origin lies in the relative interior of F .
This correspondence between the localization formula for ‖Φ‖2 and the Brianchon-Gram decompo-
sition was also observed by Jonathan Weitsman and was worked out by Agapito and Godinho in [1].
Moreover, when the assumption (6.15) on ∆ fails, Agapito and Godinho show that the localization
formula for the norm-square of the momentum map corresponds to a new polytope decomposition
that is different from Brianchon-Gram’s.
We close by addressing the issue of the difference between the Brianchon-Gram formula and its
measure-theoretic version.
Remark 6.16. Although the Brianchon-Gram formula (6.3) can be proved directly, it can also be
derived from its measure-theoretic version, (6.4). Because the measures that appear in (6.4) are
constant multiples of Lebesgue measure outside the union of the affine spans of the facets of ∆,
this measure-theoretic formula implies the formula (6.3) whenever x is outside the union of these
affine spans. To prove (6.3) for an arbitrary x, we apply the measure-theoretic formula (6.4) to the
polytope that is obtained from ∆ by shifting its facets outward by an amount (depending on x)
that is small enough to not affect the values at x of the left and right hand sides of (6.3).
7. Example: a circle action on the 2-sphere
As an illustration of our methods, we now work out in detail the case of S1 acting on the unit
sphere S2 ⊂ R3 with the standard rotation action. We begin by setting some notation. The area
form on S2 can be written in cylindrical coordinates as ω = dθ ∧ dh where h : S2 → R is the
height function; this equips S2 with the standard orientation. The S1 action is generated by the
vector field ∂/∂θ. We identify the Lie algebra Lie(S1) and its dual Lie(S1)∗ with R so that the
exponential map becomes θ 7→ eiθ. Then Hamilton’s equation (2.17) becomes dΦ = ι(∂/∂θ)ω, and
the momentum map can be given by the height function Φ = h, as indicated in Figure 7.1.
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Figure 7.1. The standard action of S1 on S2 has
momentum map the height function Φ = h. The
equator has value h = 0, the north pole has h = 1,
and the south pole has h = −1.
Below, we apply our localization theorem to three different choices of taming map v : S2 →
Lie(S1)∗ ∼= R, obtaining as a consequence three different polytope decompositions. The first exam-
ple recovers the classical Duistermaat-Heckman theorem and hence the measure-theoretic Lawrence-
Varchenko decomposition. The second is the decomposition given by Woodward’s localization with
respect to ‖Φ‖2, and finally, the third is the measure-theoretic Brianchon-Gram decomposition.
34 MEGUMI HARADA AND YAEL KARSHON
7.1. Example: a constant taming map. We first consider the case corresponding to Exam-
ple 2.26, i.e., where the taming map v is equal to a constant η ∈ Lie(S1) ∼= R. For concreteness
we take η = 1. In this case Z = {η♯ = 0} = (S2)S1 = {N,S}, so the localizing set is the classical
localizing set consisting of the fixed points of the action. An equivariant tubular neighbourhood
UZ of Z consists of two components UN and US , equivariant neighbourhoods of the north and
south poles respectively. In order to apply Theorem 4.24 we must choose v-polarized completions
of (Φ = h, ω = dθ ∧ dh) on both UN and US . We first consider the north pole N . By definition, a
v-polarized completion (UN , ωN ,ΦN ) of (N, ω|UN ,Φ|UN ) must satisfy ΦN (N) = Φ(N) = h(N) = 1
and ΦvN = ΦN must be proper and bounded below. (There is no condition on ωN because {N} is
0-dimensional so the restriction of any 2-form to that component of Z is 0.)
In order to make explicit computations, we choose an orientation-preserving S1-equivariant diffeo-
morphism (not symplectomorphism) from an open neighbourhood UN of N to (all of) C, equipped
with its standard orientation and S1-action. The momentum map for the standard symplectic
form on C is −12‖z‖2 (up to a constant), which is not bounded below. To correct this, we therefore
equip C with the negative of the standard symplectic form, −ωstd = −dx ∧ dy, and we take the
momentum map
(7.1) ΦN(z) = 1 +
1
2
‖z‖2,
which is both bounded below and proper. Hence we can take (UN , ωN ,ΦN ) to be given by (7.1) and
ωN = −ωstd. Because integration of −ωstd = −dx∧dy with respect to the standard orientation takes
negative values, the corresponding Duistermaat-Heckman measure is negative Lebesgue measure
on the ray [1,∞) and zero outside the ray.
Similarly, a neighbourhood US of the south pole can be identified via an orientation-preserving
S1-equivariant diffeomorphism with C with its standard orientation and the opposite S1-action:
λ : z 7→ λ−1z.
The momentum map for this action is, up to a constant, +12‖z‖2, which is already proper and
bounded below. To obtain the condition ΦS(S) = Φ(S) = h(S) = −1 we define
ΦS(z) = −1 + 1
2
‖z‖2.
Here we take the standard symplectic form (and not its negative), so the contribution from the
south pole is positive Lebesgue measure on the ray [−1,∞) and zero outside.
Hence we get the decomposition of the Duistermaat-Heckman measure of S2 as illustrated in the
following Figure 7.2. This corresponds to the Lawrence-Varchenko polytope decomposition of the
interval [−1, 1].
7.2. Example: the norm-square of the momentum map. We now consider the case corre-
sponding to Example 2.27, i.e., where v = Φ̂ = h. In this case, the zero set Z := {x ∈ S2 : v♯x = 0}
of v♯ is {N}∪{S}∪{h = 0}, so we have an additional component of Z corresponding to the equator
in S2.
We begin our computations with the north pole. As in the previous example, we must construct
a v-polarized completion (ΦN , ωN ) of (Φ|UN , ω|UN ) on UN . We may assume that UN is contained in
the upper quarter of the sphere, {1/2 < h ≤ 1}, so ΦvN is between 12ΦN and ΦN . So ΦvN is proper
and bounded from below if and only if ΦN is proper and bounded from below. The same analysis
as in the previous example applies and we take
ΦN (z) = 1 +
1
2
‖z‖2
with UN ∼= C equipped with the negative of the standard symplectic form. Hence the contribution
from the north pole is the negative Lebesgue measure on [1,∞), as in the previous example.
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Figure 7.2. By choosing v ≡ 1 constant and
applying the localization formula, we obtain the
Lebesgue measure on the interval [−1, 1] as the
difference of Lebesgue measures on two rays. This
corresponds to a Lawrence-Varchenko decomposi-
tion.
In the case of the south pole, however, the analysis is different from the previous example since
we now have v ≈ −1 < 0 near the south pole. We may assume that US is contained in the bottom
quarter of the sphere, {−1 ≤ h ≤ −1/2}. Thus, in order to satisfy the v-polarization condition, we
must construct ΦS such that its negative −ΦS is proper and bounded from below. A similar analysis
as in the previous case then shows that we may take the negative of the standard symplectic form
on C and momentum map
ΦS(z) = −1− 1
2
‖z‖2,
with contribution negative Lebesgue measure on the ray (−∞,−1].
We now consider the contribution from the equator. The neighbourhood {−14 < h < 14} of
the equator in S2 is (non-symplectically) equivariantly diffeomorphic to the cylinder S1 × R, with
coordinates (θ, s). The action of S1 is by standard multiplication on the left component of S1 ×R.
By Hamilton’s equation (2.17), and using the standard orientation of the cylinder given by the
symplectic form ωE = dθ ∧ ds, the momentum map ΦE is given by ΦE(θ, s) = s, i.e., projection
onto the second factor. This momentum map satisfies ΦE |s=0 = 0, so it agrees with the height
function at the equator, as required. Moreover, when s >> 0 we have v ≈ 14 , and when s << 0
we have v ≈ −14 . So we have ΦvE(θ, s) ≈ 14s for s >> 0 and ΦvE(θ, s) ≈ (−14)s for s << 0. So
ΦvE(θ, s) ≈ 14 |s| for |s| >> 0, and hence ΦE is also v-polarized. The orientation of ωE is the same
as the orientation induced from the standard orientation of S2 restricted to UE , so this term will
appear with no sign change. Hence the contribution from the equator is positive Lebesgue measure
on all of R.
In summary, we get that the Duistermaat-Heckman measure for the S1-action on S2 may be
written in terms of these three contributions, as given in Figure 7.3. This is the decomposition
corresponding to the localization via the norm-square of the momentum map.
7.3. Example: the negative of the norm-square of the momentum map. Finally, we
consider the example where we pick v = −Φ̂ = −h. Since S2 is compact, Φv = −h2 is bounded
below so Φ = h is v-polarized on S2. We have Z = {N} ∪ {S} ∪ {h = 0} as in the previous case.
The analysis of the components of an equivariant tubular neighbourhood UZ = UN ∪ US ∪ UE is
exactly analogous to the previous case and we do not go through the details here, and only note
that the choices of direction will differ because of the sign change in v.
This choice of v yields the decomposition of the Duistermaat-Heckman measure as illustrated in
Figure 7.4. This is the Brianchon-Gram decomposition.
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Figure 7.3. By choosing v = Φˆ = h, we obtain
the Lebesgue measure on the interval [−1, 1] as
the sum of three contributions as indicated. This
corresponds to localization via the norm-square of
the momentum map.
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Figure 7.4. By choosing v = −Φˆ = −h, we ob-
tain the Lebesgue measure on the interval as the
sum of three contributions as indicated. This cor-
responds to the Brianchon-Gram decomposition.
Appendix A. Construction on a simple polytope of a smooth function with a
unique critical point on the relative interior of each face.
In this appendix we prove the technical Proposition A.1, which asserts the existence of a smooth
function on a simple compact polytope ∆ with certain prescribed properties, the most important
of which is that it has a unique critical point on the relative interior of every face. The existence
of a function with such critical points is intuitively quite clear but, firstly, we could not find a
reference, and secondly, it is surprisingly difficult to prove rigorously. Our approach is to use
brute-force differential topology on Rn. In fact, our explicit construction yields a function which,
near a critical point in a face F , is linear in coordinates transverse to the face, and quadratic in
coordinates along the face. These specific properties of our construction are used in Section 6.
Moreover, although we do not explicitly use these properties in this manuscript, we can also specify
in advance the location and the function value of each of the critical points in the faces of ∆.
We begin with some terminology and notation. By a polytope ∆ we mean the convex hull of a
finite set of points in a vector space (or in an affine space). In particular, our polytopes are always
compact. A face F of ∆ is its intersection with a supporting hyperplane: F = ∆∩ {L = λ} where
L is a linear functional and L|∆ ≥ λ. The dimension of a polytope is the dimension of its affine
span. Faces of a polytope are themselves polytopes. Facets are faces of codimension one. Every
face is an intersection of facets. A polytope is simple if every face of codimension k is contained
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in no more than k facets. Given a convex subset X of Rn, we denote by rel-int(X) the relative
interior of X, i.e., the interior of X in the affine span of X. Finally, we recall that a function f
defined on an arbitrary subset of X of Rn (e.g. on a polytope) is said to be smooth if, near each
point x ∈ X, there exists a smooth extension fU of f to an open neighbourhood U of x such that
fU |U∩X = f |U∩X . In the case that X is closed as a subset of Rn, it then follows that f extends to
a global smooth function on all of Rn.
The following technical proposition records the results of our explicit construction:
Proposition A.1. Let ∆ ⊂ Rn be an n-dimensional simple polytope. Then there exists a smooth
function f : ∆→ R with the following properties.
(A) For every face F of ∆, the minimal value of f on F is attained at exactly one point in the
relative interior of F , and the restriction of f to the relative interior of F has no other
critical points.
(B) Suppose that we are given the data {(xF , αF ) : F a face in ∆}, where for each face F we
have xF ∈ rel-int(F ) and αF ∈ R≥0, and where αF < αF ′ whenever F ′ is a proper subface
of F . Then the function f may be chosen such that, for each face F of ∆, the restriction
f |rel-int(F ) attains its minimum at the chosen point xF , and the minimum value is the chosen
αF , i.e. f(xF ) = αF .
(C) Let F be an ℓ-dimensional face of ∆. Near the above given point xF ∈ F , there exist ε > 0,
a neighbourhood UxF of xF in F , and affine local coordinates (x1, . . . , xℓ, y1, . . . , yn−ℓ) ∈
(−ε, ε)n on UxF such that
(a) the neighbourhood UF is given by {(x1, . . . , xℓ, y1, . . . , yn−ℓ) ∈ (−ε, ε)ℓ × [0, ε)n−ℓ} and
the point xF is given by the origin (0, 0) ∈ (−ε, ε)ℓ × [0, ε)n−ℓ;
(b) the function f can be chosen such that with respect to these coordinates, f |UxF is of
the form
f(x1, . . . , xℓ, y1, . . . , yn−ℓ) =
ℓ∑
j=1
x2j −
n−ℓ∑
j=1
yj
up to an affine translation in R (i.e. up to a multiplication and translation by con-
stants).
In order to prove Proposition A.1, we construct the required function f by a recursive procedure.
Before delving into technicalities, we first sketch our method. Recall that the ℓ-skeleton of a
polytope ∆ is the union of its ℓ-dimensional faces. We begin the inductive argument by constructing
an appropriate function f0 on a neighbourhood in R
n of the 0-skeleton, i.e., of the vertices of ∆.
Such a function will automatically have a unique critical point on the relative interior of each vertex,
because these relative interiors are just single points. Continuing by induction, suppose that we
are given a function fℓ−1, satisfying appropriate technical conditions (to be specified below) on a
neighbourhood in Rn of the (ℓ− 1)-skeleton. After possibly shrinking this neighbourhood, we show
that there exists a function fℓ on a neighbourhood of the ℓ-skeleton extending fℓ−1 and satisfying
similar technical conditions. Continuing in this manner, at the final step we then obtain a function
f := fn, defined on all of ∆ and that has the desired properties. The concrete implementation of
this plan occupies the rest of this appendix.
At each inductive step the functions fℓ that we construct are required to satisfy conditions that
are stated in terms of certain vector fields ξi that are defined along the facets of ∆, point “into” the
interior of ∆, and are tangent to lower-dimensional faces. We therefore begin with the construction
of these vector fields, for which we need some notation. Let ∆ be a simple polytope in Rn with N
facets. We may express the polytope as an intersection of half-spaces, i.e. ∆ =
⋂N
i=1Hi where
(A.2) Hi = {x ∈ Rn | φi(x) ≤ λi},
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the φi are linear functionals on R
n, and the λi are real numbers. We always assume that ∆ has
non-empty interior in Rn. Let {σ1, σ2, . . . , σN} be the facets of ∆, i.e., σi = ∆ ∩ ∂Hi. For a subset
I ⊆ {1, 2, . . . , N}, let FI denote the (possibly empty) face of ∆ obtained by intersecting the facets
σi for i ∈ I :
FI :=
⋂
i∈I
σi ⊆ ∆.
We define F∅ := ∆. If FI is nonempty, then since ∆ is simple, FI is a face of codimension |I|.
Moreover, if J ⊂ I then FI ⊂ FJ .
With this terminology in place we construct the vector fields ξj along the facets which we use
throughout our construction. Identifying TRn|σj with σj × Rn in the standard way, we think of
these vector fields as functions ξj : σj → Rn.
Lemma A.3. Let ∆ =
⋂N
i=1{x ∈ Rn | φi(x) ≤ λi} be an n-dimensional simple polytope in Rn and
let {σi}Ni=1 denote the facets of ∆. Then there exist smooth vector fields ξj : σj → Rn along the
facets such that
(1) dφj(ξj|x) < 0 for all x ∈ σj , and
(2) dφi(ξj |x) = 0 for all x ∈ σj ∩ σi and i 6= j.
In particular, let F = σj1 ∩ · · · ∩ σjn−ℓ and let
π = (λj1 − φj1 , . . . , λjn−ℓ − φjn−ℓ) : Rn → Rn−ℓ.
Then for all x ∈ F the vectors {π∗ (ξj1 |x) , . . . , π∗
(
ξjn−ℓ |x
)} are positive multiples of the standard
basis elements of Rn−ℓ.
Moreover, having a priori chosen for each face F a point xF in the relative interior of F , the ξj
can be chosen to be constant on a neighbourhood of xF for each F .
Condition (1) in Lemma A.3 means that ξj|x is transverse to σj and points into ∆. Condition
(2) implies that, for any face FI and for the indices j that correspond to relative facets FI ∩σj , the
restrictions of the vector fields ξj to FI ∩ σj are tangent to FI and point into FI .
Proof. Let x ∈ ∆ r rel-int(∆). Let j1, j2, . . . , jn−ℓ ∈ {1, 2, . . . , N} be the indices of all the facets
that pass through x. The linear functionals φj1 , . . . , φjn−ℓ are linearly independent in (R
n)∗ since
the polytope is simple. Let t1, . . . , tℓ be linear functionals such that t1, . . . , tℓ, φj1 , . . . , φjn−ℓ is a
basis of (Rn)∗. Let tℓ+1 := λj1 −φj1 , . . . , tn := λjn−ℓ −φjn−ℓ. Then there exists a neighbourhood Ux
of x in ∆ such that t1, . . . , tn : R
n → Rn carries Ux onto a neighbourhood of 0 in Rℓ × Rn−ℓ≥0 . Note
in particular that for every point y of Ux, the indices j1, j2, . . . , jn−ℓ ∈ {1, 2, . . . , N} are precisely
the indices of all the facets that pass through y.
The vectors ξ
(x)
i :=
∂
∂tℓ+i
satisfy the required properties at all the points of Ux.
Now fix j ∈ {1, 2, . . . , N} and consider σj. The open sets {Ux ∩ σj}x∈σj form an open cover
of σj . Since ∆ is compact, so is σj , so we may choose a finite subcover {Uxs ∩ σj}Njs=1 for some
Nj ∈ N. Without loss of generality we may assume that for each F contained in σj, the point xF
appears among the {xs}Njs=1. We may also assume that for each xF , there is a sufficiently small
neighborhood VF ⊆ UxF such that Uxs ∩ VF = ∅ for all xs 6= xF . Let ρs : σj → R, 1 ≤ s ≤ Nj, be a
smooth partition of unity with supp ρs ⊆ Uxs ∩ σj. Define
ξj :=
∑
s
ρsξ
(xs)
j .
Then the vector fields ξ1, . . . , ξN satisfy the required properties. 
Using the above vector fields ξj , we may now state the recursive conditions on the functions fℓ
in our construction:
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(f1) fℓ is a smooth function defined on an open neighbourhood Uℓ in ∆ of the ℓ-skeleton;
(f2) for each face F of dimension ≤ ℓ, the restriction of fℓ to rel-int(F ) attains its minimum at
the point xF , has no critical points other than xF , and fℓ(xF ) = αF ; and
(f3) for each face F of dimension ≤ ℓ, we have dfℓ(ξj|x) < 0 for all j with σj ∩F 6= ∅ and for all
x ∈ σj ∩ F .
(Note that σj ∩ F can be either F itself or a relative facet of F .)
We now begin the recursive construction of the functions fℓ. The base case requires us to
construct a function f0 near the 0-skeleton satisfying (f1)-(f3) above. Let x be a vertex of ∆. Since
∆ is simple, there exists an open neighbourhood Ux ⊂ Rn of x and an element A of AGL(n,R)
(=affine automorphisms of Rn) such that the map A takes x to 0 and takes the intersection Ux ∩∆
to a neighbourhood of 0 in the positive orthant Rn≥0 = {v = (v1, . . . , vn) ∈ Rn : vi ≥ 0 for all 1 ≤
i ≤ n}. We may take f0|Ux to be the composition of the affine transformation A with the function
v 7→ αF −
∑
i vi. The last condition in Lemma A.3 implies that for each facet σj that contains the
vertex x of ∆ the vector field ξi, near x, is a positive multiple of
∂
∂vi
in the above coordinates for
Rn≥0. Hence the function f0 near x satisfies the condition (f3) above. By our formula for f0|Ux ,
the condition (f2) also holds at this vertex. Repeating this for all vertices (and possibly shrinking
the open neighbourhoods so that their closures are disjoint), we obtain a function that satisfies the
above conditions (f1)-(f3) with ℓ = 0. This completes the base case of the induction.
We now proceed with the recursive step. Let ℓ ≥ 1, and assume that we have already defined
a function fℓ−1 on a neighbourhood of the (ℓ − 1)-skeleton that satisfies the conditions (f1)-(f3).
We now construct a function fℓ which (after possibly shrinking the neighbourhood on which fℓ−1
is defined) extends fℓ−1 near each ℓ-dimensional face F separately. In fact, we will first construct
fℓ in the ℓ-dimensional affine span of F and then extend to a neighbourhood of F in R
n. Fix an
ℓ-dimensional face F of ∆. By using an affine change of coordinates, we may assume without loss
of generality that
• the affine span of F is Rℓ, identified with the subspace Rℓ × {0}n−ℓ of Rn;
• the chosen point xF ∈ rel-intF is the origin 0; and
• in a neighbourhood of 0 the polytope ∆ coincides with Rℓ × Rn−ℓ≥0 .
Furthermore, after permuting the indices if necessary, we may without loss of generality assume
that F = σ1 ∩ . . . ∩ σn−ℓ, so that the vector fields ξ1, . . . , ξn−ℓ are defined along F .
The set of indices
K := {k |σk ∩ F 6= ∅, n− ℓ < k ≤ N}
parametrizes the set of relative facets of F . We have on each relative facet σk ∩ F a vector field
ξk along which fℓ−1 decreases. In Lemma A.4 below we construct a single vector field η
F on a
neighbourhood VF r {0} of F r {0} in Rℓ which interpolates between − ∂∂r and the vector fields
ξj constructed in Lemma A.3, and along which fℓ−1 decreases where it is defined. The flow along
ηF allows us to reparametrize the relative interior of F , which will in turn allow us to explicitly
construct the extension fℓ of fℓ−1 near F .
Let r denote the radial coordinate in Rℓ and let − ∂
∂r
denote the corresponding inward-pointing
radial vector field, defined and smooth on Rℓ r {0}. Let k ∈ K. Denote by Lk the restriction to
the affine subspace Rℓ of the linear functional 1
λk
φk in the notation of (A.2). Then the face F as a
subset of Rℓ is given by the intersection
F =
⋂
k∈K
{
x ∈ Rℓ | Lk(x) ≤ 1
}
⊆ Rℓ.
Given δ > 0, we may also define a smaller polytope Fδ ⊆ F by
Fδ :=
⋂
k∈K
{
x ∈ Rℓ | Lk(x) ≤ 1− δ
}
⊆ Rℓ.
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We always assume that δ is sufficiently small such that Fδ has the same combinatorial type as F
(this is possible because ∆ is simple) and such that 0 ∈ rel-intFδ.
Lemma A.4. There exists an open subset VF of R
ℓ containing F , a smooth vector field ηF on
VF r {0}, and a constant δ, 0 < δ < 1, such that
(1) for all k ∈ K,
(A.5) dLk(η
F ) < −δ < 0 on L−1k ([1− δ, 1]) ∩ VF ;
(2) ηF = − ∂
∂r
on Fδ r {0}; and
(3) dfℓ−1(η
F ) < 0 on ∂F .
Proof. The proof is by explicit construction. We first construct vector fields locally which satisfy
the conditions of the lemma, and then patch them together using a partition of unity.
We begin with the interior of F . Consider the open set U0 := rel-int(F )r {0}. The radial vector
field η0 := − ∂∂r is certainly smooth on U0. Moreover, since 0 ∈ rel-int(F ) and F is convex, − ∂∂r is
transverse to all relative facets Fk = σk∩F of F . In particular, for each k ∈ K we have dLk(η0) < 0
on Fk. Since each Fk is compact, there exists a neighbourhood Vk of Fk and δk > 0 such that
dLk(η0) < −δk < 0 on Vk. Let δ′k > 0 be such that L−1k ([1 − δ′k, 1]) ∩ U0 ⊆ Vk for each k, and set
δ0 := min (∪k∈K{δk, δ′k}). Then, for all k ∈ K, we have
(A.6) dLk(η0) < −δ0 on L−1k ([1− δ0, 1]) ∩ U0.
We conclude that the vector field η0 on U0 satisfies the conditions (1) and (2) of the lemma. (Since
U0 does not intersect ∂F , the condition (3) is not relevant for this case.)
We now proceed to the local construction at the boundary. Let x be in the relative boundary
∂F of F in Rℓ. Let Kx := {k ∈ K | x ∈ Fk}. By Lemma A.3(2), the vectors ξj|x for j ∈ Kx lie in
Rℓ. Let
ηx :=
∑
j∈Kx
ξj|x.
Observe that by the property (f3) of fℓ−1 and the definition of the ηx,
dfℓ−1(ηx) < 0.
Moreover, by Lemma A.3(1), the derivative dLk(ηx) is negative for every k ∈ Kx, since dLk(ξk) < 0
and dLk(ξj) = 0 for all j ∈ Kx r {k}. Choose δ′x such that 0 < δ′x < min{−dLk(ηx)}k∈Kx . We now
deal with the indices s not in Kx. By the definition of Kx, Ls(x) < 1 for all s ∈ K r Kx. Choose
δ′′x such that 0 < δ
′′
x < min{1 − Ls(x)}s∈KrKx . Then x 6∈ L−1s ([1 − δ′′x, 1]) for all s ∈ K r Ks. Let
U ′x be a neighbourhood of x in R
ℓ such that 0 6∈ U ′x, U ′x ∩ L−1s ([1 − δ′′x, 1]) = ∅ for all s ∈ K r Kx,
and d(fℓ−1)y(ηx)(y) < 0 at all points y of U
′
x. (Here ηx is viewed as a vector field on Ux with
constant coefficients.) Since the relative boundary ∂F of F is compact, there exists a finite set
{x1, . . . , xm} ⊆ ∂F such that ∂F ⊆ U ′x1 ∪ U ′x2 ∪ · · · ∪ U ′xm . Let δ = min{δ′x1 , δ′′x1 , . . . , δ′xm , δ′′xm}.
Define VF := U0 ∪ U ′x1 ∪ . . . ∪ U ′xm. Then, by construction, VF contains F , and the sets U0,
U ′x1 r (U
′
x1
∩ Fδ), . . ., U ′xm r (U ′xm ∩ Fδ) form an open covering of VF . Let ρ0, ρ1, . . . , ρm be a
partition of unity subordinate to this covering, and let
(A.7) ηF := ρ0
(
− ∂
∂r
)
+
m∑
i=1
ρiηxi .
Then ηF , VF , and δ > 0, as chosen above, satisfy the conditions of the lemma. 
We now wish to show that we may use the vector field ηF constructed in Lemma A.4 to
reparametrize the relative interior of F . Denote by ψ(t, x) the flow along −ηF , where t is the
time parameter of the flow and x is the initial condition. For fixed initial condition x, by a maximal
trajectory through x we mean the flow ψ(t, x) on the maximal interval (a, b) ⊆ R on which the flow
LOCALIZATION THROUGH COBORDISMS 41
is defined. As a first step, we wish to show that for any x in ∂Fδ , this flow ψ(t, x) takes x to ∂F
in finite time:
Lemma A.8. Let ηF and δ be as in Lemma A.4 and let x be a point in ∂Fδ. Let X(t) := ψ(t, x)
be the maximal trajectory of −ηF with initial condition ψ(0, x) = x. Then there exists tx > 0 such
that X(t) ∈ rel-intF for all 0 ≤ t < tx and X(tx) ∈ ∂F .
Proof. Since x ∈ ∂Fδ , there exists k ∈ K such that Lk(x) = 1− δ. Fix one such k. Let t > 0. First
we claim that
if X(τ) is defined and takes values in F for all τ in [0, t] then
(A.9) Lk(X(t)) > 1− δ + δt.
To prove the claim, recall that by the construction of ηF and δ, if X(t) is defined and belongs to
F , then
(A.10) if Lk(X(t)) ≥ 1− δ then d
dt
Lk(X(t)) = (dLk)X(t)(−ηF ) > δ.
Since X(0) = x and Lk(x) = 1− δ, then by (A.10) we may conclude that the derivative ddtLk(X(t))
is greater than δ when t = 0. By continuity, this derivative is greater than δ for t in a neighbourhood
of 0. Integrating, we conclude that (A.9) is true if t is positive and sufficiently small. Observe also
that by continuity of solutions of ODEs, for any t > 0 for which (A.9) holds, there exists an open
interval containing t on which the trajectory is defined and for which (A.9) still holds; in particular,
the set of t for which the claim holds is open. Now suppose that there exists a positive t0 for which
the claim does not hold; then there exists a minimal such t0 since the set of t0 for which the claim
does not hold is closed. By minimality, if 0 < t < t0 then Lk(X(t)) > 1 − δ + δt. By (A.10),
Lk(X(t)) > 1− δ + δt and t > 0 imply ddtLk(X(t)) > δ. Integrating,
Lk(X(t0)) = Lk(X(0)) +
∫ t0
0
d
dt
Lk(X(t)) dt > Lk(X(0)) +
∫ t0
0
δ dt
= 1− δ + δt0,
which contradicts the assumption on t0. This completes the proof that (A.9) holds for all positive
t.
Now suppose that the assertion of the lemma is not true, that is, X(t) ∈ rel-intF for all t > 0
where X(t) is defined. Then (A.9) implies that X(t) 6∈ Fδ for all t > 0 where X(t) is defined.
This implies that X(t) is defined for all t ∈ [0,∞), because it coincides with the trajectory of a
compactly supported vector field that equals ηF on F rFδ. Taking t big enough so that 1−δ+δt is
greater than one, (A.9) contradicts the assumption that X(t) is in F . This proves the lemma. 
We may now use ψ(t, x) to reparametrize F . In order to do so smoothly, we first need to construct
a smooth manifold in F which approximates ∂F in F . We will construct this smooth approximation
by taking a regular level set of a smooth function, which we now construct:
Lemma A.11. There exists a smooth function hF on a neighbourhood of ∂F in F such that
• dhF (ηF ) < 0 at all points of rel-int(F ) where hF is defined, and
• hF |∂F ≡ 1.
Proof. We first construct a function satisfying the conditions of the lemma locally near any point
x ∈ ∂F. We then use a partition of unity constant along ηF to form the global function hF required
in the lemma.
Let x ∈ ∂F and let Ux be a neighbourhood of x in Rℓ such that Ux only intersects facets of F
that contain x and such that Ux is contained in the set VF where η
F is defined. By construction,
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(dLk)x(η
F ) < 0 for all k ∈ Kx, so after possibly shrinking Ux, we may assume that dLk(ηF ) < 0 at
all points in Ux. On this neighbourhood Ux, we define the function
(A.12) hx := 1−
∏
k∈Kx
(1− Lk).
At points y ∈ Ux ∩ ∂F , at least one of the Lk in the right hand side of (A.12) is equal to one, so
hx(y) = 1. At points y ∈ Ux ∩ rel-intF , all the Lk in (A.12) are less than 1, so hx(y) < 1. Since
dLk(η
F ) < 0 for all k ∈ Kx, each Lk is decreasing along the trajectories of ηF . From (A.12) we
then see that hx is also decreasing along ηF at any point y where Lk(y) < 1 for all k ∈ K. In
particular, dhx(ηF ) < 0 on Ux ∩ rel-intF .
Secondly, we patch together these functions hx by means of a partition of unity. This will
require some extra care since we wish to guarantee that the resulting function still satisfies the
first condition of the lemma. To accomplish this, we now construct a partition of unity {ρx} such
that for each ρx we have dρx(ηF ) = 0, i.e. the functions ρx are constant along the flow of ηF . Let
x ∈ ∂F. Since ηF |x 6= 0 and ηF is smooth, there exists a neighbourhood Vx ⊂ Ux of x in Rℓ with a
smooth parametrization φ : Ωx → Vx, where
Ωx := {(t1, . . . , tℓ) ∈ Rℓ | |t1| < 4ε1 and t22 + · · ·+ t2ℓ < 4ε2}
for some ε1, ε2 > 0, such that φ(0) = x and φ∗
(
∂
∂t1
)
= ηF . Since ηF is transverse to ∂F , after
possibly shrinking ε1 and ε2, we may assume without loss of generality that for every value of
t2, . . . , tℓ that occurs in Ωx, the function t1 7→ Lk(φ((t1, t2, . . . , tℓ)) is defined for t1 in some interval,
is strictly monotone, and assumes both positive and negative values. It then follows that for every
(t2, . . . , tℓ) occurring in Ωx, there exists exactly one t1 such that φ(t1, t2, . . . , tℓ) ∈ ∂F. Moreover,
after possibly further shrinking ε2, we may also assume that
{(t1, t2, . . . , tℓ) | φ(t1, . . . , tℓ) ∈ ∂F}
is contained in {|t1| < 2ε1}.
Now observe that the function
ρx(q) :=
e
− 1
ε2
2
−t2
2
−···−t2
ℓ
if q = φ(t1, t2, . . . , tℓ) for some (t1, t2, . . . , tℓ) ∈ Ωx,
t22 + · · · + t2ℓ < ε2, and |t1| < 52ε1
0 otherwise
is smooth on the neighbourhood
V˜x := R
ℓ r {φ(t1, t2, . . . , tℓ) | 2ε1 ≤ |t1| ≤ 3ε1, t22 + · · ·+ t2ℓ ≤ 2ε2}
of ∂F in Rℓ. To see this, observe that V˜x is the union of the open set {φ(t1, . . . , tℓ) | |t1| < 2ε1}
and the open set Rℓ r {φ(t1, . . . , tℓ) | |t1| ≤ 3ε1, t22 + . . . + t2ℓ ≤ 2ε2}. On the second set, ρx ≡ 0 by
definition. On the first set, ρx is smooth. Hence ρx is smooth also on the union.
By slight abuse of notation, we let {ρx > 0} denote the open subset in V˜x where ρx is positive.
By definition of ρx, the point x ∈ ∂F is contained in {ρx > 0}. Since ∂F is compact, there exists
a finite set {x1, . . . , xM} ⊆ ∂F such that ∪Mj=1{ρxj > 0} contains ∂F . In particular
∑M
j=1 ρ
xj is
defined and positive on a neighbourhood of ∂F in Rℓ. Let V˜ be such a neighbourhood. We now
define
(A.13) ρk :=
1∑M
j=1 ρ
xj
ρxk
on V˜ ∩ V˜xk . Since dρxk(ηF ) ≡ 0 by construction, it follows that dρk(ηF ) ≡ 0 also.
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Since hxk is defined on Uxk which entirely contains the support of ρ
xk , the product ρkhxk may
be extended to a smooth function on all of V˜ . Hence the sum
(A.14) hF :=
M∑
i=1
ρihxi
is well-defined and smooth on V˜ .
We now claim that hF ≡ 1 on ∂F and dhF (ηF ) < 0 on V˜ ∩rel-intF . To see this, suppose x ∈ ∂F .
Let Ix = {k | x ∈ Uxk}. Consider
(A.15)
 ⋂
k∈Ix
Uxk
 ∩ V˜ .
On this set,
hF =
∑
k∈Ix
ρkhxk ,
the hxk for k ∈ Ix are well-defined, satisfy dhxk(ηF ) < 0 on rel-int(F ), and moreover,
∑
k∈Ix
ρk ≡ 1.
Hence for every y in ∂F ∩ (∩k∈IxUxk) ∩ V˜ we have
hF (y) =
∑
k∈Ix
ρk(y)hxk(y) =
∑
k∈Ix
ρk(y) = 1.
Moreover, on rel-int(F ) ∩ (∩k∈IxUxk) ∩ V˜ , we have
dhF (ηF ) =
∑
k∈Ix
d
(
ρkhxk
)
(ηF ) =
∑
k∈Ix
ρkdhxk(ηF ) < 0,
where the second equality uses that dρk(ηF ) = 0 by our construction of the ρk, and the last
inequality uses that dhxk(ηF ) < 0, that ρk ≥ 0, and that not all the ρk vanish. Hence hF satisfies
the required conditions of the lemma. 
By the construction of hF in Lemma A.11, the differential dhF never vanishes in rel-intF . Thus,
for any ε > 0, the level set
(A.16) Zε :=
(
hF
)−1
(1− ε) ⊂ F
is a smooth manifold. This is our smooth approximation to ∂F . The next lemma proves smoothness
properties of the flow ψ(t, x) along −ηF with respect to this level set. Using (similar) notation as
in Lemma A.8, for x ∈ rel-intFδ r {0} we let X(t) denote the trajectory for −ηF that is defined
for 0 ≤ t ≤ tx and such that X(0) = x, X(tx) ∈ ∂F , and X(t) ∈ rel-intF r {0} for all 0 < t < tx.
Such a trajectory and tx exist because η
F coincides with − ∂
∂r
within Fδ and by Lemma A.8.
Lemma A.17. Let δ > 0 be as in Lemma A.4. Then there exists ε > 0 sufficiently small such that
for all x ∈ rel-intFδ there exists a unique t′x > 0 with hF (X(t′x)) = 1− ε and such that the function
x 7→ t′x is smooth on rel-intFδ r {0}.
Proof. Let V be an open neighbourhood of ∂F in F whose closure is contained in the open neigh-
bourhood of ∂F where hF is defined. Its boundary, V r V , is a compact subset of rel-intF on
which hF < 1. Choose ε such that 1 − ε > maxhF |V rV . The existence of t′x (specified by this
choice of ε) follows from the continuity of the function t 7→ hF (X(t)). The uniqueness of t′x follows
from the fact that dhF (−ηF ) > 0 at all points of rel-intF where hF is defined, which implies that
t 7→ hF (X(t)) is monotone increasing.
The derivative ∂
∂t
hF ◦ ψ|(t,x) is non-zero because it is equal to dhFψ(t,x)(−ηF ), which is positive
by the construction of hF . The smoothness of the function x 7→ t′x now follows by applying the
implicit function theorem to the condition hF (ψ(t, x)) = 1− ε. 
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We now wish to use the flow along −ηF to reparametrize the compact region in F with boundary
Zε so that the region is diffeomorphically identified with the standard closed ball in R
ℓ of some
radius. Moreover, we want to arrange that under this identification, the vector field ηF is identified
with the standard inward-pointing radial vector field − ∂
∂r
. Such a parametrization allows us to
construct the function fℓ using explicit coordinates on the standard closed ball.
We now review some properties of fℓ−1 useful in the constructions to follow.
• First, min
∂F
fℓ−1 > αF . Indeed, the induction hypotheses on fℓ−1 imply that min
∂F
fℓ−1 =
min
E(F
{αE}, which is greater than αF by assumption.
• Second, dfℓ−1(ηF ) < 0 on ∂F by the construction of ηF in Lemma A.4.
After possibly shrinking the neighbourhood Uℓ−1 of ∂F on which fℓ−1 is defined, we may also
assume without loss of generality that
• inf
Uℓ−1∩Rℓ
fℓ−1 > αF ;
• ηF is well defined everywhere on Uℓ−1 ∩ Rℓ; and
• dfℓ−1(ηF ) < 0 on Uℓ−1 ∩ Rℓ.
Let ε > 0 be sufficiently small such that the conclusions of Lemma A.17 apply, such that the
level set Zε of (A.16) is contained in Uℓ−1, and such that αF < min
Zε
fℓ−1. In particular, by the
properties of fℓ−1 listed above,
dfℓ−1(η
F ) < 0 near Zε.
To achieve the reparametrization mentioned above, we will need to further rescale ηF . Specifi-
cally, choose r2 > r1 > 0 such that the set Fδ of Lemma A.4 contains the closed ball of radius r2
about the origin, and consider the spheres Sℓr1 and S
ℓ
r2
with center 0 and radii r1 and r2 respec-
tively. In the lemma below and in the arguments that follow, we rescale ηF within the region of
F contained between the concentric spheres Sℓ−1r1 and S
ℓ−1
r2
. This makes the time required to flow
out to Zε uniform along S
ℓ−1
r1
.
Lemma A.18. There exists a smooth function σ : Rℓ → R that takes positive values, is equal to 1
outside the set {x ∈ Rℓ | r1 < |x| < r2}, and such that for the flow ψ(t, x)new corresponding to the
rescaled vector field −ηF
new
:= −σηF , there exists a constant R > 0 such that ψ(R,x)new is defined
and belongs to Zε for all x ∈ Sℓ−1r1 .
Proof. By construction, ηF agrees with − ∂
∂r
in the region between Sℓ−1r1 and S
ℓ−1
r2
. Given a smooth
function hT (r) of one variable and vector field hT (r)
∂
∂r
on Rℓ r {0}, it takes time
(A.19)
∫ r2
r1
dr
hT (r)
to flow along this vector field from a point in Sℓ−1r1 to S
ℓ−1
r2
. Let β : [r1, r2] → R≥0 be a smooth
function such that β(r) ≡ 0 for r near both r1 and r2 and such that
∫ r2
r1
β(r)dr = 1. For T > 0,
define hT : [r1, r2]→ R by
hT (r) :=
1
1 + Tβ(r)
.
Then by construction, the travel time (A.19) is equal to r2 − r1 + T , hT (r) ≡ 1 for r near both r1
and r2, and (T, r) 7→ hT (r) is smooth.
Now, let T : Sℓ−1r1 → R>0 be a smooth function. For x ∈ Rℓ, define
σ(x) =
{
hT (r1 x‖x‖ )(‖x‖) if r1 ≤ ‖x‖ ≤ r2
1 0 ≤ ‖x‖ < r1 or ‖x‖ > r2.
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This defines a smooth function σ : Rℓ → R. Define a new vector field ηFnew by
ηFnew = ση
F .
This vector field has the same trajectories as ηF , but with different time parametrizations. By the
construction of the function hT , the travel time along the trajectory from a point x in S
ℓ−1
r1
to the
sphere Sℓ−1r2 for the rescaled vector field −ηFnew is equal to
T (x) + r2 − r1 = T (x) +
(
the travel time for the vector field − ηF ) .
It follows that the travel time along the trajectory of −ηFnew from a point x ∈ Sℓ−1r1 to Zε is equal
to t′x + T (x) where t
′
x is as in Lemma A.17. To finish the proof, it therefore remains to choose the
function T : Sℓ−1r1 → R>0 so that R := t′x+T (x) is independent of x ∈ Sℓ−1r1 . Pick any R > max
x∈Sℓ−1r1
t′x.
For x ∈ Sℓ−1r1 , define T (x) := R− t′x. Then this function T is smooth, it takes positive values, and
T (x) + t′x is evidently independent of x ∈ Sℓ−1r1 , as required. 
We can use the modified ηFnew to create a diffeomorphism between a standard closed ball in R
ℓ
and a subset of F as follows. Let ψnew(t, x) denote the flow along −ηFnew. For a real number r > 0,
let Bℓ(r, 0) denote the standard closed ball in Rℓ of radius r centered at 0 ∈ Rℓ. We define
Ψ: Bℓ(r1 +R, 0)→ F r (hF )−1 ((1− ε, 1])
by
(A.20) Ψ(x) =

x if ‖x‖ < r1;
ψnew(t, x) if x = y + t y‖y‖ for some y ∈ Sℓ−1r1
and 0 ≤ t ≤ R.
Lemma A.21. (1) Ψ intertwines the vector field − ∂
∂r
with the vector field ηFnew.
(2) Ψ is a diffeomorphism.
Proof. Since ηFnew is defined in a neighbourhood VF of F , the flow along the vector field −ηFnew
defines a smooth map (−r1, R+ ε0)× Sℓ−1r1 → Rℓ, (x, t) 7→ ψnew(t, x), for sufficiently small ε0 > 0.
We use the diffeomorphism x+ t x‖x‖ 7→ (t, x) to identify the interior of B(r1+R+ ε0, 0)r {0} with
(−r1, R+ ε0)×Sℓ−1r1 . Since −ηFnew ≡ ∂∂r is the standard radial vector field within the ball of radius
r1, the restriction of this flow to B
ℓ(r1 + R, 0) r {0} is precisely the map Ψ. In particular, Ψ is
smooth on Bℓ(r1 +R, 0)r {0}. Since Ψ is the identity map near 0, Ψ is smooth everywhere.
It follows from the above that Ψ carries the standard radial vector field ∂
∂r
on Bℓ(r1+R, 0)r{0}
to −ηFnew, which implies (1). Moreover, Lemma A.18 and the definition of ηFnew imply that image(Ψ)
is exactly F r (hF )−1((1− ε, 1]). In particular, the boundary Sℓ−1r1+R is carried to Zε.
We now show that Ψ is a diffeomorphism. First, by the theory of ODEs, trajectories of −ηFnew are
disjoint, so Ψ is injective. Next we claim that Ψ is a local diffeomorphism for all x ∈ Bℓ(r1+R, 0).
It suffices to prove that the differential dΨx is always onto. From the definition of Ψ, the claim is
obvious for any point x in the interior of Bℓ(r1, 0). Hence we may assume that x ∈ Bℓ(r1+R, 0) is
of the form x = y + t0
y
‖y‖ for y ∈ Sℓ−1r1 and 0 ≤ t0 < R. For a fixed t, denote by ψnew(t, ·) the map
x 7→ ψnew(t, x). By definition of Ψ, the image (Ψ)∗(TxSℓ−1r1+t0) is equal to (ψnew(t0, ·))∗(TySℓ−1r1 )),
and we have already seen above that Ψ∗(
∂
∂r
) = −ηFnew = (ψnew(t0, ·))∗ ( ∂∂r ). Since ψnew(t0, ·) is a
local diffeomorphism, we conclude Ψ∗ is also onto at every x = y + t0
y
‖y‖ , as desired.
Since Ψ is a local diffeomorphism, it is in particular an open map. Surjectivity now follows
from the general fact that a continuous open map from a nonempty compact space to a connected
Hausdorff space is surjective. Hence Ψ is injective, surjective, and locally a diffeomorphism, hence
a global diffeomorphism as desired.
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
We are now in a position to explicitly construct an extension of fℓ−1 to the interior rel-intF of
F . We do so by using the reparametrization to B(r1 +R, 0) given by Ψ. Recall that the function
fℓ−1 is defined on a neighbourhood Uℓ−1 of ∂F in F that contains, by our assumption on ε, the
hypersurface Zε = Ψ(∂Br1+R). Let Ψ
∗fℓ−1 be the pullback of fℓ−1 to a neighbourhood U∂B of the
boundary in B(r1 +R, 0). Since
• Ψ carries − ∂
∂r
to ηFnew,
• ηFnew coincides with ηF near Zε,
• dfℓ−1(ηF ) < 0 near Zε, and
• αF < min
Zε
fℓ−1,
after possibly shrinking the neighbourhood U∂B of ∂B in B(r1 +R, 0) we may assume that
d(Ψ∗fℓ−1)
(
− ∂
∂r
)
< 0 on U∂B ,
and that there exists γ ∈ R such that αF < γ < inf
U∂B
Ψ∗fℓ−1.
We now define a function which, when patched together with Ψ∗fℓ−1 via a partition of unity,
will yield the desired extension. Define
(A.22) ζ(x) := αF + (γ − αF )
( ‖x‖2
|r1 +R|2
)
for x ∈ B(r1 +R, 0) ⊆ Rℓ.
Then by construction ζ(x) < γ for all x ∈ B(r1 +R, 0), so
Ψ∗fℓ−1 > ζ on U∂B .
Since ∂B(r1 +R, 0) is compact, there exists an R˜ with 0 < R˜ < r1 +R such that the annulus
{x | R˜ ≤ ‖x‖ ≤ r1 +R}
is contained in the neighbourhood U∂B of ∂B(r1 + R, 0). Let ρ : [0, r1 + R] → R be a smooth
function such that
• ρ is weakly monotone increasing, and
• there exist R1 and R2 such that 0 < R˜ < R1 < R2 < r1 +R and such that ρ = 0 on [0, R1]
and ρ = 1 on [R2, r1 +R].
Given such a ρ, define ρ : B(r1+R, 0)→ R by ρ(x) := ρ(‖x‖). Note that
(− ∂
∂r
)
ρ ≤ 0 by assumption
on ρ. Consider the function
(A.23) ρΨ∗fℓ−1 + (1− ρ)ζ : Bℓ(r1 +R, 0) → R.
Lemma A.24. The function (A.23)
• is smooth;
• has a unique critical point in the relative interior B˚r1+R, and this critical point is at the
origin 0;
• at 0 it takes the value αF .
Moreover, there exists a neighbourhood of ∂B(r1 + R, 0) in R
ℓ on which this function agrees with
Ψ∗fℓ−1.
Proof. The smoothness of (A.23) follows immediately from the fact that it is a smooth convex sum
of two smooth functions. To show that the only critical point is at 0, suppose that x 6= 0. We will
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show that the differential does not vanish at x. We compute
− ∂
∂r
(ρΨ∗fℓ−1 + (1− ρ)ζ) = ρ
(
− ∂
∂r
Ψ∗fℓ−1
)
+ (1− ρ)
(
− ∂
∂r
ζ
)
− dρ
dr
Ψ∗fℓ−1 − d(1− ρ)
dr
ζ
= ρ
(
− ∂
∂r
Ψ∗fℓ−1
)
+ (1− ρ)
(
− ∂
∂r
ζ
)
− dρ
dr
(Ψ∗fℓ−1 − ζ) .
Since − ∂
∂r
Ψ∗fℓ−1 < 0 where defined (i.e. near the boundary), − ∂∂r ζ < 0 where defined and for
x 6= 0, Ψ∗fℓ−1 − ζ > 0 by construction of ζ, and − ∂∂rρ ≤ 0 by assumption, the last quantity is
always ≤ 0. In fact, by the above, at least one of the first two terms must be strictly negative for
any x 6= 0. Hence the quantity is non-zero and we conclude that the points x 6= 0 are not critical
points of (A.23). On the other hand, for x = 0, since ζ is defined in terms of the norm-square ‖x‖2,
it is immediate that x = 0 is a critical point. Finally, in the neighbourhood of ∂Br1 +R where
ρ ≡ 1 the function (A.23) is equal to Ψ∗fℓ−1. 
Now consider the pullback of the function (A.23) to F r(hF )−1((1−ε, 1]) via the diffeomorphism
Ψ−1 inverse to Ψ. By Lemma A.24, this pullback agrees with fℓ−1 on a neighbourhood of the
boundary Zε. Thus we may extend this pullback to a smooth function fℓ,F on all of F by setting
fℓ,F := fℓ−1 on (h
F )−1((1 − ε, 1]). This function fℓ,F has the properties that
• fℓ,F has a unique critical point at the origin 0 ∈ F ;
• the unique critical point 0 is a global minimum; and
• fℓ,F (0) = αF .
We have achieved our goal of extending the initial function fℓ−1 (after possibly shrinking its
domain of definition) to a function fℓ that is defined on the entire face F . Repeating this for every
ℓ dimensional face, we obtain a function fℓ,F on each ℓ dimensional face F such that Fℓ,F agrees
with fℓ−1 on some neighbourhood UF of ∂F in F . We would like to extend these functions further
to a whole (n-dimensional) neighbourhood of the ℓ-skeleton of ∆ whole ensuring that the required
conditions (f1)–(f3) continue to hold.
Below, we extend each fℓ,F to a smooth function f˜ℓ,F on a neighbourhood of F in ∆ such that
each function f˜ℓ,F agrees with fℓ−1 on a neighbourhood of ∂F in ∆ and satisfies the derivative
condition
d(f˜ℓ,F )(ξj) < 0
on F for all j such that F ⊂ σj . Before proceeding, and supposing for a moment that such functions
f˜ℓ,F can be constructed, we first explain how this completes the proof of the statements (A) and (B)
of Proposition A.1. Choose open subsets VF of ∆ such that F ⊆ VF and VF ⊆ UF . By shrinking
the VF if necessary, we may without loss of generality assume that for two distinct nontrivially
intersecting faces F ∩ F ′ 6= ∅, the functions f˜ℓ,F and f˜ℓ,F ′ agree on the overlap of the open sets,
i.e. f˜ℓ,F |VF∩VF ′ = f˜ℓ,F ′|VF∩VF ′ , since the {f˜ℓ,F} are assumed to agree on a neighbourhood in ∆
of the (ℓ − 1)-skeleton (which contains F ∩ F ′). With this understood, we may therefore define a
smooth function fℓ on the open neighbourhood
⋃
F VF in ∆ of the ℓ-skeleton by fℓ|VF := f˜ℓ,F . By
construction, fℓ satisfies the properties (f1)-(f3) listed above. This then completes the inductive
step and hence the proof.
Hence, to complete the proof of statements (A) and (B) of Proposition A.1, it remains only
to construct these extensions f˜ℓ,F . We begin by choosing a convenient (non-linear) coordinate
chart. Recall that we are assuming that the affine span of the face F is Rℓ, embedded in Rn as
Rℓ × {0}n−ℓ. Fix smooth extensions of the vector fields ξ1, . . . , ξn−ℓ to Rℓ. By Lemma A.3, the
vectors ξ1|x, . . . , ξn−ℓ|x are linearly independent and span a complementary subspace to Rℓ ⊂ Rn
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at each point x ∈ F . Thus, the differential of the map
ϕ : Rℓ × Rn−ℓ → Rn
(x, y1, . . . , yn−ℓ) 7→ x+ y1ξ1|x + . . .+ yn−ℓξn−ℓ|x
(A.25)
is a linear isomorphism at each point x of F . This implies that there exists ε > 0 and a neigh-
bourhood WF of F in R
ℓ such that the map ϕ restricts to a diffeomorphism of WF × (−ε, ε)n−ℓ
with an open subset of Rn that carries a neighbourhood of F × {0}n−ℓ in F × Rn−ℓ≥0 to a neigh-
bourhood of F in ∆. In the argument below, we therefore use these coordinates (x, y1, . . . , yn−ℓ) ∈
F × (−ε, ε)n−ℓ ⊆ F × Rn−ℓ to parametrize a neighbourhood of F in Rn.
By assumption on fℓ−1, there exists some 0 < ε
′ < ε and a neighbourhood W1 of ∂F in F such
that ϕ∗fℓ−1 is defined on W∂F := W1 × (−ε′, ε′)n−ℓ. Let W2 be the relative interior of F in Rℓ.
Then {W1,W2} form an open cover of F . Let {ρ1, ρ2} be a partition of unity subordinate to this
cover. For (x, y) ∈ F × (−ε′, ε′)n−ℓ, we define
(A.26) f˜ℓ,F (ϕ(x, y)) := ρ1(x)ϕ
∗fℓ−1(x, y) + ρ2(x)
(
ϕ∗fℓ,F (x)−
n−ℓ∑
i=1
yi
)
.
Since ρ2 is supported in W2, there exists a neighbourhood of ∂F in R
ℓ on which ρ2 ≡ 0. This
means that on a neighbourhood in Rn of the (ℓ− 1)-skeleton near F , f˜ℓ,F ≡ fℓ−1, as desired. The
only remaining claim needing proof is that f˜ℓ,F satisfies the derivative condition d(f˜ℓ,F )(ξj) < 0 on
F for 1 ≤ j ≤ n− ℓ. Since f˜ℓ,F agrees with fℓ−1 on a neighbourhood of ∂F , it suffices to check this
condition on rel-int(F ). Since ϕ∗
(
∂
∂yj
)
= ξj by construction of ϕ, and the three functions ρ1, ρ2,
and fℓ,F are independent of the yj variables, we have
d(f˜ℓ,F )(ξj |ϕ(x,0)) =
∂
∂yj
|(x,0)
[
ρ1(x)(ϕ
∗fℓ−1)(x, y) + ρ2(x)
(
fℓ,F (x)−
n−ℓ∑
i=1
yi
)]
= ρ1(x)(dfℓ−1)(ξj |x)− ρ2(x)
< 0,
as desired, since (dfℓ−1(ξj|x) < 0 by assumption and at least one of ρ1 or ρ2 must be positive at
any x ∈ F. This completes the proof of the claim and hence of the statements (A) and (B) in
Proposition A.1.
It remains to justify the statement (C) of Proposition A.1. In a small enough neighbourhood
of the prescribed critical point xF of a face F , the function defined in (A.23) has the property
that ρ ≡ 0 and hence, along the face F , is equal to ζ. The explicit formula for ζ in (A.22) shows
that, in appropriate coordinates along the face F , the function ζ is quadratic in the coordinates up
to an affine translation in R, as desired. Moreover, the explicit formula for f˜ℓ,F in (A.26) shows
that with respect to the coordinates (x, y) in (A.25) is linear in the coordinates yj and decreases
in the directions pointing into the polytope F , again as desired. Since the vector fields ξj are also
arranged to be constant sufficiently near xF , the coordinates (x, y) are in fact affine. This concludes
the proof of part (C) of Proposition A.1 and hence of the entire proposition.
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