We prove localization and probabilistic bounds on the minimum level spacing for the Anderson tight-binding model on the lattice in any dimension, with singlesite potential having a discrete distribution taking N values, with N large. These results hold for all energies under an assumption of weak hopping.
Introduction

Background
There are a wealth of results on the phenomenon of localization for Schrödinger operators with random potentials. The Anderson model [And58] describes a quantum particle hopping in a random potential. Localization occurs when the particle cannot escape to infinity; this is the case, for example, when an eigenfunction correlator β |ϕ β (x)ϕ β (y)| exhibits rapid decay in a suitable sense. Mathematically, this problem has been analyzed using multi-scale analysis (for example [FS83] ) or fractional-moment bounds (for example [AM93] ). However, these methods demand a degree of regularity of the distribution of the random potential, in order to obtain control over the density of states via some variant of the Wegner argument [Weg81] .
It is natural to consider the case of a discrete disorder distribution, in particular the Anderson-Bernoulli model is a particularly appealing example wherein the potential takes two values only. These might reflect, for example, the presence or absence of an impurity. Localization has been proven for the Anderson-Bernoulli model on the lattice in one dimension [CKM87, SVW98] . Further results include improved regularity of the density of states for weak disorder [Bou12, Bou14] . The higher-dimensional case remains open. However, results on localization have been obtained for the AndersonBernoulli model in the continuum, both in one dimension [DSS02] , and in higher dimensions [BK05] . In the latter work, localization was established near the bottom of the spectrum, using a quantitative form of the unique continuation principle to ensure that eigenfunctions do not decay too rapidly. This idea was implemented in a number of generalizations and other cases involving singular potentials [GK07, GHK07, GK13, KT16] .
In this work, we demonstrate localization at all energies for the Anderson model on the lattice, with a discrete disorder distribution taking N values, with N 1. The case N = 2 remains open. However, the method introduced here may be useful in working toward that goal. Results such as [FS83, AM93] are valid in the case of large disorder or extreme energies, the latter being technically more demanding. The situation here is somewhat analogous, in that localization should be expected for large N or at extreme energies.
Bounds on the density of states are interesting in their own right. When an a priori bound on the density of states is not available, it becomes necessary to prove such bounds in parallel with spatial decay estimates. For example, log-Hölder continuity of the integrated density of states is proven in [GHK07] , with an exponent p < 3 8 d, where d is the dimension. For the lattice model considered here, we obtain log-Hölder continuity with exponent p, which may be chosen arbitrarily large, provided N is sufficiently large and the hopping is sufficiently weak (Theorem 1.1). In principle, localization should go hand-in-hand with a log-Hölder exponent p > d since in that case the density of regions resonant to some E to within δ would be of order |log δ| −p , the typical separation would be of order |log δ| p/d , and then an exponentially decaying interaction would be much smaller than the energy denominator δ. One might be able to push our method down to this threshold, but in the present work we take p to be fairly large.
For the eigenfunction correlator, we establish decay in mean as a large power of the distance, as well as exponential bounds with probability tending to 1 (Theorem 1.2).
We also prove estimates on eigenvalue separation in parallel with decay and density of states bounds. This becomes necessary because the random potential produces a rank one perturbation to a local version of the Hamiltonian, and if there is more than one eigenvalue in play, this is insufficient for moving the spectrum out of the interval. We prove that the probability of a near-degeneracy of size δ in the spectrum decays as a large power of |log δ| (Theorem 1.3). A minimum level-spacing condition also arises as an assumption under which many-body localization could be proven [Imb16b] . Subsequent work on the block Anderson model [IM16] established a minimum level-spacing condition there. One can obtain a level-spacing condition from a Minami estimate [Min96] only if the disorder distribution is sufficiently regular [KM06] .
We take as a starting point the method of iterated Schur complements that was introduced in [IM16] (which in turn uses ideas from [FS83] ). The dimension of the Hilbert space of active modes is systematically reduced as the energy window is narrowed, until only a single mode is in play. Resonant regions connect via a multiscale percolation process whose connectivity function decays as a large power of the distance. This procedure provides a systematic way of producing successive local approximations to the eigenvalues and eigenfunctions of the Hamiltonian. The k th approximation brings in the effect of the random potential in a neighborhood of size L k ∼ 2 k of a localization center. Changes are exponentially small in L k , with probability 1 − L −p k for some large p. Thus one may say that the eigenvalues and eigenfunctions are quasilocal functions of the random potentials. This is also a feature of the constructions in [Imb16a, Imb16b, IM16] .
In order to exploit the randomness in each new annular neighborhood, we find a particular site that is most influential for a group of eigenfunctions. Eigenfunctions in Z d cannot grow faster than exponentially. (See, for example [CS83] . Our methods would not work, say, for the Kagome lattice, where this property fails.) This is used to demonstrate that the influence of this site is no smaller than an exponential in the distance from the localization center. With some care, one can show that cancellations do not nullify the effect of this site. It turns out that the randomness at one site per annulus is sufficient to drive a gradual breakdown of nearly degenerate situations, and eventually, to move spectrum out of a narrow energy window.
Model and Main Results
We consider the Anderson model on a rectangle Λ ⊂ Z d . The Hamiltonian is
where ∆ is the lattice Laplacian, 0 < γ 1, and v is multiplication by the lattice potential v x , x ∈ Λ. We take v = {v x } x∈Λ to be a collection of iid random variables, each with a uniform distribution on {0,
, . . . , 1}, with N an integer greater than 1. Thus we have a generalization of the Anderson-Bernouilli model, which corresponds to the case N = 2. We may write For γ small, we have a largely diagonally dominant matrix. However, the problem of resonances is particularly acute when the potential has a discrete distribution, because the probability that v x lies in an interval of width δ does not go to zero with δ.
In the following results, we use a parameter p, which corresponds to the exponent for log-Hölder continuity in our bounds for the density of states (Theorem 1.1). It also determines the exponent for power-law decay of probabilities (Theorem 1.2). In the course of the proofs, we will require p > d to be a sufficiently large constant. Then we require N to be sufficiently large, depending on the chosen value of p. Finally, we require γ to be sufficiently small, depending on the chosen value of N . Specifically, we take γ ≤ ε 20 , where ε ≡ 1 N −1
. Thus, the choice of parameters is made in the order p, N , γ.
We introduce some notation. Let I δ (E) denote the interval [E − δ, E + δ], and let N (I) denote the number of eigenvalues of H in I. Let {E β , ϕ β } β=1,...,|Λ| denote the eigenvalues and associated normalized eigenvectors of H. In view of Theorem 1.3 below, the probability of an exact degeneracy decreases as a power of diam(Λ). If necessary, a basis can be chosen for an eigenspace of multiplicity greater than 1. All bounds are independent of the choice.
We establish log-Hölder continuity of the density of states, with exponent p.
Theorem 1.1. Choose a sufficiently large p. Then for N sufficiently large (depending on p) and γ sufficiently small (depending on N ),
for any rectangle Λ and any δ ∈ [γ diam(Λ)/2 , 1].
Next, we prove bounds on the eigenfunction correlator, establishing localization and exponential decay of the eigenfunctions. Theorem 1.2. Choose p sufficiently large, then N sufficiently large (depending on p), and γ sufficiently small (depending on N ). For any rectangle Λ, the eigenfunction correlator satisfies
Furthermore, the following bound holds for all x ∈ Λ, R ≥ 4:
Lastly, we establish probabilistic estimates on the minimum eigenvalue spacing.
Theorem 1.3. Choose a sufficiently large p. Then for N sufficiently large (depending on p) and γ sufficiently small (depending on N ),
for any rectangle |Λ| and any δ ∈ [γ diam(Λ) , 1].
A Lemma on Schur Complements
The following lemma from [IM16] will be used throughout as a way of reducing the analysis to an equivalent lower-dimensional problem focusing only on those eigenvalues (or approximate eigenvalues) in a small interval of energy.
Define the Schur complement with respect to λ:
Letε andγ/ε be small, and |λ − E| ≤ε/2. Then (i) If ϕ is an eigenvector for F λ with eigenvalue λ, then (ϕ, −(D − λ) −1 Cϕ) is an eigenvector for K with eigenvalue λ, and all eigenvectors of K with eigenvalue λ are of this form.
(ii) 
Observe that the lemma actually provides an algorithm for finding the eigenvalues of K near E. Weyl's inequality and (1.10) show that the eigenvalues of F λ can be taken as Lipschitz continuous functions of λ, with a small Lipschitz constant. Hence we can determine the eigenvalues of K near E by a fixed point argument, effectively solving the condition λ ∈ spec F λ .
Proof. 
Since |λ − E| ≤ε/2 and dist(spec D, E) ≥ε, we have that (D − λ) −1 ≤ 2/ε, and then (1.10) follows by inserting the assumed bounds for each operator. (iii) By Weyl's inequality, the eigenvalues of F λ and F E differ by no more than 2(γ/ε)
In what follows, we will be iterating this argument on a sequence of length scales L k = L 0 2 k and spectral window widths
Using a local approximation to F (k) λ (the k th Schur complement of H), we may identify resonant sites where spectrum should be within ε k of E, and these determine the subspace for the next Schur complement. Clusters of resonant sites become farther apart as k grows, ensuring that the off-diagonal blocks B λ tend rapidly to 0 with k. Eventually, the window width is ∼ δ, and then we will determine how many eigenvalues are present. The construction produces as well the associated eigenfunction, demonstrating exponential decay with high probability. Note that we are taking the Schur complement of a λ-dependent K, but this does not affect (i). As long as we have a Lipschitz condition on F (k) λ (see Theorem 2.6 below), we will have a corresponding statement on its spectrum as in (iii).
Iterated Schur Complements and Random Walk Expansions
First Step
The first Schur complement will be organized so as to examine spectrum near some energy E ∈ [0, 1 + 4dγ]. The allowed values of v x are multiples of
and ε 1 ≡ ε/3. In the first step, we say a site x is resonant to
Then the probability that x is resonant to E is bounded by ε. We see that the set of resonant sites will typically be a very dilute set. Define
The box Λ is divided into resonant sites R (1) and nonresonant sites R (1)c = Λ \ R (1) . The associated index sets determine the block form of the Hamiltonian:
(1)
with A (1) denoting the restriction of H to the subspace with indices in R (1) , and D
denoting the restriction to the subspace with indices in R (1)c . This allows us to write down the Schur complement
Let us decompose
where Let us assume that λ − E ≤ ε 1 /2, so that (W (1) − λ) −1 ≤ 2/ε 1 . Note that V (1) ≤ 2dγ. Hence for γ small, the Neumann series
converges, and we obtain a random-walk expansion
(2.9)
Here g 1 = {x = x 0 , x 1 , . . . , x m , x m+1 = y} is a random walk with m + 1 nearest-neighbor steps, m ≥ 1; return visits are allowed. Note that x, y are in
] xy decays exponentially in |x − y|, as each additional step in the walk brings a factor γ from the interaction V
(1) and a factor ≤ 2/ε 1 = 6/ε from (2dγ + v x i − λ) −1 ; recall that γ ≤ ε 20 . A similar decay holds for the eigenfunction-generating kernel −(
. Precise bounds will be stated below in Theorem 2.3. Note that A
(1) does not connect different components of
produces a long-range (but exponentially decaying) effective interaction between components.
Isolated Blocks
We need to define a set of isolated blocks that are candidates for elimination from the resonant set. Let us make the needed definitions here both for the first step and for the general step. The set R
(1) can be broken into connected components, where we declare x and y to be connected if |x − y| ≤ L α 1 . Here α = 3 2 is a fixed power that sets the scale for isolation. We are using the first in a sequence of length scales,
We take L 0 to be a large integer, whose choice will depend on the value of p. Thus our parameters will be fixed in the following order: p, L 0 , N , γ, with each choice depending on the size of the previous parameter. Let B 1 denote a connected component of R (1) , based on connections with range L α 1 . Then letB 1 denote the set of lattice points within a distance 2L 1 of B 1 . In the k th step, we will have a resonant set R (k) ; the sequence satisfies R (k) ⊆ R (k−1) . We declare that two sites of R (k) are connected if they are within a distance L α k . This leads to a decomposition of R (k) into a set of components {B k,β } β=1,...,m . For simplicity, we will drop the subscript β when discussing a single component B k .
Definition 2.1. Let B k−1 be a component of R (k−1) on scale k with k ≥ 2. We say that
Remark. This condition on the diameter ensures that the distance from B k−1 to other components is much larger than diam(B k−1 ). The distance conditions and some other constructions introduced below should be familiar to readers of [FS83] .
For each isolated component B 1 of R (1) , we define a localized version of F
λ :
(2.12)
Here x, y are restricted to B 1 ; g 1 ⊆B 1 means that each of the sites visited by g 1 lie in B 1 . Note that the separation between components is greater than L α 1 , which is much greater than 2L 1 , the width of the collarB 1 \ B 1 . Hence, the expanded blocksB 1 do not have any sites in common. In view of the smallness of the terms dropped in this definition,F
(1) λ (B 1 ) may be used to determine whether the block B 1 remains resonant in the next step.
Resonant Blocks
Let us give the condition for resonance in the general step. We will need the flexibility to shift the energy E from step to step in our procedure. Thus we allow for a sequence of energies E k with E 1 = E and |E k − E k−1 | ≤ ε k /3. Here
are the energy windows for each step. One possibility would be to put E k = E for all k (fixed energy procedure), in order to investigate spectrum in small windows about E. Another possibility would be to put E k close to a solution to λ ∈ specF (k−1) λ (B k−1 ) (energy-following procedure), in order to obtain a convergent sequence of approximate eigenvalues.
Definition 2.2. Let B k−1 be a component of R (k−1) with k ≥ 2. We say that B k−1 is resonant in step k if it is isolated in step k and if dist specF
(2.14)
We define the new resonant set R (k) by deleting from R (k−1) all of its components that are isolated but not resonant in step k. Thus
This set of sites is then used to determine the block decomposition
where the blocks are determined by the decomposition of
(We do not make the λ-dependence explicit for the matrices
.) Note that the blocks B k−1 that were taken out of the resonant set in (2.15) are nonresonant; this ensure the invertibility of D (k) − λ, for |λ − E k | ≤ ε k /2 -see the estimates below on the random-walk expansion. Thus we may define F
Random Walk Expansion
To complete our constructions in the general step, we need to describe the collared blocksB k , give the random-walk expansion for F
λ , and use these to defineF
. These inductive definitions depend on earlier incarnations of the objects being defined.
We need a construction that forces the boundary ofB k to go around blocks from earlier scales that are no longer part of R (k) . The blocks B j , j < k are isolated and nonresonant in step j + 1; thus diam(B j ) ≤ L j . The block B k , on the other hand, is a component of R (k) , and it is not necessarily isolated; there is no limitation on its diameter.
Connectivity in R (j) was defined so that each B j is at least a distance L α j from the rest of R (j) . This implies that B j is similarly distant from any B i that is formed out of R (i) for i ≥ j. We give here an inductive construction of a set of collared blocks B k andB k . AssumeB j has been constructed for j < k. Then letB j denote an L √ α jneighborhood ofB j . (Neighborhoods will be taken within Λ throughout.) Write U k−1 for the union of allB j for j < k. Then defineB k by taking a 2L k -neighborhood of B k and combining it with any connected component of U k−1 that intersects it. ThusB k depends on previous scale collared blocksB j , j < k. The boundary ofB k skirts around nearbyB j , j < k at a distance L √ α j . A similar construction was done in [FS83] . This definition automatically produces collections of collared blocks {B j,β } j≤k such that any pair of distinct blocks
i . Let U k be one of the connected components of U k . We prove the following estimates by induction on k, assuming L 0 is sufficiently large (see Appendix D of [FS83] , which has similar arguments). Here we assume that
These bounds hold for k = 1 because U 0 is empty, and so diam(
where the first two terms bound the diameter of the L √ α k -neighborhood ofB k , and the third bounds the expansion due to components of U k−1 that intersect it, with j being the maximum scale index for such components. The last inequality holds because
(2.20)
For the last inequality, we have used the separation condition to obtain L
Later, we will use the factimplicit in (2.20) -thatB k is contained within a 2.05L k -neighborhood of B k . Note that L j L k in both cases, which means that two blocks on the same scale never combine inB k or U k .
In order to generate the random-walk expansion in the k th step, we need to restrict to the neighborhood |λ − E k | ≤ ε k /2. Then we write
where
will be constructed by restricting the set of graphs that define F We show below in Theorem 2.6 that
which is less than ε k /6, because |λ − E k | ≤ ε k /2. Since all the blocks of
Hence, as in the first step, we may expand (D (k) − λ) −1 in a Neumann series, and then after expanding out the matrix products, we obtain the random-walk expansion:
Here g k = {x = x 0 , x 1 ,x 1 , x 2 ,x 2 , . . . , x m ,x m , x m+1 = y}, with each x i ,x i in the same block B k−1 for i = 1, . . . , m and x, y in R (k) . Note that V (k)
x,y is given by a sum of graphs contributing to
Thus we see that each step of g k is either a matrix element of (W (k) − λ) −1 or a sum of graphs g k−1 that contribute to
. We obtain inductively-defined, nested walk structures that we term multigraphs. We may expand these structures down to the first random-walk expansion. Then one may visualize multigraphs as ordinary walks with nearest-neighbor steps, except that upon reaching a block B j−1 , there is a matrix element of (W (j) − λ) −1 that produces an intra-block jump.
We use the multigraph expansion to defineF
computed in volumeB k instead of Λ. Then the support restriction for multigraphs is automatically satisfied. This equivalence depends on the fact that all blocks from scales j < k are either completely contained inB k or completely outside ofB k . This should be evident from the wayB k was defined.
We will also need multigraph expansions for the matrices that generate the eigenfunctions. Recall from Lemma 1.
with eigenvalue λ, then
is an eigenvector of
with the same eigenvalue. This process may be repeated to extend the eigenvector ϕ (k) all the way down to the original lattice Λ, that is, to produce ϕ (0) , an eigenvector of H. Let us write
and then we may give a multigraph expansion for G (k) λ in the same manner as was just described for F (k) λ . Indeed, the same operators
λ has one index in R (k) and the other in Λ. In contrast, F (k) λ has both its indices in R (k) . We now state our main theorem on graphical bounds. Let S (k)
x,z,y denote the sum of the absolute values of all multigraphs for
go from x to y and that contain z. Here, x, y are in R (k) , and z is in Λ \ R (k) . We say that a multigraph contains z if any of the sites or blocks that it passes through contain z.
to be sufficiently small, depending on L 0 , and take γ ≤ ε 20 . Assume that
Then for all k, r k ≥ r ∞ = .85, and
Proof. For k = 1, we have the random-walk expansion (2.9). For each of the m + 1 steps of g 1 , we have a factor γ. At each of the intermediate sites x 1 , . . . , x m , we have
With a combinatoric factor 2 m (2d) m+1 , we can replace the sum over walks with a supremum. Since m + 1 ≥ (|x − z| + |z − y|) ∨ 2, we have a bound
For the second inequality, we have taken r 1 = .9 and used the fact that γ ≤ ε 20 is small. For k > 1 we have the random-walk expansion (2.25). The walk from x to y has the following structure. See Fig. 1 . The points x, y are in R (k) . Each of these matrices is given by a sum of graphs contributing to
Furthermore, they are separated from each other and from
are of two types. Type I steps move between different blocks B k−1 , while type II steps havex j , x j+1 in the same block B k−1 . Type II steps necessarily involve multigraphs containing a point z 0 / ∈B k−1 ; hence the inductive bound involves a total distance w j ≡ |x
Figure 1: A graph from x to y in the step k random walk expansion. Intermediate blocks are components of
In this example, a type II step contains z.
We work inward toward z from x, y, summing successively x 1 ,x 1 , . . . , x m ,x m . A combinatoric factor c d w d+1 j suffices to control the sum for a step to a different block; a factor (2L k−1 +1) d controls the sum for a step within a block. Noting that c d w
) for w j ≥ 2L k and L 0 large, we have bounds for type II steps such as
for γ small. Here we use the floor r k−1 ≥ .85 for all k. The bound (2.33) works because the graphs neglected in the truncation
are smaller than ε k , the width of the spectral window. Using (2.33), the sums over type II steps may be bounded by a factor 2 per type I step.
The type I steps span the entire distance |x−z|+|z−y|, except for gaps at blocks (we may need to include one type II step to cover z). The minimum inter-block distance is L α k−1 and the maximum block diameter is L k−1 . Hence the ratio between block diameter and inter-block distance is ≤ L 1−α k−1 . Thus when converting sums into suprema for these steps, we have a constraint that j w j is at least
−1 . In a manner similar to (2.33) we may bound
where a second factor of two per step is included to control the sum over the number of steps. Since w j ≥ L α k−1 , we have that
Therefore,
The decay rate has been adjusted downward to r k ≡ r k−1 (1−6L
1−α k−1 ), with the difference between r k and r k−1 (1−4L
is a convergent series, so for L 0 large enough, the product j (1 − 6L
1−α j−1 ) can be made as close to 1 as required. Theorem 2.3 follows immediately from (2.32),(2.36).
An immediate consequence of Theorem 2.3 is the following bound, which ensures that the terms neglected in truncating F (k) λ to its block diagonal approximation are much smaller than the energy window used in the next step.
Corollary 2.4. Under the same assumptions as Theorem 2.3,
(2.37)
Proof. Graphs contributing to the difference go from x to y via a point z such that |x − z| ≥ 2L k , |y − z| ≥ 2L k . We may bound the norm by estimating the maximum absolute row sum of the matrix. This means fixing x and taking the sum over z and y of (2.31). Theorem 2.3 establishes decay at rate r ∞ = .85 over a distance |x − z| + |z − y| ≥ 4L k . With a small decrease in rate to control the sum, we obtain (2.37).
We will need bounds on the eigenfunction-generating kernel G
λ , which maps a function on R (k) to a function on Λ, see (2.27),(2.28).
Theorem 2.5. Under the same assumptions as Theorem 2.3, take y ∈ R (k) . Then
λ,xy nonzero only for x ∈ Λ \ R (k) , and
Proof. The recursion (2.27) can be written as
where I is the identity matrix for R (k) and (
The bound (2.39) holds for k = 1 as in the proof of (2.29). Working inductively, we have a setup similar to that of Theorem 2.3, if we replace B (k) with G (k)
λ -see Fig. 1 . Arguing as in the previous proof, we find that only a summable and small fraction of decay is lost in step k.
We also need to control the differenceF
(B k ) in norm, so that when isolated blocks are defined via the condition dist specF
is still safe to build the random walk expansion for the Schur complement with respect to λ. Theorem 2.6. Under the same assumptions as Theorem 2.3,
(2.41)
Proof. For simplicity we will write E for E k . We have
. In addition to the explicit appearance of λ, the matrices
depend on λ for k ≥ 2. We already have control of the graphs contributing to these expressions by Theorem 2.3. Similar arguments will allow us to control differences when we change λ to E. We begin by proving an analog of Theorem 2.3 to control the sum of differences of graphs, i.e. each graph is evaluated at λ and at E and the difference taken. LetS 
and hence that
Consider the case k = 1. Redoing the proof of (2.29) for differences, we obtain a sum of graphs wherein a difference
appears in place of the corresponding matrix element of (W (1) − λ) −1 or (W (1) − E) −1 . In the bound, this leads to an extra factor 3/ε 1 from the additional (W (1) − E) −1 . Estimating as in (2.32), we obtain (2.42).
For step k ≥ 2, we apply the difference operation to each factor in (2.25). Each matrix
is covered by (2.44), by induction, and this leads to an incremental factor of ε −1 1 |λ − E|, compared to before. When we difference the explicit factors of λ in (2.25), we obtain as in (2.45) a new factor of (W (k) − E) −1 |λ − E|. This leads to an incremental factor of 3ε −1 k |λ − E|, compared to before, coming from the bound (2.24). Thus in all cases, we get no worse than an extra factor 3ε −1 k |λ − E|. This completes the proof of (2.43). The minimum decay length L α k−1 is much greater than 1.6L k , so the factor ε −1 k can be absorbed with a small change in the rate r k . Then (2.44) follows immediately.
Note that (2.44) provides an estimate on the matrix elements of
and hence
The same bound applies to
, since in this case we are just looking at a subset of the collection of multigraphs (the ones that remain withinB k ).
3 Probability Bounds
Movement of Eigenvalues
Here we demonstrate that when we transition fromB k−1 toB k , the new approximate eigenvalues depart the spectral window I ε k+1 (E k+1 ) with probability at least 1 − 1 N −1 . The first step is to establish the existence of sites with significant influence on the relevant eigenvalues. Let H X be the matrix obtained by restricting both indices of H to X ⊆ Λ.
is defined in the domainB k−1 , so that HB k−1 − λ ψ = 0. For any y with dist(y,B k−1 ) = 1, define the influence of y as
, then for γ small, there exists at least one y ∈ Λ \B k−1 with
Proof. Choose coordinates in the rectangle Λ so that: (1) The origin is at a pointx of B k−1 such that |ϕ(x)| ≥ |B k−1 | −1/2 -such a point exists because ϕ is normalized; (2) the z-coordinate runs toward a boundary face of Λ that contains no points ofB k−1 -such a face exists because diam(B k−1 ) < diam(Λ). Our definition ofB k−1 ensures that it extends no further than a distance 2.05L k−1 from B k−1 . Therefore, z max ≤ 3.05L k−1 , where z max denotes the maximal z-coordinate for points inB k−1 .
We give a proof by contradiction. Suppose there is no site y ∈ Λ\B k−1 with I ψ (y) ≥ γ 3.1L k−1 . Then for each x 0 in the top layer at z = z max we have |ψ(x 0 )| < γ 3.1L k−1 . (Each site y with d th coordinate z max + 1 is in Λ and is adjacent to no more than one site of B k−1 , so the sum in (3.1) reduces to a single term.) Let x be a site ofB k−1 that is immediately below a top-layer site x 0 ofB k−1 . Let y 1 , . . . , y 2d−1 denote the other neighbors of x 0 . Then
where we put ψ(
The remaining sites x in the second layer lie below a site y / ∈B k−1 , which then must satisfy I ψ (y) < γ 3.1L k−1 . We have already established that the other neighbors of y satisfy |ψ(y i )| ≤ γ 3.1L k−1 . Therefore, |ψ(x)| ≤ 2dγ 3.1L k−1 (otherwise, even after a cancellation with the other neighbors, I ψ (y) would be too large). Thus (3.4) holds for all sites in the second layer (for γ small).
We continue this argument on successive layers, obtaining a bound
for the layer with d-coordinate z ≥ 0. Thus we learn that |ψ(
Hence there must be at least one influential site y ∈ Λ \B k−1 satisfying I ψ (y) ≥ γ 3.1L k−1 . We will need to follow the behavior of the number of eigenvalues in small windows around various energies. Define for each k and each component of R (k) n k (B k ) = the number of eigenvalues ofF
Here we count eigenvalues with multiplicity. We will see that this is a non-increasing function of k. Under the right circumstances, we can show thatn
To this end, we consider the implications of Lemma 3.1 for randomness-driven movement of the eigenvalues. We work in a specific situation, where a block B k−1 of R (k−1) is isolated and resonant in step k with respect to an energy E k . We assume B k−1 remains the same in the next step (i.e. B k−1 = B k , because it does not combine with other components of R (k−1) when forming components of
, and so diam(B k ) ≤ L k−1 as well; hence B k is isolated in step k + 1. We are given an energy E k+1 ∈ I ε k /3 (E k ). The central questions that we need to address are the following. How likely is it that B k is resonant in step k + 1? If it is resonant, how many eigenvalues ofF
The plan is to identify a siteȳ ∈B k \B k−1 , and control the shift in spectrum as we transition from
(B k ), as a function of vȳ, with all other potentials fixed. We show thatn k (B k ) ≤n k−1 (B k−1 ) and thatn k (B k ) =n k−1 (B k−1 ) for at most one value of vȳ.
Let λ 0 be the closest eigenvalue ofF
(B k−1 ) to E k+1 . We will assume going forward that λ 0 ∈ I ε k /9 (E k+1 ), because otherwise we would have thatn(B k ) = 0. (Here we use (i) |E k − E k+1 | ≤ ε k /3, so by Theorem 2.6 the shift in spectrum in the transitionF
(B k−1 ) is ≤ γε k /3; and (ii) as explained earlier, the shift in spectrum due to graphs extending toB
) that is closest to λ 0 . By Theorem 2.6 and a fixed point argument, there is a solution satisfying |λ − λ 0 | ≤ 2γ · ε k /9. Hence |λ − E k+1 | ≤ ε k /6 and |λ − E k | ≤ ε k /2. Definê n = the number of eigenvalues ofF
(3.7)
Then we have thatn
because by Theorem 2.6, the change in the spectrum is ≤ γ|λ−E k | ≤ γε k /2; this means that eigenvalues ofF
Recall that we are assuming B k = B k−1 . Recall also thatF
is defined by restricting the multigraphs in (2.25) toB k , while forF (k−1) λ (B k−1 ) they must remain withinB k−1 . By expanding the set of multigraphs, we gain access to the randomness inB k \B k−1 ; this will be used to demonstrate eigenvalue movement.
The expansion of the domain fromB k−1 toB k leads to a useful representation for ∆F λ . Let us put Then by the second resolvent identity,
The second term vanishes if both indices are taken inB k−1 . We may write
where a = H B k−1 , d 1 is restricted toB k−1 \ B k−1 , and b, c contain the nearest-neighbor interactions connecting B k−1 toB k−1 \ B k−1 . Theñ
Thus we see that
For the second equality we recognize −d is its transpose. We have not emphasized the connection with resolvents, but they provide a useful perspective here. When a region X is divided into R (k) and X \ R (k) , for example, the resolvent in X has an expression as a Neumann series involving the resolvent in X \ R (k) via the formula for the inverse of a block matrix. Continuing to X \ R (k) \ R (k−1) , etc., we obtain the full multigraph expansion. This is closely connected to the procedure in [FS83] , the main difference being that we use the full Neumann expansion rather than a finite iteration of the resolvent identity.
Nevertheless, when it comes to estimates we find it convenient to work directly with the multigraph expansions. In fact the representation (3.15) for ∆F λ can be seen directly at the level of multigraph expansions. Consider a multigraph contributing to the difference (∆F λ ) xx . It begins at x, then departsB k−1 through a link x , x with x ∈B k , x adjacent toB k−1 . It returns toB k−1 for the last time via a link x ,x withx ∈ B k−1 ,x adjacent toB k−1 . The sum over multigraphs leading from x to x leads to the eigenfunction-generating kernelG (k−1)tr λ,xx inB k−1 , the sum over multigraphs leading fromx tox leads to a kernelG
λ,x x . In between, there are two factors of γ from the steps x , x , x ,x , and a sum of multigraphs going from x tox inB k \B k−1 . As explained above, the latter may be identified with HB k \B k−1 − λ −1 as in (3.15).
We may use Theorem 2.5 to control the sum of multigraphs contributing toG (k−1) λ . As it stands, Theorem 2.6 does not apply to the graphical expansion for [Γ HB k \B k−1 − λ −1 Γ] xy . However, the only substantive difference with the situation considered there is the fact that the minimum distance from a block
. This does not affect the proof of (2.31), as the requirement α > 1 is satisfied also for √ α.
We switch to a basis of normalized eigenvectors {ϕ 1 , . . . , ϕn, ϕn +1 , . . . , ϕ n } corresponding to eigenvalues λ 1 , . . . , λn, λn +1 , . . . , λ n . ofF
. . , λn are the eigenvalues in I ε k /2 (E k+1 ), and n = |B k−1 | is the number of sites in B k−1 . In this basis, This is the indicator function for the set of sites inB k−1 that are adjacent to y. Then put
The vector a (r) (y) = (a 1 (y), . . . , an(y)) -in particular its length-squared |a (r) (y)| 2 = n β=1 |a β (y)| 2 -is a measure of the influence of v y on the family of eigenvalues {λ 1 , . . . , λn} -the ones resonant with E k+1 to within ε k /2. Let us chooseȳ ∈ Λ with dist(ȳ,B k−1 ) = 1 to be a site that maximizes |a (r) (y)| from amongst all neighbors ofB k−1 . Lemma 3.1 implies that |a 1 (y)| ≥ γ 3.1L k−1 for at least one y adjacent toB k−1 . Hence |a (r) (ȳ)| ≥ γ 3.1L k−1 . Let us write, for x, y ∈B k \B k−1 and adjacent toB k−1 ,
For K 0 , the sum of multigraphs for HB k \B k−1 − λ −1 is restricted to those that do not include the siteȳ (which means that K 0 is independent of vȳ). For K 1 , we include only the trivial multigraph of atȳ; thus
The remaining graphs make up K 2 ; they must containȳ and have at least one step withinB k \B k−1 . As explained above, a variant of Theorem 2.6 implies that
With these definitions, we may write
In order to obtain precise control over the behavior of eigenvalues in I ε k /2 (E k+1 ) as we make the perturbation (3.9), we work with another Schur complement. Writẽ
where q,q are the restrictions ofF
λ (B k ) to the subspace spanned by {ϕ 1 , . . . , ϕn}, and r, s, t,r,s,t fill out the remainder of the block decomposition of these matrices. Note that r = s = 0, becauseF
is diagonal in the basis of eigenvectors. Define the Schur complements
Note that the operatorsq,r,s,t depend on λ through the operators as well. The following proposition gives the estimates we need to control the behavior of the spectrum in I ε k /2 (E k+1
where C is independent of vȳ, and
Proof. We write
Consider the first term in (3.30). By (3.19)-(3.26), we have that
By Theorem 2.5 and the minimum distance 2L k−1 from B k−1 to the boundary of B k−1 , we have that |a β (y)| = | χ y ,G
1.7L k−1 . For a crude estimate, we may take the supremum over xy in (3.32) by adding a factor (2d|B k−1 |) 2 , and then using (3.21), we obtain that |C
We may estimate C (1) byn max ββ |C
(1) ββ
|,
and then sincen ≤ n ≤ |B k−1 |, we obtain a bound
recall that ε k ≡ γ 3.2L k−1 , L 0 is large, and γ is small. To estimate R (1) (vȳ), recall thatȳ is defined as the site that maximizes |a (r) (y)|, so |a (r) (y)| ≤ |a (r) (ȳ)| for all y adjacent toB k−1 . Using (3.22), we obtain
We have used the fact that the norm of an outer product matrix uw tr is bounded by |u||w|.
The second term of (3.30) is another remainder term R (2) (vȳ) ≡r(t − λ) −1s , which can be written as
The eigenvalues of t are outside of I ε k /2 (E k+1 ), by construction, and λ ∈ I ε k /4 (E k+1 ). Furthermore, t − t can be estimated as in (3.34) by γε k . Hence (t − λ) −1 ≤ 5/ε k . Then using the abovementioned estimate on |a β (y)|, we can bound
The kernels K control the sums over x , y ; the sums over x, y lead to factors of 2d|B k−1 |, and |a
Another factor ofn ≤ n converts this into a norm bound, which leads to an estimate R (2) (vȳ) ≤ 1 3 γ 2.5 |a (r) (ȳ)| 2 . Finally, we consider the third term of (3.30), and write it as a sum C (2) + R (3) . By Theorem 2.6,
(B k−1 ) ≤ γε k /4. These operators are both based on sums of graphs inB k−1 , so they do not depend on vȳ. Recall that f
λ (B k ) involves a sum of graphs extending from B k−1 toB k \B k−1 and back. Hence if we take the difference ∆F λ − ∆F E k+1 , we obtain a sum of differenced graphs, each with length ≥ 4L k−1 . The sum can be estimated as in the proof of Theorem 2.6. Allowing for a small decrease in decay rate to handle the factors ε −1 j , we obtain
Here we recall that ε k+1 = γ 3.2L k and use |a (r) (ȳ)| 2 ≥ (γ 3.1L k−1 ) 2 = γ 3.1L k . If we extend the double-difference operation to q(t − λ) −1 r, we obtain a sum of terms with two differences. As in (3.39), the difference λ → E k+1 leads to a factor γε k /4, and the differenceB k−1 →B k leads to a factor γ 3.2L k−1 . Neither correction affects the bound on (t − λ) −1 by more than a factor of 2. Thus the bound (3.39) extends to R (3) (vȳ).
, and combining the bounds proven above, we obtain (3.28), (3.29).
By demonstrating that the (vȳ-dependent) remainder terms are much smaller than the leading term, Proposition 3.2 allows us to demonstrate eigenvalue movement. to be sufficiently small, depending on L 0 , and take γ ≤ ε 20 . Assume that B k−1 is isolated and resonant in step k with respect to energy E k , and that diam(B k−1 ) < diam(Λ). Assume that B k−1 remains isolated in step k + 1, so that B k = B k−1 . Fix all v y for y ∈B k−1 . Given E k+1 ∈ I ε k /3 (E k ), these determineȳ. Fix all remaining v y ∈B k , y =ȳ. Then
for all but one value of vȳ.
Proof. First, we establish inequalities analogous to (3.40),(3.41) for the Schur complement matrices. Let n f = the number of eigenvalues of f
(3.42)
The inequalityn f ≤n is true by construction, asn is the dimension of the matrix f
. With λ ∈ [0, 1 + 4dγ], take any v 1 , v 2 in the set of allowed potential values {0,
, . . . , 1}. Then |v i + 2dγ − λ| ≤ 1 + 2dγ for i = 1, 2, and so 
and f (k−1) λ are numbers, with the latter independent of vȳ. It is evident from Proposition 3.2 and (3.43) that the set of values that f
takes as vȳ varies is spaced apart by at least (γ 2 /N )|a
Hence there is at most one value of vȳ such that f
lies in I 2ε k+1 (E k+1 ).
Forn > 1, we use a basic fact about spreads of Hermitian matrices. The spread of a Hermitian matrix is defined as the difference between its largest and smallest eigenvalues. By Weyl's inequality, the spread of M 1 + M 2 is at least |spread(M 1 ) − spread(M 2 )|. In the case at hand, we take M 1 = a (r) (ȳ)a (r) (ȳ) tr . This is a rank-one matrix, so its spread is equal to its nonzero eigenvalue |a
Although we know nothing about its spread, we can say that
for at most one value of vȳ. (The values of the second spread are sufficiently spaced out, so cancellation to this degree of accuracy can happen at most once.) As our bound on R(vȳ) is much smaller than this, we see that
for all but one value of vȳ. Hence for all but one value of vȳ, at least one eigenvalue of f E k+1 must fall outside of I 2ε k+1 (E k+1 ). Thus we have demonstrated thatn f <n for all but one value of vȳ. We have already proven thatn ≤n k−1 (B k−1 ), see (3.8). Hence the proof will be complete once we establish thatn k (B k ) ≤n f . We may compare the spectrum of
in I 2ε k+1 (E k+1 ) using Lemma 1.4. We may takẽ ε = 2ε k+1 . Recall the block decompositionF
We have already established that (t − t) −1 ≤ 8/ε k , r ≤ γε k , s ≤ γε k (see the last part of the proof of Proposition 3.2). Hence for each eigenvalue λ i ofF
Thus the doubling of the spectral window is sufficient to capture all of theλ i , and we obtain thatn k (B k ) ≤n f .
Percolation Estimates
Here we set up the percolation estimates for the resonant blocks at each step of the procedure. First we consider the fixed-energy procedure, in which the energy E is fixed for all k. Then we discuss how this needs to be modified for the energy-following procedure. Initially, we have a simple site percolation problem. At the start of section 2.1, we gave a bound of ε = 1 N −1 on the probability that a given site is resonant to E, that is, |v x +2dγ−E| < ε 1 . Then we formed connected components by linking sites x, y such that |x − y| ≤ L α 1 . In subsequent steps, the criterion for a component or block to be resonant is more involved. Only the isolated blocks are candidates for removal from R (k−1) when forming R (k) . An isolated block in step k must have dist specF
is to remain resonant and become part of R (k) . This criterion involves the spectrum ofF
, which is the same as F (k−1) E k computed in the volumeB k . As the step index k increases, there are several processes in play. According to Definition 2.1, a block B k−1 that has diameter greater than L k−1 is not isolated. However, as k increases, this criterion will eventually be satisfied. This may be delayed, however, if the block joins up with other components in later steps due to the lengthening of the distance criterion for connectedness. Once the block B k−1 becomes isolated, it may be dropped from R (k) if it is not resonant in step k. If the block remains isolated in step k + 1 without being joined up with other blocks, one of two things will happen:
. Eventually, if no further joining takes place, and ifB k does not exhaust Λ,n k (B k ) will reach 0, and the block will be dropped from the resonant set.
These probabilities arise as we condition on the information pertaining to the set of blocks generated up to step k. Specifically, when estimating the probability that n k (B k ) =n k−1 (B k−1 ), we condition on the the potential v x for x in R
(1) , . . . , R (k) ; these determineB j for any isolated block in step j, j ≤ k. Also, we condition on the values of v insideB j for j < k (this randomness will have already been exploited to generate factors of 1 N −1 in previous steps). In step k, the randomness inB k \B k−1 is used to determine the fate of blocks B k -whether they are resonant or not, and whether or notn k (B k ) <n k−1 (B k−1 ). One may think of the step index k as time, and we condition on everything that is determined up through time k. The potentials in regionsB k \B k−1 determine what happens next (resonant or nonresonant), and through them we learn the conditional probability of each case. Note that if a group of regions {B k,β } β=1,...,m are specified (i.e. determined from the conditioning data), the events {B k,β is resonant in step k + 1} β=1,...,m are independent, since they depend on disjoint sets of potentials -specifically the potentials in {B k,β \B k−1,β } β=1,...,m .
Information in eachB k−1 determines most influential siteȳ inB k \B k−1 , and we further condition on the potential on all sites other thanȳ inB k \B k−1 . Proposition 3.3 demonstrates that no more than one value of vȳ allowsn k (B k ) =n k−1 (B k−1 ). The conditioning affects the set of values that vȳ can take. Specifically, the setB k−1 was constructed so that its boundary avoids R (j) at a distance L √ α j . In particular, no elements of R (1) can be adjacent toB k−1 . This eliminates one of the N possible values of vȳ. Any of the other N − 1 values is possible, because as long as that site is not in R
(1) , it cannot impact the formation of the regions R (1) , . . . , R (k) . We conclude that the conditional probability thatn k (B k ) =n k−1 (B k−1 ) is bounded by
With each increment k − 1 → k, we compute an overall probability that B k is a resonant block in step k +1 by taking the product of the previously obtained conditional probabilities for each of its sub-blocks B k−1 . If there is more than one, we use the conditional independence of the events relating to each sub-block, as described above. If there is only one, we obtain an extra factor
e. the number of resonant eigenvalues does not go down.
We make some definitions that keep track of the probability bounds that are generated with this procedure. Let n(B j ) denote the number of sites in B j , a component of R (j) . Then put
Here {B k−1,β } are the subcomponents of B k on scale k − 1, i.e. each B k−1,β is a connected component of R (k−1) , based on connections with range L α k−1 . TheP (k) (B k ) are not probabilities; instead they are bookkeeping devices to keep track of the bounds we produce on conditional probabilities of events that must happen if B k is to become a component of R (k) . For example, each site of B k must be resonant in the first step, and the probability that a site is resonant to E 1 is 1 N < ε. Each factor of ε in one of thẽ
In addition, a new factor of ε is generated under the right circumstances, as explained above. Proposition 3.3 ensures a bound of ε = 1 N −1 on the conditional probability if B k = B k−1 with B k−1 isolated and resonant in step k, andn k (B k ) =n k−1 (B k−1 ).
Let us define a weighted sum of the probability bounds for each k ≥ 1:
Recall that our constants are chosen in the order p, L 0 , N, γ, so for a given p we can choose L 0 large enough so that q k ≥ 1 4 for all k.
Theorem 3.4. For any sufficiently large p, let L 0 be sufficiently large (depending on p) and ε = 1 N −1 sufficiently small (depending on L 0 ), and take γ ≤ ε 20 . Then for any k ≥ 1 such that 5.1L k−1 < diam(Λ), and any x ∈ Λ,
This theorem demonstrates thatP (k) (B k ) decreases exponentially with the volume n(B k ); it also decreases as a power of the diameter of B k , with a minimum decay length L k−1 .
Proof. To facilitate an inductive argument, let us extend the definitions by putting
the bound (3.50) holds by taking ε 1/3 ≤ L −p −1 . We work on the induction step, assuming (3.50) for k − 1. A block B k that contains x may be decomposed into its connected components B k−1,0 , B k−1,1 , . . . , B k−1,m on scale k −1. Here m+1 ≥ 1 is the number of subcomponents, and B k−1,0 is the one containing x. Connectivity on scale k requires that there exists at least one tree graph T on {0, 1, . . . , m} such that for each link ββ ∈ T , dist(
we divide the factors on the right-hand side amongst the components B k−1,1 , . . . , B k−1,m . From (3.48), we haveP
where 1P = 1 in the first case of (3.48), and 1P = 0 otherwise. Clearly,
We claim thatn
To see this, we need to understand three changes effected between the two sides of this inequality:
The first is merely a change in notation;F
, the scale index can be shifted to k − 1 without change. The second change is covered by Corollary 2.4; the norm of the difference is ≤ γ 3.3L k−1 < γε k . The third change is covered by Theorem 2.6; the norm of the difference is ≤ γ|E k+1 − E k | ≤ γε k /3. Thus the eigenvalues may move by no more than 2γε k . The interval I ε k+1 (E k+1 ) is contained within I ε k /2 (E k ), so eigenvalues outside of I ε k (E k ) cannot migrate to it. Thus (3.55) holds; for bookkeeping purposes we write it asn
where 1n = 1 if m = 0 andn k (B k ) <n k−1 (B k−1,0 ); and 1n = 0 otherwise. We may relate 
If m ≥ 1, we need to estimate a sum by a product. We have that
(3.59)
We have used the fact that 2m + 1 ≤ 3 m . Inserting (3.53), (3.54), (3.57), (3.58), (3.60) into (3.52), we obtain
Note that if m = 0 and diam(B k−1,0 ) < L k−1 , then B k−1,0 is isolated and so by (2.18) diam(B k−1,0 ) ≤ 5.1L k−1 , which by assumption is less than diam(Λ). Thus the requirement diam(B k−1 ) < diam(Λ) of Proposition 3.3 is satisfied. Therefore, either case 1 of (3.48) holds orn k (B k ) <n k−1 (B k−1 ). Thus 1 D ≤ 1P + 1n Thus we can cancel the three factors with indicators in (3.61). This cancellation is actually the crux of the method: we need to continue to generate power-law decay of probability estimates in cases where "easer" sources of smallness such as large blocks are not available. Proposition 3.3 provides the needed boost to the estimate in precisely the case where no other source of convergence is available. We may control the tree-graph sum in (3.61) with the following construction -see [IM16] . Define for any block B k−1 ,
As in (3.61), T is a tree graph with root at B k−1 , but here we are including the factors in square brackets only for the non-root vertices. We have used depth(T ) to denote the largest number of links in T that are required to reach any vertex, starting at the root. Then (3.61) becomes
Lemma 3.5. Under the same assumptions as Theorem 3.4,
Proof. If we take ρ = 0, then (3.64) becomes 1 ≤ exp L −p/3 k−2 . Working inductively, we have a recursion
This inequality results from ignoring any consistency conditions amongst the r sums in (3.65). Applying (3.64) and the relation
k−2 , we may replace q k → q k−1 in each factor. The sum over B k−1,β reduces to a sum over x and a sum over B k−1,β containing x. There are no more than n(B k−1 )(2L , we may take p large enough so that 3L
k−2 , and we obtain (3.64).
With the lemma in hand, we find again in (3.63) that the factor K (∞) (B k−1,0 ) leads to the replacement q k → q k−1 , and we obtain a bound by Q (k−1) x ≤ 1. This completes the proof of Theorem 3.4.
Definition (3.48) is intended for the fixed energy procedure, with E k = E for all k. We will need a modified version of (3.48) for the energy-following procedure. In this procedure, we fix a site x, and put E 1 = v x . Let B x,k denote the component of R (k) containing x. We choose E k+1 close to a solution to λ ∈ specF
. This ensures that x remains in R (k) for all k; thus B x,k always exists. For the energy-following procedure, we replace (3.48) with the following:
, with B k−1 isolated and resonant in step k, and
We may understand this definition by considering various cases. Initially, x is resonant to E 1 by construction, so the probability that x is resonant is 1, not 1 N < ε. However, the probability that other sites are resonant to E 1 is < ε as in (3.48). The accumulation of probability bounds works as in (3.48), except in the case where B k−1 contains x and n k−1 (B k−1 ) = 1. In this case, the randomness-induced movement of the eigenvalues (demonstrated in Proposition 3.3) does not lead to a factor ε because E k+1 follows the eigenvalue. Blocks not containing x are unaffected, because the potentials used to produce eigenvalue movement are disjoint from the ones that determine E k+1 . When n k−1 (B k−1 ) > 1, the spread argument works even for B x,k ; although E k+1 is chosen near one of the eigenvalues, the demonstrated lower bound on the spread pushes at least one eigenvalue out of I ε k+1 (E k+1 ), with probability 1
We use (3.66)-(3.68) to define an associated weighted sum
, and then we haveq k ≥ 1 8
for all k. Roughly speaking, the loss of some small factors in (3.67), (3.68) is compensated by the halving of the exponents in (3.69). Also, in (3.69) we are usingk =k(B x,k ) to denote the maximum of all the j ∈ [1, k] such that B x,j \ B x,j−1 = ∅ orn j−1 (B x,j−1 ) > 1. (As before, B x,0 ≡ {x} andn 0 (B x,0 ) = n(B x,0 ) = 1.) There must be some j ∈ [1, k] satisfying the condition, because otherwise we would have the trivial case B x,j = {x} for all j, which is not included in (3.69). Thusk represents the last scale at which smallness is produced, either through joining of blocks, or becausenk −1 (B x,k−1 ) > 1. For j ∈ (k, k], we have B x,j = B x,k andn j−1 (B j−1 ) = 1. Theorem 3.6. Under the same assumptions as Theorem 3.4,
Proof. We modify the arguments in the proof of Theorem 3.4 as needed. Instead of (3.51), we defineQ (0) x = 1, as there is no initial factor of ε to work with. As mentioned above, the condition B x,k = {x} implies that at some scale j ∈ [1, k], B x,j−1 = {x} was joined with other block(s) to form B x,j . At this point,P (j−1) (B x,j−1 ) = ε n(B x,j−1 )−1 = 1 -see (3.67). We may make up for the missing factor of ε when β = 0 by replacing (3.54), (3.55) with
These follow from the simple fact that (1 + n)/2 ≤ n if n ≥ 1 -take n to be the right-hand side of (3.71) or (3.72). In subsequent steps, we use (3.54), (3.55) as before.
As in the fixed-energy case, we need to relateD ≡ diam(B x,k )∨Lk −1 to the individual . Let 1P denote the indicator function for the first case of (3.68). We claim that the bookkeeping inequality 1D ≤ 1P + 1n holds, so that we may bound
If it is greater thann k (B k−1,0 ), then 1n = 1. If not, then 1P = 1. On the other hand, ifk < k, thenk = k − 1, sod 0 =D and 1D = 0. Thus in both cases the inequality holds.
For m ≥ 1 we use (3.60) to obtain Putting all these estimates together, we obtain a bound analogous to (3.63):
Here the second term corresponds to the case B k−1,0 = {x}. We have introducedK (but the other factors remain the same, in particular the coefficient of n(B k−1,β ) is still q k and the exponent of d β is still p). The proof of Lemma 3.5 still works, and soK
k−2 . This bound onK allows us to absorb the factors ε −q k n(B k−1,β ) and d p β associated with the "makeup" bounds (3.71), (3.75), which transfer the burden to the terms β ≥ 1. Note that q k >q k for all k. The second term of (3.76) has no ε −1 factors because (3.71) moves them intoK; we haved 0 = 1 by (3.73). In factP (k−1) ({x}) = 1 as well, see (3.67). The term r = 0 in (3.65) is not present if B k−1,0 = {x}, because it would lead to B k = {x}, which is not included inQ
x , see (3.69). Then we havê
The bound onK (∞) (B k−1,0 ) leads to the reductionq k →q k−1 in the first term of (3.76), and it becomesQ
. This is bounded by 1 − 2 −(k−1) , by induction, and hencê Q (k)
Results
Here we use the percolation estimates from Section 3.2 and the random-walk estimates from Section 2.4 to obtain our main theorems.
Density of States
Proof of Theorem 1.1. We wish to prove that
We may assume that δ < γ, because the total number of eigenvalues is |Λ|, and if δ ≥ γ, the inequality (1.5) is automatically satisfied. Let k be defined by the inequality ε k+1 /3 < δ ≤ ε k /3; observe that ε 1 = 1 N −1 > γ. Let us take the case k ≥ 2. We have that
Therefore, 3.2L k−1 < diam(Λ)/2, which implies that the limitation 5.1L k−1 < diam(Λ) in Theorem 3.4 is satisfied.
As explained at the start of Section 3.2,P (k) (B k ) is a bound for the probability that B k is a component of R (k) . The probability that x ∈ R (k) is therefore bounded by
Here we use (3.49) and Theorem 3.4, noting also that q k ≥ 1 4
and n(B k ) ≥ 1. We claim that the number of eigenvalues in I ε k /3 (E) is bounded by |R (k) |, the dimension of the space on which F (k) E acts. This holds because repeated application of Lemma 1.4 guarantees that all of the spectrum of
In detail, we note that in each step j ≤ k Theorem 2.6 provides the requisite Lipschitz continuity as in Lemma 1.4(ii), and so as in the proof of that lemma, we conclude that all of the eigenvalues of F (j−1) E in I ε j /3 (E) are in close agreement with those of F (j) E . Thus by induction, N I ε k /3 (E) ≤ |R (k) |, which verifies the claim. As a consequence, we may use (4.2) to obtain
We have used the fact that γ ≥ δ ≥ 1 3 ε k+1 = 1 3 γ 6.4L k−1 . If k = 1, then δ > ε 2 /3, so log γ δ < 3.2L 1 + 1. Choosing N large enough, depending on p and L 0 , we obtain the desired conclusion directly, using
This completes the proof.
Energy-Following Procedure
Here we lay out a procedure for constructing all of the eigenfunctions and eigenvalues based on local data. Starting at some site x, we produce a sequence of approximate eigenvalues E 1 , E 2 , . . .. The associated Schur complements determine resonant blocks, as has been described already. Recall that B x,k denotes the block containing x in step k; it is used to construct the next approximate eigenvalue E k+1 . This brings in the effect of the potential in the regionB x,k . If B x,k is isolated in step k, the corrections are exponentially small in the diameter ofB x,k . If B x,k is not isolated in step k, then its diameter is at least L k and then by (3.69) and Theorem 3.6 the probability decays as a large power of diam(B x,k ). Thus we may say that the eigenfunctions and eigenvalues are quasilocal functions of the potentials.
To begin the procedure, recall that H = H 0 − γJ with H 0 = diag {2dγ + v x } x∈Λ . Thus it makes sense to choose one particular x and put E 1 = 2dγ + v x . It is evident that E 1 depends on x, but we suppress the dependence in the notation. As described in Section 2, E 1 determines a resonant set R
(1) , which may be decomposed into blocks B 1 . The site x is automatically in R
(1) , and the block containing x is denoted B x,1 .
Once R (1) is determined, we have for |λ − E 1 | ≤ ε 1 /2 the Schur complement F
(1) λ and its localized versionsF We continue the process in the k th step. Assume that a sequence of choices x, E 1 , . . . , E k−1 has been made in previous steps. There is an associated increasing sequence of blocks containing x, which we denote by B x,1 , . . . , B x,k−1 . We seek solutions to the condition λ ∈ specF (k−1) λ (B x,k−1 ) in I ε k−1 /3 (E k−1 ); they should be good approximations to eigenvalues of H, which satisfy λ ∈ spec F (k−1) λ . Note that Theorem 3.6 shows thatF (k−1) λ (B x,k−1 ) depends weakly on λ; it satisfies a Lipschitz condition with constant γ. By Weyl's inequality, the same is true of the eigenvalues. Thus we may sweep λ through I ε k−1 /3 (E k−1 ), and for each solution to λ ∈ specF (k−1) λ (B x,k−1 ) we choose E k to be the closest element of 1 2 ε k Z. (If a solution happens to be equidistant between two multiples of ε k /2, we take the smaller one.) It may happen that more than one solution leads to the same choice of E k ; this avoids unnecessary proliferation of such choices. It should be clear that every solution in I ε k−1 /3 (E k−1 ) is no farther than ε k /4 from some choice of E k . Each resulting choice of E k is then used as the central energy for the next Schur complement F (k) E k , and the procedure continues. Note that when we shift
for the random-walk expansions at level j < k as well. We have the flexibility to do this because we never leave the "safe" zone |λ − E j | ≤ ε j /2 covered by Theorems 2.3-2.6. (Here we use the condition |E k − E k−1 | ≤ ε k−1 /3, which implies that |E k − E j | ≤ ε j /2 for j < k, since the sum of shifts ε i /3 for j ≤ i < k is less than ε j /2.)
Letk denote the smallest integer such that 5.1Lk −1 ≥ diam(Λ). There can be no more than one block Bk −1 , because of the minimum separation distance L ᾱ k−1 . Thus we takeBk −1 = Λ and soF
. Then we choose Ek from one of the solutions to λ ∈ specF (k−1) λ (B x,k−1 ) in I εk −1 /3 (Ek −1 ). Thus each Ek is an eigenvalue of H, by repeated application of Lemma 1.4, as in the proof of Theorem 1.1.
We will control the sum over the choices of x, E 1 , E 2 , . . . , Ek in the next section. We conclude this section by stating a proposition guaranteeing that every eigenvalue of H can be obtained through this approximation scheme. The proof is deferred to Appendix A. to be sufficiently small, depending on L 0 , and take γ ≤ ε 20 . Let λ 0 be an eigenvalue of H. Then there is at least one set of choices x, E 1 , . . . Ek for the energy-following procedure such that Ek = λ 0 and such that
Eigenfunction Correlator
We work toward a proof of Theorem 1.2, in particular the bound (1.2) giving power law decay of E β |ϕ β (x)ϕ β (y)|. As a preliminary step, we control the energy-following procedure (EFP) that was used in the previous section to construct all of the eigenfunctions.
Let N x,y,z denote the number of eigenvalues of H that can be reached via the EFP as in Proposition 4.1, with starting point x, and with a resonant region B x,k−1 that includes y and z. Recall that B x,k is the component of R (k) containing x, andk is the smallest integer such that 5.1L k−1 ≥ diam(Λ). The block B x,k−1 is the final block in the EFP, as the procedure terminates with a choice of Ek, an eigenvalue of H. Proposition 4.2. For any sufficiently large p, let L 0 be sufficiently large (depending on p), ε = 1 N −1 sufficiently small (depending on L 0 ), and take γ ≤ ε 20 ,p = p/2. Then
Proof. In the EFP we start at x, and take E 1 = v x + 2dγ. Then B x,1 is determined, and E 2 is chosen close to one of the solutions to λ ∈ specF (1) λ (B x,1 ) in I ε 1 /3 (E 1 ). Then E 2 determines B x,2 , and so on. The choices of B x,k will be controlled by Theorem 3.6, so we focus now on counting the choices for E 2 , E 3 , . . . , Ek. The method of combinatoric factors will be helpful; recall that for T ρ ≥ 0, we look for convenient positive factors c ρ satisfying ρ c −1 ρ ≤ 1. Then ρ T ρ ≤ sup ρ c ρ T ρ . In our situation, we have a sequence of sums. Let ρ j index the sum over the choices of E j ; these choices depend on all previous choices in the EFP. Then we have that
(4.7)
We need to ensure that the product c ρ 2 · · · c ρk remains under control, relative to the smallness implicit in (3.69) and Theorem 3.6; in particular we will obtain a bound by an exponential ink + n(B x,k ). (Recall thatk =k(B x,k ) was introduced after (3.69); in step k it represents the last scale at which smallness is produced, either through joining of blocks, or becausenk −1 (B x,k−1 ) > 1.) Let us define for 2 ≤ k ≤k m k,ρ k = the number of solutions to λ ∈ specF
This counts the number of solutions assigned to a particular choice of E k . (Solutions are counted with multiplicity, in case of degeneracies in the spectrum.) Recall that we choose E k ∈ 1 2 ε k Z and so E k,ρ k has to stand in for all solutions in I ε k /2 (E k,ρ k ). There is double coverage, which leads to a doubling of the combinatoric factors c ρ k , but we will see that they remain under control.
Next, we define combinatoric factors. For k = 2 we put
and for 2 < k ≤k we put
(4.10)
Observe that the total number of solutions to λ ∈ specF (1) λ (B x,1 ) in I ε 1 /2 (E 1 ) is no greater than n(B x,1 ), the dimension of the matrixF (B x,1 ).) Allowing for double counting when these solutions are assigned to each E 2,ρ 2 and tallied inm 2,ρ 2 , we have that ρ 2m 2,ρ 2 ≤ 2n(B x,1 ). In particular, we have that ρ 2 c −1 ρ 2 ≤ 1. When the same calculation is performed in later steps, we need to bound (B x,k−1 ) in I ε k−1 /3 E k−1,ρ k−1 can be tallied with a total no greater than the sum over β of the number of solutions to λ ∈ specF
The number of such solutions for β = 0 ism k−1,ρ k−1 . For each β ∈ [1, m], we can work inB k−2,β , and then as in the proof of Theorem 1.1, repeated applications of Lemma 1.4 gives a bound on the number of solutions by n(B k−2,β ) = |R (k−2) ∩B k−2,β |. We have that m β=1 n(B k−2,β ) = n(B x,k−1 ) − n(B x,k−2 ). Allowing for a factor of 2 from the double counting, we obtain (4.11). An immediate consequence is that ρ k c −1 ρ k ≤ 1, which validates the use of c ρ k as a combinatoric factor.
To handle the case k >k, recall from the discussion after (3.69) thatn j−1 (B x,j−1 ) = 1 for j ∈ (k, k]. Hencen k−1 (B x,k−1 ) = 1. Furthermore, a comparison of the definitions (4.8) and (3.6) form k,ρ k andn k−1 (B x,k−1 ), respectively, shows that the latter uses a wider interval. With an application of Theorem 2.6, we see that fixed-point solutions in (4.8) are close to the eigenvalues counted in (3.6), and hencem k,ρ k ≤n k−1 (B x,k−1 ) = 1. Thus there is no more than one solution to λ ∈ specF
, and hence no more than one choice for E k . This validates the choice c ρ k = 1 when k >k in (4.8).
In the final step, k =k, there are evidently no more thanmk −1,ρk −1 choices for Ek, because the capture interval in (4.8) is wider than εk −1 /3. Thus ρk c −1 ρk ≤ 1, and so we conclude that (4.9) and (4.10) define valid combinatoric factors in all cases.
We claim that products of combinatoric factors satisfy
for 2 ≤ j ≤k. This holds for j = 2 by (4.9) and the inequality 2n ≤ 2 n for positive integers n. From (4.10), we may obtain a bound
by letting a =m j−1,ρ j−1 , b = n(B x,j−1 ) − n(B x,j−2 ) and using 2(a + b) ≤ 4ab ≤ 2a2 b (valid for positive integers a, b). Multiplying (4.13) by the j − 1 version of (4.12), we obtain the j version. Ifk <k − 1, then c ρ j = 1,m j,ρ j = 1, and B x,j−1 = B x,k−1 for j >k, sō
This holds also ifk =k − 1, since in that case the final denominatormk −1,ρk −1 is cancelled by c ρk . The estimate (4.14) on combinatoric factors allows us to bound N x,y,z by taking the supremum over ρ 2 , . . . , ρk and including an additional factor 2k −2 2 n(B x,k−1 ) . Then Therefore, as long as {x, y, z} = {x} so that B x,k−1 = {x}, (3.69) and Theorem 3.6 imply that EN x,y,z diam({x, y, z} ∨ 1)p −1 ε −1/6 ≤ 1, (4.18) which is the same as (4.6) in this case. If x = y = z, then we need to add in the case B x,k−1 = {x}, which leads to a single eigenvalue, hence the term 1 {x=y=z} in (4.6). The next corollary simplifies Proposition 4.2 by summing over the starting point x. Define N y,z = x N x,y,z . uses normalized eigenvectors). Thus we may bound |ϕ Put X(x, y) = X near (x, y) + X far (x, y), where X near contains the terms of (4.25) with |z 1 − x| ≤ |x − y|/4, |z 2 − y| ≤ |x − y|/4, and X far contains the rest. Then P (X(x, y) > 1) ≤ P (X near (x, y) > Summing this bound over y such that |y − x| ≥ R, we obtain a bound R −(p−4d−1) , which gives the desired result, (1.7).
Level Spacing
We now prove Theorem 1.3. As in the proof of Theorem 1.2, we construct every eigenfunction via the EFP. Instead of counting all eigenvalues in an interval, we count only the ones with additional spectrum within a δ-neighborhood. To this end, we define N x (δ) to be the number of eigenvalues λ 0 of H that can be reached via the EFP as in Proposition 4.2, starting at x, and which have another eigenvalue in I δ (λ 0 ). Since which implies that k ≤k. We can assume that δ ≤ γ ε 1 /4 because otherwise log γ δ < 1, in which case (1.8) is automatic. In fact, we can assume k ≥ 2 because the case k = 1 with δ > ε 2 /4 can be handled by a direct appeal to Weyl's inequality when all off-diagonal entries of H are turned off. When this is done, we see that all eigenvalues of H are within O(γ) of their unperturbed values 2dγ + v x . As ε 1 = ε k of a solution to λ ∈ specF (k−1) λ (B x,k−1 ). Recall thatk(B x,k ) is the maximum of all the j ∈ [1, k] such that B x,j \ B x,j−1 = ∅ or n j−1 (B x,j−1 ) > 1. Consider two cases. For case 1, we assume thatk(B x,k ) ≥ k. Note that in subsequent steps,k can only increase. Hence we can estimate all case 1 terms by ignoring the condition that there is another eigenvalue within δ and requiring instead thatk(B x,k−1 ) ≥ k. Thus EN system of blocks b x,j , each of which is resonant to λ 0 to within ε j+1 /50. We now use x to initiate the EFP as we demonstrate convergence to λ 0 . Let us analyze the relationship between the blocks b k of the FEP and the blocks B k of the EFP. The existence of blocks b k with spectrum close to λ 0 will be used to make choices in the EFP so that blocks B k also have spectrum close to λ 0 . We establish the following result for use in an induction on k.
Lemma A.1. Under the same assumptions as Proposition 4.1, let x be a base point arising from the FEP as described above, satisfying dist(specF (j) λ 0 (b x,j ), λ 0 ) ≤ ε j+1 /50 for all j, and put E 1 = v x + 2dγ ∈ I (2d+1)γ (λ 0 ). Let k ≥ 2 and assume E j are chosen for 1 ≤ j < k so that |E j − λ 0 | ≤ .31ε j . Then (i) For all j < k, each FEP block b j is contained in some FEP block B j . Furthermore, if one performs the FEP in the regionB j (instead of Λ), then the resulting collection of blocks {b j,β } are precisely the ones from the Λ-construction that happen to be contained inB j .
(ii) For any FEP block b j−1 , let B j−1 denote the EFP block containing it.
(a) For each j ≤ k, dist specF (iii) There is a choice of E k in the EFP such that
Proof of Lemma A.1. Consider first (i) in case k = 2, which will serve as input to (ii), (iii). We will consider the case k > 2 at the end of the proof. Recall that in the EFP R (1) is the set of sites y such that |v y + 2dγ − E 1 | ≤ ε 1 ; components B 1 are defined using connections up to a distance L (1) . As we use the same distance condition for connectedness in both cases, it is clear that each b 1 is contained in some B 1 . Furthermore, the width of the collar definingB 1 is much smaller than the distance between components of R (1) . Hence the components of R
(1) ∩B 1 are the same as the components of R (1) that happen to be contained inB 1 . Now consider (ii)(a) for any j ≤ k. Corollary 2.4 implies that F 
