Abstract: A complete characterization is given of closed shift-invariant subspaces of L 2 (IR d ) which provide a speci ed approximation order. When such a space is principal (i.e., generated by a single function), then this characterization is in terms of the Fourier transform of the generator. As a special case, we obtain the classical Strang-Fix conditions, but without requiring the generating function to decay at in nity. The approximation order of a general closed shift-invariant space is shown to be already realized by a speci able principal subspace.
Introduction
We are interested in the approximation properties of closed shift-invariant subspaces of L 2 (IR d ). We say that a space S of complex-valued functions de ned on IR d is shift-invariant if, for each f 2 S, the space S also contains the shifts f( + ), 2 ZZ d . In other words, S contains all the integer translates of f if it contains f. A particularly simple example is provided by the space S 0 ( ) of all nite linear combinations of shifts of a single function . We call its L 2 (IR d )-closure the principal shift-invariant space generated by and denote it by S( ):
Of course, a closed shift-invariant subspace of L 2 (IR d ) need not be principal; it need not even be generated by the shifts of nitely many functions.
Shift-invariant spaces are important in a number of areas of analysis. Many spaces, encountered in approximation theory and in nite element analysis, are generated by the shifts of a nite number of functions on IR d . Shift-invariant spaces also play a key role in the construction of wavelets. In each of these applications, one is interested in how well a general function f can be approximated by the elements of the scaled spaces S h := fs( =h) : s 2 Sg:
We postpone discussion of the literature until we have introduced some additional terminology and stated our main results. In this paper, we describe the properties of S which govern the decay rates of E(f; S h ). We characterize when the scaled subspaces S h are dense in the sense that lim h!0 E(f; S h ) = 0 for every f 2 L 2 (IR d It is the behaviour of at the origin, or, more precisely, the behaviour of the function y 7 ! jyj ?k ' (y), that turns out to be crucial for the approximation order of S('). Indeed, we shall prove: Theorem 1.6. The principal shift-invariant subspace S( ) of L 2 (IR d ) provides approximation order k > 0 if and only if j j ?k is in L 1 (C). Of course, in the case k = 0, (1.8) characterizes when we have density.
It is rather remarkable that these conditions also characterize approximation and density orders for arbitrary closed shift-invariant subspaces of L 2 (IR d ). Namely, we shall prove: Theorem 1.9. A closed shift-invariant subspace S of L 2 (IR d ) provides approximation order k > 0 if and only if it contains a function for which j j ?k is in L 1 (C) . The space S provides density order k 0 if and only if it contains a function for which j j ?k 2 L 1 (C) and (1.8) holds. We prove the last theorem by showing in x3 that the case of approximation by arbitrary closed shiftinvariant subspaces of L 2 (IR d ) can be reduced to the case of principal shift-invariant spaces.
In the case of principal shift-invariant spaces, our method of proof is based on two results which we feel will have other important applications. The rst is an explicit formula for the best L 2 (IR d )-approximation from S( ). The second is the following characterization
is 2 -periodicg of the space S( ) in terms of its Fourier transform. Here and later, for a set F of functions, we denote by b F := f b f : f 2 Fg the set of its Fourier transforms. It turns out that our analysis applies equally well to the more general situation where the h-re nement of the space S is obtained by means other than scaling. Such cases are known and are of interest in both spline theory (e.g., exponential box splines, cf. DR]) and radial basis function theory (cf. the detailed discussion in BR2]). In the non-scaling case, we employ a family fS h g h of shift-invariant spaces, and consider the rates of decay of E(f; S h h ) as a function of h. The notions of \approximation order k" or \density order k" for the sequence fS h g h are obtained by replacing each E(f; S h ) in the above de nitions by E(f; S h h ). We close this section with a brief discussion of the connections between the results of this paper and results in the literature. Schoenberg, in his seminal paper S], was the rst to recognize the importance of the Fourier transform for describing approximation properties of principal shift-invariant spaces. For the case d = 1, and with a piecewise continuous function with exponential decay at in nity, Schoenberg showed that all algebraic polynomials of degree < k can be written in the form P Here and later, we use the abbreviation e (y) := e i y : If (1.11) holds, then b ; b ] does not vanish at the origin and of (1.5) has a zero of multiplicity k there. Thus, j j ?k is in L 1 (C) (as we know it must be). However, there are two important points to bear in mind concerning our Theorem 1.6 and the Strang-Fix result. First of all, our theorem does not require that be compactly supported, nor even that it decay at in nity. Secondly, it applies even when b vanishes at the origin, a case of practical importance yet not accessible to earlier approaches.
Actually RS] ) are included in the references; see also the surveys B2], C], P] and the references therein. By making assumptions on weaker than those used in any of the above references, we can still translate our conditions on into simple conditions on b . For example, we show in x5 the following: Theorem 1.14. Assume that b is bounded on some neighborhood of the origin. If S( ) provides approximation order k, then b has a zero of order k at every 2 2 ZZ d n0. In particular, D b ( ) = 0 for all j j < k in case b is k times di erentiable (in the classical sense) at such .
Note that the boundedness of b required here holds, for example, if b is continuous at 0. In particular, it holds for every 2 L 1 (IR d ).
We also show in x5 the following converse: Theorem 1.15. Assume that 1= b is bounded on some neighborhood of the origin and that, for some For most of the examples of a non-compactly supported in the literature (e.g., radial basis functions, see P]), b is very smooth on IR d n0, but has a singularity at the origin. On the other hand, the present standard approach to the derivation of approximation orders (viz., the polynomial reproduction argument) requires to decay at 1 (at least) like O(j j ?(k+d) ), hence requires b to be globally smooth. To circumvent this obstacle, one usually seeks a function 2 S 0 ( ) (or in some superspace of S 0 ( )) whose Fourier transform b is smoother than b , since this implies a more favorable decay of at 1. This`localization' process constitutes the main e ort in establishing approximation orders for a non-compactly supported .
Our theorem, though, does not require to decay at 1 at any particular rate, thus obviating the search for such . Results (weaker than the above theorem) about L 1 (IR d )-approximation orders, that apply to functions which decay only mildly at 1, were derived in BR2]. The approach there exploits the fact that the exponential functions e , 2 IR d , are in the space in which approximation takes place. In contrast, the approach here makes use of the simple and explicit formula for the orthogonal projection onto d S( ).
The orthogonal projector onto S( )
In this section, we derive two important facts about the principal shift-invariant space S( ) which will be the basis of much of the analysis that follows. The rst is a simple formula (given in Theorem 2.9) for the (Fourier transform of the) best L 2 -approximation from S( ). The second is the description and the right side of (2.5) is nite a.e. We will most often use (2.3) in the form
which is valid for arbitrary f; 2 L 2 (IR d ) and arbitrary 2 -periodic for which b f 2 L 2 (IR d ). We note that (2.6) implies the estimate
of use when b ; b ] is bounded, e.g., when is compactly supported. After these brief remarks, let us consider the problem of nding a formula for the projection of L 2 (IR d ) onto S( ). Let P := P denote the orthogonal projector onto S( ). Then Pf is the unique best L 2 (IR d )-approximation to f from S( ), and is characterized by the fact that it lies in S( ) while its di erence from f is orthogonal to S( ). Since the Fourier transform preserves orthogonality, it follows (for example from the uniqueness of best approximation in L 2 (IR d )) that the orthogonal projector b Remark. With the convention (which we use throughout this paper) that 0 times any extended number is 0, we are entitled to write and this nishes the proof since kf ? P fk 2 = kfk 2 ? kP fk 2 .
The reduction to the principal case
The explicit and simple expression, derived in the previous section, for the orthogonal projector onto a principal shift-invariant space will also prove to be very useful in the discussion of approximation from a general shift-invariant space. For, remarkably, the approximation power of a general shift-invariant space, however large, is already contained in a single (suitably chosen) principal shift-invariant subspace of it. The next proposition provides the algebraic background for this fact. We use repeatedly the simple observation that the best approximation Pf to f from S is also the best approximation P Pf f to f from S(Pf), i.e., P Pf f = Pf: Proposition 3.1. Let S 0 (f) = f n b f : n a trig.polynomialg, it follows that b f is the L 2 (IR d )-limit of n b f for some sequence ( n ) of trigonometric polynomials. The shift-invariance of S and the uniqueness of the best L 2 -approximation imply that P(f( + )) = (P f)( + ) for every f 2 L 2 (IR d ) and every 2 ZZ d . Hence, taking nite linear combinations of Fourier transforms, b P( n b f) = n c Pf, and so, by the continuity of b P, 
; with " f (h) given by (3.9). This means that S provides approximation order k > 0 or density order k 0 if and only if its principal shift-invariant subspace S( ) does. More than that, since " f (h) does not depend on S, it proves the following: Theorem 3.12. The sequence fS h g h of closed shift-invariant subspaces of L 2 (IR d ) provides approximation order k > 0 or density order k 0 if and only if the corresponding sequence fS( h )g h of principal shiftinvariant subspaces (with h := P S h (g ) and g = _ C ) does.
Approximation orders and density orders
In this section we give a complete characterization of approximation orders and density orders from the sequence fS h g h of shift-invariant spaces. In view of Theorem 3.12, we need only to consider the special case when each S h is principal. For 2 L 2 (IR d ), we let 2 L 1 (C) be de ned as in the introduction:
In terms of this , (2.21) gives that
For f 2 L 2 (IR d ) with b f not just supported in C, we estimate E(f; S( )) = (2 ) ?d=2 E( b f; d S( )) with the aid of Corollary 3.10 and the simple observation that
for an arbitrary subspace S of L 2 (IR d ). Indeed, with the aid of (3.7), this estimate implies that
Therefore, Corollary 3.10 establishes 
Remark. Since each h is non-negative and bounded above by 1, and since each (h + j j) k is bounded below by h k , it is clear that each h (h+j j) k is an element of L 1 (C) . So it is the uniform boundedness of h (h+j j) k as h ! 0 that characterizes the approximation order k. Proof: In view of (4.2), fS( h )g h provides approximation order k if and only if there exists some constant c such that for every f 2 W k 2 (IR d ) and every h > 0
Since C c f h is supported in C, we may appeal to (4.1) (i.e., to Theorem 2.20) to conclude that 
The proof is thus completed, since upon rescaling the last condition becomes
Proof of Theorem 1.6. In the case of this theorem, h = for all h > 0. Using this in (4.7) and letting h ! 0, we get that (4.7) is equivalent to j j ?k 2 L 1 (C).
Remark. Note that the cube C that appears in the characterization of approximation orders is entirely incidental. Since, for every h, h is bounded by 1, and also (h + j j) ?k is bounded, independently of h, in any complement of a neighborhood of the origin, the cube C can be replaced by any neighborhood of the origin.
Another remark concerns the case k = 0 which will soon be considered in the context of density orders. We have not discussed approximation order 0 simply because of lack of any mathematical interest: the requirement in this case is vacuous. This is in agreement with Theorem 4.3, for the boundedness of f h (1+j j) 0 g h is also a vacuous condition, since each h is uniformly bounded by 1. This means that the statement of Theorem 4.3 is valid also for k = 0.
With Theorem 4.3 in hand, we turn our attention to the characterization of density orders. Our result concerning density orders is as follows. (1 + j j) 2k = 0; 8g 2 L 1 (IR d ):
Choosing g := aC in (4.11) and rescaling, we obtain (4.9), so that the necessity of (4.9) for k-density order is proved. To prove the su ciency, we de ne
(1 + j j) 2k ; h > 0:
We view the h as elements of L 1 (IR d ) . We want to show that (4.11) holds, namely that f h g h converges weak-to 0. We know that f h g h are positive, uniformly bounded, and by (4.9), h ( aC ) ! 0 for every a > 0. This latter condition implies that h ( K ) ! 0 for any compact K. (h + j j) 2k = 0; which is the case a = 1 in (4.9), and implies the rest of (4.9), since here h = for all h, hence does not change with h. Thus, Theorem 4.8 implies the su ciency of (1.8).
On the other hand, if S( ) provides density order k, then (4.9) holds (with h = , all h). Since jyj ?2k c(h + jyj) ?2k for y 2 hC n (hC=2) and some absolute constant c, we obtain from (4.9) (with a = 1) Since the right side of (4.13) is o(h d ), we obtain the necessity of (1.8).
Combining the two last theorems with Theorem 3.12, we obtain Theorem 4.14. Let Proof of Theorem 1.9. This follows from Theorem 1.6, Theorem 1.7, and the reduction to the principal shift-invariant case given by Theorem 3.12 (with h = = P S g for all h).
The Strang-Fix conditions
As mentioned in the introduction, approximation orders from the scaled spaces fS h g h were characterized in SF] under the assumptions that (a) the space S h is obtained as the h-dilate of the same principal shiftinvariant space S( ); (b) the generator of S( ) is compactly supported; and (c) the approximation order is realized in a controlled manner. The controlled approximation assumption, in turn, forces the condition b (0) 6 = 0.
In order to compare these conditions to the characterization of approximation orders for principal shiftinvariant spaces that we obtain in the present paper, we assume in this section that we have in hand a sequence fS( h )g h of principal shift-invariant spaces which satisfy one or both of the following conditions, in which is some neighborhood of the origin, and and are positive constants:
We now consider in more detail necessary conditions for approximation order which follow from our characterization of approximation order. Since j b h ( + )j M h for all 2 2 ZZ d n0, the next theorem is a direct consequence of the last lemma:
Theorem 5.8. If (5.1) holds and fS( h )g h provides approximation order k, then, for all 0 < h < h 0 and for all 2 2 ZZ d n0, and in some 0-neighborhood, j b h ( + )j c(h + j j) k ; for some c independent of and h.
In case b does not change with h, we may let h ! 0 in the last display and so obtain Theorem 1.14. This shows that the necessity of the Strang-Fix conditions (1.11) for k-approximation order holds in a very general setting. This is remarkable, since this implication is considered to be the \harder" one. An analogous L 1 -result has been obtained in BR2] by other means.
We now consider in more detail su cient conditions for approximation order. There is no reason to believe that (upon assuming (5.2)) the assumptions . Unfortunately, the decay conditions (5.12) fail to hold for many functions of interest (primarily radial basis functions, and usually because b is not smooth enough at 0), and in such a case, the polynomial reproduction argument either fails, or is not easily converted into approximation orders. Circumventing the polynomial reproduction argument was actually the major objective of BR2]. In our context, Theorem 1.6 leads to a remarkable result, which allows (5.12) to be replaced by a much weaker condition, and which we now describe.
For this result, we need a local version W 2 ( ) of the potential spaces W 2 (IR d The virtue of this theorem is that we can take to be so small that A does not contain the origin. This is important since in many cases of interest b is smooth on IR d n0 but has some singularity at the origin (this happens, e.g., when is obtained by the application of a di erence operator to a fundamental solution of an elliptic equation). But, if satis es (5.12), then b is globally smooth, since we obtain from (5.12) that b 2 W 2 (IR d ) for = k + d=2 + "=2 as well as b 2 C k (IR d ). Thus, Theorem 5.14 and Theorem 1.14 together imply the following result. Lemma 5.5 now supplies the conclusion that S( ) provides approximation order k.
In applications, it might be convenient to take to be the least integer that satis es > k + d=2. For this case, Theorem 5.14 reduces to Theorem 1.15.
