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Óptica e Información Cuántica
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En el presente trabajo se estudiaron las propiedades de emisión de un sistema compues-
to por una molécula de dos d́ımeros de puntos cuánticos inmersos en una microcavidad
óptica. Primero se realiza una descripción de un punto cuántico en interacción con radiación
de un solo modo de campo desde la perspectiva de Jaynes – Cummings. Luego, se estudia la
interacción en un d́ımero de puntos cuánticos sin campo, para posteriormente, analizar una
molécula compuesta por dos d́ımeros sin campo y finalmente se describe el comportamiento
del sistema propuesto, para el cual, se analizan las relaciones de dispersión por medio de los
coeficientes de Hopfield, mostrando cuales son los estados más probables del sistema para
diferentes parámetros. Se calcula el gap energético como función del “detuning” (desintonia)
entre las enerǵıas de los dos d́ımeros que componen el sistema, para el cual se encuentran
5 puntos caracteŕısticos, qué también son analizados por medio de los coeficientes de Hop-
field. Por medio de la ecuación maestra se desarrolla la dinámica disipativa del sistema, que
incluye mecanismos de bombeo a la cavidad (P) y pérdida de fotones a través de la cavidad
(κ). Aqúı se obtiene el espectro de emisión por medio del teorema de regresión cuántico.
Se calcula el número medio de fotones y la función de correlación de segundo orden, ambos
como función de las constantes de interacción del sistema.
Palabras clave: (Puntos Cuánticos, Espectros de emisión, Número medio de fotones,
Función de correlación de segundo orden.).
Abstract
In the present work the emission properties of a system composed by a molecule of two
dimers of quantum dots immersed in an optical microcavity were studied. First a descrip-
tion of a quantum dot in interaction with radiation of a single field mode is made from the
perspective of Jaynes - Cummings. Then, we study the interaction in a dimer of quantum
dots without field, to later analyze a molecule composed of two dimers without field and
finally describes the behavior of the proposed system, for which we analyze the dispersion
relations by means of The Hopfield coefficients, showing which are the most probable states
of the system for different parameters. The energy gap is calculated as a function of the
detuning between the energies of the two dimers that make up the system, for which there
are 5 characteristic points, which are also analyzed by means of the Hopfield coefficients. By
means of the master equation the dissipative dynamics of the system is developed, which
includes mechanisms of pumping to the cavity (P) and loss of photons through the cavity
(κ). Here the emission spectrum is obtained by means of the quantum regression theorem.
The mean number of photons and the second-order correlation function are calculated as a
function of the system interaction constants.
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inicial es:ρ00011;00011. La ĺınea roja punteada representa la población una vez
se ha alcanzado el estado estacionario. . . . . . . . . . . . . . . . . . . . . . 49
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1 Introducción
Desde la segunda mitad del siglo XIX James Clerk Maxwell sentó las bases para un campo
moderno con un trabajo detallado a cerca del comportamiento de la luz como ondas electro-
magnéticas, [Max61]. Unos años más tarde Albert Einstein con el efecto fotoeléctrico [Ein05]
y Max Planck con el trabajo de radiación de cuerpo negro, sin darsen cuenta van generando
los primeros indicios para una teoŕıa cuántica de la naturaleza. Luego Werner Heisenberg
[Hei27], Erwin Schrödinger [Sch26] y Paul Dirac [Dir30] sientan las bases de la mecánica
cuántica y proponen herramientas que aún hoy en d́ıa son muy utilizadas en el desarrollo
de trabajos en este campo de la ciencia. Adicionalmente Max Born desarrolla un estudio
probabiĺıstico al tratamiento de los estados cuánticos [Bor26]. Enrico Fermi [Fer26] y Paul
Dirac [Dir26] también pioneros de la mecánica cuántica estudian como cuantificar la luz y
su interacción con la materia mostrando aśı innovadoras ideas sobre la mecánica cuántica.
Victor Weisskopf y Eugene Paul Wigner [WW30], aplicando nuevas ideas en el desarrollo
de la mecánica cuántica no relativista a la dinámica de la emisión espontánea, predicen el
decaimiento exponencial para un estado excitado y a estas alturas de la época ya se demos-
traba que el vaćıo como un campo ya teńıa consecuencias observables.
Hacia 1935 Albert Einstein, Boris Podolsky y Nathan Rosen estudian las correlaciones cuánti-
cas con la paradoja EPR [EPR35], sentando las bases para lo que hoy se conoce como el
procesamiento de la información cuántica. Alrededor de 1950 Robert Hanbury y Richard
Twiss [BT+56] con trabajos en correlaciones de intensidad y estad́ısticas de fotones plantean
los primeros inicios para la óptica cuántica, al mismo tiempo que Isidor Rabi [Rab37] y otros
realizaban trabajos de interacción de la luz con la materia.
Unos años después, Edwin Jaynes realizó importantes aportes en el estudio de la cuan-
tificación y el funcionamiento del máser [Jay60] (amplificación de microondas por emisión
estimulada de radiación) iniciando en las ideas de la cuantificación del campo. Durante varios
años se realizaron trabajos para el desarrollo del láser (amplificación de la luz por emisión
estimulada de la radiación) sintonizable, pero no fue sino hasta inicios de los años 70’s que
se lograron desarrollar y fue entonces cuando las interacciones resonantes y las transiciones
coherentes se hicieron más sencillas de estudiar dando origen a la actual óptica cuántica y
permitiendo el estudio de la dinámica de átomos individuales que interactúan con la luz de
una manera no perturbativa. En esta época se realizaron varios experimentos sobre la natu-
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raleza de los fotones y en las siguientes dos décadas se desarrolló la teoŕıa del enfriamiento
del láser1, lo cual llevó a la preparación de estados de la materia con gran precisión.
David Burnham y Donald Weinberg realizan estudios de fenómenos ópticos no lineales don-
de la cuantización del campo juega un papel importante[BW70]. En la década de los 80’s
nuevamente Edwin Jaynes con la colaboración de Fred Cummings [JC63] estudian átomos
individuales que interactúan con el campo electromagnético cuantizado de un solo modo.
En este punto la cuantificación del acoplamiento átomo - campo es desarrollada teniendo en
cuenta la coherencia y decoherencia en este proceso dando lugar al hoy conocido modelo de
Jaynes – Cummings, fortaleciendo aśı a la óptica cuántica.
En los siguientes años Richard Feynman [Fey82], Paul Benioff [Ben82], David Deutsch [DJ92]
y otros desarrollan estudios en criptograf́ıa y computación cuántica utilizando en sistemas de
dos niveles (qubits) superposiciones coherentes de los dos estados cuánticos, planteando aśı,
la posibilidad de un procesamiento de la información mucho más veloz que en ordenadores
convencionales.
Átomos o iones se pueden acoplar fuertemente con un campo electromagnético monomo-
do en una cavidad (puntos cuánticos) permitiendo procesamiento y comunicación cuántica,
generando aśı ideas para la construcción de memorias cuánticas. Adicionalmente el entrelaza-
miento cuántico juega un papel importante en la información cuántica siendo el responsable
también del aumento exponencial en la velocidad del procesamiento de la información. To-
dos estos temas siguen siendo objeto de estudio en la actualidad en el campo de la óptica
cuántica [GK05].
Dada la importancia que en la actualidad tiene la óptica cuántica y los estudios que se han
desarrollado y se siguen desarrollando en cuanto a la interacción de la radiación con la ma-
teria, en el presente trabajo se pretende realizar un estudio en este campo de la ciencia para
dos d́ımeros de puntos cuánticos inmersos en una microcavidad, caracterizando la dinámica
del sistema a la luz de la aproximación de Born – Markov, estudiando las propiedades del
espectro de emisión para este sistema.
1El método de enfriamiento por láser consiste basicamente en que si un átomo viaja hacia una rayo láser
y absorbe un fotón del láser, el átomo disminuirá su impulso en una cantidad igual al momento del
fóton. Desde la perspectiva del átomo, el fóton frontal es visto como un desplazamiento Doppler hacia su
frecuencia de resonancia, por lo que es más fuertemente absorbido que un fóton que viajará en la dirección
opuesta, el cual presentaŕıa un desplazamiento Doppler alejándose de la resonancia. Este método de
enfriamiento fue propuesto por Theodore Hansch y Schawlow Arthur en la universidad de Stanford en
1975 y realizado por Steven Chu en el AT&T Bell Labs en 1985.
2 Marco teórico
2.1. Heteroestructuras semiconductoras
Desde los años setenta se empezaron a desarrollar dispositivos electrónicos semiconductores,
algunos de estos dispositivos se creaban bajo tecnoloǵıa de epitaxia de haces moleculares
(Molecular Beam Epitaxy, MBE). El término epitaxia hace referencia al crecimiento sobre
una estructura cristalina de una nueva capa de material que adopte la misma forma de esa
estructura cristalina. Esta capa recibe el nombre de homoepitaxia si es del mismo material;
de lo contrario se le llama heteroepitaxia. De las técnicas que más se utilizan para realizar
este tipo de estructuras están la deposición qúımica en fase vapor (Chemical Vapor Deposi-
tion, CVD) y la MBE. Esta última es de gran interés dado que permite hacer deposición de
las capas una a una y esto permite controlar zonas de confinamiento de posibles portadores
de carga o átomos artificiales (Puntos Cuánticos) con aplicaciones ópticas como fuentes de
fotones individuales. Esta técnica también ofrece la posibilidad de fabricar estructuras con
emisión o absorción de luz en determinadas longitudes de onda que sean útiles en alguna
aplicación en particular. Con las técnicas anteriormente mencionadas, se dio lugar al inicio
de la exploración de heteroestructuras como super-redes (superlattices) y pozos cuánticos
(quantum wells) en donde las part́ıculas estaban confinadas a moverse bidimensionalmente.
Estas heteroestructuras que fueron bien desarrolladas hasta finales de los años 80, donde
avances en estas técnicas de crecimiento epitaxial permitieron que en el confinamiento las
part́ıculas se movieran unidimensionalmente en el espacio. Tales heteroestructuras de menor
dimensión fueron los hilos cuánticos (quantum wires). Para cada uno de los confinamientos
que se pueden presentar en estas heteroestructuras la densidad de estados presentes como
función de la enerǵıa se puede observar en la figura (2-1).
Una estructura en la cual se pueden apreciar efectos cuánticos, es aquella en la cual el ta-
maño de al menos una de sus dimensiones es comparable con el orden de la longitud de
onda de De Broglie del electrón. Cuando esto sucede, esta estructura recibe el nombre de
nanoestructura. Si λ es la longitud de onda de De Broglie, esta depende de la masa efectiva
me de los portadores y de la temperatura T , ya que λ =
h
p
, que en términos de la constante




. Para el caso por ejemplo del electrón de un semiconductor de InAs que
tiene una masa efectiva de 0.023 m0 (con m0 la masa del electrón libre) con dimensiones infe-
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Figura 2-1: Densidad de estados para diferentes tipos de confinamientos cuánticos, (a) sin
ningún tipo de confinamiento (bulk). (b) Muestra los saltos de la densidad de
estados en un pozo cuántico (2D). En (c) se observa la densidad de estados
para hilos cuánticos (1D) y en (d) el espectro discreto en un punto cuántico
(0D). (Tomada de [Her08]).
riores a los 100nm y temperaturas de 100 K, ya se pueden observar efectos cuánticos [Bar12] .
La figura (2-1) muestra en (d) un punto cuántico (Quantum Dot, QD) o átomo artificial,
el cual es en general, una estructura en la que los electrones están confinados en las tres
dimensiones espaciales, lo cual conduce a que exista un espectro energético completamente
cuantizado y que sus posibles estados sean enteramente discretizados, este concepto de punto
cuántico será ampliado un poco más adelante.
2.1.1. Formas de crecimiento de heteroestructuras
Como ya se mencionó anteriormente, el crecimiento epitaxial se realiza mediante la for-
mación de una peĺıcula sobre un sustrato cristalino y el crecimiento es homoepitaxial si
la peĺıcula y el sustrato son del mismo material. Pero cuando la peĺıcula no es del mismo
material que le sustrato el crecimiento es heteroepitaxial y se puede dar de diferentes formas:
Cuando el crecimiento ocurre de forma plana bidimensional capa sobre capa recibe el
nombre de crecimiento Frank-van der Merwe (FvdM) [FvdM49a] [FvdM49b].
Ahora si por el contrario la peĺıcula no forma capas bidimensionales sino que forma
islas tridimensionales sin llegar a cubrir todo el sustrato, entonces el crecimiento es de
Volmer-Weber (VW).
Y un proceso intermedio en el cual inicialmente la peĺıcula cubre al sustrato con una
capa plana que se le da el nombre de capa húmeda (wetting layer) pero luego aumen-
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tando la cantidad de material de la peĺıcula se forman islas tridimensionales sobre la
capa húmeda, este crecimiento recibe el nombre de Stranski-Krastanov (SK) [EC90] .
Estos tipos de crecimientos se ilustran en la figura (2-2).
Figura 2-2: Modos de crecimiento epitaxial de heteroestructuras. Capa sobre capa o Frank-
van der Merwer, crecimiento directo de islas o Volmer-Weber y crecimiento de
islas después de una capa mojada o Stranski-Krastanov.
La razón por la cual existen estos tipos de crecimientos tiene que ver con posibles desajustes
de los parámetros de red responsables de tensiones elásticas entre el sustrato y la peĺıcula.
Pero si no hay diferencia entre los parámetros de red de los dos materiales, la tensión super-
ficial de la peĺıcula, el sustrato y la intercara determinarán el tipo de crecimiento. Entonces
si la suma de la enerǵıa de la peĺıcula y la intercara es menor que la enerǵıa superficial del
sustrato, el crecimiento será bidimensional plano de la forma FvdM. En el caso contrario
en el que la suma de la enerǵıa superficial de la peĺıcula y la intercara sea mayor que la
enerǵıa superficial del sustrato, el crecimiento se presentará en forma tridimensional de is-
las por lo tanto la forma obtenida será del tipo Volmer-Weber (VW) [SB99]. Ahora, si hay
diferencia entre los parámetros de red de los materiales y además la enerǵıa de la intercara
es insuficiente para que una primera capa de peĺıcula cubra el sustrato, el crecimiento de
la heteroestructura es un poco más complejo, debido a que la peĺıcula y el sustrato experi-
mentan tensiones debidas a los desajustes de los parámetros de red que pueden ser relajadas
mediante la formación de estructuras tridimensionales sobre la capa plana que cubre el sus-
trato (wetting layer), y de esta manera, se puede dar el crecimiento SK. Estas estructuras
tridimensionales tienen dimensiones nanométricas y cuando están inmersas en materiales se-
miconductores de gap mayor se observan efectos cuánticos de confinamiento de portadores.
A estas estructuras generalmente se les llama nanoestructuras autoensambladas [GLSD04].
2.1.2. Algunos métodos experimentales que permiten obtener
heteroestructuras
En la actualidad existen diversos métodos para obtención de heteroestructuras con creci-
miento epitaxial. A continuación se mencionarán algunas de las más comunes y utilizadas.
Deposición qúımica en fase vapor (Chemical Vapor Deposition, CVD): con-
siste en un proceso f́ısico que implica la deposición de un recubrimiento mediante la
2.1 Heteroestructuras semiconductoras 7
condensación sobre un sustrato. En particular en este proceso es necesaria la interac-
ción entre una mezcla de gases y la superficie de un sustrato calentado, provocando la
descomposición qúımica de algunas de las partes de gas y la formación de una peĺıcula
sólida en el sustrato. Como producto de la reacción crece un recubrimiento sobre la
superficie del sustrato. En general, este proceso requiere de calor para su producción,
pero dependiendo de los qúımicos utilizados se puede disponer de otras fuentes de
enerǵıa como radiación ultravioleta o plasma para que se den reacciones. Este método
experimental CVD se puede trabajar en un amplio rango de temperaturas y presiones
y es aplicable a una gran variedad de materiales de recubrimiento y sustratos, lo cual
se considera una ventaja [Mik97].
Figura 2-3: La figura muestra un esquema de la secuencia en el proceso de deposición
qúımica vapor (Tomada de [Cho03]).
Epitaxia por haces moleculares (Molecular Beam Epitaxy, MBE): En los años
70 A. Cho y J. Arthur desarrollaron la técnica de epitaxia de haces moleculares como
una técnica de crecimiento epitaxial de alta pureza sobre materiales semiconductores
y ha sido una de las técnicas más utilizadas para el crecimiento de semiconductores
porque permite un buen control del espesor, pureza y composición, puesto que es un
proceso relativamente lento (aproximadamente una monocapa por segundo). Por el
alto grado de control que permite esta técnica, es una de las más utilizadas para el
desarrollo de materiales optoelctrónicos como diodos láser (LDs), diodos emisores de
luz (LEDs), fotodetectores (PDs) y estructuras de tamaño cuántico como pozos, hilos
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y puntos cuánticos (QDs). Muchos de los láseres que se utilizan en los reproductores
de CDs, aśı como algunos apuntadores láser son producidos mediante la técnica MBE.
En la técnica MBE los elementos que componen el semiconductor que se desea crecer,
están en forma de haces moleculares que serán dirigidos a un sustrato cristalino a cierta
temperatura de crecimiento. Los haces moleculares se producen por medio de evapo-
ración de los elementos que están en los crisoles piroĺıticos de nitruro de boro. Para
lograr el crecimiento de alta pureza es necesario que los materiales fuente, sean alta-
mente puros y que el proceso de deposición sea realizado en una cámara de ultra alto
vaćıo (presiones cercanas a los 10−10 torr). Dentro de la cámara los haces interactúan
en forma qúımica directamente con el sustrato para formar una peĺıcula que toma la
misma forma del acomodamiento cristalino del sustrato [Her05]. En la Figura (2-4),
se muestra el esquema de la cámara de crecimiento de un sistema MBE. En la técnica
MBE los elementos constituyentes del material a crecer son propulsados en forma de
haces moleculares que se dirigen al sustrato cristalino sobre el cual se formará la peĺıcu-
la epitaxial en crecimiento. En sistemas MBE de elementos III-V las celdas contienen
materiales sólidos de alta pureza de Al, Ga, As, Be, In y Si. En algunos sistemas suelen
utilizarse fuentes de gases, como el nitrógeno o hidrógeno. Rodeando las celdas, sobre
las paredes internas de la cámara, se localizan criopaneles; al mantenerlos a tempera-
tura de nitrógeno ĺıquido, éstos se convierten en medios efectivos para el atrapamiento
de impurezas [ML08].
Figura 2-4: Diagrama esquemático de la cámara de crecimiento de un sistema MBE III-V,
tomada de [ML08].
Otra forma de obtener puntos cuánticos es mediante la técnica de litograf́ıa, que
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consiste en irradiar a través de una plantilla, una superficie recubierta con un material
protector sensible a la radiación. Una vez irradiada, esta sustancia se retira y enton-
ces se trata qúımicamente la superficie para producir la nanoestructura. En la figura
(2-5), se muestra el proceso de obtención de puntos cuánticos mediante la técnica de
litograf́ıa [OP07].
Figura 2-5: Formación de un QD por la técnica de litograf́ıa.
La figura (2-5) muestra en (a) que inicialmente se tiene un pozo cuántico sobre un
sustrato que es recubierto por un protector. Luego, como se muestra en (b) la muestra
apantallada con una plantilla se irradia. En (c) se observa la configuración alcanza-
da después de disolver la porción irradiada del protector con un revelador. En (d) la
disposición obtenida después de colocar una máscara protectora. En (e) se presenta
el ordenamiento después de retirar el resto del protector. En (f)se muestra la disposi-
ción después de remover el resto del material que no corresponde al pozo cuántico y
finalmente en (g) la nanoestructura (QD) final sobre el sustrato después de retirar la
máscara protectora.
Esta técnica litográfica permite obtener estructuras un poco más complejas que un solo
punto cuántico, como columnas o distribuciones de columnas de QDs, por ejemplo se
puede partir de una estructura de pozo cuántico múltiple como el que se observa en
la Figura (2-6a), que contiene una plantilla de orificios circulares para que con el pro-
ceso litográfico se obtengan veinticuatro QDs en seis columnas y cada una con cuatro
puntos cuánticos como se observa en la figura (2-6b).
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Figura 2-6: En (a) se tiene un ordenamiento de pozos cuánticos múltiples de cuatro ciclos
sobre un sustrato recubiertos con un protector y en la parte superior una plan-
tilla que permitirá la formación de las columnas de QDs que se observan en
(b) donde se tiene la disposición de los QDs al irradiar la plantilla en (a).Esta
configuración de 24 QDs está formada en seis columnas de cuatro QDs apliados
en cada una.
De las mayores ventajas que han encontrado experimentalmente al producir este tipo
de ordenamiento de Puntos Cuánticos (QDs) han sido que se encuentra una emisión
de luz fotoluminiscente fuertemente reforzada, en comparación con un solo QD.
2.2. Puntos Cuánticos
Desde hace aproximadamente una década se viene hablando de puntos cuánticos (QDs) co-
mo estructuras que poseen dimensiones espaciales que se encuentran a escalas nanométricas.
El tamaño de estas estructuras es muy importante ya que este determina sus propiedades
electrónicas y ópticas. Estos QDs son estructuras semiconductoras construidas por miles de
átomos ordenados en una estructura cristalina con dimensiones que van desde los nanómetros
hasta las micras. La caracteŕıstica principal de estas estructuras es que los electrones que
lo constituyen, están confinados en las tres dimensiones espaciales, es decir, están obligados
a permanecer atrapados. Esto hace que sean comúnmente denominadas como estructuras
0-D y adicionalmente que la materia estructurada en esos puntos cuánticos tengan propie-
dades que puedan ser controladas a voluntad. Para que se de el confinamiento los procesos
cuánticos se hacen presentes cuando el tamaño del QD se hace comparable con el radio del
excitón de Bohr (10 nm en semiconductores). De esta manera se puede decir que tienen un
comportamiento como un átomo individual por lo que también reciben el nombre de “áto-
mos artificiales”. En este orden de ideas se puede adicionar que un punto cuántico es una
nanoestructura en la cual el confinamiento del electrón se de en las tres dimensiones.
En la figura (2-7a) se muestra una imagen de microscoṕıa de fuerza atómica (MFA) de
QDs obtenidos mediante el depósito, de manera convencional, de 2.1 monocapas (MC) de
InAs donde una monocapa es de aproximadamente 0.3 nm, sobre una superficie de GaAs.
El tamaño del barrido en la imagen es de (500 × 500)nm2 y la escala vertical es de 10 nm.
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Figura 2-7: Imágenes de microscoṕıa de fuerza atómica (MFA) después del crecimiento de
InAs: a) y c) sobre superficies de GaAs sin tratamiento; b) y d) sobre superficies
de GaAs recocidas in situ.
La figura (2-7b) muestra una imagen de MFA para una muestra sometida al tratamiento
térmico in situ, a la cual se le depositó posteriormente la misma cantidad de 2.1 MC de
InAs. Sin embargo, como se puede apreciar en la imagen, la superficie es plana y no presenta
la formación de QDs. En la figura (2-7c) se presenta la imagen de MFA para una muestra
con un mayor depósito equivalente a 3.4 MC de InAs. En esta muestra se observa la forma-
ción de islas con mayor tamaño. Por otro lado, el depósito de 3.4 MC de InAs sobre una
superficie de GaAs recocida in situ, presentó la formación de QDs, como se puede observar
en la figura (2-7d). Aunque los QDs parecen estar aún distribuidos aleatoriamente, hay una
mayor uniformidad en sus tamaños aśı como mayores dimensiones que los QDs obtenidos
convencionalmente [ML08].
Es importante mencionar que en estos sistemas nanoscópicos de confinamiento cuántico
también se puede hablar de excitones, donde un excitón se puede describir como una cuasi-
particula que se genera por interacción Coulombiana entre el par electrón-hueco presente en
un QD, donde las transiciones ópticas entre la banda de valencia y la banda de conducción
solo pueden ocurrir energéticamente de forma discreta como en el caso de un átomo. En
el decaimiento de un excitón, se produce la emisión de un solo fotón por la recombinación
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de un par electrón-hueco. Para poder producir la emisión de otro fotón es necesario que se
vuelva a formar otro excitón. Aśı la emisión de fotones se da uno a uno de manera similar
que en un átomo. Debido a esto es que se puede considerar que los QDs son emisores de
fotones individuales. Estos excitones se pueden generar en el punto cuántico excitando los
electones de la banda de valencia a la banda de conducción mediante radiación (luz)[Bar12]
2.3. Interacción radiación - materia en microcavidades
Como ya se mencionó en la sección 2.2., los puntos cuánticos (QDs) están confinados en las
tres dimensiones espaciales, razón por la cual presentan estados excitados discretos. Cuando
estos QDs están inmersos en una microcavidad óptica, la luz y la materia pueden inter-
actuar. Muchos trabajos teóricos y experimentales han explorado los diferentes reǵımenes
de operación mostrando dos importantes casos particulares: El régimen de acople débil y el
régimen de acople fuerte. El primero de ellos se caracteriza por relaciones de dispersión de
las bandas enerǵıa con cruces y ausencia de oscilaciones de Rabi en la evolución temporal de
las ocupaciones, mientras que el segundo presenta relaciones de anticruce o repulsión en las
relaciones de dispersión de las bandas de enerǵıa y oscilaciones de Rabi de las poblaciones
en la evolución temporal.
El régimen de acople débil ha sido ampliamente estudiado buscando aplicaciones del efecto
Purcell que consiste en el control de las tasas de emisión espontanea debido al acople con
modos de luz de la cavidad y no con el continuo del espectro electromagnético. Por otro
lado, el régimen de acople fuerte ha sido explorado para construir fuentes de un solo fotón,
microcavidades láser, compuertas lógicas para la computación cuántica, entre otras.
Desde el punto de vista teórico, un modelo simplificado permite la obtención del Hamilto-




+ V (r), (2-1)
donde V (r) es la interacción Coulombiana que une el electrón al núcleo (o su equivalente para
el sistema de electrón - hueco), y r = |r|. En la representación del espacio de configuración
P̂ = −i∇, r̂|r〉 = r|r〉 la función de onda esta dada por ψ(r) = 〈r|ψ〉 y se asume que la




k (r) = Ekψ
(0)
k (r), (2-2)
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P̂ + eÂ(r, t)
]2
− eΦ(r, t) + V (r). (2-3)
Aqúı Â(r, t) es el vector potencial y Φ(r, t) es el potencial escalar del campo externo, −e es
la carga del electrón que se toma como positiva. Como los campos están dados por:
E(r, t) = −∇Φ(r, t)− ∂A(r, t)
∂t
,
B(r, t) = ∇×A(r, t) (2-4)
y son invariantes bajo las transformaciones gauge Φ′(r, t) = Φ(r, t) − ∂χ(r, t)
∂t
, A′(r, t) =
A(r, t) +∇χ(r, t). La ecuación de Schrödinger dependiente del tiempo es:




Para simplificar se define un operador unitario R̂ tal que Ψ′(r, t) ≡ R̂Ψ(r, t). Entonces se tie-
ne que Ĥ ′Ψ(r, t) = i~
∂Ψ′(r, t)
∂t
, con Ĥ ′ = R̂ĤR̂†+ i~
∂R̂
∂t
R̂† y se escoge R̂ = exp(ieχ(r, t)/h)





− eΨ′ + V (r).
En este punto se escoge un gauge de Coulomb para el cual Φ = 0 y A satisface la condición







El gauge de Coulomb tiene la ventaja que la radiación de campo esta completamente descrita
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Â2 + V (r),
obteniendo aśı:









+ V (r). (2-7)
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La solución de la ecuación de onda (2-6) tiene la forma,
A = A0e
i(k·r−ωt) + c.c (2-8)
Aqúı el vector de onda de la radiación es |k| = 2π/λ, |r| tiene dimensiones atómicas y λ se
encuentra en el orden de la luz visible, k · r  1, tal que sobre la extensión de un átomo
el vector potencial es espacialmente uniforme, es decir, A(r, t) ' A(t). Esto es llamado la
aproximación de dipolo. Ahora se escoge la función gauge χ(r, t) = −A(t) · r y se obtiene,
∇χ(r, t) = −A(t)
∂χ
∂t
(r, t) = −r · ∂A
∂t





+ V (r) + er · E(t). (2-9)
La expresión (2-9) presenta un solo término de interacción con la aproximación de dipolo.
La cantidad −er es el momento de dipolo: d = −er. En general el momento de dipolo es un
operador d̂, entonces,
Ĥ ′ = Ĥ0 − d̂ · E(t). (2-10)











donde ya se ha aplicado la aproximación de dipolo y este operador se ha escrito en la
representación de Heisemberg. Pero ahora escribiéndolo en la representación de Schrödinger,







El Hamiltoniano libre Ĥ0 ahora es,
Ĥ0 = Ĥatomo + Ĥcampo. (2-13)
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En la expresión anterior, el término Ĥatomo es el Hamiltoniano del átomo libre y Ĥcampo es
el Hamiltoniano del campo libre }ωâ†â y el Hamiltoniano de interacción es






(d̂ · ê)(â− â†)
= −d̂ · E0(â− â†) (2-14)
aqúı E0 = i(~ω/2ε0V )1/2ê.
3 Modelo Teórico
3.1. Modelo de Jaynes - Cummings.
El modelo de Jaynes - Cummings es un modelo teórico que describe la interacción entre
un sistema de dos niveles1 con un campo cuantizado de un solo modo en una microcavidad
óptica. Este modelo es muy útil para describir sistemas f́ısicos donde el sistema de dos niveles
es resonante con el campo de la cavidad y también cuando se presentadetuning o desintonia
entre las enerǵıas de ambos, este modelo se utilizó por primera vez en 1963 para estudiar
aspectos clásicos de la emisión espontánea y revelar la existencia de oscilaciones de Rabi
en las probabilidades de excitación atómicas para campos con enerǵıa bien definida [SK93]
[WdA11].
Se puede afirmar que este modelo es la versión del modelo de Rabi [GK05] desde el punto de
vista de la electrodinámica cuántica. Aqúı consideramos un sistema de dos niveles ó átomo
artificial con dos estados |G〉 y |X〉, donde el estado |G〉 corresponde el estado ground de
la materia y el estado |X〉 es el estado excitado, interactuando con una cavidad de un solo









donde e es un vector de polarización con dirección arbitraria. El Hamiltoniano de interacción
viene dado por:











sin kz y d̂ = d̂ · e. Ahora tomando los operadores de transición
1El modelo de Jaynes - Cummings originalmente fue planteado para describir la interacción entre un sistema
de dos niveles y un campo de un solo modo, pero existen generalizaciones del modelo para átomos con
mas de dos niveles o campos multimodales, como el modelo de Dicke y el modelo de Tavis - Cummnings.
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atómica de la siguiente manera:
σ̂ = |X〉〈G| (3-2)
y
σ̂† = |G〉〈X| (3-3)
Solo los elementos fuera de la diagonal del operador del dipolo son diferentes de cero, ya
que por la consideración de paridad 〈X|d̂|X〉 = 0 y 〈G|d̂|G〉 = 0. Por lo tanto tenemos









donde g = dλ/~. Ahora, se conoce que para el campo libre los operadores evolucionan como
â(t) = â(0)e−iωt y â†(t) = â†(0)eiωt. En el caso del átomo libre evolucionan de acuerdo a
σ̂(t) = σ̂(0)eiω0t y σ̂†(t) = σ̂†(0)e−iω0t. Por lo tanto, la dependencia temporal del producto
de los operadores se puede ver aśı:
σ̂â ∼ ei(ω0−ω)t
σ̂†â† ∼ e−i(ω0−ω)t
σ̂â† ∼ ei(ω+ω0)t (3-5)
σ̂†â ∼ e−i(ω+ω0)t
Luego, si asumimos la condición ω ' ω0 en la expresión anterior se observa que los dos
últimos términos vaŕıan mucho más rápidamente que los dos primeros. También se puede
ver que el término σ̂â† corresponde a la emisión de un fotón cuando el átomo va desde el
estado excitado |X〉 hasta el estado base |G〉, mientras que el término σ̂†â corresponde a la
absorción de un fotón cuando el átomo va desde el estado base |G〉 hasta el estado excitado
|X〉. Ahora bajo la aproximación de onda rotativa (RWA), el Hamiltoniano completo se
escribe como,





Este modelo describe la interacción radiación - materia, un sistema de dos niveles que inter-
actúa con una cavidad de un solo modo de campo, donde â†â son los operadores de creación
y aniquilación del campo, ~ωc es la enerǵıa del campo, σ̂†σ̂ son los operadores de creación y
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aniquilación excitonicos, ~ωe es la enerǵıa del excitón y g es la constante de interacción del
sistema. Los dos primeros términos del Hamiltoniano corresponden al Hamiltoniano desnudo
que describen la enerǵıa de cada elemento del sistema de forma independiente y el tercer
término es el Hamiltoniano de interacción, el cual contiene precisamente la interacción.
Se debe tener en cuenta que este modelo es válido para un sólo modo de campo electro-
magnético, con la aproximación dipolar en la cual el medio activo que es el punto cuántico
(QD) ó sistema de dos niveles es mucho menor que la longitud de onda del campo.
El Hamiltoniano desnudo es el que no contiene la interacción y viene dado por,
Ĥ(D) = ~ωcâ†â+ ~ωeσ̂†σ̂. (3-7)
Aqúı,
σ̂† = |X〉〈G| (3-8)
σ̂ = |G〉〈X| (3-9)
(3-10)
y
σ̂†σ̂ = |X〉〈G|G〉〈X| (3-11)
σ̂†σ̂ = |X〉〈X| (3-12)
(3-13)
Para calcular los autoestados del sistema desnudo se usa una base {|n,G〉, |n− 1, X〉}, con
la cual se obtiene:
~ωcâ†â|n,G〉+ ~ωeσ̂†σ̂|n,G〉 = ~ωcn|n,G〉
y
~ωcâ†â|n− 1, X〉+ ~ωeσ̂†σ̂|n− 1, X〉 = ~ωc (n− 1) |n− 1, X〉+ ~ωe|n− 1, X〉
Ahora aplicando la misma base al Hamiltoniano completo, se tiene:







n|n− 1, X〉. (3-14)
Entonces,
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= (~ωc (n− 1) + ~ωe) |n− 1, X〉+ ~g
√
n|n,G〉. (3-15)
Para escribir el Hamiltoniano en forma matricial se tiene que,
〈n,G|Ĥ|n,G〉 = ~ωcn
〈n− 1, X|Ĥ|n,G〉 = ~g
√
n
〈n− 1, X|Ĥ|n− 1, X〉 = ~ωc (n− 1) + ~ωe
〈n,G|Ĥ|n− 1, X〉 = ~g
√
n







n ~ωc (n− 1) + ~ωe
)
.
Diagonalizando la matriz para obtener los autovalores se tiene que,
∣∣∣∣~ωcn− λ ~g√n~g√n ~ωc (n− 1) + ~ωe − λ
∣∣∣∣ = 0,








con ∆ = ωe − ωc.


























Si tomamos la variedad de excitación n = 1, entonces:
(
~ωc − λi ~g
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con lo cual se obtiene,
(~ωc − λ1)V i1 + ~gV i2 = 0
~gV i1 + (~ωe − λ1)V i2 = 0
y se llega a,
V 11 =

















Estos estados no están normalizados, aśı que se propone una solución de vectores propios
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3.2. D́ımero de puntos cuánticos.
El sistema que se quiere estudiar en este trabajo es una molécula compuesta por dos d́ımeros
de puntos cuánticos inmersos en una microcavidad óptica, por lo tanto, primero se mos-
trará una descripción de un d́ımero de puntos cuánticos, posteriormente se realizará la des-
cripción de una molécula compuesta por dos d́ımeros y seguido de esto, se realizara el estudio
del sistema completo, es decir, la molécula compuesta por dos d́ımeros de puntos cuánticos
inmersos en una microcavidad óptica.
Un d́ımero de puntos cuánticos es un sistema o molécula de dos puntos cuánticos interactuan-
tes, en este caso, v́ıa interacción Foerster. En la figura (3-1) se muestra una representación
de este sistema, cuyo Hamiltoniano está dado por:











Figura 3-1: Representación de un d́ımero ó molécula de puntos cuánticos.
donde ~ω1 y ~ω2 son las enerǵıas de cada punto cuántico (QD), σ̂† = |X〉〈G| y σ̂ = |G〉〈X|
son los operadores excitónicos para cada uno de los puntos cuánticos, y gf representa a cons-
tante de interacción tipo Foerster.
La base desnuda para cada QD es {|GG〉, |XG〉, |GX〉, |XX〉}, donde |GG〉 no es acoplado
por el Hamiltoniano.
De forma expĺıcita el Hamiltoniano en la base desnuda se puede expresar de la siguiente
manera:
Ĥ =
~ω1 ~gf 0~gf ~ω2 0
0 0 ~ (ω1 + ω2)
 .
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Ahora calculando los valores propios de la matriz 2x2 que no es diagonal en este Hamilto-
niano y haciendo ω2 = ω1 + ∆, para tomar un nivel de referencia en las frecuencias se tiene
que,
∣∣∣∣~ω1 − λ ~gf~gf ~ (ω1 + ∆)− λ
∣∣∣∣ = 0,
y con esto se encuentra,
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De esta manera podemos decir que los vectores propios del sistema completo son:
{(1, 0, 0, 0) , (0, cos θ, sin θ, 0) , (0, sin θ,− cos θ, 0) , (0, 0, 0, 1)} en la base desnuda.
Ahora utilizando la base desnuda para encontrar la base vestida y para reescribir el Hamil-
toniano en esta nueva base, tenemos que
|ψ1〉 ≡ |G1G2〉
|ψ2〉 ≡ cos θ|X1G2〉+ sin θ|G1X2〉
|ψ3〉 ≡ sin θ|X1G2〉 − cos θ|G1X2〉
|ψ4〉 ≡ |X1X2〉 (3-19)
Haciendo este cambio de base, se llega a:
|G1G2〉 = |ψ1〉
|X1G2〉 = cos θ|ψ2〉+ sin θ|ψ3〉
|G1X2〉 = sin θ|ψ2〉 − cos θ|ψ3〉
|X1X2〉 = |ψ4〉 (3-20)










y se procede a realizar el cambio a la base vestida, para esto es necesario tener en cuenta que
los operadores excitónicos definidos en (3-8) y (3-11) ,ahora se van a escribir en esta base
del sistema de d́ımero de QDs, es decir, el espacio de Hilbert para estos operadores debe ser
un espacio común para los dos QDs, para lo cual es necesario realizar:
σ̂†1 = |X1〉〈G1| ⊗ (|G2〉〈G2|+ |X2〉〈X2|) = |X1G2〉〈G1G2|+ |X1X2〉〈G1X2|
σ̂1 = |G1〉〈X1| ⊗ (|G2〉〈G2|+ |X2〉〈X2|) = |G1G2〉〈X1G2|+ |G1X2〉〈X1X2|
σ̂†2 = |X2〉〈G2| ⊗ (|G1〉〈G1|+ |X1〉〈X1|) = |G1X2〉〈G1G2|+ |X1X2〉〈X1G2|
σ̂2 = |G2〉〈X2| ⊗ (|G1〉〈G1|+ |X1〉〈X1|) = |G1G2〉〈G1X2|+ |X1G2〉〈X1X2| (3-21)
Entonces el Hamiltoniano se puede escribir como,
Ĥ = ~ω1 ((|X1G2〉〈X1G2|+ |X1X2〉〈X1X2|) + ~ (ω1 + ∆) (|G1X2〉〈G1X2|+ |X1X2〉〈X1X2|)
+ ~gf (|X1G2〉〈G1X2|+ |X1X2〉〈X1X2|)
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2 θ + (ω1 + ∆) sin






2 θ + (ω1 + ∆) cos
2 θ − 2gf sin θ cos θ
)
|ψ3〉〈ψ3|+ [ω1 + (ω1 + ∆)] |ψ4〉〈ψ4|}
(3-22)
La expresión anterior muestra cómo al utilizar la base vestida se obtiene la forma diagonal
del Hamiltoniano. Esta base permite observar en el formalismo efectivo las cuasi-part́ıculas
(|ψ3〉〈ψ3|, por ejemplo) ó estados que tienen determinada enerǵıa en el sistema.
3.3. Molécula compuesta por dos d́ımeros de puntos
cuánticos.
Una vez se determina el Hamiltoniano en la base vestida de un sistema de un d́ımero de
puntos cuánticos, se puede estudiar el problema de un sistema de dos d́ımeros de puntos
cuánticos interactuantes, donde estas dos moléculas presentan una interacción de la siguien-
te manera:
En la figura (3-2) se muestra una representación de este sistema.
Figura 3-2: Representación de un sistema de dos d́ımeros de puntos cuánticos interactuan-
tes.
El Hamiltoniano para el sistema descrito por la figura (3-2) es:
































donde los seis primeros términos de este Hamiltoniano se pueden interpretar como dos d́ıme-
ros o moléculas de QDs separadas, aqúı gf1 y gf2 son las constantes de interacción Foerster
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de cada molécula y gIm es la constante de interacción entre las dos moléculas que también
es de tipo Foerster pero de menor magnitud a las constantes de cada molécula, cómo en la
sección anterior se mostró una descripción de un d́ımero de QDs. Aqúı se presenta el estudio
del último término que representa la interacción entre las dos moléculas, entonces escribiendo
los operadores excitónicos de la interacción intermolecular en términos de la base vestida de









⇒ σ̂2σ̂†3 = (|G1G2〉〈G1X2|+ |X1G2〉〈X1X2|) (|X3G4〉〈G3G4|+ |X3X4〉〈G3X4|) .








se obtienen al realizar un
proceso similar al mostrado en (3-21). Luego la base de estados para éste sistema está des-
crita para cada d́ımero de acuerdo con:
Dı́mero 1:
|G1G2〉 = |ψ1〉
|X1G2〉 = cos θ|ψ2〉+ sin θ|ψ3〉
|G1X2〉 = sin θ|ψ2〉 − cos θ|ψ3〉
|X1X2〉 = |ψ4〉. (3-24)
Y para el d́ımero 2,
|G3G4〉 = |ψ5〉
|X3G4〉 = cosϕ|ψ6〉+ sinϕ|ψ7〉
|G3X4〉 = sinϕ|ψ6〉 − cosϕ|ψ7〉
|X3X4〉 = |ψ8〉, (3-25)
siendo,
|ψ1〉 ≡ |G1G2〉
|ψ2〉 ≡ cos θ|X1G2〉+ sin θ|G1X2〉
|ψ3〉 ≡ sin θ|X1G2〉 − cos θ|G1X2〉
|ψ4〉 ≡ |X1X2〉
|ψ5〉 ≡ |G3G4〉
|ψ6〉 ≡ cosϕ|X3G4〉+ sinϕ|G3X4〉
|ψ7〉 ≡ sinϕ|X3G4〉 − cosϕ|G3X4〉
|ψ8〉 ≡ |X3X4〉. (3-26)
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Ahora, calculando los proyectores del término de interacción tenemos,
|G1G2〉〈G1X2| = |ψ1〉 ⊗ (sin θ〈ψ2| − cos θ〈ψ3|)
= sin θ|ψ1〉〈ψ2| − cos θ|ψ1〉〈ψ3|
|X1G2〉〈X1X2| = cos θ|ψ2〉〈ψ4|+ sin θ|ψ3〉〈ψ4|
|X3G4〉〈G3G4| = cosϕ|ψ6〉〈ψ5|+ sinϕ|ψ7〉〈ψ5|
|X3X4〉〈G3X4| = sinϕ|ψ8〉〈ψ6| − cosϕ|ψ8〉〈ψ7| (3-27)
Evaluando las expresiones (3-27) donde el ángulo θ corresponde al d́ımero 1 y el ángulo ϕ
corresponde al d́ımero 2, con sus conjugados complejos en el Hamiltoniano de la expresión
(3-23), se encuentra el Hamiltoniano del sistema completo, el cual al ser escrito en forma
matricial da como resultado una matriz cuadrada de 16 términos y se observa que esta matriz
tiene una forma diagonal por bloques. Por lo tanto, se puede separar teniendo en cuenta la
variedad de excitación2 en el sistema, a continuación presentamos la matriz Hamiltoniana
para cada variedad de excitación. Para la variedad de excitación 1 se tiene,

A11 0 gIm sin θ cosϕ −gIm cos θ cosϕ
0 A22 gIm sin θ sinϕ −gIm cos θ sinϕ
gIm sin θ cosϕ gIm sin θ sinϕ A33 0
−gIm cos θ cosϕ −gIm cos θ sinϕ 0 A44
 .
DondeA11 = ω3 cos
2 ϕ+ω4 sin
2 ϕ+2gf2 sinϕ cosϕ,A22 = ω3 sin
2 ϕ+ω4 cos
2 ϕ−2gf2 sinϕ cosϕ,
A33 = ω1 cos
2 θ + ω2 sin
2 θ + 2gf1 sin θ cos θ y A44 = ω1 sin
2 θ + ω2 cos
2 θ − 2gf1 sin θ cos θ.
En la variedad de excitación 2 la matriz es:

ω3 + ω4 0 gImµ −gImν −gImξ gImη
0 ω1 + ω2 gImη gImξ gImν gImµ
gImµ gImη B33 0 0 0
−gImν gImξ 0 B44 0 0
−gImξ gImν 0 0 B55 0
gImη gImµ 0 0 0 B66

.
2Aqúı la variedad de excitación se entiende como el número de estados excitados presentes en el sistema
,es decir, la cantidad de excitaciones de en la materia, el número de variedad de excitación es :N̂ext =
Σiσ̂
†
i σ̂i. Cuando se aborde el problema en interacción con la radiación, la variedad de excitación también
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2 ϕ−2gf1 sin θ cos θ+2gf2 sinϕ cosϕ, B66 = ω1 sin2 θ+ω2 cos2 θ+
ω3 sin
2 ϕ + ω4 cos
2 ϕ − 2gf1 sin θ cos θ − 2gf2 sinϕ cosϕ, µ = sin θ sinϕ, ν = sin θ cosϕ, ξ =
cos θ sinϕ y η = cos θ cosϕ. Y para la variedad de excitación 3,

C11 0 gIm cos θ sinϕ −gIm cos θ cosϕ
0 C22 gIm sin θ sinϕ −gIm sin θ cosϕ
gIm cos θ sinϕ gIm sin θ sinϕ C33 0
−gIm cos θ cosϕ −gIm sin θ cosϕ 0 C44
 .
Con las expresiones de la diagonal: C11 = ω1 cos
2 θ + ω2 sin
2 θ + ω3 + ω4 + 2gf1 sin θ cos θ,
C22 = ω1 sin
2 θ+ ω2 cos
2 θ+ ω3 + ω4− 2gf1 sin θ cos θ, C33 = ω1 + ω2 + ω3 cos2 ϕ+ ω4 sin2 ϕ+
2gf2 sinϕ cosϕ y C44 = ω1 + ω2 + ω3 sin
2 ϕ+ ω4 cos
2 ϕ− 2gf2 sinϕ cosϕ.
En la siguiente sección se presenta un estudio de la relación de dispersión del sistema para
cada variedad de excitación como función de los ángulos θ y ϕ de los vectores propios en-
contrados en la sección 3.2.
3.4. Relaciones de dispersión para las diferentes
variedades de excitación.
Con base en los resultados obtenidos en la sección 3.2.,se encuentra que los ángulos θ y ϕ
mostrados en la matriz Hamiltoniana para cada variedad de excitación tienen la forma de la
ecuación (3-16). Por lo tanto se pueden representar como se muestra en la figura (3-3). En
esta figura se tomara gf1 para el caso de θ y gf2 para cuando se esté hablando de ϕ.
Con base en la ecuación (3-16), se pueden revisar algunos casos especiales como por ejemplo,





Por lo tanto, θ = 450.
Haciendo el mismo análisis para el d́ımero 2 el cual está relacionado con el ángulo ϕ, se
obtiene el mismo valor para este ángulo.
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Figura 3-3: Representación gráfica de los ángulos θ y ϕ, tomando como base la expresión
(3-16).
Revisando ahora la condición cuando ∆  gf y mirando el caso ĺımite cuando ∆ → ∞.
La tangente del ángulo tiende a un valor infinito lo que significa que el valor del ángulo es
900, y tomando los elementos de la diagonal que están dados en términos de las funciones
seno, coseno y sus cuadrados, se observa que la dispersión de la enerǵıa de los d́ımeros es
similar cuando los ángulos toman un valor de 00. Esta dispersión de enerǵıa se da entre los
dos d́ımeros más no entre los puntos que componen cada d́ımero.
Manteniendo la condición de ∆  gf , pero ahora para valores finitos de ∆, se realiza el
siguiente procedimiento:


















, esta ráız se puede expandir







con (a+ b)n = an + nan−1b+
n(n− 1)
2!

























































Bajo esta última expresión el ángulo lo podemos escribir para ∆ en términos de gf aśı:
∆ = 2gf tan(θ) = 2 θ = 63,43
0
∆ = 3gf tan(θ) = 3 θ = 71,56
0
∆ = 5gf tan(θ) = 5 θ = 78,69
0
∆ = 8gf tan(θ) = 8 θ = 82,87
0
∆ = 10gf tan(θ) = 10 θ = 84,28
0
∆ = 15gf tan(θ) = 15 θ = 86,18
0
∆ = 20gf tan(θ) = 20 θ = 87,13
0
∆ = 50gf tan(θ) = 50 θ = 88,85
0
∆ = 100gf tan(θ) = 100 θ = 89,42
0
∆ > gf tan(θ) > 100 θ u 900
Tabla 3-1: Variación del ángulo para ∆ en términos de gf .
Teniendo en cuenta los ángulos mostrados en la tabla 3-1, se puede observar como son las
gráficas de las relaciones de dispersión para cada variedad excitación del sistema en estudio.
Para la variedad 1, las relaciones de dispersión se muestran en la figura (3-4), la curva de co-
lor rojo representa el autovalor 1, la curva en color azul representa el autovalor 2, la curva en
color negro representa el autovalor 3 y la curva en color amarillo es utilizada para representar
el autovalor 4 del sistema en estudio para la variedad de excitación 1. Hasta el momento el
sistema esta conformado por dos moléculas o d́ımeros de puntos cuánticos (QDs) donde los
QDs de cada molécula presentan interacción v́ıa Foerster y la interacción entre moléculas
también es de tipo Foerster pero de menor magnitud que la interacción entre QDs. Estas
gráficas se construyen asumiendo que las enerǵıas del d́ımero 2 son valores constantes y las
enerǵıas de excitación del d́ımero 1 son el parámetro variable y ∆ es el Detuning entre las
enerǵıas de excitación de los d́ımeros.
En la figura (3-4) se observa que por ejemplo, en θ = ϕ = 450, (∆ = 0) se presenta un
anticruce entre los autovalores 1 y 2 del d́ımero 2 debido a la interacción Foerster que pre-
sentan los puntos que conforman este d́ımero. Un comportamiento similar se observa con los
autovalores energéticos del d́ımero 1, mientras que en ∆ = 6 ó −6 el anticruce se da entre
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θ = ϕ = 45º














θ = ϕ = 71.56º














θ = ϕ = 84.82º














θ = ϕ = 90º
Figura 3-4: Relaciones de dispersión para ∆ en términos de gf en la variedad de excitación
1.Los parámetros utilizados son: para el d́ımero 2 ω3 = ω4 = 1000meV , para
el d́ımero 1 ω1 = ω2 = ω3 + ∆, las constantes de interacción en cada d́ımero
gf1 = gf2 = 3meV y la constante de interacción entre d́ımeros gIm = 1meV .
autovalores de moléculas diferentes.
En general, en las cuatro gráficas que se muestran en esta figura se observa cómo a medida
que el Detuning molecular (∆) aumenta, en relación con la constante de interacción Foerster
de los QDs que conforman cada d́ımero, se aprecia una menor interacción (anticruce) entre
los puntos de cada d́ımero quedando presente la interacción intermolecular, por ejemplo, el
caso en el cual los ángulos son de 900 donde se observa una interacción entre las dos moléculas
que en comparación con la interacción entre puntos internos de cada molécula esta última
es prácticamente despreciable.
Para la variedad de excitación 2 y 3.
En la figura (3-5), se observan las gráficas de las relaciones de dispersión para estas variedades
de excitación. Se puede apreciar que para la variedad de excitación 2 existen 6 autovalores de
enerǵıa, esto debido precisamente a la variedad de excitación, puesto que, en el sistema que
se esta estudiando además de presentarse estados excitados en cada una de las moléculas o
d́ımeros que lo componen, también se puede presentar que los dos estados excitado se den en
uno solo de los d́ımeros, por lo tanto, el otro d́ımero estará en el estado ground de la materia,
mientras que para la variedad de excitación 3 se presentan nuevamente cuatro autovalores
de enerǵıa como en la variedad 1. Como ya se mostró en la tabla (3-1) el aumento en el valor
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de los ángulos se presenta cuando el Detuning molecular ∆ aumenta respecto a la constante
de interacción Foerster propia de cada molécula. Por lo tanto el comportamiento del sistema
en estas variedades de excitación es similar al mostrado para la variedad 1.
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θ = ϕ = 90º
Variedad 2
Variedad 3
Figura 3-5: Relaciones de dispersión para ∆ en términos de gf en la variedad de excitación
2 y 3.Los parámetros utilizados son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3 + ∆,
gf1 = gf2 = 3meV y gIm = 1meV .
Si ahora se considera que ∆  gf pero diferente de cero, entonces se hace la expansión

















y al realizar la expansión como se mostró anteriormente se obtiene una expresión para tan(θ)
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Entonces θ se encuentra aśı,
gf = 10∆ tan(θ) = 1,051 θ = 46,43
0
gf = 5∆ tan(θ) = 1,104 θ = 47,85
0
gf = 2∆ tan(θ) = 1,280 θ = 52,00
0
gf = 20∆ tan(θ) = 1,025 θ = 45,71
0
gf = 100∆ tan(θ) = 0,995 θ = 45,14
0
Tabla 3-2: Variación del ángulo para gf en términos de ∆.
Ahora si tomamos los valores de gf = 2∆ y gf = 100∆ y hacemos que θ = ϕ, encontramos
las siguientes relaciones de dispersión para cada variedad de excitación de nuestro sistema.













































































































Figura 3-6: Relaciones de dispersión para gf en términos de ∆ en cada variedad de ex-
citación del sistema.Los parámetros utilizados son: ω3 = ω4 = 1000meV ,
ω1 = ω2 = ω3 + ∆, gf1 = gf2 = 3meV y gIm = 1meV .
Como se puede observar en la figura (3-6) y en la tabla anterior, cuando la constante de
interacción gf se hace mayor que el Detuning molecular ∆, el ángulo encontrado en la ecua-
ción (3-16) es cercano a 450. Por lo tanto, el comportamiento de los autovalores energéticos
3.5 Molécula compuesta por dos d́ımeros de puntos cuánticos inmersa en una
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en las relaciones de dispersión es similar al mostrado en las figuras (3-4) y (3-5) para el
ángulo de 450.
3.5. Molécula compuesta por dos d́ımeros de puntos
cuánticos inmersa en una microcavidad con enerǵıa
de campo ~ωc.
Teniendo en cuenta el estudio realizado en la sección anterior donde se describió un sistema
compuesto por dos d́ımeros de QDs interactuantes, en esta sección se estudiará el compor-
tamiento de ésta molécula pero ahora inmersa en una microcavidad con un solo modo de
campo de enerǵıa ~ωc. Para esto se utilizará la misma base de estados con la cual se realizó el
estudio de la molécula. La base de estados utilizada fue,
|ψ1〉 ≡ |G1G2〉
|ψ2〉 ≡ cos θ|X1G2〉+ sin θ|G1X2〉
|ψ3〉 ≡ sin θ|X1G2〉 − cos θ|G1X2〉
|ψ4〉 ≡ |X1X2〉
|ψ5〉 ≡ |G3G4〉
|ψ6〉 ≡ cosϕ|X3G4〉+ sinϕ|G3X4〉
|ψ7〉 ≡ sinϕ|X3G4〉 − cosϕ|G3X4〉
|ψ8〉 ≡ |X3X4〉. (3-28)
Aqúı los sub́ındices 1 y 2 hacen referencia a los dos QDs que conforman el d́ımero 1, y los
sub́ındices 3 y 4 están relacionados con los QDs del d́ımero 2.
Ahora el Hamiltoniano para el nuevo sistema de interacción radiación materia es:


















































En este Hamiltoniano los términos gi con i = 1, 2, 3, 4, representan las constantes de interac-
ción entre la radiación y cada QD. Luego tomando como base las relaciones (3-28), la nueva
base de estados es:
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|ψ1〉 ≡ |n,G1G2〉
|ψ2〉 ≡ cos θ|n− 1, X1G2〉+ sin θ|n− 1, G1X2〉
|ψ3〉 ≡ sin θ|n− 1, X1G2〉 − cos θ|n− 1, G1X2〉
|ψ4〉 ≡ |n− 2, X1X2〉
|ψ5〉 ≡ |n,G3G4〉
|ψ6〉 ≡ cosϕ|n− 1, X3G4〉+ sinϕ|n− 1, G3X4〉
|ψ7〉 ≡ sinϕ|n− 1, X3G4〉 − cosϕ|n− 1, G3X4〉
|ψ8〉 ≡ |n− 2, X3X4〉 (3-30)
Una vez determinada la base de estados, se realiza un proceso similar al desarrollado con la
molécula de los d́ımeros de QDs interactuantes sin presencia de radiación y procedemos a
escribir el Hamiltoniano en forma matricial por cada variedad de excitación de la siguiente
manera:
Para la variedad de excitación 1 tenemos,

ωcn g g g g
g A11 + ωc(n− 1) 0 gIm gIm
g 0 A22 + ωc(n− 1) gIm gIm
g gIm gIm A33 + ωc(n− 1) 0
g gIm gIm 0 A44 + ωc(n− 1)
 .
Aqúı los términos de la diagonal corresponden a los definidos cuando se estudió el problema
de la molécula sin radiación, gIm es utilizado para representar los términos de interacción
entre los d́ımeros que conforman la molécula y g representa a los términos de interacción
entre la radiación y la materia.
La matriz Hamiltoniana de la variedad de excitación 2 se puede escribir como,
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
ωcn g g g g 0 0 0 0 0 0
g A∗11 0 gIm gIm g 0 g 0 g 0
g 0 A∗22 gIm gIm g 0 0 g 0 g
g gIm gIm A
∗
33 0 0 g g g 0 0
g gIm gIm 0 A
∗
44 0 g 0 0 g g
0 g g 0 0 B∗11 0 gIm gIm gIm gIm
0 0 0 g g 0 B∗22 gIm gIm gIm gIm
0 g 0 g 0 gIm gIm B
∗
33 0 0 0
0 0 g g 0 gIm gIm 0 B
∗
44 0 0
0 g 0 0 g gIm gIm 0 0 B
∗
55 0





Aqúı los términos de la diagonal corresponden a los definidos cuando se estudio el problema
de la molécula sin radiación más el término correspondiente a la enerǵıa de la radiación.
Y para la variedad de excitación 3,

ωcn g g g g 0 0 0 0 0 0 0 0 0 0
g A∗11 0 gIm gIm g 0 g 0 g 0 0 0 0 0
g 0 A∗22 gIm gIm g 0 0 g 0 g 0 0 0 0
g gIm gIm A
∗
33 0 0 g g g 0 0 0 0 0 0
g gIm gIm 0 A
∗
44 0 g 0 0 g g 0 0 0 0
0 g g 0 0 B∗11 0 gIm gIm gIm gIm g g 0 0
0 0 0 g g 0 B∗22 gIm gIm gIm gIm 0 0 g g
0 g 0 g 0 gIm gIm B
∗
33 0 0 0 g 0 g 0
0 0 g g 0 gIm gIm 0 B
∗
44 0 0 g 0 0 g
0 g 0 0 g gIm gIm 0 0 B
∗
55 0 0 g g 0
0 0 g 0 g gIm gIm 0 0 0 B
∗
66 0 g 0 g
0 0 0 0 0 g 0 g g 0 0 C∗11 0 gIm gIm
0 0 0 0 0 g 0 0 0 g g 0 C∗22 gIm gIm
0 0 0 0 0 0 g g 0 g 0 gIm gIm C
∗
33 0





En esta matriz para la variedad de excitación 3 los términos de la diagonal, los términos gIm
y g son como se definieron para la matriz Hamiltoniana en la variedad de excitación 2.
En cada una de las matrices anteriores se observa como los términos gIm por su ubicación
muestran la interacción entre los dos d́ımeros de la molécula, y de la misma manera, los
términos g muestran la interacción entre la materia y la radiación.
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Ahora las relaciones de dispersión para las tres variedades de excitación se muestran a con-
tinuación.














































Variedad 1 Variedad 2 Variedad 3
Figura 3-7: Relaciones de dispersión en cada variedad de excitación del sistema en inter-
acción radiación - materia. Los parámetros utilizados son: para el d́ımero 2
ω3 = ω4 = 1000meV , para el d́ımero 1 ω1 = ω2 = ω3 + ∆, las constantes de
interacción en cada d́ımero gf1 = gf2 = 4meV , la constante de interacción en-
tre d́ımeros gIm = 1meV ,la constante de interacción entre la radiación y cada
d́ımero gi = 1meV y para la radiación ωc = 900meV, 1000meV y1015meV con
n = 1, 2, 3 para la variedad 1, 2 3 respectivamente.
La figura (3-7) muestra las relaciones de dispersión en cada variedad de excitación. En cada
una de las tres gráficas las enerǵıas del d́ımero 2 y de la radiación del campo son parámetros
constantes, mientras que la enerǵıa del d́ımero 1 es el parámetro variable. En la variedad 1
se observan 5 autovalores energéticos, en la cual para un ∆ molecular definido se puede ob-
tener información de como son los autoestados del sistema como se mostrará en el siguiente
capitulo. De la misma manera, en las variedades de excitación 2 y 3 se observan 10 y 15
autovalores energéticos, respectivamente, acorde con el rango de la matriz Hamiltoniana que
describe a cada variedad.
3.6. Dinámica del sistema.
Para obtener la dinámica del sistema en estudio que como ya se mencionó anteriormente
consta de una molécula compuesta por dos d́ımeros de puntos cuánticos bajo interacción
Foerster, inmersa en una microcavidad óptica, se utiliza la ecuación maestra, de tal manera
que se plantea una expresión general para la ecuación maestra al igual que para sus elementos
de matriz. Esta forma general depende expĺıcitamente de la forma del Hamiltoniano del
3.6 Dinámica del sistema. 37

























2âρ̂â† − â†âρ̂− ρ̂â†â
)
(3-32)
En la anterior expresión Pi es la tasa de bombeo de fotones y κ es la tasa de pérdida a través
de los espejos3 de la cavidad.
Ahora para calcular los elementos de la ecuación maestra se usa la base de estados para
este sistema como se definió en las expresiones (3-30). Por lo tanto, para escribir cualquier
elemento en general, es necesario tener en cuenta la combinación lineal en la cual está escrita
la base de estados de la siguiente manera,
〈B| = (η + ξ + ν + µ) 〈m,β1, β2, β3, β4|
|A〉 = (η − ξ − ν + µ) |n, α1, α2, α3, α4〉. (3-33)
Aqúı los términos η, ξ, ν, µ son los definidos para la matriz de variedad de excitación 2 en la
sección (3.3).
3Generalmente estas cavidades están formadas por por dos espejos planos de Bragg que encierran una
cavidad de longitud del orden mλ/2, donde λ es la longitud de onda de la luz confinada.
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2âρ̂â† − â†âρ̂− ρ̂â†â
)
(3-34)
En el siguiente caṕıtulo se mostrará y desarrollará la dinámica para este sistema.
4 Análisis de resultados
En el presente caṕıtulo de análisis de resultados se iniciará presentando las relaciones de
dispersión para el sistema de interacción radiación - materia y por medio de los coeficientes
de Hopfield se realizará una descripción de los estados del sistema. Posteriormente se pre-
sentará la dinámica, para finalizar con el número medio de fotones y el espectro de emisión
del sistema.
4.1. Relaciones de dispersión
En la gráfica de la figura (4-1) se observan los autovalores de enerǵıa del sistema en estudio,
el cual consta de dos moléculas o d́ımeros cada una compuesta por dos puntos cuánticos
(QDs), inmersas en una microcavidad óptica para un conjunto espećıfico de parámetros, co-
mo función del detuning1 (∆) entre las enerǵıas de excitación de las moléculas. Esta gráfica
se construye asumiendo que las enerǵıas de la molécula 2 y del campo son valores constantes,
y la enerǵıa de excitación de la molécula 1 es el parámetro variable.
Recordando que el sistema está descrito por el Hamiltoniano de la ecuación (3-29),


















































Una vez la enerǵıa del campo va aumentando y es comparable con los estados de molécula,
como se observa en la figura (4-2), se presenta un anti-cruce mostrando la interacción entre
la radiación y la materia.
Se observa además que los anti-cruces que se presentan por la variación de la enerǵıa del
campo se dan con cada uno de los autovalores de enerǵıa de los d́ımeros 1 y 2 y estos se pue-
den representar como la diferencia entre ellos mismos es decir | λ1−λ2 | donde los sub́ındices
1 y 2 representan a los dos autovalores de enerǵıa entre los cuales se está dando el anti-cruce.
En la figura (4-3), se muestra de la diferencia entre los autovalores de enerǵıa del sistema
1El detuning ∆ o desintonia es la diferencia entre las enerǵıas de excitación de los d́ımeros que componen
la molécula.
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Figura 4-1: Autoestados de enerǵıa de la molécula en interacción con la radiación. Los
parámetros utilizados son: para el d́ımero 2 ω3 = ω4 = 1000meV , para el
d́ımero 1 ω1 = ω2 = ω3 + ∆, las constantes de interacción en cada d́ımero
gf1 = gf2 = 4meV , la constante de interacción entre d́ımeros gIm = 1meV , la
constante de interacció entre la radiación y cada d́ımero gi = 1meV y para la
radiación ωc = 975meV con n = 1 para la variedad 1.
en función de la enerǵıa del campo.
La figura (4-3) ha sido construida realizando un seguimiento de los anticruces que se presen-
tan una vez la enerǵıa del campo es comparable con la enerǵıa de los excitones. En algunas
regiones se presentaron anticruces con más de un autovalor energético. En estas regiones
se tomó siempre el valor del mayor anticruce. En esta figura se han resaltado cinco puntos
caracteŕısticos en donde se observan cambios significativos en el gap energético del sistema.
Se analizará entonces como es el comportamiento de los estados del sistema en cada uno de
estos puntos.
Para determinar los autoestados del sistema en cada uno de los puntos caracteŕısticos ya
mencionados, es decir, si el sistema se comporta como una combinación lineal de estados
vestidos de alguno de los dos d́ımeros con estados fotónicos del campo, se utilizarán los Coe-
ficientes de Hopfield, los cuales en este caso nos muestran como es el aporte o probabilidad
de cada estado en el sistema.
El punto caracteŕıstico 1 de la figura (4-3) se da cuando la enerǵıa de la cavidad es apro-
ximadamente 994 meV, y se observa que para valores menores a éste el comportamiento
de la gráfica es relativamente constante. El gap energético en este instante se obtiene entre
los autovalores 3 y 4 de la figura (4-2) en donde se observa que el detuning (∆) molecular
es cercano a -10. En la figura (4-4) se observan los coeficientes de Hopfield para los dos
4.1 Relaciones de dispersión 41





























Figura 4-2: Gap de enerǵıa entre los autovalores 3 y 4.Los parámetros utilizados son: ω3 =
ω4 = 1000meV , ω1 = ω2 = ω3+∆, gf1 = gf2 = 4meV , gIm = 1meV , gi = 1meV
y ωc = 990meV con n = 1 para la variedad 1.
autovalores bajo este set de parámetros.
Para dar una interpretación acertada en la figura (4-4) a los coeficientes de Hopfield que
se observan en la parte superior izquierda y en la parte inferior derecha, se debe tener en
cuenta que los autoestados fotónicos están representados en color gris. Los autoestados del
d́ımero 1 se muestran con colores café y magenta y los autoestados del d́ımero 2 con colores
naranja y violeta. También hay que recordar que tanto el d́ımero 1 cómo el d́ımero 2 tienen
dos autoestados que están asociados con cada uno de los QDs que conforman cada d́ımero
de la molécula.
Teniendo en cuenta las anteriores indicaciones se observa que para el autovalor energético 3,
los estados fotónicos y estados de molécula o d́ımero 1 son los más probables en el sistema.
Por lo tanto, se puede decir que en este instante el sistema está formado por una combina-
ción lineal de estados fotónicos con estados vestidos de d́ımero 1. Mientras que en un (∆)
molecular diferente, por ejemplo cercano a 8, el sistema se comporta como una combinación
lineal de estados moleculares y para (∆) mayores a 10 el comportamiento del sistema en este
autovalor espećıfico es de estados de molécula o d́ımero 2, en comparación con (∆) menores a
-20 que el comportamiento es completamente de estados fotónicos. Ahora, para el autovalor
energético 4 se observa que para el instante donde se está analizando el gap el comporta-
miento del sistema al igual que el autovalor 3, está determinado por una combinación lineal
de los estados de d́ımero 1 con estados fotónicos ya que estos muestran mayor probabilidad
en igual proporción. Para (∆) positivos mayores a 1 ó 2 el comportamiento del sistema es
de estados de d́ımero 1, pero para (∆) menores a -20 la mayor probabilidad del sistema


















Figura 4-3: Diferencia entre los autovalores de enerǵıa del sistema en función de la enerǵıa
del campo. Para el punto 1: ωc = 994meV , el gap se da entre los autovalores 3
y 4 en ∆ ' −10. Para el punto 2: ωc = 996meV , el gap = 0 en ∆ ' 0. Para el
punto 3: ωc = 999meV , el gap se da entre los autovalores 2 y 3 en ∆ ' −5. Para
el punto 4: ωc = 1002meV , el gap se da entre los autovalores 1 y 2 en ∆ ' 1.
Para el punto 5: ωc = 1008meV , el gap se da entre los autovalores 1 y 2 en
∆ ' 5. Los parámetos utilizados son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3 + ∆,
gf1 = gf2 = 4meV y gIm = gi = 1meV .
se ubica en estados de d́ımero 1. También la figura (4-4) nos permite apreciar que en (∆)
aproximadamente igual a -3 el comportamiento de este autovalor es prácticamente fotónico.
Ahora haciendo un análisis similar al anterior, pero para lo que se ha denominado punto
caracteŕıstico 2 en la figura (4-3), se observa que justo aqúı el gap energético cae a cero y
esto se da cuando en el set de parámetros escogido para el sistema, el detuning (∆) mo-
lecular tiende a cero es decir hay resonancia y también la diferencia entre autavalores que
definimos previamente como | λ1− λ2 | también se hace cero. En la figura (4-5) se observan
los autovalores de enerǵıa y los coeficientes de Hopfield bajo las condiciones ya mencionadas.
Los coeficientes de Hopfield para el autovalor 1 muestran que en resonancia molecular el
comportamiento del sistema es una combinación lineal de los estados de d́ımeros 1 y 2 y este
comportamiento es el mismo para los autovalores energéticos 2, 3 y 5, mientras que para el
autovalor 4 el sistema muestra un comportamiento únicamente de estados fotónicos. Para
(∆) molecular menor que cero, por ejemplo - 5 y menores, el sistema muestra comporta-
miento de de estados de d́ımero 2 en el autovalor 1 y para (∆) positivo el comportamiento
es de estados d́ımero 1. En el autovalor 2, la figura (4-5) muestra que para (∆) molecular
aproximadamente igual a 8 nuevamente el sistema se comporta como una combinación lineal
de estados de las dos moléculas o d́ımeros. Pero para valores comprendidos entre éste y la
4.1 Relaciones de dispersión 43






























Figura 4-4: Coeficientes de Hopfield para los autovalores 3 y 4, representados en la rela-
ciones de dispersión con colores azul y negro respectivamente. Los paráme-
tros usados son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3 + ∆, ωc = 994meV ,
gf1 = gf2 = 4meV y gIm = gi = 1meV .
resonancia el comportamiento es de d́ımero 2, pero para valores mayores a este detuning el
comportamiento es de estados de d́ımero 1 y para valores negativos en (∆ ≈ −8) los estados
que más probables son estados fotónicos con estados estados de d́ımero 1. Igualmente entre
este detuning y la resonancia el estado mas probable es molecular 1 ó de d́ımero 1. Luego en
(∆ ≈ −13) se observa una combinación lineal de estados fotónicos con estados de molécula 2
ó d́ımero 2 y a medida que el detuning sigue aumentando negativamente el estado que se hace
mas probable es el estado de d́ımero 2. Ahora, en la gráfica de coeficientes de Hopfield para
el autovalor 3 se observa un comportamiento de combinación lineal entre estados fotónicos
y estados de d́ımero 2 cuando (∆ ≈ −13) y cuando este detuning aumenta negativamente
estados fotónicos son los más probables, aqúı nuevamente para (∆ ≈ 8) predomina una
combinación lineal de estados moleculares y para ∆ > 8 los estados mas probables son los
de d́ımero 2. Para el autovalor 4 en resonancia molecular los estados moleculares no se hacen
presentes por lo tanto el sistema presenta comportamiento de estados fotónicos. Aqúı nueva-
mente se observa que en (∆ ≈ −8) una combinación lineal de estados fotónicos con estados
de d́ımero 1 son los más probables en el sistema y para detuning mayores negativamente es
éste el sistema muestra comportamiento de d́ımero 1, mientras que para detuning positivos
los estados de d́ımero 2 son los mas probables y para el autovalor 5 se observa que para
∆ < 0, estados de molécula 1 son los más probables y para ∆ > 0 el sistema se comporta
como estados fotónicos.
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Figura 4-5: Autovalores energéticos y Coeficientes de Hopfield en el punto caracteŕıstico
2. Los parámetros utilizados son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3 + ∆,
ωc = 996meV , gf1 = gf2 = 4meV y gIm = gi = 1meV .
Continuando con el punto caracteŕıstico 3 de la figura (4-3) se encuentra que el gap energéti-
co se da entre los autovalores 2 y 3, como se observa en la figura (4-6). En este punto la
enerǵıa del modo del campo es aproximadamente 999 meV y el detuning (∆) molecular es
aproximadamente -5 de acuerdo al set de parámetros escogidos inicialmente.
En la parte superior izquierda de la figura (4-6) se observan los coeficientes de Hopfield para
el autovalor 2, donde en detuning molecular ∆ ≈ −5, el sistema presenta un comportamiento
como una combinación lineal de estados fotónicos con estados de molécula ó d́ımero 1. Para
valores menores a este detuning el estado más probable en el sistema es de estados fotónicos,
mientras que en resonancia molecular el comportamiento es como una combinación lineal de
estados de ambos d́ımeros al igual que en ∆ ≈ 8, y en valores de detuning mayores a este
el estado más probable es el de d́ımero 1. Luego, en la parte inferior derecha de esta figura
se observan los coeficientes de Hopfield para el autovalor 3 donde, en detuning molecular
∆ ≈ −5, el sistema presenta un comportamiento similar al del autovalor 2. Pero para valores
menores a este detuning, el estado más probable en el sistema es de estados de d́ımero 2.
En detuning molecular se observa que el estado más probable son estados fotónicos, y en ∆
cercano a 2, el comportamiento es como combinación lineal de estados fotónicos con estados
4.1 Relaciones de dispersión 45






























Figura 4-6: Coeficientes de Hopfield en el punto caracteŕıstico 3, los autovalores 2 y 3 son
representados con rojo y azul respectivamente. Los parámetros utilizados son:
ω3 = ω4 = 1000meV , ω1 = ω2 = ω3 + ∆, ωc = 999meV , gf1 = gf2 = 4meV y
gIm = gi = 1meV .
de d́ımero 1. Luego en ∆ ≈ 8, se observa algo similar al autovalor 2, y en valores mayores a
este detuning el estado mas probable corresponde a los de d́ımero 2.
En la siguiente figura (4-7) se muestran los coeficientes de Hopfield para el punto carac-
teŕıstico 4, donde el gap energético se da entre los autovalores de enerǵıa 1 y 2 de la figura
(4-1).
















Figura 4-7: Coeficientes de Hopfield en el punto caracteŕıstico 4. Los parámetros utilizados
son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3+∆, ωc = 1002meV , gf1 = gf2 = 4meV
y gIm = gi = 1meV .
Aqúı los coeficientes de Hopfield muestran que para el autovalor energético 1 en el detuning
molecular predomina una combinación lineal de estados de los dos d́ımeros. Para valores de
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∆ > 0 el estado más probable está determinado por estados de d́ımero 1, mientras que para
∆ < 0 los estados de d́ımero 2 son los más probables. Para el autovalor 2 en la figura (4-7)
se observa que en el detuning molecular el sistema muestra comportamiento de combinación
lineal de estados de ambos d́ımeros. En ∆ ≈ −5,5 se observa una combinación lineal de
estados fotónicos con estados de d́ımeros 1 y en ∆ ≈ 8 los estados más probables correspon-
den a una combinación lineal de estados moleculares. A medida que el detuning molecular
aumenta el estado más probable corresponde a estados de d́ımero 1.
Ahora para finalizar la descripción de los estados del sistema en estudio para los puntos
caracteŕısticos de la figura (4-3), es preciso afirmar que para el punto caracteŕıstico 5 se
obtiene nuevamente el gap de enerǵıa entre los autovalores 1 y 2 descritos en la figura (4-1).
La figura (4-8) muestra los coeficientes de Hopfield para estos autovalores.
















Figura 4-8: Coeficientes de Hopfield en el punto caracteŕıstico 5. Los parámetros utilizados
son: ω3 = ω4 = 1000meV , ω1 = ω2 = ω3+∆, ωc = 1008meV , gf1 = gf2 = 4meV
y gIm = gi = 1meV .
En la figura anterior se observa como en el Detuning molecular para el autovalor 1 el sistema
muestra un comportamiento de estados fotónicos como estados mas probables. En ∆ ≈ 4,
se observa una combinación lineal de estados fotónicos con estados de d́ımero 1 como los
estados que más aportan en ese instante, y para valores de detuning mayores a este, estados
de d́ımero 1 son los más probables en el sistema. En la parte derecha de la figura (4-8) se
observan los coeficientes de Hopfield para el autovalor 2. Aqúı se observa que en el detuning
molecular se presenta una combinación lineal de estados de ambos d́ımeros. En ∆ ≈ 4 al
igual que para el autovalor 1 el comportamiento del sistema es una combinación lineal de
estados fotónicos con estados de d́ımero 1.Esto mismo que ocurre en ∆ ≈ 12, y para valores
mayores a este detuning molecular el comportamiento también es de estados de d́ımero 1
como los estados más probables para el sistema.
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4.2. Dinámica del sistema
Luego de analizar las relaciones de dispersión, se presenta la dinámica del sistema en estudio
de la siguiente manera:
Las gráficas de la figura (4-9) muestran en general cómo evolucionan algunas de las ocu-
paciones de los estados del sistema de microcavidad puntos cuánticos, donde la interacción
entre los puntos que conforman cada d́ımero, es más fuerte que la interacción molecular y
también más fuerte que la interacción entre la luz y cada QD. A continuación, se presenta
cómo es la evolución temporal de las poblaciones de los estados del sistema, iniciando con la
dinámica Hamiltoniana, en la cual no están presentes mecanismos de disipación.

















































































Figura 4-9: Dinámica del sistema bajo el régimen Hamiltoniano con parámetros: ωx =
1000meV, ωc = 995meV, gi = gIm = 1meV y gfi = 2meV . La condición inicial
es:ρ00110;00110
En la figura (4-9) y en general en las demás figuras de éste caṕıtulo, ωx y ωc son utilizada
para representar la enerǵıa de los QDs y del campo respectivamente por lo que sus unidades
están en meV . Aqúı se observa en primer lugar como el sistema preserva la variedad de
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excitación, debido a que los estados que presentan poblaciones son precisamente los que en
este caso están en variedad de excitación 2. Dada la condición inicial del sistema, el estado
ρ00110;00110 (el cual se observa en la parte superior derecha de esta figura), siendo como es
de esperarse, el estado completamente poblado y oscilante en el tiempo debido a las inter-
acciones tipo Foerster que presenta el sistema, ahora dentro del conjunto de parámetros del
sistema se estableció que la interacción entre los puntos de cada d́ımero es más fuerte que
la interacción intermolecular. Por lo tanto, el siguiente estado mayormente poblado es el
ρ01001;01001 como se puede observar en la figura, luego los estados que están relacionados por
la interacción intermolecular, son los siguientes en orden descendiente en presentar población
y los estados con ocupación fotónica son los que presentan una menor población debido a
las caracteŕısticas mismas del sistema.
Cuando está presente alguna interacción entre el sistema y el entorno (disipativo), se pre-
sentan algunos procesos cómo pérdida de radiación por los espejos de la cavidad κ, procesos
de bombeo P (suministro de enerǵıa al sistema), procesos de emisión espontanea que asu-
mimos de ordenes de magnitud menores a los parámetros iniciales del sistema, por lo tanto
no se tendrá en cuenta y se asume que la dinámica con el entorno es sin memoria, es decir,
aproximación Markoviana.
Para la figura (4-10) los parámetros del sistema no cambian respecto a los utilizados en el
caso anterior de la dinámica Hamiltoniana. Aqúı se observa que la variedad de excitación
del sistema ya no es una cantidad conservada respecto al estado inicial, debido a que, por
el bombeo P o la tasa de pérdida a través de la cavidad κ, el sistema presenta poblaciones
en estados de variedad mayores y menores al estado inicial. En esta figura se aprecia que
los estados, que inicialmente alcanzan valores de poblaciones altos, son estados con una sola
excitación en la materia de las cuatro posibles. Estos luego decaen un poco hasta alcanzar el
estado estacionario, y por el contrario, los valores de las poblaciones para los estados de dos
excitaciones en la materia tienden a aumentar al igual que el estado fotónico. En la esquina
inferior izquierda de la figura (4-10), se puede apreciar como decae muy rápidamente la
población del estado inicial, y los estados de menor variedad de excitación son ocupados
muy rápidamente como se observa en la primera y segunda ĺınea de gráficas de la figura.
En la figura (4-11) se muestra la dinámica de las poblaciones cuando el estado inicial del
sistema es completamente fotónico en variedad de excitación 1. En la parte central derecha
se puede observar como la población decae muy rápidamente, mientras que los estados con
una excitación en la materia, son poblados hasta alcanzar su estado estacionario cerca a
valores de población de 0.12. También se puede apreciar en la esquina superior izquierda,
como el estado de más baja excitación del sistema sin fotones ni excitación en la materia,
alcanza muy rápidamente un máximo para luego decaer en un tiempo muy corto y dar lugar
a las excitaciones en la materia que se encuentran en variedad 1.
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Figura 4-10: Dinámica del sistema con parámetros: ωx = 1000meV, ωc = 995meV, gi =
gIm = 1meV y gfi = 2meV, P = 0,001meV y κ = 0,05meV . La condición
inicial es:ρ00011;00011. La ĺınea roja punteada representa la población una vez
se ha alcanzado el estado estacionario.
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Figura 4-11: Dinámica del sistema con parámetros: ωx = 1000meV, ωc = 995meV, gi =
gIm = 1meV y gfi = 2meV, P = 0,001meV y κ = 0,05meV . La condición
inicial es:ρ10000;10000. La ĺınea roja punteada representa la población una vez
se ha alcanzado el estado estacionario.
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Figura 4-12: Dinámica del sistema con parámetros: ωx = 1000meV, ωc = 995meV, gi =
gIm = 1meV y gfi = 2meV, P = 0,001meV y κ = 0,05meV . La condición
inicial es:ρ00100;00100. La ĺınea roja punteada representa la población una vez
se ha alcanzado el estado estacionario.
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Las figuras (4-12) y (4-13) describen el sistema en principio con los mismos parámetros
que las figuras (4-10) y (4-11). La única variación realizada al sistema tiene que ver con
la variedad de excitación que aqúı es 3. Ahora, si se observa, por ejemplo, la última fila de
gráficas de la figura (4-12), en donde se muestran las poblaciones para estados de variedad
2 y la ultima de variedad 3, se encuentran que estos valores son muy pequeños. Por lo
tanto, se puede asegurar que bajo el set de parámetros en el cual se encuentra el sistema
las poblaciones significativas no se encontrarán en estados que con variedad de excitación
superior a 2.






































































Figura 4-13: Dinámica del sistema con parámetros: ωx = 1000meV, ωc = 995meV, gi =
gIm = 1meV y gfi = 2meV, P = 0,001meV y κ = 0,05meV . La condición
inicial es:ρ10000;10000. La ĺınea roja punteada representa la población una vez
se ha alcanzado el estado estacionario.
.
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4.3. Número medio de fotones
El siguiente análisis nos permite identificar como las interacciones entre los puntos de cada
d́ımero y la interacción intermolecular, o entre los dos d́ımeros, optimizan la emisión de
fotones. Por ejemplo, en la figura (4-14) se observa cómo es el número medio de fotones
emitido por el sistema cuando los parámetros son ωc = 995meV , ωx = 1000meV para cada
uno de los excitones, las constantes de interacción de radiación con cada punto gi = 1meV ,
el bombeo P = 0,09meV y κ = 0,05meV , para que se mantengan en el régimen lineal. En
esta y en las demás figuras de emisión de fotones g1,2 representa la interacción entre puntos
de cada d́ımero y gIm es utilizada para representar la interacción intermolecular.
Figura 4-14: Número medio de fotones en función de las constantes de interacción de
los puntos g1,2 y las moléculas gIm del sistema con parámetros: ωx =
1000meV, ωc = 995meV, P = 0,09meV, κ = 0,05meV .
En la figura (4-14) se observa como para valores de constantes de interacción intermolecular
gIm cercanos a 5meV , y en un amplio rango de interacción de puntos en cada d́ımero (apro-
ximadamente para 1,7 < g < 7,5meV ), se optimiza la emisión de fotones en comparación,
por ejemplo, con la región de alta interacción de los d́ımeros que se observa en color azul al
lado derecho de esta figura.
Ahora, en la figura (4-15) se muestra en contraste con la figura (4-14), cómo, cuando los
parámetros iniciales cambian a un ∆ = 0 entre la enerǵıa del campo y la de los puntos
y el parámetro P = κ = 0,05meV , la región donde el sistema se desacopla, es decir, se
comporta como cuatro puntos individuales no interactuantes (región inferior izquierda) y
luego al aumentar la interacción entre los puntos de cada d́ımero la emisión de fotones de
hace mucho mayor en comparación de con la región más oscura donde el sistema tiene un
comportamiento molecular bien definido.
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Figura 4-15: Número medio de fotones en función de las constantes de interacción de los
puntos y las moléculas del sistema con parámetros: ωx = ωc = 1000meV, P =
κ = 0,05meV .
En la figura (4-15) se observa cómo manteniendo los parámetros iniciales iguales a los
que se muestran en la figura (4-14) pero aumentando un poco en bombeo, en este caso
P = 0,05meV , siendo este mayor que el mecanismo disipativo κ, es más óptima la emisión
de fotones puesto que se alcanza un valor mayor que en la situación anterior, aqúı se mantiene
un valor casi constante de emisión fotónica hasta aproximadamente un valor de 6meV en la
constante de interacción intermolecular gIm. Bajo estos parámetros observamos nuevamente
que la emisión de fotones disminuye para un comportamiento bien definido de molécula en
el sistema.
Para la figura(4-16) donde los parámetro disipativos toman el mismo valor P = κ =
0,05meV y existe una sintonización ∆ = 5 entre la enerǵıa del campo y los puntos cuánti-
cos, se observa un comportamiento similar al de la figura (4-14) donde la región central
de la gráfica de contornos muestran la mejor condición para la emisión de fotones. Aqúı la
constante de interacción intermolecular gIm toma valores entre 3 y 5meV aproximadamente
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Figura 4-16: Número medio de fotones en función de las constantes de interacción de los
puntos y las moléculas del sistema con parámetros: ωx = ωc = 1000meV, P =
0,05meV, κ = 0,02meV .
Figura 4-17: Número medio de fotones en función de las constantes de interacción de los
puntos y las moléculas del sistema on parámetros: ωx = 1000meV, ωc =
995meV, P = κ = 0,05meV .
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4.4. Espectro de emisión
Como ya se mencionó anteriormente y se vió en la sección anterior, la emisión de fotones se
hace óptima para cierto conjunto de parámetros y se concluyó que depende de las constantes
de interacción tipo Foerster que existen entre los puntos de cada d́ımero y entre los dos
d́ımeros que conforman a la molécula del sistema, es decir que dependiendo de como son las
constantes de interacción Foerster se da o no una buena emisión de fotones, y estas constan-
tes son responsables también de los cruces y inticruces que se mostraron en las relaciones de
dispersión y una manera de monitorear esos anticruces fue la mostrada en la figura (4-3).
A continuación se presentan algunos espectros de emisión obtenidos por medio del teorema
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Figura 4-18: Espectros de emisión y Gap energético del sistema.
En la figura (4-18) se puede observar la relación entre la gráfica del Gap energético y los es-
pectros de emisión. En la parte superior derecha, se aprecia que el pico máximo del espectro
de emisión coincide con el punto 1 señalado en la figura (4-3), lo que significa que bajo los
parámetros establecidos y esas caracteŕısticas de interacción existen buenas condiciones que
favorecen la emisión de fotones. En la parte inferior izquierda, su pico máximo concuerda con
el punto 3 de la figura (4-3), mostrando que efectivamente en las condiciones que se da ese
anticruce el sistema presenta las mejores condiciones para la emisión. En concordancia con
lo anterior, en la parte inferior derecha se encuentra que el pico más alto del espectro de emi-
sión muestra también otra región en la cual se presentan óptimas condiciones para la emisión.
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Para finalizar, a continuación se muestra en la figura(4-19) una relación del número medio
de fotones ya mencionado con anterioridad y la función de correlación de segundo orden para
dos de las situaciones mostradas en la sección anterior.
La función de correlación de segundo orden (g(2)), es una magnitud muy interesante porque
se puede utilizar como indicador de la posible coherencia del estado del sistema. Además,
haciendo énfasis en las propiedades de los modos de la cavidad, la función de correlación de
segundo orden adquiere una forma muy simple en el ĺımite estacionario, aśı:




g(2) adquiere valores diferentes en función de las estad́ısticas del estado de fotones, Aśı,
śı g(2) ≥ 2 será para estados de luz caóticos,g(2) ≥ 1 para estados clasicos que tienen una
distribución de poisson en n y g(2) < 1 para sistemas no clásicos (cuánticos) con una distri-
bución subpoissoniana [PPT04].
En la figura (4-19) se muestra al lado izquierdo el número medio de fotones bajo la condicio-
nes mostradas en la figura (4-14)(parte superior) y al lado derecho se encuentra la función de
correlación de segundo orden la cual muestra la estad́ıstica de los fotones emitidos,es decir,
sus caracteŕısticas y propiedades. La diferencia en los colores de esta figura nos muestra si
la luz tiene comportamientos cuánticos, clásicos, caóticos. Este mismo comportamiento se
aprecia en la parte inferior de la figura.
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Figura 4-19: Número medio de fotones y función de correlación de segundo orden.
5 Conclusiones
5.1. Conclusiones
Como resultado de una revisión acerca del modelo de Jaynes - Cummings, se logra hacer una
aplicación de este modelo que describe la interacción radiación - materia. En principio a un
sistema de dos puntos cuánticos o dos sistemas de dos niveles que presentan una interacción
tipo Forster, que luego es aplicada a un sistema un poco mas complejo, que consta de dos
d́ımeros de puntos cuánticos también con interacción Foerster, pero esta de menor magnitud
que la de los puntos en cada d́ımero, para luego finalmente tener el sistema propuesto para
este trabajo; la molécula compuesta por dos d́ımeros de puntos cuánticos inmersos en una
microcavidad.
Se hizo una descripción de las relaciones de dispersión para el sistema con y sin cavidad,
donde por medio de los coeficientes de Hopfield se encuentra el comportamiento de los esta-
dos del sistema.
Se realizó el estudio del Gap de enerǵıa entre los autovalores del sistema y por medio de
los coeficientes de Hopfield se logra presentar una descripción detallada del comportamiento
del sistema interactuante, es decir, para diferentes detuning se pudo determinar si el siste-
ma presentaba un comportamiento de estados fotónicos, ó estados excitónicos, ó como una
combinación lineal de los anteriores.
Se realizó el estudio de la dinámica del sistema propuesto y se encontró cómo es la evolución
temporal de las poblaciones de los estados del sistema, esto se hizo en el régimen Hamil-
toniano y se pudo observar a través de las poblaciones la conservación en la variedad de
excitación del sistema dadas las condiciones iniciales. Luego se admiten procesos de bombeo
P y perdida de radiación por la cavidad κ y también se observan como son las poblaciones
y cómo en este régimen fácilmente se pueden poblar estados de variedades de excitación
diferentes al estado inicial del sistema.
Por medio del cálculo del número medio de fotones se obtiene bajo el set de parámetros
escogidos inicialmente cuales son las condiciones de interacción más óptimas para la emi-
sión de fotones, encontrando que un régimen molecular bien definido es el más óptimo, es
decir, que el sistema no se comporta como dos d́ımeros independientes ni tampoco como un
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sistema de cuatro puntos cuánticos interactuantes, ejemplo de esto se puede observar en la
figuras del capitulo anterior, donde para mayores valores de las constantes de interacción en
cada d́ımero y valores de interacción entre d́ımeros menores, se optimizan las condiciones de
emisión.
Por medio del teorema de regresión cuántica, se obtiene el espectro de emisión del sistema
para algunos de los puntos caracteŕısticos mencionados en el gap energético, mostrando que
los picos de emisión se dan en las regiones de mayor anticruce.
Por medio de la función de correlación de segundo orden, se muestran las caracteŕısticas de
la luz emitida, encontrando qué donde se optimiza la emisión, ésta es cuántica y cuando no
se optimiza la emisión es clásica.
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