The Meissner state with finite London penetration depth is analyzed for platelet samples of rectangular cross section in a perpendicular magnetic field. The exact two-dimensional numerical solution of the London equation is extended analytically to the realistic three dimensional case. Data obtained on Nb cylinders and foils, as well as single crystals of Y-Ba-Cu-O and Bi-Sr-Ca-Cu-O, are in a good agreement with the model. The results are particularly relevant for magnetic susceptibility, rf, and microwave resonator measurements of the magnetic penetration depth in high-T c superconductors.
The temperature and field dependencies of the magnetic penetration depth yield basic information about the microscopic pairing state of a superconductor.
1 Since most high-T c superconductors are highly anisotropic, a measurement in which the probe magnetic field lies at an arbitrary angle relative to the conducting planes yields a Meissner response arising from both in-plane and interplane supercurrents. The corresponding penetration depths ab and c can differ widely in their magnitude and temperature dependence, and it is desirable to separate the two contributions to the total signal. To study ab , one must resort to a configuration in which the applied field is normal to the conducting planes so as to generate only in-plane supercurrents. Except in special cases, the London equations in this geometry cannot be solved analytically, making it difficult to reliably relate the experimental response ͑typically a frequency shift or change in magnetic susceptibility͒ to changes in ab . Exact analytical solutions are known only for special geometries: an infinite bar or cylinder in longitudinal field, a cylinder in perpendicular field, a sphere, or a thin film. 2 These solutions are not practical since most high-T c superconducting crystals are thin platelets with aspect ratios typically ranging from 1 to 30. Brandt developed a general numerical method to calculate magnetic susceptibility for plates and disks, 3 but this method is somewhat difficult to apply in practice.
In this paper, we describe the numerical solution of the London equations in two dimensions for long slabs in a perpendicular field. The results are then extended analytically to three dimensions. We first compare our calculations in the limit of ϭ0 with superconducting quantum interference device ͑SQUID͒ measurements on cylindrical Nb samples of differing aspect ratio. 4 We then compare our calculations for finite with data from Nb foils and platelets of both Bi-SrCa-Cu-O ͑BSCCO͒ and Y-Ba-Cu-O ͑YBCO͒ high-T c superconductors, obtained by using an rf LC resonator. 5 Using numerical results and analytical approximations, we derive a formula that can be used to interpret frequency-shift data obtained from rf and microwave resonator experiments, as well as sensitive magnetic susceptibility measurements.
Consider an isotropic superconducting slab of width 2w in the x direction, thickness 2d in the y direction, and infinite in the z direction. A uniform magnetic field H 0 is applied along the y direction. In this two-dimensional ͑2D͒ geometry, the vector potential is Aϭ͕0,0,A͖, so that the magnetic field has only two components Hϭ͕‫ץ‬A/‫ץ‬y,Ϫ‫ץ‬A/‫ץ‬x,0͖ and the London equation takes the form ⌬AϪ Ϫ2 Aϭ0. Outside the sample, ⌬AϭϪ4 j/cϭ0, and ‫ץ‬A/‫ץ‬n is continuous along the sample boundary. Here, n is the direction normal to the sample surface. A numerical solution of this equation was obtained using the finite-element method on a triangular adaptive mesh using a Gauss-Newton iterations scheme. The boundary conditions were chosen to obtain constant magnetic field far from the sample, i.e., A(x,y)ϭϪH 0 x for y ӷd and xӷw. Figure 1 presents the distribution of the magnetic field in and around the sample with w/dϭ5 and /dϭ0.5. The black color on a gray scale image corresponds to ͉B͉ϭ0. The left half of the sample shows contour lines of the vector potential. Figure 2 shows profiles of the y component of the magnetic field at different distances y from the sample middle plane.
The inset shows the corresponding profiles of the vector potential, normalized by its value A 0 (xϭw) in the absence of a sample ͑a uniform-field curve A 0 ϭx is shown by the dotted line͒. Using the London relation 4 2 jϭϪcA and the definition of the magnetic moment M ϭ(2c) Ϫ1 ͐r ϫjd 3 r, we calculate numerically the susceptibility per unit volume ͑unit of surface cross section in a 2D case͒: It is easy to check that for an infinite slab of width 2w in parallel field, where AϭϪH 0 sinh(x/)/cosh(w/), Eq. ͑1͒ results in a known expression similar to Eq. ͑4͒ below ͑with Nϭ0 and Rϭw). In finite geometry, there will be a contribution to the total susceptibility from the currents flowing on top and bottom surfaces. These currents are due to shielding of the in-plane component of the magnetic field, H x ϭ‫ץ‬A/‫ץ‬y, appearing due to demagnetization. Figure 3 shows profiles of H x on the sample surface, at yϭd, calculated for three different samples, w/dϭ8, 5, and 2.5. The choice of /dϭ0.05 was to achieve best screening in our numerical scheme. Similar results are obtained for larger ratios. An analytical form for the surface magnetic field is known only for elliptical samples. We find, however, that it can be mapped onto the flat surface, so that the distribution of H x is given by
where rϵx/w and a 2 ϭ1ϩ(2d/w) 2 . This equation is similar to that obtained for an ideal Meissner screening. 6, 7 Solid lines in Fig. 3 are the fits to Eq. ͑2͒ where a was used as a fit parameter. It agreed with the above analytical estimate to within 10% being better for larger aspect ratio w/d.
Next, we find a simple analytical approximation to the exact numerical results by calculating the ratio of the volume penetrated by the magnetic field to the total sample volume. This procedure automatically takes into account demagnetization and nonuniform distribution of the magnetic field along sample top and bottom faces. The exact calculation requires knowledge of A(x,y) inside the sample or H(x,y) in a screened volume outside, proportional to w 2 . The penetrated volume is
where integration is conducted over the sample surface in a 3D case or sample cross-section perimeter in a 2D case. Using Eq. ͑2͒ for magnetic field on the top and bottom surfaces and assuming H s ϭH 0 /(1ϪN) on the sides we obtain
Here N is an effective demagnetization factor, and R is the effective dimension. Both depend on the dimensionality of the problem. As mentioned earlier, Eq. ͑4͒ is similar to the well-known solution for the infinite slab of width 2w in parallel field. In that case, Rϭw and the effective demagnetizing factor Nϭ0. In a 3D case (2wϫ2w slab, infinite in the z direction͒, Rϭw/2 and Nϭ0. The tanh(R/) term in Eq. ͑4͒ was inserted to ensure a correct limit at →ϱ. This correction becomes relevant at /Rу0.4, which is realized only at T/T c у0.9 for typical high-T c samples.
For the actual geometry studied here, both R and N depend upon the aspect ratio w/d. Unlike the case of an elliptical cross section, the magnetic field is not constant within the sample, so there is no true demagnetizing factor for a slab. However, N can still be defined in the limit of →0, through the relation, 4M /V s ϭϪH/(1ϪN). We find numerically that in a 2D case, for not too large an aspect ratio w/d, 1/(1ϪN)Ϸ1ϩw/d. Calculating the expelled volume as described above, the effective dimension R is given by
In the thin limit, dӶw (a→1), we obtain R 2D Ϸ0.39w. The natural extension of this approach for the 3D disk of radius w and thickness 2d leads to 1/(1ϪN)Ϸ1ϩw/2d and
In a thin limit, R 3D Ϸ0.2w. Equation ͑6͒ was derived for a disk, but the more experimentally relevant geometry is a rectangular slab. There is no analytical solution for the slab. However, a 2 ϭ1ϩ(2d/w) 2 is relatively insensitive to w in the thin limit and so we approximate w for a slab by the geometric mean of its two lateral dimensions. The validity of this approach will be determined shortly.
To verify Eqs. ͑4͒ and ͑5͒ we calculated () numerically. The result is shown in Fig. 4 by symbols. The solid line is a fit to Eq. ͑4͒ with Nϭ0.86 and R/wϭ0.36. The effective dimension calculated using Eq. ͑5͒ gives R/w ϭ0.39, and the corresponding susceptibility curve is shown as a dotted line. The calculated effective demagnetization factor is Nϭ0.84. It is seen that our approximations are reasonably good. It should be borne in mind that these are all 2D results-the sample extends to infinity in the z direction. Demagnetizing effects are significantly larger in two dimensions than in three owing to the much slower decay of fields as we move away from the sample ͑compare 3D sphere, N ϭ1/3, and cylinder in perpendicular field, Nϭ1/2). Therefore, we expect our approximations to be more accurate in three dimensions.
In the 3D case, the validity of our results can be verified experimentally by independently measuring the demagnetization factor as a function of the aspect ratio and the magnetic susceptibility for a finite London penetration depth . To achieve the first goal, we measured niobium cylinders of radius w and length 2d using a Quantum Design MPMS-5 SQUID magnetometer. Sample dimensions were typically of the order of millimeters, which allows us to disregard London penetration depth of Nb ͑about 500 Å͒. The initial susceptibility obtained from the magnetization loops at T ϭ8 K is shown in Fig. 5 . The solid line is a plot of 1 ϩw/2d ͑not the fit͒, and for an aspect ratio up to w/dϭ10, the agreement is very good.
To test our result for R ͓Eq. ͑6͔͒ in actual samples, we need the magnetic penetration depth. It is common to measure changes in the penetration depth by using the frequency shift of a microwave cavity or an LC resonator. In these techniques, the relative frequency shift ( f Ϫ f 0 )/ f 0 due to a superconducting sample is proportional to H Ϫ2 ͐M ac •HdV, which in turn is proportional to the sample linear magnetic susceptibility (M ac is the ac component of the total magnetic moment, H is the external magnetic field, and f 0 is the resonance frequency in the absence of a sample͒. Using Eq. ͑4͒ and Eq. ͑6͒, we obtain for ӶR:
where V s is the sample volume, V 0 is the effective coil volume. The apparatus and sample-dependent constant ⌬ f 0 ϵV s f 0 /͓2V 0 (1ϪN)͔ is measured directly removing the sample from the coil. Thus, the change in with respect to its value at low temperature is
where ⌬ϵ(T)Ϫ(T min ) and ␦ f ϵ⌬ f (T)Ϫ⌬ f (T min ).
We used an rf tunnel-diode resonator 5 to measure ␦ f in Nd foils, YBCO, and BSCCO single crystals. Combining ␦ f with an independent measurement of ⌬(T) and a measured value for ⌬ f 0 , we then arrived at an experimental determination of the effective dimension R. For the Nb and YBCO samples, ⌬(T) was obtained using the demagnetizationfree orientation ͑rf magnetic field along the sample ab plane͒ where Rϭw and 1/(1ϪN)ϭ1. In BSCCO, the large anisotropy prohibits using this method, and we used reported values of d/dTӍ10 Å/K. 8 Figure 6 summarizes our experimental results. The upper line represents the ''infinite slab'' model, where Rϭw/2, whereas the lower solid line is R ϭ0.2w obtained in a thin limit of Eq. ͑6͒. Symbols show the experimental data obtained on different samples, indicated on plot. In three samples, YBCO1 (w/dϭ57), Nb1 (w/d ϭ29), and Nb2 (w/dϭ15), R agrees with Eq. ͑6͒ to better than 5%. The standard result, Rϭw/2, is too large by a factor of 2.5. Both YBCO2 and BSCCO give R roughly 20% smaller than predicted. For the BSCCO data, it is possible that a sample tilt combined with the very large anisotropy of produces an additional contribution from c . If the c axis is tilted by an angle away from the field direction, the frequency shift is given by
