Abstract. This paper presents a three-dimensional method to reconstruct moving objects from cone-beam X-ray projections using an iterative reconstruction algorithm and a given motion vector field. For the image representation, adapted blobs are used, which can be implemented efficiently as basis functions. Iterative reconstruction requires the calculation of line integrals (forward projections) through the image volume, which are compared with the actual measurements to update the image volume. In the existence of a divergent motion vector field, a change in the volumes of the blobs has to be taken into account in the forward and backprojections. An efficient method to calculate the line integral through the adapted blobs is proposed. It solves the problem, how to compensate for the divergence in the motion vector field on a grid of basis functions. The method is evaluated on two phantoms, which are subject to three different known motions. Moreover, a motion-compensated filtered back-projection reconstruction method is used, and the reconstructed images are compared. Using the correct motion vector field with the iterative motion-compensated reconstruction, sharp images are obtained, with a quality that is significantly better than gated reconstructions.
Introduction
In cardiac cone-beam computed tomography (CT), a large effort is continuously dedicated to increase scanning speed in order to limit the influence of patient and organ motion. Especially cardiac motion causes artifacts such as blurring and streaks in tomographic images. A variety of algorithms has been proposed in the literature to reduce or compensate for motion artifacts, see (Kachelriess & Kalender 1998 , van Stevendaal, Koken et al. 2007 , Schäfer et al. 2006 , Ritchie et al. 1996 , Roux et al. 2004 , Kachelriess et al. 2004 , Koken & Grass 2006 , Taguchi, Chiang & Hein 2006 and references therein. Most of the correction methods address the calculation of consistent projection data belonging to the same motion state. These data define a subset of all measurements. Reconstruction of another subset leads to a different motion state of the investigated object. For retrospectively gated cardiac cone-beam CT scanning, sophisticated filtered backprojection (FBP) methods have been developed based on different weighting schemes like the Extended Cardiac Reconstruction (ECR) , the Extendend Parallel Backprojection (EPB) (Kachelriess et al. 2004 ) and the Aperture Weighted Cardiac Reconstruction (AWCR) (Koken & Grass 2006) . In addition to the above analytical reconstruction algorithms, also cardiac iterative reconstruction methods have been investigated, such as a modified ART algorithm for gated cardiac CT reconstruction (Nielsen et al. 2005) .
Overall, the gated cardiac reconstruction methods yield excellent results, not only with respect to processing time and SNR, but also regarding image quality. However, they are limited in their temporal resolution due to the mechanical movement of the gantry. This can lead to a residual motion blurring, especially in the phases of fast cardiac motion. A motion-compensated (MC) reconstruction method can be used to improve the resolution of the reconstructed image and to suppress motion blurring. Blondel et al. in (Blondel et al. 2004 ) used a precomputed motion vector field to modify the projection operator and calculated a MC reconstruction with ART. The motion induced distortion of the volume leads to a computation of curved line integrals and a change of the voxel volume in the forward projection step. The voxel volume distortion is neglected in Blondel's article. Pack et al. in (Pack & Noo 2004) proposed a dynamic reconstruction method with known motion field, but under the restrictive assumption that the objects of interest have to move according to a continuous and linear motion field. To perform a MC reconstruction, a computation of the motion vector field (MVF) of the moving object is required. For cardiac CT, several cardiac MVF estimation methods have been proposed in literature (Blondel et al. 2004 , Jandt et al. 2007 , van Stevendaal, Lorenz et al. 2007 , Prümmer et al. 2006 , Taguchi, Segars et al. 2006 .
Lately, there is a growing interest to use iterative reconstructions for CT data. The main reason for this is that the iterative algorithms allow to include a priori knowledge and a noise model in the reconstruction process, which results in a higher signal-to-noise ratio (SNR) of the reconstructed images compared to the analytical reconstruction algorithms (Ziegler et al. 2007 , Thibault et al. 2003 , DePierro & Yamagishi 2001 , Narayanan et al. 2001 . A drawback for iterative techniques is the high computational effort. An important part of the iterative algorithms is the representation of the continuous object, which is scanned with transmission CT. For iterative reconstruction, the continuous object has to be represented with a finite set of coefficients. Spherically symmetric volume elements (blobs) as basis functions for the image representation have many advantages compared with simple cubic voxels or other basis functions, e.g. their appearance is independent of the source position (Lewitt 1992) . The reconstruction with spherically symmetric basis functions is used in PET reconstruction (Daube-Witherspoon et al. 2001) and in iterative parallel CT image reconstruction (Köhler et al. 2003) . However, a reconstruction of measurements acquired with divergent rays, as recorded with current helical conebeam CT systems, leads to the question, how the spherically symmetric volume elements have to be sampled correctly. This problem does not appear in a geometry, where the rays are parallel like in PET, or after re-binning CT data to parallel beam geometry. In these cases, the size of the basis functions can be adapted to the sampling of the measurement. For divergent rays, spherically symmetric volume elements, which are close to the source, have a different contribution to forward and back projection than the spherically symmetric volume elements, which have a greater distance from the source. Ziegler et al. (Ziegler et al. 2006 ) presented a method of sampling the spherically symmetric volume elements motivated by the beam geometry of a CT system: due to the divergent ray geometry, the spherically symmetric volume elements are magnified depending on their distance to the source. The convolution of the magnified spherically symmetric volume elements with the sensitive detector areas defines the weights, which are used for the forward and back projection steps. In addition, in (Ziegler et al. 2006) , also an efficient implementation of such model is presented. However, in case of MC reconstruction, such a model neglects the change of the local blobs density caused by the existence of a divergent MVF. It is shown in this paper that this leads to an image with streak artifacts. In fact, a MVF with nonvanishing divergence leads to a non-equidistant grid of blobs, hence, the volumes of the blobs and their forward projections on the detector have to be changed. This paper introduces a new method of sampling the spherically symmetric volume elements by modifying the model discussed above. This new three-dimensional method evaluates spherically symmetric basis functions in combination with a divergent MVF. In short, a blob adaptation is implemented efficiently by changing the blob-size and its forward projection on the detector depending on the neighboring 3D grid points.
This article is organized as follows. Section 2 describes the used MC iterative algorithm and explains a new method for the line integral calculation. Finally, the phantoms and their motion models used for an experimental validation of the method are described. In Section 3, the obtained results are presented. After the discussion of the results in Section 4, the conclusions are summarized in Section 5.
Method and materials

Iterative reconstruction using spherically symmetric basis functions
Iterative reconstruction algorithms reconstruct images of transmission CT scans with a large variety of trajectories and detector geometries. A difference or ratio between the measured and calculated forward projection of an intermediate image is determined. It is used to update the intermediate image via back projection. This procedure is repeated, leading to an iterative reconstruction algorithm.
The main part of the model is the representation of the continuous object to be imaged. For the 3D case, the continuous distribution, f, of absorption of the scanned object has to be represented by a finite set of numbers. It is common to represent f as a functionf, which is a sum of basis functions, b, arranged on a regular 3D grid with N equidistant grid points, x i , and reads
where N = N x N y N z and N x , N y and N z , are the number of grid points in the x, y and z direction, respectively. The set of numbers µ i are the coefficients of expansion which describe the functionf relative to the chosen basis set b( x − x i ). The choice of the basis functions and the way they are used in forward and backward projections have an influence on the image quality and was investigated previously (Lewitt 1992) . In the reconstructions presented in this paper, the Kaiser-Bessel basis functions (Lewitt 1990 ) are used. These spherically symmetric basis functions (also called blobs (Snyder et al. 1987) ) are defined by
where r is the radial distance from the blob center, I m denotes the modified Bessel function (Watson 1944) of order m, a is the radius of the basis function, and α is a parameter controlling the blob shape. In this paper, the standard parameters are used for the Kaiser-Bessel basis functions defined in (2), m=2, a/g=2.00, and α=10.4 with grid increment g. These settings satisfy the frequency criteria described in (Matej & Lewitt 1996) . Usually, in a CT acquisition system, the detector is discretized in detector pixels j, with j = (1, 2, . . . , M ) and M = V R for a total of V projections and R detector pixels in each projection. The forward projection,p j (n) , at iteration, n, can be written for a detector pixel, j, as
This means, that in the forward projection, the contribution, A ji , of each basis function to the detector pixel, j, has to be determined.
Voxel-dependent footprint
The calculation of the weights, A ji , is an important step in iterative reconstruction.
For an ideal rectangular detector pixel, A ji is calculated as the line integral through the basis function b at position x i integrated over the area of the detector pixel j. This can be computed analytically for a given shape of a basis function b and reads
where
is the so-called "footprint" of the basis function b, x d (u, v) is the detector coordinate parameterized, respectively, by a column u and row v.
is the direct line from the X-ray source position, x s , to the detector, u 1 (j) (v 1 (j)) is the column (row) detector position of the lower pixel border of pixel j, u 2 (j) (v 2 (j)) is the corresponding column (row) detector coordinate of the upper pixel border (Fig. 3) ,
is the detector pixel area, and r (u, v) is the detector response. For an idealized detector with a homogeneous response and no dead space between the detector pixels, the detector response would be r (u, v) = 1 across the whole detector. For spherically symmetric basis functions, the line integral calculation in Eq. 5 depends only on the distance of the line of integration from the basis function center x i (Lewitt 1992) . This footprint calculation ignores the integral over the detector pixel area in Eq. 4. Ziegler et al. in (Ziegler et al. 2006 ) present a voxel-dependent footprint calculation. Here, the footprint F, which was introduced in Eq. 5 is analytically calculated for a blob. The footprint reduces to the Abel transform (Bracewell 1978) of the radial profile b m,a,α and can be expressed as
is the perpendicular distance from the center of the blob to the line integral, and t is the distance along the line, such that the radial coordinate, r, of a point on the line is given by r = w 2 + t 2 1/2 (Lewitt 1990 , Lewitt 1992 ). Since b m,a,α is space limited to the ball of radius a, the integral in Eq. 6 is defined for |w| ≤ a, and accordingly the limits of integration are 0, a 2 − w 2 1/2 instead of [0, ∞).
The footprint in Eq. 6 is defined in the coordinate system of a blob with the origin at the blob center. To evaluate the footprint F m,a,α on the detector, a voxeldependent scaling of the footprint was proposed in (Mueller et al. 1999) . For FBP, a voxel-dependent interpolation kernel, which is similar to a scaling of the footprint, was published recently (De-Man & Basu 2004) .
The data aquisition geometry with a helical cone-beam CT system can be described as follows. The X-ray source moves on a helical trajectory
around the object. The rotation axis coincides with the Z axis. The parameter γ ∈ [0, 2π) describes the position of the gantry, d cs is the distance of the center of rotation from the source, the pitch p abs is the absolute table travel per rotation. A focus-centered detector rotates at distance d ds from the X-ray source, i.e., the detector is cylindrical with the X-ray source focus at the axis of the cylinder. This means that the detector is parallel to the rotation axis, Z, and the transaxial plane is defined by the X and Y axis. A 2D coordinate system (u,v ) is used for the detector. Finally, β i represents the X-ray source fan angle ( Fig. 1 ).
In this focus-centered geometry, and with spherically symmetric basis functions, voxel-dependent scaling of the footprint can easily be performed. It is scaled with a factor r φ (i) = d ds / (d is · cos θ i ) in the angular direction, and the factor, r ζ (i) = d ds / d is · cos 2 θ i in the axial direction z (see Fig. 1 ). The footprint of Eq. 6 can be evaluated in the detector coordinate system (u,v). The dependence can be written as
is the coordinate of the center of the volume element i projected on the detector and w
As a result of the method described above a blob close to the source has a bigger footprint than a blob close to the detector. x-ra y so urc e hel ical trajec tory Figure 1 . A 3D sketch of the acquisition geometry of a focus centered detector with an X-ray source. Here, d is is the distance of the blob i from the source, d ds is the distance of the detector from the source, dcs is the distance of the center of rotation from the source, and θ i represents the angle between the plane of the gantry and a vector pointing from the source to the blob i.
The calculation of the weights requires the evaluation of the footprint as given in Eq. 9. This evaluation can be performed by the calculation of the mean of the footprint over the sensitive area of the detector pixel (Ziegler et al. 2006) , and is expressed with the scaled footprint in Eq. 9 as
Aliasing artifacts due to undersampling of footprints are avoided with this method, independent of the size of the volume elements and the grid increment.
The model in Eq. 10 performs well in case of iterative cone-beam CT reconstructions of static objects. However, if an iterative cone-beam CT reconstruction of a moving object (e.g., the heart) has to be performed, this calculation of weights leads to reconstructed images with several motion artifacts. In fact, the calculation of A ji weights in Eq. 10 does not take care of the motion of the volume element itself and the change of blobs-volume caused by divergent MVF.
In the following subsection, a new three-dimensional MC iterative reconstruction method is proposed that modifies the model in Eq. 10 in order to evaluate blobs in combination with a MVF, where also divergent MVF are investigated and incorporated in the model.
Volume-dependent footprint for motion-compensated iterative reconstruction
The proposed MC iterative reconstruction method needs a set of MVFs between the different time phases. For a cardiac cone-beam CT reconstruction, the MVF can be given by displacement vectors m i x i (φ P r ), φ P r , φ of the corresponding grid position x i (φ P r ) from a reference heart phase φ P r to a new grid position x i * (φ) in an arbitrary heart phase φ (Fig. 2 ) by
Inserting the MVF of Eq. 11 into Eq. 1 and Eq. 10 yields
is the modified coordinate of the center of the volume element i projected on the detector, r * Figure 2 . The MVF applied at the blob position x i . The green vector represents the displacement vector m i x i (φ P r ), φ P r , φ of the corresponding grid position x i (φ P r ) from a reference heart phase φ P r to a new grid position x i * (φ) in an arbitrary heart phase φ , the black line represents the line integral through the blob at grid position x i in the reference heart phase φ P r , the red line represents the new correct line integral through the blob at new grid position x * i in an arbitrary heart phase φ, and finally the dashed red line is the wrong line integral calculated through the blob at the wrong grid position x i in an arbitrary heart phase φ.
In case of a non divergence-free MVF, the movement of the equidistant x i centers of the basis functions in different directions causes a non-equidistant grid of positions x i * . Therefore, the volume of each blob, and consequently also their footprints on the detector, have to be changed (Fig. 3) . The calculation of weights in Eq. 13 does not take care of the change of the volumes of blobs, which leads to incorrect image reconstructions with several streak artifacts as will be shown in the results section. A volume-dependent adaptation of the blob-footprint is needed to compensate for this effect.
A two step method that approximates the change of the blob-footprint is proposed. First, the width of the blob is changed depending on the neighboring grid points. A good approximation is the adaptation of the width of the i th basis function by the factors
in the X, Y and Z direction. x i , y i , and z i are the x -, y-, z -coordinates of the i th grid point. x * i , y * i and z * i are the x -, y-, z -coordinates of the i th grid point after applying the MVF (Fig. 3) . Actually, a precomputed Voronoi tessellation (Voronoi 1907 , Okabe et al. 2000 should be used in order to calculate exactly the adaptation ratios of the width of each blob of the grid. However, the proposed adaptation method permits a very fast calculation of the approximated blob-width adaptation factors during the reconstruction process without any additional precomputation loads.
In a second step, the ratio of the footprint of the i th blob before and after the adaptation is calculated depending on the actual source and detector position. This can be performed for spherically symmetric basis functions by calculating
where ϕ * i is the angle in the XY-plane between the X-axis and the line going through the X-ray source and the modified center of the i th basis function (Fig. 3) . A volumedependent adaptation of the blob-footprint with the factor r f (i) leads to a footprint in the coordinate system of a blob with the origin at the blob center, that takes care of the divergence of the MVF. Moreover, a similar volume-dependent adaptation is needed to assess the change of the blob-footprint over the detector pixel. This is achieved by scaling the width of the footprint of the i th basis function in the detector coordinate system by the factors
in the u and v direction respectively (Fig. 3) . Finally, the weight calculation in Eq. 13 becomes
where A s ji are the new volume-dependent weights to use for calculating the forward projections in Eq. 3.
The paper presents a MC iterative 3D CT reconstruction method with main proposed application in cardiac CT. Using the a priori knowledge that smoothness and regularity are constraints that most organic objects in this world are subject to, it makes sense to require the given MVF to be regular and smooth. For the regularity Figure 3 . Sketch of the volume-dependent adaptation of the footprint of a blob in a focus-centered detector geometry. In the top row, the blob i, in a regular grid (left), in a non-equidistant grid after applying a divergent MVF (center), and in a non-equidistant grid after applying a divergent MVF and a volumedependent adaptation of its footprint (right), are sketched. In the middle row, the corresponding density plots of the footprints of this blob on the detector are shown. In the bottom row, a zoom of the footprint of the blob i on the detector after applying a divergent MVF (left), and after applying a divergent MVF and a volume-dependent adaptation of its footprint (right), are shown. Here, the center of the footprint on the detector is at position [u *
constraint, all the i th grid points have to satisfy the following spatial conditions before and after a MVF is applied:
this means that the three blob-width ratios r x , r y , and r z in Eq. 14, Eq. 15 and Eq. 16 will be always strictly positive, otherwise the given irregular MVF will lead to nonanatomical motions. In short, the divergent MVF can expand or reduce the volume of the blobs but never delete one or more of them.
Motion-compensated image reconstruction with cardiac gated SART
The Simultaneous Algebraic Reconstruction Technique (SART) (Andersen & Kak 1984) is used for investigating the volume-adapted weights calculation. However, this model can be applied to any iterative reconstruction algorithm such as the ART (Gordon et al. 1970) or Maximum Likelihood (Lange & Fessler 1995) methods. The SART is a commonly used modification of ART, which increases the reconstruction speed. Here, an entire cone-beam projection is back projected into the image. In the ART method, the backprojection step of iteration n, the difference between the calculated projection,p j (n) , and the measured projection, p j , is used to update the coefficient, µ (n) i using the following equation
where the relaxation parameter, 0 < λ n < 2, controls the speed of convergence. Here, the backprojection does not have a voxel-dependent contribution that scales with the distance of a voxel to the source and detector, or with the voxel volume. The weights, a ji , are chosen to be
In helical cone-beam CT, projections are usually truncated in the direction of the rotation axis (Kudo et al. 1998 ). This truncation leads to artifacts in iterative helical cardiac cone-beam reconstructions. The problem can be solved by introducing an aperture weight, w a j , for each detector pixel, j, in the back projection as has been used for FBP reconstructions (Koken & Grass 2006) . The aperture weighting function is the same for all projections and only depends on the distance of a detector pixel, j, from the XY -plane defined by the source position. For the reconstructions presented in this article, a cos 2 aperture weighting function is used, which reads
where H is the height of a detector pixel, z
is the axial coordinate of the detector end in the positive (negative) axial direction, z j is the axial coordinate of the detector pixel j, and q is the number of rows on each side that are furnished with an aperture weight. An example of the aperture weight of a blob on the rotation axis is shown in Fig. 4 .
If an iterative cardiac-gated reconstruction has to be performed, an additional cardiac gating window weight, w c j , is introduced for each projection p j , in the reconstruction algorithm in order to select data belonging to the same heart phase. A list of N r R-peaks at time points φ R k is determined from the patient's electrocardiogram (ECG) recorded synchronously with the projection data, these time points are converted to the corresponding projection indexes that were recorded at these points of time. From the list of R-peaks, the centers φ P k of the gating windows, the so-called phase points, can be determined using, for example, a fixed percentage P ∈ [0, 1) of the RR-interval. The same percentage is used for all heart cycles (Fig. 4) .
N p = N r − 1 phase points are obtained. A gating function with a width w k is centered at each phase point φ the temporal resolution. It can be used to balance motion blurring, SNR, and artifact level.
In this paper, an optimized window width (Nielsen et al. 2005 ) is used. It guarantees an optimal temporal resolution since only the data from the smallest possible gating window around a phase point are used for the reconstruction. The effect of various gating function shapes on the images quality has been investigated in (Nielsen et al. 2005) . For the 3D reconstructions presented in this article, a rectangle with smooth edges (bump shape) is used for the cardiac-gated reconstructions, and reads
j is the index of a projection, ν∈ [0, 1], the bump shape has non-zero values on an interval of (1 + ν) w k . Where w k is the full width at half maximum of the bump shape. For all heart cycles, the cardiac weighting function w c j can be written as
One update of the SART algorithm requires to sum simultaneously over all the projections in one subset S m . The projections in the subsets have a constant angular increment inside each gating window, and the order of the subsets is determined randomly. A random sequence is used because it was found to perform very similar to more sophisticated ordering schemes like the one proposed in (Herman & Meyer 1993) . With the selection of ordered subsets, and using the cardiac and the aperture weighting functions shown above, the SART method becomes a gated aperture weighted SART (gated AWSART) method, which can be written as In our experiments the bump 0.4 shape has been used, because this shape gives little motion blurring while suppressing streaks efficiently at the same time (Nielsen et al. 2005 ).
Software phantoms and simulations
In order to demonstrate the feasibility of the MC iterative reconstruction with the proposed volume-dependent footprint calculation, two phantoms are subjected to three different motion trajectories. The first phantom consists of a bone sphere inside a bigger concentric water sphere, the center of the spheres is placed at the origin. Instead, the second phantom consists of two concentric bone spheres with different radius and absorption density, placed inside a bigger water sphere. For the first phantom, two different motion model are used. The two applied trajectories are a cyclic diagonal translation of the two spheres ( Fig. 5(a) ), i.e., all the grid points move identically along a diagonal in all directions in space, so a divergence free MVF is produced; and a cyclic change of the radius of the bone sphere (Fig. 5(b) ), i.e., the total volume stays constant, but the water and bone sphere volume depend on time. This second motion leads to a divergent MVF. The phantom with cyclic diagonal translation of the two spheres ( Fig. 5(a) ) is an approximation of the cardiac motion of the coronary arteries which is dominated by a 3D translation (Fig. 6(a) ). While the phantom with the cyclic change of the radius of the bone sphere (Fig. 5(b) ) is an approximation of the volume of contrast agent change within a chamber of the heart (Fig. 6(b) ). Finally, for the second phantom a more complex asymmetric motion trajectory is applied. It consists to a cyclic diagonal translation of the two inner bone spheres, with a contemporaneous cyclic change of the radius of the smaller bone sphere (Fig. 5(c) ). Even this third motion is divergent due to the pulsation motion of the smaller bone sphere. The used cyclic motion-model is a simple sinusoidal movement, and its chosen cycle time corresponds to a heart rate of 64 beats per minute (bpm). The MVF for the three cases are known exactly (in Fig. 7 , the MVF components for the phantom with motion trajectory in Fig. 5 (c) are shown). For the image acquisition, a simulated helical conebeam CT scanner with assumed point-like X-ray source is used. Moreover, the same reconstructions are performed with noisy measurements, and the noisy projection datasets are supplied with a Poisson noise in such a way that a non attenuated ray deposits 3.0 · 10 5 photons per projection angle in each detector element. Finally, the phantoms are reconstructed at a phase point of 25% which is the phase of highest motion. In Table 1 all the phantoms and simulation parameters are summarized. Table 1 . Parameters for the simulations. The d cd describes the distance of the center of rotation from the focus-centered detector.
Results
For reasons of comparison, MC gated AWSART reconstructions with and without the proposed volume-dependent adaptation of the blobs-footprint are performed for the phantoms subject to divergent and divergent-free motion in Fig. 5 , and the results are presented in Fig. 8 and Fig. 9 . Moreover, a reconstruction with the MC aperture weighted cardiac reconstruction (AWCR) method (van Stevendaal, Lorenz et al. 2007 ) is presented as well. The reconstructed images are shown in Fig. 10 and Fig. 11 . In Table 2 and 3, image quality measures of the reconstructed images in Fig. 8 and Fig. 10 are presented. In details, in Table 2 , the mean absolute difference (MAD) and the normalized correlation coefficient (NCC) computed between the phantoms images (at 25% RR) and the reconstructed images with and without the proposed volume-dependent adaptation of the blobs-footprint are presented. These are given as
where µ
Re i
and µ
P h i
represent the absorption coefficients at the i th grid point in the reconstructed images and in the phantom, respectively, andμ = N i=1 µ i /N . A MAD (NCC) close to 0 (100%) means that the two volumes have a very high similarity. Furthermore, even the mean and the standard deviation (STD) values measured inside a homogeneous bone region are shown. In Table 3 , the same image quality measures are computed between the phantoms images (at 25% RR) and the gated AWSART, the gated MC AWSART, and the MC AWCR images are presented. Finally, the results of the reconstructions performed with noisy measurements are shown in Fig. 12 and Fig. 13 Table 2 . In (a), (b), (e), (f), (i) and (j) the images are shown with Level=0 HU and Window=1400 HU, instead in (c), (d), (g), (h), (k) and (l) the same images are shown with Level=0 HU and Window=300 HU.
Discussion
The proposed volume-adapted calculation of weights takes care of the change of the blobs volume. The divergent MVF is incorporated in the model and the images reconstructed are streak artifact free ( Fig. 8(f) ,(h),(j) and (l)). This can also be derived from the line scans presented in Fig. 9 (a) to (f), where the reduction of Hounsfield value variation is visualized for homogeneous phantom areas. In Fig. 8(a) to (d), the images reconstructed with and without the blob-volume adaptation for the case of divergent-free MVF are shown. As discussed before, the divergent-free MVF, does No diverg. (Fig. 5(a) Table 2 . Image quality measures. The mean absolute difference (MAD) and the normalized correlation coefficient (NCC) between the phantoms images and the reconstructed images with (MC gated AWSART) and without (MC gat. AWSARTnvs) the proposed volume-dependent adaptation of the blobsfootprint shown in Fig. 8 are presented, respectively. Furthermore, even the mean and the standard deviation values are calculated inside the red circles in Fig. 8 .
not change the grid geometry, therefore the volume of each blob does not change. Our method of volume-adapted calculation of weights takes care of this, in fact all the compensation factors in Eq. 17, Eq. 18 and Eq. 19 are unity in case of divergent-free MVF applied on the grid. Hence, for phantom subject to divergent-free motion, to use the MC gated AWSART method with or without the proposed scaling of the volume of the blobs will lead to identical image quality results ( Table 2) . The results obtained in the three phantom cases, show, how the iterative MC reconstruction method using the correct motion fields and the proposed volume-adapted blob-footprint calculation Figure 10 . Axial view of the reconstructed images (at 25% phase point) of the phantom subject to a cyclic diagonal translation motion (top row), to a cyclic change of the radius of the bone sphere (middle row), and to a cyclic diagonal translation and pulsation motions (bottom row). On the left side the images are presented with Level=0 HU and Window=1400 HU, while on the right side the same images are presented with Level=0 HU and Window=300 HU. In order, on each row, the images are presented reconstructed with the gated AWSART method (left), the MC gated AWSART method (center), and with the MC AWCR method (right). The red lines indicate the µ-values, which are shown in Fig. 11 . The green circles indicate the homogeneous bone region used for the computation of the image quality measures listed in Table 3 . . Absorption coefficients of the phantom without motion, of the MC AWCR reconstructed image, and of the MC gated AWSART reconstructed image, respectively, along the red lines indicated in Fig. 10 . In figure (a) , the absorption coefficients for the case of the phantom with a cyclic diagonal translation motion are shown, in figure (b), the absorption coefficients for the case of the phantom with a cyclic change of the radius of the bone sphere are shown, while in figure (c) the absorption coefficients for the case of the phantom with a cyclic diagonal translation and a pulsation motions are shown. Table 3 . Image quality measures. The mean absolute difference (MAD) and the normalized correlation coefficient (NCC) between the phantoms images and the gated AWSART, the MC gated AWSART, and the MC AWCR reconstructed images in Fig. 10 are presented, respectively. Furthermore, even the mean and the standard deviation values are calculated inside the green circles in Fig. 10 . allows to obtain almost motion artifact free images (Fig. 10, 11) . Finally, in all the three cases, the quality of the images reconstructed with the MC gated AWSART method is almost identical to the image quality obtained with the MC AWCR method (Table 3 ). Remaining differences can be due to the approximation of the proposed blob-volume adaptation and to the discretization of the MVF used. The differences as slight over-and undershoot at sharp object boundaries is well known in the application of iterative reconstruction methods in X-ray tomography (Zbijewski & Beekman 2004) . Even in case of noisy measurements, the proposed MC iterative reconstruction method shows robust performance and achieves an image quality almost similar to the one obtained with the MC analytical method (Fig. 12, 13 ).
As said in the introduction, a MC image reconstruction is feasible only if a MVF of the moving object is available. In cardiac CT, the exact calculation of the heart's MVF is a non-trivial problem. Even if several cardiac motion estimation methods have been proposed in literature, this issue is still under research (Blondel et al. 2004 , Jandt et al. 2007 , van Stevendaal, Lorenz et al. 2007 , Prümmer et al. 2006 , Taguchi, Segars et al. 2006 . In clinical application, the approximate knowledge of the MVFs could be cause of several inconsistencies in the MC reconstructed images. For example, an erroneous MVF could lead to MC reconstructed images with residual blurring artifacts. Moreover, an incorrect cardiac MVF estimation could lead to MC cardiac images with several unexpected anatomical incongruencies (e.g. broken or misaligned coronary arteries segments). The scope of this paper is to test the correctness and robustness of a novel MC iterative reconstruction method with volume adapted blobs as basis functions by using a given exact MVF. The next step will be the study of proper cardiac MVF estimation methods to apply for MC iterative reconstructions with clinical patient datasets.
Summary
In this paper, we presented a three-dimensional method to reconstruct moving objects from cone-beam X-ray projections using an iterative reconstruction algorithm taking a given MVF into account. For the image representation, adapted blobs are used as basis functions. An efficient method to calculate the line integrals through an adapted blob is proposed to solve the problem of how to compensate for the divergence in the MVF on a grid of basis functions. Two phantoms with three different known motion patterns were reconstructed, with excellent results. The proposed method could be used for the computation of 3D cardiac CT images in heart phases of strong motion. Our future aims are to test this new method with clinical cardiac cases. In order to achieve consistent results, accurate estimation of MVF on clinical data will be required.
