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A multistate local CC2 response method for the calculation of orbital-relaxed first order properties
is presented for ground and electronically excited states. It enables the treatment of excited state
properties including orbital relaxation for extended molecular systems and is a major step on the way
towards analytic gradients with respect to nuclear displacements. The Laplace transform method is
employed to partition the eigenvalue problem and the lambda equations, i.e., the doubles parts of
these equations are inverted on-the-fly, leaving only the corresponding effective singles equations
to be solved iteratively. Furthermore, the state specific local approximations are adaptive. Density-
fitting is utilized to decompose the electron-repulsion integrals. The accuracy of the local approxi-
mation is tested and the efficiency of the new code is demonstrated on the example of an organic
sensitizer for solar-cell applications, which consists of about 100 atoms. © 2013 AIP Publishing
LLC. [http://dx.doi.org/10.1063/1.4818586]
I. INTRODUCTION
Electronically excited states play an important role in var-
ious scientific fields like biochemistry or material science,
yet theoretical studies at a reliable level of ab initio theory
are still very challenging. Time-dependent (TD) response the-
ory is a widely used and general framework providing ac-
cess to excitation energies and other properties of excited
states for various wavefunction approaches: excitation en-
ergies are obtained as a property of the electronic ground
state, namely, as the poles of the frequency-dependent polar-
izability (FDP). The use of TD response theory is well es-
tablished, e.g., in the context of Hartree-Fock (TD-HF), den-
sity functional (TD-DFT),1, 2 or “traditional” Coupled Cluster
theory (TD-CC).3–6 Quite recently, also TD response meth-
ods for non-conventional, variational Coupled Cluster ansätze
have been discussed.7, 8 In the following we focus on TD
response of “traditional” Coupled Cluster theory. Here, the
CC wavefunction ansatz is non-variational, implying that first
an appropriate time-averaged quasienergy Lagrangian has to
be specified,9–11 from which then the linear response func-
tion, i.e., the FDP, is obtained by differentiation (rather than
from the time-averaged quasienergy itself, as for variational
methods). Note that the equation-of-motion Coupled Clus-
ter (EOM-CC) method,12–16 which approaches excited states
from quite a different perspective, nevertheless has close
relationships to TD-CC response; the excitation energies
and relaxed densities of TD-CC response and EOM-CC are
equivalent.
There is a hierarchy of CC models employed in the con-
text of TD-CC response, differing in the level of truncation
a)martin.schuetz@chemie.uni-regensburg.de
of the cluster operator, and in simplifications made in the
CC amplitude equations based on many-body perturbation
theory.17 The computationally cheapest model of this hierar-
chy, which does not neglect dynamical correlation effects, is
the CC2 model:18 amplitudes related to double substitutions
are correct only to first order (with respect to a Møller-Plesset
(MP) partitioning of the Hamiltonian), yet the full exp(T1)
part of the CC ansatz is retained to provide partial orbital
relaxation. The latter is important due to the neglect of ex-
plicit orbital relaxation in the (time-averaged) Lagrangian,
which otherwise would cause fictitious additional poles orig-
inating from the underlying time-dependent Hartree-Fock
solution.6 The CC2 model provides rather accurate results for
excited states, provided that they are dominated by singles
substitutions.
First-order properties of individual excited states are, in
the framework of TD-CC response, obtained as the derivatives
(with respect to the strength of a time-independent pertur-
bation) of the corresponding time-independent excited state
Lagrangians involving the total energy of the related excited
state, i.e., ground-state energy plus corresponding excitation
energy.6 For orbital-relaxed properties these Lagrangians are
augmented by additional conditions related to the orbitals,
such as the Brillouin condition.
Compared to computationally cheap methods like TD-
DFT, canonical TD-CC methods have the disadvantage of a
rather steep scaling of the computational cost with molecu-
lar size N , e.g., canonical TD-CC2 scales as O(N 5). There-
fore, for extended molecular systems TD-DFT might be the
sole applicable method, although it is unreliable and often
fails qualitatively, if charge transfer states, Rydberg states,
or excitations of extended π systems are involved.2, 19, 20 In
order to reduce the computational cost of TD-CC density
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fitting (DF)21–23 can be employed, which factorizes the elec-
tron repulsion integrals. There are highly efficient CC2 and
scaled opposite-spin (SOS) CC2 implementations using this
approach for excited states.24–29 However, DF reduces only
the prefactor, but not the scaling: DF-CC2 still scales as
O(N 5), the approximate DF-SOS-CC2 method as O(N 4).
In order to reduce the scaling further local correlation
methods have been proposed.30–34 The idea is to take advan-
tage of the short-range nature of dynamic correlation in non-
metallic systems. To this end a basis of spatially localized
orbitals, e.g., localized molecular orbitals (LMOs) and pro-
jected atomic orbitals (PAOs) is used to span occupied and
virtual space, respectively.35, 36 Both the LMO pair list and the
(pair specific) virtual spaces can then be restricted, the latter to
subspaces of PAOs (domains). To specify such restrictions a
priori is rather straightforward for calculations of the ground
state amplitudes, but more intricate for eigenvectors of excited
states.30, 32, 37, 38 For example, a certain eigenvector may want
to change in the course of the iterative Davidson diagonaliza-
tion and acquire Rydberg or charge transfer character, if the
virtual space allows for it.
In the local CC2 response method based on the Laplace
transform, denoted as LT-DF-LCC2, the eigenvalue problem,
which determines the excitation energies and the correspond-
ing eigenvectors, can be partitioned by virtue of the Laplace
transform trick along the doubles-doubles-block like in the
canonical basis without losing the sparsity of the quantities in
local basis.32–34 Hence, as in the canonical case, just an effec-
tive eigenvalue problem in the space of the un-truncated sin-
gles determinants has to be solved, and the state specific local
approximations imposed on the doubles part of the eigenvec-
tor do not enter the Davidson diagonalization explicitly. State
specific restricted pair-lists and PAO domains for the dou-
bles part are re-specified in every Davidson-refresh by analy-
sis of the un-truncated doubles part of the actual approxima-
tion to the eigenvector related to diagonal pairs. If two states
come energetically close, the local approximations of these
states are unified. In contrast to previous local CC2 response
methods,30, 31 the LT-DF-LCC2 method therefore is a multi-
state method in the same sense as canonical CC2 is.
LT-DF-LCC2 excitation energies, transition moments,
and orbital-unrelaxed properties were implemented into the
MOLPRO program package39 and enable calculations for ex-
tended molecular systems consisting of hundred or more
atoms.32–34 In the present work the method is extended in so
far that the orbitals are allowed to relax with respect to the
perturbation, i.e., orbital-relaxed first-order properties for the
LT-DF-LCC2 method are presented. This is a major step on
the way to analytic gradients with respect to nuclear displace-
ments for excited states.
This paper is organized as follows: First, the working
equations for the implementation of orbital-relaxed prop-
erties of the ground and singlet and triplet excited states
are derived (Sec. II). The accuracy of the local approx-
imations is then explored and the efficiency of the new
code is demonstrated on the example of 3-(5-(5-(4-(bis(4-
(hexyloxy)phenyl)amino)phenyl)thiophene-2-yl)thiophene-2
-yl)-2-cyanoacrylic acid, an organic sensitizer for solar-cell
applications (Sec. III).
II. THEORY
In the following we employ the Einstein convention,
i.e., repeated indices are implicitly summed up; summa-
tions are only written explicitly, if it is necessary for clarity.
The formalism is derived for an orthonormal basis of molec-
ular orbitals (MOs) and the transformation to the basis of
nonorthogonal PAOs is performed a posteriori, as done in an
earlier paper on the LMP2 gradient.40 The MOs are expanded
in an AO-basis χμ with metric SAOμν = 〈χμ|χν〉,
φp = χμCμp. (1)
The composite coefficient matrix C = (L|Cv) above con-
catenates the LMO coefficient matrix L and the coefficient
matrix of the canonical virtuals Cv. For LMOs and canoni-
cal virtuals we use indices i, j, . . . , and a, b, . . . , respectively.
General molecular orbitals are indexed by m, n, . . . , and PAOs
by r, s, . . . . The coefficient matrix P for the PAOs is given by
Pμr = [CvCv†SAO]μr = [CvQ]μr, (2)
implicitly defining the matrix Q, which transforms from
canonical to PAO basis. For the metric S of the PAOs one
then obtains
S = P†SAOP = Q†Q. (3)
In order to reduce the computational cost density fitting21–23
is employed to decompose the four-index integrals into three-
index objects, i.e.,
(mn|pq) ≈ (mn|P )cPpq, cPpq = (J−1)PQ(Q|pq), (4)
with capital letters P, Q indexing the auxiliary fitting func-
tions. JPQ = (P|Q) is an element of the Coulomb matrix of
the auxiliary fitting functions.
A. Ground state
The CC2 model was proposed by Christiansen et al.18
as an approximation to the CC singles and doubles (CCSD)
model. The CC2 energy is usually calculated as
E0 = 〈0|exp(−T)H exp(T)|0〉
= 〈0| ˆH + [ ˆH,T2]|0〉, (5)
where |0〉 is the Hartree-Fock reference determinant, H is the
Hamiltonian, and T is the cluster operator containing single
and double excitations, i.e.,
T = T1 + T2 = tμ1τμ1 + tμ2τμ2 = t iaτ ai + t ijabτ abij , (6)
with excitation operators τ and related amplitudes t. For sin-
glet substitutions, as they occur for the electronic ground state
and singlet excited states, τ is defined as
τ ai = a†aαaiα + a†aβaiβ, (7)
τ abij =
1
2
(a†aαaiα + a†aβaiβ)(a†bαajα + a†bβajβ),
in terms of the elementary second quantization creation and
annihilation operators a† and a (the compound index iα de-
notes a spin orbital related to a spatial LMO i times spin func-
tion α, etc.). Operators decorated by a hat represent operators
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similarity transformed with the exponent of the singles cluster
operator T1, e.g., ˆH = exp(−T1)H exp(T1).
The CC2 amplitudes are determined by the equations
	μ1 = 〈μ˜1| ˆH + [ ˆH,T2]|0〉 = 0, (8)
	μ2 = 〈μ˜2| ˆH + [F + ˆV0,T2]|0〉 = 0.
〈μ˜1| and 〈μ˜2| are contravariant configuration state functions
projecting onto the singles and doubles manifold,41 F is the
Fock operator, and V0 a time-independent perturbation, which
is already included in H, e.g., an applied electric field. It con-
sists of a Hermitian perturbation operator X describing the
observable and the corresponding perturbation strength 
X,
V0 =
∑
X

XX =
∑
pq
[v0]pqτpq , (9)
with the matrix elements
[v0]pq =
∑
X
Xpq
X. (10)
A consequence of the similarity transformed operators is the
occurrence of dressed integrals,
(mnˆ|pq) = (μν|ρσ )pμmhνnpρphσq, (11)
with the coefficient matrices p and h in LMO/PAO-basis
defined as
pμr = Pμr − Lμit ir ′Sr ′r , pμi = Lμi,
hμr = Pμr, hμi = Lμi + Pμr t ir .
(12)
For the Fock matrix internal and external dressing is distin-
guished. Internal dressing refers to the use of the coefficient
matrices p and h in the contraction with the four-index in-
tegrals inside the Fock matrix,
ˆfμν = hμν + 2pρkhσk
[
(μν|ρσ ) − 1
2
(μρ|σν)
]
. (13)
Internal dressing actually involves contractions with the fluc-
tuation potential (evident, when the exp(−T1)H exp(T1)
transformation is carried out after H is written in normal or-
dered form) and is therefore of first-order. External dressing,
on the other hand, means the use of these coefficient matrices
for the transformation of the Fock matrix to the MO basis and
is of zeroth-order.
In this paper, dressed integrals and other objects contain-
ing such integrals are decorated by a hat. If not explicitly
stated otherwise, ˆfpq implies internal and external dressing.
1. The orbital-unrelaxed Lagrangian
The general local CC2 Lagrangian for the electronic
ground state without orbital relaxation, which was also used
in previous work,31, 33, 34 reads
L′0 = E0 + ˜λ0μi	μi . (14)
It includes the ground state energy E0 and the amplitude equa-
tions . The Lagrangian is required to be stationary with re-
spect to all parameters. Differentiation of L′0 with respect to
the amplitudes t yields the equations for the multipliers ˜λ0,
i.e., the lambda equations
−ηνj = ˜λ0μiAμiνj , (15)
with the Jacobian
Aμiνj =
∂	μi
∂tνj
(16)
and
ηνj =
∂E0
∂tνj
. (17)
Laplace transform is used to partition the ˜λ0 equation sys-
tem (15) such that an effective equation system for only the
singles part has to be solved, similarly as it is done for proper-
ties of excited states (cf. Sec. II.B.1 in Ref. 34). This effective
singles equation system,
−ημ1 = ˜λ0ν1Aν1μ1 + ˜λ0ν2
(
˜λ0ν1
)
Aν2μ1 , (18)
contains the quantity
λ0ν2
(
˜λ0ν1
) = Iλ0ν2 (˜λ0ν1)+ IIλ0ν2 . (19)
The ˜λ0μ are the contravariant ground-state multipliers, i.e.,
˜λir = 12λir and ˜λijrs = 2λijrs − λjirs . (20)
I
λ0ν2 (˜λ0ν1 ) in (19) depends on ˜λ0ν1 , whereas IIλ0ν2 , which is orig-
inating from the l.h.s. η, is independent of ˜λ0ν1 (cf. Eq. (34)
in Ref. 34 and the preceding discussion therein). Iλ0ν2 (˜λ0ν1 )
is identical to the corresponding quantity for excited states
(cf. Eq. (38) in Ref. 34) after replacing the excited state mul-
tipliers ˜λf by ˜λ0. The quantity IIλ0ν2 reads
IIλijrs = −V ijrt V ijsu
(1 + PijPtu)
2
nq∑
q=1
sgn(wq)
×Xvtv′ (q)V †v′vXvuw′(q)V †w′w(kv|P )cPlwXoki(q)Xolj (q),
(21)
with the permutation operator Ppq ,
PpqXpq = Xqp, (22)
the Laplace quadrature points tq, their weights wq , and the
matrices Xv(q) and Xo(q),
Xoij (q) = W †i¯ie(
¯i−
F )tq+
1
4 ln(|wq |)W
¯ij ,
(23)
Xvrs(q) = Q†rae(−
a+
F )tq+
1
4 ln(|wq |)Qas.
The matrix W transforms canonical occupied orbitals
(¯i, ¯j, . . .) to LMOs (i, j, . . . ). The matrix V is a pseudo-inverse
of the PAO metric S. When local approximations are invoked,
V is the pseudo-inverse of the corresponding block of the PAO
metric and thus may be pair-specific. This pair specificity of
the pseudoinverse is explicitly indicated in Eq. (21) and it is
understood that the summation does not run over the repeated
indices i, j. 
p is the energy of orbital p and 
F = (
HOMO
+ 
LUMO)/2 ensures that the individual exponential factors are
always smaller than one (for positive tq). A detailed derivation
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and discussion of the Laplace transformation matrices in Eq.
(23) can be found in Ref. 48.
2. Including orbital relaxation
The general local CC2 Lagrangian for the electronic
ground state including orbital relaxation reads
L0 = L′0 + zloc,0ij rij + z0ai[f + v0]ai
+ x0pq [C†SAOC − 1]pq, (24)
where [f + v0]ai are the occupied-virtual matrix elements
of the perturbed Fock operator [F + V0]. Compared to the
orbital-unrelaxed Lagrangian L′0, L0 contains further con-
ditions, namely, localization, Brillouin, and orthonormality
conditions. The related multipliers are zloc,0ij , z0ai , and x0pq ,
respectively. Note that the multipliers x0pq related to the or-
thogonality condition are redundant, since x0 = x0†. This will
be resolved later. By choosing Pipek-Mezey localization42 the
conditions rij become
rij =
∑
A
[
SAii − SAjj
]
SAij = 0 for all i > j, (25)
with the matrix SA being defined as
SAkl =
∑
μ∈A
∑
ν
[
LμkS
AO
μν Lνl + LμlSAOμν Lνk
]
. (26)
The summation over μ is restricted to basis functions centered
on atom A. Differentiation of L0 with respect to orbital vari-
ations yields the z-vector equations, from which the multipli-
ers z0, zloc,0, and x0 are obtained (vide infra).40 Differentiation
with respect to the strength 
X of the perturbation V0 finally
yields the orbital-relaxed property 〈X〉rel0 , e.g., the orbital-
relaxed dipole moment in case of an electric field, which
generally can be written as the trace of density matrix, back-
transformed to AO basis, with the integrals XAOμν = 〈χμ|X|χν〉
representing the operator X in the AO basis, i.e., as
〈X〉rel0 = tr
[
XAO
(D0AO + z0AO)] . (27)
z0AO are the multipliers for the Brillouin condition transformed
to AO basis and the explicit form of the densityD0AO is derived
in Sec. II D.
The derivation of the z-vector equations for the multipli-
ers z0, zloc,0, and x0 proceeds in an analogous way as for the
LMP2 gradient:40, 43 the variations of the orbitals in the pres-
ence of the perturbation V0 are described by the coefficient
matrix
Cμp(V0) = Cμq(0)Oqp(V0), (28)
where C(0) are the coefficients of the optimized orbitals with-
out perturbation and the matrix O(V0) describes the rotation
of the orbitals caused by V0, with O(0) = 1.
The derivative of the Lagrangian with respect to the vari-
ation can be partitioned into four contributions,(
∂L0
∂Opq
)
V=0
= [B0 + ˜B(z0) + b(zloc,0) + 2x0]pq, (29)
with
[B0]pq =
(
∂
∂Opq
L′0
)
V=0
,
[ ˜B(z0)]pq =
(
∂
∂Opq
z0aifai
)
V=0
, (30)
[b(zloc,0)]pi =
(
∂
∂Opi
z
loc,0
kl rkl
)
V=0
.
B0, ˜B(z0), and b(zloc,0) were denoted as A, ˜A, and a(zloc),
respectively, in Ref. 40, but in this publication A is already
reserved for the CC2 Jacobian (cf. Sec. II B). The stationar-
ity of L0 with respect to orbital variations, and the relation
x0 = x0† are exploited to obtain the linear z-vector equations,
(1 − Ppq)[B0 + ˜B(z0) + b(zloc,0)]pq = 0, (31)
from which z0 and zloc,0 are obtained. The matrix x0, which is
only needed for the gradient with respect to nuclear displace-
ments, i.e., when the basis functions are affected by V0, can
then be expressed as
x0pq = −
1
4
(1 + Ppq)[B0 + ˜B(z0) + b(zloc,0)]pq . (32)
As shown in Ref. 40, the z-vector equations (31) can be
further decoupled into the Z-CPL (coupled perturbed lo-
calization), and the Z-CPHF (coupled perturbed Hartree-
Fock) equations. The former have to be solved first, since
the solutions of the Z-CPL equations, the zloc,0, do appear
in the Z-CPHF equations, which, in turn, determine the z0
multipliers.
The quantities ˜B(z0) and b(zloc,0) appearing in Eqs. (31)
and (32) are identical to the quantities ˜A and a(zloc) given
explicitly in Eqs. (29) and (39), respectively, of Ref. 40. For
the quantity B0 one obtains after differentiation according to
Eq. (30)
B0pq = CμpB0μi + CμpB0μrQra + CμpSAOμρ δρrB0rνCvνa, (33)
where the intermediates B0μi and B0μr are simply the partial
derivatives of L′0 with respect to Opq for q = i and q = r,
respectively. The third term involving B0rν originates from
the dependence of the multipliers and amplitudes in the lo-
cal basis on the coefficients C via the transformation matrix
Q = Cv†SAO, i.e.,
CμpS
AO
μρ δρrB
0
rνC
v
νa =
∑
μi
[(
∂L′0
∂ ˜λ0μi
)(
∂ ˜λ0μi
∂Opq
)]
V=0
+
∑
μi
[(
∂L′0
∂tμi
)(
∂tμi
∂Opq
)]
V=0
, (34)
with ˜λ0μi and tμi representing zeroth order multipliers and
ground state amplitudes related to singles (i = 1) and dou-
bles (i = 2) substitutions, respectively, in local occupied and
canonical virtual orbital basis, e.g., tμ2 ≡ t ijab. The derivatives
with respect to multipliers and amplitudes in Eq. (34) vanish
only for the singles substitutions, which are not restricted to
domains. The working equations for the B0μi , B0μr , and B0rν are
derived in Appendix A.
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B. Singlet excited states
Details about the calculation of excited state properties
without orbital relaxation using the LT-DF-LCC2 method
were presented earlier.33, 34 To obtain excitation energies and
properties of an excited state f the left and right eigenvalue
equations for the Jacobian A,
ARf = ωf MRf and ˜Lf A = ωf ˜Lf M, (35)
have to be solved to obtain the contravariant left eigenvector
˜Lf and the covariant right eigenvector Rf (the matrix M is
their metric). The resulting eigenvalues ω are the excitation
energies of the system. The CC2 Jacobian for singlet states
takes the form
Aμiνj =
( 〈μ˜1|[ ˆH, τν1 ](1 + T2)|0〉 〈μ˜1|[ ˆH, τν2 ]|0〉
〈μ˜2|[ ˆH, τν1 ]|0〉 〈μ˜2|[F + ˆV0, τν2 ]|0〉
)
,
(36)
and the local CC2 Lagrangian for excited states including or-
bital relaxation can be expressed as
Lf ′ = E0 + ˜Lf ARf + ˜λf ′μi	μi
−ωf [ ˜Lf MRf − 1] + zloc,f
′
ij rij
+ zf ′ai [f + v0]ai + xf
′
pq[C†SAOC − 1]pq . (37)
The sum of the first two terms represents the energy of the ex-
cited state f, the third term is the condition for the ground state
amplitudes. The fourth term enforces the orthogonality of left
and right eigenvector and the remaining terms represent the
localization, Brillouin, and orbital-orthogonality conditions,
respectively. The ground state quantities are calculated only
once in the beginning, thus only the difference to the ground
state (Lf = Lf ′ − L0) has to be considered for the excited
states. The corresponding Lagrange multipliers are defined as
˜λf = ˜λf ′ − ˜λ0, xf = xf ′ − x0,
(38)
zf = zf ′ − z0, zloc,f = zloc,f ′ − zloc,0.
For the sake of clarity the state index f is omitted for L, R,
and ω in the following. Differentiation of the Lagrangian Lf
with respect to the amplitudes t yields the equation for the
multipliers ˜λf , for the working equations we refer to Ref. 33.
Furthermore, analogously to the ground state, stationarity of
Lf with respect to orbital variations, i.e.,
0 =
(
∂
∂Opq
[
˜LAR + ˜λfμi	μi − ω[ ˜LMR − 1]
+ zloc,fij rij + zfai[f + v0]ai
+ xfpq [C†SC − 1]pq
])
V=0
, (39)
yields the z-vector equations,
0 = (1 − Ppq)[Bf + ˜B(zf) + b(zloc,f)]pq, (40)
which corresponds to Eq. (31) for the ground state, and a set of
equations corresponding to Eq. (32). Equation (40) again de-
couples in the Z-CPL equations determining zloc,f, and the Z-
CPHF equations determining zf. Apart from a different right-
hand side these equations are equivalent to those of the ground
state. In Eq. (40) the quantities ˜B(zf) and b(zloc,f) are defined
according to Eq. (30), and
Bfpq =
(
∂
∂Opq
( ˜LAR + ˜λfμi	μi − ω( ˜LMR − 1))
)
V=0
= CμpBfμi + CμpBfμrQra + CμpSAOμρ δρrBfrνCvνa. (41)
The working equations for the intermediates Bfμi , B
f
μr , and
B
f
rν in local basis are provided in Appendix B. Analogously
to the ground state, Bfμi and B
f
μr are the direct partial deriva-
tives with respect to Opq for q = i and q = r, respectively. The
term including Bfrν arises from the dependence of the doubles
amplitudes, eigenvectors, and Lagrange multipliers on the or-
bital variation (cf. Eq. (34) for the ground state case).
Orbital-relaxed properties, e.g., the dipole moment, are
obtained by differentiation of the Lagrangian Lf ′ with respect
to the perturbation strength 
x, yielding
〈X〉relf ′ = 〈X〉rel0 + 〈X〉relf , with
〈X〉relf = ˜λf ξX + ˜LAXR + zfaiXai (42)
= tr
[
XAO
(
DfAO + zfAO
)]
,
AXμiνj =
∂Aμiνj
∂
X
, and ξXμi =
∂	μi
∂
X
. (43)
〈X〉rel0 is calculated according to Eq. (27), and the explicit ex-
pression for the density DfAO is given in Sec. II D.
C. Triplet excited states
Triplet states for canonical CC2 response were intro-
duced in Ref. 26, and later also implemented in the frame-
work of the LT-DF-LCC2 method.34 For triplet substitutions
the excitation operators τ are defined as
τ ai = a†aαaiα − a†aβaiβ, (44)
τ abij = (a†aαaiα − a†aβaiβ)(a†bαajα + a†bβajβ).
Contrary to the singlet case the triplet double substitution op-
erators have no permutational symmetry (τ abij = τ baji ), but they
are linearly dependent according to
τ abij + τ baji + τ abji + τ baij = 0. (45)
To get rid of these redundancies symmetrized operators of the
form
(+)
τ abij = τ abij + τ baji , ∀a > b, i > j and (46)
(−)
τ abij = τ abij − τ baji , ∀(ai) > (bj )
are introduced, which fulfill the symmetry relations
(+)
τ abij =
(+)
τ baji = −
(+)
τ baij = −
(+)
τ abji , (47)
(−)
τ abij = −
(−)
τ baji .
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Thus, symmetrized doubly excited ket and bra configura-
tion state functions for triplet states are defined as
∣∣ (+)abij 〉 = (+)τ abij |0〉, ∣∣ (−)abij 〉 = (−)τ abij |0〉,
(48)〈 (+)
˜abij
∣∣ = 1
8
〈0|( (+)τ abij )†, 〈 (−)˜abij ∣∣ = 18 〈0|
( (−)
τ abij
)†
,
and triplet singles and doubles cluster operators U1 and U2 as
U1 =
∑
ia
uiaτ
a
i ,
(49)
U2 =
∑
a>b,i>j
(+)
U
ij
ab
(+)
τ abij +
∑
(ai)>(bj )
(−)
U
ij
ab
(−)
τ abij .
The Jacobian A in Eq. (37) takes for triplet excited states the
form
Aμiνj =
⎛
⎜⎜⎜⎜⎝
〈μ˜1|[ ˆH, τν1 ](1 + T2)|0〉 〈μ˜1|[ ˆH,
(+)
τν2 ]|0〉 〈μ˜1|[ ˆH,
(−)
τν2 ]|0〉
〈
(+)
μ˜2|[ ˆH, τν1 ]|0〉 〈
(+)
μ˜2|[F + ˆV0, (+)τν2 ]|0〉 0
〈
(−)
μ˜2|[ ˆH, τν1 ]|0〉 0 〈
(−)
μ˜2|[F + ˆV0, (−)τν2 ]|0〉
⎞
⎟⎟⎟⎟⎠ . (50)
Recall that the cluster operator T refers to the ground state
and therefore contains singlet excitation operators. First or-
der orbital-relaxed properties are calculated according to
Eq. (42), but with the corresponding density matrix DfAO for
triplet states, which is given explicitly in Sec. II D.
The quantity Bf for the z-vector equations (Eq. (40)) is
obtained according to Eq. (41) with intermediates Bfμi , Bfμr ,
and Bfrν as defined in Appendix C. The term including Bfrν
again arises from the dependence of the doubles quantities
on the orbital variation via the transformation matrix Q, in
analogy to Eq. (34) for the ground state case.
D. Orbital-relaxed densities
In the following the individual density matrices are given
explicitly in the LMO/PAO basis, i.e., after transformation
from canonical virtuals to PAOs.
For the orbital-relaxed case the term F + ˆV0 in the
commutator of the doubles amplitude equation 	μ2 (8)
simplifies to F + V0, i.e., the dressed time-independent
perturbation has to be replaced by the undressed one. The
reason for this is the explicit inclusion of the Brillouin condi-
tion in the Lagrangian (cf. Eqs. (24) and (37)). Consequently,
the occupied-virtual matrix elements [f + v0]ia, which occur
in the external dressing of the internal-internal and external-
external blocks [ˆf + vˆ0]ij and [ˆf + vˆ0]ab in the commutator of
the 	μ2 equation, are zero. Note that the related F operator
is neither externally nor internally dressed (unlike the ˆF in-
cluded in the operators ˆH), since only the external dressing
is of zeroth-order, while the internal dressing of ˆF is of first-
order (vide supra) and therefore neglected in the CC2 	μ2
equation.
Having F + V0 instead of F + ˆV0 in the 	μ2 equa-
tion implies that the density matrices are generally differ-
ent to those of the orbital-unrelaxed case and consist of an
“undressed” part D, and a “dressed” part ˆD. D originates
from the term involving the bare V0 operator in the 	μ2
condition of the Lagrangian and transforms to the AO basis
via the ordinary LMO and PAO coefficient matrices L and
P, which are concatenated in the combined coefficient ma-
trix Cloc = (L|P). ˆD, on the other hand, originates from the
terms in the Lagrangian involving the similarity transformed
ˆV0 (via ˆH) and transforms to AO basis via the coefficient ma-
trices p and h defined in Eq. (12). Hence, generally, the
orbital-relaxed density matrices in AO basisDAO are obtained
as
Dμν = C locμpDpqC locνq + pμp ˆDpqhνq . (51)
In the orbital-unrelaxed case only the similarity transformed
perturbation ˆV0 occurs and thus the first term in Eq. (51) is
dropped.
The first density matrix D0AO, needed for the evaluation
of ground state properties 〈X〉rel0 according to Eq. (27), is cal-
culated via (51) with
D0pq = 2(δpiδqi + δprδqi t ir ) +Dξpq(λ0), ˆD0pq = ˆDξpq(λ0),
with Dξij (λ0) = −2˜λjk,0rs ′ Sr ′r t ikr ′sSs ′s ,
Dξrs(λ0) = 2˜λkl,0st ′ St ′t t klrt ,
Dξri(λ0) = Dξir (λ0) = 0, (52)
ˆDξir (λ0) = ˜λi,0r ,
ˆDξri(λ0) = ˜λk,0s ′ Ss ′s t˜ ikrs ,
ˆDξrs(λ0) = ˆDξij (λ0) = 0.
In contrast, for the orbital-unrelaxed case, all submatri-
ces of Dξpq(λ0) are added to the corresponding submatri-
ces of ˆDξpq(λ0), and the first term in Eq. (51) is dropped
(cf. Eqs. (30) and (26) in Ref. 31).
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The density Df for properties of singlet excited states
(cf. Eq. (42)) accordingly is
Dfpq = Dξpq(λf ) + Dηpq, ˆDfpq = ˆDξpq(λf ) + ˆDηpq,
with Dηij = −2Srr ′ ˜Likr ′s ′Ss ′sRjkrs ,
Dηrs = 2 ˜LijstStt ′Rijrt ′ ,
Dηir = Dηri = 0, (53)
ˆDηij = − ˜Lir ′Sr ′rRjr ,
ˆDηrs = ˜LisRir ,
ˆDηir = 0,
ˆDηri = ˜Ljs ′Ss ′s ˜Rjisr ,
and ˜Rijrs = 2Rijrs − Rjirs . Dξ (λf ) and ˆDξ (λf ) are defined ac-
cording to Eq. (52). DfAO again is obtained via Eq. (51). The
sum of the Dη and the ˆDη matrix is not identical to the
corresponding density matrix for the orbital-unrelaxed case
(cf. Eqs. (35) and (27) in Ref. 31). In particular, there are no
terms involving the ground state doubles amplitudes in the
ˆDηri block in the orbital-relaxed case, due to the absence of the
second term in the Aμ2ν1 block of the CC2 Jacobian as spec-
ified in Eq. (7) of Ref. 31, which, in turn, is again caused by
the presence of the bare rather than the similarity transformed
V0 operator in the 	μ2 equation (vide supra).
For properties of triplet excited states the density matri-
ces Df , ˆDf , Dξ (λf ), and ˆDξ (λf ) are identically defined as
for the singlet states, but Dη and ˆDη are different, i.e.,
Dηij = −Srr ′Sss ′
( (+)
˜Likr ′s ′
(+)
Rjkrs + 2
(−)
˜Likr ′s ′
(−)
Rjkrs
)
,
Dηrs = Stt ′
( (+)
˜L
ij
st ′
(+)
R
ij
rt + 2
(−)
˜L
ij
st ′
(−)
R
ij
rt
)
,
Dηir = Dηri = 0,
ˆDηij = − ˜Lir ′Sr ′rRjr , (54)
ˆDηrs = ˜LisRir ,
ˆDηir = 0,
ˆDηri = ˜Ljs ′Sss ′ ¯Rjisr ,
with ¯Rijrs = 2(
(+)
R
ij
rs +
(−)
R
ij
rs). DfAO again is obtained via Eq. (51).
As for singlet excited states the sum of the Dη and the ˆDη
matrix is not identical to the corresponding density matrix for
the orbital-unrelaxed case, Eq. (43) in Ref. 34; the terms in-
volving the ground state doubles amplitudes in the ˆDηri block
are absent, as above.
III. TEST CALCULATIONS
Orbital-relaxed first order properties for ground and ex-
cited states have been implemented in the MOLPRO program
package.44 Most of the relevant routines are parallelized based
on a shared file approach. As already discussed earlier, a
shared file approach can cause a bottleneck beyond 8–16
cores, depending on the efficiency of the input/output (I/O)
subsystem.34 The correctness of the code was verified by
comparing the results of our program using untruncated pair
lists and full domains to the corresponding canonical results
obtained with the TURBOMOLE program,25, 27, 28, 45 and to nu-
merical results obtained from finite differences.
The accuracy of the local approximations introduced by
restricted pair lists and domains is analysed by comparing lo-
cal and canonical results for the same test set of molecules
and excited states as used previously.32–34 The cc-pVDZ and
aug-cc-pVDZ AO basis sets46 are employed together with
the related fitting basis sets optimized for DF-MP2.47 In cal-
culations employing the aug-cc-pVDZ basis, the contribu-
tions of the most diffuse functions of each angular momen-
tum are discarded in the Pipek-Mezey localization procedure
(cpldel=1 option in MOLPRO).42 This is generally advis-
able to achieve better localization of the LMOs for basis sets
with diffuse functions.
In all calculations presented here, three Laplace quadra-
ture points (LP) were used. For orbital-unrelaxed properties
it was already demonstrated in earlier publications that three
LPs provide sufficient accuracy.32, 34 In the course of this work
this was also verified for orbital-relaxed properties by com-
paring for some test molecules and states calculations per-
formed with three and five LPs. It turned out that for both ba-
sis sets the effect of this increase in the number of LPs is typ-
ically between one and two orders of magnitude smaller than
the error introduced by the local approximation, very similar
as for orbital-unrelaxed properties.
A. Approximate Lagrangians for LT-DF-LCC2
As discussed in detail in Ref. 48 for the LT-LMP2 method
the Lagrangians in Eqs. (24) and (37) are not the proper en-
ergy Lagrangians, if the Laplace transformation is employed,
but just approximations to it, while the proper LT-DF-LCC2
Lagrangians are impractical (cf. Eq. (27) in Ref. 48 and the re-
lated discussion). Yet the errors introduced by the use of these
approximate Lagrangians without further conditions turned
out to be small for the LT-LMP2 method and the properties
were even slightly closer to the canonical reference than the
ones calculated with the standard LMP2 method.
Here, we explore the effect of these approximate
Lagrangians on the CC2 orbital-relaxed ground state dipole
moments. For the ground state properties the Laplace trans-
form is used to partition the ˜λ0 equation system as dis-
cussed in Sec. II A, Eqs. (15)–(21). Table I lists the
z-component of the CC2 ground state dipole moment,
calculated in the cc-pVDZ basis using standard domains
(iext=0) and extended domains (iext=1, cf. Sec. III B),
for several molecules. Results for the analytical canoni-
cal and local methods without (DF-LCC230, 31) and with
Laplace transform (LT-DF-LCC2) are compared, and also the
corresponding numerical results from finite difference calcu-
lations are included. As can be seen, analytical and numer-
ical results differ slightly (by up to 0.002 a.u.) for LT-DF-
LCC2, while they are identical for DF-LCC2. A similar effect
is observed also for excited states. One can therefore
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TABLE I. The z-component (in a.u.) of the orbital-relaxed ground state dipole moment vector is shown for several molecules. Analytical canonical results are
shown together with analytical and numerical local results obtained with the DF-LCC2 and the LT-DF-LCC2 method.
iext=0 iext=1
Can. DF-LCC2 LT-DF-LCC2 DF-LCC2 LT-DF-LCC2
An. An. Num. An. Num. An. Num. An. Num.
DMABN 2.895 2.875 2.875 2.875 2.875 2.891 2.891 2.890 2.891
HPA 0.345 0.360 0.360 0.358 0.360 0.347 0.347 0.347 0.347
Propanamide − 1.305 − 1.311 − 1.311 − 1.310 − 1.311 − 1.305 − 1.305 − 1.305 − 1.305
trans-urocanic acid 1.923 1.934 1.934 1.934 1.934 1.921 1.921 1.922 1.921
conclude that the use of the approximate Lagrangians,
Eqs. (24) and (37), for LT-DF-LCC2 is uncritical for the cal-
culation of first-order properties.
For geometry optimizations the effect of the approxi-
mate Lagrangians is expected to be larger. At the moment
an optimization routine based on the presented work is de-
veloped, which combines the advantages of DF-LCC2 and
LT-DF-LCC2.
B. Pair approximations and domains
For the ground state the truncation of the LMO pair lists
depends solely on the respective LMO interorbital distance
Rg. For excited states, on the other hand, adaptive pair lists
are employed, as explained in detail in Sec. II C of Ref. 32: a
set of important LMOs is determined for each individual state
(specified by threshold κe = 0.999) and state-specific pair lists
are determined from the list of these important orbitals. Such
a pair list, corresponding to a certain excited state, comprises
all pairs of important LMOs related to that state, and all other
pairs up to a certain LMO interorbital distance Rex. Moreover,
all pairs from the ground state list are also included.
In order to find reliable values for Rg and Rex, various
calculations with different pair truncations were performed
employing the cc-pVDZ basis set for some molecules from
the test set. Table II compiles the norm of the ground state
canonical dipole moment vector, and for the two lowest sin-
glet and triplet excited states the norm of the canonical dipole
moment difference vector (excited state minus ground state
dipole moment), all without and with orbital relaxation. Fur-
thermore, the relative error of the corresponding local calcu-
lation is given as the ratio of the norm of the difference vector
(canonical minus local), and the norm of the canonical vector.
The ratios of the lengths of truncated and full pair lists are
also given in Table II.
In previous work devoted to orbital-unrelaxed first-order
properties pair list specifications of Rg/Rex = 10/5 bohr were
usually employed. In Table II, we compare orbital-unrelaxed
and relaxed results for pair lists determined by Rg/Rex = 10/5,
5/3, and 15/10 bohr.
Rg affects the excited state properties through the ground
state amplitudes tμ2 and multipliers ˜λ0μ2 , which are restricted
to the ground state pair lists and domains. The left and right
eigenvectors ˜Lμ2 and Rμ2 are restricted to the excited state
TABLE II. Norms (in a.u.) of the canonical ground state dipole vector |μ0| and the canonical dipole difference vectors of the excited states |μf| without orbital
relaxation are shown in column |μcan|. The corresponding orbital-relaxed quantities are labeled by the index rel. The results for the local calculations with the
pair lists criterion combinations 5/3, 10/5, and 15/10 are given as the ratio of the norm of the difference vector (canonical minus local) relative to the canonical
value |δμ|/|μcan| in %. The last three columns contain the percentage of included pairs.
|δμ|/|μcan| |δμrel |/|μcanrel | Included pairs
State |μcan| 5/3 10/5 15/10 |μcanrel | 5/3 10/5 15/10 5/3 10/5 15/10
β-Dipeptide S0 0.423 3.1 0.6 0.5 0.415 2.3 0.3 0.3 57 85 98
S1 0.388 23.9 23.7 23.5 0.262 30.3 29.9 29.9 76 87 100
S2 0.760 3.1 3.6 3.9 0.607 3.5 3.2 3.1 71 85 98
T1 0.436 12.1 11.8 11.6 0.328 13.3 13.0 13.0 78 92 100
T2 0.366 9.3 9.1 8.2 0.355 8.4 7.8 7.4 74 86 99
HPA S0 0.734 3.2 1.1 0.6 0.756 2.7 0.7 0.4 57 82 98
S1 0.242 3.9 1.9 2.5 0.203 1.4 2.7 3.6 77 87 100
S2 0.624 7.8 6.2 5.4 0.507 8.3 6.0 5.4 77 86 99
T1 0.109 13.4 4.2 5.0 0.091 9.3 3.6 4.9 77 91 100
T2 0.332 5.3 1.7 1.3 0.293 2.9 1.2 0.6 74 86 100
trans-urocanic S0 1.904 0.6 0.2 0.1 1.935 0.8 0.1 <0.1 66 92 100
acid S1 2.310 2.0 0.4 0.4 1.990 1.4 0.8 0.8 92 100 100
S2 2.261 0.7 1.4 1.6 2.104 2.2 2.0 2.0 100 100 100
T1 0.385 0.9 0.6 0.4 0.340 6.6 0.7 0.3 99 100 100
T2 0.312 18.6 3.1 2.1 0.326 12.9 1.5 0.6 90 97 100
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TABLE III. Norms (in a.u.) of the canonical ground state dipole vector |μ0| and the canonical dipole difference vectors of the excited states |μf| without orbital
relaxation are shown in column |μcan|. The corresponding orbital-relaxed quantities are labeled by the index rel. The results for the local calculations using
the default domains (iext=0) and the domains, which are extended by the nearest neighbours (iext=1), are given as the ratio of the norm of the difference
vector (canonical minus local) relative to the canonical value |δμ|/|μcan| in %. The last two columns contain the ratio (local vs. canonical) of the number of
unique elements of the doubles quantities for the calculations in %.
|δμ|/|μcan| |δμrel |/|μcanrel | Doubles ratio
State |μcan| iext=0 iext=1 |μcanrel | iext=0 iext=1 iext=0 iext=1
β-Dipeptide S0 0.423 3.8 0.6 0.415 2.6 0.3 7 31
S1 0.388 26.7 23.7 0.262 34.0 29.9 22 41
S2 0.760 5.3 3.6 0.607 5.7 3.2 11 36
T1 0.436 13.4 11.8 0.328 14.9 13.0 25 47
T2 0.366 26.6 9.1 0.355 23.2 7.8 17 39
HPA S0 0.734 5.8 1.1 0.756 2.8 0.7 7 32
S1 0.242 2.5 1.9 0.203 3.1 2.7 25 46
S2 0.624 8.1 6.2 0.507 7.6 6.0 21 44
T1 0.109 13.9 4.2 0.091 10.3 3.6 23 47
T2 0.332 4.2 1.7 0.293 2.0 1.2 23 44
trans-urocanic S0 1.904 1.6 0.2 1.935 0.6 0.1 15 55
acid S1 2.310 2.7 0.4 1.990 2.3 0.8 32 70
S2 2.261 1.1 1.4 2.104 2.1 2.0 50 76
T1 0.385 6.0 0.6 0.340 0.8 0.7 41 71
T2 0.312 21.7 3.1 0.326 12.2 1.5 52 75
pair lists and domains, which also contain the ground state
pair lists and domains.
As is evident from Table II, the errors clearly become
smaller when going from 5/3 to longer pair lists. Yet already
10/5 provides sufficiently accurate results, whereas 15/10
shows no substantial further improvement, but already pro-
duces very long pair lists. Note that the results for state S2 of
trans-urocanic acid with different Rg/Rex differ due to differ-
ent ground-state pair lists, while the excited state pair list is
full in all three cases.
Overall, the effect of pair list truncation is very similar
for the orbital-relaxed and unrelaxed case, and the default set-
tings already used previously of Rg/Rex = 10/5 bohr appears
to be a good choice, which will be employed in all further
calculations of the present work.
The domains for the ground state truncating the pair-
specific virtual space are built by using the Boughton Pulay
(BP) procedure with a criterion of 0.98.49 The excited state
domains are obtained in an adaptive procedure as explained
in detail in Sec. II C of Ref. 32. The orbital domains are de-
termined by specifying an ordered list of important centers
for each important LMO. The ground state domains then are
augmented with further centers from this list until a threshold
of 0.98 is reached by the least-squares optimization procedure
introduced in Sec. II C of Ref. 32.
As discussed earlier, such domains are appropriate for the
calculation of excitation energies, but for orbital-unrelaxed
properties it was observed that augmenting these domains by
further centers leads to significantly improved accuracy. Such
extended domains can be constructed by, e.g., adding further
centers to the BP ground state domain, which are separated by
not more than one bond from the closest atom in the original
BP domain (iext=1 option in MOLPRO).
In order to investigate this aspect also for orbital-
relaxed properties, calculations with default (iext=0) and
augmented (iext=1) domains were performed for some
molecules of the test set in the cc-pVDZ basis. Table III com-
piles the norm of the canonical dipole moment vector for
the ground state, and the canonical dipole moment difference
vector μf (excited state minus ground state dipole moment)
for the two lowest lying singlet and triplet excited states of
these molecules, along with the relative errors of the local
method employing iext=0 and iext=1, respectively. Fur-
thermore, the ratios local/canonical of the number of unique
elements of the doubles vector of the ground state amplitudes,
and excited state eigenvectors, respectively, are shown.
Again the behavior of orbital-unrelaxed and relaxed
properties is very similar. For some of the states the iext=0
and iext=1 results are very similar, but there are some cases
like the T2 state of the trans-urocanic acid molecule, where
the domain extension leads to a drastic improvement of the
accuracy. It is therefore recommended to use extended do-
mains also in calculations of orbital-relaxed properties. For
all remaining calculations presented in this contribution the
iext=1 option was employed.
C. Accuracy of the local approximations
As already mentioned above, the accuracy of the local ap-
proximations was checked by comparing local and canonical
calculations for a set of test molecules and excited singlet and
triplet states already used in previous work.32–34 The orbital-
unrelaxed dipole moments differ from the ones published in
Refs. 33 and 34 because of a lower convergence threshold for
the ground state (default convergence threshold for gradients),
which was employed in the present calculations.
Table IV compiles the norms of the orbital-unrelaxed
and relaxed canonical reference dipole moments for the
ground state and the two lowest singlet and triplet states
of these molecules, along with deviations of the local
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TABLE IV. Column |μcan| shows the norms (in a.u.) of the orbital-unrelaxed canonical ground state dipole vector |μ0| and for the individual excited states
the corresponding difference vectors |μf| (with respect to |μ0|). Similarly, column |μcanrel | contains the related orbital-relaxed values. The results of the local
calculations are given as the ratio of the norm of the difference vector (canonical minus local) relative to the canonical norm, |δμ|/|μcan| in %. For each excited
state also the canonical excitation energy ωcan and the character of the excitation is listed.
cc-pVDZ aug-cc-pVDZ
Orbital-unrelaxed Orbital-relaxed Orbital-unrelaxed Orbital-relaxed
State ωcan Char. |μcan| |δμ|/|μcan| |μcanrel | |δμrel |/|μcanrel | ωcan Char. |μcan| |δμ|/|μcan| |μcanrel | |δμrel |/|μcanrel |
β-Dipeptide S0 0.423 0.6 0.415 0.3 0.436 0.6 0.427 1.2
S1 4.861 n → π* 0.388 23.7 0.262 29.9 4.715 n → π* 0.372 23.4 0.249 34.2
S2 5.825 n → π* 0.760 3.6 0.607 3.2 4.982 n → Ry 1.557 22.9 1.336 25.7
T1 4.496 n → π* 0.436 11.8 0.328 13.0 4.418 n → π* 0.444 11.6 0.326 15.6
T2 5.387 π → π* 0.366 9.1 0.355 7.8 4.935 n → Ry 1.475 18.7 1.289 20.5
Dipeptide S0 1.304 0.1 1.330 0.2 1.339 0.2 1.365 0.1
S1 5.871 n → π* 0.735 2.8 0.587 1.6 5.743 n → π* 0.963 7.6 0.799 9.3
S2 6.106 n → π* 0.740 4.2 0.602 3.0 5.864 n → Ry 0.984 4.9 0.749 6.3
T1 5.504 n → π* 0.789 2.3 0.668 1.0 5.440 n → π* 0.963 3.7 0.830 4.3
T2 5.763 n → π* 0.794 2.2 0.681 1.4 5.669 n → π* 0.954 3.6 0.829 3.9
DMABN S0 2.904 <0.1 2.895 0.2 3.039 <0.1 3.042 0.1
S1 4.525 π → π* 0.935 1.2 0.793 1.3 4.323 π → π* 1.003 0.5 0.844 0.8
S2 4.891 π → π* 2.072 0.3 1.793 0.5 4.495 π → Ry 2.806 1.9 2.838 1.8
T1 3.716 π → π* 0.807 0.2 0.710 0.8 3.648 π → π* 0.892 0.4 0.789 0.7
T2 4.184 π → π* 1.181 1.1 1.058 1.0 4.011 π → π* 1.213 0.3 1.078 0.4
Guanine S0 2.512 0.1 2.563 0.1 2.542 0.1 2.601 0.1
S1 5.316 π → π* 0.340 3.2 0.258 1.9 4.743 π → Ry 4.374 10.4 4.210 10.4
S2 5.660 n → π* 1.390 1.7 1.090 1.4 5.022 π → π* 0.628 0.7 0.541 2.4
T1 4.506 π → π* 0.658 1.2 0.595 0.1 4.310 π → π* 0.515 12.2 0.448 12.9
T2 4.566 π → π* 0.372 2.3 0.341 3.0 4.400 π → π* 0.274 3.9 0.241 2.3
HPA S0 0.734 1.1 0.756 0.7 0.726 0.6 0.748 0.9
S1 4.984 π → π* 0.242 1.9 0.203 2.7 4.816 π → π* 0.203 4.0 0.160 4.9
S2 6.149 n → π* 0.624 6.2 0.507 6.0 5.216 π → Ry 4.510 3.5 4.460 3.6
T1 4.254 π → π* 0.109 4.2 0.091 3.6 4.189 π → π* 0.106 1.7 0.086 2.1
T2 4.582 π → π* 0.332 1.7 0.293 1.2 4.433 π → π* 0.285 1.8 0.246 1.6
p-cresol S0 0.521 1.1 0.528 0.8 0.519 0.4 0.533 0.3
S1 4.982 π → π* 0.256 1.8 0.218 3.8 4.795 π → π* 0.253 1.7 0.210 2.4
S2 6.326 π → π* 0.832 1.1 0.741 1.4 5.145 π → Ry 4.280 4.6 4.209 4.6
T1 4.228 π → π* 0.165 3.4 0.146 1.9 4.156 π → π* 0.194 2.9 0.173 2.5
T2 4.588 π → π* 0.305 1.9 0.269 0.8 4.421 π → π* 0.273 1.6 0.239 1.2
N-acetylglycine S0 1.070 0.1 1.085 0.1 1.035 0.2 1.050 0.2
S1 5.862 n → π* 0.741 3.4 0.591 2.0 5.732 n → π* 0.948 6.9 0.784 8.1
S2 6.252 n → π* 0.594 1.2 0.477 1.3 5.989 n → Ry 2.218 12.6 1.974 13.9
T1 5.489 n → π* 0.793 2.7 0.671 1.2 5.421 n → π* 0.962 3.9 0.828 4.4
T2 5.883 n → π* 0.659 1.2 0.563 1.0 5.779 n → π* 0.667 1.6 0.567 1.8
Phenylalanine S0 1.755 0.3 1.790 0.1 1.787 0.1 1.831 0.2
S1 5.260 π → π* 0.015 36.7 0.013 30.8 5.152 π → π* 0.053 11.2 0.050 8.2
S2 5.827 n → Ry 0.571 12.6 0.459 13.0 5.693 n → Ry 0.623 6.1 0.503 6.4
T1 4.304 π → π* 0.016 19.7 0.017 9.8 4.273 π → π* 0.021 8.5 0.020 11.9
T2 5.089 π → π* 0.027 14.4 0.025 7.7 4.976 π → π* 0.068 3.9 0.065 4.1
1-phenylpyrrole S0 0.697 0.1 0.688 0.1 0.689 0.3 0.683 0.3
S1 5.073 π → π* 0.883 0.6 0.803 0.3 4.921 π → π* 1.100 0.5 1.002 0.5
S2 5.555 π → π* 2.381 0.1 2.186 0.2 5.309 π → π* 2.236 0.5 2.061 0.4
T1 4.181 π → π* 0.343 0.4 0.313 0.2 4.127 π → π* 0.416 0.9 0.378 0.2
T2 4.492 π → π* 1.490 2.1 1.426 1.7 4.391 π → π* 1.479 5.6 1.408 4.3
Propanamide S0 1.312 0.2 1.358 <0.1 1.373 <0.1 1.423 0.2
S1 5.926 n → π* 0.789 5.1 0.641 5.1 5.667 n → π* 1.026 9.4 0.861 10.9
S2 7.491 n → Ry 2.646 1.7 2.336 1.7 5.755 n → Ry 3.713 2.2 3.439 2.3
T1 5.555 n → π* 0.836 4.0 0.716 3.6 5.368 n → π* 1.033 5.9 0.901 6.5
T2 6.134 π → π* 0.794 2.4 0.756 1.9 5.719 n → Ry 3.550 7.2 3.283 7.6
Tyrosine S0 1.320 0.4 1.357 0.3 1.409 0.5 1.456 0.3
S1 4.995 π → π* 0.222 2.6 0.183 2.0 4.834 π → π* 0.192 2.8 0.151 3.1
S2 5.824 n → Ry 0.570 11.8 0.456 12.2 5.292 π → Ry 4.157 13.6 4.118 13.4
T1 4.243 π → π* 0.101 9.7 0.080 7.0 4.176 π → π* 0.130 2.0 0.108 2.2
T2 4.621 π → π* 0.352 2.5 0.312 1.3 4.481 π → π* 0.304 1.1 0.267 1.1
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TABLE IV. (Continued.)
cc-pVDZ aug-cc-pVDZ
Orbital-unrelaxed Orbital-relaxed Orbital-unrelaxed Orbital-relaxed
State ωcan Char. |μcan| |δμ|/|μcan| |μcanrel | |δμrel |/|μcanrel | ωcan Char. |μcan| |δμ|/|μcan| |μcanrel | |δμrel |/|μcanrel |
trans-urocanic S0 1.904 0.2 1.935 0.1 2.030 0.3 2.077 0.1
acid S1 4.987 n → π* 2.310 0.4 1.990 0.8 4.863 n → π* 2.285 1.0 1.949 0.9
S2 5.207 π → π* 2.261 1.4 2.104 2.0 4.931 π → π* 2.202 2.3 2.061 2.7
T1 3.377 π → π* 0.385 0.6 0.340 0.7 3.308 π → π* 0.466 0.9 0.416 0.2
T2 5.050 π → π* 0.312 3.1 0.326 1.5 4.671 n → π* 2.232 1.1 1.955 0.8
calculations from the canonical values. These deviations are
again calculated as the ratio of the norm of the difference vec-
tor between local and canonical dipole moment, and the norm
of the canonical dipole moment, respectively.
As already discussed earlier by Köhn and Hättig, the
difference between orbital-relaxed and unrelaxed canonical
dipole moments is for excited states generally larger than for
the ground state.28 For the ground state a large part of the or-
bital relaxation is already provided by the T1 operators and
the orbital relaxation effects in the test set are in the range
of 1%–3%. Yet for excited states the orbital relaxation effects
can become clearly larger than for the ground state; e.g., for
the S1 state of Dipeptide in the cc-pVDZ basis the norm of the
unrelaxed dipole moment amounts to |μ| = 0.735 a.u., which
decreases to |μrel| = 0.587 a.u. when orbital relaxation effects
are taken into account.
The relative deviation of the local ground state dipole
moments from the canonical reference is for both basis sets
in most cases smaller than 1%. For singlet and triplet excited
states the relative deviations are substantially larger, but usu-
ally clearly below 10%. For phenylalanine the deviations are
larger, because the absolute values are tiny.
For the S1 (n → π*) state of the β-Dipeptide a particu-
larly large deviation between the local and the canonical cal-
culation was observed (more than 20% for the cc-pVDZ ba-
sis; for the aug-cc-pVDZ basis even more). On the other hand,
the structurally very similar Dipeptide did not exhibit such de-
viations. Plots of the density difference between excited and
ground states, as shown in Fig. 1, do not reveal any signifi-
cant discrepancies between the canonical and the local case.
For comparison, the density difference of the S2 (n → π*)
state, for which canonical and local dipole moment vectors are
in much better agreement, is also shown. Extending the pair
lists or increasing the number of Laplace quadrature points
in the β-Dipeptide calculation does not improve the results.
On the other hand, the canonical result is retrieved to good
accuracy with an increased domain threshold. By augmenting
the domains stepwise by individual atoms the discrepancy be-
tween the canonical and the local calculation can finally be
traced to two H-atoms of the C-atom in α position to the car-
bonyl group, where the excitation to the S1 state is located.
With default threshold, these two H-atoms, which are in cis-
position to the O-atom of the carbonyl group, are not included
in the respective domain related to the LMOs of the carbonyl
group. Including these two atoms reduces the deviation from
the canonical result for the dipole moment difference vector to
5.0%, and to 6.8% with, and without orbital relaxation. Note
that neither for the S2 state of β-Dipeptide nor for the S1 and
S2 states of Dipeptide such H-atoms in cis-position to the
O-atom of the carbonyl group relevant for the particular ex-
citations do occur. Furthermore, omitting these H-atoms in
the relevant domains of the S1 state calculation, but employ-
ing a bigger basis set on the C and O atoms of the carbonyl
group also leads to a deviation of less than 10% between the
local and the respective canonical result. Based on these ob-
servations, basis set superposition error (BSSE) effects in the
Canonical results Local results
S1, ω = 4.86 eV, |μf | = 0.388 a.u., |μfrel| = 0.262 a.u. S1, ω = 4.90 eV, |μf | = 0.399 a.u., |μfrel| = 0.257 a.u.
S2, ω = 5.83 eV, |μf | = 0.760 a.u., |μfrel| = 0.607 a.u. S2, ω = 5.84 eV, |μf | = 0.735 a.u., |μfrel| = 0.588 a.u.
FIG. 1. Canonical and local orbital-relaxed density differences between the two lowest singlet excited states and the ground state of the β-Dipeptide molecule
(cc-pVDZ basis set). The yellow (bright) and dark grey iso-surfaces represent a value of +0.002 and −0.002, respectively.
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S1, ω = 2.7 eV, |μf | = 7.15 a.u., |μfrel| = 7.06 a.u. T1, ω = 2.0 eV, |μf | = 1.64 a.u., |μfrel| = 1.63 a.u.
FIG. 2. Orbital-relaxed density differences between the lowest singlet and triplet excited states and the ground state of the D21L6 molecule. The yellow (bright)
and dark grey iso-surfaces represent a value of +0.002 and −0.002, respectively. The orbital unrelaxed density differences are not shown explicitly, because
they look very similar (cf. Fig. 2 in Ref. 34).
canonical calculation may be a possible explanation for the
discrepancy between the local and the canonical result. The
local method might provide a more balanced description of,
e.g., the dipoles of the S1 state vs. that of the S2 state.
For the majority of the excited states calculated in the cc-
pVDZ basis, the deviations of the local from the canonical re-
sults are smaller when orbital relaxation is taken into account.
In the aug-cc-pVDZ basis, on the other hand, the deviations
appear to be slightly larger for the orbital-relaxed results.
D. Efficiency of the code
As an illustrative example for the efficiency of the new
code we present results from calculations on the D21L6 (3-
(5-(5-(4-(bis(4-(hexyloxy)phenyl)amino)phenyl)thiophene-2
-yl)thiophene-2-yl)-2-cyanoacrylic acid) molecule, an or-
ganic sensitizer for solar-cell applications.50 The D21L6
molecule was already used by us as an example in earlier
work34, 44 and comprises 98 atoms, 262 correlated electrons,
and 948 basis functions in the cc-pVDZ AO basis. The
norms of the orbital-unrelaxed and relaxed dipole moments
of the ground state and the four lowest singlet and triplet
excited states are given in Table V. For the D21L6 molecule
substantial savings are achieved by the local method: the
ratios of the lengths of truncated vs. full pair lists are about
30% for the ground state, and between 48% and 64% for the
calculated excited states. The ratio local vs. canonical of the
number of unique elements of the doubles vector is less than
1% for the ground state amplitudes, and between less than
6% (state T1) and about 19% (state S3 and S4) for the excited
state eigenvectors. The maximum ratio is quite large, because
the domains of the states S3 and S4 are unified during the
Davidson iterations, for all other states they lie below 10%.
The experimentally observed absorption maximum in
the visible region at 2.71 eV with a high molar extinc-
tion coefficient, which was assigned to a π → π* CT
transition,50 corresponds to the S0 → S1 transition in
Table V. The calculated excitation energy of the S1 state
of 2.79 eV (2.74 eV in Ref. 44 due to a different conver-
gence threshold, cf. Sec. III C) is in excellent agreement
with the experimental value, probably due to fortuitous can-
cellation of errors given the relatively modest AO basis that
has been used. Also the calculated transition strength of
1.35 a.u. is sizable and thus is compatible with a high ex-
tinction coefficient, as observed in the experiment. The CT
character of the S1 state is indicated by the large increase in
the dipole moment along the direction of the residue carry-
ing the thiophene groups, on going from the S0 to the S1 state
(cf. Table V and Fig. 2). The S2 state also has some CT char-
acter, whereas the two lowest triplet states show no charge
transfer,34 as is also indicated by the much smaller dipole mo-
ment changes in Table V.
The calculation was run in parallel on seven AMD
Opteron 6180 SE @ 2.50 GHz cores. The common shared
file system was striped over four SAS disks. The timings for
finding the left and right eigenvectors of the Jacobian and for
the calculation of orbital unrelaxed properties were discussed
in detail in earlier publications,32, 34 here the emphasis is on
the additional time needed for the orbital relaxation. The de-
tailed timings for the most time-consuming steps are listed in
Table V. Altogether for each excited state the calculation
of orbital-relaxed properties (without calculation of the left
eigenvector) takes about 10–11 h, 40% of this time is needed
for the parts, which also have to be calculated for unrelaxed
properties, the rest is needed for the additional routines for or-
bital relaxation. The largest fraction of the CPU and elapsed
time is required for the calculation of the intermediates for the
linear z-vector equations, i.e., Bμi, Bμr, Brμ (Eqs. (A5)–(A7)
for the ground state, Eqs. (B3)–(B5) for singlet excited states,
and Eqs. (C4)–(C6) for triplet excited states). For the ground
state this step takes about 1.5 h, while for the excited states
about 5–6 h are needed per state (except for the states S3 and
S4 with unified domains, where about 8 h are required). Solv-
ing the linear z-vector equations, on the other hand, takes less
than half an hour per state (almost entirely for the Z-CPHF
equations, while the Z-CPL equations take virtually no time).
About 30% of the time for the intermediates Bμi, Bμr, Brμ is
needed for the terms including g(d) (cf. Eq. (A8)) and about
the same fraction for the calculation of d f (LR) (cf. Eqs. (B8)
and (C7)). The contractions with half transformed integrals
require about 15% of the time. For the states S3 and S4 the
calculation of d f (LR) is much more time-consuming, thus the
time ratios differ.
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TABLE V. Results and timings for the few lowest singlet and triplet states of D21L6: Column |μ| shows the norms (in a.u.) of the orbital-unrelaxed local
ground state dipole vector |μ0| and for the individual excited states the corresponding difference vectors |μf| (with respect to |μ0|). Similarly, column |μrel|
contains the related orbital-relaxed values. For each individual excited state also the local excitation energy ω and the character of the excitation is listed. The
timings (in minutes) were obtained on 7 cores, AMD Opteron 6180 SE @ 2.50 GHz.
State ω Char. |μ| |μrel| t(˜λ)a t(Df )b t(d f (LR))c t(B)d t(HT)e t(g)f t(z)g
S0 2.670 2.711 227 113 9 73 31
S1 2.787 CT 7.151 7.058 275 6 62 309 67 110 31
S2 3.634 CT 5.142 4.918 269 5 59 302 66 106 32
S3 3.735h π → π* 0.152h 0.319h 253 13 237 478 63 105 31
S4 3.933h CT 5.535h 5.332h 276 13 237 492 72 108 31
T1 2.041 π → π* 1.638 1.625 237 8 81 319 58 111 25
T2 2.726 π → π* 2.307 2.260 235 8 88 322 58 108 30
T3 3.438h π → π* 1.510h 1.472h 229 9 114 354 58 111 29
T4 3.554h π → π* 0.293h 0.313h 241 10 135 372 64 106 31
aElapsed time for the calculation of Lagrange multipliers ˜λ for this state.
bElapsed time for the calculation of the density Df (cf. Eqs. (51)–(54)).
cElapsed time for the calculation of d f (LR) (cf. Eqs. (B8) and (C7)).
dElapsed time for the calculation of Bμi, Bμr, Brμ (cf. Eqs. (A5)–(A7), (B3)–(B5), and (C4)–(C6)).
eElapsed time for the terms of Bμi, Bμr, Brμ including contractions with half transformed integrals.
fElapsed time for the terms of Bμi, Bμr, Brμ including g(d).
gElapsed time for solving the linear z-vector equations.
hThese results have to be taken with a grain of salt, because only a total of four states was calculated.
Using the settings described above, a calculation involv-
ing the four lowest singlet and triplet excited states of a
system of this size can be performed within about 4 weeks
(triplet about 1.5 weeks, singlet about 2.5 weeks mainly due to
large unified domains for states S3 and S4). The largest amount
of the time is needed for solving the left and right eigenvalue
equation of the Jacobian, while the Lagrange multipliers and
densities for the properties are calculated within about half a
day per state.
IV. CONCLUSIONS
In this contribution we report formalism, implementa-
tion, and test calculations for orbital-relaxed first-order prop-
erties of excited states in the context of the local CC2 re-
sponse method LT-DF-LCC2. The new method extends the
scope for calculations of CC2 excited state properties to ex-
tended molecular systems, which were accessible so far only
by TD-DFT. The utilization of the Laplace transformation en-
ables multistate calculations and state-specific local approx-
imations. It is demonstrated that the deviations of the lo-
cal results from canonical reference values are very similar
for orbital-relaxed and orbital unrelaxed properties. For our
benchmark set of test molecules and excited states these de-
viations are smaller than 10%, though there are some excep-
tions.
As an illustrative application example the lowest
four singlet and triplet excited states of 3-(5-(5-(4-(bis(4-
(hexyloxy)phenyl)amino)phenyl)thiophene-2-yl)thiophene-2
-yl)-2-cyanoacrylic acid (D21L6), an organic sensitizer for
solar-cell applications, were calculated. The lowest excited
singlet state corresponds to a CT transition with a large
change in the dipole moment and sizable transition strength,
in agreement with the experiment, while the lowest triplet
states show no CT character. For systems of this size (about
hundred atoms), the calculation of excitation energies,
orbital-unrelaxed and orbital-relaxed dipole moments of the
four lowest singlet and triplet excited states can be performed
within about 4 weeks.
The next step is the implementation of analytic gradients
with respect to nuclear displacements for excited states in the
framework of local CC2 response. Such an implementation is
presently under development.
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APPENDIX A: WORKING EQUATIONS FOR THE
GROUND STATE
The quantity B0 (cf. Eqs. (30) and (33)) is the derivative
of L′0 with respect to the orbital variation. The third term of
B0 in Eq. (33), which includes B0rν , occurs due to the depen-
dence of the multipliers and amplitudes in local basis on the
coefficients C, cf. Eq. (34). The derivative of a singlet dou-
bles quantity (singles are not needed, vide infra), e.g., of the
amplitude t ijab, with respect to the orbital variation is(
∂t
ij
ab
∂Opq
)
V=0
=
(
∂
(
Qart
ij
rt Qbt
)
∂Opq
)
V=0
= 2δqaCμpSAOμν δνr t ijrt Qbt . (A1)
The derivative ofL′0 with respect to the amplitudes t yields the
equations for the multipliers and the derivative with respect to
the Lagrange multipliers ˜λ0 the amplitude residual equations,
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(
∂L′0
∂t
ij
ab
)
= [η + ˜λ0A]ijab
= (1 + PabPij )
{
fca ˜λ
ij,0
cb − ˜λik,0ab fjk
+
(
1 − 1
2
Pij
) [(ia|jb) + ˆGijab(˜λ0) + ˜λi,0a ˆfjb]
}
,
(
∂L′0
∂ ˜λ
ij,0
ab
)
= 	ijab (A2)
= (1 + PabPij )
{
1
2
(aiˆ|bj )
+ t ijacfbc − fki tkjab
}
,
with
η = ∂E0
∂t
,
ˆG
ij
ab(˜λ) = ˜λic(caˆ|jb) − ˜λka(ikˆ|jb). (A3)
The derivatives have to be calculated for the doubles parts
only, which are restricted to pair lists and domains in the local
basis (note that the amplitude and multiplier residual vectors
only vanish in local basis within the pair domains, but not
outside; consequently, they are non-zero in the canonical ba-
sis). The singles parts, on the other hand, are unrestricted, and
the derivatives of L′0 with respect to singles amplitudes t ia or
multipliers ˜λi,0a are zero.
Thus, Eq. (34) can be written as
∑
μi
[(
∂L′0
∂ ˜λ0μi
)(
∂ ˜λ0μi
∂Opq
)
+
(
∂L′0
∂tμi
)(
∂tμi
∂Opq
)]
V=0
= 2CμpSAOμρ δρr
[
t
j i
rt Qbt
(
∂L′0
∂t
ij
ab
)
+ ˜λji,0rt Qbt
(
∂L′0
∂ ˜λ
ij,0
ab
)]
= CμpSAOμρ δρrB0rνCvνa, (A4)
which is the starting point for the derivation of the working
equations for B0rμ. For these one obtains finally
B0rμ = − ˆ¯Mνr ˆCνμ − 2Mμr + ¯Mμr + ˘Mμr
+ ¯Dξrt (λ0)ftμ + X(λ0T )jr ˆfjμ
+ (X( ˆfit )jr ˜λj,0u + Mρrhρk ˜λk,0u
+ ¯dDru(fst ) − ¯dfru
)
δuνS
AO
νμ . (A5)
The first two terms in Eq. (33) including B0μi and B0μr
arise from the direct partial derivatives of L′0 for q = i and
q = r, respectively. The corresponding working equations are
B0μi = 2fμr t ir + ˆfμrd ′ir + ˆfrμd ′ri + ˆfkμd ′ki + ˆfμkd ′ik
+ 2g( ¯d)μi + 2g(d ′)μr t ir + ¯Dξik(λ0)fkμ
+ (μr|Q)( ¯VQir + 4t ir bQ − 2t jr c¯Qji)
− (μkˆ|Q)VQir Srr ′ ˜λk,0r ′
+ 2Nμi + d ′ikNμk + ˆ¯Nμi
+ ˜λi,0r ′ Sr ′rMμr + ˆ¯MμrSrr ′ t ir ′ , (A6)
B0μr = 2fkμtkr + ˆfkμd ′kr + ˆfμkd ′rk + ˆfμsd ′rs + ˆfsμd ′sr
+ 2g(d ′†)μktkr + ¯Dξrs(λ0)fsμ
+ (kμ|Q)( ¯VQkr + 4t kr bQ − 2t jr c¯Qjk)
+ (sμˆ|Q)VQkr ˜λk,0s + Nμk ˜λk,0r + ˆ¯Nμktkr
− 2Mμr − ˆ¯Mra + d ′srSss ′Mμs ′ . (A7)
The intermediates needed for calculating B0μi, B0μr , and B0rμ
are
V
Q
ir = t˜ ijrscjsQ ,
ˆ¯V
Q
ir = ˜λij,0rs cˆsjQ,
¯V
Q
ir = t˜ ijrs
(
˜λ
j,0
t cˆ
P
ts − Sss ′ ˜λk,0s ′ cˆPjk
)
,
X(λ0T )ir = ˜λj,0s Sss ′ t˜ j is ′r , X( ˆfjt )ir = ˆfjt t˜ j itr ,
d ′ij = −˜λj,0r Srr ′ t ir ′ , d ′rs = ˜λk,0r t ks ,
d ′ir = t kr d ′ik + X(λ0T )ir , d ′ri = ˜λi,0r ,
dSCFij = 2δij , (A8)
d = dSCF +Dξ (λ0) + d ′,
dDru(fst ) = 2˜λji,0rs fst t ijtu,
dfru = 2˜λji,0rt ′ St ′t
(
fki t
kj
tu + fkj t iktu
)
,
g(d)pq = ((pq|rs) − 0.5(ps|rq))drs,
bQ = cQir t ir , c¯Qij = cQir t jr ,
ˆCμν = δμν − Lμktkr δrρSAOρν ,
a bar indicates symmetrized densities, e.g., ¯d = d + d†. All
ˆf are dressed only internally (cf. Eq. (13)), the density Dξ
was already defined in Eq. (52). g(d) is also constructed
by employing density fitting, i.e., according to Eq. (60) in
Ref. 40. The intermediates including half transformed inte-
grals are
(iμ|Q) = (νμ|Q)pνi, (μiˆ|Q) = (μν|Q)hνi,
(μr|Q) = (μν|Q)hνr , (rμˆ|Q) = (νμ|Q)pνr ,
Mμr = −VQkr (kμ|Q), Nμi = VQkr (μr|Q), (A9)
ˆ¯Mμr = −2 ˆ¯V Qkr (μkˆ|Q), ˆ¯Nμi = 2 ˆ¯VQkr (rμˆ|Q),
¯Mμr = ¯VQkr (Qˆ|μk), ˘Mμr = VQkr ˜λk,0s (Qˆ|sμ).
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APPENDIX B: WORKING EQUATIONS FOR SINGLET
EXCITED STATES
Analogously to the ground state the terms including Bfμi
and Bfμr in Eq. (41) arise from the direct partial derivatives
with respect to Opq for q = i and q = r, respectively. The
term including Bfrν has its origin in the dependence of the
doubles amplitudes, eigenvectors, and Lagrange multipliers
on the orbital variation (cf. Eqs. (34) and (A1)). The deriva-
tives with respect to the Lagrange multipliers ˜λf yield the am-
plitude equations, with respect to the amplitudes t the equa-
tions for the multipliers, with respect to the right eigenvector
Rf the left eigenvalue equation, and with respect to the left
eigenvector ˜Lf the right eigenvalue equation,
L′f = ˜LAR + ˜λf	 − ω[ ˜LMR − 1],(
∂L′f
∂t
ij
ab
)
= [ ˜LBR + ˜λfA]ijab
= (1 + PabPij )
{
fca ˜λ
ij,f
cb − ˜λik,fab fjk
+
(
1 − 1
2
Pij
) [− ˜LkbRkc (jc|ia)
+ 2 ˜LiaRkc (jb|kc)− ˜LiaRkc (jc|kb)− ˜LicRkc (ka|jb)
+ ˆGijab(˜λf ) + ˜λi,fa ˆfjb
]}
,
(
∂L′f
∂ ˜λ
ij,f
ab
)
= 	ijab
= (1 + PabPij )
{
1
2
(aiˆ|bj ) + t ijacfbc − fki tkjab
}
,
(
∂L′f
∂R
ij
ab
)
= [ ˜LA − ω ˜LM]ijab (B1)
= (1 + PabPij )
{
˜Lijacfcb − ˜Likabfjk −
1
2
ω ˜L
ij
ab
+ (1−1
2
Pij )
[
˜Lia
ˆfjb+ ˜Lic(caˆ|jb)− ˜Lka(ikˆ|jb
]}
,
(
∂L′f
∂ ˜L
ij
ab
)
= [AR − ωMR]ijab
= (1 + PabPij )
[
(acˆ|bj )Ric − (kiˆ|bj )Rka
+facRijcb − Rikabfkj −
1
2
ωR
ij
ab
]
,
with
Bμiσkνj =
∂Aμiνj
∂tσk
. (B2)
Adapting Eq. (A4) for excited states yields the working equa-
tion for the intermediate Bfrμ in Eq. (41),
Bfrμ =
(
X(λf T )jr + dLR2jr
)
ˆfjμ +
(
¯Dξtr (λf ) + ¯Dηtr
)
ftμ
+ (jμ|Q)
[
V
Q
kr d
L
jk + 2X(LT )jrRbQ
− X(LT )krRc¯Qkj
]
+ (jμ˘˜|Q)VQjr + (jμˆ˜|Q)RV Qjr − ¯Mμr − LR ¯VMμr
− ˆ¯Mνr ˆCνμ − LWMνr ˆCνμ − ˜Mνr ˆCνμ
+ {− ¯dfru − ¯df (LR)ru + ¯dDru(fst ) + ¯dD(LR)ru (fst )
− ω ¯Dηru + X( ˆfit )jr ˜λj,fu + RX( ˆfit )jr ˜Lju
+ 2 ˜LjuV Qjr (ks|Q)Rks − ˜Ljut˜ jirs (ks|Q)Rc¯Qik
+ MρrPρtdLut + RMρrhρk ˜Lku
+ LMρrLρkRku + Mρrhρk ˜λk,fu
}
δuνS
AO
νμ , (B3)
while Bfμi and B
f
μr are obtained from the direct partial deriva-
tives of L′f with respect to the orbital variation for q = i and
q = r, respectively,
B
f
μi = ˆfμk
(
dLik + d ′ik
)+ ˆfkμ(dLki + d ′ki)+ ˆfsμd ′si
+ ˆfμs
(
dLis + dLR2is + d ′is
)+ fkμ( ¯Dξik(λf ) + ¯Dηik)
+ 2g( ¯dL + ¯dLR2 + ¯Dξ (λf ) + ¯Dη + ¯d ′)
μi
+ 2g(dL + dLR2 + d ′)μst is
+ (kμ|Q)[−LRc¯Qik − 2LV Qir Srr ′Rkr ′]
+ (μkˆ|Q)[−LRc¯Qki − ˜LkrSrr ′RV Qir ′
+ 2dLtik RbQ − VQis Sss ′ ˜λk,fs ′
]
+ (μi˜|Q)[2LbQ + 2XbQ]
+ (μl˜|Q)[−dLtik cˆQl ¯k − Xc¯Qli − ˜LlsSss ′VQis ′]
+ 2(iμˆ˜|Q)RbQ
+ (μr|Q)[ ¯VQir − X(LT )lrRc¯Qli + 2X(LT )irRbQ]
+ LR ¯VNμi + LWNμi + ˆ¯Nμi +
(
dLik + d ′ik
)
Nμk
+ dLtik RNμk + ˜MμsSss ′ t is ′
+ LWMμsSss ′ t is ′ + LMμsSss ′Ris ′ + MμsSss ′ ˜λi,fs ′
+ ˆ¯MμsSss ′ t is ′ + RMμsSss ′ ˜Lis ′ , (B4)
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Bfμr = ˆfkμ
(
dLkr + d ′kr + dLR2kr
)+ ˆfμkd ′rk
+ ˆfsμ
(
dLsr + d ′sr
)+ ˆfμs(dLrs + d ′rs)
+ fμs
(
¯Dξrs(λf ) + ¯Dηrs
)
+ 2g(dL + dLR2 + d ′)kμtkr
+ (iμ|Q)[dLikV Qkr − 2LV Qks Sss ′Ris ′ t kr + ¯VQir
+ 2LbQRir − LRc¯Qki tkr
+ 2XbQRir − Xc¯Qli Rlr
+ 2X(LT )irRbQ − X(LT )lrRc¯Qli
]
+ 2(μkˆ|Q) ˜LkrRbQ − (μi˜|Q) ˜Lkr cˆQi ¯k +
(
iμ˘˜|Q)VQir
+ (kμˆ˜|Q)[RV Qkr − cˆQi ¯kRir + 2t kr RbQ]
+ (LWNμk + ˆ¯Nμk)t kr + RNμk ˜Lkr + LNμkRkr
+Nμk ˜λk,fr − LR ¯VMμr − LWMμr − ˆ¯Mμr − ˜Mμr
+MμsSss ′dLs ′r + RMμsSss ′dLts ′r
+MμsSss ′d ′s ′r . (B5)
ˆf is again dressed only internally. The intermediates includ-
ing 3-index quantities are
RbQ = cQirRir , Rc¯Qij = cQirRjr ,
XbQ = cQirX(LT )ir , Xc¯Qij = cQirX(LT )jr ,
LbQ = cˆQri ˜Lir , LRc¯Qij = ˜Lis cˆQsrRjr ,
V
Q
ir = t˜ ijrscQjs, ˆ¯VQir = ˜λij,frs cˆQsj ,
RV
Q
ir = ˜RijrscQjs, LV Qir = ˜Lijrs cˆQsj , (B6)
LW
Q
ir = ˜Lijrs
(
R
j
t cˆ
Q
st − Sss ′Rks ′ cˆQkj
)
,
LR
¯V
Q
ir = ˜Rijrs
(
˜L
j
t cˆ
Q
ts − Sss ′ ˜Lks ′ cˆQjk
)
,
ˆ¯B
Q
ir = ˜λi,fs cˆQsr − Srr ′ ˜λk,fr ′ cˆQik,
ˆ¯B
′Q
ir = dLkicQkr − Srr ′dLr ′scQis ,
¯V
Q
ir = t˜ ijrs
(
ˆ¯B
Q
js + ˆ¯B ′Qjs
)
.
The intermediates including half-transformed integrals are
(μi˜|Q) = (μs|Q)Ris, (iμˆ˜|Q) = (sμˆ|Q) ˜Lis,
(iμ˘˜|Q) = (sμˆ|Q)˜λi,fs , ˜Mμr = −2LV Qkr (μk˜|Q),
Mμr = −(kμ|Q)VQkr , Nμi = VQis (μs|Q),
RMμr = −(kμ|Q)RV Qkr , RNμi = RV Qis (μs|Q),
LR ¯VMμr = −(kμ|Q)LR ¯VQkr , LR ¯VNμi = LR ¯VQis (μs|Q), (B7)
LMμr = −2(μkˆ|Q)LV Qkr , LNμi = 2LV Qis (sμˆ|Q),
LWMμr = −2(μkˆ|Q)LWQkr , LWNμi = 2LWQis (sμˆ|Q),
ˆ¯Mμr = −2(μkˆ|Q) ˆ¯VQkr , ˆ¯Lμi = 2 ˆ¯VQis (sμˆ|Q),
¯Mμr = −(kμ|Q) ¯VQkr .
The densities Dξ and Dη were defined in Eqs. (52) and (53),
the remaining intermediates are
X(LT )ir = ˜Ljs Sss ′ t˜ j is ′r , X(λf T )ir = ˜λj,fs Sss ′ t˜ j is ′r ,
d ′ij = −˜λj,fs Sss ′ t is ′ , d ′ri = ˜λi,fr ,
d ′ir = t kr d ′ik + X(λf T )ir , d ′rs = ˜λk,fr tks ,
dLtij = − ˜Ljs Sss ′ t is ′ , dLtrs = ˜Lkr tks ,
dLij = − ˜Ljs Sss ′Ris ′ , dLrs = ˜LkrRks ,
dLir = − ˜LksSss ′
(
Ris ′ t
k
r + Rkr t is ′
)
, (B8)
dLR2ir = ˜LksSss ′ ˜Rjis ′r ,
dfru = 2˜λji,frt ′ St ′t
(
fki t
kj
tu + fkj t iktu
)
,
df (LR)ru = 2 ˜Ljirt ′St ′t
(
fkiR
kj
tu + fkjRiktu
)
,
dDru(f ) = 2˜λji,frs fst t ijtu,
dD(LR)ru (f ) = 2 ˜LjirsfstRijtu,
RX( ˆfit )jr = ˆfit ˜Rijtr .
APPENDIX C: WORKING EQUATIONS FOR TRIPLET
EXCITED STATES
Analogously to singlet excited states the dependence
of Lagrange multipliers, amplitudes, left and right eigen-
vector on the MO coefficients yields the third term in
Eq. (41) for triplet states. The derivatives of the plus and mi-
nus combinations of the left and right eigenvector have to be
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calculated,(
∂L′f
∂t
ij
ab
)
= (1 + PabPij )
{
1
2
˜Lja(kb|ic)Rkc
+ fca ˜λij,fcb − ˜λkj,fab fik
+
(
1 − 1
2
Pij
) [
ˆG
ij
ab(˜λf ) + ˜λi,fa ˆfjb
− ˜Lic(jb|ka)Rkc − ˜Lka(jb|ic)Rkc
]}
,
(
∂L′f
∂ ˜λ
ij,f
ab
)
= (1 + PabPij )
{
1
2
(aiˆ|bj ) + t ijacfbc − fki tkjab
}
,
⎛
⎜⎝ ∂L′f
∂
(+)
R
ij
ab
⎞
⎟⎠ = 14(1 + PabPij )(1 − Pij )
{
2 ˜Lia ˆfjb − 2 ˜Lka(jbˆ|ik) + 2 ˜Lic(jbˆ|ca)
+ fcb
(+)
˜Lijac − fjk
(+)
˜Likab −
1
2
ω
(+)
˜L
ij
ab
}
,
⎛
⎜⎝ ∂L′f
∂
(−)
R
ij
ab
⎞
⎟⎠ = 12(1 − PabPij ) (C1)
{
2 ˜Lia ˆfjb − 2 ˜Lka(jbˆ|ik) + 2 ˜Lic(jbˆ|ca)
+ 2fcb
(−)
˜Lijac − 2fjk
(−)
˜Likab − ω
(−)
˜L
ij
ab
}
,
⎛
⎜⎝ ∂L′f
∂
(+)
˜L
ij
ab
⎞
⎟⎠ = 14(1 + PabPij )(1 − Pij )
{
(acˆ|bj )Ric − (kiˆ|bj )Rka
+ fbc
(+)
Rijac − fkj
(+)
Rikab −
1
2
ω
(+)
R
ij
ab
}
,
⎛
⎜⎝ ∂L′f
∂
(−)
˜L
ij
ab
⎞
⎟⎠ = 12(1 − PabPij )
{
(acˆ|bj )Ric − (kiˆ|bj )Rka
+ 2fbc
(−)
Rijac − 2fkj
(−)
Rikab − ω
(−)
R
ij
ab
}
.
These derivatives contribute to the third term of Eq. (41) for
excited triplet states in analogy to Eq. (34) for the ground state
case. For the plus combination of a triplet doubles quantity,
e.g., the right eigenvector
(+)
R
ij
ab, the derivative is then calculated
as
⎡
⎢⎣
⎛
⎜⎝ ∂L′f
∂
(+)
R
ij
ab
⎞
⎟⎠
⎛
⎜⎝ ∂
(+)
R
ij
ab
∂Opq
⎞
⎟⎠
⎤
⎥⎦
V=0
= δqaCpμSAOμν δνr
⎛
⎜⎝
⎛
⎜⎝ ∂L′f
∂
(+)
R
ij
ρs
⎞
⎟⎠−
⎛
⎜⎝ ∂L′f
∂
(+)
R
ij
sρ
⎞
⎟⎠
⎞
⎟⎠ (+)RijrsCρa
= 2δqaCpμSAOμν δνr
⎛
⎜⎝ ∂L′f
∂
(+)
R
ij
ρs
⎞
⎟⎠ (+)RijrsCρa, (C2)
and for a triplet quantity
(−)
R
ij
ab as
⎡
⎢⎣
⎛
⎜⎝ ∂L
∂
(−)
R
ij
ab
⎞
⎟⎠
⎛
⎜⎝ ∂
(−)
R
ij
ab
∂Opq
⎞
⎟⎠
⎤
⎥⎦
V=0
= δqaCpμSAOμν δνr
⎛
⎜⎝
⎛
⎜⎝ ∂L′f
∂
(−)
R
ij
ρs
⎞
⎟⎠−
⎛
⎜⎝ ∂L′f
∂
(−)
R
ji
sρ
⎞
⎟⎠
⎞
⎟⎠ (−)RijrsCρa
= 2δqaCpμSAOμν δνr
⎛
⎜⎝ ∂L′f
∂
(−)
R
ij
ρs
⎞
⎟⎠ (−)RijrsCρa. (C3)
From this starting point the intermediate Bfrμ in Eq. (41) is in
local basis obtained as
Bfrμ =
(
X(λf T )jr + dLR2jr
)
ˆfjμ +
(
¯Dξtr (λf ) + ¯Dηtr
)
ftμ
+ (jμ|Q)[VQkr dLjk − X′(LT )krRc¯Qkj ]
+ (jμ˘˜|Q)VQjr + (jμˆ˜|Q)RV Qjr − ¯Mμr − LR ¯VMμr
− ˆ¯Mνr ˆCνμ − 14
LWMνr ˆCνμ − 14
˜Mνr ˆCνμ
+ {− ¯dfru − ¯df (LR)ru + ¯dDru(fst ) + ¯dD(LR)ru (fst )
−ω ¯Dηru + X( ˆfit )jr ˜λj,fu + RX( ˆfit )jr ˜Lju
+MρrPρtdLut + RMρrhρk ˜Lku
+ 1
4
LMρrLρkR
k
u + Mρrhρk ˜λk,fu
+ ˜Liutjirs (ks|Q)Rc¯Qjk
}
δuνS
AO
νμ . (C4)
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The direct partial derivatives yield the quantities Bfμi and B
f
μr ,
which are calculated as
B
f
μi = ˆfμk
(
dLik + d ′ik
)+ ˆfkμ(dLki + d ′ki)+ ˆfsμd ′si
+ ˆfμs
(
dLis + dLR2is + d ′is
)+ fkμ( ¯Dξik(λf ) + ¯Dηik)
+ 2g( ¯dL + ¯dLR2 + ¯Dξ (λf ) + ¯Dη + ¯d ′)
μi
+ 2g(dL + dLR2 + d ′)μst is
+ (kμ|Q)
[
−LRc¯Qik −
1
2
LV
Q
ir Srr ′R
k
r ′
]
+ (μkˆ|Q)[−LRc¯Qki − ˜LkrSrr ′RV Qir ′ − VQis Sss ′ ˜λk,fs ′ ]
+ (μl˜|Q)[−dLtik cˆQl ¯k − X′ c¯Qli − ˜LlsSss ′VQis ′]
+ (μr|Q)[ ¯VQir − X′(LT )lrRc¯Qli ]
+ LR ¯VNμi + 14
LWNμi + ˆ¯Nμi
+ (dLik + d ′ik)Nμk + dLtik RNμk
+ 1
4
LWMμsSss ′ t
i
s ′ +
1
4
LMμsSss ′R
i
s ′ + MμsSss ′ ˜λi,fs ′
+ ˆ¯MμsSss ′ t is ′ + RMμsSss ′ ˜Lis ′ +
1
4
˜MμsSss ′ t
i
s ′ , (C5)
Bfμr = ˆfkμ
(
dLkr + d ′kr + dLR2kr
)+ ˆfμkd ′rk + ˆfsμ(dLsr + d ′sr)
+ ˆfμs
(
dLrs + d ′rs
)+ fμs( ¯Dξrs(λf ) + ¯Dηrs)
+ 2g(dL + dLR2 + d ′)kμtkr
+ (iμ|Q)
[
dLikV
Q
kr −
1
2
LV
Q
ks Sss ′R
i
s ′ t
k
r + ¯VQir − LRc¯Qki tkr
− X′ c¯Qli Rlr − X′(LT )lrRc¯Qli
]
− (μi˜|Q) ˜Lkr cˆQi ¯k + (iμ˘˜|Q)V
Q
ir
+ (kμˆ˜|Q)[RV Qkr − cˆQi ¯kRir]
+
(
1
4
LWNμk + ˆ¯Nμk
)
t kr + RNμk ˜Lkr +
1
4
LNμkR
k
r
+Nμk ˜λk,fr − LR ¯VMμr −
1
4
LWMμr − 14
˜Mμr − ˆ¯Mμr
+MμsSss ′dLs ′r + RMμsSss ′dLts ′r + MμsSss ′d ′s ′r . (C6)
The intermediates different from those already defined
for singlet excited states (Appendix B) are
¯Rijrs = 2
( (+)
Rijrs +
(−)
Rijrs
)
, ¯Lijrs = 2
( (+)
˜Lijrs +
(−)
˜Lijrs
)
,
RV
Q
ir = ¯RijrscQjs, LV Qir = ¯Lijrs cˆQsj ,
LW
Q
ir = ¯Ljisr
(
R
j
t cˆ
Q
st − Sss ′Rks ′ cˆQkj
)
,
LR
¯V
Q
ir = ¯Rjisr
(
˜L
j
t cˆ
Q
ts − Sss ′ ˜Lks ′ cˆQjk
)
,
X′(LT )ir = − ˜Ljs Sss ′ t ijs ′r , X
′
c¯
Q
ij = cQirX′(LT )jr ,
RX( ˆfit )jr = ¯Rjirt ˆfit , (C7)
dLR2ir = ˜Ljs Sss ′ ¯Rjis ′r ,
dfru = 2˜λji,frt ′ St ′t
(
fki t
kj
tu + fkj t iktu
)
,
df (LR)ru =
(+)
˜L
ji
rt ′St ′t
(
fki
(+)
R
kj
tu + fkj
(+)
Riktu
)
,
−2
(−)
˜L
ji
rt ′St ′t
(
fki
(−)
R
kj
tu + fkj
(−)
Riktu
)
,
dDru(f ) = 2˜λji,frs fst t ijtu,
dD(LR)ru (f ) =
(+)
˜Ljirsfst
(+)
R
ij
tu − 2
(−)
˜Ljirsfst
(−)
R
ij
tu.
The densities Dξ and Dη were defined in Eqs. (52) and (54).
Again all ˆf are dressed only internally. All M and N quan-
tities are defined similarly to the singlet case, e.g., RMμr
= −RV Qkr (kμ|Q).
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