Abstract. Over the past few years the circuit and system designers have shown great interest in minimax algorithms. The purpose of this paper is to present a new algorithm to solve the nonlinear minimax problem. 
search directions in the algorithm. The first, the horizontal direction, attempts to reduce Mr(x) whilst, at the same time, keeping those functions whose values are close to Mr(x), approximately equal. The second, the vertical direction, amounts to attempting to decrease the error to within which those functions are equal to /2(x) (2-x):+ (2-x:) , fa(x) 2 exp (-Xl + x2).
Sharp corners denote points of discontinuous first partial derivatives [indicated by dotted lines in Fig. 1 ]. Because of these discontinuities we cannot use directly the well known gradient methods to minimize Mr(x). The minimax problem is equivalent to the following nonlinear programming problem (see for example [19] [19] , Osborne and Watson [16] , Bandler , Srinivasan and Charalambous [5] , Bandler and Charalambous [3] , [7] , and Zangwill [20] . [14] and by Madsen [15] ). The third method uses gradient information of one or more of the functions to get a downhill direction by solving a suitable linear programming problem. A linear search follows to find the minimum in that direction, and the procedure is repeated. The penultimate method [3] , [7] is a generalization of the Polya algorithm [9] . A pth norm-like function is formed which has the property that if p oo, the function is equal to the maximum of the set of functions which we want to minimize.
Finally, the method of Zangwill [20] is closely related to the algorithm proposed in this paper and will be discussed in more detail below.
Consider Fig. 1 again. Let us suppose we are at the point x where fx(X)= f3(x)-M(x). An obvious direction to choose is direction shown, which tries to keep both functions ]'l(X) and f3(x) equal. (Note that this would be exact if the functions fl(x) and f3(x) were linear). One way to obtain this direction is by using projection matrices.
Consider the following nonlinear programming problem at the point x. (-z) is orthogonal to Vl(Z,X) and V3(z,x) and decreases z. (Note that P and q are independent of the value of z.) Let At this point let us accept the following convention" if, in a particular context, there will be no ambiguity, we may denote functional expressions dependent upon x and sometimes e more simply by abandoning one, or often both, of its arguments. Thus A (x, e ), E(x, e ), q (x, e ), S(x, e ), etc., will sometimes be denoted by A (x), E(x), q (x), S(x), etc., or sometimes as simply as A, E, q or S, etc.
3. The algorithm.
Step O (Note that Label is used to indicate whether a vertical direction should be taken (Label 6) or not (otherwise). Similarly VS indicates whether the vertical step was successful (VS 1) or not (VS 0)).
Step 1. Set Zk Mr(x k). At the point x k determine the active functions within the specified tolerance. In other words, determine. E(x k, e).
Step 2 
P() is an (n + 1)x (n + 1) matrix which is a projector onto the space orthogonal to the space spanned by the vectors cq(z, xk), , qb(Z, Xk). It is important also to note that the way the projection matrix is built up guarantees that the gradient vectors Vqbil(z, xk),...,Vqbij(z,xk) are linearly independent and therefore the matrix N(i(N(i)r is nonsingular (n.b., in practice, of course, we do not in fact actually compute matrix inverses but use the iterative formulae of Rosen [18] for the nonlinear ['s and methods similar to [6] for the linear functions). Set (3.3) q()= P()e (note that 7z e and therefore the last n components of q() is an uphill direction for Mr(X) at the point x ). Set ]iE(x , (3.4) Step 4. Linear search. The linear search is done directly on the minimax function. Let be the direction q of Step 2 with the first component deleted (remember that the first component of q corresponds to the z and t corresponds to x R"). Then -t has the property that it will try to decrease the subset of the active functions at the point x k, I(X),/2(X), ",/j (X), (i.e., those we put into the projection) by the same amount (thus decreasing Mr(x)).
Also, by construction, the remaining active functions at the point x k will locally decrease along -since this is the basis on which the projection matrix was determined, i.e., at the point x we move downhill along the valley defined by the minimax functions fil (x), f2(x),..., ]j (x). Note that if we consider only one function in A, say the function fil(X), then -t -Vf,(x) which is the steepest descent direction for the function l(X'). (3.7) . Then we want the linear approximation of the functions f,, and . about the point x k to be intersected at the point x k--'rfl. By construction q is orthogonal to V(z-f,, (x)) at the point x k, i.e., (3.8) Vf,,,(xk)q=ql.
Also, by construction of
By using the fact that Zk Mf(x k) we have fi(X k)_ ,l.jVfi(xk)Tq Zk 7,ql (3.9) Mf(x k)--'rq fm(xk)--'riql. 
] I(x k, e)\{/'lzi < 0 or zi > " max}.
[M], 4 . Theoretical results. We now proceed to prove the theoretical results of this paper.
Put "/'opt 7"1.
Step 3. Determine if Zopt.is acceptable. Calculate the true minimax value at x -'opt.
If this new value is an improvement over the old value, set x k= k. Otherwise go to
Step 4.
Step 4 [19] ). Whereupon the horizontal and vertical directions are obtained analogous to Corm [11] and Corm and Pietrzykowski [12] . Secondly, however, instead of using the determined horizontal direction to minimize a penalty function (as in [11] and [12] ) we proceed to do our minimization on the rain max function directly.
(ii) In practice we do not use an exact cubic linear search but merely ask for sufficient improvement in the minimax value.
(iii) If in Step 5 of the main algorithm we decided to do the vertical step and it was successful, we dispense with the estimation of 'opt as above and merely do the cubic search. The motivation for this is as follows. The estimates for -are based on the surmise that some new function will become active whereas the vertical step is based on the assumption that this will not be the case.
(iv) Although much of the mechanics of the Zangwill [20] 
Proof.
where ai(' ) is continuous, " R 1. itA(x). This follows trom the fact that in view of (4.14), A(x)_E(xo, e)=A for sufficiently large i.
However, in view of the algorithm of 3, above, (4.15)
Consequently, in view of the continuity of q(t-l on {x}t_l t_J {Xo} we have that, using (4.14), (4.16) q -1)_ [(t-)(Xo) rVfi (Xo) >-0 contradicting the assumption that it A o. COROLLARY 3.1. Under the assumption of Proposition 3, dp, Nand q are continuous on D(xo, 6, e Mr(x + h(x))-Mr(x) <--ll(x)ll = which together with the continuity of M;, (4 .41) Let e and ;' satisfy all the requirements of the propositions stated above and additionally let t5 > 0 be small enough such that (4.67)
x B(x0, 6) implies that x + h (x) B (Xo, ').
That (4.67) is possible follows from Proposition 8. We now show that under these circumstances (4.68) w(x)= h(x)+(x),
x eD(xo, , e). where (x)= T ll4(x / t )ll = x)l.
The function t has the following properties for x D(xo, 8, e): (4.70a) t?(x)==. 0, (4.70b) t?(x) 0 implies x Xo, (4.70c) t?(. ) is continuous. Property (4.70a) is obvious, (4.70b) follows since t?(x)= 0 implies that (z, x)= 0 and q(x + t)= 0 which with Theorem 1 gives x + t Xo which from Proposition 5 and our assumption of a unique minimax solution gives x Xo. The continuity of follows directly from Corollary 3.1. Now, let Wc R" be a compact set, a R" and , e satisfy the requirements of Proposition 9 and (4.69) with respect to W.
Let {xi(e)}i_>o be the sequence generated by the above algorithm with xl (e) a and xi(e) e W for >= 1.
We first note that (4.71) Mr(x,+)<.Mt(x,) for all => 1. Now, let us assume that our theorem is false. Thus, there exists a convergent subsequence {x}i such that Obviously, in view of (4.71), (4.74) Mf(x+) <= Mf(x+ ).
If case (4.73a) holds it follows from Propositions 1 and 7 that for some : > 0,
In case (4.73b) holds, obviously, in view of (4.72), 2D(xo, 6, e). Therefore (4.70b) and (4.72) large (see the algorithm above).
5.1. Example 1 (see [7] ). This is the example given in the introduction. Figure 1 shows contours of Mr(x) for this problem.
Starting at the point (1.,-0.1) the algorithm generated the sequence of points shown in Table 1 . From this table one can see the usefulness of the vertical step and that of the linear search. In Fig. 1 we show the path taken by the algorithm. 
The solution is
We used F=-44, xx=0, xz=l, x3=2, x4=-l. at2 3 iX4 10. [8] [5] and that of Zangwill [20] , but in their papers they have not considered the vertical step which means that their algorithm will only reach the optimum within a supplied tolerance and final convergence in their case is very difficult. Furthermore, the former take the linear programming approach whereas we use orthogonal projections. The connections between these two approaches is well known.
As is noted in [6] for the linear case, the addition of constraints to problem P can be handled in a natural way. This is an immediate consequence of the fact that we are using projections.
Finally, some further avenues of research suggested by this paper include the following. Firstly, it would be desirable to prove some results about rates of convergence of the above algorithm. It is the feeling of the authors that a super-linear convergence rate can be proved and they hope to publish results along these lines in a subsequent paper. Secondly, it is suggested that optimization problems of a similar nature, for example, standard nonlinear programming problems with an objective function that is continuous but has discontinuous derivatives, might be solved by an analogous method.
