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"Anybody ever tells you how this most beautiful and most evil of planets 
is somehow homogeneous, composed only of reconcilable elements, that it 
all adds up, you get on the phone to the straightjacket tailor." 
- Otto Cone in The Satanic Verses by Salman Rushdie 
Abstract 
The role of epistasis in the evolutionary process has been the subject of much debate 
ever since the inception of the neo-Darwinian synthesis. Fisher believed that the av -
erage additive effect of an allele was the object of selection and Wright believed that 
epistatic selection would act upon groups of co-adapted alleles. Despite disagreements 
over the fundamental importance of epistasis in the process of evolution there has been 
a great deal of interest in how epistasis may influence certain biological adaptations 
such as recombination and canalisation and how epistasis contributes to speciation and 
even the origins of life. In this thesis epistasis is examined in the unicellular, motile 
chlorophyte Chiamydomonas reinhardtii through its effects on the recombination load 
arising from sexual crosses. In an experiment that combined divergent selection to op-
posite environments with measures of between and within envinronment recombination 
loads it was found that the build-up of incompatibilities between populations was not 
enhanced by divergent selection, and was instead the product of allopatric divergence 
together with genotype-by-environment interactions. Theoretical analysis is presented 
that shows that recombination facilitates the evolution of mutational robustness in a two-
locus model. A review of eukaryotic chromosomal linkage patterns is presented and it is 
argued, together with simple theoretical considerations, that epistatic selection will not 
cause general, large-scale patterning of gene order within chromosomes. Additionally, 
two more general non-linear models are developed. The first shows that maternal ef-
fects may be an important component of mate choice in sexual selection models and the 
second demonstrates that marine snow and algal toxin production are social adaptations 
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In this chapter we will begin by giving a brief history of the development of thought 
regarding the role of epistasis in genetics and in evolution. Following on from this, 
we briefly discuss some of the major roles that epistasis may play in the evolutionary 
process. Chlanydomonas reinhardtii is then introduced as a model organism for use in 
several experimental evolution studies and a rationale for its use is provided. Finally, 
we end by detailing a chapter outline for the thesis. 
1.2 Epistasis in a historical context 
The term 'epistasis' was coined by the English geneticist William Bateson in 1909 to de-
scribe the distortion of simple two-locus Mendelian segregation ratios (Bateson, 1909). 
Table 1.1 shows some examples of these ratio distortions. In this context epistasis was 
defined as the phenomenon whereby the allelic effects of one locus are masked by the 
allelic effects of another distinct locus, and indeed the word can be literally interpreted 
as meaning 'standing upon' (Phillips, 1998). The origin of intellectual interest in this 
phenomenon was therefore rooted in the study of discrete, relatively simple Mendelian 
traits. However, Ronald Fisher's demonstration that the inheritance of continuous (bio-
metrical) traits was entirely consistent with the segregation of multiple loci following 
Mendel's laws of inheritance opened up the question of epistasis to the study of quanti-
tative traits (Fisher, 1918). 
The underlying implication for both discrete and continuous traits was that the phe-
notype of an individual cannot always be determined by summing the effects of separate 
loci. The inherent complexity of polygenic traits meant that epistasis had to encompass 
Table 1.1. Distortion of the classic Medelian two-locus 9:3:3:1 segregation ratio by different 
forms of epistasis. Adapted from Phillips (1998). 
Interaction Type 
Diploid_Genotype 
__ A - B— A - bb aaB— I aabb 
Classical ratio 9 3 3 1 
Dominant epistasis 12 3 1 
Recessive epistasis 9 3 4 
Duplicate genes with cumulative effect 9 6 1 
Duplicate dominant genes 15 1 
Duplicate recessive genes 9 7 
Dominant and recessive interaction 13 3 0 
almost any .type of interaction between groups of loci conceivable. A lack of infor -
mation about the underlying genetics of polygenic traits also meant that epistasis was 
interpreted within a statistical framework. In practice this means that any genetic vari-
ance contributing to the phenotypic variance of a trait that cannot be attributed to the 
additive genetic variance of the trait is defined as non-additive genetic variance (e.g. 
Lynch and Walsh, 1998). Non-additive genetic variance can be further decomposed into 
dominance and epistatic genetic variance, which essentially comprise the non-selectable 
genetic effects. 
Developing general models of epistasis with a manageable number of parameters 
is particularly difficult when epistasis can refer to any type of gene interaction. The 
complexity of this situation was first tackled by Cockerham (1954) and Kempthorne 
(1954) by partitioning the epistatic variance into terms describing different types of 
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gene interaction such as additive-by-additive, additive-by-dominance and dominance-
by-dominance epistasis. 
These statistical descriptions of epistasis are dependent on the allele frequencies of 
the loci in question and therefore do not inform about the physiological nature of the 
gene interactions. Hence, populations will only exhibit substantial levels of epistatic 
variance when the alleles of the interacting loci are at intermediate frequencies. At 
mutation-selection balance, where alleles are near fixation (assuming a low per locus 
mutation rate), almost all of the variance will be expressed as additive genetic variance 
even if the genes underlying the phenotype are entirely epistatic (Whitlock et al., 1995). 
In this scenario, the epistatic variance is converted into heritable additive genetic vari-
ance (Goodnight, 1987, 1988, 1995; Cheverud and Routman, 1995). Therefore, models 
that separate additive and epistatic effects do not capture their non-independence (Wag-
ner et al., 1998). 
1.3 The Fisher-Wright debate 
The role of gene interaction in evolution is at the centre of the debate between the 
Fisher and Wright paradigms of evolutionary change. Whilst the mathematical details 
of Fisher and Wright's theoretical studies were largely in agreement, the conceptual 
emphases of the two were in stark contrast. Much of what differed in their views can be 
attributed to differences in their respective academic backgrounds. Fisher approached 
the subject of natural selection with a formal training in physics and mathematics and 
this grounding in the more exact sciences heavily influenced his conceptual treatment 
of natural selection (Provine, 1971). 
By drawing an analogy between the statistical mechanics of populations of gas 
molecules and that of populations of genes, Fisher was espousing his belief that evo- 
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lutionary change could be adequately understood and described without excessive at-
tention paid to the details of the 'particles' involved (Fisher, 1922). Contained within 
those details are the effects of gene interaction and random genetic drift. Fisher's view of 
epistasis was a statistical one that laid emphasis on the generation of non-linear sources 
of non-heritable variation and was not concerned with the mechanistic or physiological 
details of gene interaction. Consistent with these beliefs Fisher envisioned large, pan-
mictic populations and smooth adaptive landscapes, each with a single global optimum. 
Fisher's fundamental theorem of natural selection states that the rate of increase of 
the mean fitness of a population is equal to the additive genetic variance for fitness of 
that population, and was likened by Fisher himself to the second law of thermodynamics 
in physics, indicating his belief that biology could be reduced to laws as universal and 
regular as those developed in physics (Fisher, 1930). In Fisher's view the constant de-
terioration of the environment would guarantee the continual replenishment of additive 
genetic variance for natural selection to act upon. 
The lack of any formal modeling of the effects of epistasis by Fisher can therefore 
be interpreted as an omission of details, the effects of which Fisher considered negli-
gible in large populations. In large, panmictic populations without very strong linkage 
between loci, the formation of gene combinations would be constantly deteriorated by 
recombination, making the additive effect of an allele across all genetic backgrounds 
the object of selection. 
Sewall Wright's background was distinctly biological with his first position in the 
physiological genetics laboratory of William Castle (Provine, 1971). The work he con-
ducted with Castle investigated the inheritance of coat colour in guinea pigs and strongly 
influenced his view that gene interactions and pleiotropy are universal, inevitable prop-
erties of genomes. The shifting balance theory (SBT) of evolution was developed by 
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Wright as an alternative to Fisher's mutation and mass selection model, and incorpo-
rated gene interaction, random genetic drift and population structure, reflecting Wright's 
biological approach (Wright, 1929, 1931, 1932). 
The significance of epistasis in the SBT was explained by Wright using the concep-
tual tool of an adaptive landscape. On Wright's adaptive landscape a population can 
inhabit a single point described on the y-axis by its mean fitness and on the x-axis by 
its genic frequency, which is the array of frequencies of the different alleles of loci con-
tributing to fitness. According to Wright, with extensive epistasis this landscape will 
be multiply peaked and with pleiotropy the peaks will be of differing heights (Wright, 
1977). 
In this scheme there is a global optimum, but populations tend to adapt locally and 
therefore reach local fitness peaks. The key process, therefore, is how populations cross 
adaptive valleys to reach the global optimum. In the SBT different genic combinations 
will be fixed in different denies due to the effects of random genetic drift and selec-
tion. Interdemic selection can then opearte via migration from the fittest peaks to demes 
on lower peaks resulting in the crossing of adaptive valleys towards the global opti-
mum. The objects of selection here are not single genes, but combinations of genes or 
as Wright put it 'the set of genic frequencies' (Wright, 1963). The model illustrates 
Wright's concept of a complex genotype-phenotype map and the structuring of popula-
tions into many small demes within a metapopulation. 
The contention between the models has still not been fully resolved, and advocates 
of both theories continue to debate the issue (Coyne et al., 1997; Goodnight and Wade, 
2000; Coyne et al., 2000). Despite the disagreement over the theories the presence of 
reproductive barriers between two diverged species is generally believed to be reason-
able evidence for the existence of alternative adaptive peaks separated by a valley of 
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lower fitness (Dobzhansky, 1936; Muller, 1939). The crucial question is whether the 
presence of an adaptive valley between two diverged populations is an indication of 
adaptive peaks and valleys within a population. Fisher argued that adaptive landscapes 
are likely to be smooth because in a high-dimensional space local stable equilibria are 
unlikely (Fisher, 1930). Wright proposed the SBT to explain how a population could 
traverse intra-population valleys in the adaptive landscape assuming the existence of 
a rugged landscape as a given, and in this sense the SBT is a contrived answer to an 
assumed problem. 
The question of the nature of multidimensional adaptive landscapes has been resur-
rected, however, and most notably by Gavrilets (1997). 'Holey adaptive landscapes' 
(HALs) represent the fitness surface of a high-dimensional genotype space and are 
somewhat more intuitively appealing than adaptive landscapes defined by arrays of gene 
frequencies (Gavrilets, 1997). HALs are an alternative to the more usually discussed 
'rugged landscapes', such as those envisioned by Wright (1963, 1977) and Kauffman 
and Levin (1987). HALs are multidimensional flat surfaces pitted with many holes 
where genotypic fitnesses are randomly assigned to either one (viable) or zero (non-
viable) (Figure 1.1). 
The main consequence of this scheme is that viable genotypes are connected by 
ridges of equally viable genotypes and for this reason the HAL has been compared to the 
Dobzhansky-Muller model of hybrid incompatibilities arising between diverged popu-
lations without either having to cross an adaptive valley (Dobzhansky, 1936; Muller, 
1939). Speciation on HALs, therefore, involves no temporary reduction in fitness and 
no crossing of an adaptive valley. A major drawback of the model is that the landscape 
is uncorrelated, meaning that a single mutation between two genotypes can result in a 




Figure 1.1. The holey adaptive landscape (HAL) proposed by Gavrilets (1997). See text for 
details. 
observation that increasing phylogenetic distance tends to increase epistatic interactions 
for fitness, i.e. within population crosses reveal very little epistasis, but between popu-
lation and species crosses reveal extensive epistasis (Whitlock et al., 1995). In this sce-
nario one could imagine large, flat regions of genotype space where populations cluster, 
separated by gradual, but deep valleys, and also connected by ridges of fit genotypes 
(Figure 1.1). 
Another simplifying assumption is that the fitnesses can be assigned as either zero 
or one, and the consequent flatness of the fitness surface, an assumption introduced to 
simplify the study of the large-scale dynamics of the model. The lack of hills would 
seem to imply that populations are free to drift across the surface and would not be 
increasing in mean fitness at any point. However, differing fitnesses can be incorporated 
into the model, but due to the multidimensional nature of the genotype space they do 
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not manifest as hills and are not easy to represent in just three dimensions. Further to 
this, the presence of just two fitness classes may be applicable to systems such as the 
secondary-structure folding dynamics of RNA sequences, where the folded molecules 
either form the correct structure and are therefore fit, or they do not and are unfit, thus 
forming what has been termed a neutral network (van Nimwegen et al., 1999). 
1.4 General considerations of epistasis 
There are two major effects of epistasis in natural populations, and these effects are 
central to most theories that are concerned with epistatic effects in evolution. The first is 
that epistasis will always generate linkage disequilibria (LD) between loci via selection. 
This is also true in quantitative genetic models of traits under stabilising selection, where 
individual loci combine additively, because stabilising selection favours combinations of 
plus and minus alleles at different loci (intermediate optimum) (e.g. Lewontin, 1964b). 
The two forms of epistasis commonly discussed, synergistic (negative) and antago-
nistic (positive)'epistasis, generate negative and positive LD respectively: In stabilising 
selection models the negative LD is adaptive, but in multi-locus models of directional 
selection negative LD retards adaptation by causing associations between beneficial and 
deleterious alleles thereby reducing the additive genetic variance for fitness. Positive 
LD arises when selection favours certain combinations of alleles over others and in this 
sense is considered adaptive. 
The second effect of epistasis is that it makes the additive effects of genes depend 
on allele frequencies. This effect underpins much of the differences between Fisher's 
and Wright's views of evolution. In Fisher's scheme the average additive effect of an 
allele over all genetic backgrounds was what mattered, but Wright saw groups of alleles 
being co-selected in combination with genetic drift. The role of drift is key to changing 
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additive effects through essentially random allele frequency changes, supposedly acting 
to release additive genetic variance in bottlenecked populations from previously non-
heritable epistatic genetic variance (Goodnight, 1987, 1988). 
1.5 The evolution of recombination 
Epistasis is central to a number of deterministic models for the evolution of recombina-
tion. Kimura and Maruyama (1966) showed that the mutation load of a sexual popula-
tion will be less than that of an asexual when there are synergistic interactions between 
deleterious mutations. Synergistic interactions mean that the fitness of deleterious mu-
tation are worse than expected when together than when they are on their own. This 
generates negative LD, and recombination acts to break this up, freeing up variation 
for selection to act on and remove deleterious mutations from the population resulting 
in a lower mutation load at equilibirum than an asexual population (Kondrashov, 1984; 
Charlesworth, 1990). 
The same argument applies for populations that are adapting to an environment and 
so are subject to directional selection. If there is weak synergistic epistasis between 
beneficial alleles that are sweeping through a population then their progress will be 
retarded by the build-up of negative LD. Once again recombination frees up additive 
genetic variance for fitness and a modifier that increases the rate of recombination can 
hitchhike with the high fitness variants that it will generate (Barton, 1995). This basic 
idea was formulated by Weismann (1889) although without any knowledge of epistasis 
and LD. Maynard Smith (1980, 1988) and Charlesworth (1993) found that when a trait 
is under stabilising selection with a moving optimum modifiers of recombination will 
be able to track the optimum quicker as they will hitchhike on the variance that they 
generate. 
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1.6 Speciation and co-adaptation 
Speciation involves antagonistic (positive) epistasis. Dobzhansky (1936) and Muller 
(1939) showed that genetic incompatibilities could arise between populations if they 
fixed separate alleles at different loci that were incompatible when brought together. 
These Dobzhansky-Muller incompatibilities prevent a population from having to go 
through an adaptive valley to achieve reproductive isolation. The incompatibility arises 
from antagonistic epistasis that generates positive LD between loci. That is, beneficial 
combinations of alleles will be found together more often than expected from their allele 
frequencies. These combinations are known as co-adapted gene complexes when they 
occur within populations (Dobzhansky, 1970). 
More recently there has been a renewed interest in the subject of co-adaptation and 
selection for closer linkage. Following the work of Dobzhansky (1970) a study of the 
paracentric inversions on the third chromosome of Drosophila pseudoobscura suggests 
that there has been extensive epistatic selection acting to maintain linkage disequilib-
rium between loci within the inversions (Schaeffer et al., 2003). 
Another study has examined chromosomal inversions in the apple maggot fly, Rhago-
letis pomonella, and has identified six allozyme loci, already known to show host-
associated differentiation, within three inverted chromosomal regions in the genome 
(Feder et al., 2003). There is a potentially compelling argument that the presence of 
these genes within recombination-suppressed chromosomal inversions has contributed 
to the sympatric speciation due to host-adaptation believed to be ongoing in this species. 
This does not necessarily imply that the inversions are composed of coadapted gene 
complexes since the findings are still consistent with the possibility that each inversion 
contains only one locus subject to selection with a host of neutral markers hitchhiking 
along and consequently exhibiting linkage disequilibrium. 
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1.7 Evolution of canalisation 
Waddington (1940) and Schmalhausen (1949) recognised that the resistance of embryos 
to environmental and genetic perturbations during development was an adaptation to en-
sure the proper development of the embryo. It was realised that stabilising selection was 
acting on the developmental traits making any deviations from the optimum deleterious. 
It was their contention that this force benefits any mechanisms that prevent perturbations 
from resulting in deviations from the optimum. Waddington (1942) described the traits 
as 'canalised'. 
This is closely related to the evolution of recombination because canalised traits 
are extreme forms of synergistic (negative) epistasis. Past some threshold in genetic 
perturbations (mutations) and fitness will drop off to zero, but above that threshold per-
turbations are tolerated. 
1.8 The origins of life 
Epistatic interactions between the earliest (probably RNA) replicators allowed for an 
increase in the evolution of information and complexity. The argument is as follows. 
Exponential replication of early replicators together with the constraint of a conserva-
tion of total population size enabled effective selection of the 'fittest' individuals with 
the highest replication rates, but also results in, what ecologists would term, 'competi-
tive exclusion' of all but the fittest replicator quasi-species (Eigen and Schuster, 1979; 
Szathmary, 1999). Such a lack of species co-existence acts as a constraint on the evolu-
tion of primitive groups of co-operating replicators that is necessary for an increase in 
information which accompanies the evolution of early genomes. The 'error threshold' 
of replication imposes a limit on the maximum nucleotide length of the early replicators 






Figure 1.2. The hypercycle of Eigen and Schuster (1979). The I's are RNA molecules and the 
E's can either be coded enzymes or the enzymatic function of the RNA molecule. The system is a 
closed loop that ensures cooperation between replicators and does not violate the error threshold. 
These problems combined together are known as 'Eigen's paradox', and can be sum-
marised as: competitive exclusion between replicators prevents coexistence of different 
types and the error threshold forbids increasing information by simply ligating together 
independent replicators, so how may information increase? Eigen and Schuster (1979) 
attempted to solve it by recognising that for any increase in information to be possible 
there must be some form of functional linkage between replicators (Eigen and Schuster, 
1979). 
Functional contingency between individual replicators ensures the co-existence of 
different types, and thereby increases the information capacity of the co-operating group 
without stepping over the error threshold. The functional linkage proposed by Eigen is 
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in the form of a closed loop, where each replicator autocatalyses their own replication 
and also provides catalytic help for the replication of their neighbouring replicator in 
the cycle, and is called a 'hypercycle' (Figure 1.2). 
An important consequence of the hypercycle is that whilst competition between dis-
tinct replicators within the hypercycle has been abolished, competition between quasi-
species alleles of different hypercycles continues to ensure the maintenance of the in-
formation of the wild-type allele against mutation accumulation: therefore, both coop-
eration and competition are required. The positive interactions between the replicators 
could be thought of as antagonistic epistasis, which by coupling the fitnesses of the 
replicators together has ensured that cooperation is maintained and information can in-
crease. 
1.9 Chlamydomonas reinhardtll and experimental evolution 
Two chapters in this thesis describe experimental evolution with populations of Chiamy-
domonas reinhardtii. The unicellular, motile chlorophyte is ideal for experimental evo-
lution related to epistasis as the species is facultatively sexual and so allows us to mate 
different individuals together and make comparisons of offspring and parental fitnesses 
to find the signatures of epistasis. 
Additionally, C. reinhardtii is haploid and has a simple life-cycle that is straight-
forward to manipulate. The species typically has a short generation time and the ability 
to keep them growing exponentially in very large populations (>10 6  Ml- 1 ) means that 
adaptation and evolution will take place very rapidly. The species has minimal require-
ments: will grow on a medium of inorganic salts with light, and will even grow in the 
dark with acetate as an alternative carbon source. 
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1.10 Chapter outline 
Chapters 2 and 3 are devoted to experimental evolution in C. reinhardtii. Chapter 2 
describes the growth cycle of the alga in cultures of limited volume and in different 
vessels. Additionally, two pilot experiments are discussed. Chapter 3 describes an ex-
periment that combines experimental evolution to divergent environments together with 
a measure of recombination load in crosses between evolved lines. In chapter 4, a multi-
locus model of the evolution of genetic robustness (canalisation) is analysed. In chapter 
5, the evidence for epistasis causing clustering of loci in genomes is reviewed and some 
simple models are developed to support the conclusions. The last two chapters involve 
more general cases of non-linearity in evolution. In chapter 6, a model of maternal 
effects and sexual selection is analysed. Maternal effects are sources of non-linear in-
teractions between maternal genotype and offspring phenotype. In chapter 7, a model 
of marine snow and algal toxin production is analysed. The social interactions between 
individuals in these models is akin to interactions between loci in epistatic models. 
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2 Experimental evolution in Chiamydomonas reinhardtii 
Abstract 
This chapter introduces the unicellular, motile chlorophyte Chiamydomonas rein-
hardtii as a model organism for experimental studies of the evolutionary process. 
A brief background of the evolutionary relationships of the genus and of the known 
ecology is outlined to develop the appropriate context in which to interpret experi-
mental observations and results. Laboratory growth-cycles in different vessels and 
in different media are then described as a precursor to assaying fitness. Finally, the 
results of two pilot experiments are discussed. The first is a study of the effects of 
bottleneck size and base population heterogeneity on the rates of adaptation to a 
novel environment and the second is a cursory investigation of the growth-cycle in 
used media. 
2.1 Chlamydomonas, from genus to division 
Chiamydomonas is a genus of unicellular, motile chiorophytes that inhabit a diverse 
array of habitats ranging from ponds, soils and oceans, to the snow on mountain tops. 
The cells have a cell wall composed of glycoprotein, two anterior flagellae, a chioroplast 
containing chlorophyll a and b, a pyrenoid where starch is stored and a light-sensitive 
carotenoid-pigmented region ('the eye') that perceives light. There are more than 450 
species described at present, but with many more likely to be discovered (Ettl, 1976). 
Chlamydomonás is the type genus of the family Chlamydomonadaceae that con-
tains around 800 species in 33 genera, over half of which belong to Chiamydomonas 
(Jakubiec, 1984). This family is a member of the order Chiamydomonadales which in 
turn belongs to the monophyletic class Chlorophyceae, a class which boasts a range of 













Figure 2.1. A sample of the morphological and evolutionary diversity of the Chiorophytes. 
most abundant (Lewis and McCourt, 2004). Familiar genera in this class include the 
colonial Volvox and the coccoid Chiorella. 
The Chlorophyceae belong to the division (= phylum) Chlorophyta (green algae 
sensu stricto) within which there are approximately 500 genera and more than 10 4 
species identified to date (van Den Hoek et al., 1995; Bold and Wynne, 1985). The 
term 'algae' can be used to describe a myriad of different photosynthetic species that 
are not phylogenetically related, from the prokaryotic cyanobacteria (blue-green algae) 
to the eukaryotic dinoflagellates, diatoms, rhodophytes and giant kelp, all of whom are 
distantly related to one another and none of whom belong to the green algae. 
The Chlorophytes are photosynthetic eukaryotes that utilise chlorophyll a and b 
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Figure 2.2. An illustrative overview of the phylogenetic relationships of the 'green algae' show-
ing the two main lineages or clades, the chiorophytes, containing the prasinophytes, and the 
charophytes, which are paraphyletic to the embryophytes or higher plants (from Lewis and Mc-
Court (2004)). 
of starch, threecharacteristics that place them as close relatives of the embryophytes 
(higher plants). This division exhibits a great diversity of body morphology, ranging 
from free-swimming unicells to complex, multicellular thalli with colonial and filamen-
tous types in-between (Figure 2.1). The majority of the species within the division 
inhabit freshwater environments. Some of the more familiar genera include Ulva (sea 
lettuce), Desmidium (desmids), Spirogyra and Euglena. The phylogenetic relationships 
of the green algae are summarised in Figure 2.2. 
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2.2 The ecology of C. reinhardtii 
C. reinhardtii cells can commonly be found growing in soil or freshwater puddles and 
ponds. Species in this genus are also known to grow as phytoplankton in the euphotic 
region of the water column in lakes and the still waters of meandering rivers, and also 
on the surface of snow. The motility and positive phototaxis of the cells indicates that 
they prefer quiet waters where they are not at the mercy of turbulence and physical mix-
ing (marine algae are often non-motile). The curious origin of the principal laboratory 
strains of C. reinhardtii has been determined as a single zygospore taken from a potato 
field in Massachusetts in 1945 (Harris, 1989). C. reinhardtii cells are capable of het-
erotrophic growth in the dark using acetate as a sole carbon source (Sager and Granick, 
1953), and it is known that algae capable of growth in the dark are largely soil-derived 
species (Danforth, 1962; Lewin, 1963). For these reasons we can be reasonably confi-
dent that C. reinhardtii is a soil alga that is also content to grow in more water-logged 
conditions. 
The soil algal flora is typically less speciose than the freshwater epipelon (sedi-
ment surface) and phytoplankton (Round, 1981). It has been suggested that phototactic 
(and geotactic) motility may be important for epipelon species incase of burial (Round, 
1981), and this may also be the case in (moist) soils. While the fast-growing cyanobac-
teria predominate on slightly alkaline, nutrient-rich soils, the green algae tend to prefer 
more acidic, nutrient-poor soils (Metting, 1981). 
A major factor affecting soil algal growth is the level of moisture in the soil. To-
gether with diurnal fluctuations of dew deposited overnight there will also be seasonal 
variations in rainfall, which overall provide an uncertain future environment. There 
is evidence from the field and the laboratory that diatoms are less tolerant to low wa-
ter potential and are more vulnerable to dessication than green algae (Bristol-Roach, 
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1928). One account reported that dessicated C. reinhardtii spores survived a period of 
66 years (Bristol, 1920). The resistance of the Chlorophyte zygospore stage (Figure 2.3) 
has been described as a potential adaptation to stressful, uncertain environmental con-
ditions (Coleman, 1983). Soil algal populations must also tolerate a broad range of 
temperatures (compared to phytoplankton species) as freeze-thaw cycles and high mid-
day temperatures can be common features of the soil environment (Metting, 1981). 
There is little to no data regarding the global distribution of C. reinhardtii although 
it is known that the genus is of world-wide distribution. In general, freshwater algal 
species tend to have world-wide distributions with surveys suggesting that between 50 
and 70% of unicellular, freshwater species may be considered cosmopolitan species (al-
though many species that are distributed throughout the northern and southern temperate 
zones are absent from the tropics) (Round, 198 1) . This is in contrast to marine species 
that tend to have far narrower, more distinct distributions, which may be attributed to 
the barrier to dispersal posed by high water temperatures (Round, 1981). Soil and fresh-
water algal species are likely to enjoy a great deal of aerial dispersal via resting spores 
being blown upwards from dried soils and transitory puddles or ponds. Unlike marine 
species, wind-borne freshwater spores are likely to survive high or low air tempera-
tures and can remain viable for many decades. Chiamydomonas species were recovered 
from an altitude of 1100 metres after petri dishes were exposed to the air for just one 
minute (Brown et al., 1964). Typically, the majority of air-borne algae recovered from 
the atmosphere are soil algae (Maguire, 1963; Brown et al., 1964; Behre and Schwabe, 
1970). 
In summary, C. reinhardtii cells have evolved to cope with uncertain environmental 
conditions (fluctuating moisture levels and temperatures) and low levels of nutrients. 
The distribution of the species world-wide is likely to be wide, but within the extremes 
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of tropical and frozen habitats. Taken together these life-history details would suggest 
that C. reinhardtii is an algal generalist that is robust to environmental fluctuations at 
the same time as being able to exploit suitable conditions as an opportunistic disperser. 
Growth in nutrient-poor soils will have selected for the ability to efficiently acquire and 
assimilate limited resources in a competitive arena. 
It is not clear, however, whether nutrient-limited environments will have presented a 
strict growth-reproduction trade-off in the life-history strategies of C. reinhardtii such as 
have been documented for many multicellular species (MacArthur, 1962; Cody, 1966; 
MacArthur and Wilson, 1967; Pianka, 1970; Roughgarden, 1971; Charnov and Schaffer, 
1973). Low nutrient environments may place a demand on motility for the active recruit-
ment of nutrients, the rigours of which place an upper limit on cell size. Added to this is 
the temporal instability of the soil environment (although the rate of change may be low 
relative to the algal generation time). High dispersibility and environmental instability 
are considered to be characteristics associated with the life-cycles of so-called 'fugitive' 
species that colonise available environments opportunistically, but such species are not 
necessarily r-strategists in the classical sense as they must allocate resources into non-
reproductive pursuits to ensure dispersal and survival (Baker, 1965; Gadgil and Solbrig, 
1972). 
2.3 The Life-cycle 
The life-cycle of C. reinhardtii is summarised in Figure 2.3. The haploid, vegetative 
cells will grow asexually (biphasic development: cell growth and motility followed by 
loss of motility and cell division) until they encounter a stressful environment (lacking 
available nitrogen) when they will undergo gametogenesis and differentiate into one of 
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Figure 2.3. The life-cycle of Chiamydomonas reinhardtii showing both asexual (vegetative) and 
sexual phases. 
of their life-cycle makes them a facultatively sexual species, which is an attractive char-
acteristic for experimental evolutionists. Opposite mating types fuse forming a diploid 
zygote that sheds the flagellae forming a thick, resistant wall that can protect the zygote 
during adverse conditions (dessication, freezing). This stage can be viewed as a resting 
spore or akinete (Coleman, 1983). When the environment improves (available nitrogen 
is replaced in the media) the zygote undergoes meiosis forming four haploid zoospores 
with two of each mating type. 
The mating type locus is located on linkage group VI, situated within a one megabase 
(Mb) long, recombination-suppressed region (Gillham, 1969; Ferris and Goodenough, 
1994). In the centre of this region is the R-domain, a 200 Kb region that has undergone 
numerous translocations and inversions resulting in recombination-suppression over the 
entire area (Ferris and Goodenough, 1997; Ferris et al., 2002). Three genes that are 
selectively transcribed in response to nitrogen-starvation have been identified within the 
R-domain: fusi, a glycoprotein necessary for gametotype fusion (Ferris etal., 1996), the 
mid gene, a transcriptional regulator that induces gametotype differentiation in response 
to nitrogen-starvation (Ferris and Goodenough, 1997), and sad], a flagellar sexual ag-
glutinin necessary for mating type recognition and fusion (Hwang et al., 1981). Linkage 
analysis in the nuclear genome of C. reinhardtii has identified 17 linkage groups in a 
total genome size of 108  bp (100 Mb) (Harris, 1989). 
C. reinhardtii is also known to form palmelloid colonies, which are small groups 
of adhered, non-motile cells, and this stage is often associated with the production of 
gelatinousextracellular exudates (Harris, 1989). Curiously, such stages will sometimes 
revert to the motile stage upon the addition of fresh culture media or by using media 
that is low in phosphate levels and/or acidic (Bold and Wynne, 1985; Harris, 1989). 
The palmelloid stage may represent a semi-resting stage when nutrients do not need 
to be scavenged via energy-expensive motility (high phosphates) or when the nutrients 
have been depleted (old culture media). Phosphates tend to be most readily available 
in neutral or alkaline soils. Interestingly, it has been noted that almost all of the algal 
species that require the very scarce vitamin B12 are motile (Hutchinson, 1967). 
2.4 The growth-cycle in cultures of limited volume 
The growth of microbes in cultures of limited volume typically follows a characteristic 
pattern and unicellular algae are no exception to this rule. The pattern of growth is 
illustrated in Figure 2.4. In the lag phase (A), the algae are adapting physiologically 




Figure 2.4. The characteristic pattern of microbial growth in cultures of limited volume. A - lag 
phase, B - log phase, C - stationary phase, D - death phase. T - time, L - log(cell no.). 
1996; Fogg, 1975). In the log phase (B), the cells are growing exponentially, in the 
stationary phase (C) the carrying capacity of the culture is reached and in the death 
phase (D), the nutrients have been exhausted and cell death may be precipitated by the 
accumulation of toxic waste products. 
C. reinhardtii will grow in a simple medium of inorganic salts together with a light 
source. For all of what follows cultures were grown in a Sanyo Orbital floor incubator 
with continuous shaking and illumination in sterile Bold's culture media (Bold, 1942). 
The growth of cultures can be measured using the optical absorbance of the culture in 
a spectrophotometer at 665 rim. However, before utilising this method it is necessary 
to calibrate the spectrophotometer for the culture vessel and media that will be used so 
that a conversion factor can be derived to convert optical absorbance into cell numbers. 
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Figure 2.5. Spectrophotometer calibration curves for C. reinhardtii. On the left is the curve for 
25 x 150 mm glass (borosilicate) culture tubes and on the right is the curve for 1.5 ml plastic 
cuvettes. 0D665 - Optical Density at 665 nm. 
Figure 2.5 shows calibration curves for 10 ml cultures in glass tubes and in cuvettes. 
Two replicate 10 ml cultures were serially diluted and one of the lowest dilutions 
was counted three times on a haemocytometer under a microscope and the average was 
taken. All of the dilutions were vortexed and the absorbance at 665 nm was measured. 
The gradient of the resulting lines is taken as the conversion factor assuming a zero in-
tercept. For 25 x 150 mm glass tubes the conversion factor is 1798560 cells/ml OD665 
and for 1.5 ml cuvettes the conversion factor is 4321900 cells/ml OD665 1 . Two things 
can be noticed from these curves. Firstly, the cuvettes appear to give a more consistent 
estimate of cell density and secondly, the cuvettes can estimate the cell density over 
a larger range, from less than a million cells/ml up to and above 6 million cells/ml, 
whereas the glass tubes have reached the maximal absorbance of 2 at just 3.5 million 
cells/ml. The drawback of using cuvettes is that they are an invasive method that require 
the growing cultures to be opened to the air as well as necessarily reducing their volume. 
The broad range of cell density estimates capable with cuvettes enables us to exam-
me the growth cycle of C. reinhardtii over a longer period of time than would be pos- 
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Figure 2.6. The growth curve of twelve C. reinhardtii clones over a period of fifteen days. Cell 
density estimates were measured in glass tubes from days one to six (black symbols) and in 
cuvettes from days seven to fifteen (grey symbols). Error bars are plus and minus the standard 
error of the mean. 
sible with just glass tubes, and also allows us to compare our independently-estimated 
conversion factors. To this end, the growth of twelve different, independently-cultured 
clones (six plus and six minus) was measured over a period of fifteen days from a start-
ing inoculum of 5 x 104 cells. Figure 2.6 shows the logarithm of the average cell density 
on each day, plus and minus the standard error of the mean. 
The curve shows that there is a good agreement between the conversion factor es-
timated from glass tubes (days one to six) with the conversion factor estimated from 
cuvettes (days seven to fifteen). The curve also shows that, while exponential growth 
slows considerably over the first six days, there is still some growth after day six which 
is above that expected for a culture in stationary, or indeed, death phase. This may in- 
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dicate that the culture has not exhausted the nutrient supply and started to accumulate 
toxic waste products, but that there is perhaps self-shading occurring as a result of the 
high cell density, which results in a light-limited state of growth. 
It is possible to measure the average exponential growth rate for these twelve clones 
from this data, but before doing so it may be helpful to explain the rationale. An expo-




where r is the intrinsic growth rate, which is the per capita birth rate minus the per capita 
death rate, and N is the population size. This equation can be solved explicitly to give 
the population size, N1 , at any point in time in terms of the initial population size, No 
N1 =N0e''. 	 (2) 
This solution can be rearranged to find r 
r = -(lnNi - lnNo). 	 (3) 
t 
Therefore, to measure r accurately requires that the time-points we choose for N1 and No 
capture only the exponential portion of the growth curve. To determine this one could 
simply look for the most linear portion of the log plot in Figure 2.6, but this may not 
give the best results as at the lowest densities the spectrophotometer may not be sensitive 
enough to give accurate readings. It seems reasonable to expect a positive correlation 
between the growth rate and the final cell density (on day fifteen) and this measure can 
be used to determine the most appropriate days over which to calculate r: 
Days 
1,2,3 	 1,2,3,4 	2,3 	 2,3,4 
Correlation 0.0795 (p> 0.4) 0.199 (p > 0.25) 0.247 (p > 0.2) 0.493 (p  <0.05) 
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It appears that including day one greatly reduces the correlation and this is most 
likely due to the lower sensitivity of the spectrophotometer at this density and this is 
reflected in the higher variance for this reading. Measuring r between days two and four 
gives the highest, and only significant, correlation. The particular days that give the best 
results will depend on the starting density. 
Now that we have determined the best period over which to calculate r, it is of in-
terest to compare our estimate with previously published estimates (Sager and Granick, 
1953; Sorokin and Krauss, 1958). The most useful comparison to make is between the 
doubling times in hours. The doubling time, G, is the mean generation time for a cell to 
divide into two, and can be calculated from the growth rate per hour as follows 
G=r 1 1n2. 	 (4) 
The average doubling time for the twelve clones is 15.8 hours. Sager and Granick (1953) 
calculated a doubling time of 7.2 hours and Sorokin and Krauss (1958) found G to be 
just 6.3 hours. 
So what is causing this apparent discrepancy? It is possible that the spectropho-
tometer is not sensititve enough to detect very low cell densities in glass tubes. To 
check this we can re-calculate r using the starting density of 5 x 104  and extend the time 
from day zero to day four. This gives a doubling time of 12.7 hours. Using day three 
this can be cut down to 11.5 hours and to 10.5 hours on day two, indicating that the 
spectrophotometer is missing some early portion of the exponential growth. Another 
contributing factor is that Sager and Granick (1953) and Sorokin and Krauss (1958) 
bubbled a mixture of dry air and 5% CO2 through their growing cultures, which is nec-
essary for optimal growth (Harris, 1989). Our cultures relied upon physical agitation to 
encourage atmospheric CO2 to dissolve, a method which may be less efficient in glass 
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Figure 2.7. The number of generations that twelve clones of C. reinhardtii have passed through 
during a fifteen day period of growth. 
However, for large numbers of tubes in experiments and fitness assays, bubbling CO2 
through the cultures would be impractical and expensive. 
During a selection experiment it is useful to know how many generations the selected 
lines have passed through to gauge when an experiment can be stopped. It is also useful 
to know when cultures should be passaged into fresh media, so as to maintain the culture 
in exponential growth (which may the object of selection) and maximise the number 
of generations of selection. Figure 2.7 shows the number of generations the twelve 
clones have passed through over the fifteen days of growth. After three days the cultures 
have gone through more than six generations, showing that in ten weeks more than 120 
generations can be achieved using 10 ml cultures. Larger culture sizes may reduce the 
necessary frequency of transfers without reducing the number of generations passed 
through. 
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There is an alternative growth vessel and growth measurement method available. C. 
reinhardtii cells can be grown in 96-well plates and their cell densities monitored via 
optical absorbance in an Enzyme-Linked ImmunoSorbent Assay (ELISA) plate reader. 
ELISA is a method used by immunologists to detect the presence of antigens and an-
tibodies in sera and the plate readers they use are ideally suited for monitoring the cell 
density in a growing population of algae. Multiple replicates can be assayed on single 
plates, saving space and increasing efficiency and statistical power, and owing to the 
small volumes being used (0.25 ml) the algae grow in a shorter space of time, reducing 
the assay length. Additionally, the ELISA plate readers are high-precision machines 
that can detect much lower cell densities than was previously possible. One drawback 
is that the cells cannot be agitated during growth or assay, making it necessary to mix 
the wells prior to taking measurements. 
A necessary first step towards using ELISA plates is to determine to what extent 
growth rates measured on the 96-well plates are correlated with those measured in glass 
tubes. With this intention in mind, the growth rates of ten different clones (five plus 
and five minus), grown separately in ELISA plates and glass tubes, were compared. 
For the glass tubes there were ten replicates for each clone, totaling 100 tubes, which 
were simultaneously grown in a single incubator with their positions in the incubator 
randomised daily. The inoculum density was 5 x 10 4 . On the 96-well plate there were 
six replicates for each clone (the outside wells were not used) and the inoculum density 
was 2 x 10. 
The positions of the clones on the plate was a constant, but the plate was rotated in 
the incubator every six hours and was 'blocked' in with empty plates to reduce light and 
evaporation variation across the plate. A blanking plate of sterile Bold's was also re-
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Figure 2.8. The correlation of the averaged growth rates (log i o d) of ten different C. rein-
hardtii clones measured in glass tubes and on an ELISA plate showing the least-squares line of 
best fit. Error bars ±se. 
in the glass tubes was measured over a four day period and the ELISA plate was moni-
tored every six hours over a 48 hour period. The growth rate on the plate was calculated 
using the first reading after six hours and the final reading at the end of the 48 hours. 
Figure 2.8 shows the average per day growth rates for each clone correlated between 
the glass tubes and the ELISA plate. The correlation coefficient is 0.67 (t = 2.5, p < 0.02, 
8 dl). Further to this, it is of interest to know how repeatable our measures of growth 
rates are in glass tubes compared to ELISA plates. To do this we define a measure of 
repeatability as follows
VII R=1— (5) 
Vb 
where V, is the average variance in growth rates for replicates within clones and Vb is 
the variance in growth rates between different clones. The greater this quantity is, the 
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Figure 2.9. The repeatability of different sized groups of randomly chosen replicates within 
clonal measures from glass tubes (left) and from ELISA plates (right). 
more repeatable the measures are for single clones . For the glass tubes we find an R 
value of just 0.045 and for the ELISA plate the R value is 0.27. 
We can extend this method to ask how the repeatability increases as we take the 
averages of groups of randomly selected replicates within each clonal measure and use 
these to calculate i7. For example, we can take the averages of groups of two ran-
domly selected replicates and then do the same for groups of three. These measures 
will indicate how many replicates are required to deliver repeatable results. Figure 2.9 
shows the repeatability of different sized groups of replicates for glass tubes and for the 
ELISA plate. It can be seen that a repeatability of over 0.8 is achievable with just three 
replicates for the ELISA plate but requires five replicates for the glass tubes. 
It is worth noting that using the ELISA plate data we can calculate a doubling time 
of 6.4 hours, which is in close agreement with the doubling times determined by Sager 
and Granick (1953) and Sorokin and Krauss (1958). This result suggests that the ELISA 
plate reader may be sensitive enough to monitor the early stages of exponential growth. 
It also appears that growth in 96-well plates is not limited by CO2. This is due to an 







0.3 	0.35 	0.4 	0.45 	0.5 	0.55 
Figure 2.10. A histogram showing the numbers of replicates of a single clone that fall into dif-
ferent categories of growth rates (log 10 d— 1 ). There are 116 measurements of groups of roughly 
20 replicates each, measured in six independent trials over two different incubators (measured 
in glass tubes). The average growth rate is 0.42 and the variance is 0.003. 
(71r 2)  for a tube with a diameter of 25 mm is 4.91 cm  and for a 10 cm  culture volume 
this gives a surface area to volume ratio of 0.49. For a well in a Corning 96-well plate 
with a diameter of 6.86 mm the surface area exposed to the air is 0.37 cm  and for a 
0.25 cm  culture volume this gives a surface area to volume ratio of 1.48, approximately 
three times greater than the glass tube. 
During fitness assays it may not always be possible to simultaneously assay growth 
rates in a single incubator, especially if there are large numbers of lines or if there is a 
staggered design to the experiment. Therefore, it is of interest to know how comparable 
(and repeatable) growth rate measurements are between independently estimated mea-
surements. A survey of the growth rates of single clones and groups of different clones 
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was conducted on separate occasions and across two separate incubators to get a feel 
for what the important sources of variation may be. All of the masurements were made 
in glass tubes. 
Figure 2.10 shows the distribution of growth rates for a single clone based on 116 
measurements of six groups of roughly 20 replicates each, measured on separate occa-
sions in one of two incubators. The distribution appears to be leptokurtic. It is possible 
to analyse the sources of this variation using Fisher's intraclass correlation coefficient 
(Fisher, 1918, 1925), which in this instance will provide an estimate of the fraction of 
the total variance attributable to variation arising from separate incubator measurements. 
This allows us to weigh up the variance arising from within-incubator trials from posi-
tion effects caused by slight temperature or light gradients across the incubator against 
variation arising from different ambient conditions, differences in the seeding cultures 
and potential temporal differences in the incubators. The intraclass correlation coeffi-
cient can be expressed as 
	
MSb - MS, 	Vb 
(6) 
MSb+ (n'— 1)MS, =  
where MSj, is the between mean squares, MS is the within mean squares, Vb is the 





n, - 	 (7) 
 Y. 
N is the number of separate groups and n, is the sample size in the i'th group. For 
the single clone in Figure 2.10 we find a p value of 0.53 indicating that the variance 
between trials is marginally larger than the variance within incubator trials. It may seem 
somewhat surprising, but this result suggests that the variance from position effects 
within an incubator is almost equal to the variance from independently measured trials. 
This highlights the importance of randomising the position of lines within an incubator 
during selection experiments and fitness assays. 
The value for p is expected to increase as the genetic relation between the lines in 
separate trials decreases. To check this, eight clonal offspring from a single mating were 
assayed in separate trials. The resulting value of p increased modestly to 0.57. The same 
process was carried out with four offspring from four different matings. This increased 
p to 0.68. 
It is possible to put these results together and partition the effects of the different 
sources of variation on the growth rates of the different clones. If we nest the effect of 
the incubator within the clone effect and treat it as a random factor we can carry out a 
mixed effects model to test whether any effect of the clone can be detected above the 
noise introduced by the incubator. The effect of the incubator is then tested against the 
position effect within each incubator which is the measurement error (residual) in this 
model. Table 2.1 shows the ANOVA results. The results show that when comparing 
clones in different incubator runs it is not possible to disentangle their effects from 
the effects of the incubator (1712,11 = 1.70, p = 0.19). This highlights that the most 
appropriate measures of comparison between clones should be carried out within the 
same incubator run. The effect of the incubator is, however, clear above the position 
effects from within the incubator (1 7 11,479 = 21.78, p = 6.3 x 10-6).  This suggests that 
comparisons made within incubator runs will not be obscured by measurement error. 
The composition of the growth medium represents an important component of an 
algal lineage's selective environment and as such it may be worthwhile to identify some 
general trends in growth that different medium types elicit. Two clones of opposite 
mating type were grown in four different medium types: Bold's, Sueoka (1960), a so-
called high-salt medium, and a modified Eversole (1956) medium using the Sager and 
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Table 2.1. The ANOVA results for the influence of different sources of variation on the growth 
rates of different clones in different incubator runs. Inc - different incubator runs. The ANOVA 
model is a mixed effects model with the effect of the incubator treated as a random factor and 
used to test the effect of the clones. 
Between and within incubator effects on clonal growth rates 
Source of variation df Mean Sq I F-ratio P-value 
Clone 12 0.146 1.70 0.193 
Inc (Clone) 11 0.086 21.78 6.3 x 10_6*** 
Residuals 479 0.004 - - 
Granick (1953) trace elements (to provide a source of Fe3+  ions), and utilising the Tris-
HC1 buffer to develop pH 6 and pH 8 varieties. Sueoka is high in phosphates relative 
to the other medium types and Bold's is the only medium with a non-reduced nitrogen 
source. Ten replicates of each mating type were carried out. 
Figure 2.11 shows the average growth rate of the two clones in each medium type. 
This is by no means an exhaustive survey of the genetic variation that exists for growth 
in different medium types, but is intended to illustrate some possible coarse-grained 
trends. The clones grow best when supplied with a high phosphate medium with a 
reduced-nitrogen source (sueoka). It has been noticed that algae will preferentially use 
NHt to NO if they are both present (Syrett, 1962; Thacker and Syrett, 1972), possibly 
to save energy through switching off nitrate reductase expression. However, there is 
a large drop in growth rates when the pH is raised or lowered even in the presence 
of a reduced nitrogen source. Additionally, varying the pH has significantly affected 
the differences between the clones (F = 49.75, p = 7.7 x 10). In the following two 
sections, the results of two pilot experiments are discussed. 
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Figure 2.11. A comparison of growth rates (log j o d') of two C. reinhardtii clones in four 
different medium types. B (6.6) - Bold's pH 6.6, S (6.8) - Sueoka pH 6.8, Ev (6), Ev (8) - 
Eversole pH 6 and pH 8. Error bars ± Se. - 
2.5 Rates of Adaptation: New mutation versus standing variation 
2.5.1 Introduction 
When designing a selection experiment an important element of the design is the choice 
of base population. In short to medium term selection lengths most of the response to 
selection may be supplied by standing variation already present in the base population 
(e.g. Bell, 1997; Colegrave et al., 2002). In longer term selection experiments, however, 
the response to selection will eventually rely upon the input of new genetic variation 
from mutation (Collins and Bell, 2004; Bell, 2005). Therefore, the rate at which fitness-
affecting mutations occur in a population acts to constrain the response to selection. 
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Goho and Bell (2000) measured the mutational heritability, defined as the ratio 
of mutational variance to environmental variance, in C. reinhardtii clones growing in 
Bold's medium in chemostats and found a value of 4 - 5 x 10 per generation based on 
the mean and variance of division rates. This figure includes both deleterious and ben-
eficial mutations and accounts for environment-dependent mutations, which were neu-
tral under chemostat conditions (liquid medium), but non-neutral on agar plates (solid 
medium). The chemostat cultures did not increase in mean fitness during the experiment 
and so from these results we cannot deduce how important new mutations are for the 
adaptation of a lineage to a novel environment. 
The aim of this experiment is to compare the rates of adaptation to a novel envi-
ronment of heterogeneous and clonal populations of C. reinhardtii over two different 
effective population sizes (bottleneck sizes). The results are intended to shed some light 
on how much heritable variation in fitness can be generated by sexually crossing ran-
domly chosen clones and to what extent new mutations contribute to the response to 
selection over a short to medium period of selection. The a priori expectation is that 
heterogeneous populations will adapt more readily than clonal populations. It is also 
expected that larger effective population sizes will have a larger relative effect in clonal 
versus heterogeneous populations. 
2.5.2 Methods 
Heterogeneous base populations were formed by crossing four separately isolated clones 
(two plus, two minus). The population was then formed from the parents and Fl progeny 
from this cross. To induce gametogenesis and mating, each clone was grown up in full 
Bold's media to a density of 1 - 2 x 106  cells/ml, spun down at 2000 rpm and resus-
pended in autoclaved distilled water with equal proportions of each clone made up to 
10 ml. This suspension was left in bright light overnight and the resulting zygotes were 
plated onto Bold's agar and left in total darkness for five days to allow zygote matura-
tion, after which they were placed in bright light until the spores ruptured and started to 
grow (- 3 - 4 days). The growing cells were then resuspended in Bold's liquid media 
prior to transfer to selective media for the first round of selection. Two clonal lines were 
used, one plus and one minus mating type. 
The selective media was based on a modified Bold's medium, consisting of 20% of 
the standard concentration of Phosphate, 120% of Nitrate plus the addition of 500 mg/ml 
of sodium bicarbonate (NaHCO3). Bicarbonate ions compete with CO2 for uptake into 
the cell, thereby decreasing the growth rate (Colegrave, 2002). Populations were main-
tained in glass tubes in the exponential phase of growth by bottlenecking a fixed number 
of cells into fresh media at the end of seven days of growth. Two bottleneck sizes were 
used, 103 and 106,  determined by optical absorbance in a spectrophotometer at 665 nm. 
Three replicates of each population treatment were maintained, totaling 18 lines. All 
of the lines were grown in a Sanyo Orbital floor incubator with continuous illumina-
tion and shaking at a temperature of 27°C, and their positions were randomised in the 
incubator daily. 
The selection period lasted for eleven weeks after which the evolved lines were 
assayed together with their respective ancestors in a paired tube design, so that after 
tube randomisation, paired tubes were always next to one another (36 assay lines). All 
lines were inoculated at a density of 5 x 10 4 for the assay and their cell densities were 
monitored daily for a period of eight days. Growth rates and final cell densities were 




where fE  is the evolved fitness and fA  is the ancestor fitness. Adaptation was then 
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Figure 2.12. The average cell density of each population treatment, taken prior to bottlenecking, 
over a period of six weeks during a selection experiment. Error bars ± Se. 
converted into the rate of adaptation by dividing by the average number of generations 
that each bottleneck treatment had gone through. 
2.5.3 Results and discussion 
Figure 2.12 shows the average number of cells in each population treatment prior to bot-
tlenecking into fresh media, during a six week selection period. The heterogeneous lines 
appear to be denser for both bottleneck sizes. A surprising, and unexpected, occurrence 
is that the density of the 103  treatments appear to be correlated between independently 
growing lines. The correlation coefficient for the 10 3 lines is 0.83 (t = 3.01, p < 0.05) 
and for the 106  lines is —0.19 (t = 0.399, p > 0.35). 
At the lower bottleneck density, lines must be more sensitive to local variations in 
growth conditions, such as ambient temperatures and humidity, which may affect the 
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Table 2.2. Fitness estimates of the evolved and ancestor lines and adaptation of the evolved lines 
based upon the logo cell density after 7 days of growth. A 11 - adaptation prior to correction for 
the number of generations, A - adaptation after correction for the number of generations, Het - 
heterogeneous, Clon - clonal. 
Final cell density (logio) 
Pop Treatment Rep fA 	I fE 
] 
All A A (±se) 
Het 103 
1 6.34 6.43 0.014 0.00011 
0.00015(1.7x10 5 ) 2 6.38 6.51 0.021 0.00017 
3 6.34 6.47 0.020 0.00016 
Het 106 
1 6.32 6.46 0.023 0.00093 
0.00070 (1.5 x 10) 2 6.36 6.43 0.010 0.00041 
3 6.38 6.50 0.019 0.00077 
Clon (-ye) 103 
1 6.42 6.50 0.0067 5.3 x 10 
3.9 x 10 	(1.8 x 10) 2 6.50 6.51 0.00025 2.1 x 10-6 
3 6.44 6.49 0.0078 6.3 x 10 
Clon (-ye) 106 
1 6.45 6.47 0.0035 0.00014 
0.00012 (1.9 x 10) 2 6.53 6.54 0.0013 5.2 x 10 
3 6.51 6.54 0.00072 0.00015 
Clon (+ve) 103 
1 6.42 6.46 0.0069 5.5 x 10 
2.3 x 10 	(1.8 x 10) 2 6.46 6.47 0.0024 2.0 x 10 
3 6.46 6.45 -0.00073 -5.9 x 10-6 
Clon (+ve) 106 
1 6.47 6.42 -0.0067 -0.00027 
0.00016 (2.3 x 10) 2 6.46 6.54 0.012 0.00049 
3 6.54 6.58 0.0067 0.00027 
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Table 2.3. Fitness estimates of the evolved and ancestor lines and adaptation of the evolved lines 
based upon the log i n growth rates d - 1 - A 11 - adaptation prior to correction for the number of 
generations, A - adaptation after correction for the number of generations, Het - heterogeneous, 
Clon - clonal. 
Growth rates (log i o d) 
Pop Treatment Rep fA 	I fE A A A (+se) 
Het 
1 0.47 0.59 0.27 0.0022 
0.00095 (6.2 x10 4 ) 2 0.38 0.40 0.061 0.00049 
3 0.45 0.46 0.024 0.00019 
Het 106 
1 0.44 0.48 0.16 0.0064 
0.0073 (0.0017) 2 0.45 0.48 0.27 0.011 
3 0.45 0.50 0.12 0.0049 
Clon (-ye) 103 
1 0.44 0.48 0.083 0.00067 
0.0014 (5.9 x 10) 2 0.48 0.54 0.12 0.00094 
3 0.39 0.51 0.32 0.0026 
Clon (-ye) 106 
1 0.53 0.66 0.25 0.010 
0.0077 (0.0018) 2 0.47 0.52 0.10 0.0041 
3 0.48 0.59 0.22 0.0089 
Clon (+ve) 10 
1 0.411 0.47 0.15 0.0012 
0.0011 (4.3 x 10) 2 0.43 0.45 0.030 0.00024 
3 0.43 0.53 0.21 0.0017 
Clon (+ve) 106 
1 0.50 0.51 0.00025 9.8 x 10_6 
0.0050 (0.0049) 2 0.50 0.69 0.37 0.015 
3 0.45 0.46 0.0048 0.00019 
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Figure 2.13. The rates of adaptation for different population treatments based upon the final cell 
density. Het - heterogeneous, C (-) - Clonal minus mating type, C (+) - Clonal plus mating type. 
Error bars + se. 
incubator, and as such the variation feeds (and amplifies) into their final densities in a 
correlated fashion. At the higher bottleneck density, populations are more insensitive to 
local variations because they are closer to mid-log phase and are probably more sensitive 
to slight errors in their seeding densities. 
Table 2.2 shows the fitness and adaptation estimates based upon the cell density 
at the end of the assay growth period (seven days). Table 2.3 shows the fitness and 
adaptation estimates based upon the per day growth rates. 
Figure 2.13 shows the rates of adaptation for each population treatment derived from 
the final cell density measured on day eight of the assay. There appears to be an effect 
of both population size and base population treatment. The relative effect of population 
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Figure 2.14. The rates of adaptation for different population treatments based upon the expo-
nential growth rates. Het - heterogeneous, C (-) - Clonal minus mating type, C (+) - Clonal plus 
mating type. Error bars + se. 
the rates of adaptation. The average ratio for the two clonal mating types is 5.03 and for 
the heterogeneous populations is 4.78, just a shade lower. There is a substantial effect 
of population size for the heterogeneous lines as well as for the clonal lines. 
If we carry out a two-way ANOVA with bottleneck size and base population treat-
ment as factors we find that both bottleneck size (F = 7.72, p = 0.0166) and base popu-
lation treatment (F = 5.94, p = 0.0160) are significant in effect. The interaction between 
the two, however, is not significant (F = 2.62, p = 0.113). This result provides support 
for the a priori expectation that heterogeneity in the base population facilitates a faster 
response to selection and that larger bottleneck sizes will enjoy a higher rate of adapta-
tion due to new mutation. This conclusion is not so straightforward when one examines 
the rates of adaptation derived from the exponential growth rates. 
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Figure 2.14 shows that, while the effect of bottleneck size remains important (F = 
8.83, p = 0.0 116), the effect of base population treatment evaporates when exponen-
tial growth rates are measured (F = 0.23, p = 0.795). So what might be causing this 
discrepancy between our measures of fitness? 
One major difference between our base population treatments is that in the clonal 
populations cells compete with other clone mates, whereas in the heterogeneous cultures 
cells are competing with a mix of different genotypes. It is possible that unexpected 
competitive interactions are occurring in the heterogeneous populations that are not oc-
curring in the clonal populations. Such interactions could be occurring directly in the 
fitness assay in both the ancestors and in the evolved lines, and could also have affected 
the selective period through frequency-dependent effects. This suggests that there may 
be a potential difficulty in comparing mixtures of genotypes with single clones and sug-
gests that competitive assays may not give the same results as independent comparison 
assays. 
Negative frequency-dependent interactions between different genotypes can result in 
rare genotypes being favoured. For example, predators may use visual or olfactory cues 
to preferentially attack more common genotypes (Allen and Clarke, 1968; Clarke, 1969; 
Soane and Clarke, 1973). More relevant to this study is negative frequency-dependence 
arising from resource competition. If different genotypes utilise different resources then 
rarer genotypes will be at an advantage as they will be competing with fewer individuals 
for their resource. Three genotypes of the esterase-6 locus in Drosophila melanogaster 
adhered to negative frequency-dependence when reared on media conditioned by differ -
ent proportions of each genotype (Kojima and Yarbrough, 1967; Yarbrough and Kojima, 
1967; Huang etal., 1971). A similar result was found for three genotypes of the alcohol 
dehydrogenase (ADH) locus also in D. inelanogaster (Kojima and Tobari, 1969). 
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Synergistic interactions between different genotypes have been investigated in agri-
culture by comparing the yields of crop monocultures to crop mixtures. Frey and Mal-
donado (1967) found that specific combinations of oat-cultivar mixtures showed in-
creased yields. However, in an independent study with more environmental variables 
oat-cultivar monocultures showed the highest yields (Shorter and Frey, 1979). 
Bell (1991b) investigated the potential 'complementary' effects upon growth that 
may occur when different genotypes of C. reinhardtii are grown in mixtures compared 
to when they are grown in monocultures. The work concluded that more dominant geno-
types were simply replacing the slower growing ones and that no genotype interactions 
of any kind were occurring. The assay only focussed on the long-term dynamics of the 
mixed populations (relevant for the agronomic use of crop mixtures) over a period of six 
weeks after an initial period of 35 days of growth. It may not be surprising that replace-
ment had occurred by this time. The study may have neglected competitive interactions 
that occur much earlier in the growth cycle. An earlier study suggested that genotype 
interactions were important between different strains and species over the same time 
scale (Bell, 1990b). 
There is also evidence for positive frequency-dependent interactions between geno-
types where different genotypes compete with one another by producing pollutants that 
repress the growth of their competitors. Newman and Rovira (1975) found allelopathic 
interactions between different British grassland species, and also between members of 
the same species. All major bacterial lineages have been found to produce bacteriocins, 
which are antimicrobial proteins, and they are often targeted to conspecifics (Riley and 
Wertz, 2002; Riley et al., 2003). Buss and Grosberg (1990) demonstrated the existence 
of both offensive and defensive interactions between Hydractinia (marine hydrozoan) 
colonies of the same species. Thus, there seems to be a great scope for more actively 
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competitive interactions across many different species. 
Competitive interactions may be important for C. reinhardtii cells as they have 
evolved to grow in nutrient poor conditions where an ability to acquire and assimilate 
limited resources more efficiently than your competitors may be selectively beneficial. 
More generally, the large densities that microbial populations can reach may provide a 
benefit to individuals investing in competitive behaviours. 
2.6 Growth in used media 
2.6.1 Outline 
Whilst it may be difficult to directly investigate the growth dynamics of mixtures of dif-
ferent genotypes, it is possible to 'mimic' the conditions of growth in a mixed genotype 
arena by growing single clones in the used media of groups of genotypes. A group of ten 
clones (five plus, five minus) were grown in Bold's media at the same time as a single 
clone. At the end of seven days of growth, the cells were spun down at 2000 rpm, the 
supernatant decanted and then spun down again and carefully pipetted off before being 
retained. 5 ml mixtures of these used media were mixed with 5 ml of fresh media and 
used as the growth medium for a single clone. 
Three treatments were setup: growth of the clone in full media, growth in media it 
had grown in previously and growth in media that ten unrelated genotypes had grown 
in previously. There were five replicates of each treatment. Lines were grown for a 
period of nine days with continual illumination and shaking, and their cell densities 
were monitored daily. 
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Figure 2.15. The growth of a single clone in three different media treatments: Fresh media, 
used media from itself (Single) and the used media from ten unrelated clones (Mixed). Error 
bars ±se. 
2.6.2 Results and discussion 
Figure 2.15 shows the growth of the single clone in each of the three media treatments. 
Growth in the mixed used culture was denser to begin with but eventually became the 
least dense. Growth in the fresh media followed the opposite pattern with the clone 
grown in its own media falling almost exactly half-way between. The growth rates 
are as follows: fresh media, 0.58 ± 0.042, single used media, 0.62 ± 0.023, mixed 
used media, 0.49 ± 0.046. The lower cell density at the end for the used media types 
may be explained by the lower nutrient composition of used media representing a lower 
carrying capacity. However, the higher cell density at the beginning for the mixed used 
media is quite unusual. It cannot be ruled out that some cells were transferred across 
from the older media, thereby increasing the starting cell numbers. This would still fail 
to account for the significant difference between the mixed used media and the fresh 
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media (F = 13.37, p = 0.011) and the lack of a difference between the single clone used 
media and the fresh media (F = 1. 18, p = 0.32) since both used media treatments were 
prepared in the same way. If we discount this explanation then what else could result in 
such a pattern? 
It could be that the algal clone is exiting lag phase earlier than normal as a result 
of a perceived high density of competitors. It is also possible, however, that the used 
media has abolished the need to physiologically adapt to the new environment. It could 
also be the case that some waste product of the algae is stimulatory for growth. This 
last possibility was explored by Sen and Fogg (1966) in experiments where they stimu-
lated the early exit of lag phase of Chiorella by the addition of glycolate to the media. 
Glycolate is a waste product of Chiorella and many algae including C. reinhardtii, but 
it can also be utilised as a carbon source in the presence of light. Sen and Fogg (1966) 
championed the idea that glycolate acts as a stimulatory factor for small populations 
of growing algae. However, in their experiments they found that by exiting lag phase 
earlier the algae reduced their growth rate below what it would be without the additional 
glycolate. This could be indicative of a competitive behaviour, whereby the algae are 
willing to sacrifice a high growth rate because if they wait in lag phase for too long the 
nutrients may be substantially reduced by their competitors. In this scenario, glycolate 
acts as a signal that other algae are growing and not just as a stimulatory carbon source. 
Further work needs to be done to clarify the situation. 
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3 Divergent experimental selection and recombination 
load in Chiamydomonas reinhardtii 
Abstract 
The recombination load (RL) measures the deviation of the average offspring fit-
ness from the mid-parental fitness and as such has been interpreted as implying the 
existence of epistatic interactions between loci. Even within this interpretation the 
RL could result from two different types of epistasis: antagonistic or synergistic. 
Studies in a number of species suggest that there is a measurable RL. Here, I de-
scribe an experiment aimed at comparing the RL in populations of C. reinhardtii 
that have been asexually selected in three different environments; two divergent, 
opposite extremes of pH (6 and 8) and the third an intermediate pH environment 
(6.6). Lines were selected in separate mating type mixtures for 140 generations. 
There was significant adaptation of lines for lines evolved in extreme environments 
but not for lines evolved in the intermediate environment. A significant increase in 
offspring growth rate variance was detected together with a significant decrease in 
their average growth rates consistent with a RL. The range measured was between 
5% and 31%. The RL of offspring derived from crosses between lines selected 
in different environments was the same as or lower than the RL of offspring from 
crosses between lines selected in the same environment. It is argued that this sur-
prising result demonstrates that the evolution of isolated populations in uniform 
environments is as potent a force for the build-up of between population incompat-
ibilities as the evolution of isolated populations in divergent environments. 
56 
3.1 Introduction 
Deterministic models for the evolution of recombination predict a role for epistasis 
through generating negative linkage disequilibria between loci via natural selection. A 
negative linkage disequilibrium implies that selectively beneficial alleles tend to be as-
sociated with deleterious alleles (or in the case of a quantitative trait, plus alleles are 
associated with minus alleles). Stabilising selection acting on a quantitative trait will 
generate such associations and so will synergistic (negative) epistasis between beneficial 
or deleterious mutations. This association acts to reduce the additive genetic variance in 
fitness for natural selection to act upon. 
Following Weismann (1889), Mather (1943) recognised that, for quantitative traits 
subjected to partially stabilising and directional selection, the reduction of genetic vari-
ance will be both beneficial (under stabilising selection) and deleterious (under direc-
tional selection), thereby creating a tension between the two opposing selective forces. 
When a trait is under stabilising selection with a moving optimum this reduction of ge-
netic variance provides a benefit for modifiers that increase the rate of recombination 
as they can hitch-hike on the beneficial variation they generate (Maynard Smith, 1980, 
1988; Charlesworth, 1993). The same conclusions have been drawn from multilocus 
models with directional selection acting on beneficial mutations (selective sweeps) with 
weak synergistic epistasis (Barton, 1995). Such models are also relevant for mutation-
selection balance with synergistic epistasis (Kimura and Maruyama, 1966; Kondrashov, 
1984; Charlesworth, 1990). 
Within this scheme it has been shown theoretically that the progeny from a sin-
gle generation of mating are expected to show a reduction in fitness as a result of re-
combination creating unfit, extreme genotypes, known as a recombination load (RL) 
(Charlesworth and Barton, 1996). This argument allows for the maintenance of a non- 
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zero recombination rate. An alternative interpretation of RLs is that they represent the 
breaking up of co-adapted combinations of alleles built up by selection, where antag-
onistic (positive) epistasis predominates and selection acts to maintain polymorphisms 
at the loci involved, and in this scenario selection would be expected to favour a reduc-
tion in recombination (Fisher, 1930; Kimura, 1956; Turner, 1967; Dobzhansky, 1970; 
Maynard Smith, 1978; Feldman et al., 1980; Zhivotovsky et al., 1994; Barton, 1995). 
• These alternative causes of RLs are relevant to models of evolution in sexual ver-
sus asexual populations (Fisher, 1930; Muller, 1932; Crow and Kimura, 1965). Crow 
and Kimura (1965) argued that asexual populations are more likely to build up co-
adapted gene complexes since mutations that are maximally beneficial on the genetic 
background that they arise on will be favoured by selection. Further to this, they sug-
gested that in the extreme of freely recombining populations, where beneficial mutations 
at many loci are co-segregating, the alleles that invade are those that have a large addi-
tive component allowing them to have a higher fitness across all genetic backgrounds. 
Mayr (1963) has referred to these alternative allelic strategies as 'narrow specialists' and 
'good mixers' respectively, and framed their evolution in terms of migration between 
locally-adapted sub-populations. These hypotheses predict that the RL will increase as 
the rates of recombination decrease, predicting, for example, higher RLs for faculta-
tively sexual species compared to obligately sexual species. Therefore, the nature of 
the RL has implications for the evolution and maintenance of recombination in sexual 
populations and for the dynamics of adaptation and the genetic architecture of asexual 
and sexual populations. 
Empirically, there has been some progress made in the measurement of RLs in dif-
ferent species and for different traits under selection. A series of results for chromoso-
mal homozygotes of three different Drosophila species measured a mean RL of 14% 
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for egg-to-adult viability (Spassky et al., 1958; Spiess, 1958a,b; Dobzhansky et al., 
1959). This is a surprisingly high RL for three obligately sexual species and is hard 
to reconcile with the high and heritable recombination rates maintained in higher or-
ganisms (Brooks, 1988). However, the results may not be so clear, especially when 
extrapolated to chromosomal heterozygotes (Charlesworth and Barton, 1996). Mukai 
and Yamaguchi (1974) measured a RL of 3% for chromosomal homozygotes but failed 
to detect a RL in heterozygotes. Charlesworth and Charlesworth (1975) measured a RL 
of 0.7% for chromosomal heterozygotes of D. inelanogaster. Thus, there are a range 
of RLs presently measured in Drosophila species, possibly partially reflecting different 
measurement and chromosomal extraction techniques. However, all of the studies to 
date have found a measurable load. 
In crosses between wild isolates of the filamentous fungus, Aspergillus nidulans, 
Jinks et al. (1966) and Butcher (1969) found significant RLs in the offspring. The av-
erage RL was 2.8% with a broad range from —8.6% to 18.9%. The wild isolates were 
taken from a number of different locations with a mixture of so-called 'heterokaryon 
incompatibilities'. Butcher (1969) showed that the incompatibility generally increased 
as the genetic dissimilarity between the parents increased. In an experiment designed to 
detect epistasis between deleterious mutations in a cross between two strains of Chiamy-
doinonas moewusii, de Visser et al. (1996) found no RL in the original strains, but a 
large RL in UV-irradiated samples from the original strains. The average RL for r, the 
intrinsic rate of growth, was 22.4% and for K, the carrying capacity, was 10.9%. 
While these are the only studies to explicitly measure RLs there are other studies that 
can shed light on the interaction between selection, epistasis and recombination rates. 
Malmberg (1977) selected populations of T4 bacteriophage for resistance to the drug 
proflavine, and during the selective process the level of recombination between bacte- 
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riophage was controlled by manipulating the 'multiplicity of infection' (MOl), which is 
the ratio of infecting bacteriophage to bacteria. At the end of the selective period, when 
lines were judged to have reached a fitness plateau, levels of epistasis were measured 
using a marker-based approach for evaluating interactions between different segments 
of the circular bacteriophage genome (akin to QTL mapping). This was accomplished 
by recombining the selected lines with a multiply marked unselected line carrying eight 
temperature-sensitive mutations. The T4 genome was broken into eight segments and 
the fitness of each segment was measured individually, summed together and compared 
to the fitness of the whole. Thus, any deviation from the whole is an indication of epis-
tasis. Comparison of high and low recombination lines revealed significantly higher 
epistasis values for the low recombination lines relative to the high recombination lines 
consistent with the predictions of Crow and Kimura (1965). 
A somewhat similar study was conducted by Crow (1956) investigating the genetics 
of DDT resistance in adult Drosophila. Resistant lines were selected by growing large, 
mixed laboratory populations in cages with DDT painted on the inside surfaces of the 
cage. Resistant lines were crossed to sensitive strains containing chromosomal markers 
and backcrosses were conducted with heterozygous males (to prevent recombination). 
By comparing different combinations of resistant and sensitive chromosomes for chro-
mosomes 2, 3 and the X-chromosome the study revealed that DDT resistance was a 
polygenic trait with resistance genes spanning multiple chromosomes. Additionally, 
resistance showed an almost complete absence of epistasis with 95% of resistance at-
tributable to additive effects of chromosomes (also F2 lines did not deviate significantly 
below the mean of the mid-parental and Fl lines). 
Cavalli and Maccacaro (1952) investigated the polygenic nature of chloramphenicol-
resistance in Escherichia co/i. Resistant and sensitive lines were recombined and the 
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resulting cells were often highly sensitive and very rarely approached the resistant par-
ent in resistance, indicating that there are epistatic interactions between the resistant 
alleles. All of these studies suggest an increasing level of epistasis between adaptive 
substitutions as levels of recombination decrease in keeping with the theory of Crow 
and Kimura (1965). 
Here, I describe an experiment that combines experimental evolution with explicit 
measurements of RLs in the facultatively sexual, unicellular chlorophyte Chiamydomonas 
reinhardtii. Replicate heterogeneous base populations were selected in three different 
pH environments, two extreme environments (pH 6 and 8) representing divergent selec-
tion, and an intermediate environment (pH 6.6) representing the lab-adapted 'optimal' 
pH. The lines that made up the populations have been maintained in the intermediate 
environment for many generations and for this reason the strength of directional selec-
tion is expected to be weak in this environment relative to the extreme environments 
and enables a comparison of selection strength. Populations were separated into sin-
gle mating type mixtures so that evolved populations could be exclusively crossed with 
each other at the end of selection so that comparisons of offspring from the same and 
different environments could be made. 
This allows us to compare RLs between allopatric populations selected in the same 
and different environments. This is a key comparison motivating the study. The im-
portance of antagonistic epistasis for the build-up of genetic incompatibilities between 
isolated populations has been established in theory (Dobzhansky, 1936; Muller, 1939, 
1940; Templeton, 1981; Nei et al., 1983; Barton and Charlesworth, 1984; Charlesworth 
et al., 1987; On, 1995; Gavrilets, 1997). Studies such as that of Butcher (1969), which 
measure the RL of genetically diverged and spatially separated individuals in the wild, 
afford some limited insight into the importance of Dobzhansky-Muller incompatibilites 
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in natural populations. 
The advantages of selecting populations in an experimental evolution setting are that 
it is possible to fully control both the selective environments that populations are diverg-
ing in, and the length of time that divergent selection lasts for. The ability to manipulate 
these features of the experiment allows us to make controlled comparisons between the 
matings of evolved lines with prior knowledge of their selective history. In this system 
it is possible to compare the RLs of populations selected in the same environment with 
the RLs of populations selected in different environments. This enables a controlled 
evaluation of the relative importance of differential selection versus random divergence 
under uniform selection for the build-up of genetic incompatibilities between popula-
tions. One might naively expect that crossing lines that have been selected in different 
environments will result in a larger RL than crossing lines that have been selected in the 
same environment. As far as we are aware, this is the first study to combine divergent 
experimental evolution with explicit measures of the RL. 
3.2 Methods 
The experiments were started with two base populations. The first (the plus population) 
was made up of a mixture of 14 plus mating type plus clones, drawn from a population 
of parental, first and second generation recombinants, whilst the second (the minus pop-
ulation) was made up of 14 minus mating type clones drawn from the same population. 
Selection lines were then started by drawing random samples from these base popula-
tion, thus each line initially consisted of a random mixture of single mating type clones. 
Three replicates of each mating type population were selected in each environment to-
taling 18 lines (six lines in each environment composed of three mating type plus lines 
and three mating type minus lines). These lines were maintained in glass tubes in the 
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exponential phase of growth by serially passaging them every four days with a bottle-
neck size of 5 x 104 cells determined from optical absorbance in a spectrophotometer 
at 665 nm. The selective period lasted for approximately 140 generations. The lines 
were shaken continuously under constant illumination at 27°C in a Sanyo Orbital floor 
incubator. 
The pH environments were constructed as follows. The intermediate pH (6.6) was 
standard Bold's culture medium (Bold, 1942). The extreme pH environments (6 and 
8) were made up using a modified Eversole (1956) medium with the trace elements 
provided by the Sager and Granick (1953) medium to provide a source of Fe3+  ions. 
The Tris-HC1 buffer of the Eversole medium facilitated the construction of pH 6 and pH 
8 varieties. A complete recipe for these media types can be found in the Appendix. 
At the end of selection populations were kept in relative stasis under dim lights and 
on agar slants with a base of Bold's medium. To measure the RL the final populations 
were mass mated with each other and samples of 20 offspring clones were taken from 
the pool of recombinants to measure the RL (see Table 3.1). 
Mating was achieved by growing each population in Bold's media to a density of 
1 - 2 x 106  cells/ml, centrifuging them at 2000 rpm and resuspendeding in autoclaved 
distilled water with equal proportions of each population made up to 10 ml. This sus-
pension was left in bright light overnight and the resulting zygotes were plated onto 
Bold's agar and left in total darkness for five days to allow zygote maturation. After this 
period the zygotes were left at —20°C overnight to ensure that the parents were killed 
and only the offspring were recovered (zygotes are resistant to freezing). It is possible 
that the freezing process may have selected for zygotes that are more resistant to being 
frozen. For this to influence the results there would have to be a significant correlated 
effect with the growth rate. Previous observations of frozen clones suggest that this is 
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not the case. After freezing zygotes were placed in bright light until the spores ruptured 
and started to grow ( 3 - 4 days). 
The growing cells were then resuspended in Bold's liquid media and serial dilutions 
were plated onto Bold's agar using a glass spreader. Clones were allowed to grow under 
full, continuous lighting and once visible were picked to form the offspring sample. A 
sample of roughly 20 offspring clones was taken for each mating. 
Table 3.1 gives an overview of the assay and mating design. Approximately 300 
clones were picked by the end of the experiment and roughly 1260 lines were assayed. 
There are more lines than clones because for the between-pH matings the same 20 
clones were assayed in both environments, and in each assay 20 plus parent and 20 
minus parent replicates were also assayed in a triplet-tube design with their offspring 
such that each offspring was paired with both parents. From this outline it can be seen 
that replicates were mated with their corresponding replicate numbers for simplicity. It 
can be seen that within this setup a fully factorial analysis would be infeasibly large. 
Assays were carried out in 25 x 150 mm glass tubes with 10 ml of the assay media 
and the growth rates were measured over a period of four days from an inoculum size 
of 5 x 104  . Tube positions were randomised daily with offspring-parent triplets kept 
together, but their positions relative to each other was randomised. Growth rates were 
measured via absorbance in a spectrophotometer at 665 nm. Raw growth rates were 





RL= 	 x 100% 	 (2) 
+ O,) 
where G0 is the average offspring growth rate, G is the average growth rate of the 
plus parent and Gm is the average growth rate of the minus parent. Thus, a positive 
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Table 3.1. An overview of the assay and mating design. '20' indicates that 20 offspring clones 
were assayed in the conditions specified. Sel - selection, Reps - replicates. 
Assay pH 
Plus parent Sel pH 
Reps 1 2 3 1 2 	1 3 1 2 
Minus parent Sel pH 
_ 
6 2 - 20 - - - - - - - 
3 --20----- - 
8 
1 20 - - 20 - - - - - 
2 - 20 - - 20 - - - - 
3 - - 20 - - 20 - - - 
6.6 6.6 
1 - - - - - - 20 - - 
2 - - - - - - - 20 - 
3 - - - - - - - - 20 
Total (approximate) No. Clones 300 
Total (approximate) No. Assay Lines 1260 
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RL indicates that the offspring are less fit than the parents and vice versa for a nega-
tive RL. Additionally, the growth rates of evolved lines were compared to those of their 
ancestors in the environment they were selected in, and these growth rates were mea-
sured in ELISA plates over a period of 48 hours. A significantly positive correlation 
between growth rates in ELISA plates and glass tubes has been found previously. Two 
plates were set up with randomised positions for the ancestor and evolved lines, and 
there were six replicates for each replicate evolved line over the two plates, and there 
were eight replicates of the ancestors in each environment over both plates totaling 156 
measurements. The plates were rotated in the incubator every six hours and the wells 
were mixed via pipetting prior to assaying. Henceforth, G refers to logio growth rates 
d — 1 and G to their averages. 
3.3 Results 
3.3.1 Adaptation of evolved populations 
Tables 3.2 and 3.3 show the growth rate data for evolved and ancestor lines in their 
respective pH environments. Figure 3.1 shows the growth rates of the evolved lines 
with their respective ancestors in each pH treatment. It can be seen that the average 
growth rates for the ancestors is lower for both mating types at pH 6 and at pH 8, but 
not for the ancestors in the intermediate environment, pH 6.6. 
We can test for significant differences between the evolved lines and the ancestors 
by carrying out pair-wise one-way ANOVAs for each ancestor and evolved replicate 
pair within each pH environment. For the plus lines evolved at pH 6 (top left in Fig-
ure 3.1) all of the replicate line means were significantly higher than the ancestor mean. 
Carrying out a Tukey-Kramer post hoc test for unequal sample sizes to take the multiple 
comparisons into account we find that the lowest mean of the evolved lines (replicate 1) 
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Figure 3.1. A comparison of growth rates for ancestors versus evolved lines in pH 6, pH 8 and 
pH 6.6 (B) environments for each mating type with the three evolved replicates. A - ancestor, E 
- evolved, MT - mating type. pH refers to the selective pH and the assay pH. Error bars ± se. 
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Table 3.2. The log 10 growth rate d - 1 data for the evolved lines and for the ancestor lines for the 
pH 6 and pH 8 selection environments. 'pH' refers to the assay pH and the selection pH. A - 
ancestor, Pop - population, Rep - replicate, G - log io growth rate d' for each replicate, GRep - 
average growth rate of all of the replicates. 
pH Pop Rep 
G 
URep (±se) 1 2 3 -F 5 
6 
7 8 
1 0.122 0.066 0.060 0.075 0.067 0.052 - - 0.073 (±0.010) 
6+ 2 0.128 0.143 0.119 0.068 0.052 0.062 - - 0.095 (±0.016) 
3 0.089 0.094 0.030 0.090 0.060 0.105 - - 0.077 (±0.011) 
A+ - 0.058 0.023 0.030 0.006 0.080 0.030 0.008 0.045 0.035 (±0.008) 
6 - 
1 0.183 0.185 0.103 0.091 0.124 0.139 - - 0.137(±0.016) 
6- 2 0.147 0.128 0.085 0.191 0.119 0.141 - - 0.135 (±0.014) 
3 0.088 0.106 0.124 0.146 0.094 0.070 - - 0.105 (±0.011) 
A- - 0.091 0.081 0.082 0.098 0.128 0.123 0.035 0.073 11 
0.090 (±0.010) 
1 0.073 0.150 0.090 0.097 0.102 0.091 - - 0.100 (±0.011) 
8+ 2 0.134 0.053 0.083 0.101 0.081 0.170 - - 0.103 (±0.017) 
3 0.117 0.086 0.143 0.136 0.072 0.199 - - 0.125 (±0.018) 
A+ - 0.068 0.106 0.044 0.033 0.028 0.106 0.112 0.058 0.070 (±0.014) 
8 r 1 0.160 0.076 0.132 0.034 0.070 0.073 - - 0.091 (±0.019) 8- 2 0.151 0.042 0.101 0.081 0.091 0.051 - - 0.086 (±0.016) 
3 0.147 0.117 0.126 0.162 0.106 0.083 - - 0.123(±0.012) 
A- - 0.033 0.081 0.010 0.078 0.012 0.060 0.072 0.057 0.050 (±0.010) 
Table 3.3. The log i o growth rate d' data for evolved lines versus ancestor lines for the pH 6.6 
selection environment. 'pH' refers to the assay pH and the selection pH. A - ancestor, Pop - 
population, Rep - replicate. 
G  
pH Pop Rep 1 23 5 67 8 GRep (+se) 
1 0.708 0.600 0.587 0.504 0.454 0.493 - - 0.557 (±0.038) 
6.6+ 2 0.494 0.432 0.444 0.334 0.300 0.302 - - 0.383 (±0.034) 
3. 0.435 0.483 0.5 17 0.435 0.411 0.398 - - 0.446 (+0.018) 
A+ - 0.512 0.578 0.394 0.481 0.456 0.415 0.378 0.566 0.473 (±0.027) 
6.6 
1 0.645 0.577 0.46 0.370 0.405 0.470 - - 0.502 (±0.043) 
6.6- 2 0.563 0.508 0.535 0.5 12 0.486 0.506 - - 0.518 (±0.01 1) 
3 0.501 0.526 0.593 0.411 0.406 0.403 - - 0.473 (±0.032) 
A- - 0.704 0.688 0.65 1 0.581 0.603 0.596 0.577 0.455 0.607 (+0.032) 
remains significantly higher than that of the ancestor (q = 10.75, p < 0.01, 12 di). 
For each of the remaining groups of lines selected in pH 6 and pH 8 there was one 
replicate line that was not significantly different from their respective ancestor in the 
pair-wise ANOVAs. None of the plus lines were significantly greater than the ancestor 
in the intermediate environment (pH 6.6). For the minus lines the ancestor was even 
significantly higher than two of the replicate evolved lines. 
If we use the three means of the evolved lines and compare them to the mean of 
the eight ancestral measures within each pH we can test whether there is on average a 
difference between our evolved and ancestor lines across all of the lines. To do so we 
carry out a three-way fixed effects ANOVA with ancestor-evolved, pH and mating type 
Table 3.4. ANOVA results for the data in Tables 3.2 and 3.3 (analysis details explained in the 
text). MatType- mating type, Anc-Evol - ancestors vs evolved lines, Reps - within-pH replicates 
PH 6, pH 6.6and pH 8 
Source of variation df Mean Sq I F-ratio P-value 
Anc-Evol 1 0.0003 0.093 0.76 
PH 2 1.57 478 <<0.001 
MatType 1 0.029 8.72 0 . 0046** 
Anc-Evol x pH 2 0.012 3.53 0 . 036* 
Anc-Evol x MatType 1 40.0017 0.51 0.48 
MatType x pH 2 0.014 4.34 0.018* 
Anc-Evol x MatType x pH 2 0.0015 0.44 0.64 
Residuals 36 0.0033 - - 
as the three factors. The results are shown in Table 3.4. 
The results show that there is a marginal interaction effect between the ancestors 
and the averages of the evolved lines and the assay pH (F2,36 = 3.53, p = 0.036). This 
suggests that taken over all the lines there is evidence of a difference in the response 
to selection in our different environments. Examining Figure 3.1 we can see that at pH 
6 and 8 the mean of the ancestors is consistently lower than that of the evolved lines, 
but this is not the case at pH 6.6. There was also an interaction between mating type 
and pH across all environments (F236 = 4.34, p = 0.018), although it is not possible 
to infer anything about mating type differences in pH growth rates as the effects are 
confounded with the different base populations. However, it does indicate a significant, 
and unexpected, difference between the mating type base populations in their growth 
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rates in each environment for both the ancestors and the evolved lines. Such differences 
are rarely documented in experimental evolution studies. 
3.3.2 Offspring RLs 
The data for offspring and mid-parental growth rates are summarised in Tables 3.5, 3.6 
and 3.7. Here, we introduce an additional statistic of comparison, the ratio of variance 
(RV), which is calculated as 
RV= 
(VP + VM) 
	 (3) 
where V0 is the variance of the offspring, Vp is that of the plus parent and VM is that of 
the minus parent. If the RV is equal to one then the offspring and parents have equal 
variance expressible in the environment, and if the RV is greater than one the offspring 
have an increased variance relative to the average of their parents. There is a significant 
increase in growth rate variance in the offspring from pH 6 and 8 selected parents (F 1 ,34 
= 12.99, p = 0.0009), but no increase in variance for offspring from pH 6.6 selected 
parents (F1,4 = 1.51, p = 0.29). 
Figure 3.2 shows the distribution of growth rates for one case (8+/8— replicate 3) to 
illustrate the increase in variance of offspring relative to their parents. The tables show 
positive average RLs for all of the crosses from pH 6 and 8 selected parents bar 6+18—
when assayed at pH 6, which has a negative average RL (-8.48%). The offspring from 
pH 6.6 selected parents also have a (small) negative average RL (-2.73%). Addition-
ally, all of the pH 6 and 8 derived lines have larger average RVs than the lines derived 
from pH 6.6 parents. 
The triplet design of our experiment allows us to calculate a mid-parental value for 
each triplet, which can be used in a comparison with the offspring. Figure 3.3 shows the 











'- 	Parents (—) 
A 	Parents (+) 
Gd' 
0.25 	0.3 	0.35 	0.4 	0.45 	0.5 	0.55 
Figure 3.2. Frequency polygons showing the distribution of logio growth rates d' for offspring 
and parents of replicate 3 of the 8+/8— cross summarised in Table 3.5. 
and pH 8. Figure 3.4 shows that the distribution of ANOVA residuals for pH 6 and pH 
8 offspring and mid-parents is normal. With these considerations in mind we proceed 
with the analysis. 
First of all, we can ask whether the offspring have significantly different growth 
rates from their mid-parents using the raw growth rate data. To do so we separately pool 
together each measure for the mid-parents and then each measure for the offspring in 
each pH and regard this as a random factor allowing us to nest it within the treatment of 
midparent-offspring for a mixed effects ANOVA. Then across all of the mating combi-
nations and for both assay pHs we find a marginal difference between the offspring and 
the mid-parents selected in pH 6 and pH 8 (F1,34 = 4.19, p = 0.048). Hence, there is a 
measurable decrease in the average growth rates of the offspring versus the mid-parents 
across all of the treatments. However, for offspring and parents in pH 6.6 there is no 
difference (F14 = 2.54, p = 0.19). 
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Table 3.5. Summary of growth rate data from pH 6 and pH 8 within environment matings and 
a 6-/8+ (assay pH 6) cross. Rep - replicate, RV - ratio of variance, 0 - offspring, MidP - 
mid-parent. 
Cross (pH) Rep O Var(G) 	I RV RV (+se) 1 _RL RL (±se) 
6+16- (6) 





MidPl 0.443 0.0040 
02 0.378 0.010 
2.76 14.17% 
MidP2 0.439 0.0037 
03 0.343 0.016 
6.75 20.71% 
MidP3 0.433 0.0024 
8+18- (8) 





MidPl 0.493 0.0072 
02 0.293 0.0091 
4.52 31.38% 
MidP2 0.427 0.0020 
03 0.363 0.0040 
2.72 18.87% 
MidP3 0.447 0.0015 
6-18+ (6) 





MidPl 0.491 0.00063 
02 0.410 0.0340 
2.37 17.34% 
MidP2 0.497 0.0143 
03 0.464 0.00456 
0.723 -9.98% 
MidP3 0.421 0.0063 
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Table 3.6. Summary of growth rate data for the 6-/8+ cross assayed at pH 8 and for the 6+18-
cross assayed at both pH 6 and at pH 8. Rep - replicate, RV - ratio of variance, 0 - offspring, 
MidP - mid-parent. 
[Cross (pH) Rep Var(G) RV RV (+se) 
6-/8+ (8) 





MidPl 0.491 0.00046 
02 0.486 0.0100 
1.91 6.06% 
MidP2 0.517 0.0052 
03 0.518 0.0061 
0.589 9.10% 
MidP3 0.570 0.010 
6+/8-(6) 





MidPl 0.390 0.0055 
02 0.476 0.00196 
2.02 -7.77% 
MidP2 0.441 0.00097 
03 0.488 0.0239 
1.62 -8.48 
MidP3 0.452 0.0147 
6+/8- (8) 





MidPl 0.414 0.0015 
02 0.448 0.0069 
1.84 10.38% 
MidP2 0.499 0.0038 
03 0.382 0.0210 
4.21 20.98% 
MidP3 0.484 0.0050 
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Table 3.7. Summary of growth rate data for pH 6.6. Rep - replicate, RV - ratio of variance, 0 - 
offspring, MidP - mid-parent. 
[_Cross (pH) Rep G 1 Var(G) RV IV (±se) RL IL (±se) 
6.6+16.6— (6.6) 





MidPl 0.483 0.0019 
02 0.479 0.00166 
0.857 —0.279% 
MidP2 0.478 0.00193 
03 0.488 0.00394 
1.51 —3.82% 
MidP3 0.460 0.00261 
Table 3.8. The ANOVA results for the data in Tables 3.5, 3.6 and 3.7 and in Figure 3.5. Sel 
Comb - selection environment combination of the parents. 
RL analysis 
Source of variation df Mean Sq F-ratio P-value 
Sel Comb 4 260.05 4.40 0 . 016* 
pH (Sel Comb) 2 429.23 7.27 0 . 0068** 
Residuals 11 14 59.04 - - 
Figure 3.5 shows the average RLs for each cross in their respective assay pHs. Sev -
eral things can be noticed from this graph. First of all, crosses within the extreme 
environments (pH 6 and pH 8) have large positive RLs compared to the cross within the 
intermediate environment(pH 6.6). Secondly,, and more surprisingly, crosses between 
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Figure 3.3. The distribution of log 10 growth rates d - 1 for offspring and mid-parents from pH 6 
and pH 8 selected lines. The average is 0.447 and the variance is 0.009. 
than crosses between parents selected in the same environments. Thirdly, there is a re-
versal in the sign of the RL for the 6+/8— cross depending on whether the offspring are 
assayed at pH 6 (—ye RL) or assayed at pH 8 (+ve RL). 
To analyse this data we can use a fixed effects model with the assay pH as a nested 
fixed factor within the selection combination of the parents. The results are shown in Ta-
ble 3.8. We find a weak, but significant effect of the selective environment combination 
of the parents (F4,14 = 4.4, p = 0.016) and a stronger significant effect of the assay pH 
(F2,14 = 7.27, p = 0.0068). The strong effect of pH arises partly from the reversal of the 
RL for the 6+/8— cross, and the weak effect of the selection environment combination 
is caused partly by the lack of a RL for the offspring from the pH 6.6 matings. Leaving 
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Residuals 
Figure 3.4. The distribution of ANOVA residuals for offspring and mid-parental growth rates 
from pH 6 and pH 8 selected lines. 
parents (F3,12 = 3.37, p = 0.055). 
Given that there was evidence for significant differences between the base popula-
tions in their responses to each environment we can examine the between environment 
crosses for pH 6 and for pH 8 to see if there was any carry-through to the offspring from 
these crosses. Figure 3.6 shows the correlation between offspring performance in both 

















Figure 3.5. The RLs for within (6-i-/6—, 8+18—, 6.6+16.6—) and between (6+/8—, 6—/8+) mat-
ings for pH 6, pH 8 and pH 6.6 (B) selected lines. 6- 6+1—, 8 - 8+/8—, B - 6.6+16.6—, X - 6+18-, 
Z - 648+. 'pH' refers to the assay pH. Error bars ± Se. 
minus parents tended to grow better at pH 6. Hence, we might expect a negative cor-
relation between the growth rates of the offspring across both environment types. The 
6+/8— cross is between parental lines selected in the environments they do not grow 
best in and vice versa for the 6—/8+ cross. There is a significant negative correlation 
for the offspring from parents selected in the environment they grow best in (offspring 
from 6-18+), but a weaker, non-significant negative correlation when the parents have 
been selected in environments they do not grow best in (offspring from 6+18—). This 
may represent the signature of selection acting to reduce the inherent growth tendencies 
of the original base populations. 
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Figure 3.6. Correlations between the growth rates of 60 offspring clones in pH 6 environments 
with their growth in pH 8 environments. On the left are offspring from the 6-18+ cross and 
on the right are offspring from the 6+/8— cross. For the 6—/8+ cross r = —0.45 (t = 3.85, p < 
0.0005) and for the 6+/8— cross r = —0.097 (t = 0.711, p > 0.05). 
3.4 Discussion 
The experimental evolution of heterogeneous, replicate base populations of C. rein-
hardtii to three different environments and the RL of the offspring of the evolved pop-
ulations has been described. Two of the environments were divergent with respect to 
each other (pH 6 and pH 8), and one of the environments was intermediate to the other 
two (pH 6.6). There are three main results in this study. The first is that lines subject 
to divergent selection showed evidence for adaptation relative to their ancestors when 
taken over all of the replicates, but that lines selected in the intermediate environment 
showed no evidence for adaptation. The second is that there were significant positive 
RLs measured in offspring from pH 6 and pH 8 selected lines, ranging from 5% to 31%, 
and that these were accompanied by significant increases in offspring growth rate vari-
ance relative to the parents. The third, and most interesting result, is that the RLs of 
offspring from parents selected in different environments were equal to or lower than 
79 
the RLs of offspring from parents selected in the same environment. 
The third result shows that, in this system at least, incompatibilities between al-
lopatric populations are just as likely to build-up when the populations are subject to 
uniform selection pressures as when they are subject to divergent selection pressures. 
That is, differential and divergent selection applied to isolated populations has not en-
hanced the potential genetic incompatibility between them any more than selection in 
the same environments. This may seem surprising, as one might naively expect one of 
two things. The first is that by recombining loci responsible for adaptations to opposite 
or different environments may be expected to be more detrimental than recombining loci 
that are responsible for adaptations to the same environment. Butcher (1969) found that 
the RL between wild isolates of A. nidulans showed no tendency to increase with the 
spatial distance between the isolates, but that the genetic dissimilarity between isolates 
was a good predictor of the RL. From this study we find that recombination between 
populations adapted to different environments can even result in fitter offspring in some 
cases. The second expectation is closely related to this, and is that one may expect uni-
form selective regimes to select for similar or identical adaptations and therefore prevent 
the build-up of adaptive variance between populations that could result in a RL when 
the populations are crossed. 
Previous experiments have shown that this is unlikely to be the case. Cohan and 
Hoffmann (1989) found that when populations of D. nielanogaster, D. persimilis and 
D. pseudoobscura were selected for 'knockdown' ethanol resistance, the variance in 
the adaptive characters between conspecific (and between different species) popula-
tions increased relative to unselected lines suggesting that uniform selection can act as 
a diversifying force (Cohan and Hoffmann, 1986; Hoffmann and Cohan, 1987; Cohan 
et al., 1989). Similar results have been found in long-term experimental evolution stud- 
Me 
ies with Escherichia coli (Lenski, 1988; Lenski et al., 1991). This indicates that in our 
experiment, different adaptations for the same environment were built up in isolated 
populations and that recombining the loci responsible for these adaptations was equally 
or more detrimental than recombining loci responsible for adaptations to different envi-
ronments. 
What can this tell us about the adaptation of populations in the wild? This study 
suggests that the reproductive isolation of populations or species brought about by the 
build-up of genetic incompatibilities is influenced more by the extent of the isolation 
between the populations than by the environmental conditions that they are adapting 
to. This emphasises the difficulty for sympatric (or parapatric) populations to speciate 
compared to the relative ease with which allopatric populations will accumulate genetic 
incompatibilities even under uniform selection. As pointed out by On (1995) the rate 
at which incompatibilities build-up is at least as fast as the square of the time since the 
separation of the populations. 
Another interesting result emerged from this study. In the 6+18— cross the offspring 
exhibited a positive RL when assayed at pH 8, but' a negative RL when assayed at 
pH 6. Such a dramatic reversal in offspring performance relative to the parents was 
wholly unexpected. The result is consistent with a genotype by environment interaction 
in the offspring. Genotype by environment interactions have been shown to play an 
important role in Chiarnydoinonas fitness components both within (Bell, 1991a) and 
between strains (Bell, 1990a). Further to this, they have been implicated as having 
an important role in the build-up of Dobzhansky-Muller incompatibilities (Bordenstein 
and Drapeau, 2001) and have been shown to play an important role in the fitness of 
hybrid flour beetles (Wade et al., 1999). The reversal in fitness indicates that there are 
unexpected positive effects of recombination in the parents. As we are dealing with 
a haploid organism the positive interactions could not arise from overdominance, but 
would have to be the result of epistatic interactions. Epistasis has been identified as an 
important component of heterosis in rice hybrids from QTL studies (Yu et al., 1997; Li 
et al., 2001). However, without the benefit of more detailed genetic studies this must 
remain a speculation 
The lack of adaptation of populations in the intermediate environment and the lack 
of a RL in the offspring of these lines suggests that the variation in the base population 
was neutral in the intermediate environment and that no beneficial mutations occurred 
during the selective period for these lines. This is surprising, but may indicate that the 
directional selection was very weak. Collins and Bell (2004) selected replicate lines of 
C. reinhardtii to high CO2 levels for about 1000 generations and did not find any specific 
adaptations relative to their ancestors at the end of selection. The evolved lines had, 
however, a reduced ability to grow at ambient levels of CO2 relative to their ancestors 
and it was concluded that relaxed stabilising selection on genes controlling the carbon 
concentration mechanism had allowed conditionally neutral mutations to accumulate. It 
could be that selection at elevated CO2 levels was too weak to allow for the detection 
of any significant increase in growth rate and this may be the case in this experiment 
combined with too short a period of selection. The slight reduction in fitness of one of 
the pH 6.6 evolved lines could be due to a combination of very weak selection, a lack 
of selectively non-neutral variation and the fixation of slightly deleterious mutations 
through recurrent bottlenecking. 
There was a significant increase in growth rate variance in the offspring from strong 
directional selection lines, but no detectable increase in the offspring from weak direc-
tional selection lines. This is consistent with the lack of adaptation seen in the weak 
directional selection lines suggesting, perhaps, that much of the genetic variance gener- 
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ated by recombination is neutral in this environment. Fitness variance has been shown 
to increase as a result of recombination in Drosophila studies of the RL (Mukai and 
Yamaguchi, 1974; Charlesworth and Charlesworth, 1975). The increase in variance in-
dicates that there are linkage disequilibria between loci in the parental populations taken 
as a whole. 
Together with an increase in variance there was a significant decrease in the average 
growth rates for the offspring from strong directional selection lines but not for off-
spring from weak directional selection lines. Taken together these results demonstrate 
that there is a measurable genetic RL and not simply a direct cost of recombination (Tu-
cic et al., 1981; Kondrashov, 1984). The positive RLs we report range from about 5% 
up to 31%, which are comparable to the RLs first reported in Drosophila (Spassky et al., 
1958; Spiess, 1958a,b; Dobzhansky et al., 1959). However, our estimates are far larger 
than more precise measurements in Drosophila: 3% measured by Mukai and Yamaguchi 
(1974) and 0.3% measured by Charlesworth and Charlesworth (1975). The measures 
of RL reported here are, however, comparable to previous estimates made in the closely 
related species Chlainydomonas inoewusii of between 10.9 and 22.4% (de Visser et al., 
1996). It is also interesting to note that both studies found a zero or small negative RL 
in some of their crosses. It could be that conditionally neutral mutations are a common 
feature of the genetic architecture of these species (Goho and Bell, 2000; Collins and 
Bell, 2004). In experiments designed to measure the potential benefit of sexual repro-
duction in C. reinhardtii for the rate of adaptation in novel environments (by generating 
novel variation in a Fisher-Muller scenario) Colegrave et al. (2002) and Kaltz and Bell 
(2002) found that there was an initial drop in the mean fitness of the populations after a 
round of sex, coupled with an increase in the variance of fitness. This effect, which is 
consistent with a RL, was found to disappear after three sexual generations and it was 
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concluded that it was a short-term effect, which was erased by selection and adaptation 
to a new environment, which presumably used up the fitness variance. 
A major difference between the Drosophila studies and this one is that C. rein-
hardtii is facultatively sexual and for this experiment was maintained asexually, whereas 
Drosophila species are obligately sexual. As suggested by Crow and Kimura (1965) 
asexual populations may be expected to exhibit a higher degree of co-adaptation be-
tween loci and it may be that we are detecting antagonistic epistasis between loci in our 
crosses. This is far from clear, however. It could be that our asexual lines were limited 
by an inability to bring together beneficial mutations in a Fisher-Muller scenario (Fisher, 
1930; Muller, 1932). The resulting negative linkage disequilibria would then arise from 
finite asexual populations and not from epistasis between loci (Colegrave, 2002). A 
fuller investigation of the dynamics of RL evolution through time starting from a zero 
measure in the ancestors may yield more insight into the potential cause of the RL. 
In this study we have shown that a large and significant RL can be detected in pop-
ulations of C. reinhardtii. Additionally, it has been demonstrated that in this system the 
magnitude of the positive RL does not increase as the selective environments of popula-
tions diverges. The propensity for populations to diverge from one another and become 
reproductively isolated under uniform selective regimes is an important implication of 
this result. Further studies are required to elucidate the genetic causes of the RL and to 
detail its evolution through time. 
4 Recombination and the evolution of mutational ro-
bustness' 2 
Abstract 
Mutational robustness is the degree to which a phenotype, such as fitness, is re-
sistant to-mutational perturbations. Since most of these perturbations will tend to 
reduce tness, robustness provides an immediate benet for the mutated individual. 
However, robust systems decay due to the accumulation of deleterious mutations 
that would otherwise have been cleared by selection. This decay has received 
very little theoretical attention. At equilibrium, a population or asexual lineage is 
expected to have a mutation load that is invariant with respect to the selection coef-
cient of deleterious alleles, so the benet of robustness (at the level of the population 
or asexual lineage) is temporary. However, previous work has shown that robust-
ness can be favoured when robustness loci segregate independently of the mutating 
loci they act upon. We examine a simple two-locus model that allows for interme-
diate rates of recombination and inbreeding to show that increasing the effective 
recombination rate allows for the evolution of greater mutational robustness. 
4.1 Introduction 
It has long been observed that many developmental traits display a high degree of phe-
notypic robustness, that is, the phenotype is remarkably immune to environmental and 
genetic perturbations (Waddington, 1940; Schmalhausen, 1949). Waddington (1942) 
described the phenomenon as canalization, and proposed an adaptationist explanation. 
He reasoned that traits under stabilising selection towards some intermediate optimum 
1 1n collaboration with A. Gardner. 
2Published in J Theor Biol (2006), 241:707-715. 
should benefit from any mechanism that prevents deviation from that optimum due to ei-
ther genetic or environmental perturbations. Within the class of genetic perturbations are 
those that are due to deleterious mutations. In recent years, mutational robustness has 
attracted renewed interest, on both theoretical and empirical fronts (Wagner et al., 1997; 
Wilkins, 1997; Rutherford and Lindquist, 1998; van Nimwegen et al., 1999; Kawecki, 
2000; Wagner, 2000; Wilke, 2001; Wilke et al., 2001; Queitsch et al., 2002; Wilke and 
Adami, 2003; de Visser et al., 2003; Proulx and Phillips, 2005). Most attention has 
been given to adaptationist explanations, although some researchers have speculated 
that mutational robustness is a by-product of adaptation for environmental perturba-
tions (Wagner et al., 1997; Burch and Chao, 2004) or simply an emergent property of 
genetic systems (Kacser and Burns, 1981; von Dassow et al., 2000; Meir et al., 2002; 
Shen-Orr et al., 2002). 
All genetic models for the evolution of robustness require some form of gene inter-
action or epistasis between the loci involved. In this respect a distinction can be drawn 
between the two different models of robustness that are commonly discussed; whether 
the epistasis is exclusively between the loci involved in the trait or between the trait loci 
and an unrelated locus (a modifier). There is evidence for the former in RNA and pro-
tein folding where there is often extensive degeneracy between the primary sequence 
and the secondary or tertiary structure (Maynard Smith, 1970; Lau and Dill, 1990; 
Schuster et al., 1994; van Nimwegen et al., 1999; Wilke, 2001) and in metabolic and 
developmental pathways in prokaryotes and eukaryotes, where distributed network ar-
chitectures facilitate robustness via internal pathway degeneracy (Edwards and Palsson, 
1999, 2000a,b; von Dassow et al., 2000; Meir et al., 2002; Shen-Orr et al., 2002; Ingo-
ha, 2004; Wagner, 2005). Wagner (2005) refers to this form of robustness as distributed 
robustness and argues, based on empirical evidence, for the primacy of its role in mu- 
M. 
tational robustness in favour of gene redundancy arising from gene duplicates (Wagner, 
2000, 2001, 2005). There is evidence for a modifier of robustness in higher eukaryotes 
where a potential canalizing gene, Hsp90, has been shown to buffer genetic variation for 
a wide-range of phenotypic traits in both Drosophila (Rutherford and Lindquist, 1998) 
and Arabidopsis (Queitsch et al., 2002), and GroEL in Escherichia coli (Fares et al., 
2002), behave as modifiers of mutational robustness. For the remainder of this article 
we will restrict attention to the modifier view of robustness. 
The evolution of mutational robustness is conceptually similar to the adaptive evolu-
tion of dominance proposed by Fisher (1928). In both cases it is the heritable deviation 
from the wild type that is being buffered, and the selective advantage of the modifier 
is of the order of the mutation rate (Wright, 1929). Fisher believed that although the 
selective advantage is weak, in a large population with a number of recessive mutations 
the accumulated selective pressure would drive the evolution of dominance. Wright 
took the view that dominance emerged as an intrinsic property of metabolic pathways 
and proposed an alternative physiological theory of dominance (Wright, 1934). Kacser 
and Burns (1981) provided considerable support for Wright's argument with a model 
of a multienzyme system that showed that the flux of the enzyme pathway is insensi-
tive to concentration changes in the enzymes involved, suggesting that dominance is 
an inevitable property of such systems. More recently, however, Bagheri and Wagner 
(2004) have shown that this may only be the case when one neglects nonlinear enzyme 
interactions. Currently, empirical evidence appears not to support Fisher's adaptationist 
hypothesis (Orr, 1991), although it may be relevant in situations involving strong selec-
tion (Haldane, 1956; Mayo and Burger, 1997). The debate continues. Another related 
phenomenon that has received much attention is the evolutionary transition fromhap-
loidy to diploidy. A benefit may be afforded by an extended diploid phase due to the 
masking of recessive or partially recessive deleterious mutations (Crow and Kimura, 
1965). Here, the adaptations view appears to have a plausible theoretical foundation 
(Kondrashov and Crow, 1991; Perrot et al., 1991) although, interestingly, it is incom-
patible with Fisher's view of dominance since it requires that newly arisen deleterious 
mutations are always (at least) partially recessive (Perrot et al., 1991). Together with 
the evolution of mutational robustness, these scenarios involve evolutionary modifica-
tion of the genetic system itself driven by the immediate benefit of alleviating the effects 
of deleterious mutations, which are of course a ubiquitous evolutionary phenomenon. 
A classic result that motivates the present study is that at equilibrium the mutation 
load (L*)  of the population is invariant with respect to the fitness consequences of dele-
terious alleles. Assuming fitnesses combine multiplicatively across loci, an allele which 
arises by recurrent irreversible mutation at rate p and incurs a fitness decrement s will 
equilibrate at frequency 11  in a haploid population (mutation-selection balance). Hence 
the average fitness contributed by this locus is (1— E x 1 +( x (1 —s))) = 1 —p; the 
mutation load at this locus is then p, and not a function of s (Haldane, 1937). The result 
has been generalised for all loci in the genome, giving a population load of mutations 
L* = 1 - e _UJ(Kimura  and Maruyama, 1966; Kondrashov, 1984), where U is the per 
genome per generation mutation rate, and hence the decrement to fitness due to indi-
vidual mutationsis again irrelevant. The reason for this is intuitive: if mutations are 
more harmful they are more readily removed from the population by selection. Those 
mutations with large deleterious effects are held at low frequency at mutation-selection 
balance, and thus cause the same decrement to the mean fitness of the population as less 
harmful, and hence more frequently encountered, mutations. 
The action of mutational robustness is to reduce the magnitude of a mutations fitness 
effect. Whilst it may be temporarily advantageous to reduce the selection coefficient as- 
sociated with the deleterious mutation, this leads to the accumulation of mutations that 
would otherwise have been cleared by selection, and so a closed population (i.e. no flow 
of genetic material between populations) with enhanced robustness does not improve its 
equilibrium mutation load. Thus there is no long-term benefit for being robust. This mu-
tational decay of robust systems has received only limited attention (Frank, 2003). If 
robustness has an intrinsic cost, then in the long term it will cause a net disadvantage for 
the population. Therefore, in an asexual population, we predict eventual loss of robust 
lineages. However, robustness might be favoured in a sexual population. Since the ben-
efit of robustness (a reduced impact of mutations) accrues to the robust lineage, whilst 
the cost (an increased load of mutations) is shared by the whole population, robust lin-
eages may have a relative advantage. It seems that this will increasingly be the case 
as the rate of recombination (in particular, between robustness genes and those genes 
undergoing mutational perturbation) is increased. This has received some attention, and 
the hypothesis is supported by contrasting the predictions of models of complete link-
age, in which costly robustness is never favoured (Hermisson et al., 2002), with those 
which assume free recombination, in which costly robustness can evolve (Wagner et al., 
1997; Dawson, 1999). However, results for robustness evolution with the intermediate 
recombination rates are lacking (de Visser et al., 2003). 
We examine a simple model that captures the essence of this problem. The dynamics 
of the system are described using a multi-locus methodology (developed by Barton and 
Turelli, 1991; Kirkpatrick et al., 2002) that highlights allele frequencies and linkage dis-
equilibria, which is more natural than following genotype frequencies. Also, it provides 
a general notation that neatly partitions the various causes of evolutionary change, and 
allows for arbitrary complexity so that the model is readily extensible within this single 
framework. Specifically, we develop exact analytical recursions describing the dynam- 
ics of a costly robustness modifier and its association with a mutating locus, and from 
this we generate an invasion condition to determine when this modifier will increase 
in frequency when vanishingly rare. We then make an assumption of minor robustness 
variants to examine how the robustness phenotype evolves in the longer term, moving 
from multi-locus population genetics to an evolutionary game theoretic analysis. 
4.2 Model and analysis 
4.2.1 Two-locus model 
We consider a simple model which captures all the important features of this problem 
a large population of sexual haploids, with a lifecycle which involves (i) selection, fol-
lowed by (ii) mutation, and finally (iii) mating to form diploid zygotes, which undergo 
meiosis to form the next generation of haploid individuals. All notation used in this 
article is summarized and defined in Table 4.1 and Table 4.2. A locus i suffers recurrent, 
irreversible mutation, from the wildtype allele with value X 1 = 0 to mutant allele with 
value X1 = 1, at a rate p. The fitness of the wildtype is 1, and the fitness of the mutant 
is is in the absence of robustness. The frequency of the mutant is denoted pi, and thus 
the frequency of the wildtype is q1 = 1 - p,. A second locus j controls the expression 
of the deleterious mutant, when it occurs at the first locus: with robustness k, the fitness 
contributed by the first locus is 1 - (1 - k)s. Two alleles, with varying robustness effect, 
are present. The resident allele has value X = 0 and robustness effect kx, and the 'vari-
ant allele has value X = 1 and robustness effect ky. The robustness locus also incurs a 
direct cost, with the resident contributing 1 - cx, and the variant 1 - cy, to an individuals 
fitness. The frequency of the variant is denoted pj and the frequency of the resident is 
qj  = 1 - p. We will assume that the direct effects of the loci multiply to give genotype 
fitness. The four genotype fitnesses are summarised in Table 4.3. The effects of linkage 
KC 
and inbreeding are described by an effective rate of recombination parameter, re . 
Following the above model, an individual's fitness may be written in the form: 
W =(1 —X1 )(1 —X)woo+X1(l —X1)wio+(l —X1 )Xwoi 
+X1Xwii = 0 —X,)(1 —X)(l —c x ) 
+X,(1 _X)(1 —(1 —k x )s)(1 —c i ) 
+(I —X 1 )X(l —c v ) +XX(l —(1 —k y )s)(1 —c v ), 	 (1) 
where wx,x  is the fitness of the (X,, X) genotype (see Table 4.3). This fitness function 
is analogous to Eq. (7) in Barton and Turelli (1991). 
4.2.2 Multilocus population statistics 
The multilocus framework of Kirkpatrick et al. (2002) describes individuals and popu-
lations according to deviations from average values. An allelic deviation ( = X1 - p1) 
is defined for a generic gene position i, and describes the deviation of the allelic value 
(X1 = 0 or 1) from the population average (p 1 ) at that position. Thus, the population 
average allelic deviation for a single gene position is zero. A corresponding deviation 
term ( = flEA may be assigned to a set A of gene positions, and is the product 
of the allelic deviations for all the positions in that set. Note that the average deviation 
for a set of two gene positions (1 and j) is equal to the allelic covariance between these 
positions (E[1] = E[(X, - p) (X1 - p j )] = Cov[X,,X1]), and thus is equivalent to the 
linkage disequilibrium (D11) between these gene positions. In general, the population 
average deviation for a set A of gene positions will be denoted DA. Thus, the popula-
tion composition with respect to a set of gene positions B may be fully described by 
the set of allele frequencies (p 1 , i E B) at these positions, and the statistical associations 
(DA, A ç B) between these positions. If an association term corresponds to a set of 
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Table 4.1. Summary of notation used. Continued in Table 4.2. 
Notation Definition 
P Deleterious mutation rate at a single locus 
S Selection coefficient associated with deleterious mutation 
U Per genome per generation mutation rate 
L* Equilibrium mutation load 
i Locus under recurrent mutation 
j Locus controlling robustness 
i,j A genetic gene position 
A, B A generic set of gene positions 
W The set of all gene positions contributing to fitness 
X1 Allelic value for gene position i (0 or 1) 
A Frequency of the X, = 1 allele 
q, = 1 - pi Frequency of the X, = 0 allele 
=Xi - pi Allelic deviation for gene position i 
= X1 - p1 Allelic deviation for set A of gene positions 
DA = E[] Association for set A of gene positions 
W Fitness of an individual 
Population mean fitness 
aA Multilocus selection coefficient for set A of gene positions 
z A generic robustness strategy 
x Resident robustness strategy 
Y = x + 8x Variant robustness strategy 
X* Equilibrium robustness strategy 
92 
Tnh1 	KT,t.t.n ,rntinm.A frcm Th1 Li 1 
Notation Definition 
k, k[z] Robustness effect associated with strategy z 
c, c[z] Cost of robustness associated with strategy z 
re Effective rate of recombination 
X = 1 + 8X Invasion fitness of robustness variant; its asymptotic rate of increase 
Table 4.3. Genotype fitness (w) as a function of allelic value (X = 0, 1) at the mutating locus (i) 
and the robustness locus (j). 
Xi 
0 	 1 
0 	1—cs 	 1—c y  
Xi 
- 1 (1 —(1 —k x )s)(1 —c x ) (1 —(1 —k)s)(1 —c f ) 
gene positions in which a particular position features several times, for example DjA, 
then a reduction formula may be applied to re-express this as PqDA + (1 - 2p,)DIA, as 
outlined by Kirkpatrick et al. (2002). 
We may now describe how sets of gene positions impact upon an individual's fitness. 
Making the substitution X1 , + p 1  into the fitness function (1), this may be rearranged 
into the form 
= 1 + a( - D) + a1 (ç1 - D1) + aij 	- (2) 
where aA is the contribution of the deviation for a set of gene positions A to relative 
fitness 1E. This is analogous to Eq. (6) of Barton and Turelli (1991) and Eq. (7) of 
Kirkpatrick et al. (2002). The aA terms provide selection coefficients for a multilocus 
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analysis (Kirkpatrick et al., 2002). For the present model, we have 
	
aj=_s(1—((l_pj)(kx +cx (1—k x ))+pj(ky ±cy (l—k y ))))/ 	(3) 
a= (spj((ky +cy (l—k ) ))—(k x +cx (l —k)))—(c y —cx ))/i 	(4) 
alJ =s((kY H-c) ( l—k Y ))—(k X +cX (lkX)))/w. 	 (5) 
Mean fitness is found by taking an average of w over the population: 
l7=1_spi(l_kX )(1_cX )_(pjcV +(l_pj)cx )_s((l—k ),)(l—c y ) — (1 — kx)(l — cx))(pipj+Dij). 
(6) 
Having extracted multilocus population fitness statistics from the model, we can now 
use them to make some remarkably elegant statements about how selection moulds the 
allele frequencies and linkage disequilibrium of this system. After selection we will 
consider mutation and then transmission. 
4.2.3 Selection 
The multilocus methodology provides simple recursion expressions for the change in 
allele frequencies and genetic associations due to selection. The basic equation is 
ASDA= E aB(DAB — DADB) 	 (7) 
BCW 
where W is the set of all gene positions contributing to fitness. For the case of a single 
gene position (A = i), we may use expression the general equation to describe the change 
in allele frequency (p i) due to selection: 





A complication arises in that the association after selection (D = DA + ASDA) is de-
scribed with respect to allele frequencies before selection. It will usually be helpful to 
correct for this, and the procedure is described in Kirkpatrick et al. (2002). No correc-
tion is necessary for the expressions describing allele frequency change. In the context 
of the present model, the change in the frequency of the deleterious mutation that is due 
to selection is' described by 
A = p1 + a,D, + aD,1 + a1D1 = p, + a,pjqj + a1D, + aij - 2p1 )D11. 	(9) 
This notational framework makes clear the causes of evolutionary change: here we see 
that the response to selection (/.Spj = - p) is given by the product of the strength of 
selection opearting directly on the focal locus (as) and the variation at that locus (pjqj), 
plus the product of selection operating directly on the other locus (a' ) and the associa-
tion between the two loci (D11), plus the product of selection due to epistatic interaction 
between the two (a,) and the appropriate association ((1 - 2p1 )D11). Similarly, the 
change in allele frequency due to selection at the robustness locus is given by 
Pj =  p +aD1 + a1D11 + a1D111 = P1+ a1D1 +a1p1q1 + aj1(1 - 2p1)D11. 	(10) 
From expression (5), the change in the association between loci is described by 
D 1 = D1 + a1D111 + a1D11 + a11(D111 - D1) - (p - pj)(p - pj) 
= D1 + a(1 - 2p)D1 +a1(1 - 2p1)D11 +aij(piqip jqj + (1 - 2p)(l - 2p1)D11 —D1 ) 
- (p_Pi)(P — P1), (11) 
where the trailing term corrects for change in allelic frequency (Kirkpatrick et al., 2002). 
4.2.4 Mutation 
The change in frequencyof the deleterious allele after mutation is described by 
= p+p(l —p). 	 (12) 
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Since the j locus does not undergo mutation, p,' = p. From Kirkpatrick et al. (2002), 
the change in the linkage disequilibrium due to mutation is given by 
	
D = (1 —p)D 1 . 	 (13) 
4.2.5 Transmission 
Transmission - the union of gametes, crossing over, and fair meiosis - does not alter 
the allele frequencies in this model (so p" = p' and p" = p, where triple primes 
denote the variable is measured after transmission), but it does impact on the linkage 
disequilibrium. This is reduced by a fraction equal to the effective rate of recombination 
(Crow and Kimura, 1970), and so we have 
\ 	,/ = (1 —re )D i ,. 	 (14) 
4.2.6 Invasion analysis 
We have obtained recursions describing the change in frequencies of the deleterious 
mutation (p 1 ) and robustness modifier (pa)  and the linkage disequilibrium (D1 ) over a 
single generation incorporating selection, mutation and transmission. We now consider 
that the variant robustness allele is vanishingly rare (p -40, and hence D1 -* 0), and 
examine the conditions under which this rare allele will increase in frequency (invasion). 
We will assume that p is sufficiently small for us not to have to worry about fixation 
of the deleterious mutation i.e. p < (1 - k)s. We will assume that the deleterious 
mutation is initially at its equilibrium point, p" = p/((l - Qs). While the variant is 
rare, the evolutionary dynamics at the j locus has vanishing impact on dynamics at the i 
locus, so in any generation we may express the frequency of the deleterious mutation as 
p, = p + 8pi , where 6p 1 --+ 0. Making this substitution, and summarising the changes in 
the allele frequency at the robustness locus and linkage disequilibrium due to selection, 
mutation and recombination, obtains p7 = aiTh + a2DJ + O(p,p,D) and 	=ij 
(X3 Pi + a4DJ + 0(p,2 , 	where i 	1i 
(1 —cy )(1 —k—p(1 _k)) 
= (1 — p)(l — c)(l —k s ) 
a2 = s(l —c) )(1 —k ) ) 
0 —p)(l —c s ) 
(1 —re )(ky —k x )(l —c ) )p((1 — k)s — p) 
= 	(1 —c)(l —k)2s(1 -it) 
= (1 —re )(l _cy )((1 —k)(1 (1 —k y )s) —p(k—k)) 
(15) 
(1 —p)(l —c)(l —k y ) 
Neither of these recursions are functions of 8p,, therefore we need not explicitly fol-
low the frequency of the deleterious mutation, so long as we assume it is close to its 
equilibrium. The asymptotic rate of increase of the rare variant, its 'invasion fitness', 
is given by the leading eigenvalue for the above system. This is the solution ? to the 
characteristic equation ((x1 - 2) (a4 - X) - a2a3 = 0 that has the largest magnitude. The 
condition for invasion of the robustness variant is A> 1. 
4.2.7 Evolution of robustness 
We have obtained a condition for the invasion of a given resident population by a given 
variant robustness allele.We now ask the following questions: (1) is there a resident 
allele that cannot be invaded by any robustness variant? (2) Will the population con-
verge on this evolutionary stable state? In other words, we are interested in identifying 
the endpoint of robustness evolution in the longer term. To address this, we will now 
consider a continuum of robustness strategies (z),  from zero robustness (z = 0) to full 
robustness (z = 1), each encoded by an allele at the j locus, the cost and effect of ro-
bustness parameters from the previous sections are now considered as functions of the 
robustness strategy (c[z] and k[z]; where c[0] = k[0] = 0 and dc/dz, dk/dz > 0 for all 
z). The resident allele encodes the robustness strategy z = x, and the variant encodes 
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Z = Y. Thus, c = c[x], kx = k[x], c = c[y] and k = k[y]. For the ease of analysis, we 
will consider only local stability, restricting our attention to y = x + 8x where 8X -f 0. 
Since this represents near-neutrality, the invasion fitness of the variant will be of the 
form X = 1 + ö?, where R - 0. Upon this assumption, we may solve the character -
istic equation from earlier to obtain oX -i ((1 - ai)(l - a4) - a2a3)/(ai + (X4 —2) as 
Ox -p 0, or 
	
01-ire(l_c[x1)kh[x]_(l_k[x])(re+(1_re)(1_k[x])s_IJ)c'[x]0x 	(16) 
(1 —c[x])(l —k[x])(r+(1 — r e )(l —k[x])s—p) 
where the primes denote derivatives evaluated at the resident robustness strategy, i.e. 
c'[x] = dc[z]/dzlzx and k'[x] = dk[z]/dzI. Marginal invasion fitness is given by 
X/YI)=x = O?/Ox. Setting re = 0, marginal invasion fitness reduces to aklay l y=x  = 
—c' [x] / (1 - c[x]), which is negative for all x: over the whole range of resident strategies, 
selection favours variants with reduced robustness. Hence, the only equilibrium point in 
the absence of recombination is at x" = 0. This means that when the effective rate of re-
combination is zero, costly robustness cannot evolve (Hermisson et al., 2002). We now 
ask, for re > 0, what is the end point of robustness evolution? We are therefore looking 
for a strategy that is both evolutionarily stable once attained (an ESS Matynard Smith 
and Price, 1973; Maynard Smith, 1982), and is also attainable (i.e. convergence sta-
ble, so that when x is close to x", y closer to x will invade) (Eshel and Motro, 1981; 
Taylor, 1996). A strategy that is both an ESS and is convergence stable is termed a 
'continuously stable strategy' (CSS) (Eshel, 1983; Christiansen, 1991). If a strategy x" 
is evolutionarily stable, then it must satisfy = 0. Thus, 
dX 	1 a ax 	
aMY 
	dx* 
Hy=x=x] = j_ 	I y=x=x* + 	 Iv=x=x 	= 0, 	(17) 





Noting that convergence stability implies [aX/ y I y=x=x*]/x* <0 (Taylor, 1996), the 
CSS satisfies 
Idx*1 	I 	I 	11sgn 	 sgn I - [- I v =x=x*] j (19) dre j 	Lore 
(Pen, 2000), where the function sgn returns the sign, or sense, of its real argument, i.e. 
positive or negative or zero. The partial derivative on the RHS is 
1 	- 	p((l_k[x*])s_p)k[x*} 	 20 YXX - ( I _k[x*])(re +(1 —re)(l _k[x*])s_p) 	( 
Since RHS of (20)>0, it follows from (18) that the CSS x" (when it exists) is a mono-
tonically increasing function of r. Thus, we expect the endpoint of evolution to be a 
greater degree of robustness the higher the effective rate of recombination. Applying 
the same procedure to the selection coefficient (s) and mutation rate (p) obtains 
I 	1 	 pre (l_re )k[x*] 




==] - 	re(re+(1_re)(l_k[x*])s)k[x*] 	
22 IYXX - ( 1 _k[x*])(re +(1 — re )(l _k[x*])s_p)2 	( 
i.e. the CSS f is a decreasing function of s and an increasing function of p, so we 
expect the endpoint of evolution to be a greater degree of robustness as we decrease the 
magnitude of the deleterious effect of mutations and as we increase the mutation rate. 
From (16), the exact value of the CSS f can be found by solving the equation 
pre (1—c[x])k'[x]—(l—k[x])(r e +(l—re )(l—k[x])s—p)c'[x]O. 	(23) 
Some representative numerical examples are given in Figures 4.1 and 4.2. The as-
sumption of vanishing variation is somewhat artificial, and so we have used simulations 
to test the predictions using a similar two-locus model that allows for continuum alle-


















F- = 0.01 
0.005 
0 	0.1 	0.2 	0.3 	0.4 	0.5 	0.6 	0.7 	0.8 
(A) 
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Figure 4.1. Marginal invasion fitness 	as a function of the resident robustness strategy 
(x) and the effective recombination rate (re ) assuming p = 0.0 1, s = 0. 1, c[z] = z 10 , k[z] = 
The sign of marginal invasion fitness determines the direction of selection; if it is positive then 
variant strategies increasing robustness are favoured, and if it is negative then variant strategies 
reducing robustness are favoured. The CSS is an increasing function of the effective rate of 
recombination. 
4.4). We find that numerical solutions to the analytical prediction given by (23) and the 
results of the simulations are generally in good agreement. 
Depending on the choice of parameters and robustness functions, there may be: (1) 
a single internal equilibrium, which is a CSS (Figure 4.1); (2) an unstable equilibrium 
in addition to the CSS (Figure 4.2, e.g. lines for re  = 0. 1, 0.05, 0.01); or (3) no internal 
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(A) 	 Resident robustness strategy (x) 
Figure 4.2. Marginal invasion fitness i2/iyL as a function of the resident robustness strategy 
(x) and the effective recombination rate (re ) assuming p = 0.01, s = 0.1, c[z] = Q. 15z, k[z] = z"2 . 
The sign of marginal invasion fitness determines the direction of selection; if it is positive then 
variant strategies increasing robustness are favoured, and if it is negative then variant strategies 
reducing robustness are favoured. The CSS (where it exists, e.g. for re = 0.01, 0.05, 0.1, marked 
by a filled circle) is an increasing function of the effective rate of recombination; there is also 
sometimes an unstable equilibrium (marked by an empty circle). 
ized at close to zero robustness will ultimately find itself trapped at the CSS, where this 
exists (Figures 4.3 and 4.4). 
Due to the assumption that mutation-selection balance holds the deleterious mu-
tation at intermediate frequency (i.e. p < (1 - k)s, which may also be written as 
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Figure 4.3. Simulations results forp = 0.01, s = 0.1, c[z] = z 10 , k[z] = z 1 '2  (Figure 4.1). Simu-
lation results (squares) confirm the analytical prediction (line) that robustness increases with the 
effective rate of recombination. 
almost complete robustness (k = 1). 
Although the simulations and analytical predictions have a very good fit, they are not 
perfect. In particular, the simulations tend to give an end-point of robustness evolution 
that is higher than predicted from the game theoretic approach. There is reason to sus-
pect that the invasion analysis underestimates the benefits of robustness. For example, 
consider a variant robustness allele with associated cost such that its asymptotic rate of 
increase is exactly 1. Initially, this allele will increase in frequency, and will eventu-
ally settle at a neutral equilibrium. To some extent then, this allele has been favoured, 
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Figure 4.4. Simulation results (squares) confirm the analytical prediction (line) that robustness 
increases with the effective rate of recombination, and that there is no internal stable endpoint 
for re>0.11.p=0.01,s=0.1,c[z]=0.15z,k[z]=z'/2  (Figure  4.2). 
More generally, deviations from the analytical predictions will occur due to slowness 
in attaining the evolutionary endpoint, as selection acts weakly upon robustness and only 
a finite number of generations are simulated. 
4.3 Discussion 
We have examined the evolution of costly robustness in a simple two-locus model for 
when recombination (re ) between the two loci is intermediate. Previously, only the 
extremes of zero recombination (Hermisson et al., 2002) and freely recombining loci 
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(Wagner et al., 1997; Dawson, 1999) have been considered. A multilocus methodology 
has been employed to obtain recursions for allele frequencies at the robustness locus 
and the association between this locus and the locus that is under mutation. The result is 
an analytical condition for when the robustness variant invades a population. Restrict-
ing attention to minor variants, we have used this condition to determine how the end 
point of robustness evolution varues with the effective rate of recombination (re), the 
intrinsic deleterious effect of the mutation (s) and the mutation rate (au). Consistent with 
previous theory, we find that costly robustness cannot be favoured when the effective 
rate of recombination is zero. In addition, we show that, where one exists, the internal 
stable endpoint of robustness evolution is an increasing function of effective recombina-
tion rate and the mutation rate, and is a decreasing function of the intrinsic deleterious 
effect of the mutation. Although the analysis assumes vanishing robustness variation in 
the population at any time, simulations that relax this assumption reveal the analytical 
treatment is robust. 
Why do we predict enhanced robustness with increasing effective rate of recom-
bination? Recombination favours robustness in two ways: (1) by allowing a robust 
lineage to discard the excess of deleterious mutations it has accumulated, and (2) these 
deleterious mutations are inflicted upon non-robust lineages where they cause enhanced 
damage to fitness, thus increasing the relative fitness of the robust lineages. Put another 
way, by breaking down the association between the robustness gene and the target of 
the robustness effect, recombination decouples the immediate benefit of robustness (en-
hanced fitness in the context of a mutant genotype) from the long-term cost (increased 
frequency of mutations at mutation-selection equilibrium); the former accruing only to 
robust individuals, and the latter being paid by the population as a whole. This ben-
efit for robustness is mirrored in the Perrot et al. (1991) model for the evolution of 
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diploidy, which features gene flow between haploids and diploids. With this in mind, 
the model predicts increased maladaptation in the genomes of sexual, outbred popu-
lations, whereas the genomes of asexual or inbred populations should be less afflicted 
with the mutationally decayed remains of robust networks. 
The endpoint of robustness evolution is predicted to be a decreasing function of 
the selection coefficient associated with deleterious mutations. This is because as the 
strength of selection upon the mutating locus increases, so does the epistasis between 
the robustness and mutating loci, which results in a greater association between these. 
Since it is the build-up of this linkage disequilibrium which acts to disfavour the evo-
lution of robustness, weaker selection against the deleterious mutant favours enhanced 
robustness. An analogous result emerged from the Perrot et al. (1991) model for the 
evolution of diploidy. Interestingly, this is responsible for the run-away selection for ro-
bustness observed in some of the simulations (4.4), because as the population becomes 
more robust to deleterious mutations there is a reduced selection acting upon the mu-
tating locus, and thus a lower build-up of linkage disequilibrium between the two loci. 
Intuitively, it would seem that mutational robustness should be increasingly favoured as 
deleterious mutations become more, rather than less, harmful. Yet it is the mutation load 
and not the mutation effect that is crucial (Proulx and Phillips, 2005), so the endpoint of 
robustness evolution is an increasing function of the mutation rate and not the deleteri-
ous mutational effect. This is consistent with the view of Wright (1929) that selection 
for mutational robustness will be of the order of the mutation rate. 
It is of interest to compare the present results with previous models for the evolution 
of mutational robustness. Wagner et al. (1997) investigated the evolution of a modi-
fier of mutational robustness impacting upon a number of loci underlying a quantitative 
trait under Gaussian stabilising selection. Individual-based simulations showed that the 
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selection coefficient acting on the modifier tends to increase with the intensity of the 
stabilising selection, a result that was verified in deterministic simulations by Kawecki 
(2000). This is in contrast to the result we report here where the modifier invades most 
easily at lower strengths of selection against the deleterious allele because it is here 
that the modifier experiences weakest linkage disequilibrium with the deleterious al-
lele. Wagner et al. (1997) attribute their result to stronger stabilising selection enabling 
stronger selection for canalisation. Their result crucially depends on the possibility of 
back mutation, plus high mutation rates, so that back mutation is strong relative to se-
lection. The present analysis assumes no back mutation, and this appears to be the 
reason for the disparity. The neglecting of back mutation seems reasonable if there are 
many alleles that give rise to defective gene products and only a few that code for a 
correctly functioning protein. However, further work is needed to clarify the impact of 
back mutation on the evolution of robustness. 
We note some possibilities for the evolution of synergistic epistasis, where an indi-
vidual's fitness declines more rapidly with increasing numbers of deleterious mutations 
than predicted by a multiplicative fitness scheme. In many models, mutational robust-
ness is synonymous with synergistic epistasis de Visser et al. (2003); Michalakis and 
Roze (2004). For example the classic 'neutral network' (van Nimwegen et al., 1999) 
models of robustness - involving individuals with less than some threshold number of 
mutations having wild-type fitness, and individuals exceeding that threshold being invi-
able - presents an extreme form of synergistic epistasis. A substantial amount of theory 
has been devoted to the evolution of sex and recombination given synergistic epista-
sis between deleterious mutations (Kimura and Maruyama, 1966; Kondrashov, 1984; 
Charlesworth, 1990). Inferring from the present analysis, we suggest that synergistic 
epistasis can be an evolutionary outcome of sex and recombination, insofar as the lat- 
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ter processes promote the evolution of robustness, and synergistic epistasis emerges as 
a consequence. This hypothesis has some empirical support - there is a general trend 
towards weak synergistic epistasis between deleterious mutations among eukaryotes, 
but no trend in prokaryotes (de Visser et al., 1997; Elena and Lenski, 1997; de Visser 
and Hoekstra, 1998; Elena, 1999; Burch and Chao, 2004). This is beyond the scope of 
the present analysis, which has maximally one deleterious mutation in each individual, 
though it presents an interesting problem for the future. 
Currently, no convincing empirical evidence has been published that demonstrates 
that genetic robustness exists as an adaptation. One reason for this is that, while it is 
possible to demonstrate that heritable variation is buffered in particular organisms, it 
is not easy to determine whether genetic robustness is the primary function, merely a 
side-effect of evolution for environmental robustness (Rutherford and Lindquist, 1998; 
Ancel and Fontana, 2000; Queitsch et al., 2002; Burch and Chao, 2004), or perhaps 
simply an emergent property of gene networks (Kacser and Bums, 1981; von Dassow 
et al., 2000; Edelman and Gaily, 2001; Meir et al., 2002; Shen-On et al., 2002). A 
closely related problem is that the selection coefficient for a modifier of genetic robust-
ness will be very weak, typically of the order of the mutation rate itself. However, the 
evolution of genetic robustness as a primary function may be plausible if there is mi-
gration between subpopulations in a heterogeneous environment (Mayr, 1963; Otto and 
Bourguet, 1999; Steams, 2002). Migration rates can be much higher than mutation rates 
and therefore provide a stronger pressure for the buffering of (locally) maladapted al-
leles. Additionally, genetic robustness may evolve when selection fluctuates over time 
(Kawecki, 2000) and when selective sweeps take a population out of equilibrium (Mayo 
and Burger, 1997). It is with a view to extending the analysis to more complicated mul-
tilocus models that we have employed the methodology of Kirkpatrick et al. (2002), 
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which permits arbitrary complexity within a single notational framework. 
5 Epistasis and the evolution of chromosomal linkage 
patterns 
Abstract 
In the dawn of the post-genomic era it has become clear from whole genome stud-
ies that previously held notions of random gene order across eukaryotic chromo-
somes are no longer relevant. Conspicuous cases of non-random gene order have 
resurrected population genetics theories as way of explanation. The theory fo-
cussed on here is that of antagonistic epistasis favouring the clustering together 
of loci within a chromosome. The probability of an inversion clustering together 
co-adapted alleles is derived and used to calculate expected waiting times for suc-
cessful inversions to occur. Throughout, calculations are made using human data 
to illustrate the argument. It is shown that the expected waiting time will prob-
ably be too large for species with long generation times and small Ne to allow' 
the clustering of loci with lineage-specific interactions. That is, it seems unlikely 
that selection will not fluctuate over the time-scales involved. Additionally, a nu-
merical analysis suggests that higher order epistatic interactions will elicit weaker 
selection for chromosomal rearrangements than lower order interactions. Finally, 
we end with a discussion of the current empirical evidence for gene clustering from 
whole genome studies and for specific gene cluster cases. 
5.1 The transition from prokaryotes to eukaryotes 
In a series of elegant experiments, Jacob and Monod (196 1) elucidated the co-ordinated 
regulation of protein synthesis in the lac operon of Escherichia coli. It soon became 
clear that the operon, a cluster of functionally related genes that are transcribed as a 
single polycistronic mRNA, is a common feature of prokaryotic genome organisation. 
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At the same time it also became clear that in eukaryotes the protein-coding genes are 
monocistronic and, therefore, that the operon as a unit of genome organisation could 
not be applied to eukaryotic genomes. What emerged from these early forays into the 
nature of genomes was a generally unquestioned acceptance of the null hypothesis of 
eukaryotic gene organisation that posits a random distribution of genes along linear 
chromosomes. Although counter-examples were known about at the time, such as the 
globin and Hox clusters, they were correctly identified as the products of tandem gene 
duplications. The question remained, why should there be such a radical difference 
between the organisation of prokaryotic and eukaryotic genomes? 
A crucial difference between prokaryotes and eukaryotes arose as a result of the 
origin of mitosis in eukaryotic cells. In prokaryotic cells there is a single origin of 
replication for the DNA strand, but in eukaryotes chromosomes are home to multiple 
replicons that are attached to the nuclear matrix. In exponentially growing prokaryotes 
multiple, simultaneous rounds of replication may be initiated in a staggered fashion, and 
since the time for completion of DNA replication is longer than that for cell duplication 
(DNA replication is the rate-limiting step) this results in an increased gene dosage of 
genes near the single origin of replication by between a factor of four and eight relative 
to genes at the terminus of the DNA strand (Chandler and Pritchard, 1975). The effect 
has selected for highly expressed genes to be located near the origin of replication and 
lowly expressed genes to be near the terminus in fast-growing bacteria (Sharp et al., 
1989; Couturier and Rocha, 2006). It has been suggested that operons and polycistronic 
mRNA enable an equality in the protein synthesis of co-ordinated, functionally related 
genes by clustering the genes together to counteract a potential inequality generated by 
the gene dosage effect (Cavalier-Smith, 1981, 1993). This inequality is not an issue 
for eukaryotic cells where there are multiple replicons, a relatively short S-phase and 
110 
no gene dosage effect. The consequently diminished selection to preserve operons may 
have allowed operon break-up through the accumulation of neutral, degradative muta-
tions resulting in a more random distribution of functionally related genes in eukaryotes. 
There is another major difference between prokaryotes and eukaryotes that may 
have influenced the break-up of operons. For co-ordinated translation rates of operon 
genes to enable equivalent enzyme levels in a particular metabolic pathway, prokaryotic 
ribosomes use internal polycistron sites to initiate translation. In eukaryotes, however, 
where mRNA is capped and polyadenylated, ribosomes use particular cap structures to 
initiate translation. By translating monocistronic mRNAs with a common cap structure 
equivalent levels of enzymes for a metabolic pathway can be achieved without the need 
for operons in eukaryotes (Cavalier-Smith, 1993). 
Capped and polyadenylated mRNA is also much more stable than its uncapped 
counterpart and reduces variability in mRNA levels in a cell. This reduction in vari-
ation will also act to reduce the need for polycistronic mRNA to ensure similar levels 
of functionally related enzymes in particular pathways (Cavalier-Smith, 1993). Given 
these considerations one can ask whether there are any theoretical reasons to expect 
non-random gene order within eukaryotic chromosomes? 
5.2 Fisher, Mather, Kimura et al. 
Fisher (1930) was the first to propose a genetic scenario that might lead to closer linkage 
between loci in eukaryotes. He suggested that a symmetrical system of two epistatically 
interacting loci, such that two of the genotypes are equally fit and two equally unfit, 
would benefit any mechanism reducing the rate of recombination between the loci (Ta-
ble 5.1 a). The key process here is the effect of recombination reducing the positive 
linkage disequilibrium (LD) built up by selection and generating a positive recombina- 
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Table 5.1. Fitnesses for the 9 genotypes in the two locus epistatic model for the evolution of 
closer linkage between loci for (a) the Fisher (1930) model and (b) the Kimura (1956) model 
(where t> s). 
(a)  
AAAa aa 
BB 1+s 1 1-s 
Bb 1 1 1 
bb I 	1-s 1 1+s 
(b) 
11 AAAa I 	aa 
BB 1+s 1+t 1-s 
Bb 1 1+t 1 
bb 1 	1-s 1+t 1+s 
tion load (RL). The form of epistasis acting here is positive or antagonistic epistasis. 
Haldane (1931) was quick to point out that this scenario is not sufficient for the main-
tenance of a stable polymorphism at both loci, without which there would be no selec-
tion to reduce the rate of recombination between the loci. Kimura (1956) extended the 
model, based upon a verbal model suggested by Sheppard, to determine under what cir -
cumstances stable polymorphisms could be maintained and, therefore, select for closer 
linkage. In his model one of the loci is maintained in a stable polymorphism by over -
dominance, and together with antagonistic epistasis this, under certain conditions, can 
enable a stable polymorphism to be established at the second locus (Table 5. ib). The 
importance of overdominance for maintaining stable polymorphisms was reiterated by 
Kojima (1959a,b). 
Mather (1943) introduced a verbal model of a quantitative trait that may benefit from 
a reduction in recombination between the loci contributing to its phenotype. Any poly-
genic trait subject to stabilising selection will exhibit epistasis between its loci on the 
fitness scale (e.g. Lewontin, 1964b). This epistasis will generate negative LD between 
the loci. Recombination between the loci will act to break-up this LD, increasing the 
additive genetic variance in fitness and resulting in a RL, and so by reducing the rate of 
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recombination the mean fitness of the population will increase (or the fitness of a mod-
ifier of recombination). Mather (1943) proposed that intra-chromosomal adjustments, 
such as inversions, could act to optimise the rates of recombination between different 
loci depending on whether they are involved in directional or stabilising selection, the 
forces of which will act in opposite directions with regard to the optimal recombination 
rates. The form of epistasis acting here is negative or synergistic epistasis although the 
argument is couched in the same terms: selection acts to put beneficial combinations of 
alleles together and recombination breaks them apart. 
This same basic argument has resurfaced in a number of theoretical works and all of 
them have concluded that, without any other forces acting (such as directional selection 
in combination with negative epistasis or stabilising selection with a fluctuating opti-
mum), selection will favour a reduction in the rates of recombination between the loci 
involved (Lewontin and Kojima, 1960; Lewontin, 1964a,b; Turner, 1967; Nei, 1967, 
1968; Karlin and Feldman, 1969; Dobzhansky, 1970; Lewontin, 1971; Maynard Smith, 
1978; Feldman et al., 1980; Zhivotovsky et al., 1994; Barton, 1995; Pepper, 2003). 
Somewhat similar considerations even motivated Franklin and Lewontin (1970) to pro-
pose that the chromosome be considered the unit of selection in favour of the gene. 
A key component of these models is the maintenance of stable polymorphisms at 
the loci involved. While there is abundant additive genetic variance for the majority of 
quantitative traits in natural populations, this fact alone does not guarantee that recom-
bination reducing modifiers will enhance the linkage (either physically or by reducing 
the crossover rates between specific loci) of functionally related genes. Stable polymor -
phisms must be maintained in a stable state for as long as it takes to modify recombi-
nation rates and for as long as is required to fix the modifications. Even after this point 
degradative mutations could disrupt the changes if the mode of selection acting on the 
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loci were to change. 
Given that no population or species is ever evolutionarily static this may seem like 
a redundant point, but what matters is whether there is sufficient time for changes to 
occur and be fixed within species before conditions change and degradative mutations 
interfere. Once conditions have changed one might expect degradation to be rapid since 
there will be no selective sieve to prevent the neutral modifications from accumulating. 
Hence, when we examine the genomes of extant species will sufficient evolutionary time 
have elapsed for us to find clusters of transiently co-adapted alleles? To put it another 
way, can modifications of the genome occur rapidly enough to keep up with evolution? 
5.3 Evidence of clustering from whole genome studies 
In this section we focus on the empirical evidence for non-random gene order within 
chromosomes (i.e. not comparisons of patterns between chromosomes). Early studies 
of whole genomes found striking evidence for the clustering of co-expressed genes. For 
example, yeast mitotic cell-cycle genes tend to be clustered together into groups that 
are expressed in the same phase of the cell cycle (Cho et al., 1998). In Caenorhabditis 
elegans a great deal of clustering of co-expressed genes is simply due to the unusual 
presence of operons in this species (Blumenthal et al., 2002), although even when this 
is controlled for there appears to be clusters of co-expressed genes more than expected 
by chance (Roy et al., 2002; Lercher et al., 2003). There is also evidence for the clus-
tering of co-expressed genes in Drosophila melanogaster (Boutanaev et al., 2002), in 
Arabidopsis thaliana (Williams and Bowles, 2004), in rodents (Ko et al., 1998), and in 
humans (Bortoluzzi et al., 1998; Gabrie!sson et al., 2000; Dempsey et al., 2001; Yang 
et al., 2002). 
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Lee and Sonnhammer (2003) found evidence for the clustering of genes involved 
in the same metabolic pathways across a range of species from yeast, C. elegans, A. 
thaliana and Drosophila to humans. The extent to which this is true varies considerably 
between the species with yeast boasting a remarkable 98% of metabolic pathways with 
significant clustering between genes. Further to this, in yeast there is also significant 
clustering between genes whose protein products interact in stable protein complexes 
(Teichmann and Veitia, 2004). This is suggestive of epistatic interactions between loci 
favouring gene clustering although it cannot be ruled out that co-expression and co-
regulation at a transcriptional level is the selective force favouring their clustering. 
An important level of organisation for chromosomes is that of the chromatin. Het-
erochromatin tends to be silent transcriptionally, as indicated by the failure to express 
transgenes that integrate into heterochromatin (Milot et al., 1996). Chromatin must be 
unwound for gene expression to occur, a process which is energetically laborious and 
involves modification of the histone proteins (Eberharter and Becker, 2002). There is 
growing evidence that chromosome blocks can be switched on via chromatin modifi-
cation to allow the co-expression of genes involved in functionally-related pathways, 
such as gluconeogenesis in yeast (Robyr et al., 2002). The inactivation of blocks of 
tissue-specific genes has also been implicated as playing a crucial role in cell differenti-
ation in humans (Lunyak et al., 2002). Interestingly, it has been noted that in mammals 
chromosomes with a high density of genes tend to be located more centrally in the nu-
cleus, which may suggest that there is a position effect of chromosomal gene expression 
within the nucleus (Cremer and Cremer, 2001; Tanabe et al., 2002). 
Lercher et al. (2002) showed that there is a striking tendency for housekeeping genes 
to be clustered together in the human genome. Housekeeping genes are ubiquitously and 
constitutively expressed, and their gene products are required for the maintenance of the 
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cell. Additionally, Caron et al. (2001) found that in humans highly expressed genes are 
clustered together into chromosomal domains. Both of these lines of evidence point to 
the importance of transcriptionally active chromosomal domains for the expression of 
highly or constitutively expressed genes. This is suggestive of a general explanation 
for patterns of gene clustering as housekeeping genes are highly conserved between 
species and so will have had vast periods of time to wait for clustering chromosomal 
rearrangements to occur. 
Interestingly, Pal and Hurst (2003) found that essential genes tend to be clustered 
together in regions of low recombination in both yeast and C. elegans, and the finding 
was corroborated in a separate study of C. elegans (Kamath et al., 2003). Nei (2003) 
was quick to suggest that essential genes are likely to exhibit antagonistic epistasis be-
tween their mutations, and therefore that their clustering is evidence in favour of the 
Fisher (1930) hypothesis. Since essential genes by definition have highly deleterious 
mutations it seems unlikely that they will harbour stable polymorphisms in natural pop-
ulations, making the Fisher (1930) scenario redundant as an explanation. An alternative 
explanation is that genes with reduced allelic diversity, as essential genes would be 
expected to have, will not be affected by recombination and so can be optimally (in en-
ergetic terms) placed into regions of low recombination (Pal and Hurst, 2003; Gessler 
and Xu, 1999). Essential genes will also be highly conserved between species and so 
will have had sufficient time to accumulate chromosomal rearrangements. 
5.4 Specific examples of gene clustering 
Now we turn our attention to specific examples of gene clusters. The Hox gene clusters 
contain homeobox transcription factor genes that help to pattern the body plan of ani- 
mals, fungi and plants during development. The loci are arranged in a colinear fashion 
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with regard to gene expression and chromosomal positioning and the lack of inversions 
within the clusters suggests that purifying selection is acting to maintain the gene order 
within the cluster (Zhang and Nei, 1996). The clusters have almost certainly arisen from 
both gene and whole cluster duplications (Ruddle et al., 1994), and so it seems unlikely 
that Hox clusters are examples of epistatic gene clustering. 
The vertebrate MHC is a large, gene-dense cluster of highly polymorphic genes that 
encode cell-surface glycoproteins that present peptides to T-cells. There are suggestions 
that the polymorphisms are maintained by overdominant selection (Hughes and Yeager, 
1998), although the evidence is not entirely clear. It is clear, however, that MHC loci are 
nearly ubiquitously expressed as are other unrelated genes mapped to the MHC region 
such as t-RNA synthetase, TAP transporter genes and histone H1.D and H2.A genes 
(Yeager and Hughes, 1999). Within the region there are also a number of large, multi-
exonic genes known to undergo alternative splicing. Such observations are in keeping 
with the economy of expression explanation for gene clustering. Additionally, it has 
been observed that there is a certain amount of gene order conservation between species 
in the MHC region, suggesting that the gene order may be of functional significance 
(Yuhki et al., 2003). 
The vertebrate Surfeit locus is a very tight cluster of six sequence-unrelated house-
keeping genes that are ubiquitously expressed (Duhig et al., 1998). Additionally, within 
the locus there are overlapping genes (Williams and Fried, 1986), a bidirectional tran-
scriptional promoter (Lennard and Fried, 1991), and one of the genes is alternatively 
spliced (Garson et al., 1995). All of these observations are indicative of co-regulation, 
slow transcription and high levels of expression. There are also a number of ubiqui-
tously expressed genes mapped to the region, including the ribosomal protein L12 and 
the large, multiexonic COL5A1 (Yeager and Hughes, 1999). Therefore, it would seem 
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that the surfeit locus is a prime example of expression-associated clustering. Although 
it is interesting to note that, while the surfeit locus is exceedingly tightly linked in ver -
tebrates, it is entirely absent in invertebrates with the gene homologs being widely dis-
persed through both the Drosophila and C. elegans genomes (Armes and Fried, 1996). 
More convincing examples of epistatic gene clustering are for so-called 'supergenes' 
that have low recombination rates. The t-complex segregation dostorter in mice is a 
good example (Lyttle, 1991). The t-complex carries toxin-producing and anti-toxin 
genes, which have multiple alleles in natural populations. When the correct combina-
tion of alleles are not present in sperm the toxin kills the sperm and so there is strong 
antagonistic epistasis operating. The loci are also located near to centromeres and have 
inversions which cause a low rate of recombination. The Sd locus in Drosophila is 
also a good example of a segregation distorter supergene with a low recombination rate 
(Lyttle, 1991). 
The mating type locus in Chlamydomonas fits into the category of a supergene with 
multiple inversions and a low rate of recombination (Ferris et al., 2002). The locus is 
maintained in a permanent state of polymorphism and it has been speculated that the 
system has evolved in step with alleles that enforce uniparental inheritance of chloro-
plasts and mitochondria by destroying the chloroplasts or mitochondria of the other 
mating type (Hurst et al., 2004). Given that uniparental inheritance is selectively ben-
eficial (through avoiding organelle competition) this would lead to the formation of a 
mating type-organelle inheritance association, and eventual reduction in recombination 
between the two. The sex chromosomes of animal, fungal and plant species are more 
developed versions of this phenomenon, and are perhaps some of the clearest examples 
of epistatic clustering (persistent, ancient polymorphisms). 
The self-incompatibility locus of the mustard family (Brassicaceae) is a region of 
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highly polymorphic genes involved in the prevention of self-fertilisation in a number of 
plant species (Nasrallah and Nasrallah, 1993). The polymorphisms are maintained by 
balancing selection brought about by the frequency-dependence of the system. There 
is growing evidence that recombination in the region is suppressed by genomic rear-
rangements (Boyes et al., 1997; Awadalla and Charlesworth, 1999; Charlesworth et al., 
2003). Thus, this system may be subject to epistatic selection for linkage, and the an-
cient origins of the S locus fit well with this idea. 
5.5 The probability of inversions clustering co-adapted alleles 
Henceforth, we restrict our attention to intra-chromosomal inversions that occur on lin-
ear chromosomes. We are interested in the probability that inversions physically cluster 
together previously unclustered loci on a single chromosome in a single meiosis. We 
make four important assumptions, which we shall return to again when pertinent to the 
argument. Firstly, both paracentric and pericentric inversions are considered equally 
possible. Secondly, it is assumed that there is no interference between chromosomal 
break-points. Thirdly, the pre-inverted loci are assumed to not be within x bp (base 
pairs) of the ends of the chromosome where x bp is the maximum post-inversion dis-
tance between adjacent pairs of loci (the clustered distance). Finally, we assume that 
the minimum number of inversions required to bring the loci together have occurred in 
the meiosis. 
This final assumption is made simply for completeness so that the general case of n 
loci being clustered can be calculated. However, since inversions are very rare events 
what we are interested in is the probability that a single inversion has occurred and 
clustered together two loci. This probability can then be used to calculate a waiting 
time before such an inversion will occur in a population. 
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Table 5.2. The minimum number of inversions required to cluster together different numbers of 
loci on a linear chromosome (# Inv.) together with the minimum number of chromosome breaks 
(# C/some Breaks), the number of possible successful inversions per locus in the pre-inverted 
state (# Pre-Inv./loc) and the number of ordered ways of picking inversions (permutations with-
out repetition) per locus (# Perm. Inv./loc). 
loci # Inv. # C/some Breaks # Pre-Inv./loc # Perm. Inv./loc 
2 1 2 1 1 
3 2 4 4 4 
4 3 6 9 36 
5 4 8 16 576 
n—I 2(n-1) (n—i) 2 
Table 5.2 shows that the minimum number of inversions required to bring n loci 
together is n - I since all of the loci are assumed to be unclustered prior to the meio-
sis. This in effect means that the loci cluster around one non-inverted locus to make 
a minimum number of inversions. Now we consider a linear chromosome L bp long 
containing n unclustered loci. Break-points occur between bp and a single inversion 
involves two separate break-points, inversion of the segment of DNA and reintegration 
in the inverted orientation. For a single inversion, the probability that it successfully 
clusters together the two loci of interest is taken to be i,  where S is the total number 
of successful inversions possible and T is the total number of possible inversions across 
the entire length of the chromosome. Allowing edge inversions, but subtracting the triv-
ial inversion of the whole chromosome, the total number of inversions is equal to the 
unordered number of combinations (without repetition) of two break-points across the 
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_1=(L+2)(L_l). 	 (1) 
The number of successful inversions depends on how close together the loci have to be 
brought to be considered clustered. For the time being we shall consider the maximum 
distance between pairs of loci to be x bp and any inversion that brings the loci within 
that distance is successful. To simplify things, we assume that the unclustered loci are 
not within x bp of the ends of the chronosome so that we can neglect their position on 
the chromosome from the calculation. 
For a single inversion, successful break-points can only occur on the same side of 
both loci to ensure the inverted segment brings the loci together. If we imagine x bp on 
the right-hand sides of two unclustered loci (the inversion will bring the right-hand locus 
within x bp of the position of the left-hand locus) then the first break-point immediately 
adjacent to the left-hand locus can pair with x+ 1 break-points from the right-hand locus 
to bring the loci within x bp of each other (Figure 5.1). The second break-point, however, 
can only pair with x break-points from the right-hand locus to bring the loci within x bp 
of one another as it has a bp between itself and the left-hand locus (Figure 5.1). The 
third break-point can only pair with x - 1 break-points and so on. In general we have 
	
S=(x+1—i)=(x+2)(x+1). 	 (2) 
The order in which different inversions cluster loci around one of the n loci mat-
ters 'and so we must take into account the number of permutations (without repetition) 
of inversions that cluster the loci together. Therefore, we are interested in the number 
of ordered ways of picking n - 1 inversions from n - 1 loci. In the pre-inverted state 
each locus can initially make n - 1 successful inversions (an inversion that results in a 
cluster of two loci). Focussing on loci clustering around one non-inverted locus (min-
imum number of inversions) then there are (n - 1) 2  possible successful inversions to 
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Figure 5.1. Schematic representation of the pairing of different break-points between bp (capital 
letters) to bring two loci (stars) within 4 bp of one another. In this example, the right-hand locus 
inverts towards the position of the left-hand locus. The first break-point adjacent to the left-hand 
locus can pair with 5 break-points (x+ 1) from the right-hand locus, but the fourth break-point 
can only pair with 2 break-points (x - 2) from the right-hand locus to ensure that the loci are 
within 4 bp of one another. 
begin with (Table 5.2), multiplied by n for clustering around each locus. After the first 
inversion occurs the subsequent number of possible successful inversions is reduced by 
the n - 1 inversions that the inverted locus was capable of (each locus inverts only once 
- minimum number of inversions) plus the n - 2 inversions that could be made towards 
the inverted locus, giving us 
(n _l) 2 _((n _l)+(n _2)) = (n_2)2. 	 (3) 
After the second locus inverts the subsequent number of possible successful inver-
sions is reduced by the n - 2 inversions that were associated with this locus plus the 
n - 3 inversions that could be made to this locus by the other loci giving us (n - 3)2 
remaining successful inversions. In general we have 
(n_1,n_1)=fl(n_i) 2 	 (4) 
where po ) stands for permutations. As the loci can cluster around any of the n loci 
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this gives us nflii1'  (n — i) 2 numbers of ways of clustering the loci together. Now we 
can express the conditional probability of n — 1 inversions clustering n unclustered loci 








) ((x+1)(x+2))  
Therefore, assuming that the unclustered loci are not within x bp of the ends of the 
chromosome and that there is no interference between break-points their position and 
distance from each other does not influence the probability that they will become clus-
tered. 
It may prove useful to express the probability in terms of recombination fractions 
instead of bp. To this end we can make use of Haldane's mapping function (Hal-
dane, 1919). The function expresses the recombination fraction as a function of the 
distance in Morgans between two markers assuming that there is no interference be-
tween crossovers, and derived assuming that the number of crossovers are distributed as 
a Poisson random variable, 
and rearranging for z 
r=(1_e_2z) 	 (6) 
2 
1 
z=—ln(i-2r). 	 (7) 
To convert the above estimate of Morgans (z) into bp we have to multiply by c, the 
conversion factor between Morgans and bp, which is species-dependent. Substituting 




fJ(n_i )2) ((cln(l —2b)-2)(cln(l —2b)-4) 	
' 
\iI 	 (cln(1 —2r) +2)(cln(l —2r) 4)) 
(8) 
where r is the recombinational length of the chromosome (i.e. the recombination rate 
between markers at the opposite ends of the chromosome) and b is the maximum re-
combination fraction between pairs of the clustered loci. 
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Table 5.3. The probabilities of clustering different numbers of loci in a single meiosis for dif-
ferent values of b, the maximum clustered recombination rate between adjacent pairs of loci. 
Values are based on the human conversion factor for Morgans and bp (1 cM = 10 6  bp, 1 cM = 
1% recombination rate between two markers). The recombinational length of the chromosome, 
r, is taken to be 0.45. 
b (human bp)  
No. loci 0.02 (2 Mb) 0.01 (1 Mb) 0.005 (500 kb) J 0.0025 (250 kb) 
2 0.00063 0.00015 0.000038 9.5 x 10-6 
3 1.2 x 10-6 7.1 x 10-8 4.4 x 10 2.7 x 10-10 
4 4.5x 10 6.6x 10_I1  9.9x 10-13 1.5x 10' 
5 2.8 x lO 1.0 x 10- 13 3.8 x 10 16 1.5 x 10_ 8 
6 2.7 x 10-13  2.3 x 10-16 2.2 x 10 19 2.1 x 10-22 
It can be seen that the probability of clustering drops off exponentially according 
to n - 1 as the number of loci increases. This fact is illustrated in Table 5.3 where 
the probabilities of clustering different numbers of loci for different values of b are 
shown. The values are based on the human conversion factor for Morgans, c, which is 
108  bp (100 Mb) per Morgan. Thus, even with an unusually high inversion rate, it is 
very unlikely that more than two loci will become clustered together in a single meiosis 
as these figures are the conditional probabilities and so do not take into account the 
probability of multiple inversions occurring in single meioses. 
We can suppose that in the limit of a large number of meioses, each with a single 
inversion (and single chromosome), the number of successful inversions will be dis-
tributed as a Poisson random variable with equal mean and variance. Figure 5.2 illus-
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Figure 5.2. The distribution of the number of successful inversions based upon random samples 
from a binomial distribution (Bin(104 , f)). Parameter values are, b = 0.01 and r = 0.45. The 
mean and variance are both 0.772. 
with 104 trials and a probability of that there is a success on each trial (Bin (10 4 , f)). 
The mean is 0.772 and the variance is 0.772. 
To get a feel for the distances covered by clusters of functionally related genes in 
the human genome it may be useful to cite some familiar examples. The MHC (Major 
Histocompatibility Complex) spans a region of roughly 3.6 Mb on chromosome 6 and 
contains around 140 genes (MHC-Consortium, 2001), the four Hox clusters are around 
100 kb in length each with between 5 and 10 homeobox genes (Acampora et al., 1989), 
and the Surfeit locus is just 60 kb in length and contains 6 sequence-unrelated genes 
(Duhig et al., 1998), and is the tightest known mammalian gene cluster (Huxley and 
Fried, 1990; Garson et al., 1995). 
It seems likely that when more than two loci are to be clustered together via inver - 
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sions they will have to occur in separate meioses. The problem then faced by the pop-
ulation is how to get separately occurred inversions onto the same chromosome given 
that inversions suppress recombination in heterokaryotypes. This is akin to the Fisher-
Muller argument for the benefit of sexual reproduction in large, finite populations that 
are adapting to an environment (Fisher, 1930; Muller, 1932; Crow and Kimura, 1965). 
It may be that inverted clusters will have to get to high frequency before waiting for the 
next inversion to occur and so on. However, it is still of interest to ask what the expected 
waiting time is for the appearance of an inversion that clusters together two previously 
unclustered loci. 
5.6 The waiting time for a successful inversion 
Thus far we have only dealt with the conditional probability of successful inversions 
occurring, but now we are interested in the probability that a successful inversion clus-
ters two previously unclustered loci and the probability that a single inversion has also 
occured (the spontaneous inversion rate per chromosome per generation, pj),  which is 
simply 
P(C2n11) =P(C2111)pj. 	 (9) 
We will focus on a diploid population with two biallelic, epistatically interacting (an-
tagonistic a la Fisher (1930)), unclustered loci (located on the same chromosome) that 
await the occurrence of an inversion that clusters them together. We shall assume that 
the frequencies of the alleles are at equilibrium in the population. In a single generation 
the probability that a successful inversion does not occur is 
P(C) = 1 2Ne I3EP(C2II)p! 	 (10) 
where 13E  is the equilibrium frequency of both beneficial allelic chromosomal combina- 
tions in the population and Ne is the effective population size. Therefore, the probability 
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that a successful inversion does not occur in t generations is P(Cx) t . To find the ex-
pected waiting time until a successful inversion occurs we can integrate this quantity 







In - 2NecP(C2II)pj) 
The expected time will be sensitive to the parameters that are most likely to vary con-
siderably between species, Ne and pl. Before we can explore numerical examples it is 
necessary to substitute in an estimate for the equilibrium frequency of the beneficial al-
lelic chromosomal combination, j3. We will use the equilibrium frequency derived by 
Kimura (1956) for overdominance in one locus and antagonistic epistasis between the 
loci ____ 
I wrb 	wrb 2) 
Pe 	 (12) 
where rb is the recombination rate between the loci, s is the strength of epistatic selection 
and w is the reproductive rate of the double heterozygote (Kimura, 1956). 
Figure 5.3 shows the expected waiting time as a function of the recombination rate 
and the strength of epistatic selection for parameter estimates based upon human data. 
There have been numerous estimates of Ne for humans using different methods and 
based on different periods in human history. Hayes et al. (2003) used a multilocus 
measure of LD, the chromosome segment homozygosity (CSH) method, on a human 
haplotype dataset to infer the Ne in the past. They estimated Ne to be around 5 x 10 3 
at about 2000 generations ago, and 1.5 x 10 4 at about 180 generations ago, indicating 
recent exponential growth. 
Estimates of ancient Ne have also been made based on current genetic variation. 
The so-called trichotomy method uses orthologous sequences from three closely related 
species with known phylogenies (Nei, 1987; Wu, 1991; Hudson, 1992). Based on this 
method, the human-chimpanzee ancestral Ne has been estimated to be in the range of 
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Figure 5.3. The expected waiting time in generations for an inversion to bring together two un-
clustered loci on the same chromosome as a function of s (dashed line), the strength of epistatic 
selection, and r, (unbroken line), the rate of recombination between the loci. The graphs are 
plotted from (11) using parameter estimates based upon human data. Ne = 5 X iO4 , b = 0.01 (1 
Mb),pJ =9x10 7 ,s=0.1,rb=0.2,r=O.49. 
5 x 104 to 1.5 x 105 (Ruvolo, 1997; Chen and Li, 2001). Yang (2002) re-analysed the 
dataset of Chen and Li (2001) using a likelihood and Bayesian method to correct for 
variation in mutation rates among loci and for multiple substitutions at the same site, 
and found Ne to be in the range of 1.2 x 104 to 2.1 x iO4 . Therefore, the range for early 
human populations is between about 5 x 10 3 and 1.5 x 10 (depending on the estimation 
method, (Wang, 2005)), motivating the use of 5 x 104  in Figure 5.3 (assuming constancy 
through time). 
Comparison of the chromosomes of the great apes has revealed that in the human 
lineage at least two large pericentric inversions have been fixed in the last several million 
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years, on chromosomes 4 and 17 (de Grouchy et al., 1973; Uzzell and Pilbeam, 1971). 
Radiation studies in human lymphocytes, both in vitro and in vivo, have suggested that 
the rate of occurrence of inversions is three to four times lower than that of reciprocal 
translocations (Seabright, 1973; Roman and Robrow, 1973). Given a human reciprocal 
translocation rate of 1.3 x 10 per gamete per generation (Jacobs, 1977), it has been 
inferred that the human spontaneous inversion rate is roughly 4 x 10 per gamete per 
generation (Lande, 1979). The rate per chromosome (46 for humans) is then roughly 9 
X (Figure 5.3). 
Several things can be noticed from Figure 5.3. Firstly, the number of generations 
are in the lOOs of thousands. With a generation time of 20 years these figures would 
put the expected waiting time at somewhere between 5 and 8 million years (and this 
does not take into account the probability of fixation). With the most recent estimate 
for the human-chimpanzee divergence at between 5 and 7 million years ago (Kumar 
et al., 2005), this is clearly too long to allow for the clustering of loci with epistatic 
interactions specific to the human lineage. 
Secondly, the waiting time increases as the rate of recombination between the loci 
increases since an increased recombination rate will decrease the frequency of the bene-
ficial allelic combination in the population. We might expect this to work in the opposite 
direction with respect to the selection coefficient acting on the newly inverted chromo-
some as the strength of selection will be proportional to the rate of recombination be-
tween the uninverted loci (Charlesworth and Charlesworth, 1973; Charlesworth, 1974). 
Hence, inversions capturing loci further apart will have larger selection coefficients but 
will also on average take longer before they appear in the population and vice versa for 
loci closer together. 
Thirdly, the waiting time decreases as the strength of epistatic selection between the 
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Table 5.4. The expected waiting time for the occurrence of an inversion that clusters together 
two loci in generations and years for both humans and yeast (S. cerevisiae). PG - the spontaneous 
inversion rate per gamete per generation. Parameter values used: human gen time = 20 years, 
yeast gen time = 3 hours, Ne = 5 x 10, PG = 4 x 10, s = 0.1, rb = 0.2, r = 0.49, b = 0.01 
(humans = 1 Mb, yeast = 3 kb), c (humans) = 108  bp, c (yeast) = 3 x 10 5 bp. 
Varying Ne 
Humans Yeast 
Ne Generations Years Generations f Years 
5x103 3.7x 106 7.5x 107 2.6x 106 890 
104 1.8x106 3.7x107 1.3x106 445 
5 x 104 3.7 x 105 7.5 x 106  1 	2.6 x 105 89 
105 1.9x 105 3.7x 106 1.3x105 45 
5 x 105 37410 7.5 x 105 25999 8.9 
106 18704 3.7 x 105 12999 4.5 
Varying p 
Humans Yeast 
PG Generations Years Generations Years 
i0 1.5 x. 106 3.0x 107 1.0x 196 356 
5x10 5 2.9x105 5.9x106 2.1x105 71 
iO 1.5x 105 2.9x 106 1.0x 105 36 
5 x 10 29928 5.9 x 105 20798 7.1 
io 14963 2.9 x 105 10399 3.6 
s x 10 2992 59847 2079 0.71 
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loci increases since stronger epistatic selection will keep the beneficial alleles together at 
a higher frequency. It might be expected that this will work in the same direction with re-
spect to the selection coefficient of the inversion, but this is not at all clear. Charlesworth 
(1974) found that the strength of selection acting on an inversion that simply suppresses 
recombination between beneficial combinations of alleles was higher for the loci with 
a higher epistatic selection coefficient only when recombination had abolished the LD 
between the loci with a lower epistatic selection coefficient. As epistatic selection will 
increase associations between beneficial alleles this will act to decrease the beneficial 
effect of reducing recombination between them. The relationship does not appear to be 
simple. 
Table 5.4 shows the expected waiting times for a range of Ne and pj values for 
the different conversion factors, generation times and chromosome numbers of humans 
and of the haploid (assuming the polymorphism is maintained by something other than 
overdominance, but keeping the Kimura (1956) frequency for convenience), unicellular 
fungus, Saccharomyces cerevisiae. From these figures it appears possible for yeast, 
with a short generation time (3 hours) and large Ne , to optimise the linkage patterns 
of its genome in response to the beneficial interactions there may be between different 
alleles. 
The figures for yeast are most likely overestimates since natural populations will not 
always be growing exponentially. Although it is not easy to measure how stable certain 
modes of selection are for yeast through time, and so not possible to guess at how 
stable their polymorphisms are, their continued persistence for many millions of years 
is suggestive of a persistent niche. One could look at their rates of non-synonymous to 
synonymous substitutions to gauge how much selectively driven change they have been 
subject to in the recent past. However, it is clear that of the extant eukaryotic species 
131 
examined to date, yeast have the most conspicuous patterns of functionally related gene 
clustering (genes involved in the same metabolic pathways) (Lee and Sonnhammer, 
2003; Hurst et al., 2004). Interestingly, clusters of metabolically related genes tend 
not to be well conserved between yeast species (Lee and Sonnhammer, 2003). This 
may be the signature of differential selection acting on different lineages to increase or 
decrease the benefit of clustering particular loci together. In support of this interpretation 
it has been noticed that there are highly variable rates of chromosomal rearrangements 
between yeast lineages, possibly indicating a role for selection in optimising the genome 
with respect to differing selective demands (Fischer et al., 2006). 
Differential rates of chromosomal rearrangement evolution have also been demon-
strated between different mammal species (Murphy et al., 2005). For example, humans 
and chickens have far slower rates of chromosomal evolution than rodents (Pevzner 
and Tesler, 2003; Bourque et al., 2005). Lande (1984) proposed that periods of intense 
karyotypic evolution will go hand in hand with periods of intense selection or adaptive 
radiation in species. When there is no strong directional selection the deleterious ef -
fects of inversions in heterozygotes (due to a reduction in fecundity) will dominate, but 
when there is strong selection acting inversions may capture beneficial combinations of 
alleles and prevent them from recombining due to the suppression of recombination in 
heterokaryotypes. 
The foundations of this idea have a long history (Sturtevant and Mather, 1938; Nei 
et al., 1967; Ohta and Kojima, 1968; van Valen and Levins, 1968; Dobzhansky, 1970; 
Charlesworth and Charlesworth, 1973; Charlesworth, 1974; Schaeffer et al., 2003; Kirk-
patrick and Barton, 2006). The idea suggests that there may be extensive inversion 
polymorphisms in natural populations, but the evidence is so far only limited to certain 
species (Dobzhansky, 1970; Schaeffer et al., 2003; Feder et al., 2003). The mechanism 
132 
certainly will not suffer from the long waiting times that clustering inversions will, as the 
probability of inversions simply encompassing co-adapted alleles will be much larger 
than those for clustering alleles together. It may be that the optimisation of genome 
linkage patterns with regard to epistatic interactions is only feasible for a subset of eu-
karyotes with short enough generation times and large enough Ne . 
5.7 Summary 
The potential role of epistatic selection for generating patterns of gene clustering within 
chromosomes via inversions has been discussed. The likelihood that selection will not 
fluctuate over the time periods required for a successful inversion to occur seems small 
for species with long generation times and relatively small Ne . This analysis has not 
included the selective benefit of the newly arisen inversions and hence their fixation 
probabilities as this will not influence our conclusions. The empirical evidence to date 
is supportive of epistatic clustering only for specific cases where polymorphisms are 
maintained for long periods of time and where recombination is suppressed by chromo-
somal rearrangements. Clear examples of this phenomenon are the sex chromosomes of 
animals, plants and fungi. More generally, it seems likely that highly conserved genes 
that are constitutively expressed will tend to be clustered together into transcriptionally 
active chromosomal domains across eukaryotic species. 
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6 Maternal effects and sexual selection 
Abstract 
Various genetic models of sexual selection have been developed to explain the evo-
lution of conspicuous secondary sexual characters and female preferences for them 
in natural populations. The models can be roughly split into neutral (or maladap-
tive) models and adaptive models with respect to the existence of a genetic benefit 
for female choice. Here, we develop and analyse an adaptive model of mate choice 
based on the benefit of maternal effects. A condition-dependent trait is assumed to 
develop in males as a result of maternal effects and females can select mates based 
on this trait. The model is compared against previous models and displays similar 
qualitative and to some extent quantitative behaviour. We discuss examples of po-
tentially important maternal effects in polygynous species and it is concluded that 
maternal effects can be an important determinant of mate choice in polygynous 
species. These results support the notion that mate choice is often adaptive at the 
level of the individual. 
6.1 Introduction 
The evolution of mate choice, and of the often conspicuous traits that are chosen, has 
been the subject of much debate ever since Darwin (1859) first proposed sexual selection 
(Andersson, 1994). At the centre of the debate is the question over the adaptiveness of 
mate choice in polygynous species where there is no direct benefit of being choosy for 
females. It has been argued that the evolution of secondary sexual characters that are 
neutral or even detrimental with respect to the bearer's fitness is non- or maladaptive 
at the level of the individual and the population with no benefit for the choosy female 
(O'Donald, 1980; Lande, 1980, 1981; Kirkpatrick, 1982; Heisler, 1984; Kirkpatrick, 
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1987). In contrast to this stance others have argued that there can be genetic benefits 
of mate choice for choosy females that have preferences for males with 'good genes' 
(Fisher, 1915; Williams, 1966; Trivers, 1972; Zahavi, 1975, 1977; Hamilton and Zuk, 
1982; Trivers, 1985; Seger and Trivers, 1986; Andersson, 1986; Pomiankowski, 1987, 
1988; Grafen, 1990a,b). 
Fisher (1930) was the first to propose a genetic scenario that could explain the evo-
lution of a conspicuous, sexually dimorphic trait together with a female preference for 
the trait. In a verbal model Fisher (1930) suggested that an initially beneficial male trait 
may happen to be preferred by some females and over time the alleles for female prefer-
ence and for the male trait would become associated with one another as a result of the 
mating preference. The mating advantage of males with the trait allows both preference 
and trait alleles to increase in frequency. Over time both the preference and the trait 
evolve to such extremes that the sexually selected trait in males becomes detrimental 
with regard to natural selection. This has been termed Fisher's runaway process. The 
key process here is the build-up of linkage disequilibrium (LD) between the loci such 
that the preference allele and the male trait allele are more often found together than 
expected from their allele frequencies as a direct result of the mating bias. 
Genetic models based on this idea found that it could work even when the male trait 
was detrimental in terms of natural selection (Lande, 1980, 1981; Kirkpatrick, 1982). 
Kirkpatrick (1982) analysed a two-locus, haploid, bi-allelic model where there was a 
preference locus and a male trait locus. In models where choosy females preferred 
males with a detrimental trait an equilibrium analysis showed that there was a neutral 
line of equilibria that represented the balance between the opposing forces of sexual 
and natural selection acting on the male trait. Subsequent models have found that 'good 
genes' versions of this basic model can also work although it is difficult to evaluate the 
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role of Fisher's runaway versus the benefit of 'good genes'. Grafen (1990a,b) separated 
the effects and found that genetic benefits could indeed select for a male trait and female 
preference without the need for Fisher's runaway process to be operating. 
Seger and Trivers (1986) studied a model based on the Kirkpatrick (1982) model, 
but included both Fisher's runaway and good genes as features of the model. The trait 
that is subject to choice is expressed in both males and females, but due to genetic 
or developmental constraints cannot be optimised simultaneously in both sexes. The 
model showed that, given a trade-off between choosing fitter daughters or fitter sons, 
preference alleles that prefer traits in males that signify high female fitness exhibit an 
asymmetry in their line of equilibria such that they can invade more easily than alleles 
that prefer traits for good male genes. The reason for this is that the preference allele is 
only expressed in females and so if it becomes associated with the high female fitness 
allele then there will be more females choosing males that signify good alleles for their 
daughters and so the preference for fitter daughters will increase in frequency. 
Maternal effects are most likely a ubiquitous phenomenon (Mousseau and Fox, 
1998a), and in many cases can have profound effects on the quality of an individu-
als offspring (Mousseau and Dingle, 1991; Ginzburg and Taneyhill, 1994; Mousseau 
and Fox, 1998b; Bjorklund, 2006). Mothers can determine the size and quality of their 
eggs together with where and when they are laid, and often they have significant roles 
in providing for and protecting their developing young. Since the nutritional status and 
health of males can influence the development of their secondary sexual characteristics 
(e.g. Wilkinson and Taper, 1999; Moczek, 2002; Cotton et al., 2004), it can be seen how 
maternal effects and sexual selection are intimately related to one another. 
Quantitative genetic models of the interaction between parental effects, both mater-
nal and paternal, have been developed (Wolf et al., 1997, 1999). The models are relevant 
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to cases where there are direct benefits provided by a mate that correlate positively with 
a sexually selected trait. It was shown that both indicator traits and parental investment 
can increase above their natural selection optimums showing that parental effects can 
have important consequences for adaptive mate choice. 
Here, we study a multi-locus model that is rooted in Fisher's runaway process, but 
that includes a preference for good maternal genes at the expense of male fitness. The 
male trait that is subject to choice is determined by the maternal genotype. That is to 
say, there are maternal effects that influence the expression of a detrimental secondary 
sexual character that females can base their mate choice upon. The purpose of setting 
the model up like this is to investigate whether a preference allele for choosing a male 
who indicates that he carries good maternal genes via an indicator trait can increase in 
frequency via its association with a good maternal allele in a fitter female. In this sense 
our model presents females with the same trade-off as in the Seger and Trivers (1986) 
model. Both two-locus and three-locus models are analysed. 
The difference between our model and those of Wolf et al. (1997, 1999), aside from 
the genetic assumptions, is that we focus on a polygynous species where there are no 
direct benefits to mate choice and therefore the only parental effect that is relevant is the 
maternal effect. Thus, our model is more pertinent to previous models of polygynous 
species and may shed some light on the role of good genes for mate choice in such 
species. 
Additionally, we analyse a second multi-locus model of mate choice based upon a 
mate preference that is determined by the phenotypic similarity between the bearer of 
the preference allele and the male that is the subject of choice. In this model, females 
with the preference allele choose males that have the same phenotype as they do, deter-
mined by the allelic state at a second locus. This model is partly motivated by a recent 
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study that showed that female wolf spiders choose males that are of a familiar phenotype 
determined by their subadult experience (Hebets, 2003). 
6.2 Models and analyses 
6.2.1 Two-locus model 
We will focus. on a haploid model of a polygynous species (with a 1:1 primary sex ratio) 
with bi-allelic, autosomal loci and free recombination between the loci (Kirkpatrick 
(1982) showed that the equilibirum LD is independent of the recombination rate as its 
effect is counter-balanced by natural selection). There are two loci, a maternal care locus 
with two alleles, the G allele that is the good mother allele and the g allele that is the 
bad mother allele, and a preference locus with two alleles, the P allele that preferentially 
chooses males with an indicator trait and the p allele that mates randomly. 
The maternal effects are manifested in such a way that any male genotype that had a 
mother with the G allele will develop the indicator trait that is detrimental to its survival 
but that gains preferential matings from females with the P allele. Thus, all of the 
males are assumed to be competent to develop the indicator trait regardless of their own 
genotype. The trait could be a pleiotropic effect of other fixed loci that when expressed 
is sub-optimal with regard to natural selection or genetic drift could allow the fixation 
of the trait allele that is neutral in the absence of the good mother allele. 
The fitnesses for this model are shown in Table 6.1. It can be seen that the fitness 
of an individual is entirely determined by the genotype of their mother. It can also be 
seen that by choosing a male with an indicator trait a female cannot guarantee that he is 
carrying the good mother allele, G, but only that he had a good mother. In this model we 
assume that there is no direct cost for a female being choosy, such as loss of fecundity 
or survivorship due to a longer time spent searching for a suitable mate. 
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Table 6.1. Fitnesses for the two-locus maternal effects sexual selection model: The G allele 
is the good mother allele and results in higher fitness for daughters, but a fitness of 1 - t for 
Sons because they are competent to develop a costly indicator trait. The g allele results in lower 
fitness for both sons and daughters. 
Mother's genotype 
G 	 g 
Males (GP, Gp, gP and gp) 1-i' 1-s 
Females (GP, Gp, gP and gp) 1 1-s 
After natural selection has acted on all of the genotypes, sexual selection occurs via 
female mate choice. Following Kirkpatrick (1982) we utilise the fixed relative prefer-
ence model of mate choice, which is the conditional probability that a male of a certain 
type is accepted given that acceptance has occured (Seger, 1985). Thus, there is a fixed 
probability that a male of a certain type will get a mating, and this is not altered by 
the frequency of the male type in the population. Therefore, given that a female has 
accepted a male, the probability that it is a male with an indicator trait is 
at 
P(Taccept) = 	 (1) 
((1 —t)+at) 
where 	is the fixed probability of choosing the T male (a is the strength of the 
preference), and t is the frequency of this male type in the population. Biologically, this 
is relevant to a scenario where females keep sampling males until they find the one they 
want. An alternative form of mate choice model is the best of N males model, which 
is more relevant to lek mating systems, and the frequency of a particular preferred male 
will alter the probability that he is chosen (mate choice is frequency-dependent on the 
male type frequencies). However, we will not pursue this model of mate choice. 
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In a maternal effects model it is not straight-forward to calculate the effects of selec-
tion and mate choice because in both cases the effects do not depend on the individual's 
genotype, but depend on their mother's genotype. As we are interested in deriving 
genotype frequency recurrence equations for the four haploid genotypes without having 
to track phenotype frequencies, we will make use of the conditional probabilities of a 
particular genotype having a G or g mother given their own particular genotype. For 
example, the probability of a GP genotype having been reared by a female carrying a G 
allele is 
P(G,notizer GP) = 
P(Grnot iwr n GP) 
P(GP) 
= P(G,not iier n GP) 
(2) 
f(GP) 
where f(GP) is the frequency of GP genotypes in the population. The probability, 
P(Gmot her fl GP), can be calculated from the mating frequencies in the previous genera-
tion together with the segregation rules of meiotic recombination (free recombination). 
These conditional probabilities have to be applied to calculate the fitness of different 
genotypes. For example, the fitness of a male with a GP genotype is 
W'(GP,naie ) = P(c,notiierGP)(l - t) +P(g,jjo 1jer GP)(l - s) 	(3) 
and the fitness of a GP female is 
W (GPfemale ) P (G,not iier GP) + P(g,n0 her  GP) 0 - s). 	 (4) 
These probabilities will not remain fixed, but will increase or decrease as the LD be-
tween the loci changes due to the mating preferences. The mating frequencies will also 
have to be calculated using conditional probabilities. For example, the frequency of 
matings between GP females (at a post-selection frequency of )i') and GP males (at a 
post-selection frequency of xI'I),  based upon the probability of a GP male being chosen 
(equation 1), is 
x'x"(aP(G,nojher GP) + (1 - P(g,j0t j1er GP))) 
f(GP x GP) = 	 (5) 
B 
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Table 6.2. The mating frequencies for a two-locus maternal effects model where females car-
rying the P allele have a preference for males with an indicator trait that is a result of having a 
mother with the G allele. The P,s refer to the probabilities of receiving both preferential and 
random matings for males in the 'ij' mating combination. 
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GP (x") Gp (y") gP (zfl') gp (u") 




















gp (u') u'x" u'y" u 'z" u'u" 
where 
B =x" ( aP(Gnzother GP) + (1 - P(Gmot her GP)) + y" (aP(Gmother  I Gp) + 
(1 P(Gmother lGp)) +z"(aP(Gmother gP) + 0 _P(Gmother gP))+ (6) 
u"(aP(Gm0the gp) + 0 - P(Gmother gp)) 
where y", z" and u" are the post-selection frequencies of Gp, gP and gp males respec-
tively. This demonstrates that there are non-zero probabilities of preferential matings 
for each male genotype. However, as LD between the loci builds up these probabilities 
will change with some increasing and some decreasing. Thus, the mating frequencies 
might be expected to start off weak, but get stronger as LD builds up. 
Table 6.2 shows the mating frequencies for the sixteen combinations of male and 
female genotypes. The polygynous structure of the model is apparent now as the females 
mate at a frequency equal to their frequency in the population, but the males can mate 
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Figure 6.1. Schematic of the equilibrium results from a two-locus maternal effects model with 
parameter values that reflect those in the Kirkpatrick (1982) model. The heavy lines indicate 
the neutral lines of equilibria. Arrows indicate the direction and end points that allele frequency 
combinations from those vicinities reach. f(P) - frequency of the female preference allele, f(G) 
- frequency of the good mother allele (actually detrimental with these parameter values), a = 4, 
s = 0, t = 0.4. 
Genotype frequency recurrence equations can be derived from Table 6.2 together 
with expressions for the change in frequency due to selection, which will be the rela-
tive fitness (a genotypes fitness divided by the mean fitness) of a genotype multiplied 
by its frequency. These equations prove hard to solve analytically because the condi-
tional probabilities depend on the frequencies in the previous generation. The genotype 
frequency recurrence equations can be studied numerically, however. 
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The numerical simulations were started at linkage equilibrium and run until the sys-
tem had reached equilibrium (250 -5000 generations depending on the parameter val-
ues). The parameters involved were a, the strength of the mating preference, s, the 
strength of selection against individuals reared by bad mothers and t, the strength of 
selection against the indicator trait in males. 
We use our equations to compare against results from previous models. Figure 6.1 
shows the results for parameter values intended to capture the Kirkpatrick (1982) model 
(a = 4, s = 0, t = 0.4). The model is not symmetrical in the sense that the p allele 
mates randomly and does not preferentially mate with males without the indicator trait. 
These parameter values mean that females with the preference allele are simply choos-
ing males that develop a detrimental trait when they are reared by a G mother, but with 
no benefit for the female in terms of good mother genes (s = 0). 
The graph shows that the evolution of preference alleles and trait alleles is possible 
when maternal effects determine the trait that is chosen. The threshold before the trait 
and preference can invade is f(P) = 0.17. The internal line of neutral equilibria that is 
present in the Kirkpatrick (1982) model has collapsed into a single point equilibrium 
with maternal effects. 
Figure 6.2 shows the results for parameter values intended to capture some of the 
features of the Seger and Trivers (1986) (a = 4, s = 0.1, t = 0.2). With these parameter 
values females cannot co-optimise the fitnesses of their sons and daughters. Once again 
the preference allele and the good mother allele can increase in frequency together, but 
this time there is no threshold frequency for the invasion of the preference allele. This 
reflects the increased fitness of preferring females due to the build-up of LD between 
the loci. However, the good mother allele fixes much faster than the LD can develop 
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Figure 6.2. Schematic of the equilibrium results from a two-locus maternal effects model with 
parameter values that reflect those in the Seger and Trivers (1986) model. The heavy lines 
indicate the neutral lines of equilibria. Arrows indicate the direction and end points that allele 
frequency combinations from those vicinities reach. f(P) - frequency of the female preference 
allele, f(G) - frequency of the good mother allele. a = 4, s = 0. 1, t = 0.2. 
same process that operates in the Seger and Trivers (1986) model can also operate when 
maternal effects determine the expression of the indicator trait. 
For both of these numerical studies all of the males are competent to develop the 
indicator trait if they are reared by a mother with the G allele. This will weaken the 
mating preferences, and therefore the build-up of LD between the loci, because males 
with the indicator trait do not always carry the G allele. This motivates a three-locus 
version of the model. 
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Table 6.3. Fitnesses for the three-locus maternal effects sexual selection model. The G allele is 
the good mother allele and results in higher fitness for both sons and daughters, but a fitness of 
I - t for sons bearing the C allele because they are competent to develop a costly indicator trait. 




C 1-t 1-s 
C 1 1-s 
Females 
C 1 1-s 
C 1 1-s 
6.2.2 Three-locus model 
Now we introduce a third locus (C, c) that determines the male competence to express 
the indicator trait when the mother has a G allele. The presence of this third locus means 
that females can now co-optimise the fitnesses of their Sons and daughters. This can be 
seen in Table 6.3, which outlines the fitnesses in this model. It can be seen that the 
fitnesses are entirely determined by the G allele in mothers and by the C allele when 
present in a male. 
The model is now more akin to previous models of a condition-dependent handicap 
(Andersson, 1986; Pomiankowski, 1987) based on the verbal models of Zahavi (1975, 
1977). In these models, males that carry the appropriate trait allele will develop a con-
spicuous handicap that is dependent on their condition determined by another locus 
(viability). A three-way LD builds-up between the loci due to the female preferences 
for males that display the handicap. In this way the handicap is an honest signal of 
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Table 6.4. The mating frequencies for a three-locus maternal effects model where females 
carrying the P allele have a preference for males with a handicap trait that is a result of having 
a C allele and a mother with the G allele. The P,s refer to the probabilities of receiving both 
preferential and random matings for males in the 'ij' mating combination. Q is defined in the 
text. 
GPC GpC Gpc GPc gPC gPc gpC gpc 
hll k" u" vU wh' X II y1" z1I 
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gpC (y') y'h" All y'u" y'v" y'w" yxh y'y y'z" 
gpc (zIg) z'h" z'k" I z'u" z'v" z'w" z'x" z'y" z'z" 
the male's quality. Since the high viability allele will always increase in frequency the 
handicap trait allele and the preference allele must hitchhike to higher frequencies with 
the high viability allele. 
In our maternal effects version of this model, females do not receive an immediate 
benefit to mating with males demonstrating they carry good mother alleles, but their off-
spring's offspring will receive a fitness benefit. Table 6.4 shows the mating frequencies 
for the 64 mating combinations in this model. A difference can be seen compared to 
the mating frequencies in Table 6.2; not all of the males have non-zero probabilities of 
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receiving preferential matings from P females. This strengthens the mating preferences, 
and therefore, the build-up of LD between the loci. 
In the Table the denominator, Q, is the three-locus equivalent of B from the two-
locus model and is equal to 
Q =h"(aP(G,not iier GPC) + (I - P(G,nother GPC)) + k"(aP(G,nother GpC)+ 
(1 - P(G,not iierIGpC)) + w"(aP(G, 01 11er gPC) + (1 - P(Gm0th,-gPC))+ 
y"(aP(G,n01 jjer gpC) + (1 - P(Gmot izer IgpC)) + u" + V I' +x" + z". (7) 
Genotype frequency receurrence equations can be derived from the mating frequencies 
in Table 6.4 together with changes describing the effect of natural selection. Using these 
equations we can carry out numerical simulations in the manner described previously. 
Figure 6.3 shows the results from a numerical simulation using the following param-
eter values: a = 4, s = 0.1 and t = 0.4. Once again there is a threshold frequency of the 
preference allele before it can invade, but now there is also a 'runaway' co-evolution of 
the trait and the preference alleles to high frequencies. This matches the qualitative be-
haviour seen in the Pomiankowski (1987) model for similar parameter values (a = 4, t = 
0.4, and H = 0.4 - H reflects cyclical coevolution between parasites and hosts and cannot 
be compared directly with s in this model). However, it also matches remarkably closely 
the quantitative behaviour of the Pomiankowski (1987) model. The threshold frequency 
for invasion in the Pomiankowski (1987) version of the zahavi handicap model was 
0.23, and was 0.21 for the 'revealing' handicap model. In our maternal effects model 
the threshold for invasion is 0.21 (although the qualitative behaviour matches the zahavi 
handicap model). 
Runaway evolution occurs in the three-locus model because the mating preferences 
are not as weak as in the two-locus model and this allows LD between the loci to build 
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Figure 6.3. Schematic of the equilibrium results from a three-locus maternal effects model with 
parameter values that reflect those in the Pomiankowski (1987) handicap model. The heavy lines 
indicate the neutral lines of equilibria. Arrows indicate the direction and end points that allele 
frequency combinations from those vicinities reach. f(P) - frequency of the female preference 
allele, f(C) - frequency of the male handicap allele (only expressed when reared by G mothers 
- condition-dependent maternal effect). a = 4, s = 0. 1, t = 0.4. 
tion, maternal effects equivalents of the models produce very similar results thereby 
illustrating that maternal effects can be an important component of mate choice. 
6.2.3 Mate choice based on self-similarity 
Now we turn our attention to a different model of mate choice that does not incorporate 
maternal effects or detrimental indicator or handicap male traits. We are interested in the 
Table 6.5. The mating frequencies for a two-locus mate choice model where females carry-
ing the P allele have a preference for males with the same visible phenotype that they have, 
controlled by a second locus (V, v). Both L and M are defined in the text 









M Pv(y)  M M M 
PV (Z) zX zy z 2 zu 
PV (U) ux uy uz u2 
evolution of mate choice when a female preference allele (P) prefers to mate with males 
that have the same visible phenotype as they do, determined by a second locus (V, v), 
which produces a visible phenotype. In essence, this is a model of positive assortative 
mating via female preferences. Once again we model a haploid population, but this 
time only sexual selection operates as there are assumed to be no viability differences 
between the genotypes for natural selection to act upon. The non-preference allele is 
assumed to mate randomly and there is no cost to mate choice. However, we no longer 
assume free recombination between the loci. 
Table 6.5 shows the mating frequencies for the 16 mating combinations in this 
model. It can be seen that both female genotypes carrying the P allele give preferential 
matings to different males since they have different alleles at the visible phenotype lo-
cus. It might be expected, then, that any effect of preferential mating will cancel out. 
However, this will only be the case when the initial frequency of the visible phenotype 
is exactly 0.5. Either side of this and the more frequent phenotype will gain preferen-
tial matings more often than its counterpart, which in turn should allow LD to build-up 
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between the loci. L is then equal to 
L=ax+y+az+u 	 (8) 
and  is 
M=x+ay+z+au. 	 (9) 
Although this is straight-forward to analyse from the genotype frequencies we will pur-
sue an approach based on the multilocus formalism developed by Barton and Turelli 
(1991) and Kirkpatrick et al. (2002). This method follows only the allele frequencies 
and the associations between (and within) loci and between individuals (using central 
moments). The advantage of using this method is that it allows the derivation of se-
lection coefficients and association coefficients that detail the forces acting on single 
loci and groups of loci both within and between individuals in males and in females. 
The method also enables the use of the so-called quasi-linkage equilibrium (QLE) ap-
proximation that assumes weak selection relative to recombination so that the LD can 
be assumed to reach an approximate equilibrium to reduce the dimensions of the sys-
tem and enable analytical solutions. The main features of this methodology have been 
outlined in Chapter 4. 
First of all we would like to derive selection coefficients and coefficients of associa-
tion (selection acting to favour certain associations between sets of loci) for the system. 
To do so it will prove useful to set the model up in the following way. Random mating is 
assumed to occur between males and females and the frequencies of the resulting mating 
pairs are modified by the mating preferences of the females. In this sense non-random 
mating is treated in the same way as natural selection. An important consequence of this 
scheme is that pre-selection (pre-mating) associations between individuals are random 
and so equal to zero. The preference locus will be referred to as p and the phenotype 
locus as v, and Pp  is the preference allele frequency and Pv  is the 'I' phenotype allele 
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frequency. From Table 6.5 the fitness of an arbitrary mating pair can be expressed in 
terms of the female and male (starred) indicator variables as follows 
W(X,X*) = 1 (M*x X t +L* (M* +aX _M*X - aXXr)+ L*M* 	P 
XpX( a _l)(L*(X v _l)+M*Xv )) 	(10) 
where 




M* =p+a(1—p) 	 (12) 
and are L and M with the genotypes expressed in allele frequencies and LD. Substituting 
Xp = çp + Pp' Xv = cv + Pv, = + Pp and = + Pv and rearranging we can find 
the selection coefficients. We will express the coefficients in. the form au,v  where U 
is a set of loci in the females and V is a set of loci in the males. The four non-zero 
coefficients are 
PP (a 	1)(1 	2Pv) = 
(a(pv — 1) 	pv)(i +pv (a 1)) 	
(13) 
(1 —2p)(a— 1) = 
(a(pv — 1) 	pv)(l +pv (a 1)) 	
(14) 
(1—a 2 ) 
(a(Pv — l)Pv)(l +pv (a 1) 	
(15) 
(1—a 2 ) 
(a(pv — 1) 	pv)(l +pv (a 1)) 	
(16) 
where 0 refers to the empty set. ao,v refers to the sexual selection acting on the pheno-
type locus. ap , v refers to non-random mating selecting for the association between the 
female preference and male phenotype alleles. av, v and apvv both refer to the effects 
of assortative mating. a p , v g av , v and apv , v can only generate associations within gametes 
(LD) via recombination. The mean fitness is equal to one in this model. 
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Non-random mating is followed by transmission, which in this model is simply 
recombination between the loci. The change in allele frequency of the female preference 
allele due to non-random mating can be found from the general equation 
	
D = DA + 	a9 (DAB DADB) 	 (17) 
BCW 
where W is the set of all gene positions, A and B are subsets and the Ds are the linkage 
disequilibria between or within the appropriate subsets. For our case, A is a single 
position, the preference allele, and the change due to non-random mating is 
LtPp = 	+ dpv,v DPV 	 (18) 
and for the visible trait allele 
'Pv = ao,p(l PV ) 	 — pv) 	 (19) 
where au,v  is the symmetrised coefficient between sets U and V (
au.v +av,u
2 	)' which in 
this model means they are simply divided by two (genes expressed in only one sex). 
After non-random mating the LD becomes (from equation 17) 
D, = 	+ã0,(1 - 2p)D +ã,(1 - 2p)D2 	 (20) pv . 
Now we need expressions for the effect of recombination on the LD. After non-random 
mating the association between haploid individuals is no longer zero, as we assumed 
earlier, and recombination between associated mating pairs can increase the LD within 
gametes, therefore we want an expression for the between individuals post-non-random 
mating association, which (from (17)) is 
=a,p(1 - p)D + a,p(1 - pp)pv(l - Pv) + i5p,vD 2V+ 
pv)(l 	 —2p D 2 	 (21) v) pv 
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Putting this together with (20) and updating the reference values after non-random mat-
ing (which changes allele frequencies, which are our reference values) the change of 
LD over one generation is 
AD = (I - 	+ 	- LppAp v - 	 (22) 
where r is the rate of recombination between the loci. Now we have a complete descrip-
tion of the dynamics of the system 
Pp =50 ,vDpv  + ãpv,vD )V  
'Pv = a0,p(l PV ) 	 pv) 	 (23) 
AD = (1 - r)D + 	- IXPpAPv - 
These exact equations can be derived from Table 6.5 by converting genotype fre-
quency recurrence equations into allele frequencies and LD. It can be seen that the 
preference allele relies upon its association with the visible trait allele (assuming the 
frequency is not 0.5) to increase in frequency. The visible trait allele that is dominant 
to begin with will sweep to fixation and the preference allele will always hitchhike to a 
higher frequency so long as a> 1, though very weakly. 
The build-up of LD will be particularly slow in this model as the preference allele 
will always be giving preferential matings to both of the male types. Assuming that the 
system starts in linkage equilibrium, numerical simulations show that the increase of the 
preference allele will be negligible although one could imagine a number of modifiers 
hitchhiking on neutral variation as it sweeps to fixation. An alternative possibility is 
that there is already an association between the preference allele and a trait allele (due 
to drift/inbreeding, population structure etc). 
Figure 6.4 shows that in this scenario there can be a large effect of the recombination 
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Figure 6.4. Numerical simulations based on exact allele frequency and LD equations for the 
dynamics of a positively assorting female preference allele. The graphs are plotted assuming an 
initial LD of 0.1 and an intital frequency of 0.5 for the preference allele and 0.501 for one of the 
visible trait alleles. a = 4, Gens - generations. 
frequency. A good example of this may be the meeting of two recently diverged, but 
inter-fertile populations. In this instance a preference allele that mates assortatively will 
have a greater advantage over a randomly mating allele. 
6.3 Discussion 
Three models of the evolution of mate choice have been described and analysed. Two 
models sought to integrate maternal effects into two and three-locus models of sexual 
selection. The results showed that for all of the models investigated maternal effects 
produced the same qualitative, and in some cases quantitative, results as previous mod-
els. This supports the idea that maternal effects may be components of mate choice in 
natural populations. 
In what species might maternal effects be important determinants of mate choice? 
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As we have modeled a polygynous species we will only explore these cases, i.e. not 
monogamous species where sexual selection will be confounded with direct benefits 
from choosing a mate. We would expect maternal effects to be important for species 
where there is maternal care of the eggs and to some extent the young. 
A striking example of this is found in Forficula auricularia, the european earwig. 
In this species, and in earwigs more generally, the female looks after her small clutch 
of between 20 to 50 eggs after they have been laid in an underground nest. The female 
will remain with the eggs, protecting them, cleaning them and maintaining their mois-
ture balance. Once hatched she forages for and protects the hatchlings until their first 
molt. This is a remarkable level of maternal care for an insect. One obvious effect of 
cleaning the eggs is that they will be free of parasites. It has been shown, in birds at 
least, that there is a trade-off between immunocompetence and growth, i.e. if a young 
offspring has to divert resources to fend off parasites they will have less resources to 
put into growth (Saino et al., 1998; Soler et al., 2003). Such a trade-off means that less 
parasitised eggs can give rise to larger male offspring with more resources to put into 
developing condition-dependent indicator traits. 
Additionally, the species are sexually dimorphic for forceps size with males sporting 
larger forceps than females. There may be evidence that the forceps size is at least partly 
environmentally determined and therefore condition-dependent (Tomkins, 1999). There 
is also evidence that females prefer males with larger forceps (Tomkins and Simmons, 
1998). 
Added to this, there is also a dimorphism within males with a large (macrolabic) and 
small forceps variety. This dimorphism tends to be found more often in dense popula-
tions and it has been speculated that the large morph may benefit more from contests 
in dense populations thereby favouring the (costly) production of forceps (Tomkins and 
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Brown, 2004). However, there is an alternative explanation and that is that denser pop-
ulations will be more competitive and healthier individuals (who have been reared well 
by their mothers) will do better thereby providing an incentive to select a mate on this 
basis. In a species where the level of maternal care plays such a crucial role in the 
survival and subsequent competitiveness of individuals it would not be surprising if it 
played apart in mate choice. 
Another potentially important maternal role is that of oviposition. The decision of 
where and when to lay eggs can have a profound effect on the nutritional health and 
survival of the offspring. In the longhorn beetle (Ceramycidae) females oviposit eggs 
into rotting or live wood depending on the species. The nutritional quality of the host 
in terms of nitrogen content and its ability to resist parasitism is critical for the devel-
opment of the larvae (Hanks, 1999). Additionally, the adults are sexually dimorphic for 
antennae length and females, in one species at least, have been shown to prefer males 
with longer antenna, which are a correlate of body size (Hughes and Hughes, 1985). 
Females are also known to respond to many different volatiles of freshly wounded trees 
(Hanks, 1999; Crook et al., 2004). 
The oviposition site is likely to be important for stalk-eyed flies too. The devel-
opment of the stalk-eyes in certain species has been shown to be condition-dependent 
(Cotton et al., 2004), and in the wild females oviposit into trees or roots. The same is 
true of stag beetles, carrion flies and a host of other insects where oviposition plays a 
crucial role in the fitness of the offspring. 
Mate choice is a complex process in many animals with many variables feeding into 
it. It seems likely that there are a number of criteria that females use for finding a suitable 
mate and a number of causes of particular patterns of mate choice in nature. How might 
it be possible to determine the importance of maternal effects for mate choice? The 
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theory of Trivers and Willard (1973) predicts that females in good condition or when 
mated to a male in good condition will favour investing in male offspring because males 
in good condition will give her more grandoffspring due to the increased variance in 
reproductive success between males and females in many species. Typically, the idea is 
considered most relevant to species that have a substantial period of parental investment 
post-birth of the young. This may be relevant to the european earwig at least, but rather 
than expect a bias to male offspring we may expect a slight bias to female offspring when 
females are mated to a preferred male. Although when females are in good condition it 
would still make sense to have male offspring. 
In general it will be difficult to separate the effects of male-male contest from those 
of maternal effects. The same problem was discussed by Seger and Trivers (1986) in 
relation to their female-male constraints model. The complication that arises is identical 
in this model. For example, in the european earwigs it is difficult to determine whether 
the forceps are simply the result of male-male contest for access to females or whether 
they are indicators of their mother's parenthood. Given that females actively choose 
macrolabic males (true also in stalk-eyed flies and longhorn beetles) it seems that there 
is more to the story than simply male-male contest. 
It has been suggested that whenever males can 'monopolise' females via, for exam-
pie, defending a critical resource against other males (resource defence polygyny) or 
through male dominance polygyny, then male 'emancipation' and polygyny will evolve 
(Emlen and Oring, 1977). The logic is that females will do better in polygynous systems 
when the benefits they receive from, for example, access to improved grazing pastures, 
outweigh the ,costs of polygyny (Orians, 1969). However, it seems that in all but the 
most extreme cases, females will have some active as opposed to passive choice in their 
mating partner. 
157 
We have also looked at a multi-locus model of positive assortative mating via fe-
male mate choice. Typically, when positive assortative mating is symmetrical there is 
no change of allele frequencies (e.g. Barton and Turelli, 1991). However, when positive 
assortment occurs in a polygynous species there will be allele frequency changes pro-
vided the loci being assorted with respect to are not equal to 0.5. We have shown that 
when this happens a female assortment allele can hitchhike to higher frequency with the 
assorted locus. 
The build-up of LD is very weak in the system as preferential matings are given to 
both male types in the population. However, it has been shown that in the case when 
there is already LD present, linkage between the loci will enhance the spread of an 
assortment allele in females. For example, it could be that two recently diverged, but 
inter-fertile populations encounter each other and there are neutral phenotypic markers 
for males in each population. There will be LD between the loci and an assortment 
allele can increase in frequency. - 
Extensions to the model that are of interest are increasing the number of pheno-
type loci or modelling it as a quantitative trait so that females have more information 
to base assortment on. Also, the spread of an assortment allele may be enhanced in 
diploid populations where a dominant allele will receive more preferential matings than 
in the haploid case and will take longer to fix in the population due to recessive alleles 
'hiding' in heterozygotes. Both of these facts may facilitate the enhanced build-up of 
LD between the loci. Developing diploid models of sexual selection with the Barton 
and Turelli (199 1) and Kirkpatrick et al. (2002) methodology is of interest in itself. An 
obvious complication of such models will be the deleterious effects of inbreeding in 
diploids. 
In summary, we have developed multilocus sexual selection models that take into 
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account maternal effects. In all of the published models looked at, maternal effects 
allows for the evolution of male traits and female preferences. These results support the 
notion that females may gain a genetic benefit from mate choice. Much ingenuity will 
be required to tease apart the effects of male-male contest from active female choice for 
signatures of good female parentage. 
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7 Marine snow and algal toxins: An evolutionary per-
spective 
Abstract 
There are many seemingly paradoxical biological adaptations, which when viewed 
from the perspective of the individual appear to be detrimental, but when viewed 
from the perspective of the group are beneficial. Intuitively appealing group selec-
tion arguments must assume that relatedness is high enough to select against indi-
vidually selfish behaviours that would otherwise disrupt the evolution of the trait. 
Such models also usually make implicit assumptions about the scale of competition 
(soft or hard selection). Here, I relax these assumptions and describe evolution-
ary models of two important, and paradoxical, natural phenomena associated with 
phytoplankton: marine snow in diatoms and algal toxin production in a range of al-
gae including dinoflagellates, cyanobacteria and raphidophytes. Conditions under 
which these behaviours can evolve are derived using a game theoretical approach, 
and it is shown that small asymmetries in life-history traits may be sufficient to 
bias the relative self-benefit of the behaviours and enable their evolution. 
7.1 Introduction 
Phytoplankton play a central and dynamic role in global nutrient and energy cycles with 
estimates suggesting that half of the planet's net primary production may be attributed 
to marine phytoplankton (Longhurst et al., 1995; Field et al., 1998). Additionally, the 
excretion of dimethylsuiphide (DMS) by certain haptophyte species influences cloud 
formation, thereby helping to regulate the planet's temperature (Charlson et al., 1987; 
Hamilton and Lenton, 1998). Therefore, it is necessary to understand phytoplankton 
behaviour and ecology. Two important behaviours that require explanation are marine 
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snow and algal toxin production. 
Marine snow occurs throughout the oceans and is a central component in the cy-
cling of nutrients and energy through the marine ecosystem via the transport of primary 
production in the euphotic zone to the benthos where it can be degraded and released 
back into the environment (Alldredge and Silver, 1988). Diatom aggregation is one of 
the major contributors to marine snow (Thornton, 2002a). Paradoxically, diatom aggre-
gation often occurs during active growth in the spring diatom bloom when grazing by 
heterotrophs is almost non-existent and the environment is nutrient replete (Riebesell, 
1988; Kiorboe et al., 1994). It has been estimated that up to 39% of the primary produc-
tion may be removed via passive sedimentation in the spring (Becquevort and Smith, 
2001). Estimates indicating that diatoms represent 40 - 45% of the net primary produc-
tivity of the oceans further highlights the scale of this phenomenon (Mann, 1999). 
A number of hypotheses have been proposed to explain the apparent paradox of 
aggregating diatoms. Logan and Alldredge (1989) suggested that the formation of fast-
sinking aggregates increases the rate of nutrient uptake by the aggregated algae. While 
this may be true, it is probably irrelevant because settling aggregates will be quickly re-
moved from the euphotic zone. Smetacek (1985) proposed that aggregation is an adap-
tive response in nutrient-depleted, grazed populations whereby aggregated cells settle 
to the sea floor where they revert to a resting stage and return to the euphotic zone when 
conditions are more favourable. This process would occur in populations close to car-
rying capacity, but it has been observed that actively growing populations are prone to 
aggregation and so this requires a different explanation (Riebesell, 1988; Kiorboe et al., 
1994). Hansen et al. (1995) described a model of interference-competition between dif-
ferent algal species that suggested that 'sticky' species with smaller cell sizes and higher 
intrinsic growth rates would benefit from aggregation by removing their competitors 
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and enhancing their relative abundance in the water column. This model is relevant 
to actively growing populations and is the model that is discussed here. I extend their 
analysis from a purely ecological model to an evolutionary game-theoretical approach 
and relax the assumption of entirely local competition to derive conditions under which 
'stickiness' can evolve. Further to this I show that marine snow can be conceptualised 
as a spiteful trait as well as an interference-competition adaptation (Hamilton, 1970; 
Gardner et al., 2004; Gardner and West, 2004). 
In marine systems there are a number of dinoflagellate species (some non photo-
synthetic) that commonly bloom after the demise of the silica-depleted diatom bloom 
and produce neurotoxins, which in sufficient quantity can kill fish, accumulate in filter-
feeders and disrupt the trophic structure of the surrounding waters. At the height of 
the bloom the water can become discoloured producing what is known as a 'red tide'. 
At present around 200 species of toxic algae have been identified belonging to the di-
noflagellates, diatoms, raphidophytes, prymnesiophytes, silicofiagellates, cilliates, and 
cyanobacteria (Smayda, 1997a; Landsberg, 2002), but with an estimated 75% con-
tributed by the dinoflagellates alone (Smayda, 1997a,b). In freshwater lakes cyanobac-
teria can produce both neurotoxins and hepatotoxins, which are also lethal for fish. As 
well as being responsible for massive fish losses to the fishing industry, human con-
sumption of contaminated filter-feeders can result in a range of (sometimes lethal) dis-
orders including paralytic shell-fish poisoning (PSP), and aerosols of toxins can result 
in respiratory disorders for coastal inhabitants. 
Production of toxins by algae presents a paradox. The manufacture and storage 
of toxins will most likely present a significant energetic cost for algal unicells and the 
potential benefits will be enjoyed by all of the algal population, both clonal relatives 
and non-relatives. Assuming the benefits are shared equally among all of the algal un- 
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eages, then even with a high relatedness such a behaviour will not increase the relative 
abundance of the toxin producer's lineage. It has been suggested that toxins may serve 
merely as an intracellular store of nitrogen, so that any toxic side-effects of toxin re-
leased post-cell rupture or consumption are entirely incidental (Steidinger and Baden, 
1984; Boyer et al., 1987). This seems wanting as a general explanation, however, as it 
has been shown that an entire class of toxins, the brevetoxins, are devoid of nitrogen 
(Baden, 1989). 
A more plausible proposition is that the toxins serve as an anti-predator defence and 
deterrant mechanism (e.g. Wolfe et al., 1997). This idea has received some empirical 
support in terms of grazers preferring non-toxic algal species when given the choice 
(Kirk and Gilbert, 1992). One potential problem with this explanation is that during 
extensive algal blooms the algal density becomes so high (as high as 106  cells/ml) that 
the algae have effectively escaped grazer-control, and yet still produce toxins. I propose 
another possibility, that toxin production is a response to the depletion of nutrients and 
degradation of the environment that occur as a result of the algal bloom, with the in-
tention of replenishing nutrients through the rapid death and decay of vertebrate (and/or 
invertebrate) populations. There is some empirical support for this idea from work 
showing that toxin production is generally inversely related to the algal growth rate 
(Proctor et al., 1975; Taroncher- Oldenburg et al., 1999). Additionally, toxin production 
has been shown to increase when algae are phosphate limited (Hail, 1982; Boyer et al., 
1987; Taroncher-Oldenburg et al., 1999). The latter two propositions are explored here 
in a general model designed to capture the main details whilst remaining tractable. 
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7.2 Models and analyses 
7.2.1 Marine snow 
The aggregation of diatoms in the ocean depends on the probability that cells or groups 
of cells collide and, once they have collided, the probability that they stick. Collision 
probabilities are governed by the density of cells in the water column and by physical 
processes such as Brownian motion, shear and differential settlement. Sticking proba-
bilities are governed by the physicochemical properties of the cell surfaces and as such 
may be modified by the algae themselves. Hence, the probability of both colliding and 
sticking is simply 
P[CflSJ =P[SC}P[C]. 	 (1) 
Henceforth, P[SC] will be replaced with s and P[C] with P. Jackson (1990) described 





where p is the per capita growth rate and C is the concentration of the diatoms. The 
model therefore assumes that the rate at which diatom collisions occur is proportional to 
the product of their concentrations, C2 , known in chemistry as the law of mass action. It 
was shown that the dynamics of aggregate formation were dominated by the production 
of dimers so that more complex aggregate collisions can be neglected (Jackson, 1990; 
Jackson and Lochmann, 1992). 
Hansen et al. (1995) extended this model to a two-species scenario and included 
density-dependent regulation of the population via an environmental carrying capacity. 
In a two-species interaction there are two different sticking probabilities and three dif-
ferent collision probabilities, one for each species and a third for the collision between 
cells of different species. Additionally, they allowed for different per capita growth rates 
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for the two species. This is the model that is developed here, but referring to lineages as 
opposed to species. The social arena is assumed to consist of just two lineages, X and 
Y, and this is the scale over which aggregations can occur. We want to find conditions 
under which a non-zero stickiness strategy can invade and so assume that lineage X is a 
minor variant from the average strategy of s = 0, and invests 8 s. The benefit from play-
ing this strategy must be assessed over the growth cycle and not just at an instantaneous 
point in time, and so explicit solutions for the growth dynamics are required. There is 
also a small asymmetry in growth rates between the lineages, expressed as 8p, which is 
of the order of 8 s. The equations describing the density-independent case are 
dx 
= (p+p)x-213x&x2 -2ft y --xy 
dy 	Es 
PY 2 I3xy'Y 	 (3) 
where Px is the collision probability of cells in lineage X with each other and PXY is the 
collision probability for cells from lineage X with cells from lineage Y. There is a two-
fold cost to being sticky, which arises from the loss of cells through self-sticking and 
through sticking the other lineage. We can make progress in solving these equations by 
first finding a solution for z (= x + y) 
dz 
: 	 (4) dt 
where p = 	This equation can be simplified by substituting p = P0 + O(&), where 
po is the initial frequency of the X lineage, and collecting terms of O(8s2 ) this becomes 
dz 
=z(p+pou) — sz2po(i3y(l —po)+3po)+O(&2 ). 	(5) dt 
Separating the variables and integrating both sides 
rzt  
t=J 
zo z(p + POP) - 8Sz2po((1 - P0) + xPO) dz + O(&2) 
	(6) 
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we can rearrange to find a solution for Zt  that can be expanded using a Taylor series to 
leading order in 5s and 8p to give 





and may be considered the population size in the neutral case when & and 8P are equal 
to zero. Now we wish to find an expression for Pt  so that Xt can be expressed as Pt  x Zt. 
To do this it will prove useful to switch to the variable q = I PP because the dynamics of 
q are exponential as opposed to logistic, thereby facilitating an explicit solution. If we 
note that q = then the quotient rule can be used to differentiate q 
dx 	dy dq -  Ythdi = 	 (9) 
This expression can be simplified by substituting in p = p0+ O(&) and z = z + O(ös) 
and collecting terms of O(8S 2 ) 
- (2t s3xy + 213xPO - 2I3po) - 26r) + O(8
S 2 ) . 	( 10) 
Separating variables and integrating 




zoePt( +2xPO - 2Ppo) +C = —2ln
qt  + O(&2 ) . 	( 12) 
(qo 
) 






Substituting this back in, solving for q, and expanding the result using a Taylor series 
qt = qo+qotöp — (13+213po _2po)(el - 1)qozo+O(s2). (14) 
Now we can substitutie q = I P back in, rearrange to find Pt  and expand with a Taylor 
series 
Pt = P0 + p(po(l - po)t) - —po(l po)zo(ePl - 1 )(I3 +213xPO - 2I3Aypo) + 0(8S2). 2i 
(15) 
It can be seen that the 6p term is always positive (so long as 5p> 0), but that the ös 
term can be positive or negative depending on the 1s  and  po.  Now we can express x t as 
Pt x Zt  and expand with a Taylor series to give 
Xt = 2tpo+etpozotpop— 2tzopoePt(ePt - 1)((l P0)+2xP0) +O(&2 ). (16) 
If, to begin with, we assume entirely local competition (soft selection) then the fitness 




and find this is true when 
 
Therefore, there is a threshold for the initial kinship (P0)  within the social arena which 
must be overcome before a sticky variant can invade the population. Thus, the benefit 
of being sticky displays a positive-frequency dependence in this system. Additionally, 
it can be seen that an asymmetry in collision probabilities is necessary for invasion of a 
sticky type, with Px needing to be less than half of Pxy to compensate for the loss of two 
cells through self-sticking. 
It is of interest to interpret this result in terms of Hamilton's rule (Hamilton, 1964), 
which states that the criterion for the increase of a gene for a social action is rb - c> 0 
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where r is the relatedness between actor and recipient, b is the conferred benefit and 
c is the cost to the actor. Queller (1994) demonstrated how a negative relatedness can 
arise in a population where the average relatedness between competitors is zero. In 
this scenario an average relatedness of zero implies that, for entirely local competition, 
P x 1 + (1 - p)r = 0, where r is the relatedness between the X and Y lineages, and is 
r =I Pp . To derive the relatedness in Hamilton's rule we must take into account the 
probability of interacting with clone mates and competitors, so that we can calculate the 
relatedness to the average interactant, which for the case of 8p = 0 is 
R 	PIP 	 3.(l — p) 	(—p 
) 	
(Ixfxy)p = 
Pp + ( 1 - ) + 
	
+ (1 - p) 1 - p = NP + 	- p)• 	
(19) 
In this model the benefit conferred upon the competitor is —1 and the cost to the actor 
is 1 giving 
- (xxy)p —1>0 	 (20) 
13xP+I3xy(l _p) 
which is true when 
P>2() 	 (21) 
thereby recovering the condition in equation (18). The purpose of deriving this is to 
demonstrate that the evolution of stickiness can be conceptualised as a spiteful adapta-
tion that involves a negative relatedness (Hamilton, 1970; Gardner et al., 2004; Gardner 
and West, 2004). The result can be understood in terms of kin discrimination, where the 
greater the ability to discriminate (the lower P, is relative to 13) the greater the benefit 
from being spiteful, and so the lower the threshold for invasion of a spiteful type. At the 
extreme of complete kin discrimination, P, = 0, p> . 
It is possible to investigate how small differences in growth rates might influence 
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Figure 7.1. A plot showing the frequency invasion threshold for a sticky diatom variant as a 




2(f3 - 13+ 13tp) 
Positive differences in growth rates will lower the threshold for invasion of a sticky type 
and this effect scales with the time since the start of growth. With a higher growth rate, 
a sticky lineage will be able to recover from the cost of its own stickiness and impart a 
greater negative benefit upon its competitors the longer growth continues for. 
So far we have assumed that growth is density-independent, and so is never limited 
by depletion of the environmental nutrient pool. Relaxing this assumption, equation (3) 
for the X lineage becomes 
dx 	 8S 
- (p+ öp)x (i - 
x±Y) 
- 2sx2 - 2 13 xy 	 (23) 
where K is the carrying capacity of the environment. When 8y = 0 the condition for 
invasion remains unchanged, but when öu is non-zero we have to find the threshold 
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numerically. Figure 7.1 shows the threshold frequency for the invasion of a sticky type 
as a function of time since the start of the bloom. Since we have assumed that 6p  is very 
small this is only to illustrate the point that the benefit of being sticky increases with 
K, the carrying capacity of the environment, as this extends the period of exponential 
growth. 
Thus far we have assumed entirely local competition to simplify things, but now we 
relax this assumption and examine what effects non-zero global competition may have. 
Global competitors are those outside of the scale of collision interaction in the social 
arena, but who compete with the focal lineage for global resources. First of all we look 
at the density-independent case. Fitness is now expressed as 
w= Xt 
azt+ (1 —a) 1 
 
where a represents the proportion of competition that occurs between individuals within 
the social arena (a = 1 is entirely local competition) and tt is the average population size 
of a lineage averaged over all of the social arenas. Assuming resources are equally dis-
tributed over the n social arenas, that the initial population density is the same between 
social arenas, and that n is large enough that we can neglect the focal lineage's dynamics 
from the average, then we would expect to be equal to 2 t , the population size in the 





u=z1 =nt. 	 (26) 
Solving for Zt  we find 
= zoePt 	 (27) 
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which is equal to 2t for the density-independent case. Plugging this into the fitness and 
dW I asking when 	> 0 we find this to be true when 
- 	- 2aI3 + 	- I3XI3XY + 	- 4al3  + 4a2 XY 
4a(P x —f3.3,) <p0< 
- 23 + 2aI3.3, + 	- 4 IXI3Xy + - 4a1% + 4a2 
4a(pxy  
(28) 
The conditions for increase are now more restrictive, requiring strong local competition 
and introducing an additional upper limit for po. This upper limit reflects the weakened 
benefit to being sticky for lineages in the majority when there is some non-zero global 
competition. In the density-dependent case the situation is more complex as local and 
global competition will enter the growth dynamics via the carrying capacity, but we can 
solve for the special case, a = 0, and find that a sticky variant can never invade showing 
that some non-zero local competition is essential for evolution of the trait. 
7.2.2 Algal toxins 
A complete model describing predator-prey interactions would require a description 
of algal and grazer dynamics concurrently and this would quickly become intractable. 
Instead we construct a sufficiently general model of algal growth, which includes a 
constant birth rate and a density-dependent death rate. Hence, the density-dependence 
of algal death could be caused by nutrient depletion and contamination and degradation 
of the environment by the algal bloom or by an increased grazing-pressure as the bloom 
gets denser and grazer population numbers respond in kind. The equations are 
dx =x(b(l - c[k+k]) - (d+öd)(x+y— n[k+ k]x— n[k]y)) 
dt 
dy =y(b(l—c[k])—d(x+y—n[k+k]x—n[k]y)) 	 (29) 
dt 
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where b and d are the per capita birth and death rates respectively, c[k] is the physiolog-
ical cost of producing toxins as a function of toxin investment, k, and n[k] is the benefit 
derived from toxin production in terms of an alleviation of the density-dependent death 
rate and is multiplied by the density of the algae investing in the toxin, so that there 
is in effect an indiscriminate 'pooling' together of resources (Thornton, 2002b). Cell 
densities are scaled relative to the carrying capacity. 
There is an asymmetry in the death rates between the algal lineages and the model 
assumes that toxins can be excreted as exotoxins. To solve these equations we must 
choose specific functions for c[k] and n[k]. It seems reasonable to assume that for small 
investments the physiological cost will be lower than the 'pooled' benefit, but that for 
higher investments the immediate cost outweighs any potential benefit. To make this 
mathematically tractable we will use c[k] = k2 and n[k] = k. The equation for z is 
dz 
 = z(z(d +pd)(k+pök— 1)— b(k 2 +2kpk+pök2 - 1)). 	(30) 
dt 
Substituting in p = P0 + O(k) and solving for Zt we find 
Sd 	bt(k2-1 	 5k 
____ Zi 2t -  = b(l +k)P0 ( e 	- +b(l k) 2 e_tpoA+O(Sk 2 ) 	 (31) 1)z 	zo 
where 
be t zo (1+k) 
Zt = be 2 t(l +k) +dzo(ebt _e2t) 
A =de bt  zo - e12t (dzo + 2bk(l + k)t(b + bk - dzo)). 	 (32) 
Solving for Pt  as before we find 
Pt = po+ 
Sd 	
(bk  
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Figure 7.2. Numerical solutions for the ESS level of investment in toxins, k*,  as a function of 
kinship, Po  for a range of birth-death rate ratios. The lines for ratios 1 and 2 are almost equal 
and are indistinguishable. zo = 0.5, t = 10, 8 d = 0.001. 
Assuming entirely local competition we can ask when 	> 0 and find this is 
true when öd > 0 and P0 > 0. There must be an asymmetry in death rates and the focal 
lineage must have a higher death, rate than its competitor. Investment in toxins is an 
increasing function of the lineage's kinship (Figure 7.2), and is maximised by a low 
birth rate to death rate ratio. Having a higher death rate means that the relative benefit 
of investment in toxin production is higher for the X lineage as the lineage stands to lose 
more if it does not invest in toxins even though their competitors benefit from their toxin. 
One could imagine a positive feedback occurring whereby toxin production enables the 
whole population to grow for longer resulting in more density-dependent death and so 
more toxin poduction. 
The growth-reproduction trade-off is a well documented outcome of life-history 
strategies constrained by juvenile and adult mortality rates and is suggestive of a com-













Figure 7.3. A plot showing the ESS investment in toxin production, k*,  as a function of the 
growth rate, p, for two different asymmetries in op. For Op = —0.001,f = I and for Op = 
0.001,f = 3. In both cases z0 = 0.5,t = 10 and P0 = 0.6. 
scenario we turn to now with the inclusion of a density-dependent birth rate. It is dif-
ficult to capture this asymmetry in a mathematically tractable fashion using the above 
model so we modify the model in the following way 
dx 
= (p+Op)x(1 —f(x+y— (k+Ok)x—ky)) —(k+Ok) 2x 
dt 
dy 
- =py(l —f(x+y—(k+Ok)x—ky))—k 2y 	 (34) 
dt 
where f 	is the fraction of the total density-limited population size at which over- 
crowding and environmental degradation and/or grazing pressure results in negative 
growth rates. Hence, the X-lineage has a larger growth rate prior to the density-induced 
switch to negative growth after which it has a larger negative growth rate, thereby cap-
turing the growth-reproduction (r-K) trade-off. 
Solving as before we once again ask when 9jk_o > 0 and find this is true when 
P0 > 0, Op> 0 and f> or when P0 > 0, Op <0 and f < . Hence, both sides ofZO 
the trade-off can invest in toxin production. Slower growers benefit more from toxin 
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production when the population is still growing and vice versa for faster growers. How-
ever, there may be an inherent pressure favouring toxin production in denser populations 
where the pooling together of resources is more effective and the function for the benefit 
of toxin production in this model does not properly take this into account. 
Figure 7.3 shows some numerical solutions for the ESS toxin investment, k*  as 
a function of p for both sides of the r-K trade-off. Solutions were found by setting 
I k=O,k=k = 0 and solving for k*.  The second derivative is always negative so long 
as 0 < P0 < 1. Toxin production is favoured at lower growth rates for the lineage with 
p> 0 reflecting an increased capacity to invest when growth rates are not too negative, 
but both lineages show highest investment for lower growth rates probably because op 
comprises a larger fraction of their growth making the costs of not investing larger. The 
lineage with Op < 0 invests more overall and this reflects the reduced relative cost of 
toxin investment when the population is actively growing (i.e. for this case f < ZO 
These solutions are of the order Op. 
So far we have assumed entirely local competition, but it is of interest to ask how 
a non-zero global competition affects toxin production. It is difficult to derive solvable 
equations in the general case, but it is possible to get an answer for the special case of 
a = 0 and it is found that toxin production will always be favoured simply when P0 > 0 
in the case of entirely global competition. This makes sense as in this model a global 
competitor is one who cannot benefit from your toxin production, but who you compete 
with for other global resources, meaning that the toxin producing lineage is the only 
lineage to benefit from its own toxin. Therefore, any non-zero global competition will 
enhance the evolution of toxin producing variants. 
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7.3 Discussion 
Evolutionary models of two important natural phenomena associated with phytoplank-
ton have been developed and analysed and in both cases it has been shown that asym-
metries in life-history parameters, such as growth rates, enable the evolution of traits 
which are costly to the individual by biasing the relative benefit of the trait in favour of 
the actor. 
In the case of marine snow it was shown that an ability to kin discriminate, express-
ible through 13k, coupled with higher growth rates enable sticky variants to compensate 
for the costs of being sticky. These results corroborate the numerical analysis of Hansen 
et al. (1995) that suggested that small cell size (low 13k) and fast growth rates enable 
sticky lineages to outcompete non-sticky competitors and dominate the water column. 
The benefit of being sticky was also shown to increase as the carrying capacity of the 
environment increases when there are asymmetries in growth rates, consistent with the 
results of Hansen et al. (1995) suggesting that eutrophic environments will favour more 
investment in stickiness. Additionally, it has been shown that the evolution of stickiness 
involves a negative relatedness and is an increasing function of the scale of competi-
tion, indicating that it may be considered both a spiteful trait as well as an interference-
competition adaptation (Hamilton, 1970; Gardner et al., 2004; Gardner and West, 2004). 
Kiorboe et al. (1994) investigated marine snow in a mixed diatom population during 
a spring diatom bloom in a shallow Danish fjord. They found that there was aggrega-
tion occurring whilst the environment was not nutrient limiting, providing support for 
aggregation as a competitive trait during active diatom growth. Tallberg and Heiska-
nen (1998) found that the flux of settling phytoplankton in a Finnish bay was highest 
during the spring. In a laboratory test of diatom aggregate formation, Kiorboe et al. 
(1990) investigated the potential effects of nutrient limitation and growth status on the 
176 
stickiness of three different diatom species in vitro. One species appeared to increase 
in stickiness as the nutrients became depleted, a pattern that is consistent with the pro-
posal of Smetacek (1985). Another species, however, was sticky even in nutrient replete 
conditions and, interestingly, appeared to become maximally sticky in the transition be-
tween exponential and stationary growth. In another study Kiorboe and Hansen (1993) 
examined the stickiness of diatom species in batch cultures and found for one species 
that stickiness decreased with the age of the batch culture, but did not find any pattern 
with nutrient or bacterial concentrations. 
It seems likely that the stickiness of diatoms may serve more than one function in 
the diatom life-cycle and life-history strategies, and more complex models may be re-
quired to ascertain the relative contribution of different putative functions during the 
growth-cycle. The situation is more complicated than just the sticking of cells that have 
physically collided. Diatom species are also known to excrete transparent exopolymer 
particles (TEP), a complex carbohydrate mucilage, which can enhance aggregate for -
mation (Kiorboe and Hansen, 1993; Corzo et al., 2000; Engel, 2000; Passow, 2002). 
Malej and Harris (1993) have suggested that the production of TEP is an adaptation to 
inhibit copepod grazing in a 'pooling' of resources manner. The relationship between 
TEP production and cell surface stickiness is likely to be complex, but warrants further 
investigation. 
In the case of algal toxins it was shown that very slight asymmetries in growth rates 
or death rates can enable the evolution of toxin production by tipping the benefit of 
producing toxin in favour of the actor as they stand to lose more by not investing. The 
results suggested that both r-selected and K-selected algal types may benefit from toxin 
production during periods of population decline and exponential growth respectively. 
The validity of these results, however, may rest on the choice of function describing the 
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benefit accrued from toxin production and on the assumption that toxin is excreted as 
an exotoxin. Studies suggest that the toxin accumulates in the food chain (Yasumoto, 
2005). In natural populations the pooling together of toxin resources may be most 
effective when the population is dense and close to the environmental carrying capacity. 
Also, if the toxin is only effective upon cell death and rupture or after consumption 
by a grazer then toxin production would be favoured when death rates are inflated by 
density-dependent effects or when grazer populations are increased in response to algal 
density. 
Empirical studies to date have suggested that toxin production is increased by nutri-
ent limitation and is inversely related to the algal growth rate (Proctor et al., 1975; Hall, 
1982; Boyer et al., 1987; Taroncher-Oldenburg et al., 1999). It has been proposed that 
toxins are used as an anti-predator defence mechanism because, in the majority of toxic 
algae, in partcular the dinoflagellates, there is a limited nutrient affinity, which results 
in small growth rates making the algae vulnerable to grazing (Smayda, 1997a). In the 
present study toxin production appeared to be greater when growth rates were small, 
although this is attributed to the asymmetry forming a relatively larger component of 
the lineage's fitness, and in turn benefiting toxin production more. 
From this analysis it is proposed that in the case of entirely local competition toxin 
production is viewed as a competitive strategy based upon a lineage's particular life-
history circumstances as opposed to a cooperative group behaviour. There is an altruistic 
element to toxin production though, as producing the toxin is costly and is an increasing 
function of a lineage's kinship in the social arena. The production of toxins, however, 
does have a group effect, prolonging the bloom length and feeding back positively to 
induce further toxin production. These are perhaps the only times when toxin production 
comes to the attention of humans, and so it is of interest to know, how non-blooming 
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algae regulate their toxin production. 
It is suggested that these results may have some relevance for other 'public goods 
games' such as siderophore production in parasitic bacteria (West and Buckling, 2003; 
Griffin et al., 2004). It was shown by West and Buckling (2003) and Griffin et al. (2004) 
that siderophore production requires non-zero global competition if competitor growth 
rates are symmetrical. From this study it can be seen that small asymmetries between 
competitors can enable toxin production even when competition is entirely local, and 
will also increase toxin production when there is non-zero global and local competition. 
For both marine snow and algal toxin production it is likely that facultative be-
haviours will be adaptive since in both cases the optimal allocation of resources into the 
behaviours is dependent on the density of the population (and their clone mates). Indeed 
it has been shown that algae can both facultatively alter their cell stickiness (Kiorboe and 
Hansen, 1993; Jackson, 1995) and facultatively invest in toxin production (Proctor et al., 
1975; Hall, 1982; Boyer et al., 1987; Taroncher- Oldenburg et al., 1999). For this reason 
it is proposed that an understanding of density-dependent processes in phyoplankton 
may yield further insight into the important behaviours that they exhibit. 
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8 Summary 
8.1 Experimental work 
In Chapter 3 we described the selection of C. reinhardtii lines to divergent environments 
(pH 6 and pH 8) and detailed the subsequent measures of RL from crosses between the 
evolved lines. The measures of RL were significantly positive for lines selected in pH 6 
and in pH 8, indicating the existence of positive epistasis between loci in the parents. In 
contrast there was no epistasis found for lines selected in the intermediate environment, 
pH 6.6. Together with evidence of adaptation for the lines selected at pH 6 and pH 8, 
but not at pH 6.6, this suggests that groups of co-adapted alleles were selected, and that 
recombination, in the short-term at least, will act to retard this epistatic selection. 
It is desirable to trace the evolution of this RL through time so that the role of 
standing variation versus de novo mutation may be compared. Further to this, it is 
of great interest to directly compare the dynamics of asexual adaptation with that of 
populations undergoing regular bouts of recombination during selection, and to then 
compare the subsequent RLs between populations. Such a comparison may shed light 
on whether recombination can select for alleles with large average additive effects so 
that they are good across a range of backgrounds. It will also allow for a comparison of 
the short-term and long-term effects of recombination during adaptation, which may be 
expected to switch from negative to positive as selection progresses. 
The experiment also showed that the extent of the RL between populations is not 
influenced by the difference between their selective environments. This result indicates 
that the build-up of incompatibilities between isolated populations is not necessarily en-
hanced by differences in selective environments and supports previous work that high-
lights that different populations in uniform environments will fix different mutations 
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and hence adaptations (Cohan and Hoffmann, 1986; Hoffmann and Cohan, 1987; Co-
han etal., 1989). 
8.2 Theory 
In Chapter 4, a two-locus model of the evolution of genetic robustness was developed 
and analysed. The results showed that recombination facilitates the evolution of a costly 
robustness modifier that decreases the selective detriment of a deleterious allele. The 
effect of recombination is to decouple the long-term cost of the modifier's association 
with the deleterious allele from its short-term benefit of suffering a weaker deleterious 
effect in the context of the deleterious allele. It was suggested that synergistic epistasis 
might be the evolutionary outcome of sex and recombination since recombination facil-
itates the evolution of robustness, and synergistic epistasis is a form of genetic robust-
ness. Therefore, it is of interest to develop models that allow for modifiers of epistasis 
between loci with deleterious mutations. 
Chapter 5 discusses the potential role of epistatic selection for generating patterns 
of gene clustering within chromosomes. It was concluded that in general highly con-
served genes that are constitutively expressed will tend to be clustered together into 
transcriptionally active chromosomal domains and that epistatic clustering will result in 
clustering patterns only for special cases, the sex chromosomes being the prime exam-
ple. 
Chapters 6 and 7 involve more general non-linear models. In Chapter 6, a sexual 
selection model is analysed where the development of conspicuous male traits are influ-
enced by their maternal investment. In this way females can choose males that indicate 
the investment levels of their mothers, which is genetically determined. The model 
shows that maternal effects may be important components of mate choice. In Chapter 
ii:ii 
7, models of marine snow and algal toxin production are analysed. Both of the models 
show that small asymmetries in life history traits can bias the relative benefit of the trait 
for the actor and enable its evolution. 
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Abstract 
Mutational robustness is the degree to which a phenotype, such as fitness, is resistant to mutational perturbations. Since most of these 
perturbations will tend to reduce fitness, robustness provides an immediate benefit for the mutated individual. However, robust systems 
decay due to the accumulation of deleterious mutations that would otherwise have been cleared by selection. This decay has received very 
little theoretical attention. At equilibrium, a population or asexual lineage is expected to have a mutation load that is invariant with 
respect to the selection coefficient of deleterious alleles, so the benefit of robustness (at the level of the population or asexual lineage) is 
temporary. However, previous work has shown that robustness can be favoured when robustness loci segregate independently of the 
mutating loci they act upon. We examine a simple two-locus model that allows for intermediate rates of recombination and inbreeding to 
show that increasing the effective recombination rate allows for the evolution of greater mutational robustness. 
© 2006 Elsevier Ltd. All rights reserved. 
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1. Introduction 
It has long been observed that many developmental 
traits display a high degree of phenotypic robustness, that 
is, the phenotype is remarkably immune to environmental 
and genetic perturbations (Waddington, 1940; Schmalhau-
sen, .1949). Waddington (1942) described the phenomenon 
as 'canalization', and proposed an adaptive explanation. 
He reasoned that traits under stabilising selection towards 
some intermediate optimum should benefit from any 
mechanism that prevents deviation from that optimum 
due to either genetic or environmental perturbations. 
Within the class of genetic perturbations are those that 
are due to deleterious mutations. In recent years, muta-
tional robustness has attracted renewed interest, on both 
theoretical and empirical fronts (Wagner et al., 1997; 
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Wilkins, 1997; Rutherford and Lindquist, 1998; van 
Nimwegen et al., 1999; Kawecki, 2000; Wagner, 2000; 
Wilke, 2001; Wilke et al., 2001; Queitsch et al., 2002; Wilke 
and Adami, 2003; de Visser et al., 2003; Proulx and 
Phillips, 2005). Most attention has been given to adaptive 
explanations, although some researchers have speculated 
that mutational robustness is a by-product of adaptation 
against environmental perturbations (Wagner et al., 1997; 
Burch and Chao, 2004) or simply an emergent property of 
genetic systems (Kacser and Burns, 1981; von Dassow 
et al., 2000; Meir et al., 2002; Shen-Orr et al., 2002). 
All genetic models for the evolution of robustness 
require some form of gene interaction or epistasis between 
the loci involved. In this respect, a distinction can be drawn 
between the two different models of robustness that are 
commonly discussed; whether the epistasis is exclusively 
between the loci involved in the trait or between the trait 
loci and an unrelated locus (a 'modifier'). There is evidence 
for the former in RNA and protein folding where there is 
often extensive degeneracy between the primary sequence 
and the secondary or tertiary structure (Maynard Smith, 
1970; Lau and Dill, 1990; Schuster et al., 1994; 
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an Nimwegen et al., 1999; Wilke, 200 1) and in metabolic 
nd developmental pathways in prokaryotes and eukar-
otes, where distributed network architectures facilitate 
)bustness via internal pathway degeneracy (Edwards and 
alsson, 1999, 2000a,b; von Dassow et al., 2000; Meir 
al., 2002; Shen-Orr et al., 2002; Ingolia, 2004; Wagner, 
005). Wagner (2005) refers to this form of robustness as 
listributed robustness' and argues, based on empirical 
vidence, for the primacy of its role in mutational 
)bustness in favour of gene redundancy arising from gene 
uplicates (Wagner 2000, 2001, 2005). Conversely, there is 
vidence that heat shock proteins, such as Hsp90 in 
)rosophila (Rutherford and Lindquist, 1998) and Arabi-
opsis (Queitsch et al., 2002), and GroEL in Escherischia 
91i (Fares et al., 2002), behave as modifiers of mutational 
)bustness. For the remainder of this article, we will restrict 
ttention to the modifier view of robustness. 
The evolution of mutational robustness is conceptually 
milar to the adaptive evolution of dominance proposed 
y Fisher (1928). In both cases it is the heritable deviation 
om the wild type that is being buffered, and the selective 
dvantage of the modifier is of the order of the mutation 
ite (Wright, 1929). Fisher believed that although the 
lective advantage is weak, in a large population with a 
umber of recessive mutations the accumulated selective 
ressure would drive the evolution of dominance. Wright 
)ok the view that dominance emerged as an intrinsic 
roperty of metabolic pathways and proposed an alter-
ative 'physiological' theory of dominance (Wright, 1934). 
acser and Burns (198 1) provided considerable support for 
Vright's argument with a model of a multienzyme system 
iat showed that the flux of the enzyme pathway is 
sensitive to concentration changes in the enzymes 
volved, suggesting that dominance is an inevitable 
roperty of such systems. More recently, however, Bagheri 
nd Wagner (2004) have shown that this may only be the 
ase when one neglects nonlinear enzyme interactions. 
urrently, empirical evidence appears not to support 
Wisher's adaptationist hypothesis (Orr, 1991), although it 
ay be relevant in situations involving strong selection 
Flaldane, 1956; Mayo and Burger, 1997). The debate 
ontinues. Another related phenomenon that has received 
iuch attention is the evolutionary transition from 
aploidy to diploidy. A benefit may be afforded by an 
tended diploid phase due to the masking of recessive 
r partially recessive deleterious mutations (Crow and 
imura, 1965). Here, the adaptationist view appears to 
ave a plausible theoretical foundation (Kondrashov and 
row, 1991; Perrot et al., 199 1) although, interestingly, it is 
compatible with Fisher's view of dominance since it 
quires that newly arisen deleterious mutations are always 
it least partially) recessive (Perrot et al., 1991). Together 
'ith the evolution of mutational robustness, these scenar-
)s involve evolutionary modification of the genetic system 
self driven by the immediate benefit of alleviating the 
Ifects of deleterious mutations, which are of course a 
biquitous evolutionary phenomenon. 
A classic result that motivates the present study is that at 
equilibrium the mutation load (L*)  of the population is 
invariant with respect to the fitness consequences of 
deleterious alleles. Assuming fitnesses combine multiplica-
tively across loci, an allele which arises by recurrent 
irreversible mutation at rate i and incurs a fitness 
decrement s will equilibrate at frequency eu/s in a haploid 
population (mutation—selection balance). Hence the aver-
age fitness contributed by this locus is (1 - it/s) x 1+ 
(si/s) x (1 - s) = 1 - i; the mutation load at this locus is 
then j, and not a function of s (Haldane, 1937). The result 
has been generalized for all loci in the genome, giving a 
population load of mutations L* = I - e t (Kimura and 
Maruyama, 1966; Kondrashov, 1988), where U is the per 
genome per generation mutation rate, and hence the 
decrement to fitness due to individual mutations is again 
irrelevant. The reason for this is intuitive: if mutations are 
more harmful they are more readily removed from the 
population by selection. Those mutations with large 
deleterious effects are held at low frequency at mutation—
selection balance, and thus cause the same decrement to the 
mean fitness of the population as less harmful, and hence 
more frequently encountered, mutations. 
The action of mutational robustness is to reduce the 
magnitude of a mutation's fitness effect. Whilst it may be 
temporarily advantageous to reduce the selection coefficient 
associated with the deleterious mutation, this leads to the 
accumulation of mutations that would otherwise have been 
cleared by selection, and so a closed population (i.e. no flow 
of genetic material between populations) with enhanced 
robustness does not improve its equilibrium mutation load. 
Thus there is no long-term benefit for being robust, at the 
level of the closed population. This mutational decay of 
robust systems has received only limited attention (Frank, 
2003). If robustness has an intrinsic cost, such as the 
energetic cost of synthesizing the robustness gene product, 
then in the long term it will cause a net disadvantage for the 
population. Therefore, in an asexual population, we predict 
eventual loss of robust lineages. However, robustness might 
be favoured in a sexual population. Since the benefit of 
robustness (a reduced impact of mutations) accrues to the 
robust lineage, yet the cost (an increased equilibrium 
frequency of mutations) is shared by the whole population, 
robust lineages may have a relative advantage. It seems that 
this will increasingly be the case as the rate of recombina-
tion (in particular, between robustness genes and those 
genes undergoing mutational perturbation) is increased. 
This has received some attention, and the hypothesis is 
supported by contrasting the predictions of models of 
complete linkage, in which costly robustness is never 
favoured (Hermisson et al., 2002, p.  26), with those which 
assume free recombination, in which costly robustness can 
evolve (Wagner et al., 1997; Dawson, 1999). However, 
results for robustness evolution with intermediate recombi-
nation rates are lacking (de Visser et al., 2003, p.  1962). 
We examine a simple model that captures the essence of 
this problem. The dynamics of the system are described 
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using a multilocus methodology (developed by Barton and 
Turelli, 1991; Kirkpatrick et al., 2002) that highlights allele 
frequencies and linkage disequilibria, which is more natural 
than following genotype frequencies. Also, it provides a 
general notation that neatly partitions the various causes of 
evolutionary change, and allows for arbitrary complexity so 
that the model is readily extensible within this single 
framework. Specifically, we develop exact analytical recur-
sions describing the dynamics of a costly robustness modifier 
and its association with a mutating locus, and from this we 
generate an invasion condition to determine when this 
modifier will increase in frequency when vanishingly rare. 
We then make an assumption of minor robustness variants 
to examine how the robustness phenotype evolves in the 
longer term, moving from multilocus population genetics to 
an evolutionary game theoretic analysis. 
2. Model and analysis 
2.1. Two-locus model 
We consider a simple model which captures all the 
important features of this problem—a large population of 
sexual haploids, with a life cycle which involves (i) selection, 
followed by (ii) mutation, and finally (iii) mating to form 
diploid zygotes, which undergo meiosis to form the next 
generation of haploid individuals. All notation used in this 
article are summarized and defined in Table 1. A locus i 
suffers recurrent, irreversible mutation, from the wild-type 
allele with value X, = 0 to mutant allele with value X, = 1, 
at a rate ju. The fitness of the wild type is I, and the fitness of 
the mutant is 1—s in the absence of robustness. The 
frequency of the mutant is denoted p., and thus the frequency 
of the wild type is qi = 1 - p.. A second locus j controls the 
expression of the deleterious mutant, when it occurs at the 
first locus: with robustness k, the fitness contributed by the 
first locus is I - (1 - k)s. Two alleles, with varying 
robustness effect, are present. The 'resident' allele has value 
Xj = 0 and robustness effect k, and the 'variant' allele has 
value X = I and robustness effect k. The robustness locus 
also incurs a direct (intrinsic) cost, with the resident 
contributing 1 —cs, and the variant I —c s,, to an individual's 
fitness. The frequency of the variant is denoted P1  and the 
frequency of the resident is qj = I - We will assume that 
the direct effects of the loci multiply to give genotype fitness. 
The four genotype fitnesses are summarized in Table 2. The 
effects of linkage and inbreeding are described by an effective 
rate of recombination parameter, re . 
Following the above model, an individual's fitness may 
be written in the form: 
W = ( I - X)(1 - X1)iv00 + X(l - X)w 10 + (I - X)Xwo i 
+ XX1 w ii = (1 - X,)(l - X)(1 - c) 
+ X(l - X)(1 - (1 - k)s)(l - c) 
+(l —X,)X(l —c)+X 1 X1(l —(I —k)s)(l —c r),  
Table I 
Summary of notation used in this article 
Notation Definition 
Deleterious mutation rate at a single locus 
S Selection coefficient associated with deleterious 
mutation 
U Per genome per generation mutation rate 
L* Equilibrium mutation load 
Locus under recurrent mutation 
j Locus controlling robustness 
I, j A generic gene position 
A, B A generic set of gene positions 
W The set of all gene positions contributing to fitness 
A', Allelic value for gene position i (0 or I) 
P Frequency of the A'1 = I allele 
qi = I - pi Frequency of the A', = 0 allele 
= Allelic deviation for gene position i 
= IJiEAi Allelic deviation for a set A of gene positions 
DA = EEt,A] Association for set A of gene positions 
IV Fitness of an individual 
ji Population mean fitness 
aA Multilocus selection coefficient for set A of gene 
positions 
Z A generic robustness strategy 
X Resident robustness strategy 
y = x + ox Variant robustness strategy 
X* Equilibrium robustness strategy 
k, k[z] Robustness effect associated with strategy z 
c-, c[z] Cost of robustness associated with strategy z 
r. Effective rate of recombination 
= I + 0). Invasion fitness of robustness variant; its asymptotic 
rate of increase 
Table 2 
Genotype fitness (w) as a function of allelic value (X= 0, 1) at the 
mutating locus (z) and the robustness locus (j). 
Xi 
A'1 	0 	l—c 	 l—c 
(l—(l—k)s)(l—c) 	(l—(l—k)s)(I—c) 
where w''1 is the fitness of the (X,, X 1) genotype (see 
Table 2). This fitness function is analogous to Eq. (7) in 
Barton and Turelli (1991). 
2.2. Multilocus population statistics 
The multilocus framework of Kirkpatrick et al. (2002) 
describes individuals and populations according to devia-
tions from average values. An allelic deviation (( j = X1 —p 1) 
is defined for a generic gene position i, and describes the 
deviation of the allelic value (X, = 0 or I) from the 
population average (p i) at that position. Thus, the 
population average allelic deviation for a single gene 
position is zero. A corresponding deviation term (A = 
UIEAi) may be assigned to a set A of gene positions, and is 
the product of the allelic deviations for all the positions in 
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hat set. Note that the average deviation for a set of two 
ene positions (i and j) is equal to the allelic covariance 
)etween these positions (E[t] = E[(X1 - - p)] = 
ov[X,X]), and thus is equivalent to the linkage 
lisequilibrium (D 1 ) between these gene positions. In 
;eneral, the population average deviation for a set A of 
;ene positions will be denoted DA. Thus, the population 
;omposition with respect to a set of gene positions B may 
e fully described by the set of allele frequencies (p i, ieB) at 
hese positions, and the statistical associations (DA, AB) 
)etween these positions. If an association term corresponds 
o a set of gene positions in which a particular position 
èatures several times, for example DjiA,  then a reduction 
ormula may be applied to re-express this as p1q1 
! A +(l-2pj)DjA , as outlined by Kirkpatrick et al. (2002). 
We may now describe how sets of gene positions impact 
ipon an individual's fitness. Making the substitution 
= 	into the fitness function (I), this may be 
earranged into the form 
= 1 + 	- D,) + a1 (( - D) + a0(,1 - D0 ), 	(2) 
vhere aA is the contribution of the deviation for a set of 
;ene positions A to relative fitness, iv/. This is analogous 
o Eq. (6) of Barton and Turelli (1991) and Eq. (7) of 
(irkpatrick et al., (2002). The aA  terms provide selection 
;oefficients for a multilocus analysis (Kirkpatrick et al., 
002). For the present model, we have 
= - s(l - (( 1 —p1)(k + c(l - k r)) 
+p1(k + c(l - k))))/;, 
= (sp1((k + c(l - lc)) - (k + c(l - 
— (c - c))/i, 
= s((k + c(l - kr)) - (k + c(l - k)))/P. 	(3) 
Vlean fitness is found by taking an average of w over the 
)opulatiOfl: 
= I - sp1(l - k)(l - c) - (pc + (1 —p)c) 
—s((l —k)(l — c) — (l —k)(l c,))(p ipj  
(4) 
-laying extracted multilocus population fitness statistics 
'rom the model, we can now use them to make some 
emarkably elegant statements about how selection moulds 
he allele frequencies and linkage disequilibrium of this 
ystem. After selection we will consider mutation and then 
ransmission. 
Selection 
The multilocus methodology provides simple recursion 
xpressions for the change in allele frequencies and genetic 
issociations due to selection. The basic equation is 
ISDA = E aB(DAB - DADB), 	 (5) 
BCW  
where W is the set of all gene positions contributing to 
fitness. For the case of a single gene position (A = i), we 
may use expression (5) to describe the change in allele 
frequency (p 1) due to selection: 
Aspi = 	aBDIB. 	 (6) 
BC W 
A complication arises in that the association after selection 
(D = DA + ASDA) is described with respect to allele 
frequencies before selection. It will usually be helpful to 
correct for this, and the procedure is described in 
Kirkpatrick et al. (2002). No correction is necessary for 
the expressions describing allele frequency change. In the 
context of the present model, the change in the frequency 
of the deleterious mutation that is due to selection is 
described by 
= p, + aD0 + ajD, + ajjDjjj = p + apq1 + ajDy  
+a11(l —2p 1 )D,. 	 (7) 
This notational framework makes clear the causes of 
evolutionary change: here we see that the response to 
selection (Aspj = p - p) is given by the product of the 
strength of selection operating directly on the focal locus 
(a) and the variation at that locus (p,q1), plus the product of 
selection operating directly on the other locus (a1) and the 
association between the two loci (Do), plus the product of 
selection due to the epistatic interaction between the two 
loci (au)  and the appropriate association ((l-2p 1)D). 
Similarly, the change in allele frequency, due to selection, 
at the robustness locus is given by 
= p + a,D + ajD1 + aD = p + aiDij  
+ apq + a0 (l - 2p1)D. 	 (8) 
From expression (5), the change in the association between 
the loci is described by 
D, = D + ajD, + ajD + a1j(Dj - D) - (p - 	- p) 
= D + a,(l - 2p1)D + a(l - 
+ a(p1q1pq + (1 - 2p)(l - 2p)D1, - D,) 
- (p - )(:; - p) 	 (9) 
where the trailing term corrects, for change in allele 
frequency (Kirkpatrick et al., 2002). 
2.4. Mutation 
The change in frequency of the deleterious allele after 
mutation is described by 
P1 =p+u(l — p;). 	 (10) 
Since the  locus does not undergo mutation, p7 = p. From 
Kirkpatrick et al. (2002), the change in the linkage 
disequilibrium due to mutation is given by 
D.=(l—u)D 1 . 	 ( 11) 




Transmission—the union of gametes, crossing over, and 
fair meiosis—does not alter the allele frequencies in this 
model (so p" = p' and p7' = p7, where triple primes denote 
the variable is measured after transmission), but it does 
impact on the linkage disequilibrium. This is reduced by a 
fraction equal to the effective rate of recombination (Crow 
and Kimura, 1970), and so we have 
D.' = (1 - re)D.. 	 (12) 
2.6. Invasion analysis 
We have obtained recursions describing the change in the 
frequencies of the deleterious mutation (p) and robustness 
modifier (pj)  and the linkage disequilibrium (Do ) over a single 
generation incorporating selection, mutation and transmis-
sion. We now consider that the variant robustness allele is 
vanishingly rare (pj -.). 0, and hence D-+ 0), and examine the 
conditions under which this rare allele will increase in 
frequency (invasion). We will assume that ,u is sufficiently 
small for us not to have to worry about fixation of the 
deleterious mutation i.e. u<(1 - k)s. We will assume that 
the deleterious mutation is initially at its equilibrium point, 
- k)s). While the variant is rare, the evolu-
tionary dynamics at the j locus has vanishing impact on 
dynamics at the i locus, so in any generation we may express 
the frequency of the deleterious mutation as p, = p + hp,, 
where 5p, —* 0. Making this substitution, and summarising 
the changes in the allele frequency at the robustness locus 
and linkage disequilibrium due to selection, mutation and 
recombination, obtains p7' = jp + c2DU + O(5p,pJ, D) 
and = 3Pj + c4D + O((5p,p1 ,D), where 
- (1 —c)(l —k—,.t(l —kr)) 
(1 - it)(l - c)(l - k) 
s(l - c)(1 - k) 
0 —jt)(l —cs) 
- (I - r)(k - k)(l - c)t((l - k)s - and 
(I - re)(l - c)((l - k)(l - (I - k)s) - t(k - kr)) 
= (I - ,u)(]  - c)(l - k) 
(13) 
Neither of these recursions are functions of 6p j, therefore we 
need not explicitly follow the frequency of the deleterious 
mutation, so long as we assume it is close to its equilibrium. 
The asymptotic rate of increase of the rare variant, its 'invasion 
fitness', is given by the leading eigenvalue for the above system. 
This is the solution 2 to the characteristic equation (c 1 - 
— 2) - c2cc3 = 0 that has the largest magnitude. The 
condition for invasion of the robustness variant is 2> 1. 
2.7. Evolution of robustness 
We have obtained a condition for the invasion of a given 
resident population by a given variant robustness allele. 
We now ask the following questions: (I) is there a resident 
allele that cannot be invaded by any robustness variant? (2) 
Will the population converge on this evolutionarily stable 
state? In other words, we are interested in identifying the 
endpoint of robustness evolution in the longer term. To 
address this, we will now consider a continuum of 
robustness strategies (z), from zero robustness (z = 0) to 
full robustness (z = 1), each encoded by an allele at the j 
locus. The cost and effect of robustness parameters from 
the previous sections are now considered as functions of 
the robustness strategy (c[z] and k[z]; where c[0] = k[O] = 0 
and dc/dz, dk/dz>'O for all z). The resident allele encodes 
the robustness strategy z = x, and the variant encodes 
z = y. Thus, c = c[x], kx = k[x], c,, = e[y] and k = k[y]. 
For ease of analysis, we will consider only local stability, 
restricting our attention toy = x + 6x where 6x —* 0. Since 
this represents near-neutrality, the invasion fitness of the 
variant will be of the form 2 = I + (52, where (52 —f 0. 
Upon this assumption, we may solve the characteristic 
equation from earlier to obtain (52 —* ((1 - c j )(l - c4) - 
IX2 (X3)/( CX  + c 4 - 2) as 6x —k 0, or 
- c[x])k'[x] - (I - k[x])(r, + (I - r,)(1 - k[x])s - p)c'[xl 
(1 - c[x])(1 - k[x])(r, + (1 - r.)(1 - k[x])s - 
 
where the primes denote derivatives evaluated at the 
resident robustness strategy, i.e. c'[x] = dc[z]/dz, and 
k'[x] = dk[z]/dz, 
. 
Marginal invasion fitness is given by 
OklOyly = x = 21x. Setting re = 0, marginal invasion fit-
ness reduces to 3l/Oyl= = —c'[x]/(l - c[x]), which is 
negative for all x: over the whole range of resident 
strategies, selection favours variants with reduced robust-
ness. Hence, the only equilibrium point in the absence of 
recombination is at x" = 0. This means that when the 
effective rate of recombination is zero, costly robustness 
cannot evolve (Hermisson et al., 2002). We now ask, for 
re >'O, what is the end point of robustness evolution? We 
are therefore looking for a strategy that is both evolutio-
narily stable once attained (an ESS; Maynard Smith and 
Price, 1973; Maynard Smith, 1982), and is also attainable 
(i.e. convergence stable, so that when x is close to x', y 
closer to x" will invade; Eshel and Motro, 1981; Taylor, 
1996). A strategy that is both an ESS and is convergence 
stable is termed a 'continuously stable strategy' (CSS; 
Eshel, 1983; Christiansen, 1991). If a strategy x" is 
evolutionarily stable, then it must satisfy Ol/ayI,=. = 
0. Thus, 
d 0 	= 0 ~01 ~Y=,= 	0 02 	dx*
5;. +
5- 	 .—=0, 
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1oting that convergence stability implies a[a21ayI=.]1 




rd-re a )) 
Pen, 2000), where the function sgn returns the sign, or 
;ense, of its real argument, i.e. positive or negative or zero. 
Ihe partial derivative on the RHS is 
- 	it((l - k[x*])s - 
)re ay 	- ( I - k[x*])(re  + 0 - re)(1 k[x*])s - 
 
;ince RHS of(18)>0, it follows from (16) that the CSS x 
when it exists) is a monotonically increasing function of re . 
Ihus, we expect the endpoint of evolution to be a greater 
legree of robustness the higher the effective rate of 
ecombination. Applying the same procedure to the 
;election coefficient (s) and mutation rate (ii) obtains 









- 	re (re + (I - re)(l - k[x*])s)k'[x*I 	
>0 	(20) 
- (1 - k[x*])(re + (1 - r)(1 - k[x*])s - 
.e. the CSS x is a decreasing function of s and an 
ncreasing function of t, so we expect the endpoint of 
evolution to be a greater degree of robustness as we 
lecrease the magnitude of the deleterious effect of 
utations and as we increase the mutation rate. From 
:14), the exact value of the CSS x can be found by solving 
:he equation 
1r,(1 - c[x])k'[x] - (I - k[x])(re + (I - r)(l - k[x])s - .t)c'[x] = 0. 
(21) 
ome representative numerical examples are given in Figs. 
IA and 2A. The assumption of vanishing variation is 
;omewhat artificial, and so we have used simulations to test 
:he predictions using a similar two-locus model that allows 
or continuum alleles which are simultaneously extant 
simulation results are presented in Figs. I  and 2B). We 
md that numerical solutions to the analytical prediction 
iven by (21) and the results of the simulations are 
enerally in good agreement. Depending on the choice of 
arameters and robustness functions, there may be: (I) a 
;ingle internal equilibrium, which is a CSS (Fig. IA); (2) an 
instable equilibrium in addition to the CSS (Fig. 2A, e.g. 
ines for re = 0.1, 0.05, 0.01); or (3) no internal equilibria 
:Fig. 2A, e.g. r = 0.5). The simulations confirm that a 
)opulation initialized at close to zero robustness will 
iltimately find itself trapped at the CSS, where this exists 
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Fig. 1. (A) Marginal invasion fitness ä21äyI 	as a function of the 
resident robustness strategy (x) and the effective recombination rate (re), 
assuming i = 0.0l,s = 0.1,c[z] = z' ° ,k[z] = z 112 . The sign of marginal 
invasion fitness determines the direction of selection; if it is positive then 
variant strategies increasing robustness are favoured, and if it is negative 
then variant strategies reducing robustness are favoured. The convergence 
stable robustness strategy (marked by a filled circle) is an increasing 
function of the effective rate of recombination. (B) For the same model, 
simulation results (squares) confirm the analytical prediction (line) that 
robustness increases with the effective rate of recombination. 
(Figs. lB and 213). Due to the assumption that mutation-
selection balance holds the deleterious mutation at inter-
mediate frequency (i.e. t<(l-k)s, which may also be 
written as k, < l-ji/s) the present analysis does not allow 
for examination of the evolution of almost complete 
robustness (k = 1). 
Although the simulations and analytical predictions 
have a very good fit, they are not perfect. In particular, 
the simulations tend to give an end-point of robustness 
evolution that is higher than predicted from the game 
theoretic approach. There is reason to suspect that the 
invasion analysis underestimates the benefits of robustness. 
For example consider a variant robustness allele with 
associated cost such that its asymptotic rate of increase is 
exactly I. Initially, this allele will increase in frequency, and 
will eventually settle at a neutral equilibrium. To some 
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Fig. 2. (A) Marginal invasion fitness ä)./3yI, as a function of the 
resident robustness strategy (x) and the effective recombination rate (r,,), 
assuming ii = 0.01,s = 0.1,c[z] = 0.15z,k[z] = z112 . The sign of marginal 
invasion fitness determines the direction of selection; if it is positive then 
variant strategies increasing robustness are favoured, and if it is negative 
then variant strategies reducing robustness are favoured. The convergence 
stable robustness strategy (where it exists, e.g. for r = 0.0 1, 0.05, 0. 1, 
marked by a filled circle) is an increasing function of the effective rate of 
recombination; there is also sometimes an unstable equilibrium (marked 
by an empty circle). (B) For the same model, simulation results (squares) 
confirm the analytical prediction (line) that robustness increases with the 
effective rate of recombination, and that there is no internal stable end 
point for r >0.11. 
extent then, this allele has been favoured, although 
technically it does not invade. More generally, deviations 
from the analytical predictions will occur due to slowness 
in attaining the evolutionary endpoint, as selection acts 
weakly upon robustness and only a finite number of 
generations are simulated. 
3. Discussion 
We have examined the evolution of costly mutational 
robustness in a simple two-locus model for when recombi-
nation (re) between the two loci is intermediate. Previously, 
only the extremes of zero recombination (Hermisson et al., 
2002) and freely recombining loci (Wagner et al., 1997; 
Dawson, 1999) have been considered. A multilocus 
methodology has been employed to obtain recursions for 
allele frequencies at the robustness locus and the associa-
tion between this locus and the locus that is under recurrent 
mutation. The result is an analytical condition for when the 
robustness variant invades a population. Restricting 
attention to minor variants, we have used this condition 
to determine how the end point of robustness evolution 
varies with the effective rate of recombination (re), the 
intrinsic deleterious effect of the mutation (s) and the 
mutation rate (ii). Consistent with previous theory, we find 
that costly robustness cannot be favoured when the 
effective rate of recombination is zero. In addition, we 
show that, where one exists, the internal stable endpoint of 
robustness evolution is an increasing function of effective 
recombination rate and the mutation rate, and is a 
decreasing function of the intrinsic deleterious effect of 
the mutation. Although the analysis assumes vanishing 
robustness variation in the population at any time, 
simulations that relax this assumption reveal the analytical 
treatment is robust. 
Why do we predict enhanced robustness with increasing 
effective rate of recombination? Recombination favours 
robustness in two ways: (1) by allowing a robust lineage to 
discard the excess of deleterious mutations it has accumu-
lated, and (2) these deleterious mutations are inflicted upon 
non-robust lineages where they cause enhanced damage to 
fitness, thus increasing the relative fitness of the robust 
lineages. Put another way, by breaking down the associa-
tion between the robustness gene and the target of the 
robustness effect, recombination decouples the immediate 
benefit of robustness (enhanced fitness in the context of a 
mutant genotype) from the long-term cost (increased 
frequency of mutations at mutation—selection equilibrium); 
the former accruing only to robust individuals, and the 
latter being paid by the population as a whole. This benefit 
for robustness is mirrored in the Perrot et al. (1991) model 
for the evolution of diploidy, which features gene flow 
between haploids and diploids. With this in mind, the 
model predicts increased maladaptation in the genomes of 
sexual, outbred populations, whereas the genomes of 
asexual or inbred populations should be less afflicted with 
the mutationally decayed remains of robust networks. 
The endpoint of robustness evolution is predicted to be a 
decreasing function of the selection coefficient associated 
with deleterious mutations. This is because as the strength 
of selection upon the mutating locus increases, so does the 
epistasis between the robustness and mutating loci, which 
results in a greater association between these. Since it is the 
build-up of this linkage disequilibrium which acts to 
disfavour the evolution of robustness, weaker selection 
against the deleterious mutant favours enhanced robust-
ness. An analogous result emerged from Perrot et al.'s 
(1991) model for the evolution of diploidy. Interestingly, 
this is responsible for the run-away selection for robustness 
observed in some of the simulations (Fig. 213), because as 
the population becomes more robust to deleterious 
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nutations there is reduced selection acting upon the 
nutating locus, and thus a lower build-up of linkage 
lisequilibrium between the two loci. Intuitively, it would 
;eem that mutational robustness should be increasingly 
avoured as deleterious mutations become more, rather 
han less, harmful. Yet it is the mutation load and not the 
nutation effect that is crucial (Proulx and Phillips, 2005), 
;o the endpoint of robustness evolution is an increasing 
unction of the mutation rate and not the deleterious 
nutational effect. This is consistent with Wright's (1929) 
'iew that selection for mutational robustness will be of the 
)rder of mutation rate. 
It is of interest to compare the present results with 
)revious models for the evolution of mutational robust-
'ess. Wagner et al. (1997) investigated the evolution of a 
nodifier of mutational robustness impacting upon a 
iumber of loci underlying a quantitative trait under 
3aussian stabilising selection. Individual-based simula-
ions showed that the selection coefficient acting on the 
nodifier tends to increase with the intensity of the 
tabilising selection, a result that was verified in determi-
istic simulations by Kawecki (2000). This is in contrast to 
he result we report here where the modifier invades most 
asily at lower strengths of selection against the deleterious 
tllele because it is here that the modifier experiences 
veakest linkage disequilibrium with the deleterious allele. 
Wagner et al. (1997) attribute their result to stronger 
;tabilising selection enabling stronger selection for canali-
ation. Their result crucially depends on the possibility of 
)ack mutation, plus high mutation rates, so that back 
nutation is strong relative to selection. The present 
inalysis assumes no back mutation, and this appears to 
e the reason for the disparity. The neglecting of back 
nutation seems reasonable if there are many alleles that 
ive rise to defective gene products and only a few that 
ode for a correctly functioning protein. However, further 
york is needed to clarify the impact of back mutation on 
:he evolution of robustness. 
We note some possibilities for the evolution of synergistic 
pistasis, where an individual's fitness declines more rapidly 
Nith increasing numbers of deleterious mutations than 
Dredicted by a multiplicative fitness scheme. In many 
Tiodels, mutational robustness is synonymous with syner-
istic epistasis (de Visser et al., 2003; Michalakis and Roze, 
a004). For example the classic 'neutral network' (van 
imwegen et al., 1999) models of robustness—involving 
ndividuals with less than some threshold number of 
nutations having wild-type fitness, and individuals exceed-
ng that threshold being inviable—presents an extreme form 
f synergistic epistasis. A substantial amount of theory has 
een devoted to the evolution of sex and recombination 
iven synergistic epistasis between deleterious mutations 
Kimura and Maruyama, 1966; Kondrashov, 1988; Char-
esworth, 1990). Inferring from the present analysis, we 
;uggest that synergistic epistasis can be an evolutionary 
Dutcome of sex and recombination, insofar as the latter 
processes promote the evolution of robustness, and  
synergistic epistasis emerges as a consequence. This 
hypothesis has some empirical support—there is a general 
trend towards weak synergistic epistasis between deleterious 
mutations among eukaryotes, but no trend in prokaryotes 
(de Visser et al., 1997; Elena and Lenski, 1997; de Visser 
and Hoekstra, 1998; Elena, 1999; Burch and Chao, 2004). 
This is beyond the scope of the present analysis, which has 
maximally one deleterious mutation in each individual, 
though it presents an interesting problem for the future. 
Currently, no convincing empirical evidence has been 
published that demonstrates that genetic robustness exists 
as an adaptation. One reason for this is that, while it is 
possible to demonstrate that heritable variation is buffered 
in particular organisms, it is not easy to determine whether 
genetic robustness is the primary function, merely a side-
effect of evolution for environmental robustness (Ruther-
ford and Lindquist, 1998; Ancel and Fontana, 2000; 
Queitsch et al., 2002; Burch and Chao, 2004), or perhaps 
simply an emergent property of gene networks (Kacser and 
Burns, 1981; von Dassow et al., 2000; Edelman and Gally, 
2001; Meir et al., 2002; Shen-Orr et al., 2002). A closely 
related problem is that the selection coefficient for a 
modifier of genetic robustness will be very weak, typically 
of the order of the mutation rate itself. However, the 
evolution of genetic robustness as a primary function may 
be plausible if there is migration between subpopulations in 
a heterogeneous environment (Mayr, 1963; Otto and 
Bourguet, 1999; Stearns, 2002). Migration rates can be 
much higher than mutation rates and therefore provide a 
stronger selective pressure for the buffering of (locally) 
maladapted alleles. Additionally, genetic robustness may 
evolve when selection fluctuates over time (Kawecki, 2000) 
and when selective sweeps take a population out of 
equilibrium (Mayo and Burger, 1997). It is with a view to 
extending the analysis to more complicated multilocus 
models that we have employed the methodology of 
Kirkpatrick et al. (2002), which permits arbitrary complex-
ity within a single notational framework. 
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