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Summary
In this thesis we study the behavior of some stochastic processes that evolve over
time via rerandomisations at times corresponding to independent exponential clocks.
Comparing a given process at any pair of times (s, t) is equivalent to “noising” the
process by a parameter ε := ε|s−t|.
The main pair of objects we consider are two one-dimensional simple symmetric random
walks denoted (Yn) and (Zn). The former moves up or down with probability 1/2 each,
while the latter continues in the direction it is already moving in with probability
1/2 and turns around otherwise. Despite both having the same law as sequences, they
display very different behavior when they evolve over time, or are noised. We also study
a continuous space Brownian motion version of (Zn), and study the time evolution of
that process.
A branching random walk is also considered, where each particle has exactly two off-
spring and moves as a random walk that either goes right one position or stays still.
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Noise sensitivity was first studied in the probability literature in 1999, in a paper by
Benjamini, Kalai, and Schramm [8]. This makes it a relatively new and exciting field
within modern probability theory, and it has distinct overlaps with statistical physics
and computer science. An excellent reference for an overview of noise sensitivity theory
is [19] by Garban and Steif.
1.1.1 Definitions and examples
Consider the n-dimensional hypercube Ωn := {−1, 1}n, where we say an element ω =
(x1, . . . , xn) ∈ Ωn is a sequence of n bits. A Boolean function is a map f : Ωn → {0, 1}.
In the area of voting models, where Boolean functions are commonly used, each bit
can be thought of as an individual voting for candidate A or B, represented by 1 and
−1 respectively. Then the Boolean function f can be viewed as the voting system that
collates said votes and outputs the winner of said vote. We shall see a few examples
that can be viewed in this way shortly.
It can also be helpful to think of f as an indicator function on n bits. To be exact,
f = 1Af where
Af = {ω ∈ {−1, 1}n : f(ω) = 1}.
We now define noise sensitivity and noise stability of a sequence of boolean functions
(fn), where fn : {−1, 1}mn → {0, 1} for an increasing sequence of positive integers (mn).
Let X be chosen uniformly from {−1, 1}mn , equivalently denote X = (X1, . . . , Xmn)
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where the Xi are IID Rademacher random variables. That is,
P(Xi = 1) = P(Xi = −1) = 1/2 ∀i ∈ N.
Again, we call the Xi “bits”. Fix ε ∈ (0, 1), let Xε be X but with each Xi independently
rerandomised with probability ε. Equivalently, we can say that each Xi becomes −Xi
with probability ε/2. We view the process of moving from X to Xε as “noising”.
We say that (fn) is called noise sensitive if for every ε > 0,
lim
n→∞
(E[fn(X)fn(Xε)]− E[fn(X)]2) = 0.
If the above holds for a sequence (εn) where εn → 0, rather than just a fixed ε, we
say that (fn) is quantitatively noise sensitive with respect to (εn). Quantitative noise
sensitivity is evidently stronger than noise sensitivity.
Viewing fn = 1Afn , (fn) being noise sensitive corresponds to (Afn) being asymptot-
ically independent in the sense that for large n, knowing whether or not Afn occurs
pre-rerandomisation would not help you determine whether it occurs after rerandomi-
sation.





P(fn(X) 6= fn(Xε)) = 0.
(fn) being noise stable corresponds to (uniformly in n) the events (Afn) being almost
identical as ε→ 0.
Note that noise sensitivity and noise stability are not opposites, there exist Boolean
functions that are both noise sensitive and noise stable, and functions that are neither.
The former occurs iff V ar(fn)→ 0 as n→∞, i.e. fn → C, a constant, in probability.
We now discuss a few important examples.
Example 1 (Dictator). Define DICTn : Ωn → {0, 1} by
DICTn(x1, . . . , xn) = 1{x1=1}.
In other words, the first bit is a dictator as it determines the value of the function,
overruling all other bits. Writing the ith bit of Xε as Xε,i, the dictator function is noise
stable as P(DICTn(X) 6= DICTn(Xε)) = P(X1 6= Xε,1) = ε/2 which is independent
of n and tends to zero as ε→ 0.
2
Example 2 (Parity). Define PARn : Ωn → {0, 1} by






where sign(x) = 1 if x ≥ 0 and 0 otherwise. So PARn takes the value 1 if there are
an even number of −1-valued bits, and 0 otherwise. We prove the parity function is
noise sensitive and not noise stable. We use the standard fact that the probability
generating function of a B = Bin(n, p) random variable is G(z) = ((1− p) + pz)n and
so P(B is even) = (1/2)(G(1) +G(−1)) = (1/2)(1 + (1− 2p)n). We now compute the
three quantities:









E[PARn(ω)PARn(ωε)] = P(PARn(ω) = PARn(ωε) = 1)




P(Bin(n, ε/2) is even) =
1
4
(1 + (1− ε)n)
where we’ve used that PARn changes sign after the noise iff an odd number of bits
change due to the noise, which again, can be viewed as a binomial random variable.
Plugging these quantities into the two definitions (and ensuring you take the supremum
over n first in the noise stable definition) reveals that the Parity function is noise
sensitive and not noise stable.
Example 3 (Majority). Define MAJn : Ωn → {0, 1} by






where sign(x) = 1 if x ≥ 0 and 0 otherwise. This example corresponds to a democratic
system where every individual’s vote is weighted equally. This function is not noise
sensitive which we shall prove in the next subsection, while it is noise stable which we
prove now. The proof we use is similar to the proof given in [8, Theorem 1.8], which
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is of a far more general result, but we do use ideas that come up in proofs in the next
two chapters.
Given a random Rademacher vector X = (X1, . . . , Xn), write Yn =
∑n
i=1Xi (an object
we call the compass random walk, to be introduced later), and denote the sum of the
noised Rademachers by Yn(ε). Let J denote the random subset of [n] = {1, . . . , n}








we have that Yn = Un + Vn and Yn(ε) = Un− Vn. It can be seen that if the signs of Yn
and Yn(ε) vary then we must have that |Yn| < 2|Vn|. Therefore it suffices to show that
limε→0 supn P(|Yn| < 2|Vn|) = 0. If the supremum occurred at some finite N ∈ N, then
as ε→ 0, VN → 0 in probability so our probability would be zero as required. Turning
solely to the case where the supremum occurs as n→∞, we split based on the size of
Vn to obtain
P(|Yn| < 2|Vn|) ≤ P(|Yn| < 2ε1/4
√
n) + P(|Vn| ≥ ε1/4
√
n).
For the first term, we use the Central Limit Theorem which gives (ignoring minor





















For the second term, we start by conditioning on |J | and use Markov’s inequality:
P(|Vn| ≥ ε1/4
√
n | |J |) = P(V 2n ≥
√
εn | |J |) ≤ 1√
εn













Both terms are independent of n and tend to zero, which suffices.
1.1.2 Influence and BKS
Given a Boolean function f : Ωn → {0, 1} and m ∈ [n] = {1, . . . , n}, we say that the
mth bit is pivotal for f for ω ∈ Ωn if f(ω) 6= f(ωm) where ωm is ω with the mth bit
4
changed. Now the influence of the mth bit is defined as
Im(f) := P(f(X) 6= f(Xm))






The BKS Theorem discovered by Benjamini, Kalai and Schramm [8] is a powerful result
that shows that a class of Boolean functions is immediately noise sensitive:






This result is an “iff” result provided that the boolean sequence (fn) consists of mono-
tonic functions. That is, if ω1 ≤ ω2 then fn(ω1) ≤ fn(ω2) for all n, where ω1 ≤ ω2
means that every bit in ω1 is ≤ every corresponding bit in ω2. ≤ defines a partial
ordering of elements of Ωn.
We shall not use the BKS theorem throughout the bulk of this thesis, but it shall
be used in the next section to show noise sensitivity of percolation crossing events.
However, the idea of influences is an important one that we shall use when producing
upper bounds on our Hausdorff dimensions in Chapters 2 and 3.
1.1.3 Dynamical processes and exceptional times
We now introduce the second way we can alter a stochastic process, by allowing it to
evolve over time via specific dynamics. These dynamics were used by Häggström, Peres
and Steif in [36] to study dynamical percolation, which we shall give an overview of in
the next section.
Informally, we set up our dynamics by attaching a sequence of exponential clocks
of rate 1 onto each bit, and whenever a clock rings, the bit corresponding to that
clock rerandomises its value. To be precise, for each j ≥ 1, let (Nj(t), t ≥ 0) be an
independent Poisson process of rate 1, and for each i ≥ 0, let Xij be an independent
random variable with P(Xij = 1) = P(Xij = −1) = 1/2. Then define
Xj(t) = X
i
j whenever Nj(t) = i.
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In words, Xj(t) has the same distribution as Xj and rerandomises itself at the times
of the Poisson process Nj(t). We can then define X(t) = (X1(t), X2(t), . . . ) to be our
dynamical random variable of bits rerandomising over time.
There is a direct relationship between this model and “noising” that we introduced
earlier. If we have X(s) and X(s+ t) for some t > 0 then by the Markov property and
basic facts about the exponential distribution we have that the joint distribution of
these two random variables is that same as that of X and Xε for ε = 1− e−t. Equally,
given ε ∈ (0, 1) we can define t = − log(1− ε). We generally consider small values of t,
or equivalently, small values of ε so the approximation 1−e−t ≈ t is usually appropriate
for intuition’s sake. In particular, we may compare fn(X(0)) with fn(X(t)) (written
fn(0) and fn(t) in short) when deciding whether (fn) is noise sensitive or noise stable.
Let F = (Fn) be a stochastic process where Fn = Fn(X1, . . . , Xmn) is built us-
ing X1, . . . Xmn . Recall that (mn) is a positive increasing sequence. Let A be an
event that F satisfies almost surely, that is, P(F satisfies A) = 1. Writing F (t) =
(Fn(X1(t), . . . , Xmn(t)))n via the above dynamics, as F (t) = F in law we have
∀t P(F (t) satisfies A) = 1.
It can also be shown by Fubini’s Theorem that
P(F (t) satisfies A for a.e. t) = 1.
The fundamental question of interest then becomes where or not we can replace “a.e. t”
with “∀t”? If so we say that A is dynamically stable with respect to (F (t))t, otherwise A
is dynamically sensitive and there are exceptional times where Ac occurs with positive
probability. If certain ergodic (or zero-one law) arguments can be applied then this can
be strengthened to there being exceptional times almost surely. Notice that the set of
exceptional times has Lebesgue measure zero, meaning that to get a grasp of the “size”
of the set of exceptional times we need some other measure. For this purpose we use





d : E ⊂
∞⋃
i=1
Ci and diam Ci < δ ∀i
}
where diam Ci is the maximum (Euclidean) distance between any two points in Ci, and
the infimum is taken over all valid open covers of E (a single cover is given by (Ci)).
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Now, the Hausdorff dimension of E is given by





We call Hdδ(E) the Hausdorff content of E. For general theory regarding the Hausdorff
dimension, the interested reader is steered towards the following book by Falconer [17].
We rarely use the above definition throughout this thesis. Instead, the main result we
use is that the Hausdorff dimension of a countable union is equal to the supremum of
the individual Hausdorff dimensions. See the discussion before [17, Proposition 2.3] for
a proof.
Dynamically sensitive events are an incredibly interesting object of study, as they are
events that a.s. do not occur and any fixed time, but almost surely occur at some
random time. There is an informal link between noise sensitivity and dynamical sensi-
tivity in that dynamically sensitive events seem to have a corresponding noise sensitive
function, but there have been no rigorous result proven regarding this relationship.
1.2 Dynamical percolation and crossings
This section, which is disjoint from the rest of this thesis, covers the percolation model
that put the theory of noise sensitivity and dynamical sensitivity into the spotlight.
Without the following work, this thesis would likely have not been produced at all.
These dynamics were used by Häggström, Peres and Steif in [36].
For a general overview of percolation theory, we recommend the following book from
Grimmett [21]. For a general guide regarding percolation on the graphs we are consid-
ering, as well as the noise sensitivity and exceptional times results, see [19] by Garban
and Steif. [48] also provides a good reference to material on dynamical percolation.
1.2.1 Percolation on T and Z2
T is defined by the set of points
Z + eiπ/3Z := {x+ eiπ/3y : x, y ∈ Z},
thus we are embedding T in C. We now define site percolation on T. The site of
a vertex x ∈ T consists of all points in C that are closer to x in Euclidean distance
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than any other vertex in Z + eiπ/3Z. These sites are hexagonal in shape. For site
percolation, fix p ∈ [0, 1] and with probability p keep each site, independently of each
other, i.e. discard each site with probability 1− p. The resulting graph is a realisation
of percolation on T. The sites kept are called “open” and the edges thrown out are
“closed”.
We also define bond percolation on Z2 as follows. The graph structure consists of the
elements of Z2 as vertices, with edges connecting every pair of vertices that are at a
Euclidean distance of one from each other. The bond percolation model on Z2 is as
follows, fix p ∈ [0, 1], then keep each edge in Z2 independently with probability p, and
discard them otherwise. The resulting graph is a particular realisation of percolation
on Z2.
Throughout this section we focus solely on T, however the results to come can be
somewhat applied to bond percolation on Z2. These results tend to be less accurate as
site percolation on T is known to be conformally invariant in the scaling limit while bond
percolation on Z2 is believed to be, but this has not yet been proven. We will mention
any significant differences between the results for both graphs when appropriate.
The main question when considering percolation models is whether or not an infinite
connected component of edges/sites exists. Given a particular graph structure G and
the origin 0, we denote by C(0) the open component of edges/sites containing 0, then
we can define
θG(p) := Pp(|C(0)| =∞)
where Pp denotes the probability measure for our percolation model with parameter p.
We can also define the percolation threshold for a graph G
pc(G) := sup{p : θG(p) = 0}.
It is known that if p < pc(G) then there almost surely does not exist an infinite
open component in G, while if p > pc(G) then there almost surely does exist such a
component. It can be shown that a 0 − 1 law applies when p = pc(G) so that infinite
components either exist almost surely or not.
We have that for bond percolation pc(Z2) = 1/2 and that for site percolation pc(T) =
1/2. It is also known that when p = pc in either case we almost surely do not have
infinite components, see [22, Theorem 1] and [24, Theorem 3.1 and (3.67)] respectively.
As this system is discrete (there are a countable number of sites), we can “noise” it
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in a way that allows us to ask questions regarding noise sensitivity. To be explicit,
after a given realisation of the percolation model with parameter p, we fix ε > 0
and rerandomise every site (both open and closed) with probability ε. That is, if
rerandomised it becomes open with probability p and closed otherwise.
This also means that we can study percolation on a graph that evolves over time as
in Section 1.1.3. To reiterate, we can attach every site with independent Bernoulli(p)
random variables (a value of 1 corresponding to being on), and then have each of these
site variables rerandomise at independent Exp(1) times.
From here on out, we fix p = pc = 1/2. The reason for this is that by [36, Proposition
1.1], when we are away from criticality there are almost surely no exceptional times for
percolation events.
We now define the Boolean function of interest this section, the left-right crossing
function. Fix a, b > 0 and consider, for each n ∈ N, the rectangle Rn := [0, an]× [0, bn].
We define the Boolean function fn : {−1, 1}O(1)n
2 → {0, 1} on T (resp. Z2) as the
indicator function of whether or not a left-to-right crossing of open sites (resp. edges)
in the rectangle Rn, where this rectangle is intersected with the respective graph’s
structure. See Figure 1-1 for an example.
Figure 1-1: A left-to-right crossing on T within a given rectangle. Sites that are open
are blue, while red sites are closed.
The main result here is a combination of [19, Corollary 8.3, Theorem 8.4] and is stated
as follows:
Theorem 1.2. (fn) defined as above is noise sensitive for both T and Z2.
Recall that we can write fn = 1Afn where Afn is the event that there is a left-right
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crossing on Rn. As we have seen, a Boolean function is trivially both noise sensitive
and noise stable if P(Afn) → 0 or 1. The RSW theorem [19, Theorem 2.1] says that
for fixed a, b, there exists a constant c = c(a, b) > 0 such that
c < P(Afn) < 1− c ∀n ∈ N.
Not only does this tell us that asking about noise sensitivity is non-trivial, but it also
means that there is a non-zero probability of seeing open clusters of any finite size. We
also have the following result, see [19, Theorem 11.6].
Theorem 1.3. There almost surely exist exceptional times where T has an open infinite
component, and the set of such exceptional times has Hausdorff dimension 31/36.
The above also holds for Z2 except the Hausdorff dimension is unknown. A first moment
argument not detailed here provides an upper bound on the Hausdorff dimension of
such times of 31/36, but no lower bound.
In the following subsections, we briefly detail a few different methods of trying to prove
Theorems 1.2 and 1.3. None of this machinery is used elsewhere in the thesis.
1.2.2 Method 1: BKS
Here we utilise the BKS Theorem, Theorem 1.1, to prove Theorem 1.2. Sadly, the BKS
theorem does not help us prove the existence of exceptional times as in Theorem 1.3.
See Chapter 6 of [19] for a more detailed version of the following computations.
In order to utilise the BKS Theorem we need to have a solid understanding of the
influences of (fn), i.e.
Im(fn) = P(m is pivotal for fn)
where m is a site in T. Recall than m being pivotal for fn means that whether m is on
or off changes whether or not there is a left-to-right crossing on Rn = [0, an]× [0, bn]
For simplicity’s sake, take m to be a site far from the boundary ∂Rn. For m to be
pivotal, we need an open path from m to the left boundary and an open path from m
to the right boundary, so that when m is on we definitely have a crossing. However,
we also need a closed path from m to the top and bottom boundary, so that when m
is off, Rn is split down the middle so that a left-right crossing cannot exist.
Therefore, at a bare minimum, we need four paths of alternating “colours” (say, white
is on and black is off) from m in BR(m), the ball of radius R with centre m, where R is
the distance from m to ∂Rn. This event we call a four-arm event, and the probability
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it occurs is denoted α4(R). It can be see in Werner’s works [46, 52] (the former done
with Smirnov), that for all ε > 0, ∃C > 0 such that for all R ≥ 1 and r > 0
α4(R) ≤ CR−5/4+ε
Figure 1-2: A four-arm event on a circle of radius R which occurs with probability
α4(R). Blue corresponds to on and red corresponds to off. Notice that the status of
the yellow site determines where or not there is a blue left-to-right crossing and a red
top-to-bottom crossing.
The four-arm event is a fairly good approximation for the influence for most sites m,
this is because most sites are not “too close” to the boundary of Rn. In the case that
m is close to ∂Rn, but still somewhat away from a corner, it is better to consider
the three-arm event in the half-plane. That is, the probability we have three paths
of alternating colours from the boundary of a half-plane to radius R out. The case
that m is close to a corner is best approximated by a two-arm event in the quarter
plane, defined similarly. Bounding these other events and then combining them via a
technical argument leads to the following bound on the sum of the squared influences:
∑
m∈Rn
Im(fn)2 ≤ Cn2(n−5/4+ε)2 = Cn−1/2+2ε
and we are free to choose any ε > 0. So choosing ε < 1/4 gives us the convergence to
zero that BKS desires.
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1.2.3 Method 2: Randomised algorithms
This second method, randomised algorithms, utilises the connection Boolean functions
have to computer science and allow us to learn about both noise sensitivity and excep-
tional times. See Chapters 8 and 11 of [19] for a more detailed guide to the theory and
algorithms stated.
Given a Boolean function f : Ωn → {0, 1}, and a randomly chosen n-string ω ∈ Ωn,
an algorithm (or decision tree) on f is a function A of both f and the revealed bits
of ω, which reveals bits of ω in a particular order (dependent on both A and the
position/values of previously revealed bits were) and stops when the value of f(ω) is
known. A randomised algorithm (or randomised decision tree) is exactly the same, but
external randomness may also be used when deciding which bits to reveal.
Let JA be the random set of bits revealed by the randomised algorithm A, and define




i.e. the probability that the bit which is most likely to be revealed, is revealed. The




the smallest revealment over all possible randomised algorithms of f . [19, Corollary




In other words, noise sensitivity occurs when (in the limit) no particular bit of ω has
a sizable influence over the value of fn. The randomised algorithm used to show noise
sensitivity is as follows:
1. Pick a random site from the middle third of the right hand boundary of the
rectangle under consideration. This step needs auxiliary randomness so that the
revealment of the starting site is not too large.
2. From the right of that hexagon, create a path moving upwards along the edges of
the hexagons that turns left at closed hexagons and right at open ones, stopping
when we reach the left-hand side or get stuck at another boundary. Note that we
are querying the hexagons required to make such a path.
3. From that same initial position, create a downwards path that turns right at
12
Figure 1-3: A realisation of the (green)
path along the edges traced out by step
2 of the algorithm.
Figure 1-4: A realisation of the (green)
path along the edges traced out by step
3 of the algorithm.
closed hexagons and left at open ones. We again stop when we get stuck or reach
the left-hand side.
4. If either path succeeds in reaching the left-hand side then we know fn(ω) = 1,
otherwise we have fn(ω) = 0.
See figures 1-3 and 1-4 for a demonstration of this algorithm. As the paths traced out
by this algorithm run on the boundary of open/closed components, we know that if a
particular site is queried then there there must have been an open path and a closed
path from that site to the right boundary. This is known as a two arm event, which
for sites far from the boundary gives a revealment of at most α2(n) . n−1/4+ε for any
ε > 0 (see [46]). By . here we mean that there is some constant c ∈ (0,∞) such that
α2(n) ≤ cn−1/4+ε for all large n.
Some technical arguments show that the same bound holds for sites close to the bound-
ary, therefore this algorithm on T gives us that for any ε > 0, δfn . n−1/4+ε, which
decays to zero for small ε. A similar algorithm on Z2 gives the same revealment with
1/4 replaced with some other positive constant.
Another benefit of this result is that it gives a criterion for quantitative noise sensitivity.
To be precise, if δfn . n
−β then for all γ < β/2
lim
n→∞
E[fn(ω)fn(ωn−γ )]− E[fn(ω)]2 = 0.
In the case of T, the above holds for β = 1/4.
Randomised algorithms were also used to get a lower bound of 1/6 for Theorem 1.3,
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which while incredibly important (as it gives us existence of exceptional times) does
not provide us with the strongest possible bound. Also, this method did not succeed
in proving the existence of exceptional times for Z2. We now briefly outline the proof
of the lower bound.
We define fR(t) to be the indicator function of the event that there is an open path
of length R containing the origin at time t. Ignoring many details for brevity (see
[19, Proposition 11.3] - or Section 4.3 for a similar argument), exceptional times exist







the Lebesgue measure of the set of times t where there is an open path of length
R containing the origin. Fubini’s theorem alongside time-invariance (the fact that












= P(fR(0) = 1)2 = α1(R)2
the (squared) probability of a one-arm event, the event that there is a single open path




P(fR(0) ∩ fR(s)) ds.
Bounding the integrand can be done using some theory relating revealments to the
energy spectrum (defined in the next subsection), as well as computing an efficient
algorithm for the radial event we are considering here, as opposed to the chordal case
we discussed earlier. Omitting a lot of mathematics it is proven that
P(fR(0) ∩ fR(s)) . s−5/6α1(R)2
which integrates to a constant times α1(R)
2 as required. This probability can be
multiplied by a factor of s−γ for any γ < 1/6 without the integral diverging, and
this fact alongside Frostman’s lemma gives us a lower bound of 1/6 on our Hausdorff
dimension.
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1.2.4 Method 3: Fourier analysis and spectral sample
This last method, while the most powerful, is also the most abstract. While we will be
precise with the definitions and results, we will not really go into any detail regarding
the proofs. For that detail, we recommend Chapters 4, 9, 10 and 11 in [19].
We consider L2(Ωn), the vector space of real-valued functions on Ωn, which Boolean
functions are contained in. This space can be equipped with the inner product




where the expectation is with respect to the uniform measure. L2({−1, 1}n) has an
orthonormal basis with respect to this inner product given by {χS : S ⊂ [n]} ([n] =










where the Fourier-Walsh coefficients f̂(S) satisfy
f̂(S) = E[fχS ] = 〈f, χS〉.
Clearly f̂(∅) = E[f ]. The set of Fourier-Walsh coefficients is called the spectrum, and
analysis of the spectrum gives some indication about the behavior of f , for example
whether or not f is noise sensitive. We also define
P̂f ({S})E[f2] = Q̂f ({S}) := f̂(S)2
where Q̂f is the spectral measure on the measurable space (P([n]),P(P([n]))), where
P(A) is the power set of a set A, while P̂f is the spectral probability measure on
the measurable space (P([n]),P(P([n]))). Note by Parseval’s identity (see e.g. [32,






and if this equals 1 then Q̂f = P̂f . For the rest of this subsection we define our
Boolean functions to have codomain {−1, 1} rather than {0, 1} so that this indeed
occurs. Remember that with the codomain {0, 1} we can write f = 1Af so moving into
this new codomain corresponds to studying
g = 1Af − 1Acf
rather than f . Denote Êf as the expectation under P̂f , and S for a random subset
of [n] generated from P̂f . To be precise, we sample from P̂f conditioned on solely the
singleton sets within P([n]). Define BS ∼ Bin(|S|, ε/2). Using the orthonormality of
the (χS), alongside that χS(X)χS(Xε) = 1 iff an even number of bits in S change (this




















= Êf [(1− ε)|S|1{S6=∅}].
Therefore if we have a sequence (fn), it is noise sensitive iff |Sfn | → ∞ in probability,
given Sfn 6= ∅. In a way this means that noise sensitive functions have high frequencies.
On T, [19, Theorem 10.3] states that approximately
P̂(0 < |Sfn | < u)  n−1/2u3/4
while [19, Theorem 9.8] says that there exists a constant c > 0 such that
P̂(|Sfn | ≥ cn2α4(n)) = P̂(|Sfn | ≥ cn3/4) ≥ c ∀n ∈ N
which gives us the noise sensitivity asked for in Theorem 1.2. This method also grants
us the lower bound of 31/36 for the Hausdorff dimension via a similar bound but on
|Sgn | where gn is the indicator of the one-arm event on BR(0) for some fixed R > 0.
As in the previous subsection, to get the exceptional times results one must focus on
the radial events rather than chordal/rectangular events.
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1.3 The compass random walk
In this section we introduce the compass random walk, which is the “canonical” simple
symmetric random walk probabilists are used to. We also introduce the dynamical
compass walk and review key results regarding this process, as well as noise sensitivity
results. We split our work by dimension. The last subsection discusses results regarding
the compass walk with Gaussian steps.
1.3.1 One dimensional case
Let X1, X2, . . . be independent Rademacher random variables i.e.
P(Xi = 1) = P(Xi = −1) = 1/2





where we take the empty sum to be zero, so Y0 = 0. We call Y = (Yn, n ≥ 0) the
one dimensional compass random walk. In other words, at each step independently, we
jump upwards with probability 1/2 and downwards with probability 1/2. We call this
walk the compass walk because there is an inherent sense of direction, Xi = 1 always
corresponds to an upwards jump etc.
Viewing Y = Y (X) as a function of the step variables, we can use the construction
from Section 1.1.3 to construct the dynamical compass random walk Y (t) = Y (X(t)),





We can ask whether properties of this walk are noise sensitive or have exceptional
times.
Before going into that, it is prudent to think about how the process evolves over time.
One way to do this is to consider how the path of the walk changes if only a single step
changes its value. If the mth step is the only step to change its value between times 0
and t then:
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Figure 1-5: A realisation of (Yn(0)) (blue) and (Yn(t)) (red) for n ≤ 10 where
Xj(0) 6= Xj(t) only for j = 6.
In other words, once the change is visible, it causes a shift of size two. See Figure 1-5
for an example.
Now consider looking at this path for large n, it would not be unreasonable to think
that a single shift of size two is not going to impact the behavior of the walk much.
The question then becomes whether or not a chain of these shifts (which could be in
either direction) may produce noise sensitive events.
First of all consider the sequence of events indicating whether or not Yn is positive,
that is, ({Yn > 0}, n ≥ 0). We claim that this sequence is noise stable. In fact,
this is identical to what was proved in Example 3, that the Majority function is noise
stable. To be precise, it is identical except for the fact that the Majority function asks
whether the sum is non-negative, rather than positive. By symmetry between (Yn(t))
and (−Yn(t)) this slight difference does not matter.
The process (Y (t)) has been studied intensively in [7] by Benjamini, Häggström, Peres
and Steif, with fewer restrictions on the law of the individual Xj ’s. We now state
their one-dimensional results in full generality. These results are [7, Proposition 1.1,
Theorem 1.2 and Theorem 1.11] respectively.
Theorem 1.4. If E[X1] = µ < ∞ then the Strong Law of Large Numbers (SLLN) is











Theorem 1.5. Let E[X1] = 0 and V ar(X1) = σ2 < ∞. Then the Law of the Iterated












Theorem 1.6. Let X1 be concentrated on Z, have finite support and E[X1] = 0. Then
recurrence is dynamically stable for Y . That is,
P (∀t Yn(t) = 0 for infinitely many n) = 1.
This last result is further strengthened in [25, Theorem 1.5] to mean 0, variance 1
steps that are concentrated on Z, provided there exists ε > 0 such that we have finite
absolute 2 + ε moments.
So, as expected from the heuristics the compass walk seems to be a very stable process
under noise and dynamics. The main draw of this thesis is that we can generate another
one-dimensional simple symmetric random walk that is far less stable. This walk will
be introduced in the next section.
1.3.2 Two dimensional case
It was conjectured in [7] that unlike in Theorem 1.6, recurrence should be dynamically
sensitive in two dimensions. We first define the walk. Let X1, X2, . . . be identically
distributed random variables satisfying
P(X1 = e1) = P(X1 = −e1) = P(X1 = e2) = P(X1 = −e2) = 1/4
where e1, e2 are the standard unit vectors in R2. We then define Y
(2)







n ) is the two-dimensional compass walk. Again there is an inherent and
external sense of direction, in that at each step the walk decides whether to go north,
south, east or west.
The intuition behind the recurrence being dynamically sensitive for (Y
(2)
n ) is that it is
know that (see e.g. [28, Theorem 4.1.1] and its proof) for any random walk (Sn) we
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have that Sn is recurrent iff
∞∑
n=0
P(Sn = 0) =∞.
The same reference also states the fact that P(Y (d)n = 0)  n−d/2 for any dimension
d ∈ N (the d ≥ 3 definition of the compass walk is in the next subsection). By  we




P(Y (2)n = 0) 
∞∑
n=1
n−1  log n→∞
so we have very slow divergence to infinity, implying that we have “weak” recurrence
which could be affected by noise/dynamics.
This conjecture was proven true by Hoffman [23], who not only showed that exceptional
times of transience exist almost surely, but that the Hausdorff dimension of the set of
such times is 1 almost surely. Hoffman and Amir [3] then showed that almost surely
there were times where the origin was the only position to be visited finitely many
times.
1.3.3 Dimensions three and higher
While Benjamini et al in [7] did not cover the d = 2 case, they did in fact fully analyse
(Y
(d)
n ) for all d ≥ 3. Their quite general construction is as follows:
Take a discrete Abelian group G with identity element 0 and then define a symmetric
probability measure ν on G (so that ν(g) = ν(−g) ∀g ∈ G). From there define the
processes Xn(t) to be dynamical random variables that rerandomise over time as in





as usual. In our particular setting, we have G = Zd and S = Y (d) (for any d ∈ N)
under the usual component wise addition, and ν defined such that ν(ei) = ν(−ei) =
1/2d ∀i = 1, . . . , d, where ei = (0, . . . , 0, 1, 0, . . . , 0)ᵀ is the ith standard basis vector of
Zd. Note that this construction matches up to our model in d = 1, 2.
For d ≥ 3, simple symmetric random walks are transient by [28, Theorem 4.1.1], so it
is exceptional times of recurrence that we are searching for. Indeed Benjamini et al
found a criterion for the existence of such times in [7, Theorem 5.5]:
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Theorem 1.7. For a dynamical random walk (Sn(t))n,t defined as above, we have that
P(∃t : Sn(t) = 0 i.o.) =
0 if
∑∞
n=0 nP(Sn = 0) <∞
1 if
∑∞
n=0 nP(Sn = 0) =∞
Again, P(Y (d)n = 0)  n−d/2 so exceptional times of recurrence do not exist for d ≥ 5,
that is, transience is dynamically stable. While for d ∈ {3, 4} transience is dynamical
sensitive and the Hausdorff dimension of the set of exceptional times is (4 − d)/2 by
[7, Theorem 1.13]. Note in particular that for d = 4 the set is a.s. non-empty despite
having Hausdorff dimension and Lebesgue measure 0.
1.3.4 The compass walk with Gaussian steps
We return to the one dimensional dynamical compass random walk (Yn(t)), but now
the step variables (Xj(t)) are standard normal N(0, 1) random variables. This case
was studied by Khoshnevisan et al in [25, 26].
We say a function f(n) is in the upper class of Y (t) if Yn(t) ≤ f(n) for all but finitely
many n.
A celebrated result by Erdős [16] is that for a non-decreasing function H : R+ → R+,
H(n)
√
n is in the upper class of Y (0) iff∫ ∞
1
H2(x)(1− Φ(H(x)))x−1 dx <∞
where Φ is the standard normal CDF. [26, Theorem 1.5] by Khoshnevisan et al says
that we almost surely have exceptional times where H(n)
√
n is not in the upper class
of Y (t) iff ∫ ∞
1
H4(x)(1− Φ(H(x)))x−1 dx =∞.
[26, Corollary 1.7] gives an explicit example of this difference at work. In that
lim sup
n→∞
Y 2n (0)− 2n log log n
n log log log n
= 3 a.s.
yet there almost surely exists a time t where the above equals 5 almost surely.
Khoshnevisan et al furthered their own results in [25, Theorem 1.1] by giving us the
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γ > 0 :
∫ ∞
1
Hγ(x)(1− Φ(H(x)))x−1 dx <∞
}
.





then we have that by [26, Theorem 1.1]: (Un(s, t))s,t converges weakly in D([0, 1]
2)
(Skorohod space) as n → ∞ to the process (U(s, t))s,t which is a continuous centred
Gaussian field with covariance
E[U(s1, t1)U(s2, t2)] = min(s1, s2)e−|t1−t2| ∀s1, s2, t1, t2 ∈ [0, 1].
In particular, for every fixed s, (U(s, t))t is an Ornstein-Uhlenbeck process, and of
course if t is fixed then (U(s, t))s is a Brownian motion by Donsker’s Invariance Prin-
ciple.
This was strengthened in [25, Theorem 1.4] where this convergence was proven to occur
for any step distribution of mean zero and variance one, which includes the Rademacher
model that we are interested in.
1.4 The switch random walk
Here we introduce the switch random walk, which is our main object of study in Chapter
2. A variation of it is also studied in Chapter 3.
1.4.1 Definition and comparisons to the compass walk
As in the previous section, let X1, X2, . . . be independent Rademacher random vari-
ables, i.e.




Figure 1-6: First 20 steps of the Compass (blue) and Switch (red) random walks for
the vector X = (1, 1, 1,−1, 1,−1,−1,−1,−1, 1,−1, , 1, 1,−1, 1, 1,−1, 1,−1, 1).







where again we take Z0 = 0. We call Z = (Zn, n ≥ 0) the switch random walk. We
can think of Z as a function of the step variables, Z = Z(X).
To explain this process intuitively, at each step independently, with probability 1/2 we
take a step in the direction we are currently facing, and with probability 1/2 we turn
around and take a step. Our initial orientation at step 0 is facing upwards.
We call (Zn) the switch random walk as there is no external sense of direction, it is
purely based on the view of the walker itself.
It is easy to see that, although they are different functions, the two walks Y and Z have
the same distribution, see Figure 1-6 for any example of a specific realisation. However,
Z is more sensitive to changes in the sequence X, in a sense that we will make precise








To see why this walk might be more sensitive to small changes, let’s again see what
happens if the mth step is the only step to differ between times 0 and t:















j=1Xj(0)| n ≥ m
0 n < m
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Figure 1-7: A realisation of (Zn(0)) (blue) and (Zn(t)) (red) for n ≤ 10 where
Xj(0) 6= Xj(t) only for j = 6. The green marks the line of reflection.
the modulus of a simple symmetric random walk, the expectation of which grows like
√
n. An explicit derivation of this fact can be found in [37]. Of course, this is far
more dramatic than a shift of two as in the compass case. Also note that this shift
corresponds to the path being reflected from the value of the walk at Zm−1, as the
cumulative product at time t has the opposite sign as the time 0 product for all k ≥ m.
See Figure 1-7 for an example of this.
1.4.2 The coin-turning walk
The object that we refer to as the switch random walk is also known by other names.
In this subsection we cover some of the research that has been done on (generalisations
of) the switch random walk (Zn). Nothing in this subsection is required for the rest of
the thesis, however it is all still very interesting.
The switch random walk has been called the coin-turning random walk by Engländer
and Volkov who introduced more general (static) versions in [14], and these were further
studied by Engländer, Volkov and Wang [15].
The walk they studied, which we call (Z
(p̃)
n ), is defined via a sequence of numbers
p̃ = (pn)n∈N in [0, 1] where pn corresponds to the probability that the walk changes
24
direction relative to its current direction on the nth step. In particular our walk (Zn)
is the case where pn = 1/2 for all n. However they work with varying probabilities,
which can even depend on n.
The reason they call the walk the coin-turning walk is because they interpret the pn’s
as the probability that you turn the coin over on the nth step, where heads is +1 and
tails is −1. This is except for the case where n = 1, p1 is a flipping probability, as the
coin is flipped to start the process. Of course, not turning a coin over is equivalent to
moving in the same direction that you were already travelling.
It is worth pausing at this point to mention that the coin-turning walk can also be
viewed as a special case of the Gillis-Domb-Fischer “correlated random walk”. In
particular, the case that is in fact uncorrelated. See [20, 41] for references, which we
will not discuss here, but will mention again in Section 5.1.3.
In [14], Engländer and Volkov focus primarily on Central limit theorem results, as well
as the proportion of heads achieved during the entire process. A summary of these
results is as follows:
• If
∑∞




n → ±1 with probability 1/2 each.
• If pn = c ∈ (0, 1) ∀n, then
1√
n
Z(p̃)n → N(0, (1− c)/c) in law.
• Let a > 0 and assume pn = a/n for all large n, then
1
n
Z(p̃)n → Beta(a, a) in law.
• Let a > 0, γ ∈ (0, 1) and assume pn = a/nγ for all large n. Then
1
n




Note that our switch walk satisfies the second bullet point where c = 1/2, giving
(1 − c)/c = 1, so indeed we satisfy the usual CLT, as expected. In [15], focus turns
to scaling limits of the coin turning walk in multiple regimes, but mainly the heating
regime (pn → 1) and the cooling regime (pn → 0). Before discussing those two cases,
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→ (Bt) in law.
This again is the case that (Zn) falls into. In the heating case, it is shown [15, Theorem







→ (Bt) in law
where
T (x) = inf















In short, we get a Brownian motion provided we scale time differently to normal. In
the cooling case, the above holds provided p1 = 1/2, pn → 0 and npn → ∞. When
the latter condition fails we get quite different scaling limits, and the interested reader
should read [15, Theorem 4].
1.4.3 The bootstrap random walk
Our walk (Zn) has also been called the bootstrap random walk by Collevecchio, Hamza
and Shi in [13]. The motivation behind calling (Zn) the bootstrap random walk is that
to generate (Zn) we reuse the increments of (Yn), so echoes the resampling method of
bootstrapping.
As previously discussed, (Yn) and (Zn) have the same law, but they are evidently not
independent. Collevecchio, Hamza and Shi show that this dependence is lost in the






converges to a two-dimensional Brownian motion with independent components. They
actually prove that this holds in d ∈ N dimensions if you look at successive bootstrapped









and that the scaling limit of (Y,Z, S) would be a three dimensional Brownian motion
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with independent components.
Collevecchio, Hamza and Liu gave a further generalisation of the bootstrapped random
walk in [12]. This generalisation is as follows:
1. Generate a sequence of Rademacher random variables, (X
(0)
n ), and fix K ∈ N.

















The rules governing filling up this entire tableau of values given just one row is known
as the “cellular automata rules”. Defining (Z
(i)
n ) as the cumulative row sum of the ith
row, it is shown [12, Theorem 2.2] that the collection of 2K+1 walks has a scaling limit
of 2K + 1 dimensional Brownian motion with a non-standard covariance matrix. It is
also proven that if we restrict ourselves to the K+1 non-negatively indexed walks then
we have a scaling limit to K+ 1 dimensional standard Brownian motion. [12, Theorem
2.1] states that any d-dimensional projection of d of the non-negatively indexed walks
has the same recurrence/transience properties as the standard d-dimensional simple
symmetric random walk.
1.5 Warren’s random walk
The moral of the story of Chapter 2 will be that while the compass walk (Yn) and the
switch walk (Zn) have the same law as a sequence, they exhibit different properties
when exposed to noise, or when evolving over time. At the time of discovering this
result, we believed this to be the first known example of two sequences with this
relationship. However, it was brought to our attention by Jon Warren that he in fact
found a different random walk (Wn) that was also sensitive to noise. This section is
dedicated to discussing the random walk that Warren analysed in [51].
It is worth emphasising at this point that we do not utilise Warren’s walk elsewhere in
the thesis, and that this section is a discussion and so not every piece of mathematics
will be fully rigorous.
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1.5.1 Motivation and result
Warren was interested in understanding some ideas produced by Tsirelson in [45, 49, 50]
(the former being joint with Schramm) by applying said ideas to Tanaka’s SDE
dWt = sign(Wt) dBt





and has a weakly unique solution but no strong solution. It can be shown that
|Wt| = Bt + sup
s≤t
(−Bs).
In particular, B = (Bs)s≤t determines the magnitude of Wt, but it does not uniquely
define the path of W = (Wt)t itself.
Warren then studied the discrete version of the solution to Tanaka’s SDE, that is, the








where all the Xk are IID Rademacher random variables, Y = (Yk) is the compass walk
from Section 1.3.1, and sign(Wk−1) = 1 if Wk−1 is non-negative and −1 otherwise.
This is a simple, symmetric random walk as Wk−1 is independent of Xk.
We denote both the discrete and continuous model by W , it should always be clear
from context which is which.
The rule this walks follows is “if Wn is currently non-negative then to get to Wn+1 you
should move as Xn+1 tells you to move, but if you’re negative then do the opposite of
Xn+1”. See Figure 1-8 for an example of such a walk. In the next subsection we shall
discuss this in more detail.
Warren observes that in the discrete case the compass walk Y determines the precise
path of W , while in the continuous case information regarding the sign of W is lost.
In other words, this information is lost in the scaling limit.
As Warren states, an explanation for the sign being lost in the limit is due to the sign
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Figure 1-8: An example of the first 10 steps Warren’s walk with the step vector
X = (1,−1,−1,−1,−1, 1,−1,−1, 1,−1). In red are the steps where the walk does the
opposite of what X tells it to (if the walk were the compass walk Y ).
of W being noise sensitive. The aim of this section is to flesh out the noise sensitivity
arguments presented by Warren, in the following theorem:
Theorem 1.8. ({Wn ≥ 0}, n ≥ 1) is noise-sensitive. That is for any t > 0
P(Wn(0) ≥ 0, Wn(t) ≥ 0)− P(Wn(0) ≥ 0)2 → 0
where W (t) = (Wn(t)) is defined by using the dynamical random variables Xk(t) as in
Section 1.1.3.
This result parallels Theorem 2.2 for (Zn) in the specific case where εn = t ∀n. By
symmetry between (Zn(t)) and (−Zn(t)) it is irrelevant whether or not we have ≥ or
> in the theorem.
1.5.2 Behavior of Warren’s walk
Before sketching the proof of Theorem 1.8, we shall try to understand the behaviour
of W = W (0), and then move on to the dynamical case. A good way to analyse W is
to study Y which is the compass random walk from Section 1.3.1 as it turns out that
they are highly related.
We list the relationship between W and Y fully in the following proposition:
Proposition 1.9. Define I ′0 = 0 and I
′
k = inf{n > I ′k−1 : Yn = −k}, the step that Y
attains a new minimum since its previous minimum. For k ∈ N we have the following:
• When k is odd: I ′k = inf{n > I ′k−1 : Wn = −1}, and for n ∈ (I ′k−1, I ′k] we have
that W and Y move in the same direction, in particular |Yn −Wn| = k in this




• When k is even: I ′k = inf{n > I ′k−1 : Wn = 0}, and for n ∈ (I ′k−1, I ′k] we have
that W and Y move in the opposite direction. Also W is negative in [I ′k−1, I
′
k).
To see what this Proposition looks like in practice, see Figure 1-9 and keep it in mind
when reading the proof.
Proof of Proposition 1.9. We prove this by induction, starting the with base cases of
k = 1, 2. Two base cases aren’t necessary, but it helps to show the argument in both
the odd and even case.
For k = 1, we have YI′1 = −1 and I
′
1 is the first step that Y hits −1, ergo the first step
that Y is negative. As W0 = Y0 = 0 we have that sign(W0) = 1 so W starts off following
the path of Y , but Y is non-negative until step I ′1, so sign(W ) = 1 throughout, thus
W = Y up until I ′1 so the claim clearly holds for k = 1.
For k = 2 we have that WI′1 = YI′1 = −1, YI′2 = −2 (and is the earliest step we
hit −2). Note that through [I ′1, I ′2) the walk Y must have always have at least as
many up (+1) steps as down (−1) steps, otherwise it would hit −2 before step I ′2. As
sign(WI′1) = −1, the previous sentence implies that W indeed moves in the opposite
direction to Y throughout, so has more down steps than ups, so remains negative.
Then on step I ′2 Y we have 1 more down than up for Y , so 1 more up than down for
W , meaning that WI′2 = 0.
For general k (given the statements are true for k − 1) the proof follows the exact
same argument as these base cases above. This is because each period [I ′k−1, I
′
k) is
independent so we can use the insight that the first time #downs ≥ #ups for Y in
(I ′k−1, I
′
k] is on step I
′
k itself. This is all that is required to prove the proposition.
On top of the Proposition we have just proved, note the obvious fact that since Y is
a random walk that makes steps of size 1, I ′k has to be odd if k is odd and even if k
is even. However this observation is very useful as we can combine it with Proposition
1.9 to deduce the following (this was also observed by Warren):
If we know the path of Y up to the nth step and we want to know whether Wn ≥ 0
or not, then all we have to do is find the last step r ∈ {0, 1, . . . , n} such that Yr =
infk≤r(Yk), i.e. find the largest r such that I
′
r ≤ n. If r is even then Wn ≥ 0 while if
it is odd then Wn < 0. This immediately translates the event concerning Theorem 1.8











Figure 1-9: First 26 steps of an example of Warren’s (red) walk coupled with a
Compass (blue) walk.
1.5.3 Sketch proof of Theorem 1.8
Fix t > 0. We have that
E[sign(Wn(0))] = P(Wn(0) ≥ 0)− P(Wn(0) < 0) = P(Wn(0) = 0)
where we have used that (Wn) is symmetric. Now as P(Wn(0) = 0)→ 0, to prove noise
sensitivity it suffices to prove that E[sign(Wn(0))sign(Wn(t))]→ 0. For a random walk
S = (Sk)0≤k≤n let MS = min{m ∈ N : Sm = min0≤k≤n Sk}, i.e. the first step that the
random walk S attains its local minimum over the first n steps. Now
E[sign(Wn(0))sign(Wn(t))] =E[sign(Wn(0))sign(Wn(t))1{MY =MY (t)}]
+ E[sign(Wn(0))sign(Wn(t))1{MY 6=MY (t)}]
→ lim
n→∞
E[1{MY =MY (t)}] + 0.
This is because if {MY = MY (t)} occurs then by the discussion following Proposition
1.9 the signs of Wn(0) and Wn(t) must be the same so sign(Wn(0))sign(Wn(t))=1.
While if {MY 6= MY (t)} occurs then the two walks do not attain their minimum si-
multaneously, so in the limit as n → ∞ there is probability 1/2 that the attainment
step of both walks are both even/odd, and probability 1/2 that one is even and the
other is odd. By Proposition 1.9 and what followed it, we have that conditioned on
{MY 6= MY (t)} we have that limn sign(Wn(0))sign(Wn(t)) is 1 with probability 1/2 and
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−1 with probability 1/2, so the expectation is zero. This means it suffices to show that
lim
n→∞
E[1{MY =MY (t)}] = 0.
Consider the two dimensional walk ((Yk(0), Yk(t)), 0 ≤ k ≤ n). We can take the scaling
limit to obtain the pair of one-dimensional Brownian motions ((Bs, B
′






We now define M and M ′ to be the (random) times in [0, 1] where (Bs) and (B
′
s)




E[1{MY =MY (t)}] = E[1{M=M ′}] = P(M = M
′).
As t > 0, we have two Brownian motions that are positively, but not perfectly, corre-
lated. Therefore they do not achieve their minimums at the same time a.s., as required.
1.6 Bramson’s branching random walk
We now introduce the final model that we shall be studying, the branching random
walk studied by Bramson [11]. We shall mostly discuss the specific case we will be
studying in Chapter 4, but we shall also briefly celebrate Bramson’s results in full
generality.
We define the branching random walk (BRW) on N0 = N∪{0} as follows. In generation
zero we start with one particle at position 0. At each generation, every particle cur-
rently alive has 2 children (and the particle dies) and then each of these two children
independently either stays where the parent was or jumps to the right by one step,
each with probability 1/2.
We can also construct this BRW using a deterministic tree, the binary tree to be exact.
We can also view this tree as a Galton-Watson tree (Zn) with offspring distribution L
satisfying L = 2 almost surely. Let r denote the root, then define ri1...in to be the node
that comes from the (i1 + 1)th child of r, the (i2 + 1)th child of ri1 and so on. Clearly
i1, i2 etc. above can only take values 0 and 1. We now equip the edges of this tree
with random variables X(ri1...in) (also written Xri1...in or Xi1...in) all with distribution

























Figure 1-10: A realisation of the branching random walk up until the fourth
generation. The value inside a vertex v corresponds to Sv. We have
M0 = M1 = M2 = 0 and M3 = 1 and M4 = 2.
example we equip the random variables X0 and X1 to the edges connecting r0 to r,
and r1 to r, respectively.





and the fact the tree is binary represents each particle having exactly 2 children, and
the distribution of the X’s correspond to the jumping to the right with probability 1/2.
See Figure 1-10 for an example of a branching random walk of this kind.
We define the minimum displacement at generation n to be the spatial position of the








log log n a.s.
To be precise, we shall introduce Bramson’s main result in (almost) full generality.
Bramson considered a far more general model to the one just above. Firstly, he had
made no requirement for the tree to be deterministic. He considered a Galton-Watson
tree (Zn) with offspring distribution L that is actually random. He also allowed for
more flexibility in that for fixed p ∈ (0, 1),
P(X = 0) = p = 1− P(X = 1).
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He proved the following theorem, [11, Theorem 1]:
Theorem 1.10. Assume for some ε > 0 that E[L2+ε] < ∞, E[L] > 1, and that







(log log n− log(V + o(1)))
⌉)
= 0 a.s.
where V is a non-degenerate random variable, and o(1) is stochastic.
In the situation previously considered, we have E[L] = 2 and p = 1/2, hence this
theorem is satisfied.
Bramson in fact studies the even more general case where each particle can jump to
the right by any (random) quantity in (0,∞) at each step, in that P(X 6= 0) = 1 − p,
but we shall not consider this case here.
The key idea behind the proof of Theorem 1.10 is that of “dynasties”. We define the
dynasty of a node ri1...ik to be Sri1...in , its spatial position. Note that the tree consisting
of all the nodes in the 0th dynasty, T0, is the connected component of 0s containing
the root r, so is a tree. However the 1st dynasty consists of all nodes v where Sv = 1,
which is in fact a forest of smaller trees. The number of trees in said forest is in fact
the size of the “forward edge boundary” of T0. Referring back to Figure 1-10, here
we see that the 0th dynasty is a single component of size three, while the 1st dynasty
consists of four components of sizes 1, 1, 2 and 4 respectively.
When we return to this model in Chapter 4, we shall make all of the edge variables
dynamical as in Section 1.1.3. We will then study the quantity (Mn(t)) and present
a conjecture stating that exceptional times exist where the left-most particle is sig-
nificantly further left than as seen in Theorem 1.10. In other words, the asymptotic
position of Mn is dynamically sensitive.
1.7 Structure of the thesis
The structure of the rest of this thesis is as follows. Chapter 2, which is based on a
paper published jointly with Matthew Roberts [40] focuses on the switch random walk
(Zn). This walk when viewed as a dynamical process exhibits exceptional times of
recurrence and noise sensitivity while the compass walk (Yn) does not.
In the third chapter, we prove the continuous analogue of all the results in chapter two.
That is, we study a process called dynamical Brownian motion and show that under
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our dynamics it exhibits noise sensitive behavior. The main appeal of the results in this
chapter is that moving from a discrete process to a continuous one requires developing
some new tools. The construction of the dynamics itself is also interesting and could
be used to study other models
The fourth chapter revolves around branching random walks, in particular we focus
our attention on the position of the left-most particle. As discussed in the previous
subsection, Bramson [11] has found the speed at which the left-most particle travels to
infinity for a class of branching random walks. We select a particular walk within that
class and conjecture deviation probabilities for the position of the left-most particle.
We also construct the dynamical version of our example and conjecture that exceptional
times exist where the left-most particle travels slower that expected asymptotically.
The fifth and final chapter contains some interesting open questions.
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Chapter 2
Exceptional Times Of The
Switch Random Walk
In this chapter, we reintroduce (Zn), a dynamical simple symmetric random walk in
one dimension, and show that there almost surely exist exceptional times at which the
walk tends to infinity. This is in contrast to the usual dynamical simple symmetric
random walk in one dimension, (Yn), for which such exceptional times are known not
to exist. In fact we show that the set of exceptional times has Hausdorff dimension 1/2
almost surely, and give bounds on the rate at which the walk diverges at such times.
We also show noise sensitivity of the event that (Zn) is positive after n steps. In
fact this event is maximally noise sensitive, in the sense that it is quantitatively noise
sensitive for any sequence εn such that nεn →∞. This is again in contrast to the usual
random walk, for which the corresponding event is known to be noise stable.
This work is joint with Matthew Roberts and appears in [40], albeit the presentation
here is slightly different and some additional commentary is included. Due to this there
will be some repetition of material from the previous chapter.
2.1 Introduction and results
We remind ourselves of the two one dimensional simple symmetric random walks of
interest, the compass and switch random walks. The first, at each step independently,
jumps upwards with probability 1/2 or downwards with probability 1/2. The second
begins facing upwards and, at each step independently, decides to keep moving the
same way with probability 1/2 or switches direction with probability 1/2.
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We call the first of these two random walks the compass random walk, as it has an
in-built sense of direction, and the second the switch random walk, as it only decides
whether or not to switch directions. Of course these two random walks have exactly the
same distribution—they are simple symmetric random walks—although, as we will see
when we define them rigorously, they are different functions of the underlying random-
ness. This means that when we talk about noise sensitivity or dynamical sensitivity of
the two walks, they may (and do) have very different properties.
We now define carefully the objects of interest. Let X1, X2, . . . be independent random
variables satisfying
P(Xi = 1) = P(Xi = −1) = 1/2












where we take the empty sum to be zero, so Y0 = Z0 = 0. We call Y = (Yn, n ≥ 0)
the compass random walk, and Z = (Zn, n ≥ 0) the switch random walk. We can
think of Y = Y (X) and Z = Z(X) as functions of the sequence of random variables
X = (X1, X2, . . .). It is easy to see that, although they are different functions, the two
walks Y and Z have the same distribution. To be explicit, we have that Yn+1 − Yn =
Xn+1, while Zn+1 − Zn =
∏n+1
j=1 Xj . Indeed, the written descriptions at the beginning
of this section make clear that each of the two walks is a natural one-dimensional
interpretation of the ant in the labyrinth or the drunkard’s walk. However, Z is more
sensitive to changes in the sequence X, in a sense that we will make precise below.
We now introduce dynamical versions of our random walks Y and Z, using the dynamics
from Section 1.1.3. For each j ≥ 1, let (Nj(t), t ≥ 0) be an independent Poisson
process of rate 1, and for each i ≥ 0, let Xij be an independent random variable with
P(Xij = 1) = P(Xij = −1) = 1/2. Then define
Xj(t) = X
i
j whenever Nj(t) = i.
In words, Xj(t) has the same distribution as Xj and rerandomises itself at the times












for each n ≥ 0.
For each fixed t ≥ 0, both Y (t) = (Y0(t), Y1(t), . . .) and Z(t) = (Z0(t), Z1(t), . . .) are
simple symmetric random walks and therefore recurrent, in that Yn(t) = 0 for infinitely
many values of n almost surely, and similarly for Zn(t). We have seen in Theorem 1.6
that recurrence for Y is dynamically stable in that
P(∀t ≥ 0, Yn(t) = 0 for infinitely many values of n) = 1.
Our main result is that, in contrast, recurrence for Z is dynamically sensitive. Define
E = {t ∈ [0, 1] : Zn(t)→∞ as n→∞},
E0 = {t ∈ [0, 1] : lim inf
n→∞
Zn(t) > 0},
and more generally for α ≥ 0,
Eα =
{







Theorem 2.1. There exist exceptional times of transience for the switch random walk:
E is non-empty almost surely. In fact, the Hausdorff dimension of Eα equals 1/2 almost
surely for any α ∈ [0, 1/2). On the other hand, Eα is empty almost surely for any
α > 1/2.
It is an interesting question as to whether E1/2 is empty or not. It is possible that the
methods that we use to prove Theorem 2.1 could be extended to investigate this more
delicate case, but this would require more detailed analysis of random walk sample
paths that is beyond the scope of this work.
The case of α = 1 corresponds to the Strong Law of Large Numbers being dynamically
stable for Z, which matches Theorem 1.4 for Y .
Theorem 2.1 also implies that almost surely there are exceptional times for the Law of











This is since Theorem 2.1 implies that there almost surely are times t where Z(t) is
negative for all large n so LIL must be dynamically sensitive for Z. This is in contrast
with Theorem 1.5 for Y .
We also show that the event that Zn is positive is noise sensitive. In fact we prove a
stronger quantitative noise sensitivity result.
Theorem 2.2. Let (εn, n ≥ 1) be any sequence in (0, 1) such that nεn → ∞. The
sequence of events ({Zn > 0}, n ≥ 1) is quantitatively noise sensitive with respect to
the sequence (εn, n ≥ 1), by which we mean that
P(Zn(0) > 0 and Zn(εn) > 0)− P(Zn(0) > 0)2 → 0
as n→∞.
We note that the usual definition of (quantitative) noise sensitivity uses − log(1− εn)
in place of εn above, but since εn ∈ (0, 1), this is equivalent to our statement.
We observe that if lim inf nεn < ∞, then for arbitrarily large values of n none of the
first n bits are rerandomised by time εn, and therefore one cannot expect the events
{Zn(0) > 0} and {Zn(εn) > 0} to decorrelate. In this sense Theorem 2.2 is as strong
as it possibly could be; we say that the events ({Zn > 0}, n ≥ 1) are maximally noise
sensitive.
Again, Theorem 2.2 is in stark contrast to the corresponding statement for the compass






P(signYn(0) 6= signYn(ε)) = 0.
We have seen this in our analysis of Example 3 in the previous chapter.
2.2 Structure and sketch proofs
2.2.1 Layout of chapter
This chapter is organised as follows. In Section 2.2.2 we outline some well-known facts
about random walks that will be used extensively in our proofs. In Section 2.2.3 we
give a rough sketch of the proofs of Theorems 2.1 and 2.2 that should give the reader
an idea of the main arguments involved. We then carry out the proof of Theorem 2.2
in Section 2.3. The proof of Theorem 2.1 is substatially more complex, and we give an
outline in Section 2.4, which reduces the bulk of the task to proving two propositions,
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Proposition 2.8 for the lower bound on the Hausdorff dimension and Proposition 2.12
for the upper bound, together with several technical lemmas. The proof of Proposition
2.8 is the most interesting part of the chapter and substantially different from existing
proofs of related results. Rather than relying on the methods detailed in [19] such as
randomised algorithms or the spectral sample, it instead uses more hands-on methods,
leaning heavily on the independence of increments of random walks. We carry this out
in Section 2.5. Then in Section 2.6 we prove Proposition 2.12, which mainly consists of
elementary but intricate approximations. Finally, in Section 2.7 we prove the technical
lemmas required to complete the proof of Theorem 2.1.
2.2.2 Notation and preparatory results
Throughout, we write f(n) . g(n) if there exists a constant c ∈ (0,∞) such that
f(n) ≤ cg(n) for all large n, and f(n)  g(n) if both f(n) . g(n) and g(n) . f(n).
If there f and g are functions of multiple variables then we shall make it clear which
variable is “large” and how the other variables relate to said variable. We use ≈ only
in heuristics to mean “is roughly equal to”. We write Px for the probability measure








and similarly for Zn(t), Yn and Yn(t).
We will use the Fortuin-Kasteleyn-Ginibre (FKG) inequality [18] using the partial order
on {−1, 1}N given by setting (x1, x2, . . .) ≤ (y1, y2, . . .) if xi ≤ yi for all i ∈ N. This
says that if f and g are either both increasing functions or both decreasing functions
with respect to this partial order, then
E[f(X)g(X)] ≥ E[f(X)]E[g(X)] (2.1)
and if f is increasing but g is decreasing, then
E[f(X)g(X)] ≤ E[f(X)]E[g(X)]. (2.2)
We gather here some useful and well-known facts about simple symmetric random
walks.
Lemma 2.3. Uniformly over (j, z) such that j ≥ 2 and |z| ≤ j3/4 and z − j is even,
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we have that










If z − j is not even then P(Zj = z) = 0.
Proof. This is simply a version of the local central limit theorem: see for example [28,
Proposition 2.5.3 and Corollary 2.5.4].
Lemma 2.4. For any j ≥ 2 and x > 0,







Proof. This is an application of a simple Chernoff-style bound. For any λ > 0,


























and choosing λ = x/j gives the result.
Lemma 2.5. For any z, j ∈ N,
P(Zi > −z ∀i = 1, . . . , j) = P(Zj ∈ [−z + 1, z]).
Proof. This is a version of the reflection principle. Note that
P(Zi > −z ∀i = 1, . . . , j) = P(Zi > −z ∀i = 1, . . . , j, Zj ≥ −z + 1)
= P(Zj ≥ −z + 1)− P(∃i ≤ j : Zi ≤ −z, Zj ≥ −z + 1).
Now by reflecting the random walk at the first hitting time of −z (applying the strong
Markov property), we have
P(∃i ≤ j : Zi ≤ −z, Zj ≥ −z + 1) = P(Zj ≤ −z − 1) = P(Zj ≥ z + 1),
which establishes the result.
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Corollary 2.6. For any n ≥ 1,
P(Zi > 0 ∀i = 1, . . . , n)  n−1/2.
Proof. We have




P1(Zi > 0 ∀i = 1, . . . , n− 1).
Applying Lemma 2.5, the above equals 12P1(Zn−1 ∈ [0, 1]), and by Lemma 2.3 this is
of order n−1/2.
2.2.3 Sketch proofs
For t ≥ 0 let I0(t) = 0, and for k ≥ 1 define
Ik(t) = min{i > Ik−1(t) : Xi(t) 6= Xi(0)},
the kth index for which our Rademacher random variables disagree at times 0 and t.
We think of t being small, so that for many indices i we have Xi(t) = Xi(0), and we
call Ik(t) the “kth change” (at time t relative to time 0). We call the steps of the
random walk between 0 = I0(t) and I1(t) − 1 the first period, the steps between I1(t)
and I2(t)− 1 the second period, and so on. For each k we let Jk(t) = Ik(t)− Ik−1(t) be
the length of the kth period.
Our first key observation is that the increments of Zn(0) and Zn(t) are equal during
odd periods (that is, for n ∈ [I2k, I2k+1(t)−1]); and the increments of Zn(0) and −Zn(t)
are equal during even periods (that is, for n ∈ [I2k+1(t), I2k+2(t)− 1]). See Figure 2-1.
To see why Theorem 2.2 is true, let t = ε ∈ (0, 1) and run the random walks up to step
n. Let Un(t) be the sum of the increments of Zn(0) over odd periods up to step n, and
Vn(t) be the sum of the increments over even periods up to step n. Then clearly
Zn(0) = Un(t) + Vn(t).
(Note that Un(t) and Vn(t) depend on t because the periods depend on t, even though
Zn(0) itself does not depend on t.) Of course, we can also write Zn(t) as the sum of
its increments over odd periods, plus the sum of its increments over even periods. But
the increments of Zn(t) over odd periods are equal to the increments of Zn(0) over
odd periods, and the increments of Zn(t) over even periods are precisely minus the
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I1(t)− 1 I2(t)− 1 I3(t)− 1 I4(t)− 1
Figure 2-1: A realisation of Z(0) in blue and Z(t) in red (dashed) for the first four
periods. The dotted green lines mark the lines of reflection.
increments of Zn(0) over even periods. Thus
Zn(t) = Un(t)− Vn(t).
We can think of Un(t) and Vn(t) as being formed by cutting Zn(0) at the points Ik(t)−1
(for all k) and then rearranging and glueing such that all the steps shared between Zn(0)
and Zn(t) occur first (so Un(t)) and the steps that are reflected happen later (Vn(t)).
See Figures 2-2, 2-3 and 2-4 to see this unfold.
As a result,
P(Zn(0) > 0 and Zn(t) > 0) = P(Un(t) + Vn(t) > 0 and Un(t)− Vn(t) > 0)
= P(Un(t) > |Vn(t)|).
Now we note that—as long as t  1/n, so that there are many periods by step n—
the quantities Un(t) and Vn(t) have almost the same distribution when n is large, and
are almost independent. They are also symmetric and have small probability of being
equal or equalling zero. If U and V are IID symmetric continuous random variables,
then P(U > |V |) = 1/4. Approximating this statement with Un(t) and Vn(t) in place
of U and V gives that
P(Zn(0) > 0 and Zn(t) > 0)→ 1/4
as n→∞, which is what is needed to prove Theorem 2.2 since clearly P(Zn(0) > 0)2 →
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1/4.




Figure 2-2: A realisation of the first 20 steps of (Zn(0)), where in red are the
segments affected by rerandomisations up until some time t
I1 − 1 I2 − 1 I3 − 1 I4 − 1
Z20(t) = 4
Figure 2-3: The same realisation as in Figure 2-2 but at time t. The green segments
are reflections of the red segments in Figure 2-2.
Z20 = 2
Z20(t) = 4
Figure 2-4: A combination of both Figures 2-2 and 2-3 where we have cut and glues
the shared blue paths together, and stuck the reflected red/green paths together onto
the end.
Theorem 2.1 is significantly more difficult to prove. We give a sketch of a proof of the
existence of exceptional times, whose main ideas are also the key to the most difficult
part of calculating the Hausdorff dimension of the set of such times. There will be a
much more detailed proof outline in Section 2.4.
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It is simpler to deal with E0 rather than E or Eα for much of the proof. We define the
event
Pn(t) = {Zk(t) > 0 ∀k ∈ {1, . . . , n}},





the Lebesgue amount of time in [0, 1] during which Z(t) stays positive for its first n
steps. To show the existence of exceptional times, ignoring some technical issues, it
essentially suffices to show that
E[κ2n] ≤ CE[κn]2
for some finite constant C, from which we can deduce that P(κn > 0) ≥ 1/C and let
n→∞.







P(Pn(0)) dt = P(Pn(0)).
Corollary 2.6 tells us that P(Pn(0))  n−1/2.
For the second moment, again applying Fubini’s theorem and stationarity, a simple





P(Pn(0) ∩ Pn(t)) dt.
Our task is therefore to show that
∫ 1
0 P(Pn(0) ∩ Pn(t)) dt . P(Pn(0))
2  n−1.
During the even periods, the increments of Z(0) and Z(t) are mirrored. One can use
this to show that the probability that both Z(0) and Z(t) remain positive over an even
period is smaller than the square of the probability that Z(0) stays positive over the
same period. The total length of the even periods is roughly n/2 provided t is not too
small, and so (skipping over several important details) we might hope that, at least
when t is not too small,
P(Pn(0) ∩ Pn(t)) . P(Pn/2(0))2.
The details required to show this involve sewing together the increments over the even
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periods to create one random walk path of length roughly n/2. It is possible to do this
in a very simple and natural way, except for one remaining issue: we cannot ignore
the first period, on which the two random walks Z(0) and Z(t) are equal. On this
period clearly the best upper bound we can get on the probability that both random
walks stay positive is simply P(PI1(t)−1(0)), rather than this quantity squared. A more
reasonable overall upper bound is therefore




This does indeed hold, and since I1(t) ≈ 2/t, we have P(PI1(t)−1(0))  (2/t)−1/2, so
that ∫ 1
0






as required. One may further note that an extra factor of t−γ in the integral would
not make any difference to the calculation provided that γ < 1/2, which combined
with Frostman’s lemma essentially gives us the lower bound of 1/2 on the Hausdorff
dimension.
2.3 Proof of Theorem 2.2: noise sensitivity for {Zn > 0}
Fix a sequence (εn, n ≥ 1) with εn ∈ (0, 1) for all n and nεn → ∞. Many of the
definitions in this section will depend implicitly on εn. Recall that for t ≥ 0 we defined
I0(t) = 0, and for k ≥ 1,
Ik(t) = min{i > Ik−1(t) : Xi(t) 6= Xi(0)},
the start of the (k + 1)th period. Let
K(n) = 2bn(1− e−εn)/4c.
We note that, since each Xi has rerandomised by time εn with probability 1 − e−εn ,
the period length Ik(εn)− Ik−1(εn) is a Geometric random variable of parameter (1−
e−εn)/2. Thus by the law of large numbers we have IK(n)(εn) ≈ n.
There will be three main parts to this proof. In the first part, we show that the
probability that the sum of the increments of a random walk on the odd periods is
larger than the modulus of the sum of the increments on the even periods converges to
1/4. In the second part, we will prove Theorem 2.2 but with IK(n)(εn) in place of n.
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Finally, in the third part, we will transfer from using IK(n)(εn) to n.
Part 1: Probability that sum of increments on odd periods exceed modulus























In words, Un is the sum of the increments of a simple symmetric random walk (in fact
Y , though this is not important) over the odd periods up to step roughly n, and Vn is
the sum over the even periods up to step roughly n. This is, of course, not quite true,
since IK(n)(εn) is unlikely to be exactly n. On the positive side, this gives Un and Vn




P(Un + Vn > 0 and Un − Vn > 0) = lim
n→∞
P(Un > |Vn|) = 1/4.
To see this, we observe that
1 = P(Un > Vn > 0) + P(Un > −Vn > 0) + P(Vn > Un > 0) + P(−Vn > Un > 0)
+ P(Un < Vn < 0) + P(Un < −Vn < 0) + P(Vn < Un < 0) + P(−Vn < Un < 0)
+ P(Un = 0 or Vn = 0 or Un = Vn or Un = −Vn).
The first eight terms are all equal, and the last tends to 0 as n→∞. Thus
P(Un > |Vn|) = P(Un > Vn > 0) + P(Un > −Vn > 0) + P(Un > Vn = 0)
→ 1/8 + 1/8 + 0 = 1/4
as claimed.
Part 2: Proving Theorem 2.2 but with IK(n)(εn) in place of n.
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Noting that K(n) is even, we now let


















n. Moreover, since the increments of Z(εn) and
Z(0) are equal on odd periods and mirrored on even periods, we have
ZIK(n)(εn)(εn) = U
′
n − V ′n.
Thirdly, note that (again recalling that K(n) is even) U ′n and V
′
n have the same joint
distribution as Un and Vn. Thus we have




n > 0 and U
′
n − V ′n > 0)
= P(Un + Vn > 0 and Un − Vn > 0)
which we have just shown (in Part 1) converges to 1/4 as n→∞. Thus








establishing the theorem with IK(n)(εn) in place of n.
We remark here that so far, the proof works for any value of εn ∈ (0, 1). However, if
εn is too small, then the value of K(n) is not large, which will cause problems in the
following.
Part 3: Transferring from IK(n)(εn) to n.
We claim that
P(Zn(0) > 0 and Zn(εn) > 0) = P(ZIK(n)(εn)(0) > 0 and ZIK(n)(εn)(εn) > 0) + o(1).
(2.3)
We will use the elementary bounds, for any events A, B, A′ and B′,
P(A ∩B) ≤ P(A′ ∩B′) + P(A \A′) + P(B \B′)
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and
P(A ∩B) ≥ P(A′ ∩B′)− P(A′ \A)− P(B′ \B).
For the upper bound, using the first fact above,
P(Zn(0) > 0 and Zn(εn) > 0) ≤ P(ZIK(n)(εn)(0) > 0 and ZIK(n)(εn)(εn) > 0)
+ P(Zn(0) > 0 but ZIK(n)(εn)(0) ≤ 0)
+ P(Zn(εn) > 0 but ZIK(n)(εn)(εn) ≤ 0),
and for the lower bound, using the second fact above,
P(Zn(0) > 0 and Zn(εn) > 0) ≥ P(ZIK(n)(εn)(0) > 0 and ZIK(n)(εn)(εn) > 0)
− P(Zn(0) ≤ 0 but ZIK(n)(εn)(0) > 0)
− P(Zn(εn) ≤ 0 but ZIK(n)(εn)(εn) > 0).
We will show that
P(Zn(0) > 0 but ZIK(n)(εn)(0) ≤ 0)→ 0;
the three other similar terms can be dealt with similarly. To do this, we first note that
for any xn, yn > 0,
P
(

















We first consider P(|IK(n)(εn)− n| > xn). We use Markov’s inequality to see that
P
(









and using the fact that IK(n)(εn) is a sum of K(n) independent Geometric random





































Choosing the value xn = n
5/8/(1− e−εn)3/8, we have
P
(





by our assumption that nεn →∞. We now move on to the second term on the right-
hand side of (2.4). Choosing yn = n
3/8/ε
1/8
n , since (Zj(0), j ≥ 0) is a simple symmetric
random walk and yn  n1/2, by the central limit theorem we have
P
(
Zn(0) ∈ (0, yn)
)
→ 0. (2.6)
For the final term in (2.4), we split according to if (Zj(0)) is first non-positive in
[n − xn, n + xn] before or after step n. In the former case the walk must grow by at
least yn in at most xn steps, while in the latter case the walk must fall by at least yn






















1− P(Zbxnc(0) ∈ [−yn + 1, yn])
)
.
Since xn = n
5/8/(1− e−εn)3/8  n6/8/ε2/8n = y2n, the central limit theorem tells us that
the above also converges to zero as n → ∞. Combining this with (2.5) and (2.6), we
see from (2.4) that
P
(
Zn(0) > 0 but ZIK(n)(εn)(0) ≤ 0
)
→ 0.
This, together with very similar bounds on the other three terms mentioned above,
establishes (2.3). In Part 2 we showed that
lim
n→∞
P(ZIK(n)(εn)(0) > 0 and ZIK(n)(εn)(εn) > 0) = 1/4,
and clearly P(Zn(0) > 0)→ 1/2, so the proof of Theorem 2.2 is complete.
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2.4 Outline of the proof of Theorem 2.1: Hausdorff di-
mension of exceptional times is 1/2
We now outline the main steps in turning the heuristic in Section 2.2.3 into a rigorous
proof that the Hausdorff dimension of
Eα =
{






is 1/2 almost surely for any α ∈ [0, 1/2). Since Eα ⊂ E0 for any α ≥ 0, it suffices to
give an upper bound on the dimension of E0 and a lower bound on the dimension of Eα
for α ∈ (0, 1/2). This also, of course, implies that E is non-empty almost surely and
therefore that there exist exceptional times of transience. We will proceed by stating
a series of results, whose proofs we delay until later sections.
2.4.1 Lower bound on Hausdorff dimension of Eα
We start this subsection in further generality than is needed, as we need this material
as well in Chapter 3.
Let (An) be a sequence of events in a probability space (Ω,F ,P). Build a larger
probability space with dynamical time so that An(t), the event that An occurs at time
t, is well defined. Let
Tn = {t ∈ [0, 1] : An(t) holds}











We have the following result for producing a lower bound on the Hausdorff dimension
we want. This result is based on the following corollary of [44, Lemma 6.2], which
in turn is an application of Frostman’s lemma. We shall prove the following result in
Section 2.7.




Then the Hausdorff dimension of
⋂
n T̄n is at least γ with strictly positive probability.
Now we define the objects we are going to use in this chapter. As in the sketch proof,
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we define the event
Pn(t) = {Zi(t) > 0 ∀i = 1, . . . , n}
that the random walk Z(t) is positive up to step n, and similarly
Pn = {Zi > 0 ∀i = 1, . . . , n}.
We will use these events for much of the proof. However, to consider Eα for α > 0, we
will also need the more complicated events
Pαn (t) =
{
Zi(t) ≥ iα ∀i = 1, . . . , n
}
that the random walk Z(t) remains above the curve iα for all steps i ≤ n, and similarly
for Pαn . Here we could consider any α ≥ 0, though we will mostly think of α ∈ [0, 1/2).
Note that P 0n(t) = Pn(t). Let
Tαn = {t ∈ [0, 1] : Pαn (t) holds}
be the set of times at which the random walk stays above the curve iα up to step n.


















Given Lemma 2.7, our main task in proving the lower bound we require becomes to
show that E[Φαn(γ)] is bounded above for each α, γ < 1/2. This will be the most difficult
(and most novel) part of our proof, and will be carried out in Section 2.5.









n is at least γ with strictly positive probability. This is
not quite what was promised in Theorem 2.1, which in fact says that the Hausdorff






a technicality that can be handled in basically the same way as [36, Lemma 3.2]; and
of course Tα ⊂ Eα. Finally, showing that the Hausdorff dimension of Eα is at least 1/2
almost surely, rather than with positive probability, follows from standard ergodicity
arguments (of course this cannot hold for Tα, since with positive probability Z2(t) = 0
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for all t ∈ [0, 1]). The following lemmas take care of these steps. We will prove them
in Section 2.7.








Lemma 2.10. For each α ≥ 0, the Hausdorff dimension of Eα is a constant (possibly
depending on α) almost surely.
2.4.2 Upper bound on Hausdorff dimension of E0
The following definitions are more or less standard in the noise sensitivity literature.
For a function f : {−1, 1}N → R and random variables X1, X2, . . . taking values in
{−1, 1}, we say that m ∈ N is pivotal for f if
f(X1, . . . , Xm−1, Xm, Xm+1, Xm+2, . . .) 6= f(X1, . . . , Xm−1,−Xm, Xm+1, Xm+2, . . .).
Of course this definition depends on the realisation of X1, X2, . . ., although we note
that it is independent of the value of Xm ∈ {−1, 1}. For an event E, we say that m is
pivotal for E if m is pivotal for the indicator function of E. We define the influence of
the mth bit (on E) to be
Im(E) = P(m is pivotal for E)





For technical reasons, we will need the following generalisations of Pn and T . For
k ∈ 2Z+, define the event
Pk,n = {Zk = 0, Zi > 0 ∀i = k + 1, . . . , k + n}
that Z is zero at step k and positive for the next n steps, and let
T ′k = {t ∈ [0, 1] : Zk(t) = 0, Zi(t) > 0 ∀i = k + 1, k + 2, . . .}
53
be the set of times at which Zk(t) is zero and Zi(t) is strictly positive from step k + 1
onwards.
Our next lemma is just a rephrasing of [44, Theorem 8.1] into our setting, and gives us
a condition for bounding the Hausdorff dimension of T ′k in terms of the total influence
of Pk,n.









Proof. This is almost exactly the second part of the statement of [44, Theorem 8.1]
translated into our notation. There is an extra condition that the events Pk,n must
depend only on finitely many random variables, but this is clearly satisfied since Pk,n
depends only on X1, . . . , Xn+k.
It is also necessary that I(Pk,n) → ∞ as n → ∞ (for fixed k), but this is clear
given Proposition 2.12 below alongside the fact that Im(Pk,n) = P(Zk = 0)Im−k(Pn)













(n−m+ 1)  k + P(Zk = 0)n1/2.
(the above display and facts preceding it are fully justified in Section 2.4.4).
To implement Lemma 2.11 we now need an upper bound on the influences of Pn.





This result will be proved in Section 2.6. Combining Proposition 2.12 with Lemma
2.11 will give us the upper bound of 1/2 on the Hausdorff dimension of T 0 and hence
E . We carry out the details in Section 2.4.4.
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2.4.3 Eα is empty for α > 1/2
The final part of Theorem 2.1 says that Eα is empty almost surely when α > 1/2. The
proof of this fact follows a fairly standard argument. For α, t ≥ 0 and n ∈ N define the









E[Lαn(2) | Lαn(1) > 0]
. (2.7)




P(Zn(t) ≥ nα) dt = 2P(Zn ≥ nα).
By Markov’s inequality, for any λ > 0,
P(Zn ≥ nα) = P(exp(λZn) ≥ exp(λnα)) ≤ E[exp(λZn)] exp(−λnα).
Since Zn is a sum of n independent and identically distributed random variables,
E[exp(λZn)] = E[exp(λZ1)]n = (eλ/2 + e−λ/2)n.
When λ ≤ 1 we have eλ/2 + e−λ/2 ≤ 1 + 3λ2/4, so fixing α ∈ (1/2, 1] and choosing





















Thus, again with α ∈ (1/2, 1] and λ = nα−1,





exp(−n2α−1) = 2 exp(−n2α−1/4). (2.8)
On the other hand, letting T = inf{t ∈ [0, 1] : Zn(t) ≥ nα}, we have






Let T ′ = inf{t ≥ T : one of the first n steps rerandomises}. Then clearly, provided
T <∞, ∫ T+1
T
1Lαn(t)
dt ≥ (T ′ − T ) ∧ 1.








∣∣∣FT ] ≥ E[(T ′ − T ) ∧ 1] = ∫ 1
0
s · ne−ns ds ≥
∫ 1/n
0








Combining this with (2.7) and (2.8), for any α ∈ (1/2, 1] we have
P(Lαn(1) > 0) ≤ 2 exp(−n2α−1/4) · 2en.
For Eα to be non-empty we must have a time t ∈ [0, 1] where there exists N ∈ N such
that Ln(t) occurs for all integer n ≥ N . But when α ∈ (1/2, 1], the Borel-Cantelli
lemma gives that there exists N ∈ N such that Lαn = 0 almost surely for all n ≥ N .
We now show that Lαn = 0 implies Lαn(t) does not occur for all t ∈ [0, 1].
If Lαn(t) occurs for some t ∈ [0, 1) then this would force an interval of time of positive
Lebesgue measure to exist where Lαn occurs, as we would have to wait for the next
rerandomisation time. This is clearly contradictory. We are then left to check that
Lαn(1) cannot occur infinitely often. By equality in law and Fubini’s theorem, it can be
seen that
P(Lαn(1)) = P(Lαn(0)) = E[Lαn(1)] ≤
1
2





Again, Borel-Cantelli shows that we cannot have Lαn(1) occuring infinitely often, con-
cluding the proof. Our result is trivially true for α > 1 as the maximum of a random
walk after n steps is n.
2.4.4 Completing the proof of Theorem 2.1
We now tie together the results from Sections 2.4.1, 2.4.2 and 2.4.3 to complete the
proof of Theorem 2.1.
Proof of Theorem 2.1. We showed in Section 2.4.3 that Eα is empty almost surely for
α > 1/2, so it remains to show that the Hausdorff dimension of Eα is 1/2 for any
α ∈ [0, 1/2). As stated at the beginning of Section 2.4, it suffices to show that the
Hausdorff dimension of Eα is at least 1/2 for α > 0 and the Hausdorff dimension of E0
is at most 1/2.






n is at least γ with strictly positive probability. By Lemma 2.9, the
same holds for Tα, and since Tα ⊂ Eα, the same holds for Eα. Lemma 2.10 then tells
us that the Hausdorff dimension of Eα must be at least 1/2 almost surely.
Moving on to the upper bound, take k ∈ 2Z+ and m ∈ {k + 1, k + 2, . . . , k + n}. If
Zk 6= 0 then m cannot be pivotal for Pk,n, so
Im(Pk,n) = P(Zk = 0, m is pivotal for Pk,n)
= P(Zk = 0)P(m is pivotal for Pk,n |Zk = 0).
But by the Markov property,












and so, applying Proposition 2.12, we have for large n and any fixed k that





(n−m+ 1)  k + P(Zk = 0)n1/2. (2.9)
By the Markov property
P(Pk,n) = P(Zk = 0)P(Zi > 0 ∀i = k + 1, k + 2, . . . , k + n |Zk = 0) = P(Zk = 0)P(Pn),
and by Corollary 2.6 we have P(Pn)  n−1/2. Combining this with (2.9), we see that





2 log n− log c− logP(Zk = 0)
1
2 log n+ log c
′ + log(P(Zk = 0) + kn−1/2)
,
which converges to 1 as n→∞ for each fixed k. From Lemma 2.11 we obtain that the
Hausdorff dimension of T ′k is almost surely at most (1 + 1)
−1 = 1/2.
Finally,
E0 = {t ∈ [0, 1] : lim inf
n→∞




which as a countable union of sets of Hausdorff dimension at most 1/2 almost surely,
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itself has Hausdorff dimension at most 1/2 almost surely. This completes the proof.
2.5 Proof of Proposition 2.8: bounding E[Φαn(γ)] from
above




















P(Pαn (s) ∩ Pαn (t))
|t− s|γ
ds dt.





P(Pαn (0) ∩ Pαn (t))
tγ
dt,








The following lemma says that the probability of Pαn is of the same order as the prob-
ability as Pn. It is a simple application of [42, Theorem 2] and we will prove it later in
this section.





We now want to bound P(Pn(0) ∩ Pn(t)). As suggested in the sketch proof in Section
2.2.3, the main idea is that on even periods two mirrored random walks (representing
the walk at time 0 and time t) must both be larger than 0. The difficulty is in handling
the dependencies between periods, and for this we need some more definitions. We
recall first that I0(t) = 0 and for j ≥ 1
Ij(t) = min{i > Ij−1(t) : Xi(t) 6= Xi(0)},
the jth index for which our Rademacher random variables disagree at times 0 and t.
We call the steps between Ij−1(t) and Ij(t)−1 the “jth period”, and let Jj(t) = Ij(t)−
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Ij−1(t) be the length of the jth period. Note that Jj(t) is geometrically distributed
with parameter (1/2)(1− e−t).
For each j ≥ 1, define the event
Aj(t) = {Zi(0) > 0 and Zi(t) > 0 ∀i ∈ [Ij−1(t), Ij(t)− 1]},
which says that our dynamical random walk is positive throughout the jth period at
both time 0 and time t. The exception to this is for A1(t), where we shall only ask for
it to be positive on (I0(t), I1(t)−1] = [1, I1(t)−1] as of course our random walk cannot





the average of the two walks Z(0) and Z(t). Note that, for each t, during odd periods
the increments of Wi(t) are equal to the increments of Zi(0); and during even periods,
Wi(t) is constant. (When we talk about increments we mean as i changes, keeping t
fixed.)
When j is odd, define the event
A′j(t) = {Wi(t) > 0 ∀i ∈ [Ij−1(t), Ij(t)− 1]}
that W (t) is positive throughout the jth period. We make the same exception here for
j = 1 as we did for Aj(t). Note that, since Wi(t) is the average of Zi(0) and Zi(t), if
both of these are positive, then so is Wi(t). That is, if j is odd, then Aj(t) ⊂ A′j(t).
Making the same comparison when j is even would not be useful since W is constant.
Instead, when j is even, let B
(j)
i (t), i ≥ 0 be an independent simple random walk
started from WIj−1(t)−1(t) and define
A′j(t) = {B
(j)
i (t) ∈ (0, 2WIj−1(t)−1(t)) ∀i ∈ [1, Jj(t)]}.
Figure 2-5 shows a realisation of Z(0), Z(t), W (t), B(2)(t) and B(4)(t).
We need to rule out some unlikely events. Let
Eoddn (t) = {J3(t) + J5(t) + . . .+ J2bnt/8c+1(t) ≥ n/8},
which we think of as the event that the odd periods (not including the first) are not
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I1 − 1 I2 − 1 I3 − 1 I4 − 1
Figure 2-5: A realisation of Z(0) and Z(t) (blue/red), W (t) (black), B(2)(t) and
B(4)(t) (both green) for the first four periods.
too short,
Eevenn (t) = {J2(t) + J4(t) + . . .+ J2bnt/8c(t) ≥ n/8},
which we think of as the event that the even periods are not too short,
En(t) = E
odd
n (t) ∩ Eevenn (t)
the event that both the odd and even periods are not too short, and
E′n(t) = {I2bnt/8c+1(t) ≤ n},
the event that we have at least 2bnt/8c+ 1 periods before step n.
We note that for each j, when t is small Jj(t) has expectation roughly 2/t, so when
n is large the above events should all occur with probability close to 1. The following
lemma, which we prove later in the section, quantifies this more precisely.
Lemma 2.14. There exists a constant δ > 0 such that for any t ∈ [0, 1] and n ∈ N,
P(En(t)c) + P(E′n(t)c) ≤ exp(−δnt).
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Our next result translates the probability that we want to bound, which is that of
Vk(t), into probabilities of events involving W (t) and B
(j)(t). The probabilities on the
right are squared, reflecting the fact that we have two random walks (one at time 0 and
another at time t) that must both stay positive. Apart from the first period, which is
important to retain separately, only the even periods are included, since they are the
ones on which the two random walks are mirrored.
















i (t) > 0 ∀i ∈ [1, J2j(t)]
∣∣V ′2j−1(t) ∩ En(t))2.
The proof of this result involves carefully separating out as much independence as
possible between the different periods and applying the FKG inequality. Again we
postpone the proof to later in the section in order to continue with our overarching
proof of Proposition 2.8.
Next observe that since B(j)(t) is simply an independent random walk started from
WIj−1(t)−1(t), it has the same distribution as W itself over the (j + 1)th period. This
inspires our next proposition, which allows us to telescope the product from Proposition
2.15 back into a statement only about W .







i (t) > 0 ∀i ∈ [1, J2j(t)]








Combining Propositions 2.15 and 2.16, and then using elementary bounds, allows us
to prove the following.
Proposition 2.17. There exists a constant C > 0 such that for all (t, k, n) where
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where the last equality used the independence of Z(0) and the lengths of the periods at
time t. By Proposition 2.17, the first term on the last line above is at most a constant
times 1/(nt1/2), and by Corollary 2.6 and Lemma 2.14, the second term is at most a



























For γ < 1/2, the first integral on the right-hand side above is finite and the second in-
tegral (which can be approximated by integrating separately over (0, 1/n] and (1/n, 1))




dt . n−1 + nγ−3/2  n−1.















we have for α, γ < 1/2 that
E[Φαn(γ)] . 1.
This completes the proof of Proposition 2.8, subject to proving all of the intermediary
results above.
Before we begin to prove these results, we will need another elementary lemma as an
ingredient in the proof of Proposition 2.15.
Lemma 2.18. If (Si, i ≥ 0) is a simple symmetric random walk, then for any x, y, k ∈
N,
Px(Si ∈ (0, 2y) ∀i ≤ k) ≤ Py(Si ∈ (0, 2y) ∀i ≤ k).
This is easily proved by induction. We include a proof later, but now proceed with the
much more interesting proofs of Propositions 2.15 and 2.16. These proofs contain the
main ideas of this chapter.
Proof of Proposition 2.15. Our first step is to move from Aj(t) to A
′
j(t). To do so, we
go via a third collection of events which we call Ãj(t). When j is odd, let Ãj(t) = A
′
j(t).
We have already mentioned that if j is odd, then
Aj(t) ⊂ A′j(t) = Ãj(t).
When j is even, define the event
Ãj(t) = {Zi(0) ∈ (0, 2WIj−1(t)−1(t)) ∀i ∈ [Ij−1(t), Ij(t)− 1]}.
We claim that when j is even, we also have Aj(t) ⊂ Ãj(t). Indeed, suppose that j
is even. We show that if ω 6∈ Ãj(t) then ω 6∈ Aj(t). If ω 6∈ Ãj(t) then there exists
i ∈ [Ij−1(t), Ij(t)− 1] such that either Zi(0) ≤ 0, in which case clearly ω 6∈ Aj(t), or
Zi(0) ≥ 2WIj−1(t)−1(t) = ZIj−1(t)−1(0) + ZIj−1(t)−1(t).
Then
Zi(0)− ZIj−1(t)−1(0) ≥ ZIj−1(t)−1(t),
so since the increments of Zi(t) are the negative of the increments of Zi(0) during even
periods,
Zi(t)− ZIj−1(t)−1(t) ≤ −ZIj−1(t)−1(t)
and therefore Zi(t) ≤ 0. Thus ω 6∈ Aj(t), establishing our claim. We deduce that, for
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any k ∈ N,
A1(t) ∩A2(t) ∩ . . . ∩Ak(t) ⊂ Ã1(t) ∩ Ã2(t) ∩ . . . ∩ Ãk(t). (2.10)
Note that the increments of Zi(0) on even periods are independent of the whole process
Wi(t). Combining this fact with Lemma 2.18, we have
P
(
Ã1(t) ∩ Ã2(t) ∩ . . . ∩ Ãk(t)
∣∣FI(t)) ≤ P(A′1(t) ∩A′2(t) ∩ . . . ∩A′k(t)∣∣FI(t)) (2.11)
for any k ∈ N, where FI(t) = σ(Ij(t), j ≥ 0). Combining (2.10) and (2.11) and taking
expectations to remove the conditioning, for any k ∈ N we have
P(Vk(t) ∩ En(t)) ≤ P(V ′k(t) ∩ En(t)).
By repeatedly applying the definition of conditional probability, and then ignoring the


























∣∣V ′2j−1(t) ∩ En(t)). (2.12)




i (t) ∈ (0, 2WI2j−1(t)−1(t)) ∀i ∈ [1, J2j(t)]}
= {B(2j)i (t) > 0 ∀i ∈ [1, J2j(t)]}
∩ {B(2j)i (t) < 2WI2j−1(t)−1(t) ∀i ∈ [1, J2j(t)]},










i (t) > 0 ∀i ∈ [1, J2j(t)]





i (t) < 2WI2j−1(t)−1(t) ∀i ∈ [1, J2j(t)]





i (t) > 0 ∀i ∈ [1, J2j(t)]
∣∣V ′2j−1(t) ∩ En(t))2,
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where the inequality comes from (2.2) and the equality follows from symmetry about
WI2j−1(t)−1(t) (recalling that B
(2j)
0 (t) = WI2j−1(t)−1(t)). Substituting this into (2.12),
















i (t) > 0 ∀i ∈ [1, J2j(t)]
∣∣V ′2j−1(t) ∩ En(t))2
as required.
The proof below of Proposition 2.16 is an induction argument that relies on the key
idea that the walks B
(2j)
i (t) are independent of the walk W (t) but have the same step
distribution. Thus we can just think about the next odd period of W (t) rather than
Bi(t). This corresponds to contracting the walk W over the even periods where it is
constant, and instead looking at the random walk generated by the odd periods. This
can be seen in Figure 2-6.
I1 − 1 I2 − 1 I3 − 1 I4 − 1
Contracted
Contracted
Figure 2-6: A realisation of W (t) (black) and its contracted version (cyan) up until
some step after the the fourth switch for W (t).





i (t) > 0 ∀i ∈ [1, J2(t)]










On the event A′1(t) ∩En(t), the distribution of (B
(2)







i (t) > 0 ∀i ∈ [1, J2(t)]
∣∣V ′1(t) ∩ En(t)) = P(A′3(t) ∩A′1(t) ∩ En(t))P(A′1(t) ∩ En(t)) ,
establishing the claim in the case k = 1. The general case is very similar: assuming







i (t) > 0 ∀i ∈ [1, J2j(t)]











) P(B(2k)i (t) > 0 ∀i ∈ [1, J2k(t)] ∣∣V ′2k−1(t) ∩ En(t)).
Considering the last term on the right-hand side above, we note that B(2k)(t) is inde-
pendent of A′2j(t) given A
′
































2j−1(t)∩En(t), the law of (B
(2k)
i (t))i∈[1,J2k(t)]

















which establishes the claim for k, completing the proof.
The proof of our third proposition in this section, Proposition 2.17, does not contain
any major ideas; it simply combines the results above with some elementary approxi-
mations.















Recalling that A′2j−1(t) requires that Wi(t) is positive on the (2j−1)th period, whereas
Wi(t) is constant on even periods, we note that
bk/2c+1⋂
j=1













Now, Wi(t) is simply a simple symmetric random walk during odd periods, and constant
on even periods. Thus the probability that it stays positive up to step I2bk/2c+1(t)− 1
is exactly the probability that a simple symmetric random walk stays positive up to




















On the event En(t) ⊂ Eoddn (t), we have
J1(t) + J3(t) + . . .+ J2bnt/8c+1(t)− 1 ≥ J3(t) + J5(t) + . . .+ J2bnt/8c+1(t) ≥ n/8,



















where the equality holds by stationarity of Z(t) and the independence of A′1(t) and
En(t) (since En(t) only involves periods 2 and later). We know from Corollary 2.6 that
P
(
Zi(0) > 0 ∀i ≤ n/8
)
 n−1/2,
and we claim that
P(A′1(t)) & t1/2.
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To see this, note that I1(t) is independent of Z(0), so





































and by Corollary 2.6,
P
(




 (1− e−t)1/2  t1/2,
which establishes the claim. Substituting our approximations into (2.13), we have








We now proceed with the proofs of our minor lemmas.
Proof of Lemma 2.13. Recalling that
Pn = {Zi > 0 ∀i = 1, . . . , n} and Pαn =
{
Zi ≥ iα ∀i = 1, . . . , n
}
,
we use the fact that P(Pαn ) = P(Pαn |Pn)P(Pn). From Corollary 2.6 we know that
P(Pn)  n−1/2. It therefore suffices to show that P(Pαn )  P(Pn) for any α < 1/2. Fix
α′ ∈ (α, 1/2). We apply [42, Theorem 2], which says that we may choose δ > 0 such
that
P(Zi ≥ δiα
′ ∀i = 1, . . . , n) ≥ P(Pn)/2.
Choose k such that δiα
′ ≥ iα for all i ≥ k. Then
P(Zi ≥ iα ∀i = 1, . . . , n) ≥ P(Zi = i ∀i = 1, . . . , k; Zi ≥ iα ∀i = k + 1, . . . , n)
≥ P(Zi = i ∀i = 1, . . . , k; Zi ≥ δiα
′ ∀i = k + 1, . . . , n)
= 2−kP(Zi ≥ δ(i+ k)α
′ − k ∀i = 1, . . . , n− k)
≥ 2−kP(Zi ≥ δiα
′ ∀i = 1, . . . , n) ≥ 2−(k+1)P(Pn),
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which completes the proof.




the sum of bnt/8c independent geometric random variables of parameter (1 − e−t)/2
must be smaller than n/8; which is equivalent to a Binomial random variable of pa-
rameters (dn/8e, (1 − e−t)/2) being larger than bnt/8c. Letting X be such a random
variable, we have
E[e(log 2)X ] =
(




1 + (1− e−t)/2
)dn/8e
≤ (1 + t/2)dn/8e ≤ e(n/8+1)t/2,
so
P(Y ≥ bnt/8c) ≤ E[e(log 2)Y ]e−(log 2)bnt/8c ≤ e(n/8+1)t/2−(log 2)(nt/8−1)
≤ 2e1/2e−(2 log 2−1)nt/16.
This proves the required decay for P(Eoddn (t)c), and P(Eevenn (t)) = P(Eoddn (t)). The
proof for P(E′n(t)c) is very similar. Noting that Ij(t) is a sum of j independent Geo-
metric random variables of parameter (1 − e−t)/2, we have that P(E′n(t)c) ≤ P(Y ≤
2bnt/8c+ 1) where Y ∼ Bin(n, (1− e−t/2)). Now
E[e−(log 2)Y ] =
(






≤ (1− t/8)n ≤ e−nt/8
where we’ve used that 1 − t ≤ e−t ≤ 1 − t/2 for t ∈ [0, 1]. Using the Chernoff bound
again we get
P(Y ≤ 2bnt/8c+ 1) ≤ E[e−(log 2)Y ]e(log 2)(2bnt/8c+1) ≤ 2e−(nt/8)+(log 2)(nt/4)
= 2e−(2 log 2−1)nt/8.
Proof of Lemma 2.18. Fix y ∈ N and let
px,k = Px(Si ∈ (0, 2y) ∀i ≤ k).
We claim, by induction on k, that px,k is non-decreasing in x for x ≤ y. By symmetry
this is enough to prove the lemma. Clearly the claim holds for k = 0. For general k, if
























This completes the proof of our final lemma in this section, and therefore the proof of
Proposition 2.8.
2.6 Proof of Proposition 2.12: influences of Pn
In this section we give estimates on the influence of each bit m = 1, 2, . . . , n on the





where Im(Pn) is the probability that the mth bit is pivotal for Pn, and it will be our
aim to prove this. We will keep n fixed and say “m is pivotal” as shorthand for “m is
pivotal for Pn”.
2.6.1 Translating Im(Pn) into elementary properties of the random
walk
To reduce the amount of work we will take advantage of the fact that
Im(Pn) = P(m is pivotal) = 2P({m is pivotal} ∩ Pn), (2.14)
which holds since the event that m is pivotal is independent of the value of Xm:
P({m is pivotal} ∩ Pn)
= P({m is pivotal} ∩ {Xm = 1} ∩ Pn) + P({m is pivotal} ∩ {Xm = −1} ∩ Pn)
= P({m is pivotal} ∩ {Xm = −1} ∩ P cn) + P({m is pivotal} ∩ {Xm = 1} ∩ P cn)
= P({m is pivotal} ∩ P cn).
We now write down an explicit condition for the event {m is pivotal} ∩ Pn to occur.
We claim that for m = 1, 2, . . . , n,








In words, m is pivotal and Pn holds if and only if Z stays positive for the first n steps,
and hits 2Zm−1 between steps m and n.
To see why this is true, call the path of Z up to step m − 1 the first portion of the
walk, and the path from step m to step n the second portion. Of course Pn entails that
both portions remain positive. In order for m to be pivotal, we also need that when
we change the sign of the mth bit, and therefore reflect the second portion of the path
about Zm−1, the second portion no longer remains positive. This holds if and only if
the second portion (before reflection) hits 2Zm−1. See Figure 2-7.
m nZi > 0 here
2Zm−1
Figure 2-7: A realisation of Z with and without the mth bit flipped (dashed red /
solid blue). The black dots show the points at which the walks hits one of the two
barriers at 0 or 2Zm−1, which is the key to pivotality.
If m = 1 then trivially Zm−1 = 0, so (2.15) reduces to
{1 is pivotal} ∩ Pn = {Zi > 0 ∀i = 1, . . . , n}.
Thus, by Corollary 2.6, P({1 is pivotal} ∩ Pn) is of order n−1/2. Proposition 2.12
therefore holds for m = 1 and we may assume that from now on m ≥ 2.
Returning to (2.15) in the case m ≥ 2, the next step is to split the event that m is
pivotal over the possible values of Zm−1. Writing Pz for the probability measure under
























By the ballot theorem [4] (or see [1] for a thorough introduction), the probability that
a simple symmetric random walk starting from 0 stays positive up to step m − 1 and
finishes at z at the (m− 1)-st step is z/(m− 1) times the probability that the random




















2.6.2 A lower bound on the influences of Pn
Define the events
























We want to bound Pz(L∩U) from below when z ≤ l(m,n). The following corollary of
Lemmas 2.3 and 2.5 will be useful.
Corollary 2.19. If 0 ≤ z ≤
√




and if 0 ≤ z ≤ l(m,n) with 0 ≤ m ≤ n then for large n
Pz(U(m,n, z))  1.
Proof. From Lemma 2.5,
Pz(L) = Pz(Zi > 0 ∀i ≤ n−m+ 1) = P0(Zn−m+1 ∈ [−z + 1, z]),












The first part of the result now follows from the fact that z ≤
√
n−m+ 1. The second
72
part is very similar: using Lemmas 2.5 and 2.3,














and clearly Pz(U) ≤ 1 so the proof is complete.
Lemma 2.20. For z ∈ [0, l(m,n)], we have
Pz
(






Proof. We would like to use the FKG inequality. Unfortunately, neither L nor U is
either increasing or decreasing as a function of X. However, if we replace the switch














then L′ and U ′ are both increasing. Thus the FKG inequality (2.1) tells us that
Pz(L′ ∩ U ′) ≥ Pz(L′)Pz(U ′)
and since Y and Z have the same distribution,
Pz(L ∩ U) = Pz(L′ ∩ U ′) ≥ Pz(L′)Pz(U ′) = Pz(L)Pz(U).
The result now follows from Corollary 2.19.











































If m ≤ n/2, then the right-hand side above is of order n−1/2, and if m > n/2, it is of
order (n−m + 1)/n3/2. In either case this completes the proof of the lower bound in
Proposition 2.12.
2.6.3 An upper bound on the influences of Pn
We will now bound (2.16) from above. This direction is more challenging as we need
to consider the entire sum; for the lower bound we could restrict to just the values of
z that gave the biggest contribution. We recall the definitions of L and U from (2.17).
Some of the following arguments have been streamlined since their publication in [40]
as we only need to focus on the case that m ≥ n/2. This is due to the observation that
if m < n/2 then by Corollary 2.6 and (2.14)
Im(Pn) = 2P({m is pivotal} ∩ Pn) ≤ 2P(Pn)  n−1/2  (n−m+ 1)n−3/2
so we obtain the required upper bound. Now let m ≥ n/2. As part of our proof we
will have to bound several sums of the following form.
Lemma 2.21. There exists K > 0 such that for all c ∈ N and r ≥ 0
∞∑
z=0









































(k + 1)r exp(−k2)  Cr+1.
Let M = b(m − 1)3/4c. We begin our upper bound on (2.16) by splitting the sum
74


















P0(Zm−1 = z)Pz(L ∩ U) + 2
m−1∑
z=M+1
P0(Zm−1 = z)Pz(L). (2.18)
We label the two sums in (2.18) by (2.18 i) and (2.18 ii).
Addressing the second sum first, we note that Pz(L) is increasing in z, so
(2.18 ii) ≤ 2Pm−1(L)
m−1∑
z=M+1
P0(Zm−1 = z) = 2Pm−1(L)P0(Zm−1 > M).
By Lemma 2.4 with x = M , we have
P0(Zm−1 > M) ≤ exp(−(m− 1)1/2/2).
Using the trivial bound Pm−1(L) ≤ 1, we have that
(2.18 ii) . exp(−(m− 1)1/2/2).
As m ≥ n/2, one can check that the above is at most a constant times (n−m+1)n−3/2,
as required. It thus remains to bound (2.18 i).
To do this we split it again depending on whether z exceeds b(n−m+1)1/2c. If it does
not, we bound Pz(L ∩ U) above by Pz(L) and apply Lemma 2.3 and Corollary 2.19.

































z(z + 1)  (n−m+ 1)3/2.













When z > (n−m+ 1)1/2 then we bound Pz(L ∩ U) above by Pz(U) instead of Pz(L).






















and by Lemmas 2.5 and 2.4,
Pz(U) = 1− Pz(Zi < 2z ∀i ≤ n−m+ 1)



















By Lemma 2.21 (noting m ≥ n/2), this is of order at most (n−m+1)/n3/2. Combining





which completes the proof of Proposition 2.12.
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2.7 Proofs of Lemmas 2.7, 2.9 and 2.10
To complete our proof of the lower bound on the Hausdorff dimension of E outlined in
Section 2.4, we need several technical lemmas. In this section we prove those results,
beginning with Lemma 2.7, which is based on [44, Lemma 6.2].







then noting that µn is supported on T̄n, [44, Lemma 6.2] gives a sufficient condition for
the Hausdorff dimension of
⋂
n T̄n to be at least γ. This condition is that there exists
a finite positive constant c such that for infinitely many n,





|t− s|−γ dµn(s) dµn(t) ≤ c.























P(An) dt = 1.
Also, for any γ ∈ [0, 1),









= E[Φn(0)] ≤ E[Φn(γ)].
Substituting these estimates into (2.22), we have
P(µn([0, 1]) ≥ 1/2) ≥
1
4E[Φn(γ)]















|t− s|−γ dµn(s) dµn(t),
so the second part of our desired condition requires us to show that Φn(γ) ≤ c for some
constant c and infinitely many n. By Markov’s inequality,
sup
n











P(µn([0, 1]) ≥ 1/2 and Φn(γ) ≤ 8S2)
≥ inf
n
P(µn([0, 1]) ≥ 1/2)− sup
n




By Fatou’s lemma we deduce that
P(µn([0, 1]) ≥ 1/2 and Φn(γ) ≤ 8S2 for infinitely many n)













and the proof is complete.
Our proof of Lemma 2.9 is based on the equivalent result for percolation by Häggström,
Peres and Steif [36, Lemma 3.2].
Proof of Lemma 2.9. Recall that for each j, (Nj(t), t ≥ 0) is a Poisson process of rate
1 that decides when Xj rerandomises. For i ≥ 0, let τ (i)j = inf{t ≥ 0 : Nj(t) = i}, the
time of the ith rerandomisation of Xj .
Fix i and j. Since each step of the random walk evolves (in time) independently, almost
surely at time τ
(i)
j the random walk hits both 0 and 2Zj−1(τ
(i)
j ) after step j; thus for
large enough n, the random walk hits 0 before step n regardless of the state of step
j. The random walk therefore also falls below the line i 7→ iα before step n (for large
enough n), regardless of the state of step j. That is, almost surely, τ
(i)
j 6∈ T̄αn \ Tαn for
all large n.
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However, since the system only changes when one of the Xj rerandomises, for each
α ≥ 0 and n ∈ N we have
T̄αn \ Tαn ⊂ {τ
(i)
j : i = 0, 1, 2, . . . , j = 1, 2, . . . , n}. (2.23)
Thus for each deterministic N we have⋂
n≥N
(T̄αn \ Tαn ) = ∅ almost surely.














(T̄αn \ Tαn )
so the left-hand side is also empty almost surely, as required.
Finally, Lemma 2.10 is a standard application of the ergodic theorem but it is slightly
lengthy to prove due to the setup required. We shall state the definitions used here, but
the interested reader should see Chapter 24 in [9] for further details. First let (Ω,F , µ)
be a σ−finite measure space with θ : Ω → Ω measurable, and let (R,B, ν) denote the
Borel σ-algebra on R with the Lebesgue measure. A ∈ F is called invariant (under θ)
if θ−1(A) = A, and a measurable function f : Ω → R is called invariant (under θ) if
f = f ◦ θ. The map θ is called measure-preserving if
µ(θ−1(A)) = µ(A) for all A ∈ F
and such a θ is called ergodic if Fθ := {A ∈ F : θ−1(A) = A} (which is a σ−algebra)
contains only sets of measure 0 and their complements.
The version of the ergodic theorem we shall use is a specific case of [9, Theorem 24.1]:
Theorem 2.22. If θ : Ω→ Ω is ergodic and f : Ω→ R is invariant, then f = c almost
everywhere, where c ∈ R is some constant.
Proof of Lemma 2.10. Before we apply the ergodic theorem, we should formally con-
struct our probability space. For each i ∈ {0, 1, 2, . . .} and j ∈ N, take a Rademacher
random variable B
(i)
j and an exponential random variable E
(i)
j of parameter 1. We view




j )i≥0)j≥1), i.e. (({−1, 1}×R+)N0)N with
the product σ-algebra F and product measure µ. As usual for product σ-algebras, F
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can be defined as the smallest σ-algebra such that all the projection maps




j )i≥0)j≥1) 7→ ω
(i)
j
are measurable; where ω ∈ {B,E}, i ∈ N0, j ∈ N. Equivalently F can be derived using
cylinder sets, these are sets of the form⊗
i,j,ω
Aωi,j
where again i ∈ N0, j ∈ N and ω ∈ {B,E} where each set of the form AEi,j is an element
of B(R+) but all but finitely many of them (over i, j) are equal to R+, while the sets
of the form ABi,j are each elements of P({−1, 1}) and all but finitely many of them
(over i, j) are equal to {−1, 1}. If we call this collection of cylinder sets C, then C is a
π-system and σ(C) = F as desired (see Chapter 2 of [31]).











Define the shift map θ : Ω → Ω, (((B(i)j , E
(i)





practical terms, θ deletes X1(t) and builds our (dynamical) random walk from the
sequence (X2(t), X3(t), . . .) instead.
We show that θ is ergodic. We can restrict our attention to C as it generates F .
The preimage under θ of any cylinder set A is the same cylinder set shifted right, i.e.
θ−1(A) = ({−1, 1} ×R+)×A which occurs with the same probability as A, hence θ is
measurable and measure preserving (see e.g. [9, Lemma 24.1]). For ergodicity, define




Tn where Tn = σ(πωi,j : i ∈ N0, j > n, ω ∈ {B,E}) ⊂ F .
Now for A ∈ C (a cylinder set), we have that
θ−n(A) = {x ∈ Ω : πωi,j+n(x) ∈ Aωi,j ∀i, j, ω} ∈ Tn.
Now as Tn is a σ-algebra and C is a π-system, we have that θ−n(A) ∈ Tn ∀A ∈ F . Now
if A ∈ Fθ = {A ∈ F : θ−1(A) = A} (i.e. a shift invariant set), then A = θ−n(A) ∈ Tn
for every n, so A ∈ T , this immediately gives us that Fθ ⊂ T , and so by Kolmogorov’s
0− 1 law (see e.g. [5, Theorem 7.2.4]) we have that T is trivial, hence Fθ is trivial, so
θ is ergodic. Define
E ′α =
{








For any α ≥ 0, the Hausdorff dimension of Eα ∪ E ′α is invariant under θ (as removing
X1(t) will not affect whether or not the walk diverges), and therefore constant almost
surely by Theorem 2.22. By symmetry, the Hausdorff dimension of Eα equals that
of E ′α. Since the Hausdorff dimension of the union of two sets is the maximum of
their Hausdorff dimensions, the Hausdorff dimension of Eα must therefore equal that
of Eα ∪ E ′α, and thus be constant almost surely.
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Chapter 3
Exceptional Times Of Dynamical
Brownian Motion
In this chapter, we extend the results from the previous chapter into continuous space.
That is, we define a process called dynamical Brownian motion, which over time, evolves
as a Brownian motion with reflections taking place in different locations.
In this chapter we prove results echoing Theorems 2.1 and 2.2 for our new model. As
we will see, moving into continuous space makes certain aspects of our proof easier,
and others significantly more challenging.
While many of the proofs are very similar to work done in the previous chapter, which
was work done jointly with Matthew Roberts in [40], most proofs are still included here
in full detail so that this chapter is as self-contained as possible. However, there will
be explicit mentions to the previous chapter.
3.1 Introduction and results
A general treatment of Brownian motion can be found in [35] but we shall state the
basics here. A one dimensional Brownian motion B = (Bs)s≥0 started from x ∈ R
satisfies:
• B0 = x.
• B has independent increments, that is, if s2 > s1 then Bs2 −Bs1 is independent
of Bs for s ≤ s1.
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• For any 0 ≤ s1 ≤ s2, Bs2 −Bs1 ∼ N(0, s2 − s1) - a normal random variable with
mean 0 and variance s2 − s1.
• Bs is continuous in s.
A Brownian motion can also be viewed as a scaling limit of a random walk via Donsker’s
Invariance Principle. That is, for any one-dimensional simple symmetric random walk






in distribution (in Skorohod space, to be exact).
In order to relate the previous chapter to Brownian motion, we need to somehow
implement similar dynamics into it, i.e. we need Brownian analogues to the “compass”
and “switch” random walks.
The main issue with defining the process is that we can’t think about rerandomising
“bits” anymore, since a Brownian motion is a continuous path rather than a discrete
number of steps. However we can fix this as by using a two dimensional Poisson point
process (PPP) rather than independent one dimensional PPPs on each step as in the
random walk case.
Recall that a Poisson point process (PPP) on R2+ := [0,∞)2 of rate λ > 0 satisfies the
following:
• The number of points in A ⊂ R2+, denoted N(A), is a Poisson(λ|A|) random
variable, where |A| denotes the (Lebesgue) area of A. That is;
P(N(A) = n) =
(λ|A|)n
n!
e−λ|A| ∀n ∈ N0.
• The number of points in disjoint subsets of R2+ are independent.
The process we will be using is P, a PPP on R2+ of rate one where additionally; every
point is kept with probability 1/2 and discarded otherwise. By the colouring/thinning
theorem [27, Proposition 5.5 and Corollary 5.9] P is equivalent to a PPP(1/2).
This may seem like an unnecessary step as in fact a PPP of any constant non-zero
rate will do, but this thinning process is meant to emulate the discrete case, where our
rerandomisations only cause an actual change with probability 1/2.
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A point in P is denoted (s, t), we refer to s as “Brownian time” and t as “dynamical
time”. This may seem confusing but it is standard in literature to say that Bs is a
Brownian motion at time s, but as we will be considering Bs(t) shortly the distinction
becomes helpful. In the random walk case, we always wrote “steps” to refer to (discrete)
“random walk time”.
At times we will be focusing on a subset of R2+ so we define for A,B ⊂ R+ (which for
our work only need to be connected, i.e. intervals)
RA,B := {(s, t) ∈ P | s ∈ A, t ∈ B}
which can be viewed as a PPP of rate 1/2 on the subset A × B of our ambient space
R2+. For a, b ∈ R+ we use the shorthand Ra,b for R[0,a),[0,b). It doesn’t matter whether
or not we have closed or half-open intervals in the above definition, as the probability
we have a point in e.g. R+ × {t} is zero as it has no Lebesgue-area.
Before defining dynamical Brownian motion, we introduce the following definition. For
t ≥ 0 set I0(t) = 0, and for k ≥ 1 define
Ik(t) = min{s > Ik−1(t) | ∃t′ ≤ t s.t. (s, t′) ∈ R∞,t}.
That is, Ik(t) is the Brownian time where the kth point (with respect to Brownian
time) before dynamical time t of P is. This is the continuous time analogue of Ik(t)
from Chapter 2.
We now define dynamical Brownian motion as follows. Start with P and a Brow-
nian motion (Bs)s≥0 started from 0, and define Bs(0) = Bs ∀s. For each t > 0,
list the points of R∞,t such that the first coordinates are in ascending order, that is,






This process allows us to define the dynamical Brownian motion B = (Bs(t))s,t≥0 and
we write B(t) = (Bs(t))s≥0. Note that this construction is valid for any continuous
function, in particular Brownian motions started from values other than one (e.g. the
process (Bs), to be defined later). This formulation comes from the perspective of
fixing dynamical time and moving through Brownian time, but it is also natural to fix
Brownian time and then move through dynamical time. This can be done as follows.
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Again, start with a Brownian motion path at dynamical time 0, B(0) := (Bs(0))s≥0,
started from 0, and the PPP P. First we define B0(t) = B0(0) ∀t > 0, then to find
Bs(t) for s, t ≥ 0:
1. List the points in Rs,t in ascending order in the dynamical-time coordinate;
(s1, t1), . . . , (sn, tn) for t1 < · · · < tn (a.s. there are finitely many points in
Rs,t, and none of them share either coordinate, so the following is well defined).
2. Create a new Brownian path by reflecting B(0) from Brownian time s1 onwards
by the horizontal line of height Bs1(0)
3. Take this new path and reflect it from Brownian time s2 onwards by the value
the path has at Brownian time s2 to create a new path.
4. Repeat this for s3, s4, . . . , sn and the final path you have is (Bu(t))u≤s.
Note that as reflections commute we can actually do the reflections in the construction
in any order provided you reflect at the relevant point. That is, the value of the Brow-
nian motion at that Brownian time given the reflections you’ve already implemented.
This means that both constructions given above are equivalent, albeit the former is
nicer in that it gives an explicit formulation with far less effort. This model is indeed
the continuous version of the switch random walk, as a single change in that model
corresponded to a reflection of infinite length (if no other changes), just like in this
model.
We do not define a dynamical Brownian motion to mirror the compass random walk
because a single change in that model corresponded to a reflection of length one, and
viewing Brownian motion as a limit of scaled discrete steps, a reflection of length one
becomes a reflection of length δ > 0 for arbitrarily small δ, which would not change the
sample path. However it may be possible to make up for the effect of a single change
being small by having more changes occur per unit time. We do not investigate this
here but see [38] for reference.
As reflected Brownian motions are Brownian motions, it is clear that ∀t B(t) = B(0) in
distribution, so as in the random walk case the dynamics do not alter the distribution
of the process at a fixed dynamical time. Thus we can ask the same questions of our
dynamical Brownian motion as we did for the dynamical switch random walk.
We state the main theorem we prove in this chapter, which is an analogue of Theorem
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2.1. Define for α ≥ 0 and (Bs(t)) the dynamical Brownian motion started from 0,
E =
{











Theorem 3.1. There exist exceptional times of transience for Brownian motion: E is
non-empty almost surely. In fact, the Hausdorff dimension of Eα is 1/2 almost surely
for any α ∈ [0, 1/2). On the other hand, Eα is empty almost surely for any α > 1/2.
We also have a noise sensitivity result to analogue Theorem 2.2
Theorem 3.2. Let (εs, s > 0) be any sequence in (0, 1) such that sεs → ∞. The
sequence of events ({Bs > 0}, s > 0) is quantitatively noise sensitive with respect to the
sequence (εs, s > 0), by which we mean that
P(Bs(0) > 0 and Bs(εs) > 0)− P(Bs(0) > 0)2 → 0
as s→∞.
3.2 Structure and preliminaries
3.2.1 Layout of chapter
It is highly recommended that the reader who has read the previous chapter also reads
Sections 3.2.2 and 3.2.3. This is because many elements of the proofs in this chapter
echo equivalent proofs in the previous chapter, and these sections communicate the
main differences between the two chapters. This means that a reader well-versed in
Chapter 2 can skim through parts of this chapter that they are comfortable with and
instead focus on the ideas in this chapter that are novel.
The rest of this chapter is organised as follows. In Section 3.2.4 we outline some useful
facts about Brownian motions and PPPs that will be used extensively in our proofs.
We prove Theorem 3.2 in Section 3.3. As in the previous chapter, the proof of Theorem
3.1 is significantly longer than Theorem 3.2, and so we give a proof outline in Section
3.4. In this outline we see that we must prove Proposition 3.12 for the lower bound
on the Hausdorff dimension, which is done in Section 3.5, and Proposition 3.17 for the
upper bound, proved in Section 3.6. In Section 3.7 we prove technical lemmas regarding
the closure of the set of exceptional times and ergodicity that are required in the proof
of Theorem 3.1. Finally, Sections 3.8 and 3.9 deal with technical results that are novel
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(relative to Chapter 2) and are detailed explicitly in the following subsection.
3.2.2 Guide for the rest of the chapter
The correspondence between the majority of sections in Chapters 2 and 3 is as follows:
Section 3.a.b ←→ Section 2.a.b ∀3 ≤ a ≤ 7
The proofs in these sections end up being quite similar, and a lot of the changes are
natural changes one would expect when moving from discrete to continuous space,
see Section 3.2.3 for full details. In this chapter we do not have a section dedicated
to sketch proofs as in Section 2.2.3 as the sketches are identical. All that needs to
be done is replace the random walks with Brownian motions, and change a couple of
definitions (see the following subsection). For the rest of this subsection, we discuss
the additional subsections added to this chapter and why they are needed, as well as
any other significant changes to the proofs.
We start with Section 3.8. Recall from the previous chapter that it was Lemma 2.11,
which came from [44, Theorem 8.1], that gave us the upper bound for our Hausdorff
dimension. These results utilise the concept of the “influence” of a Boolean function,
that is, the probability that changing a given bit will change the output of the function.
Changing a single bit does not make sense in continuous space, so we must make a
new definition. Full details of these changes are given in Section 3.4.2, but in short,
rather than considering a bit changing we consider the Brownian motion path where a
reflection does (or does not) occur at a given Brownian time. In other words, whether
or not (s, t) ∈ P for a given s and any t. We then change the definition of total influence
to be ∫ ∞
0
Im(An) dm
rather than a sum over m. Of course we need to prove that these definitions allow
us to prove a Brownian version of Lemma 2.11, and that is what Theorem 3.15 and
Corollary 3.16 are for. These are proven in Section 3.8. It is interesting to note that
we heavily use the fact we have a built in Poisson point process in these proofs. In
particular, we take advantage of Mecke’s equation [27, Theorem 4.1].
It is worth mentioning at this stage that the other difference between Brownian motions
and random walks that poses great difficulty is that after n steps (or n Brownian
time) a simple random walk is bounded while a Brownian motion is not. This makes
concluding the proof of Theorem 3.1 in Section 3.4.4 more challenging. It also forces
us to compute influences for a range of Brownian motions started from different (fixed)
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values in Section 3.6.
Turning to Section 3.9, where we prove that a Brownian motion started from one stays
above (s+1)α−1 for all Brownian time s ≤ n occurs with probability  n−1/2. For the
Chapter 2 equivalent, Lemma 2.13, [42, Theorem 2] does most of the legwork for us,
and we do not have the luxury of a similar result in the Brownian case. Therefore, we
employ results from stochastic calculus, such as Girsanov’s Theorem, as well as work












Once these results have been established, the rest of the work just involves delicately
working with bounds.
3.2.3 How moving into continuous space changes the proofs
In this subsection we highlight consistent differences between the proofs in Chapters 2
and 3 that the reader should be aware of.
The first key difference is that since we are moving from discrete space to continuous
space, a lot of key events and random variables need their definitions adjusted. For
example we must take supremums and infimums of Brownian motions rather than
maximums and minimums. This also impacts our definitions, e.g. we have already
seen
Ik(t) = min{s > Ik−1(t) | ∃t′ ≤ t s.t. (s, t′) ∈ R∞,t}
the first Brownian time after Ik−1(t) where some reflection has occurred at some point
in the first t dynamical time.
The waiting time Jk(t) = Ik(t) − Ik−1(t) is now Exp(t/2) distributed as opposed to
Geom((1− e−t)/2). This isn’t surprising given that the exponential distribution is the
continuous version of the geometric distribution, in the sense that they both satisfy the
memoryless property. Often, e.g. in the proof of Theorem 3.2, the bounds calculated
will be identical just with t instead of 1 − e−t, or another minor adjustment if the
variance of Jk(t) is used as this takes a different form with exponential random variables
compared with geometric random variables. This change also affects the computation
of P(A′1(t)) (compare the proof of Proposition 2.17 to Proposition 3.22’s proof).
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Other definitions change as well. For example we will have for j ≥ 1
Aj(t) = {Bs(0) > 0 and Bs(t) > 0 ∀s ∈ [Ij−1(t), Ij(t))},
and for even j
A′j(t) = {B
(j)
i (t) ∈ (0, 2WIj−1(t)(t)) ∀i ∈ [0, Jj(t))}.
where (Bs)s is a Brownian motion started from 1 and both B(j)i (t) and WIj−1(t)(t) are
the Brownian analogues to their respective quantities from the previous chapter. These
differ compared to their random walk counterparts due to the how we can now use the
half-open interval [Ij−1(t), Ij(t)) as opposed to [Ij−1(t), Ij(t)− 1] and so on, as we are
in continuous time rather than discrete time. This actually makes our lives easier as we
do not have the hassle of dealing with “−1”’s constantly. This lack of −1 also presents
itself when we attach Brownian motions (formerly random walks like B
(j)
i (t)) to our
averaged process W as the line of reflection is precisely the height of the Brownian
motion where the reflection occurs.
When we proved Lemma 2.14, we converted our geometric random variable into a
binomial random variable and used a concentration inequality (i.e. Chernoff bound).
We can do the same for our exponential random variables using the definition of a PPP,
but we get Poisson random variables instead.
As mentioned earlier, we use a two dimensional PPP(1/2) process to determine when
and where we reflect our process. Thus every point in P corresponds to a reflection.
As mentioned in the previous chapter, we did not have reflection times in the discrete
case, but rerandomisation times, so one might argue a PPP(1) should be used. This
does not matter in the slightest as a PPP(λ) for any constant λ > 0 would work, all
that changes is the constants that appear in our bounds. The reason a PPP(1/2) is
preferable to a PPP(1) is because in virtually all of the discrete time arguments we use
Ik(t) which tracks changes, not rerandomisations, so PPP(1/2) allows the constants
in this chapter and the previous to match up. The one exception to this is when we
prove that there are no exceptional times when α > 1/2 as in the discrete case we track
rerandomisations, this causes section 3.4.3 to slightly differ from section 2.4.3.
Another big change is that we use Bs(t) = Bs(t) + 1, a standard Brownian motion
started from 1, rather than Bs(t) which starts from 0 when dealing with events such
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as,
Pαn (t) = {Bs(t) > (s+ 1)α − 1 ∀ 0 < s ≤ n}
for n ∈ R+ (note R+ rather than N), where we write Pn(t) for P 0n(t) and Pαn for Pαn (0).
This is because a Brownian motion started from x will hit x infinitely many times in
[0, ε) for any ε > 0, almost surely. Thus we need to make some space between the
origin and our Brownian motion otherwise all of our events would be empty. This
doesn’t impact our main theorems as they are about limiting behavior which of course
is unaffected by a translation of size one.
Also, notice that we use (s + 1)α − 1 rather than sα, which was used in the random
walk case. This is as we now can consider Brownian times arbitrarily close to 0 rather
than from the first step onwards, so to ensure that Pαn is decreasing in α for all n we
must shift the path by 1. This also ensures that the derivatives of the curve behave
nicely over all s ≥ 0, which makes computing P(Pαn ) doable as it is one of the few
computations that is significantly harder in the Brownian motion case. We deal with
this in Section 3.9. This does not cause any complications with Eα as sα ∼ (s+1)α−1.
In the random walk proofs, we needed the probability that a random walk stays within a
tube for a certain number of steps, given its initial position somewhere inside that tube.
We need an analogous result for Brownian motions and different machinery is required.
We utilise the Feynman-Kac formula which solves the heat equation in one dimension
via an expectation of a specific random variable, which is seen in [35, Theorem 7.43].
This theorem has a power series representation which we shall elaborate on when we
prove Proposition 3.17.
When dealing with technicalities involving ergodicity, we have to set up a different
measure space. We will still use the definitions provided in Section 2.7, but as we will
see in Section 3.7, the proof does differ slightly.
Finally, in Chapter 2 we use the FKG inequality which is only defined for functions
of a discrete number of variables, such as random walks. However extensions of FKG
that work with continuous functions such as Brownian motions do exist and will be
used instead. See the next subsection.
3.2.4 Preparatory results
Throughout, we write f(n) . g(n) if there exists a constant c ∈ (0,∞) such that
f(n) ≤ cg(n) for all large n, and f(n)  g(n) if both f(n) . g(n) and g(n) . f(n).
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If there f and g are functions of multiple variables then we shall make it clear which
variable is “large” and how the other variables relate to said variable.
We use ≈ only in heuristics to mean “is roughly equal to”. We write Px for the
probability measure under which our Brownian motions begin from x, rather than 0.
Just as R2 can be projected onto R, we can project R2+ onto either axis via a projection
map. We denote these maps πS and πT for projections onto the Brownian/dynamical
time axes respectively. Equally you can think of these maps as chopping off the sec-
ond/first coordinate of (s, t) ∈ R2+ respectively. It is clear that both of these maps are
measurable with respect to the usual product sigma-algebra.
Lemma 3.3. If |B| <∞ then πS(RA,B) is a PPP on A of rate |B|/2 while if |A| <∞
then πT (RA,B) is a PPP on B of rate |A|/2.
Proof. The mapping theorem ([27, Theorem 5.1]) proves this instantly, but we sketch
an argument for when A and B are connected intervals as this is the case we require
for our present work.
Let A and B be as above. W.L.O.G we can consider Ra,b for a, b ∈ R rather than RA,B
due to translation invariance. We have almost surely that any two points in Ra,b do
not share either coordinate, so the number of points in πS(Ra,b) equals the number of
points in Ra,b, which is Poisson(ab/2) distributed.
Further, for disjoint subsets C,D ⊂ [0, a) the points in them corresponds to the points
in C × [0, t), D × [0, t) respectively, which are disjoint regions. Thus we can say that
πS(Ra,b) is a PPP on [0, a) of rate b/2 = |B|/2.
Similarly πT (Ra,b) is a PPP on [0, b) of rate a/2 = |A|/2.
In Chapter 2 we required the FKG inequality in order to produce particular bounds.
This inequality is only defined for functions whose domains are discrete, so for our
purposes we require an analogue that can work on Brownian paths. Indeed this work
has been done in [6] for Brownian motions defined on [0, T ] for fixed T ∈ R, and
extended to Brownian motions on R+ in [34]. We detail the main things we need from
these papers.
To make the setting explicity, denote Ω = C0(R+) as the set of continuous real functions
with domain R+ started from zero. Now let (Ω,F ,P) be the classical Wiener space for
continuous processes started from zero. Next we require a partial-order on our set of
Brownian paths in Ω = C0(R+) so that “increasing” and “decreasing” make sense as
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concepts. For two paths ω1, ω2 ∈ Ω, we say that ω1 ≤ ω2 iff ω1(t) ≤ ω2(t) for all t > 0.
In other words, the second path is always higher than the first.
We say that a function f : Ω → R is increasing if whenever ω1 ≤ ω2 we have that
f(ω1) ≤ f(ω2). We say f is decreasing iff −f is increasing. An event A ∈ F (our
σ-algebra) is increasing if whenever ω1 ≤ ω2 we have that ω1 ∈ A =⇒ ω2 ∈ A, while
A is decreasing if ω1 /∈ A =⇒ ω2 /∈ A. Equivalently, A is increasing/decreasing iff 1A
is increasing/decreasing.
We now state the FKG inequality from [6] and [34]:
Proposition 3.4. If f, g : Ω→ R are measurable and increasing then
E[fg] ≥ E[f ]E[g].
In particular, if A,B are increasing events then
P(A ∩B) ≥ P(A)P(B).
We remark that both [6] and [34] start their Brownian motions from zero when consid-
ering increasing events. However, we will be using the FKG inequality with Brownian
motions started from x > 0. This is fine since there is translation-invariance present.
To be explicit, we mean A is an increasing event for a Brownian motion started from
zero iff A+ x (shift all sample paths satisfying A upwards by x) is an increasing event
for Brownian motions started from x.
We now state and prove a corollary that is standard in the discrete setting, and indeed
the proof is the same, but we include it for the sake of completeness:
Corollary 3.5. If A is an increasing event and B is decreasing, then
P(A ∩B) ≤ P(A)P(B).
Proof. Take ω1, ω2 ∈ Ω with ω1 ≤ ω2. B being decreasing means that if ω1 /∈ B then
ω2 /∈ B. Taking complements it is clear to see that Bc must be an increasing event.
Using this alongside Proposition 3.4 gives
P(A ∩B) = P(A)− P(A ∩Bc) ≤ P(A)− P(A)P(Bc) = P(A)P(B).
Let x > 0 be a constant. We have the following standard lemma that can be found in
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e.g. [10]:
Lemma 3.6. For y ≤ x we have
Px( inf
s≤m







(|z − y| − y + x)2
)
dz.
We shall use Lemma 3.6 in the following way:
Corollary 3.7. For x, z ≥ 0 we have
Px( inf
s≤m














Proof. We utilise Lemma 3.6 with y = 0 and obtain
Px( inf
s≤m
Bs > 0, Bm ∈ dz) = Px(Bm ∈ dz)− Px( inf
s≤m


























We will want bounds on this probability, so we prove the following fact:
Lemma 3.8. For x ≥ 0 we have
x ≤ sinh(x) ≤ x exp(x2/6).
Proof. We simply look at the power series representation of sinh and note that (2n +














As x ≥ 0 each term in the series is non-negative, and the first term is x, so the lower
bound comes out instantly.
We next prove a Chernoff bound result that is a continuous analogue to Lemma 2.4:
Lemma 3.9. For any x > 0 we have





Proof. Note that B1 ∼ N(0, 1) and thus has moment generating function exp(u2/2).
For any u > 0 we use Markov’s inequality to obtain
P0(B1 ≥ x) = P0(euB1 ≥ eux) ≤ e−uxE[euB1 ] = e−u(x−
u
2 ).
Elementary calculus shows that the exponent is minimised when u = x, giving the
required upper bound.
We also utilise the reflection principle for Brownian motions, in [35, Theorem 2.16],
which gives us a useful Lemma about the supremum and infimum of Brownian motions.
Lemma 3.10. For any Brownian motion started from 0, we have that for all r > 0,
sup0≤s≤r Bs = |Br| in distribution and inf0≤s≤r Bs = −|Br| in distribution.
Proof. As the negative of a Brownian motion is itself a Brownian motion,
sup
0≤s≤r
Bs = − inf
0≤s≤r
−Bs = − inf
0≤s≤r
Bs
where the latter equality is in distribution only. The above tells us that proving the
supremum result gets us the infimum result for free. This result for the supremum
comes from [35, Theorem 2.18].
Corollary 3.11. Let C > 0. For r, z > 0 such that z2 ≤ Cr (z may depend on r) we
have for sufficiently large r that
P0(sup
s≤r
Bs < z) = P0(inf
s≤r
Bs > −z)  zr−1/2.
In particular if z is constant it may be ignored in the right hand side.
Proof. The equality is trivial by Lemma 3.10. The same Lemma alongside Brownian
scaling and symmetry gives us
P0(inf
s≤r
Bs > −z) = P0(|Br| < z) = P0(|B1| < zr−1/2) = 2P0(0 < B1 < zr−1/2).
As B1 ∼ N(0, 1) we get




















Now exp(−z2/(2r)) ≥ C ′ > 0 (C ′ is a constant) by assumption, concluding the proof.
3.3 Proof of Theorem 3.2: Noise Sensitivity of {Bs > 0}
This proof is shorter than the proof of Theorem 2.2 as we only need two parts rather
than three. This is because we previously started off with the compass walk Y and
then changed over to the switch walk Z, but this is not needed here. The only other
difference is that by Lemma 3.3, reflections enter as a PPP(εs/2) so Ik(εs)− Ik−1(εs)
is now a Exp(εs/2) rather than a Geom((1− e−εs)/2) random variable. This leads to
the definition of K(s) and the resulting bounds having εs in rather than (1− e−εs)/2.
Figure 3-1: A realisation of (Bs(0)) and (Bs(t)) for s ≤ 10. The black lines indicate
the start of the next period. The green marks the line of symmetry between both
paths on each even period.
Fix a sequence (εs, s > 0) with εs ∈ (0, 1) for all s and sεs →∞. Many of the definitions
in this section will depend implicitly on εs. Define for t ≥ 0, I0(t) = 0, and for k ≥ 1,
Ik(t) = min{s′ > Ik−1(t) | ∃t′ ≤ t s.t. (s′, t′) ∈ R∞,t}
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Figure 3-2: The two paths from Figure 3-1 where the odd and even periods have been
cut and stuck together, the green path consists of all the odd periods (where the
paths mirror each other).
the start of the (k + 1)th period. The idea behind this proof is that on odd periods
the B(0) and B(t) move in the same direction, while on even periods they mirror each
other. Therefore we can cut and stick all the odd periods together, and all the even
periods together. Then, for exactly one of the paths to end up above zero, we need the
glued even path to have more height than the glued odd path, See Figures 3-1 and 3-2.
Let
K(s) = 2bsεs/4c.
By the law of large numbers we have IK(s)(εs) ≈ s. We now prove Theorem 3.2 but
with IK(s)(εs) in place of s. Then, we will transfer from using IK(s)(εs) to s.
Part 1: Proving Theorem 3.2 but with IK(s)(εs) in place of s.











In words, Us is the sum of the increments of a Brownian motion over the odd periods up
to Brownian time roughly s, and Vs is the sum over the even periods up to Brownian
time roughly s. By this description, we clearly have that BIK(s)(εs)(0) = Us + Vs.
Moreover, since the increments ofB(εs) and B(0) are equal on odd periods and mirrored
on even periods, we have BIK(s)(εs)(εs) = Us − Vs. Thus we have that
P(BIK(s)(εs)(0) > 0 and BIK(s)(εs)(εs) > 0) = P(Us + Vs > 0 and Us − Vs > 0).
Now as we are considering the Brownian motion up until IK(s)(εs) we have the same
number of terms in both Us and Vs and each term has the same distribution, so Us = Vs
in distribution.
As Bs(0) ∼ N(0, s) we have that P(Bs(0) > 0)2 = 1/4, so a limit in s is not needed
here, unlike in the random walk case. This means we must show that
lim
s→∞
P(Us + Vs > 0 and Us − Vs > 0) = lim
s→∞
P(Us > |Vs|) = 1/4.
To see this, we observe that
P(Us > |Vs|) =
1
2




which holds by symmetry of Us as well as the fact that |Us| and |Vs| are IID continuous
random variables. Again this is slightly different to the random walk proof, as we did
not need the limit here. We have now established the theorem with IK(s)(εs) in place
of s. Just as in the random walk case, any value of εs ∈ (0, 1) will work thus far. But
it cannot be too small in order for the next part to work, as we need K(s) to be large.
Part 2: Transferring from IK(s)(εs) to s.
We claim that
P(Bs(0) > 0 and Bs(εs) > 0) = P(BIK(s)(εs)(0) > 0 and BIK(s)(εs)(εs) > 0) + o(1).
(3.1)
We will use the elementary bounds, for any events A, B, A′ and B′,
P(A ∩B) ≤ P(A′ ∩B′) + P(A \A′) + P(B \B′)
and
P(A ∩B) ≥ P(A′ ∩B′)− P(A′ \A)− P(B′ \B).
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For the upper bound, using the first fact above,
P(Bs(0) > 0 and Bs(εs) > 0) ≤ P(BIK(s)(εs)(0) > 0 and BIK(s)(εs)(εs) > 0)
+ P(Bs(0) > 0 but BIK(s)(εs)(0) ≤ 0)
+ P(Bs(εs) > 0 but BIK(s)(εs)(εs) ≤ 0),
and for the lower bound, using the second fact above,
P(Bs(0) > 0 and Bs(εs) > 0) ≥ P(BIK(s)(εs)(0) > 0 and BIK(s)(εs)(εs) > 0)
− P(Bs(0) ≤ 0 but BIK(s)(εs)(0) > 0)
− P(Bs(εs) ≤ 0 but BIK(s)(εs)(εs) > 0).
We will show that
P(Bs(0) > 0 but BIK(s)(εs)(0) ≤ 0)→ 0;
the three other similar terms can be dealt with similarly. To do this, we first note that
for any xs, ys > 0,
P
(

















We first consider P(|IK(s)(εs)− s| > xs). We use Markov’s inequality to see that
P
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Choosing the value xs = s
5/8/ε
3/8
s , we have
P
(







by our assumption that sεs →∞.




s , since (Bj(0), j ≥ 0) is a standard Brownian motion from 0 (so that
Bs(0)/
√
s = N(0, 1) in law) and ys  s1/2, we have
P
(




N(0, 1) ∈ (0, yss−1/2)
)
→ 0. (3.4)
For the final term in (3.2), by the strong Markov property and Lemma 3.10, we have
P
(
















= 2P0(|Bxs | ≥ ys)
= 4P0(N(0, 1) ≥ ysx−1/2s ).
Since xs = s
5/8/ε
3/8
s  s6/8/ε2/8s = y2s , the above must converge to zero as s → ∞.
Combining this with (3.3) and (3.4), we see from (3.2) that
P
(
Bs(0) > 0 but BIK(s)(εs)(0) ≤ 0
)
→ 0.
This, together with very similar bounds on the other three terms mentioned above,
establishes (3.1). Combining this with Part 1 completes the proof of Theorem 3.2.
3.4 Outline of the proof of Theorem 3.1: Hausdorff di-
mension of exceptional times is 1/2











is 1/2 almost surely for any α ∈ [0, 1/2). Since Eα ⊂ E0 for any α ≥ 0, it suffices to
give an upper bound on the dimension of E0 and a lower bound on the dimension of
Eα for α ∈ (0, 1/2). This also implies that E , the set of times t where Bs(t) → ∞, is
non-empty almost surely and therefore that there exist exceptional times of transience.
We will proceed by stating a series of results, whose proofs we delay until later sections.
3.4.1 Lower bound on Hausdorff dimension of Eα
We first set up all of the relevant objects. This is all very similar to the set up as
done in section 2.4.1 but for Brownian motion. Let B = (Bs)s≥0 denote the standard
Brownian motion from zero, and Bs = Bs + 1 ∀s so that B = (Bs)s≥0 is a standard
BM from one. We define B(t) and B(t) similarly. The construction of B(t) still makes
sense even though it starts from one rather than zero.
We’re interested in whether there exist times t where Bs(t) stays above a curve that is
tending to infinity as s→∞. It is vital that we use B rather than B since a Brownian
motion started from zero will hit zero infinitely often in any time interval.
It is clear that if B stays above the curve, then so does B, meaning that EBα ≤ EBα where
EBα = Eα and
EBα =
{
















and both expressions have the same liminf, so EBα = EBα for α > 0. As we only need a
lower bound for all α ∈ (0, 1/2) (as Eα ⊂ E0) this is sufficient to allow us to consider B
rather than B.
Recall that for n ∈ R+
Pαn (t) = {Bs(t) > (s+ 1)α − 1 ∀ 0 < s ≤ n}
Tαn = {t ∈ [0, 1] : Pαn (t) holds}














n . Note here that we have an
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but by the Archimedean property (that ∀x ∈ R, ∃n ∈ N where n > x) and the fact
that the intersection is decreasing, we have that both of these intersections are equal
and so we do not need to worry about this technicality.











The above definitions reemphasise why we consider B rather than B. Brownian motion
started from x will hit x infinitely many times in any time period [0, ε) (ε > 0) almost
surely. So if we defined this event in terms of B we’d get the empty set almost surely.
We could instead ask the standard Brownian motion to stay above −1, but this causes
needless complications when dealing with the average process and the reflections later
on.
We need Brownian equivalents to Lemmas and Propositions 2.7, 2.8, 2.9 and 2.10 that
we will prove later. We can in fact use Lemma 2.7 directly from the previous chapter
as our particular choice of the event Pαn does not matter in said proof. The other three
results are not trivial so must be proven again for our particular Φ and Pαn events, so
we state them again:












Lemma 3.14. For each α ≥ 0, the Hausdorff dimension of Eα is a constant (possibly
depending on α) almost surely.
101
We prove Proposition 3.12 in section 3.5 and prove both Lemmas in section 3.7.
3.4.2 Upper bound on Hausdorff dimension of E0
We want to use a result like Lemma 2.11 to prove that the Hausdorff dimension of
the exceptional times also has an upper bound of 1/2. However this result relies on
the process being made dynamical to be discrete, so that pivotal probabilities etc. can
be defined. We therefore must define what a pivotal probability is for a continuous
process, and therefore the influence.
Recall that (Ω,F ,P) is the classical Wiener space for continuous processes started from
some fixed x ≥ 0 and let A ∈ F . Denote our Brownian motion by B and let B(m)
be that same process, but reflected at Bm, so as if there was a sole Poisson point
at (m, t) ∈ P for some t > 0. Then 1A can be viewed as a function of a particular
Brownian motion and we can define the pivotal probability as
Ixm(A) := P(1A(B) 6= 1A(B(m)) | B0 = x).
In other words, the probability that the reflection changes whether or not A occurs.
The total influence in the discrete case is defined to be the sum of all the pivotal






We now state a continuous analogue to [44, Theorem 8.1] from which Lemma 2.11 was
based:
Theorem 3.15. Let (An) be events on C1(R+) (continuous real functions with domain
R+ started from one) where for each n, there exists sn <∞ such that An depends only
on the path up to Brownian time sn. Let P(An) → 0. Let (B(t))t be the dynamical
process built using the PPP (1/2) on R2+, started from the stationary distribution. Let
T = {t ∈ [0, 1] : B(t) ∈ ∩∞n=1An}. Then if lim infn→∞ I1(An) = ∞, then the








The hope is that this theorem can be easily adapted to work for any dynamical process
built using a PPP that evolves over time, not just dynamical Brownian motion. This
is because the proof doesn’t use the fact that B(t) is a Brownian motion at all.
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Note that [44, Theorem 8.1] has an extra part stating that if lim infn I1(An) <∞ then
T = ∅ almost surely, but the proof of that is highly technical and we do not need such
a result for our purposes.
For technical reasons we require the following generalisations of Pn and Tn. Define for
fixed k, l ∈ N0:
Pk,l,n := {Bk ∈ [l, l + 1); Bs > 0 ∀s ∈ [k, k + n]},
T ′k,l := {t ∈ [0, 1] : Bk(t) ∈ [l, l + 1); Bs(t) > 0 ∀s ≥ k}.
We will apply the preceeding Theorem in order to prove:









We shall prove both of these results later in section 3.8. We also require the asymptotic
behavior of the pivotal probabilities in order to use these previous results. We have the
following Proposition which will be proved in section 3.6:





The implicit constants may depend on x and ε. In particular, the constant involved in
bounding Ixm(Pn) from above is monotonically increasing in x.
3.4.3 Eα is empty for α > 1/2
The following argument echoes the proof in Section 2.4.3. The key difference is that
we no longer need to split our argument into the cases 1 > α > 1/2 and α ≥ 1. This
is because now our Chernoff bound for Lα(2) is optimised by a λ value that does not
converge to 0 (in n) for all α > 1/2.
The final part of Theorem 3.1 says that Eα is empty almost surely when α > 1/2. The
proof of this fact follows a fairly standard argument. For α, t ≥ 0 and s > 0 define
the event Lαs (t) = {Bs(t) ≥ sα}, and for k ∈ N let Lαs (k) =
∫ k
0 1Lαs (t)
dt. It suffices to
consider n ∈ N rather than s > 0 for reasons explained at the end of the proof. Note
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that





E[Lαn(2) | Lαn(1) > 0]
. (3.5)




P(Bn(t) ≥ nα) dt = 2P(Bn ≥ nα) = 2P(B1 ≥ nα−1/2).
So by Lemma 3.9 we have







On the other hand, letting T = inf{t ∈ [0, 1] : Bn(t) ≥ nα}, we have






Let T ′ = inf{t ≥ T : ∃(s, t) ∈ Rn,∞}, the first dynamical-time after T where a reflection
takes place during the first n Brownian-time. This definition is subtly different from
what was done in Section 2.4.3, as then we waited for the next rerandomisation while
now we don’t have rerandomisations, just reflections. Now, provided T <∞,∫ T+1
T
1Lαn(t)
dt ≥ (T ′ − T ) ∧ 1.
πT (Rn,∞), which is a PPP(n/2) by Lemma 3.3, represents the dynamical times where
reflections occur among Brownian times up to n. T ′ − T is the waiting time between


























where we’ve used that exp(−ns/2) ≥ exp(−1/2) in the integration region. We have







Combining this with (3.5) and (3.6), for any α > 0 we have
P(Lαn(1) > 0) ≤ 2 exp(−n2α−1/2) · 4
√
en.
For Eα to be non-empty we must have a time t ∈ [0, 1] where there exists N ∈ N such
that Ln(t) occurs for all integer n ≥ N . But when α > 1/2, the Borel-Cantelli lemma
gives that there exists N ∈ N such that Lαn = 0 almost surely for all n ≥ N . We now
show that Lαn = 0 implies Lαn(t) does not occur for all t ∈ [0, 1].
If Lαn(t) occurs for some t ∈ [0, 1) then this would force an interval of time of positive
Lebesgue measure to exist where Lαn occurs, as we would have to wait for the next
rerandomisation time. This is clearly contradictory. We are then left to check that
Lαn(1) cannot occur infinitely often. By equality in law and Fubini’s theorem, it can be
seen that
P(Lαn(1)) = P(Lαn(0)) = E[Lαn(1)] ≤
1
2







Again, Borel-Cantelli shows that we cannot have Lαn(1) occuring infinitely often, con-
cluding the proof.
3.4.4 Concluding the proof of Theorem 3.1
We now tie together the results from Sections 3.4.1, 3.4.2 and 3.4.3 to complete the
proof of Theorem 3.1.
Proof of Theorem 3.1. We showed in Section 2.5.3 that Eα is empty almost surely for
α > 1/2, so it remains to show that the Hausdorff dimension of Eα is 1/2 for any
α ∈ [0, 1/2). As stated at the beginning of Section 2.5, it suffices to show that the
Hausdorff dimension of Eα is at least 1/2 for α > 0 and the Hausdorff dimension of E0
is at most 1/2.





n is at least γ with strictly positive probability. By Lemma 3.13, the
same holds for Tα, and since Tα ⊂ Eα, the same holds for Eα. Lemma 3.14 then tells
us that the Hausdorff dimension of Eα must be at least 1/2 almost surely.
For the upper bound, we aim to use Corollary 3.16 alongside the following decomposi-
tion:
E0 = {t ∈ [0, 1] : lim inf
s→∞





In particular, a countable union of sets of Hausdorff dimension at most 1/2 almost
surely, itself has Hausdorff dimension at most 1/2 almost surely. So it suffices to
consider T ′k,l for each possible value of k and l.
The first (and most general) case we consider is where k, l 6= 0. Recall that
Pk,l,n := {Bk ∈ [l, l + 1); Bs > 0 ∀s ∈ [k, k + n]}.
We have that (via the Markov property)
P1(Pk,l,n) = P1(Bs > 0 ∀s ∈ [k, k + n] | Bk ∈ [l, l + 1))P1(Bk ∈ [l, l + 1))
≤ Pl+1(Pn)P1(Bk ∈ [l, l + 1)).
As l is a fixed constant we also know that Pl+1(Pn)  (l + 1)n−1/2 by Corollary 3.11.




and PI for the law of a Brownian motion started from the value of a N(1, k) (k will be
known by the context) random variable conditioned to be in I. Now for k < m ≤ k+n,
we know that we require {Bk ∈ [l, l + 1)} in order to be pivotal for Pk,l,n, so
I1m(Pk,l,n) = P1(Bk ∈ [l, l + 1), m is pivotal for Pk,l,n)
= P1(Bk ∈ [l, l + 1))P1(m is pivotal for Pk,l,n | Bk ∈ [l, l + 1))
= P1(Bk ∈ [l, l + 1))P[l,l+1)(m is pivotal for Pn)
≤ P1(Bk ∈ [l, l + 1))I
[l,l+1)
m−k (Pn)
where the penultimate equality is by the Markov property. Note that for m > k + n











≤ k + ε+ P1(Bk ∈ [l, l + 1))
∫ n−ε
0
I [l,l+1)m (Pn) dm












A detailed look into the proof of the upper bound of Proposition 3.17, which can be
found in Section 3.6.3 shows that for sufficiently large n Cx is monotonically increasing









 k + ε+ Cl+1,εn1/2P1(Bk ∈ [l, l + 1)).





2 log n+ log(l + 1)− log c− logP1(Bk ∈ [l, l + 1))
1
2 log n+ log c
′ + log(Cl+1,εP1(Bk ∈ [l, l + 1)) + (k + ε)n−1/2)
,
which converges to 1 as n → ∞ for each fixed k, l and ε. From Corollary 3.16 we
obtain that when k, l 6= 0 the Hausdorff dimension of T ′k,l is almost surely at most
(1 + 1)−1 = 1/2.
Next, if k = 0 then T ′k,l is clearly the empty set unless l = 1 and in this case the
previous argument above holds exactly.
Finally we must consider the case where l = 0 (and k 6= 0) which is different as we
leave open the possibility for our Brownian motion to get incredibly close to 0. To get






T ′k,0,r = {t ∈ [0, 1] : Bk ∈ [2−(r+1), 2−r), Bs > 0 ∀s > k}.
So it now suffices to show that each T ′k,0,r has Hausdorff dimension at most 1/2 al-
most surely. As Bk is now bounded, we can repeat the earlier arguments just with
[2−(r+1), 2−r) rather than [l, l + 1) and the proof follows exactly the same.
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P(Pαn (s) ∩ Pαn (t))
|t− s|γ
ds dt.





P(Pαn (0) ∩ Pαn (t))
tγ
dt,








The following lemma says that the probability of Pαn is of the same order as the proba-
bility as Pn. We prove it in Section 3.9 as the proof is significantly more involved than
our equivalent proof for random walks.





In particular this holds for α = 0.
We now want to bound P(Pn(0)∩Pn(t)). As discussed in e.g. Section 3.3, we have that
on even periods the time 0 and time t Brownian motions are mirrored, so we require
them both to be larger than 0. We again must establish definitions to help accurately
quantify the dependencies between different periods. We recall first that I0(t) = 0 and
for j ≥ 1
Ij(t) = min{s > Ij−1(t) : (s, t) ∈ R∞,t},
the jth Brownian-time for which a reflection takes place during the 1st t dynamical-
time (w.r.t time 0). We call the Brownian-time between Ij−1(t) and Ij(t) the “jth
period”, and let Jj(t) = Ij(t)− Ij−1(t) be the length of the jth period.
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For each j ≥ 1, define the event
Aj(t) = {Bs(0) > 0 and Bs(t) > 0 ∀s ∈ [Ij−1(t), Ij(t))},
which says that our dynamical Brownian motion is positive throughout the jth period
at both time 0 and time t. In contrast to the random walk proof we can use a half
open interval rather than a closed interval with a Ij(t) − 1 in. Another difference is
that we no longer need to make j = 1 a special case, as our Brownian motion starts





the average of B(0) and B(t). Note that, for each t, during odd periods the differences
Ws2(t)−Ws1(t) are equal to Bs2(0)−Bs1(0) almost surely (over all valid s2 ≥ s1); and
during even periods, Ws(t) is constant.
When j is odd, define the event
A′j(t) = {Ws(t) > 0 ∀i ∈ [Ij−1(t), Ij(t))}
that W (t) is positive throughout the jth period. Note that, since Ws(t) is the average
of Bs(0) and Bs(t), if both of these are positive, then so is Ws(t). That is, if j is odd,
then Aj(t) ⊂ A′j(t).
Making the same comparison when j is even would not be useful since W is constant.
Instead, when j is even, let B
(j)
s (t), i ≥ 0 be an independent Brownian motion started
from WIj−1(t)(t) and define
A′j(t) = {B
(j)
i (t) ∈ (0, 2WIj−1(t)(t)) ∀i ∈ [0, Jj(t))}.
See Figure 3-3 for a realisation of all of these processes. We pause briefly to note another
difference between this proof and the one in the previous chapter. The processes B(j)
are allowed to start precisely on the point where the reflection occurred (i.e. at the
point in the PPP), while in the random walk case we had to start our random walks
one step earlier at WIj−1(t)−1.
We need to rule out some unlikely events. Let
Eoddn (t) = {J3(t) + J5(t) + . . .+ J2bnt/8c+1(t) ≥ n/8},
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Figure 3-3: A realisation of B(0) and B(t) (blue/orange), W (t) (black) and
B(2)(t),B(4)(t) and B(6)(t) (magenta).
which we think of as the event that the odd periods (not including the first) are not
too short,
Eevenn (t) = {J2(t) + J4(t) + . . .+ J2bnt/8c(t) ≥ n/8},
which we think of as the event that the even periods are not too short,
En(t) = E
odd
n (t) ∩ Eevenn (t)
the event that both the odd and even periods are not too short, and
E′n(t) = {I2bnt/8c+1(t) ≤ n},
the event that we have at least 2bnt/8c+ 1 periods before step n.
We note that for each j, when t is small Jj(t) has expectation 2/t, so when n is large
the above events should all occur with probability close to 1. The following lemma,
which we prove later in the section, quantifies this more precisely.
Lemma 3.19. There exists a constant δ > 0 such that for any t ∈ [0, 1] and n ∈ N,
P(En(t)c) + P(E′n(t)c) ≤ exp(−δnt).
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Our next result translates the probability that we want to bound, which is that of
Vk(t), into probabilities of events involving W (t) and B
(j)(t). The probabilities on the
right are squared, reflecting the fact that we have two Brownian motions (one at time
0 and another at time t) that must both stay positive. Apart from the first period,
which is important to retain separately, only the even periods are included, since they
are the ones on which the two Brownian motions are mirrored.
















i (t) > 0 ∀i ∈ [0, J2j(t))
∣∣V ′2j−1(t) ∩ En(t))2.
The proof of this result involves carefully separating out as much independence as
possible between the different periods and applying a version of the FKG inequality
that specifically works for Brownian motions as opposed to discrete processes. Again
we postpone the proof to later in the section in order to continue with our overarching
proof of Proposition 3.12.
Next observe that since B(j)(t) is simply an independent Brownian motion started from
WIj−1(t)(t), it has the same distribution as W itself over the (j + 1)th period. This
inspires our next proposition, which allows us to telescope the product from Proposition
3.20 back into a statement only about W .







i (t) > 0 ∀i ∈ [0, J2j(t))








Combining Propositions 3.20 and 3.21, and then using elementary bounds, allows us
to prove the following.













































where the last equality used the independence of B(0) and the lengths of the periods at
time t. By Proposition 3.22, the first term on the last line above is at most a constant
times 1/(nt1/2), and by Corollary 3.11 and Lemma 3.19, the second term is at most a



























For γ < 1/2, the first integral on the right-hand side above is finite and the second in-
tegral (which can be approximated by integrating separately over (0, 1/n] and (1/n, 1))




dt . n−1 + nγ−3/2  n−1.














we have for α, γ < 1/2 that
E[Φαn(γ)] . 1.
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This completes the proof of Proposition 3.12, subject to proving all of the intermediary
results above.
Before we begin to prove these results, we will need another elementary lemma as an
ingredient in the proof of Proposition 3.20.
Lemma 3.23. If (Bs, s ≥ 0) is a Brownian motion, then for any positive x, y, k ∈ R,
Px(Bs ∈ (0, 2y) ∀s ≤ k) ≤ Py(Bs ∈ (0, 2y) ∀s ≤ k).
where Px is the measure for a Brownian motion started from x.
This is still easy to prove but we do not use induction as in the random walk case. We
now proceed with the proofs of Propositions 3.20 and 3.21.
The proof of Proposition 3.20 is practically identical to the random walk case (with
Brownian motions replacing random walks of course), but we must use the FKG in-
equality that applies to Brownian motions.
Proof of Proposition 3.20. Our first step is to move from Aj(t) to A
′
j(t). To do so, we
go via a third collection of events which we call Ãj(t). When j is odd, let Ãj(t) = A
′
j(t).
We have already mentioned that if j is odd, then
Aj(t) ⊂ A′j(t) = Ãj(t).
When j is even, define the event
Ãj(t) = {Bs(0) ∈ (0, 2WIj−1(t)(t)) ∀s ∈ [Ij−1(t), Ij(t))}.
We claim that when j is even, we also have Aj(t) ⊂ Ãj(t). Indeed, suppose that j
is even. We show that if ω 6∈ Ãj(t) then ω 6∈ Aj(t). If ω 6∈ Ãj(t) then there exists
s ∈ [Ij−1(t), Ij(t)) such that either Bs(0) ≤ 0, in which case clearly ω 6∈ Aj(t), or
Bs(0) ≥ 2WIj−1(t)(t) = BIj−1(t)(0) + BIj−1(t)(t).
Then
Bs(0)− BIj−1(t)(0) ≥ BIj−1(t)(t),
so since the increments of Bs(t) are the negative of the increments of B(0) during even
periods,
Bs(t)− BIj−1(t)(t) ≤ −BIj−1(t)(t)
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and therefore Bs(t) ≤ 0. Thus ω 6∈ Aj(t), establishing our claim. We deduce that, for
any k ∈ N,
A1(t) ∩A2(t) ∩ . . . ∩Ak(t) ⊂ Ã1(t) ∩ Ã2(t) ∩ . . . ∩ Ãk(t). (3.7)
Note that the increments of Bs(0) on even periods are independent of the whole process
Ws(t). Combining this fact with Lemma 3.23, we have
P
(
Ã1(t) ∩ Ã2(t) ∩ . . . ∩ Ãk(t)
∣∣FI(t)) ≤ P(A′1(t) ∩A′2(t) ∩ . . . ∩A′k(t)∣∣FI(t)) (3.8)
for any k ∈ N, where FI(t) = σ(Ij(t), j ≥ 0). Combining (3.7) and (3.8) and taking
expectations to remove the conditioning, for any k ∈ N we have
P(Vk(t) ∩ En(t)) ≤ P(V ′k(t) ∩ En(t)).
Repeated use of the definition of conditional probability, followed by ignoring the odd


























∣∣V ′2j−1(t) ∩ En(t)). (3.9)
Recalling that B(2j) starts from WI2j−1(t) and that
A′2j(t) = {B(2j)s (t) ∈ (0, 2WI2j−1(t)(t)) ∀s ∈ [0, J2j(t))}
= {B(2j)s (t) > 0 ∀s ∈ [0, J2j(t))}
∩ {B(2j)s (t) < 2WI2j−1(t)(t) ∀s ∈ [0, J2j(t))},
we observe that A′2j(t) is the intersection of two events, one that is increasing and
the other decreasing. Thus we can apply a version of the Brownian FKG inequality,




∣∣V ′2j−1(t) ∩ En(t))
≤ P
(
B(2j)s (t) > 0 ∀s ∈ [0, J2j(t))
∣∣V ′2j−1(t) ∩ En(t))
· P
(
B(2j)s (t) < 2WI2j−1(t)(t) ∀s ∈ [0, J2j(t))
∣∣V ′2j−1(t) ∩ En(t))
= P
(
B(2j)s (t) > 0 ∀s ∈ [0, J2j(t))
∣∣V ′2j−1(t) ∩ En(t))2,
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where the equality follows from symmetry about WI2j−1(t)(t) (recalling that B
(2j)
0 (t) =
















i (t) > 0 ∀i ∈ [0, J2j(t))
∣∣V ′2j−1(t) ∩ En(t))2
as required.
The proof of Proposition 3.21 below is an induction argument that relies on the key
idea that each of the B
(2j)
s (t) (over j) are independent of W (t) but have the same
distribution. Thus we can just think about the next odd period of W (t) rather than
Bs(t). See Figure 3-4.
Figure 3-4: A realisation of W (t) (black) and its contracted version (cyan) up until
Brownian time 10. The green marks the position of the reflections that have occured
up until dynamical time t.
Proof of Proposition 3.21. We work by induction on k. For k = 1, we have
P
(
B(2)s (t) > 0 ∀s ∈ [0, J2(t))










On the event A′1(t)∩En(t), the distribution of (B
(2)





B(2)s (t) > 0 ∀s ∈ [0, J2(t))
∣∣V ′1(t) ∩ En(t)) = P(A′3(t) ∩A′1(t) ∩ En(t))P(A′1(t) ∩ En(t)) ,
establishing the claim in the case k = 1. The general case is very similar: assuming





B(2j)s (t) > 0 ∀s ∈ [0, J2j(t))











) P(B(2k)0 (t) > 0 ∀s ∈ [0, J2k(t)) ∣∣V ′2k−1(t) ∩ En(t)).
Considering the last term on the right-hand side above, we note that B(2k)(t) is inde-
pendent of A′2j(t) given A
′































2j−1(t)∩En(t), the law of (B
(2k)
s (t))s∈[0,J2k(t))
is identical to that of (WI2k(t)+s(t))s∈[0,J2k+1(t)), and therefore
P
({












which establishes the claim for k, completing the proof.
The proof of our third proposition in this Section, Proposition 3.22, does not contain
any major ideas; it simply combines the results above with some elementary approxi-
mations.














Recalling that A′2j−1(t) requires that Ws(t) is positive on the (2j−1)th period, whereas
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Ws(t) is constant on even periods, we note that
bk/2c+1⋂
j=1













Now, Ws(t) is simply a Brownian motion during odd periods, and constant on even
periods. Thus the probability that it stays positive up to Brownian-time I2bk/2c+1(t)
is exactly the probability that a Brownian motion stays positive up to Brownian-time




















On the event En(t) ⊂ Eoddn (t), we have
J1(t) + J3(t) + . . .+ J2bnt/8c+1(t) ≥ J3(t) + J5(t) + . . .+ J2bnt/8c+1(t) ≥ n/8,



















where the equality holds by stationarity of B(t) and the independence of A′1(t) and




Bs(0) > 0 ∀s < n/8
)
 n−1/2,
and we claim that
P(A′1(t)) & t1/2.
To see this, note that we are asking for the probability that a Brownian motion starting
from one stays positive for an Exp(t/2) amount of Brownian time. Denoting this length
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of time by T , we have
P(A′1(t)) ≥ P(Bs > 0 ∀ 0 ≤ s ≤ t−1)P(T < t−1) 
√
t
where we’ve used Corollary 3.11 to bound the first term and the second term is a
non-zero constant since (using a y = tx substitution)














2 dy > 0.









We now proceed with the proofs of our minor lemmas.




the sum of bnt/8c independent exponential random variables of rate t/2 must be smaller
than n/8. It is equivalent to think about the probability that we have at least bnt/8c
Poisson points in the interval [0, n/8]. The number of points in said interval are X ∼
Po((t/2)(n/8)) = Po(nt/16)) distributed. We can use the moment generating function
of X to deduce
E[e(log 2)X ] = e(nt/16)(e
log 2−1) = ent/16
and thus by Markov’s inequality
P(X ≥ bnt/8c) ≤ ent/16e−(log 2)bnt/8c ≤ e(nt/16)−(log 2)(nt/8−1) = 2e−(2 log 2−1)nt/16.
This proves the required decay for P(Eoddn (t)c), and P(Eevenn (t)) = P(Eoddn (t)). Noting
that Ij(t) is a sum of j independent Exponential random variables of rate t/2, we
have P(E′n(t)c) = P(Y < 2bnt/8c + 1) where Y ∼ Po(nt/2). Using a Chernoff bound
argument again with the moment generating function (with − log 2 rather than log 2)
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it can be seen that
P(Y < 2bnt/8c+ 1) ≤ P(e−(log 2)Y ≥ e−(log 2)(2bnt/8c+1))
≤ E[e−(log 2)Y ]e(log 2)(2bnt/8c+1)
≤ e−(nt/4)e(log 2)(nt/4)+log 2
≤ 2e−(1−log 2)nt/4
concluding the proof.
Proof of Lemma 3.23. By symmetry, we can W.L.O.G consider x < y. Let (Bs)s be a
Brownian motion started from zero. Define Ys = y +Bs, and
T = inf{s : Ys = (x+ y)/2}.
Let Xs = x−Bs for s ≤ T , with Xs = Ys thereafter. Then (Xs) and (Ys) are coupled
Brownian motions starting from x and y respectively, and (Ys) cannot exit the interval
(0, 2y) before (Xs) does. Therefore if (Xs) stays in this interval up to Brownian time
k, then so does (Ys), implying the result.
3.6 Proof of Proposition 3.17: influences of Pn
In this section we give estimates on the influences of each Brownian time m of Pn. We





where Ixm(Pn) is the probability that reflecting a Brownian motion after Brownian time
m will change whether or not Pn occurs. We will keep n fixed and say “m is pivotal”
as shorthand for “m is pivotal for Pn”. Note that we have excluded m ≥ n here as it
is trivial to see that the influence is zero in these cases. We also have forced m ≤ n− ε
because the case where n −m → 0 needs to be treated differently, but it is unneeded
for our work.
3.6.1 Translating Ixm(Pn) into properties of the Brownian Motion
To reduce the amount of work we will take advantage of the fact that
Ixm(Pn) = Px(m is pivotal) = 2Px({m is pivotal} ∩ Pn), (3.11)
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which holds since the reflected Brownian motion has the same law as a Brownian
motion. To be precise let (B̄s) be the Brownian motion reflected at Brownian time m,
that is, B̄s = Bs for s ≤ m and
B̄s = 2Bm −Bs
for s > m. Then, noting that B̄s = Bs we get
Px({m is pivotal} ∩ Pn)
= Px({Bs > 0 ∀s ≤ n} ∩ {∃s ≤ n B̄s = 0})
= Px({B̄s > 0 ∀s ≤ n} ∩ {∃s ≤ n B̄s = 0})
= Px({B̄s > 0 ∀s ≤ n} ∩ {∃s ≤ n Bs = 0})
= Px({m is pivotal} ∩ P cn).
implying (3.11).
We now write down an explicit condition for the event {m is pivotal} ∩ Pn to occur.
We claim that for 0 ≤ m < n,







In words, m is pivotal and Pn holds if and only if B stays positive for the first n
Brownian time, and hits 2Bm between Brownian times m and n.
To see why this is true, call the path of B up until Brownian time m the first portion
of the process, and the path from Brownian time m until n the second portion. Of
course Pn entails that both portions remain positive. In order for m to be pivotal, we
also need that when we reflect the second portion of the path about Bm, the second
portion no longer remains positive. This holds if and only if the second portion (prior
to reflecting) hits 2Bm. See Figure 3-5.
We now split the event that m is pivotal over the possible values of Bm, via an integral
over the Brownian density. Writing Pz for the probability measure under which our
























Figure 3-5: A realisation of B where reflecting at m = 4 is pivotal for P10. The solid
green line is at height 2B4. Note that B must be positive on [0, 4].
Note that we do not use the Ballot theorem as we did in the random walk case.
3.6.2 A lower bound on the influences of Pn
Define the events























We want to bound Pz(L∩U) from below when z ≤ l(m,n). We now use Corollary 3.11
to prove a further corollary.
Corollary 3.24. If 0 ≤ z ≤
√




and if 0 ≤ z ≤ l(m,n) and 0 ≤ m ≤ n− ε then as n gets large
Pz(U(m,n, z))  1.
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Proof. Noting that z2 ≤ n−m, Corollary 3.11 instantly gives us
Pz(L(m,n)) = P0( inf
s≤n−m




The second part follows the same idea as the proof of Corollary 3.11, as well as utilising
Brownian scaling and z ≤
√
n−m, to obtain:















x2 dx > 0
and clearly Pz(U) ≤ 1 so the proof is complete.
Lemma 3.25. For z ∈ [0, l(m,n)] with 0 ≤ m ≤ n− ε, we have as n gets large that
Pz
(






Proof. L and U are both increasing events with respect to Brownian paths, therefore
we can use the Brownian FKG inequality, Proposition 3.4, to obtain
Pz(L ∩ U) ≥ Pz(L)Pz(U).
The result now follows from Corollary 3.24.
Now we have all the information required to generate our lower bound for Proposition
3.17. We split our work into the cases m ≥ 2 and m < 2 for technical reasons,
remembering that n is large.




























































































≥ Cx > 0
so the exponential term is at least a constant that depends on x. So our lower bound










If m ≤ n/2, then the right-hand side above is of order n−1/2, and if m > n/2, it is of
order (n−m)/n3/2 as required for this case. This is true since n−m ≥ ε > 0.
For the case of m < 2 we need to be more careful as our lower bounds do not behave














































































Bs > 0, Bm ∈ (x/2, 2x)
)
.






































































≥ C > 0
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where we’ve used that m < 2 and have focused on making the region that B1 can lie
in small but constant in radius. This last probability is obviously a non-zero constant






















Bs ∈ (0, 4x) ∀s ≤ n− 2, Bs > 0 ∀s ∈ (n− 2, n]
)









Bs ∈ (0, 4x) ∀s ≤ n− 2
)
.
The first probability is of order n−1/2 by Corollary 3.11, while using a result just after



















which is of order exp(−π2n/(32x2)) (as the k = 0 term dominates), so the above












since m < 2, as required.
3.6.3 An upper bound on the influences of Pn
Using Lemma 3.18, we immediately see that for m < n/2 and fixed x > 0
Ixm(Pn) = 2Px({m is pivotal} ∩ Pn) ≤ 2Px(Pn)  n−1/2  (n−m)n−3/2
so we now only need to focus on the m ≥ n/2 case. We shall need the following Lemma:










Proof. A substitution of y = z/
√
















We will now bound (3.13) from above. This direction is far more involved as we need
to consider the entire sum; for the lower bound we could restrict to just the values of
z that gave the biggest contribution. We recall the definitions of L and U from (3.14).
Similarly to the random walk case, we get an effective upper bound on (3.13) by splitting
the integral depending on the value of z. We again have three regimes; those being





provided m > n/2 and n ≥ 2 (the former is assumed, and the latter is true as we only
care about large n). These three regimes are the same as the ones in the random walk
case, just without adjustments due to continuity and Brownian motions are unbounded




























Bs > 0, Bm ∈ dz
)
Pz(L ∩ U). (3.15)
We label the three integrals in (3.15) by (3.15 i), (3.15 ii) and (3.15 iii).
Starting with (3.15 iii), we bound Pz(L ∩ U) above by 1 and bound Px
(
infs≤mBs >
0, Bm ∈ dz
)
above by ignoring the inf condition. As x is fixed, and m > n/2, we can
pick n such that m3/4 − x ≥ m3/4/2. This gives for such an n:
(3.15 iii) ≤ 2
∫ ∞
m3/4
Px(Bm ∈ dz) = 2P0(Bm > m3/4 − x)
≤ 2P0(Bm > m3/4/2) = 2P0(B1 > m1/4/2).
By Lemma 3.9 we have for sufficiently large n that
P0(B1 > m1/4/2) ≤ exp(−m1/2/8) ≤ exp(−n1/2/8
√
2)
as m > n/2. In other words,




which decays super-polynomially, is at most a constant times (n − m)n−3/2. This is
true since n −m ≥ ε > 0. Note that the constant in this portion does not depend on
x.
We move on to (3.15 i), recalling that m > n/2 ≥ 1. We bound Pz(L ∩ U) above by















































which holds as m > n/2 (so m  n), as required. Note that the implicit constant
depends on x via the polynomial x, which is trivially increasing, as stated in the
statement of Proposition 3.17. The main non-trivial step is from the third line to the
fourth line we require the exponential term to be ≤ 1, in other words we need the
















and we know z2 ≤ n−m ≤ m (based on integral limits and the fact that m > n/2).


















Bs > 0, Bm ∈ dz
)
Pz(U),
and by Lemma 3.10, Brownian scaling, symmetry, and then Lemma 3.9 we obtain
Pz(U) = P0( sup
s≤n−m
Bs ≥ z) = P0(|B1| ≥ z(n−m)−1/2) = 2P0(B1 ≥ z(n−m)−1/2)
≤ 2 exp(−(1/2)z2(n−m)−1).
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where now n − m ≤ z2 ≤ m3/2. As m > n/2, we can use the reasoning from our





and the right hand side is minimised when z2 = m3/2 and equals 3m3/2/(
√
m− 3). As
m > n/2, for any fixed x we can pick n such that x2 is smaller than this quantity, so
the above is satisfied.


























and by Lemma 3.26, this is of order at most (n−m)/n3/2. Again the implicit constant
depends on x in a monotonically increasing fashion, which completes the proof of
Proposition 3.17.
3.7 Proofs of Lemmas 3.13 and 3.14
We prove the final technical results needed here. The proof of Lemma 3.13 is almost
identical to the proof of Lemma 2.9, we just have to work in terms of a Brownian
motion coupled with a 2D PPP rather than a walk coupled with a sequence of 1D
PPPs.
Proof of Lemma 3.13. Recall that because we are dealing with an intersection of de-
creasing events, we are allowed to intersect over N rather than R+. So as in the proof














(T̄αn \ Tαn )
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so it suffices to show that for each N⋂
n≥N
(T̄αn \ Tαn ) = ∅ almost surely.
Considering T̄αn \ Tαn for fixed n ∈ N, it is clear that the only points that can be in
this set are the dynamical-times where a reflection occurs among the interval [0, n] of
Brownian time. That is, T̄αn \ Tαn ⊂ πT (Rn,∞).
Rn,∞ has only countably many points almost surely; denote them by (si, ti) ∈ Rn,∞.
As Bsi(ti) − B0(ti) is independent of Bm(ti) − Bsi(ti) for all m > si, we have that
at dynamical-time ti there will exist Brownian-times after si where B(ti) hits 0 and
2Bsi(ti). This means that B(ti) and B(t
−
i ) both fall below s → sα for some s, where
B(t−i ) is the Brownian path right before the reflection at time ti. Thus ti 6∈ T̄αn \ Tαn
for all large n, concluding the proof.
The proof of Lemma 3.14 again follows the same outline as its random walk counterpart
Lemma 2.10. However the probability space we need to set up to apply the ergodic
theorem is slightly more involved to define. It turns out that the notation is less
bothersome but the bits of notation we do have represent much more complicated
objects. We will use the definitions provided in Section 2.7 and Theorem 2.22.
Proof of Lemma 3.14. We need to construct a σ-finite probability space to work with.
Recall that to construct the process (Bs(t))s,t≥0 we require (Bs(0))s≥0 and a Poisson
point process P of rate 1/2 on R2+.
We can create the non-dynamical process (Bs(0))s≥0 via taking a sequence (bi)i∈N of
independent Brownian motions on [0, 1) and gluing the start point of b2 to the end of
b1 (such that the result process is continuous) and then gluing on b3 and so on. To be
precise, these Brownian motions live in the probability space (C0([0, 1)),Fb,Pb) where
C0([0, 1)) is the set of real valued continuous functions on [0, 1) that vanish at zero, Pb
is the Wiener measure and Fb is the corresponding σ-algebra.
For the dynamics, we view each Ri := ([i − 1, i) × R+) ∩ P (where i ∈ N) as a ran-
dom measure rather than a random subset, which is the approach taken in [27]. Let
(Ω′,F ′,P′) be a probability space rich enough to construct a sequence of PPPs (Ri),
which are measurable mappings from Ω′ into N with respect to N . N is the set of
all measures ν that are the countable sum of measures ν∗ on [0, 1) × R+ such that
ν∗(A) ∈ N0 for all A ∈ B([0, 1)×R+) (B for Borel-σ-algebra), while N is the σ-algebra
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on N generated by subsets of the form:
{ν ∈ N : ν(A) = k}, A ∈ B([0, 1)× R+), k ∈ N0
Denoting by M the set of all measurable mappings µ : Ω′ → N, we have a σ-algebra
M∗ = σ(XA′ : A′ ∈ F ′) onM where XA′(µ) = µ(A′) ∈ N for all µ ∈M and A′ ∈ F ′.
Informally speaking, we can view (Ri)i∈N as independent sets with the same law as
R1,∞ and then stick them together side by side. The above construction can be easily
understood if you think about it in reverse. We can simply chop our PPP(1/2) on R2+
into the union of rate 1/2 PPPs on R[i−1,i),∞ for i ∈ N, and we can take (Bs(0)) and
“cut” it at Brownian times 1, 2, 3, . . . to generate multiple length 1 Brownian motions.
Figure 3-6: Two Brownian motions on [0, 1) alongside Poisson points representing
where/when reflections happen for each curve
Thus we can write the process (Bs(t))s,t≥0 as (bi, Ri)i∈N and so define our space Ω =
(C0([0, 1)) ×M)N as the set of sequences of this form, with the product σ-algebra F
and the product measure µ defined so that under µ the bi are Brownian motions and
the Ri are PPPs. Since by gluing we can generate (Bs(0))s≥0 and a PPP(1/2) on R2+,
we can indeed build our dynamical Brownian motion using our definition.
We now define θ : Ω → Ω by sending (bi, Ri)i≥1 to (bi, Ri)i≥2. This would be akin
to deleting the blue Brownian motion and red Poisson points in Figures 3-6 and 3-7.
Showing θ is ergodic is similar to how it is done in the random walk case. We define the
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Figure 3-7: The two Brownian motions from Figure 3-6
glued together with the second set of Poisson points shifted by one. Cut along the
magenta line to reverse this process.





i where i ∈ N and ω ∈ {b, R}. Every set of the form Abi is an element
of Fb and all but finitely many of the (Abi) (over i) are equal to C0([0, 1)), while sets of
the form ARi are elements of M∗ where all but finitely many of the (ARi ) (over i) are
equal to M. We also define the projection maps
πbi : Ω→ C0([0, 1)), (bi, Ri)i≥0 7→ bi
πRi : Ω→M, (bi, Ri)i≥0 7→ Ri
noting that F is the smallest σ-algebra making all of these maps measurable. For
A ∈ C, θ−1(A) = (C0([0, 1)) ×M) × A ∈ C so ω is measure-preserving (and indeed




Tn where Tn = σ(πωi : i > n, ω ∈ {b, R}) ⊂ F .
Now for A ∈ C (a cylinder set), we have that
θ−n(A) = {x ∈ Ω : πωi+n(x) ∈ Aωi ∀i, ω} ∈ Tn.
Now as Tn is a σ-algebra and C is a π-system, we have that θ−n(A) ∈ Tn ∀A ∈ F . Now
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if A ∈ Fθ = {A ∈ F : θ−1(A) = A} , then A = θ−n(A) ∈ Tn for every n, so A ∈ T ,
this immediately gives us that Fθ ⊂ T , and so by Kolmogorov’s 0− 1 law (see e.g. [5,











For any α ≥ 0, the Hausdorff dimension of Eα ∪ E ′α is invariant under θ, and therefore
constant almost surely by Theorem 2.22. By symmetry, the Hausdorff dimension of
Eα equals that of E ′α. Since the Hausdorff dimension of the union of two sets is the
maximum of their Hausdorff dimensions, the Hausdorff dimension of Eα must therefore
equal that of Eα ∪ E ′α, and thus be constant almost surely.
3.8 Proofs of Theorem 3.15 and Corollary 3.16
In order to prove that the upper bound of the Hausdorff dimension of E0 was 1/2, we
needed to adapt theorems that utilise influences from a discrete setting to a continuous
setting. To this end we stated Theorem 3.15 and Corollary 3.16, which we prove in
this section.
Proof of Theorem 3.15. The proof is similar in flavour to the one given in [44, Theorem
8.1], just we need to be careful regarding continuous space. However, we have access
to additional tools as our dynamical model is built via a Poisson point process.
For n ∈ N define Tn := {t ∈ [0, 1] : B(t) ∈ An} and Nn = |∂Tn|, the (random) number
of points on the boundary of Tn. We first prove that E[Nn] = (1/2)I1(An).







E[f(x, η + δx)]λ(dx)
for all sufficiently nice functions f . For us, we just need it to hold for indicator functions,
which it does. Here, η = P̃ = P ∩ (R+× [0, 1]), i.e. a PPP(1/2) on R+× [0, 1]. So that
λ is (1/2)Leb on R+ × [0, 1]. A point in P̃ is written x = (m, t).
Define F = F ((m, t), P̃, (Bs(0))) as the event of “whether An occurs or not at dynamical
time t changes if an extra point is added at (m, t), given all points in P̃ and initial
Brownian motion (Bs(0))”, where An is the event from the theorem statement.
We define the function f in Mecke’s equation as E[1F ] where the expectation is taken
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with respect to the Brownian motion so that the randomness of the intial path is gone



























where the first equality uses that reflected Brownian motions are Brownian motions
themselves, and the second equality used that the dynamical time t the reflection occurs
does not matter, just the positioning of it as it is the only reflection taking place.
For the left-hand side, the number of points in P̃ is countable a.s., so the integral can






The internal expectation is again with respect to the Brownian motion. The equality
holds as Nn is precisely the number of dynamical times where An switches from oc-
curring to not occurring or vice-versa, and each such dynamical time corresponds to a
time where F occurs.
The rest of the proof follows similarly to the proof of [44, Theorem 8.1], but we shall
write it here in full for completeness.
For ε > 0 let N (U, ε) be the number of ε-intervals needed to cover U . Also write |I|
is the Lebesgue measure of I. By definition of Nn, Tn consists of Nn/2 intervals of
combined length |Tn|. For an interval I, it takes at most (|I|/ε+ 1) intervals of length
ε to cover I. Combining these facts, we have that







which, using Fubini’s theorem and our formula for E[Nn], gives














Now by assumption lim infn I1(An) =∞, so that an := P(An)/I1(An)→ 0 and




By passing to a subsequence if necessary, we can change the liminf in the theorem










log I1(An) = elog P(An) = P(An).







which combined with (3.17), means that for any ε > 0







As an = P(An)/I(An) → 0, we can pass to a subsequence (bn) of (an) such that
bn ≤ n−2ε
−1
. Our Hausdorff content of T for dimension d ≥ 0 is (see Section 1.1.3 for
a reminder of the definition)
Hdbn(T ) ≤ N (T, bn)b
d
n
as there are N (T, bn) intervals by definition, each of width bn. The Hausdorff dimension
of T is the infimum of all d such that
Hdbn(T )→ 0 a.s.
By the Borel-Cantelli lemma, given d we have Hd(T ) = 0 if for all δ > 0
∞∑
n=1
P(N (T, bn)bdn ≥ δ) <∞.
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Set d = L+ 2ε. By Markov’s inequality and (3.18), we have
∞∑
n=1











Therefore, given any ε > 0, the Hausdorff dimension of T is ≤ L + 2ε almost surely.
This gives the required upper bound on the Hausdorff dimension.
The proof of Corollary 3.16 is short, we just need to show that the hypotheses of
Theorem 3.15 apply for An = Pk,l,n.
Proof of Corollary 3.16. It is clear that if An = Pk,l,n then T = T
′
k,l. Pk,l,n only
depends on the Brownian motion up until Brownian time k + n, which is finite. Also
by Corollary 3.11
P(Pk,l,n) ≤ Pl+1(Pn)  n−1/2 → 0.




















where we have used Proposition 3.17.
3.9 Proof of Lemma 3.18
This proof is significantly more involved than the random walk equivalent, Lemma 2.13,
as we use some somewhat detailed stochastic calculus. Recall that
Pr = {Bs > 0 ∀0 < s ≤ r} and Pαr =
{
Bs > (s+ 1)α − 1 ∀0 < s ≤ r},
We prove Lemma 3.18 by using some sublemmas which we will also prove. The first
of which is a Lemma that controls the probability that B stays above 0 but equally
doesn’t grow too fast:
Lemma 3.27. Fix β ∈ (1/2, 1], and for any A > 0 define T = T (A, β) = inf{s > 0 :
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Bs ≥ A(s+ 1)β}. Then ∃A = A(β) > 0 such that for all r > 0




The next Lemma relates the probability we are after into one of the form of Lemma
3.27:
Lemma 3.28. For any α ∈ [0, 1/2) there exists β = β(α) ∈ (1/2, 1], A = A(β(α)) > 0
(A depends on α through the choice of β) and an independent constant 1 > c > 0 such
that for all r > 0
P(Pαr ) ≥ cP(Pr, T > r).
Proof of Lemma 3.18. Combining Lemmas 3.27 and 3.28 (with A large enough so that
both hold) we have that P(Pαr ) ≥ (c/2)P(Pr). It is also clear that P(Pαr ) ≤ P(Pr), so
it suffices to prove that P(Pr)  r−1/2. This can be seen from Corollary 3.11.
We next prove Lemma 3.27, it isn’t too demanding technically but there are a lot of
computations and bounds that need to be used.
Proof of Lemma 3.27. Take β ∈ (1/2, 1], A > 0 and T as in the statement. Now























where when j = dre we view the second probability as 1, else we would be asking a
Brownian motion to stay positive for a negative amount of Brownian time. As we will
shortly see, we will in fact bound this probability above by one for all j > br/2c. In
the above computation we have used that T ∈ [j − 1, j] implies the supremum of Bs
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over that interval (and thus over [0, j]) must be at least Ajβ. Also, P(Bs > −1 ∀j ≤
s ≤ r | T ∈ [j − 1, j]) ≤ PA(j+1)β (Pr−j) by the strong Markov property.
We now simplify the probabilities involved in the sum, for the first probability (involving




















where the first equality is from Lemma 3.10, and from there we use Brownian scaling
and the fact that B1 ∼ N(0, 1). To be more precise ;






























Moving onto PA(j+1)β (Pr−j), we have for j < dre that (for j = dre we bound the
probability by 1):










1 +A(j + 1)β√
r − j
)




Before plugging these two in, we’re going to split the sum in (3.19) into two depending
on whether j ≤ br/2c or not. In the former case, we use the left hand portion of the
wedge in (3.21) to say that (for a constant C)




so that our upper bound for (3.22) for these values of j is
C
















Note we have used that ((j + 1)/j)β ≤ 2 as β ≤ 1, and then absorbed constants into
C.
We move on to the case where j > br/2c. Here we use the right hand part of the wedge
in (3.21), so that we just need to bound (3.20). This means we have a sum of at most
r/2 terms where each term is at most (for a constant C ′)







































Given β > 1/2 we know that for any A > 0, C ′′r3/2A−1 exp(−(A2/2)((r/2)−1)2β−1)→
0 as r →∞, and is also decreasing in A. In particular this convergence is always faster
than r−1/2. Thus there exists sufficiently large A1 = A1(β) > 0 such that this second
term is ≤ (1/2)(2erπ)−1/2 ≤ (1/4)P(Pr). Similarly the first term in the above is less



















where K = K(A) is a constant that depends on A. It is clear that K(A) decreases
to 0 as A increases, so again there exists A2 = A2(β) such that the first term is
≤ (1/4)P(Pr).
To conclude, given β > 1/2 there exists A(β) = max{A1(β), A2(β)} > 0 such that
(3.22) is less than or equal to (1/2)P(Pr). So for sufficiently large A




To prove Lemma 3.28 we utilise Girsanov’s Theorem with a change of a measure and
results from stochastic calculus. For a general overview of this material we suggest
Steele’s book [47].
Proof of Lemma 3.28. By [47, Theorem 13.4] we have that for any continuously differ-
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If f ′′ also exists then by stochastic integration by parts we also have that
d(f ′(s)Bs) = f
′(s) dBs + f
′′(s)Bs ds
meaning that ∫ t
0
f ′(s) dBs = f ′(t)Bt − f ′(0)B0 −
∫ t
0
f ′′(s)Bs ds (3.23)
















and then by Girsanov’s Theorem [47, Theorem 3.12] (as well as remarks preceding
[47, Theorem 3.14]) we have that (Bs − f(s))s≥0 is a Brownian motion under Q. Let
f(s) = (s+ 1)α−1 for some α ∈ [0, 1/2). It is clear that the Novikov condition applies.
Now
P(Pαr ) = P(Bs > f(s)− 1 ∀s ≤ r) ≥ P(Ef )
where for a map g the event Eg is
Eg := {g(s)− 1 < Bs ≤ A(s+ 1)β + g(s) ∀s ≤ r}
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and E0 is Eg for g = 0, the zero map. Note that E0 = {Pr, T > r}. Now,
P(Ef ) = EQ[exp(−
∫ r
0





f ′(s)2 ds)1Ef ]








f ′(s)2 ds)1Ef ]
= EP[exp(−f ′(r)(Br + f(r)) +
∫ r
0





f ′(s)2 ds)1E0 ]
≥ P(E0) exp
(












The second equality is due to (3.23), while third equality comes from the fact that
(Bs) under Q has the same law as (Bs + f(s)) under P. The inequality comes from
replacing Bs with A(s+ 1)
β which minimises the entire term given E0. This is because
our function f satisfies (for s ≥ 0) f(s) = (s + 1)α − 1 ≥ 0, f ′(s) = α(s + 1)α−1 > 0
and f ′′(s) = −α(1− α)(s+ 1)α−2 < 0, and also on E0 we have −1 ≤ Bs ≤ A(s+ 1)β.
So to minimise the whole exponential we need to maximise (Bs) as to maximise the
negative sign of the first two terms in the exponent, so we set Bs = A(s+ 1)
β.
We have that α < 1/2 and pick β > 1/2 such that α+ β < 1 (e.g. β = (3/4)− (α/2)).
We now substitute f(s), f ′(s) and f ′′(s) as stated above into (3.24). This leads to the
following simplifications












f ′′(s)(A(s+ 1)β + f(s)) ds =
Aα(1− α)(r + 1)α+β−1
1− (α+ β)
+
α(1− α)(r + 1)2α−1
1− 2α


















which is decreasing and, as all the powers of r+ 1 are negative, approaches a non-zero
constant exp(−C) as t → ∞, thus is bounded below by c = exp(−C) for all r. So we





In this chapter, we build on the specific example of a branching random walk model
studied by Bramson [11]. This example was discussed in Section 1.6 and we now
introduce dynamics as in Section 1.1.3.
The object of interest in Bramson’s work was Mn, the position of the left-most par-
ticle after n generations. As seen in Theorem 1.10, as n grows large, Mn grows
like (1/ log 2) log log n. In this chapter, we investigate the hypothesis that there al-
most surely exist exceptional times where the left-most particle diverges to infinity
slower than (1/ log 2) log log n. We also study bounds on probabilities of the form
P(Mn ≤ m(n, γ)) for m(n, γ) = (1/ log γ) log log n and γ > 2.
This chapter covers work in progress, ergo our main results will be presented as conjec-
tures rather than as theorems. However, a lot of interesting mathematics has already
been proven and will be presented here. We shall make clear why we believe these
conjectures to be true, and what still needs to be done to complete the proofs.
4.1 Introduction
4.1.1 The dynamical model and conjectures
We begin by reminding ourselves of the static branching random walk (BRW) model,
which was fully defined in Section 1.6. Our walk is defined on N0 by saying that in
any given generation, every particle currently alive has two children (and then dies)
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where each child independently decides with probability 1/2 whether or not to jump
one position to the right. In generation zero we have a single particle positioned at
zero.
To be precise, our model is defined on the infinite binary tree, a Galton-Watson tree
with offspring distribution L = 2. Every edge is equipped with an independent random
variable with distribution X, where
P(X = 1) = P(X = 0) = 1/2.
We denote the root r, and define the node ri1...in (where each ik ∈ {0, 1}) to be the
(i1 +1)th child of r, the (i2 +1)th child of ri1 , etc. We call the edge variable connecting










the position of the left-most particle after n generations. Figure 1-10 back in Section
1.6 gives an example of the first few generations of a branching random walk. We now
introduce the dynamical model as per the method in Section 1.1.3. Denoting the vertex
set of our binary tree by V , for every v ∈ V , except v = r which has no edge leading
to it, let (Nv(t))t≥0 be an independent Poisson process of rate 1. Also for all i ∈ N0,




v whenever Nv(t) = i.









It is worth reemphasising that the random variable Xv(t) is attached to the edge leading
to v from below, it is not attached to the vertex v itself.
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Note that if we are looking at the process up to generation n then there are 2+4+ · · ·+
2n = 2(2n−1) exponential clocks running at once, as parents from previous generations
can change their mind about whether they jump right or not.





where f(n) ∼ g(n) means that f(n)/g(n) → 1 as n → ∞. We conjecture that al-
most surely there are exceptional times where Mn(t) grows slower than expected by a
constant factor.
Heuristically we don’t expect there to be times where Mn(t) diverges faster than
(1/ log(2)) log log(n) because for this to happen, we need every generation n parti-
cle (in the limit) to be pushed further to the right together, and given how many clocks







However the infimum is more interesting, as to reduce the minimum displacement it
suffices to have a single unlucky particle, which is feasible given how many particles
there are at generation n. With this in mind, we have the following conjecture:






Throughout this chapter we define




In particular, m is a function of n and γ, despite the fact we hide this detail in the no-
tation. The above conjecture therefore states that almost surely there is an exceptional
time where lim infnm
−1Mn(t) ≤ 1.
We also conjecture a deviation result for Mn:
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Conjecture 4.2. Let γ > 2, we have that (w.r.t n)









We can prove that P(Mn ≥ m) is at least n−2
−m
but we do not currently have a
proof for the upper bound. Luckily, the lower bound is the more insightful of the two
directions. The proof of the lower bound is in Section 4.7.
Note: Throughout this chapter, if there’s a value e.g. m, which may not be an integer,
but from context must be, then we mean the floor of that value. Due to the work in
this chapter being a work in progress, these sorts of minor technicalities are not dealt
with here.
4.1.2 Chapter layout
The rest of the chapter is structured as follows; in Section 4.2 we introduce the dynasty
interpretation of our branching random walk which was used by Bramson, which is
key for our proofs. We also deal with all the static (non-dynamical) results related
to dynasties that we will need, which requires working with critical Galton-Watson
processes. None of these results are new, but we have not found them explicitly written
in the literature. In Section 4.3 we sketch what we believe will form the proof of
Conjecture 4.1, as well as give a more detailed outline of what we believe the proof
will look like, including results we need to prove. As proving exceptional times exist
requires a second moment argument, Section 4.4 deals with the lower bound on the
first moment that we need, which we have proved rigorously. Section 4.5 discusses most
of the mathematics that is needed to turn Conjecture 4.1 into a theorem. We prove
results regarding the dynamical branching random walk that we believe will be useful
for getting an accurate second moment bound, and explain what is currently missing
from our proof. As we will see, the event we hope to use the second moment method
on is not the same as the event we need. Section 4.6 deals with this as well as other
technicalities that we will need to resolve. Finally, Section 4.7 covers all our work on
Conjecture 4.2 and explains why the result, if true, is interesting.
4.2 Dynasties and critical Galton-Watson forests
We start off by defining a dynasty and how to construct a branching random walk
from a collection of dynasties, via an offspring distribution L. The following subsection
defines the forward edge boundary, which provides additional rigour for our dynasty
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construction. The last subsection proves a result regarding the Galton-Watson process
generated by L, allowing us to analyse how large individual dynasties can be. Nothing
in this section is new, but we could not find explicit references for the lemmas we prove.
4.2.1 Dynasties
When studying the non-dynamical branching random walk, or equally the branching
random walk at a fixed time t then the concept of dynasties comes into play, and is a
useful way of viewing the process.
We say that a particular node ri1...in is located in the kth dynasty (for k ∈ N0) if
S(ri1...in) = k. In other words, if that node is distance k from the root with respect to
the random walk jumps. Note that a parent and a child node are in the same dynasty
iff the edge between them is zero valued. That is, edges that are valued one cause a
jump from one dynasty to another.
We can also interpret this from the lens of percolation, in that each tree in a particular
dynasty is a connected 0-component of vertices. This means that if we delete every
edge valued one, we break our binary tree down into disjoint subtrees where each node
in each subtree is in the same dynasty. In particular, the component containing the
root consists of precisely all the particles that are in the 0th dynasty. However for the
1st, 2nd, . . . dynasties we have multiple components. See Figures 4-1 and 4-2 for this
to be shown clearly.
If all we care about are the sizes and shapes of the dynasties, we can use the following
construction instead, which forgets the shape of the initial binary tree. Consider the
Branching Process (Zn)n≥0 given by Z0 = z0 and offspring distribution L where
P(L = 0) =
1
2












n ) be a Galton-Watson tree with the same law as (Zn) with Z0 = 1.
Position this tree at zero (i.e. it is the 0th dynasty).
2. Recursively define, for i ∈ N (i.e. the ith dynasty), (Z(i)n ), a Galton-Watson forest
with the same law as (Zn) but with Z
(i)







































































Figure 4-1: A realisation of the branching random walk up until the fifth generation.
Values inside the nodes are Sv where v is that particular node. solid edges are
zero-values while dotted edges are equal to one.
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Figure 4-2: The 0th, 1st and 2nd dynasties from Figure 4-1 are in the top-left,
top-right and bottom panels respectively. The ordering of the individual trees is
unimportant, but every root (within a dynasty) being at the same height is vital.
That is P(i−1) is the total progeny of the (i− 1)th dynasty.
3. We denote by F (i) the entire forest generated by (Z
(i)
n ), that is, the information
regarding the shapes of individual trees, such as which node is parent to whom.
Also for fixed time t, we define e.g. Z
(i)
n (t) for the nth generation of the ith
dynasty and time t.
The above construction is equivalent to taking our binary tree with labelled edges,
deleting all edges valued one, and then grouping components belonging to dynasty i
together, ensuring that roots of every component are of the same height.
This construction loses information regarding what happens at generation n of the
original binary tree, since we generate F (0), F (1), . . . in order, rather than going up
through the initial binary tree generation by generation. However, a key fact we do
use can still be seen in this setup, which is that if Z
(m)
n > 0 then Mn ≤ m.
4.2.2 The forward edge boundary
We define the forward edge boundary of a subtree S of a tree T , with vertex and edge
sets (VS , ES) and (VT , ET ) respectively, as
{e ∈ ET \ES : ∃v1 ∈ VS , v2 ∈ VT , Gen(v2) > Gen(v1), e connects v1 and v2 in T}.
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In other words, the forward edge boundary consists of all edges surrounding the subtree,
that point upwards to a later generation.
Proposition 4.3. A subtree consisting of k ∈ N vertices of the (infinite) binary tree
has a forward edge boundary consisting of k + 1 edges.
Proof. This is a simple proof by induction. For the base case, k = 1, we simply have
the root vertex, so the forward edge boundary consists of the two edges connected to
the root. Now we assume that any subtree with k (fixed) vertices has a forward edge
boundary of size k + 1.
Consider a subtree T with k + 1 vertices and label one of its leaves l. Denote by T ′
the tree of T with l and its connecting edge deleted. T ′ consists of k vertices so by
assumption must have a size k + 1 forward edge boundary. One of these k + 1 edges
on the boundary is the edge connecting l to T ′, so doesn’t contribute to the forward
edge boundary of T , while the other k do contribute. As l is a leaf in T it contributes
two edges to T ’s forward edge boundary. The forward edge boundary of T therefore
consists of k + 1− 1 + 2 = k + 2 edges.
The following corollary of this fact proves that our setup in the previous section of
moving from one dynasty to the next is consistent:
Corollary 4.4. A forest consisting of s disjoint subtrees of the binary tree, T1, . . . , Ts,











0 ∀n ∈ N.
Proof. The first part is trivial given Proposition 4.3. The second part comes from the
first, noting that the number of trees in the (n− 1)th dynasty is Z(n−1)0 .
4.2.3 Progeny of a critical Galton-Watson forest
Consider the Branching Process (Zn)n≥0 given by Z0 = z0 and offspring distribution L
where
P(L = 0) =
1
2










2. We can immediately
see that E[L] = g′(1) = 1 and σ2 = V ar[L] = g′′(1) + g′(1)− (g′(1))2 = 12 . So this is a
critical branching process with finite variance.
We now define Pn =
∑n
i=0 Zi, the progeny up til the nth generation, and P =
∑∞
i=0 Zi,
the total progeny. Let Pi refer to the probability measure on the BP starting with
Z0 = i. The following lemma is not a new result, but we are not aware of it being
written anywhere in an explicit form, so we shall state and prove it now.
Lemma 4.5. ∀z = z(a) such that 1 ≤ z(a) ≤
√
a:
Pz(P = a) = (z + 1)π−1/2a−3/2e−
(z+1)2
a (1 +O(a−1))
and for b ≥ a > 1 (b =∞ is allowed with the obvious interpretation)























Proof. Our strategy here is to compare our critical branching process with hitting times
of a random walk.
Let W = (Wn)n≥0 be a random walk on Z started at z with jump distribution ν
satisfying P(ν = m) = P(L = m + 1) for all m ≥ −1. In our specific case W is a lazy
simple symmetric random walk started from z where it is lazy (i.e. doesn’t move) with
probability 1/2. Now [30, Corollary 1.6] tells us that P = T in distribution, where
T = inf{n ≥ 1 : Wn = −1}.
Defining S = (Si) to be the non-negative RW defined by Si = Wi + i− z we get:
Pz(T = a) = Pz(Wi first hits −1 on ath step)
= P0(Si first hits i− z − 1 on ath step) = P0(T−z−1 = a)
where T−z−1 = inf{i ≥ 1 : Si = i− z− 1} and the subscript on P denotes the starting
position of the walk we are considering. By definition we have that S is a random walk
started from 0 that makes non-negative steps, so we can use Equation (6.3) in [39] to
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get that:
P0(T−z−1 = a) =
z + 1
a




Pz(Wa = −1) =
z + 1
a
P0(Wa = −z − 1). (4.1)
We now want to simplify this probability. We can use the LCLT [29, Theorem 2.1.1]
to say that if z ≤
√
a then
P0(Wa = −z − 1) = π−1/2a−1/2e−
(z+1)2
a (1 +O(a−1))
so plugging this into (4.1), we have that for z ≤
√
a:
Pz(P = a) = (z + 1)π−1/2a−3/2e−
(z+1)2
a (1 +O(a−1)).
To conclude the proof we now consider






where we have z ≤
√





a−1. Taking the lower bound integral, letting y = x
−1/2 and using the
















1 +O((z + 1)2y2) dy.
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a−3/2 − (b+ 1)−3/2



































where the last line comes from b ≥ a. The upper bound comes from an almost identical
calculation.
4.2.4 Survival of a critical Galton-Watson forest
In this section we prove the following:
Lemma 4.6. For a Galton-Watson process with Z0 = z intial particles and PGF





2, we have for z ≤ n




Before we prove this result, we state our main tool for the proof, [2, Theorem 1]:




g′(1) ≤ 1 and g′′(1) <∞. We have
n
n+D
≤ P1(Zn = 0) ≤
n
n+ (g′′(1))−1
where D = max{2, g′(1)/(p0 + g′(1)− 1)}.
Proof of Lemma 4.6. By Theorem 4.7, a branching process starting with 1 individual
with our PGF satisfies
n
n+ 4




Now going back to Pz(Zn > 0) we find using independence that
Pz(Zn > 0) = 1− Pz(Zn = 0) = 1− (P1(Zn = 0))z.
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where the penultimate inequality holds provided n ≥ 2 and and last equality holds
provided j ≤ n which it does by assumption. For n = 1 we must have z = 1 and
P1(Z1 > 0) = 3/4 > 1/2 so it works.
Note that Theorem 4.7 can be used to produce an upper bound for Pz(Zn > 0) but it,
in general, is not very accurate and we do not use it in this thesis.
4.3 Outline and ideas behind Conjecture 4.1
4.3.1 Sketch proof of Conjecture 4.1
For Conjecture 4.1, we start by fixing γ > 2 throughout. We want to prove there exists






By the idea of dynasties, we know that if the mth dynasty survives for at least k
generations, then the left-most particle after k generations must be ≤ m, that is,
Mk ≤ m. What we need to show is that for any ε > 0 there exists a time t where there
exists an N such that for all n ≥ N we have that





We often suppress n and simply write mε. To this end, for ε > 0 define
F εj (t) := {Z
(j)
e(γ−ε)
j (t) > 0}




so F εj (t) is the event at time t the jth dynasty has survived at least exp((γ − ε)j)
generations. While F̃ εk (t) requires this behavior from the first k + 1 dynasties. If we
can prove that for any ε > 0 with positive probability there exists an exceptional time
t ∈ [0, 1] where F̃ εmε(n)(t) occurs, then at such a t
M
e(γ−ε)
j (t) ≤ j ∀j ≤ mε(n) (4.2)
Proving that such a t exists with positive probability, so that we can obtain (4.2), is
the crux of our entire argument and is where most of our effort must be dedicated.





occurs with positive probability. Using this together with some technical arguments,












occurs a.s. as required.
We now return to the step leading to (4.2), which is fundamental to our proof, and
discuss our strategy for how we hope to prove it. Recall that we need to prove that
with positive probability times exist where F̃ εmε(n)(t) occurs. To this end we define for






the Lebesgue amount of time in [0, 1] where E occurs. We would like to use the sec-
ond moment method on this random variable for our event F̃ εmε(n), i.e. show that
E[κ(F̃ εmε(n))
2] ≤ CE[κ(F̃ εmε(n))]
2 for some constant C > 0, as standard literature then
implies exceptional times exist (given some technical results which we prove). A key
insight is that it turns out to be much easier to work with events focusing on progeny
rather than survival, and so our strategy will be to show that exceptional times exist
for the event that for the first j ≤ mε(n) dynasties, each has a tree that has progeny
approximately eγ
j
. We then prove that exceptional times for this event imply excep-
tional times for this event combined with F̃ εmε(n)(t), immediately implying that there
are exceptional times where F̃ εmε(n)(t) occurs.
4.3.2 Proof outline of Conjecture 4.1
We now give a more detailed outline of the proof, breaking it down into smaller results
which we prove in later sections.
Let γ > 2 be fixed, and (εj)j≥0 be a sequence of numbers in [0, 1] satisfying εj = j
−2
for j ≥ 1, and 3/e < 1 + ε0 < 4/e. Define for t ≥ 0
A′j(t) := {∃ tree in jth dynasty at time t with progeny ∈ [eγ
j




j(t) ∩ {P(j)(t) ≤ (1 + 2εj)eγ
j}.





Finally we define, for any 0 < ε < γ − 2, the event that the first k + 1 dynasties live





Aj(t) ∩ F εj (t)
)
= Bk(t) ∩ F̃ εk (t)
where F εj and F̃
ε
k are defined as in Section 4.3.1. For the collections of events we
have just defined, we will be interested in whether they occur at two different times
simultaneously. To this end we shall use the shorthand
Aj(s, t) := Aj(s) ∩Aj(t)
etc. when appropriate. Recalling the definition of κ from Section 4.3.1, the key result
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we do not have the proof for is that the second moment method holds for (Bmε(n))n:




We prove in Section 4.6.1 that the above is sufficient for proving a second moment
bound for (B̃mε(n))n, the collection of events that link progeny to survival:
Lemma 4.9. If E[κ(Bmε(n))2] ≤ C1E[κ(Bmε(n))]2 for some constant C1 > 0, then there




By Lemma 4.9 and the Cauchy-Schwarz inequality, we have that





≥ C−12 > 0.
We can then use countable additivity (as (B̃εmε(n))n is decreasing), and the fact that









 ≥ C−12 > 0. (4.3)
We now have the following Lemma, which will be proved in Section 4.6.2:












κ(F̃ εmε(n)) > 0 ⇐⇒ Tn 6= ∅





 ≥ C−12 > 0.
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and it is clear that
∞⋂
n=1





P(∃t ∈ [0, 1] : ∩nF̃ εmε(n)(t) occurs) = P(∩nTn 6= ∅)




{(κ(F̃ εmε(n)) > 0}

≥ C−12 > 0.
This means, for any ε > 0, that with positive probability we have an exceptional time
where Mn(t) ≤ mε(n) ∀n. If we now define
Hε0(t) :=
{




which is the event we want to show occurs a.s. for some t (for every ε > 0). Then we
have that
P(∃t ∈ [0, 1] : Hε0(t) occurs) ≥ P
⋂
n≥1
{(κ(F̃ εmε(n)) > 0}
 ≥ C−1 > 0.
We finally prove the following in Section 4.6.2:
Lemma 4.11. {∃t ∈ [0, 1] : Hε0(t) occurs} satisfies a 0-1 law. That is, it either occurs
a.s. or does not occur a.s.
which, combined with the fact we know this event occurs with positive probability,
concludes the proof.
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4.4 Lower bound on the first moment
We produce a lower bound for the squared first moment, E[κ(Bmε(n))]2. Using Fubini’s

















As we defined ε0 to satisfy 3/e < 1 + ε0 < 4/e, we have
P(A0(0)) = P1(prog ∈ [e, (1 + ε0)e]) = P1(prog = 3) = 5/64.
To compute the product, we have the following lemma which shall be proved shortly:















As εj+1 = (j + 1)




2 = C <∞.


























This is our lower bound on the first moment, we hope to get a second moment bound
to the same level of accuracy. We dedicate the rest of this section to proving Lemma
4.12.
Proof of Lemma 4.12. Due to the O(εj+1) term in the statement of our result, we need
only focus on large j in this proof. So we view j as large throughout.
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Given Aj(0), we know that P(j)(0) ∈ [eγ
j
, (1 + 2εj)e
γj ] and so the number of trees in
the (j + 1)th forest is at least eγ
j
+ 1, and at most 2(1 + 2εj)e
γj . The minimum is the
case where P(j)(0) = eγj and consists of only one tree, while the maximum is where
P(j)(0) = (1 + 2εj)eγ
j
and there are precisely that many trees (and each have 2 edges



















j+1(0) is the event that exactly one tree in the forest in position j + 1 at time
0 has progeny in [eγ
j+1
, (1 + εj+1)e
γj+1 ] and the total progeny of all the other trees in
said forest is at most εj+1e
γj+1 . Clearly A
′′
j+1(0) ⊂ Aj+1(0). We have that
Pz(A
′′
j+1(0)) = zP1(P(j+1)(0) ∈ [eγ
j+1
, (1 + εj+1)e
γj+1 ])Pz−1(P(j+1)(0) ≤ εj+1eγ
j+1
)
where we’ve used that there are z candidates for which tree is the large one, and the
fact that said tree is independent of all the other trees. We can use Lemma 4.5 on the










































since 1− (1 + x)−1/2 = x/2 +O(x2) as x→ 0. The last line holds since εj = j−2 which
decays slower than exp(−γj+1). For the second probability, we use Lemma 4.5 on its
complement, which we are allowed to do as z − 1 is at most 2(1 + 2εj)eγ




j+1 for j that is not too small. To summarise, we have
Pz−1(P(j+1)(0) ≤ εj+1eγ
j+1














as j →∞. The last line above, pre-limit, is an increasing function of j. In particular,
the above expression is at least a constant C > 0 for all j, regardless of z (within the









































4.5 Progress on Conjecture 4.8: the 2nd moment
We start by detailing the second moment computation, highlighting what we need to
bound, and give heuristics for what we expect to happen. In the second subsection we
prove results we expect to aid us in computing the second moment bounds.
4.5.1 The second moment computation






























We must bound 2
∫ 1
0 P(Bmε(0, t)) dt from above. With telescoping we get:






































What we require is an extremely accurate upper bound on P(Aj+1(0, t) | ∩i Ai(0, t))
so that we can bound the entire product, hence the integral, precisely. A bound to
this level of precision is what we are currently lacking. However, we have already made
some progress in analysing this probability, which we now detail.















Proof. We start off by defining
Ej(t) := {P(j)(t) ∈ [eγ
j
, (1 + 2εj)e
γj ]}.


























The justification for the first inequality is as follows. While both ∩iAi(0, t) and
∩iEi(0, t) provide the same information regarding the total progeny of each dynasty,
the former concentrates most of that progeny on one specific tree per dynasty, while for
∩iEi(0, t) the offspring can be spread over more trees. By Corollary 4.4, we therefore
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see that conditioning on ∩iEi(0, t) rather than ∩iAi(0, t) increases the number of initial
particles in the (j + 1)th dynasty at both times, which in turn increases the chance of
Aj+1(0, t) occurring.
There are two ways that P(A′j+1(0, t) | ∩i Ei(0, t)) can occur. The first way is that a
single edge in the forward edge boundary of both the time 0 and time t jth dynasties
gives rise to the large progeny required from the (j+1)th dynasty at both times. Given




as the total progeny in the jth dynasty at both times is at most (1 + 2εj)e
γj , each of
which contributes at most two to the forward edge boundary. We can then take the
minimum of this probability with Pz(A′j+1(0)) since it definitely must occur at time 0
for it to work at both times. The min is needed in the first place to stop zP1(A′j+1(0, t))
exceeding one when z is too large or t is too small.
The other way P(A′j+1(0, t) | ∩i Ei(0, t)) may occur is if two different edges, one in
the forward edge boundary of the time 0 jth dynasty, the other in the forward edge
boundary of the time t jth dynasty, each produces a large tree in the (j+ 1)th dynasty
at their respective times. Given the information regarding the jth dynasty, from the






which of course, leads to our required bound via time invariance.
Lemma 4.13 produces two probabilities that we need to study, P1(A′j+1(0, t)) and
Pz(A′j+1(0)) (for a range of z). The latter does not involve dynamical time t, so should
be possible to bound similarly to the first moment. The former however is quite chal-
lenging, it appears that for fixed j, the dominant factors affecting P(Aj+1(0, t) | Aj(0, t))
depend on t in that there are three regimes. One where t < exp(−γj+1), one where
t > exp(−γj), and one where t is between exp(−γj+1) and exp(−γj). To try and
capture this we aim to split the integral over [0, 1] into a sum of integrals, each over






], . . . , [e−1, 1]. We can then bound each one
separately to get an overall upper bound.
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4.5.2 The 0th dynasty at times 0 and t
Recall that the 0th dynasty consists of a single tree containing the root and all vertices
connected to said root by solely zero-valued edges. We can view this as a percolation
model in that the 0-component containing the root is the 0th dynasty. As our branching
random walk evolves over time, this dynasty evolves as well.
Fix t > 0, denote by T0 and Tt the 0-component containing the root at times 0 and t
respectively. Define T̃t := T0∩Tt, the 0-component containing the root at both times 0
and t. This object will be important and thus we shall study its distribution in detail
here. For practical purposes we can actually use this object starting not from the root,
but with respect to the subtree from some edge we know is one-valued at both times 0
and t.
If we denote the generation sizes of T0 by (Zn)n∈N0 , then these form a critical Galton-











We prove the following:
Proposition 4.14. The generation sizes of T̃t, (Z̃n)n∈N0, follows a Galton-Watson




(3− e−t)2 + s
8




In particular E[L̃] = 12(1+e




Proof. Recall that the coefficient of si corresponds to P(L̃ = i). For {L̃ = 2} to occur
we require that both child edges are zero-valued at times 0 and t. This means that
they are both zero-valued at time 0 (occurs with probability 1/4) and between 0 and t
each edge independently changes an even number of times, i.e.
P(L̃ = 2) =
1
4
P(2 indep Po(t/2)′s ∈ 2Z) = 1
16
(1 + e−t)2
where 2Z denotes the set of even integers, and the probability that a Poisson random
variable is even is from [27, Exercise 1.7].
For {L̃ = 0} to occur we need that either both edges equal 1 at time 0, both are equal
161
to 0 at time 0 then equal 1 at t, or exactly one edge is equal to 0 at time 0 and that
edge is then 1 at t. To go from 0 at time 0 to 1 at time t, or vice-versa, we need an
odd number of changes to the status of that edge over [0, t]. Utilising [27, Exercise 1.7]
again, we compute the following























For {L̃ = 1} to occur we need both edges to equal 0 at time 0 and exactly one of them
to equal 1 at time t (which can be done in two ways), or we need exactly one edge to
equal 0 at time 0 and for that edge to stay equal to 0 at time t. This is
P(L̃ = 1) = 2× 1
4












(1 + e−t)(3− e−t)
which gives us the generating function. Finally





V ar[L̃] = g̃′′(1) + g̃′(1)− g̃′(1)2 = 1
8
(1 + e−t)2 +
1
2






(1 + e−t)(3− e−t).
Proposition 4.15.






Proof. We start off almost identically to the proof of Lemma 4.5. Define the random
walk W = (Wn)n∈N0 started from 0 with step distribution given by Ỹ := L̃ − 1. Also
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define Sn = Wn +n for all n. By [30, Corollary 1.6] and Equation (6.3) in [39] we have
P(|T̃t| = k) = P(W first hits − 1 at step k)




P(Sk = k − 1) =
1
k
P(Wk = −1). (4.7)
We now use a technique called tilting to change our probability measure from P to Q
so that under Q, W is a (lazy) simple symmetric random walk. We define this change








where EP is expectation under P, Fj is the filtration generated by (Wn), and λ ∈ R





so we need EP[W1eλW1 ] = 0. W1 has the same law as Ỹ = L̃− 1 so














Now with this value of λ, we use our new measure to compute
P(Wk = −1) = Q(e−λWkEP[eλWk ]1{Wk=−1})
= eλEP[eλWk ]Q(Wk = −1)
= eλEP[eλW1 ]kQ(Wk = −1) (4.8)
where the last equality comes from Wk having the same law as the sum of k variables
each with the same law as W1. Under Q, Wk is the kth step of a (lazy) simple symmetric
random walk so by the LCLT [29, Theorem 2.1.1]






We also compute (using the exact value of λ above)
















(1 + e−t)(3− e−t)
Inserting these values into (4.8) and then (4.7) gives







The following lemma will be useful when studying the forward edge boundary of T̃t.
In particular whether edges on said boundary are zero at either times 0 or t, but they
cannot be zero at both, because an edge on the boundary of T̃t that is on at both times
would just be part of T̃t, not on its boundary.
Lemma 4.16. Writing X(t) = Xi1...in(t) for the status of a fixed edge variable Xi1...in
at time t in a dynamical Galton-Watson forest, we have





P(X(0) = 0, X(t) = 1 | {X(0) = 1} ∪ {X(t) = 1}) = P(X(0) = 0, X(t) = 1)
P({X(0) = 1} ∪ {X(t) = 1})
.
We have by [27, Exercise 1.7]
P(X(0) = 0, X(t) = 1) =
1
2




P(X(0) = X(1) = 0) =
1
2




Figure 4-3: The tree T̃t (black) with the branches in blue and red representing
components in T0 and Tt respectively.
Therefore









which can be seen to be of order t.
Let B0 and Bt be the (random) number of edges on the forward edge boundary of T̃t
that are on (zero-valued) at times 0 and t respectively. Given {|T̃t| = z}, the number of
edges on the forward edge boundary is z + 1, and the joint distribution of (B0, Bt, z +
1−B0 −Bt) follows a multinomial distribution with parameters (z + 1, pt, pt, 1− 2pt),
where pt is the probability from Lemma 4.16. See Figure 4-3. We have the following
result:
Lemma 4.17.
E1[B0Bt1{|T̃t|=z}] = z(z + 1)p
2
tP1(|T̃t| = z).
Proof. We start off by using the tower property to introduce conditioning
E1[B0Bt1{|T̃t|=z}] = E1[1{|T̃t|=z}E1[B0Bt | |T̃t| = z]]. (4.9)
Now given the size of the forward edge boundary (z + 1), we know from the setup
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prior to this lemma that B0 and Bt are two components of a multinomial distribution,
therefore
E1[B0Bt | |T̃t| = z] = Cov(B0, Bt | |T̃t| = z)
+ E1[B0 | |T̃t| = z]E1[Bt | |T̃t| = z]
= −(z + 1)p2t + (z + 1)2p2t
= z(z + 1)p2t . (4.10)
As (4.10) is deterministic, we can substitute it into (4.9) to conclude the proof.
4.6 Proofs of other results required for Conjecture 4.1
In this section we prove the results that bridge the gap between Conjectures 4.8 and
4.1, as well as technical results needed so that the second moment method works as
intended.
4.6.1 Proof of Lemma 4.9: moving from Bmε to B̃
ε
mε
We’d like to use the second moment method we’ve proved for progeny to therefore give
us exceptional times regarding the position of the leftmost particle. Sadly the argument
we will use revolves around forests surviving a certain number of generations, which is
not the same, but they are indirectly related. Recall that for fixed ε > 0.
Ãεj(t) := Aj(t) ∩ {jth forest survives ≥ e(γ−ε)
j



















which corresponds to F εj (t) above. Recall that we need a lower bound for our first
moment, and an upper bound for our second moment. Given Conjecture 4.8, we have
a trivial upper bound for our second moment (trivial in the sense that we just forget
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P(Ãε0(0)) has a constant lower bound just like P(A0(0)) did (F0(0) is simply the event












































Pz(F εj+1(0) | Aj+1(0)).
Recall that the (j + 1)th dynasty depends on previous dynasties only through the size
of the forward edge boundary of the jth dynasty, see Corollary 4.4. With this in mind,
the first inequality comes from the fact that forcing the previous dynasty to survive a
long time will reduce the number of trees (as each Ai(0) restricts the total progeny)
which in turn reduces the size of the forward edge boundary. This idea also provides
the minimum in the second inequality. The first term in this final line is precisely what
is in Lemma 4.12, so all we need to prove is that the product over j of the “min” term
is a constant, and then the second moment method words with the exact same ordered
bounds as it did previously. We look to simplify this probability, using Bayes’ theorem
on its complement, so we want to pick z that maximises an upper bound:
Pz(F cj+1(0) | Aj+1(0)) =
Pz(Aj+1(0) | F cj+1(0))Pz(F cj+1(0))
Pz(Aj+1(0))
≤
Pz(Ej+1(0) | F cj+1(0))
Pz(Aj+1(0))
. (4.11)
Note we have suppressed the ε in the notation above for the sake of readability. The
numerator of (4.11) is (where Zi represents the ith generation of the critical Galton-
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Watson process generating this all):
≤ Pz(prog > eγ
j+1 | survive ≤ e(γ−ε)j+1 gens)
≤ Pz(∃i ≤ e(γ−ε)
j+1




≤ zP1(∃i ≤ e(γ−ε)
j+1








where we’ve used the union bound in the penultimate line, and Markov’s inequal-
ity in the final inequality (noting that a critical Galton-Watson process has mean











In total, (4.11) reads








which is independent of z. As this decays to zero very fast (as εj = j
−2 and γj+1 is























= C > 0
where the constant is due to the product being decreasing in n, but converges to a non-
zero constant by some elementary analysis of expressions of the form limn
∏n
j (1 + xj).
This proves that the second moment method works with (B̃εmε(n)(t)), given Conjecture
4.8.
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4.6.2 Proof of Lemmas 4.10 and 4.11
Proof of Lemma 4.10. We define
Tn := {t ∈ [0, 1] : Mj(t) ≤ mε(j) ∀j ≤ n}






We briefly recall the dynamical process. We have a binary tree and attached to each
edge is a dynamical random variable Xi1i2...(t) which takes values 0 and 1 with proba-
bility 1/2 each, independently of each other. Rerandomisations are done according to
separate PPP(1)s. If we can show for each N that⋂
n≥N
(T̄n \ Tn) = ∅ a.s.















which is empty, giving us the conclusion we require.
We now proceed, as each edge rerandomises independently from each other, we have
that a.s. only one rerandomisation can happen at any individual time. Equally the
system only changes when a rerandomisation takes place, so
T̄αn \ Tαn ⊂ {τ
(k)




i,j represents the time of kth rerandomisation of the jth edge (counting from
left-to-right) connecting from Gen(i− 1) to Gen(i). If τ is a time where a rerandomi-
sation takes place, say on an edge from Gen(k − 1) to Gen(k) (k ≥ 1) connecting to
a vertex v ∈ Gen(k). The subtree with root v is the only subtree of nodes/particles
effected by this one edge rerandomising, and the evolution of the edges in this subtree
are independent of the rest of the edges.
Treating the subtree with root v as its own tree, we can use Bramson’s result, Theorem
1.10, to say that for sufficiently large n, every particle from Gen(n) onwards (relative
to v) are at distance
d ≥ log log(n)
log(2)
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from v (the left most particle itself from v turns the inequality to an equality). Now
viewing this binary tree with respect to the entire tree. We can say that at time τ
and for large n that every particle in Gen(n) within the subtree containing v is at a
distance
d ≥ log log(n− k)
log(2)
+ Sv(τ)
from the true root. The n− k corresponds to the two Gen(n)’s being with respect to
different roots, and Sv(τ) is the random value contributed by edges prior to v. Now
Sv(τ) = Sv(τ
−)± 1
depending on whether we move from a 0 to a 1 or vice-versa. Irregardless, the left-most
particle within the subtree containing v is at distance





− 1 > log log(n)
log(γ − ε)
for all large n (k is fixed and γ−ε > 2). So that τ /∈ T̄n\Tn for large n, as required.
Moving on to the proof of Lemma 4.11. We can’t use an ergodicity argument as in
the previous two chapters due to the branching nature of the process. However we can
produce a 0-1 law using a similar idea.
Proof of Lemma 4.11. Recall in our process that each generation each particle produces
two offspring, so the total number of particles brought into existence at generation k
is 2k, or |Gen(k)| = 2k. For u ∈ Gen(k) and ε > 0, define
Hεu(t) :=
{





Denoting the root by 0, we know (given Conjecture 4.8) that for all γ > 2
P(∃t ∈ [0, 1] : Hε0(t) occurs) ≥ C > 0.
We want to show that the above equals one, so it suffices to show that it satisfies a 0-1
law. It ends up boiling down to whether we can show that for all u ∈ Gen(k) (∀k) we
have
P(∃t ∈ [0, 1] : Hεu(t) occurs | Fk) ≥ δ > 0
where Fk means that we have all knowledge the the branching process up until and
including the kth generation for all times t. It is vital that δ is independent of k. If
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Figure 4-4: To obtain the value of Sx(t), you need to add Su(t) (the blue edges) onto
the edge values connecting u to x.
the above holds then by Levy’s upward theorem (see Chapter 14.2 in [53]) we have
that (P(∃t ∈ [0, 1] : Hεu(t) occurs | Fk))k is a uniformly integrable martingale that is
uniformly bounded away from zero and converges a.s. to
P(∃t ∈ [0, 1] : Hεu(t) occurs | F∞) = 1{∃t∈[0,1] : Hεu(t) occurs} = 1
where F∞ is the smallest σ−algebra generated by (Fk)k. The above is valid as {∃t ∈
[0, 1] : Hεu(t) occurs} is F∞−measurable and the martingale is uniformly bounded
away from zero.
We now need to show that indeed
P(∃t ∈ [0, 1] : Hεu(t) occurs | Fk) ≥ δ > 0.
What we do here is relate it to Hε0(t) by treating u as the root of the subtree consisting
of all descendants of u. The value (in the branching random walk) of a descendant
x ∈ Gen(n) of u has two components:
• The component of the walk prior to (and including) u, which is deterministic due
to Fk and is given by Su(t).
• The component of the walk actually in the subtree with u as the root.
See Figure 4-4 for a visual representation of this. Viewing u as the root of its own tree
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and recalling the defintion of mε(n), we can reformulate H
ε
u(t) as:
Hεu(t) = {∀large n, u has a descendent w ∈ Gen(n) s.t. Sw(t) < mε(n+ k)− Su(t)}
where the change of n to n + k accounts for the fact that Gen(n) now is Gen(n)
relative to u, and we also need to subtract the component of the walk prior to u. Now
0 ≤ Su(t) ≤ k at all times (and k is fixed) so
Hεu(t) ⊃
{






Now for all large n we know that
log log(n+ k)
log(γ − ε)
− k ≥ log log(n)
log(γ − ε/2)
which can be seen by writing the difference between the left and right-hand sides as
log log(n)
[
log(γ − ε/2) log log(n+ k)
log log(n)
− log(γ − ε)
]
− k log(γ − ε) log(γ − ε/2)
noting that the term inside the square brackets is eventually positive, so the entire
first term is growing in n, while the term being subtracted is fixed. Therefore Hεu(t) ⊃
H
ε/2
0 (t), so the probability that there exists a t where the former occurs is at least as
large as the latter, which we know is a constant.
4.7 Conjecture 4.2: deviations of Mn
4.7.1 Motivation behind Conjecture 4.2
Conjecture 4.1, if true, states that almost surely exceptional times exist where Mn(t) ≤
log log(n)/ log(γ). A loose interpretation of this result is that at these exceptional times
we require the mth dynasty to survive for exp(γm) generations. To achieve this, we
can ask the jth dynasty to have progeny roughly equal to exp(2γj) for all j ≤ m. This
interpretation is not really what happens in our outline for a proof of Conjecture 4.1,
since we introduced ε to give ourselves breathing space between progeny and survival
events, but it is the vague idea behind the proof.
Conjecture 4.2 says something very different. Ignoring the dynamical model, if we sim-
ply condition the mth dynasty to survive for exp(γm) generations (therefore obtaining
Mn ≤ m) then we see vastly different behavior than described above. In particular, the
jth dynasty has progeny roughly equal to exp(2γm2j−m) for j ≤ m. This configuration
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of progenies is never seen in our dynamical model, as for this to occur we would require
the 0th dynasty to have progeny exp(2(γ/2)m) which (as m → ∞ as n → ∞) corre-
sponds to requiring the root of a critical binary tree to be in an infinite component of
zero-valued edges. By [36, Theorem 1.3] no such exceptional times exist. To be more
precise, the event providing the second moment argument for Conjecture 4.1, B̃εmε(t),
satisfies










while Conjecture 4.2 states that







The latter is much larger, we can therefore deduce that the dynamical model at excep-
tional times does not behave like the system conditioned to have its left most particle
leftwards of m(n, γ). Instead, it takes a far less likely configuration.
Before proving the more interesting direction of Conjecture 4.2 in the next subsection,
we briefly emphasise the different ways that our successive dynasties can grow. To
simplify our heuristic, we state everything in terms of progeny rather than surviving
a certain number of generations, noting that for a critical Galton-Watson process, the
progeny is roughly the square of how long the process survives. This is indicated by
Yaglom’s limit law [33, Theorem C], which states that
1
n
Zn|{Zn > 0} → Exp(2σ−2)
in law, suggesting that the progeny grows like n2. We also use a simplified version of
Corollary 4.4, and say that the number of initial particles of the (j + 1)th dynasty is
equal to P(j), the total progeny of the jth dynasty.
Firstly we take the case where we do not condition Mn ≤ m, so the dynasties grow
naturally. If the 0th dynasty has constant progeny P , then the progeny of the 1st
dynasty (which starts with P particles) is roughly P 2. For the 2nd dynasty we have
progeny roughly equal to P 4, and so on. This can be seen as z =
√
a maximises
Lemma 4.5, so it is most probable for successive progenies to square in size if there is
no conditioning taking place.
We move on to the strategy in Conjecture 4.1, which is that the jth dynasty has
progeny roughly exp(γj). The 0th dynasty has a constant progeny P , and then with
the above formula we see that the jth dynasty must have progeny roughly P γ
j
. As
γ > 2, we see that each dynasty in this strategy is a bit larger than what happens in
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the unconditional case. That is, at exceptional times the burden of growth is given
somewhat equally to each dynasty.
Finally, we stated that for the growth as in Conjecture 4.2 we need the jth dynasty to
have progeny roughly equal to






Notice that the progeny of the (j + 1)th dynasty is still roughly the square of the jth
dynasty. The difference is that the 0th dynasty needs progeny exp(2(γ/2)m)) which as
γ > 2 is very large. This means that when conditioning on Mn ≤ m, we put all the
burden of growth on the 0th dynasty, and let all other dynasties grow naturally.
The moral of the story is therefore that the most likely way a static event may occur
is not necessarily the way that exceptional times in a dynamical model may form. The
dynamical model prefers to spread the burden of growth among all dynasties, rather
than focusing in on the 0th dynasty.
4.7.2 Proof of the lower bound of Conjecture 4.2
Recall that we can view our BRW model as a series of Galton-Watson forests (called
dynasties) F (0), F (1), . . . positioned at 0, 1, . . . . Each tree within a dynasty is gener-
ated using IID copies of the critical Galton-Watson branching process with offspring











The initial population of each dynasty satisfies Z
(0)
0 = 1 for F
(0) and for i ≥ 1 we
have that F (i) has Z
(i)
0 = P(i−1) + Z
(i−1)
0 , where P(j) denotes the total progeny of the
dynasty F (j). Recall that the object we care about is Mn the position of the left-most
particle in our BRW after n steps. A sufficient condition for {Mn ≤ m} to hold is that







As discussed in the previous subsection, if this event occurs when k = m then so should
{Mn ≤ m}. We now state and prove the lower bound:
Theorem 4.18. Let γ > 2 and m(n, γ) = 1log γ log logn (written m for legibility). Then
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we have ∀n ≥ 1 that















where C > 0 is a finite constant.
Proof. The idea is that for a critical Galton-Watson process, surviving n generations









for the dynasties up to m − 1 naturally lead to the mth dynasty having progeny n2.
We compute
P(Mn ≤ n) ≥ P(Z(m)n > 0)
≥ P
(










































where the first term in the last line comes from the fact that to minimise P(Z(m)n > 0),
we should start off with as few particles as possible, and as the conditioning states that
P(m−1) ≥ exp(γm) = n, we must start with at least n particles (in fact we start with a
lot more). Now Lemma 4.6 gives that the first term is at least 1/2. By telescoping we































extra starting individuals will contribute a positive number
of individuals to the total progeny. By the same reasoning as earlier, the minimum
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number of starting particles that can contribute towards P(k) given the conditioning is
exp(2γm2−m+k−1), therefore:
P




















Writing r = exp(2γm2k−1−m) for convenience, let A be a large finite constant such that
for a ≥ Az2 the O(z2a−1) error term appearing in Lemma 4.5 has absolute value at






)(P ≥ exp( 2γm
2m−k
))
≥ Pr(P ≥ Ar2)













=: C > 0.























Inserting all of these facts into (4.12) gives


















Conclusion And Open Questions
In this thesis we have studied three different models related to the fields of noise
sensitivity and exceptional times in deep detail. The primary motivation for this thesis
was to study whether two objects with the same distribution (as an entire sequence)
could exhibit differing levels of sensitivity to noise, or equivalently, when allowed to
evolve dynamically. This led us to the compass and switch random walks (Yn) and
(Zn), the former studied in [7] by Benjamini et al, and the latter in Chapter 2 of this
thesis as well as in [40] by Roberts and Prigent. We have seen that (Zn) is noticeably
more sensitive to noise, and also exhibits exceptional times where (Yn) does not.
A natural extension to the work above is to consider Brownian motion, as it is the
scaling limit of a random walk. Indeed, in Chapter 3 we proved results for Brownian
motion that are similar to the ones in Chapter 2. This involved reworking a few defini-
tions (mainly regarding the influence) and setting up a two-dimensional Poisson point
process for the dynamics. It is worth noting that our construction has the potential to
be used with other stochastic processes.
Finally, we expanded our reach to a model more complex than a simple symmetric
random walk. We took a branching random walk within the class studied by Bramson
[11] and aimed to study its dynamics thoroughly. While our main result regarding
exceptional times is only a conjecture, we have dealt with all elements of the proof
bar the upper bound on the second moment, and have analysed the distribution of the
0th dynasty at both times 0 and t simultaneously. We expect this to be vital tool for
proving Conjecture 4.1.
We now briefly highlight potential avenues of interest for further development.
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5.1 Questions related to Chapter 2
5.1.1 Extensions of Theorem 2.1







for the critical value α = 1/2. α above or below this critical value is dealt with in the
theorem itself. We are not sure whether or not this holds, as we would need to examine
the sample paths of the random walk in far more detail than we currently do.
In a similar spirit to the above, a corollary of Theorem 2.1 is that the law of the iterated
logarithm (LIL) is a dynamically sensitive property for the switch random walk. To
better understand what happens to the random walk at these exceptional times, it is








Due to Theorem 2.1, we know that there almost surely exists a time t where Zn(t) < 0
for all n ≥ 1, so the infimum above must be non-positive. Is this infimum zero? On a








5.1.2 The p-switch walk
As we have seen, the compass and switch walks (Yn) and (Zn) act quite differently
when noised despite having the same law. There is a way of interpolating between
these two walks, so that we can study how “close” to (Zn) the noise sensitivity begins.
We do this by defining X1, X2, . . . as IID Rademacher random variables, and make
them dynamical in the standard way. We fix p ∈ [0, 1] and define X̃(p)i (t) as follows.




Xi(t) with probability 1− pX̃(p)i−1(t)Xi(t) with probability p
We can then define Z(p) = (Z
(p)











Note that when p = 1 we have the walk (Zn(t)) while when p = 0 we have (Yn(t)), so
what we have defined is a natural way of interpolating between the dynamical compass
and switch walks. We have the following conjecture:
Conjecture 5.1. The events ({Z(p)n > 0}, n ≥ 1) are maximally noise sensitive for
p = 1. That is, for any sequence (εn)n≥1 in (0, 1) such that nεn →∞, we have that as
n→∞
P(Z(1)n (0) > 0 and Z(1)n (εn) > 0)− P(Z(1)n (0) > 0)2 → 0.
For p ∈ [0, 1) these events are noise stable.
We believe this conjecture to be true, which would mean that there is an extremely
sharp phase transition between noise stability and maximal noise sensitivity.
The reason we believe this conjecture holds is since a change from Xi to −Xi in this
model causes a reflection of length of law Geom(1− p), which is finite for p < 1. This
means that the noised portions of the walk should be small in length (for small noise
parameter ε) and thus contribute little to the value of Z
(p)
n . The main technicality
preventing a proof from being immediate is that in the definition of noise stability, the
supremum is taken over n before ε is taken to zero.
5.1.3 Biased switch random walks
In the spirit of [15] we can change the law of our Rademacher steps to generate different
switch random walks. If X1, X2, . . . to be IID and biased such that
P(X1 = 1) = p = 1− P(X1 = −1)




j=1Xj has a distribution that is a function of p. Note
that the walk studied in Chapter 2 is with p = 1/2. It may be of interest to discover
for what values of p there exist exceptional times of recurrence/transience. Before we
do that, we must understand how the value of p affects recurrence in the static model.
Note that when p 6= 1/2 the walk (Zn) is not a Markov process, but the pair (Zn, Zn+1)n
is, see [15, Remark 1.3]. Therefore we now explicitly define what we mean by recurrence,
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which is that
P(Zn = 0 i.o.) = 1
Returning to our question of when (Zn) is recurrent, it is actually an established result
that goes back to at least the works of Gillis [20]. This is because our biased switch
random walk is in fact a case of the Gillis-Domb-Fisher correlated random walk on Z.
We summarise the result from Gillis, in our case, as follows:
Proposition 5.2. (Zn)n≥0 is recurrent for p < 1 and transient for p = 1.
For the interested reader, recurrence of our process and more general processes can be
viewed through the lens of a class of additive models studied in [43] by Rogers.
Correlated random walks more generally are sometimes referred to in the literature as
“persistent” or “Newtonian” random walks. A useful general reference on these walks
is [41]. Similar continuum models are also studied in the physics literature and are
known as “run-and-tumble processes”.
When considering whether or not exceptional times exists, one important thing to note
is that the bias in the Rademacher steps is also present in the rerandomisation, i.e.
when a Poisson clock rings, that Rademacher step becomes +1 with probability p, not
1/2. Whether this prevents exceptional times from occurring or not is unclear, except
for the cases p = 0, 1 where rerandomisations do not change the process. In [15] the
authors use a sequence (pn) of numbers in [0, 1] to define P(Xn = 1) for each n. We
could also ask similar questions for switch random walks defined by such a sequence,
and check for dynamical sensitivity of the results in [15].
5.1.4 A short note on the two dimensional switch random walk
In order to justify our construction in the next section of the two dimensional dynami-
cal Brownian motion, it is worth briefly discussing the two dimensional switch random
walk. We can define a switch random walk on Z2 as follows; Let X1, X2, . . . be inde-
pendently, identically distributed random variables taking each of e1,−e1, e2,−e2 with







where the multiplication is defined by the rules:
e21 = −e2 e31 = −e1 e41 = e2
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i.e. the multiplication is the cyclic group of order 4, 〈e1〉, with identity e2. e1 can
be thought of as rotating your current position by 90 degrees clockwise, and taking a
step. This means that −e2 corresponds to turning around and taking a step back, −e1
means turn 90 degrees anti-clockwise and take a step, while e2 simply means to take a
step in the direction you’re already travelling in. Note that at the start of the process







where the Rademacher’s rerandomise in the usual manner. A change via rerandomisa-
tion in this model leads to the path from the point of the change being rotated by a
number of degrees equal to the angle between the old and new vector, a multiple of 90
degrees.
The reason we have not studied this process in this thesis is because the two dimensional
compass walk is already maximally dynamically sensitive, in that the set of exceptional
times of transience has Hausdorff dimension 1 [23, Theorem 1]. So, as the switch walk
is more sensitive than the compass walk, we expect the following:
Conjecture 5.3. The two dimensional switch random walk almost surely has excep-
tional times of transience. The set of such times almost surely has Hausdorff dimension
one.
5.2 Questions related to Chapter 3
Firstly, as with the switch random walk, a question to which we cannot conjecture the






One extension to this model we could consider is looking at two dimensional dynamical
Brownian motion. This would be constructed by taking a realisation of a two dimen-
sional Brownian motion as the dynamical process at time zero, and then equipping
it with a three dimensional Poisson point process on [0,∞) × [0,∞) × [0, 2π). The
first two dimensions correspond to where and when changes occur (i.e. Brownian and
dynamical time). The third dimension corresponds to the angle at which the future
path is rotated by, stated clockwise with respect to the standard axes in R2. It may
be possible to model all orthogonal transformations in R2 (combinations of rotations
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and reflections) on the Brownian path, but we stick to solely rotations in the above
description as we do not have reflections in the two dimensional switch walk presented
in the previous subsection.
The motivation behind studying the two dimensional dynamical Brownian motion is
that the distinction between recurrence and transience is more nuanced for Brownian
motion. In particular, [35, Theorem 3.19] states that two dimensional Brownian motion
is neighbourhood recurrent but not point recurrent. This means that such a process
almost surely hits every open ball infinitely often, but only hits individual points only
finitely often. We have the following conjecture
Conjecture 5.4. There almost surely exists exceptional times where the dynamical two
dimensional Brownian motion is not neighbourhood recurrent. The set of such times
almost surely has Hausdorff dimension one.
We believe this conjecture holds as in the proof of [23, Theorem 1], for the two dimen-
sional compass random walk, it is shown that there are times where the walk diverges
without returning to zero. Noting that switch dynamics are more extreme than compass
dynamics, and converting from random walks to Brownian motion is what motivates
this conjecture.
5.3 Questions related to Chapter 4
Obviously the top priority is to ascertain whether or not Conjectures 4.1 and 4.2 truly
hold. Matthew Roberts and myself hope to prove this in the affirmative in the near
future. Given these results, it is still unknown what speed s(n) is the phase transi-
tion for exceptionality. By this we mean that it is desirable to find a function s(n)
such that there are no exceptional times where Mn diverges slower than s(n), but
there are almost surely exceptional times where Mn diverges faster than s(n), but still
slower than the standard (1/ log 2) log log n speed. It is clear given Conjecture 4.1 that
log log(n)/s(n) → ∞. We also know that s(n) → ∞, i.e. there are not exceptional
times where Mn does not diverge. This is because if limnMn < ∞ then there must
be a time where the binary tree has an infinite component of zero-valued edges, which
cannot occur by [36, Theorem 1.3]. While we do not believe that there are exceptional
times where Mn diverges faster than normal, it would be interesting to see if that is
indeed true. Also we have not asked any noise-sensitivity questions of this process yet.
It would also be interesting to extend our dynamical model to the entire class of branch-
ing random walks considered by Bramson. As a reminder, the static general model can
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be viewed as a Galton-Watson tree with offspring distribution L, conditioned on non-
extinction, where each edge is attached with an independent random variable with law
X, where for some p ∈ (0, 1):
P(X = 0) = p = 1− P(X > 0).
Bramson’s result, Theorem 1.10, then holds provided pE[L] = 1. The largest difference
between this setup and the model in Conjecture 4.1 is that the binary tree we work with
would instead be a random tree conditioned on non-extinction. A good starting point
would be to fix the random tree at time 0 and have solely the edges evolve over time,
as well as making X a binary variable e.g. taking only 0 and 1 as values. However, it
should be possible to loosen these requirements.
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