Can intelligence optimise Digital Ecosystems? How could a distributed intelligence interact with the ecosystem dynamics? Can the software components that are part of genetic selection be intelligent in themselves, as in an adaptive technology? We consider the effect of a distributed intelligence mechanism on the evolutionary and ecological dynamics of our Digital Ecosystem, which is the digital counterpart of a biological ecosystem for evolving software services in a distributed network. We investigate Neural Networks (NNs) and Support Vector Machines (SVM) for the learning based pattern recognition functionality of our distributed intelligence. Simulation results imply that the Digital Ecosystem performs better with the application of a distributed intelligence, marginally more effectively when powered by SVM than NNs. These results suggest that a distributed intelligence can contribute to optimising the operation of our Digital Ecosystem.
I. INTRODUCTION
With a Digital Ecosystem, being the digital counterpart of a biological ecosystem for evolving software services in a distributed network, can we answer the following questions; Can intelligence optimise the evolutionary process? How could a distributed intelligence interact with the ecosystem dynamics? Can the software components that are part of genetic selection be intelligent in themselves, as in an adaptive technology? These are wide ranging questions, and we have started by considering a distributed intelligence based on a simple social interaction mechanism. We will use a machine learning technique to power our distributed intelligence, considering both NNs and SVM. We will start with a brief reminder of our definition for a Digital Ecosystem.
The term Digital Ecosystem has been used to describe a variety of concepts. Some of these refer to the existing networking infrastructure of the internet [1] , [2] . Several companies offer a Digital Ecosystem service, which involves enabling customers to use existing e-business solutions [3] , [4] , [5] . However, maybe the most frequent references to Digital Ecosystems arise in Artificial Life research. These Digital Ecosystems are created primarily to investigate aspects of biological and other complex systems [6] , [7] , [8] , [9] , [10] , instead of providing a platform for evolving software services.
We view a Digital Ecosystem to be the digital counterpart of a natural ecosystem [11] , [12] , being a software infrastructure for supporting a large number of software services [13] , [14] , [15] . A two-level optimisation scheme inspired by natural ecosystems, in which a decentralised peer-to-peer network forms an underlying tier of distributed services. These services then feed a second optimisation level based on an evolutionary algorithm that operates locally on single habitats (peers), aiming to find solutions that satisfy locally relevant constraints. The local search is sped up through this twofold process, providing better local optima as the distributed optimisation provides prior sampling of the search space by making use of computations already performed in other peers with similar constraints [13] , [16] , [17] . The services consist of an executable component and a descriptive semantic component. This is analogous to the way in which an agent is capable of both execution and having an ontological description. If the services are modelled as software agents, then the Digital Ecosystem can be considered a Multi-Agent System (MAS) which uses distributed evolutionary computing to combine suitable agents to meet user requests for applications. The users of our Digital Ecosystem create queries to the system by creating a request, specifying a semantic description of the agents or services they require. This description will define the metrics for evaluating the fitness for a composition of agents as a distance function between the request and the agents' descriptions. A successfully used agent, or composition of agents, can then migrate from one peer (habitat) to another, becoming hosted at habitats where it is useful in satisfying user requests.
The connectivity between habitats, in biological ecosystems, is defined by the geography. The Digital Ecosystem does not have a default geographical topology to define the connectivity of the nodes. Instead, a re-configurable network topology is used, which is dynamically adapted based on the observed migration paths of the individuals within the habitat network of the Digital Ecosystem. Analogously to Hebbian learning, the habitats which do not exchange individuals will become less strongly connected, and the habitats which exchange individuals more often attain stronger connections. This leads to a network topology that is discovered over time, resulting in a network that resembles the connectivity of the businesses within the user base, typically a small-world network for Small and Medium sized Enterprises (SMEs) [18] , [19] , [20] . Such a network has many strongly connected clusters called sub-networks (quasi complete graphs) and a few connections between these clusters. Graphs with this topology have a very high clustering coefficient and small characteristic path lengths [21] , [22] , as shown in Figure 1 .
An evolving population is instantiated in response to a user request, using an evolutionary optimisation technique to generate the optimal combination of available agents that fulfil the user request. The population is seeded from the agents Digital Ecosystem: optimisation architecture in which agents travel along the peer-to-peer connections that have the topology of a small-world network; in every node (habitat) local optimisation is performed through an evolutionary algorithm, where the search space is determined by the agents present at the node. available (agent-pool) at the habitat in which the evolving population is instantiated. This allows the evolutionary optimisation to be bootstrapped by previous solutions stored. The evolving population of agents will then search the available agent combination space through evolution to find the optimal solution(s) to a user request. The fitness of individual agentsets within a population is determined by a selection pressure applied as a fitness function instantiated from the user request, and works primarily by comparing the semantic descriptions of the agents with the semantic description in the user request. An agent's semantic description acts as a guarantee of its functionality, and is the inheritable component from one generation to the next in the evolutionary optimisation. Mutations can occur by switching agents in and out of the agent-set structure. Recombination (Crossover) can occur by combining elements of two agent-sets into a new agent-set. The optimal solution (agent-set) found can then be migrated through the interconnected habitats, recombining with other agents to meet more user requests in other evolving populations, helping to fulfil other user requests.
Distributed evolutionary computing utilises parallel processing to solve a particular request (problem) [23] . Examples include the near natural Island Model [24] , in which a distance is set between the sub-populations on each island, including a probability of migration between one island and another. This approach has been used effectively in the determination of investment strategies [25] . The Digital Ecosystem uses a similar approach, but to solve several similar requests simultaneously. In our Digital Ecosystem different requests are evaluated on separate islands within a habitat, with an island being an evolving population of composite agents. So, adaptation is accelerated by sharing solutions with other islands evolving solutions to similar requests (problems).
II. DISTRIBUTED INTELLIGENCE
The distributed intelligence was created with the intention of optimising the evolutionary dynamics within the Digital Ecosystem, after the consideration of several alternatives [26] . The distributed intelligence should assist our Digital Ecosystem to provide better solutions than it could alone, especially in the short term and to rapidly changing conditions, by positively effecting the evolutionary dynamics via the ecological dynamics. The targeted migration of the distributed intelligence will achieve this by targeting agent migration based on similar agents sharing their respective migration and usage histories. This process is visualised in Figure 2 .
The distributed intelligence will complement the evolutionary optimisation indirectly. An agent, when finding similarity with another agent based upon their descriptions, will be able to migrate. It will target its migration to a habitat where it will have the opportunity to be useful, based upon the migration and usage history of the similar agent. In biological terms, it is equivalent to providing each individual with a simple social interaction mechanism. It should allow niches to be fulfilled faster, so that the habitat clusters will reach their climax communities sooner, thereby significantly improving the speed of the succession process. Also, communities will be able to adapt faster to changing conditions.
As the Digital Ecosystem increases in size (number of users), the number of agents (services) available globally will become increasingly large. For the evolutionary optimisation to continue to work efficiently as the Digital Ecosystem expands, optimal subsets of the power-set of agents available globally will be required at the habitats. The migration probabilities between the habitats will work to achieve this in a passive manner. Although the mechanism is effective, the migration of agents will be dilatory and therefore not strongly directed. It allows the agents, based primarily upon success at their current location, to spread in the correct general direction within the habitat network. The distributed intelligence will work in a more active manner allowing the agents immediate highly targeted migration to specific habitats, independent of success at the current location, instead of the generally directed migration only after success at the current location. This will help to optimise the subset of possible agent-sets found at the habitats, which are then used in the evolutionary optimisation processes to find applications (combinations of agents) to user requests.
The agents can interact with one another, using their embedded individual intelligence components, to determine functional similarity based on their semantic descriptions. This involves comparing their semantic descriptions to one another for similarity, and so is independent of the current habitat's context (user requests). If agents find similarity through the inter-agent comparison, then they can share their migration and usage histories to determine habitats where they could be valuable. This interaction would occur outside the evolutionary optimisation, and the consequence of this interaction is in the additional targeted migration of agents, which can occur between connected and unconnected habitats.
When targeted migration occurs between connected habitats it will speed up the natural migration of agents. When it occurs between unconnected habitats, it will help the habitat network to adapt to changing conditions faster than it otherwise would. In effect, during targeted migration the distributed intelligence short-circuits the small-world topology [11] , to avoid being unnecessarily slowed by it. This may seem counter-productive after creating such a topology, but the small-world topology is what allows the habitat network to specialise solutions to specific users and specific user requests. This ability leads to a weakness, specifically that the habitat network can be slow to adapt to changing conditions, which the distributed intelligence can potentially address. The distributed intelligence will help catalyse the formation of clusters, and the assignment of nodes to the correct clusters, within the small-world topology. The desired effects of the distributed intelligence on the habitat network will be achieved by integrating the targeted migration with the existing migration feedback mechanisms.
The distributed intelligence will interact with the ecosystem dynamics of the Digital Ecosystem. Embedding the individual intelligence components within the agents, not only maintains the consistency of the Agent-Based Model (ABM) model of the Digital Ecosystem, but also strengthens the agent definition by giving the individuals (agents) some intelligence and control over their existence.
A. Neural Networks
We first considered NNs for the learning-based pattern recognition of the distributed intelligence, because it is an established and widely applicable pattern recognition technique. The pattern recognition capabilities of NNs can be leveraged to allow agents to determine similarity based on their descriptions, using multilayer feed-forward NNs and the backpropagation training technique to specify the required pattern recognition behaviour.
The weights, w i,j , between neurons are randomly initialised and then trained to provide the desired functionality [27] . We are currently using a sigmoid transfer function, in which the output, y, of neuron is the sum of the weighted input values, x, applied to a sigmoid function. This function is expressed mathematically as:
This has the effect of limiting the output smoothly within the range between 0 and 1. Our simulations currently use a threshold of 0.90, for the neuron of the output layer, to determine similarity.
The size (number of neurons) of the input layer is proportional to the semantic description of the agent in which the NN is embedded. Generally, a single hidden layer is sufficient, and depending on the desired functionality, is usually significantly larger than the input layer [27] . The output layer consists of a single neuron, with values between zero and one, to provide an answer to the question of similarity. This structure of the NN is visualised in Figure 3 .
The simulations have been with multilayer feedforward NNs with backpropagation training, in which a continuous training regime is followed. As the agent needs to be trained to recognise similarity to itself, during its deployment to a habitat, the first training set will consist of its own semantic description. The pattern recognition capabilities of an agent's NN will be limited at the start of its life-cycle. When visiting a habitat based on an inter-agent interaction, whether successfully or not, it can be added to the available training set.
B. Support Vector Machines
Note: we will call multi-layer feedforward neural networks simply NNs from now on. We will call support vector machines SVM. We are aware that many authors consider SVM to be neural networks.
We then considered SVM, which is a newer technique and theoretically more suitable for the distributed intelligence. SVM are a learning system based on recent advances in statistical learning theory, and is becoming established as a tool for machine learning. SVM are a set of related supervised learning methods used for classification and regression. They belong to a family of generalised linear classifiers. They can also be considered a special case of Tikhonov regularisation. A special property of SVM is that they simultaneously minimise the empirical classification error and maximise the geometric margin. Hence, it is also known as the maximum margin classifier [28] .
SVM are forcefully competing with NNs as tools for solving pattern recognition problems. They are based on some beautifully simple ideas and a clear intuition of what learning from examples is all about. More importantly they are also showing high performance in practical applications [29] . In very simple terms, SVM correspond to a linear method in a very high dimensional feature space that is non-linearly related to the input space. Although we think of it as a linear algorithm in a high dimensional feature space, in practice, it does not involve any computations in that high dimensional space. Using kernels, all necessary computations are performed directly in the input space.
SVM were developed for binary classification from their inception, making them ideal for our distributed intelligence purposes. But, before any of these methods can be applied to the agent description data, it should be pre-processed to be For that data should be represented as labelled vectors in a high dimensional space. This representation is usually constructed to preserve as much information as possible about features which are responsible for correct classification of samples [29] .
A simple way to build a binary classifier is to construct a hyperplane separating class members from non-members in this space. This is the approach taken by perceptrons, also known as single-layer NNs. Unfortunately, most real-world problems involve non-separable data for which there does not exist a hyperplane that successfully separates the class members from non-class members in the training set [30] . One solutiozn to the inseparability problem is to map the data into a higher-dimensional space and define a separating hyperplane there. This higher-dimensional space is called the feature space, as opposed to the input space occupied by the training examples, as shown in Figure 4 . With an appropriately chosen feature space of sufficient dimensionality, any consistent training set can be made separable [31] .
The classifier is then a surface in this high dimensional space that separates its two parts for belonging to a class and not belonging to a class. SVM do not try to construct a classifying surface directly in the given target space, contrary to many standard approaches. First, sample points are projected to a significantly higher dimensional space, where a separating surface can be found in the form of a hyperplane. The corresponding surface in the original space is then presented as a result of SVM training.
However, translating the training set into a higherdimensional space incurs both computational and learningtheoretic costs. Representing the feature vectors corresponding to the training set can be extremely expensive in terms of memory and time. Furthermore, artificially separating the data in this way exposes the learning system to the risk of finding trivial solutions that overfit the data. Support vector machines elegantly sidestep both difficulties. SVMs avoid overfitting by choosing a specific hyperplane among the many that can separate the data in the feature space. SVMs find the maximum margin hyperplane, the hyperplane that maximises the minimum distance from the hyperplane to the closest training point. The maximum margin hyperplane can be represented as a linear combination of training points. Consequently, the decision function for classifying points with respect to the hyperplane involves only dot products between points. Furthermore, the algorithm that finds a separating hyperplane in the feature space can be stated entirely in terms of vectors in the input space and dot products in the feature space. Thus, a support vector machine can locate a separating hyperplane in the feature space and classify points in that space without ever representing the space explicitly, simply by defining a function, called a kernel function that plays the role of the dot product in the feature space. This technique avoids the computational burden of representing the feature vectors explicitly [32] .
The selection of a suitable kernel function is important, since the kernel function defines the feature space in which the training set examples will be classified. As long as the kernel function is legitimate, an SVM will operate correctly even if the designer does not know exactly what features of the training data are being used in the kernel-induced feature space. The definition of a legitimate kernel function is given by Mercer's theorem: the function must be continuous and positive definite [31] . Human experts often find it easier to specify a kernel function than to specify explicitly the training set features that should be used by the classifier. The kernel expresses prior knowledge about the phenomenon being modeled, encoded as a similarity measure between two vectors.
Aside from counteracting overfitting, SVM use of the maximum margin hyperplane leads to an uncomplicated learning algorithm that can be reduced to a convex optimisation problem. To train the system the SVM must find the unique minimum of a convex function. Unlike the backpropagation learning algorithm for artificial neural networks, a given SVM will always deterministically converge to the same solution for a given data set, despite the initial conditions. For training sets containing less than approximately 5000 points, gradient descent provides an efficient solution to this optimisation problem.
Another appealing feature of SVM classification is the sparseness of its representation of the decision boundary. The location of the separating hyperplane in the feature space is specified via real-valued weights on the training set examples.
Those training examples that are far from the hyperplane do not participate in its specification and therefore receive weights of zero. Only the training examples that are close to the decision boundary between the two classes receive nonzero weights. These training examples are called the support vectors, since removing them would change the location of the separating hyperplane [33] .
Training an SVM requires the solution of a very large quadratic programming problem (finding Lagrange multipliers for each data point) which is often intractable. Sequential Minimal Optimisation (SMO) approaches the solution by solving for two Lagrange multiplier's (keeping the others fixed) at each step, and doing hill-climbing. Because there are only two variables, the quadratic problem can be solved analytically, making the inner loop of the training program very fast. SMO is competitive with other SVM training methods such as Projected Conjugate Gradient chunking and in addition is easier to implement [34] .
The SVM learning algorithm is defined so that, in a typical case, the number of support vectors is small compared to the aggregate number of training examples. This property allows the SVM to classify new examples efficiently, since most of the training examples can be safely ignored. In essence, the SVM focuses upon the small subset of examples that are critical to differentiating between class members and nonclass members, throwing out the remaining examples. This is a crucial property when analysing large data sets containing many uninformative patterns, as happens in many data mining problems. SVMs effectively remove the uninformative patterns from the data set by assigning them weights of zero [30] .
For the distributed intelligence, the training data (semantic descriptions) conform well to the requirements for SMO training of SVM. A minimum of two samples (one positive and one negative) are required. Ideally, more would be much better. The best way to manage this requirement is to create variants from the one piece of data we have which is a 100% positive match for a similarity function. If the variant is less than 10% different of the original then it should be processed as a positive input, and if the variant is more than 10% different it should be processed as a negative input. This approach is possible because, the hyperplane determination in the feature space values the points near to the hyperplane far more significantly over those far from the hyperplane.
III. SIMULATION AND RESULTS
There are several scenarios in which the distributed intelligence can potentially optimise the Digital Ecosystem, including changing conditions in the user base, and the bootstrapping scenario. The chosen bootstrapping scenario of the Digital Ecosystem involves activating many habitats simultaneously, and allowing them to optimise their connectivity and agentpools, through the ecological dynamics of succession.
Throughout the simulations we assumed 100 users, which meant that at any time the number of users joining the network equalled the number of users leaving. The users' habitats were initially randomly connected. At the start, users deployed five services each. Services could migrate from one habitat to another, thereby affecting the connections between the habitats. Users would submit requests for services. Each user then deployed a new service after the submission of five requests. The order in which users submitted requests was random. A more detailed description of the simulation can be found here [13] .
The Digital Ecosystem performed as expected, adapting and improving over time to reach the climax community (in biological terminology), as can be seen by the graph in Figure  5 in which a typical run of the Digital Ecosystem is shown. In biological terms, each species has only evolved over 10 generations on average and already the Digital Ecosystem is reaching consistently near 70% responsiveness to user requests.
The distributed intelligence using the NNs was then activated within the simulation, and the same measurements of the Digital Ecosystem were taken. Figure 5 includes a typical run of the distributed intelligence powered by NNs, which affected and optimised the Digital Ecosystem almost immediately. The Digital Ecosytem with the NN-distributed intelligence, reached the same performance on the Digital Ecosystem in less than a fifth of the time, and within the same timeframe reaching consistently over 90% in response to user requests. . Histogram: Frequency of matches less than 50% for the Digital Ecosystem, NN-distributed intelligence and SVM-distributed intelligence over Time than the NN-distributed intelligence, but not profoundly so. The plot and best fit curves of the graph in Figure 5 do not clearly show that the SVM-distributed intelligence reduces the frequency of poor matches (<50%) to nil by the 750th time unit, unlike the NN-distributed intelligence and the Digital Ecosystem. Figure 6 shows this more clearly.
A simple distance measure based distributed intelligence was used to act as an experimental control, made possible by the simulated agent descriptions being numerical. This allowed us to determine the contribution of the NNs or the SVM in the effect of the distributed intelligence on the ecological and evolutionary dynamics of the Digital Ecosystem. If we consider Figure 5 , the Distance-distributed intelligence performed only marginally better than the Digital Ecosystem alone. Clearly, the technique used for the similarity matching function has a very significant impact on the effectiveness of the distributed intelligence.
The optimisation of the Digital Ecosystem is dependent on agent migration, and the distributed intelligence does lead to more migration, although targeted migration. It was still possible the improvement was more from the migration than the intelligent targeting of the migration. So we created a scenario with random migration comparable to the migration of the NN and SVM powered distributed intelligence. Considering Figure  5 , the additional random migration, albeit helpful in the very early stages, ultimately decreased the efficiency of the Digital Ecosystem. We therefore feel confident in concluding that the improvement from the distributed intelligence is primarily from the intelligent targeting of migration, and not from the additional migration created.
IV. CONCLUSION
The experimental results indicate that under simulation conditions the distributed intelligence constructively interacts with the ecological and evolutionary dynamics of our Digital Ecosystem. An effective pattern recognition technique is required for the distributed intelligence to operate effectively, and both NNs and SVM proved to be effective, with SVM proving to be marginally more effective than NN. The results also indicated that the intelligence created the improvement in the Digital Ecosystem, and not the additional migration created to enable the distributed intelligence to operate. Based on our theoretical understanding and the experimental results we would recommend SVM over NN for the learning based pattern recognition functionality of the distributed intelligence of the Digital Ecosystem.
A reference implementation for the core of the Digital Ecosystem, augmented with the NN-distributed intelligence, has been created [15] . A dedicated open-source simulation framework has also been created to assist further research into the Digital Ecosystem concept [35] , [36] . Our research will continue to study the complex system that the augmented Digital Ecosystem represents, to better understand and optimise it. The next stage in this research is to gather real world data to investigate whether the Digital Ecosystem can perform usefully in a natural setting.
