In this article, we propose a theoretical framework to estimate performance measures in simulation experiments, incorporating both sample data from a random component and priors on input parameters of the simulation model. Our approach takes into account both the inherent uncertainty of the model as well as parameter uncertainty. We discuss the estimation of a conditional expectation under a Bayesian framework and point and variability estimators are proposed when direct sampling from the posterior distribution is not allowed. The application and properties of the proposed methodology are illustrated through an inventory model and simulation experiments using a Markovian model.
INTRODUCTION
When using a model for decision making, it is not uncommon to have uncertainty in one or several parameters of the model, so that the decision maker can provide a prior (i.e., a probability distribution) for these parameters. The existence of priors to quantify parameter uncertainty of a model is quite useful; for example, a parameter related to the demand (e.g., mean time between customer arrivals) for a new business process is very unlikely to be known accurately, so the performance of the process must be evaluated based on a prior for the parameter of the future demand. A prior for a parameter can also be constructed from forecasts based on expert judgment [1] . On the other hand, it is becoming frequent to find that besides a prior, we may have data providing additional information about some parameters; for example, information about demand patterns of a new product can be obtained through acceptance testing [2] . These reasons have motivated us to investigate how we can incorporate both forecasts for a parameter and observations from a random component when using a simulation model to estimate the performance of a system.
A random component (also called random input) of a simulation model is a sequence U 1 ,U 2 ,… of random quantities that are needed as input to the simulation. When the U i 's are assumed to be independent and identically distributed (i.i.d.), a random component is identified by the corresponding probability distribution. Random components reflect the inherent uncertainty of the model, frequently called stochastic uncertainty. The distributions corresponding to the random components of a simulation model, however, depend upon parameters that usually reflect the particular scenario of the system that is being simulated. The uncertainty on the value of these parameters constitute another source of *Address correspondence to this author at the Department of Industrial & Operations Engineering, Instituto Tecnológico Autónomo de Mexico, Mexico; E-mail: davidm@itam.mx uncertainty that is called parameter uncertainty [3] [4] [5] and may be quantified using information about the random component. As we will detail in this paper, parameter uncertainty can be incorporated in a simulation model using observations of a random component and/or priors on the uncertain parameters.
The classical approach to specify the distribution of a random component in a simulation experiment consists of selecting the distribution (and its parameters) that best "fit" a set of observations of the component, which are commonly assumed to be i.i.d., i.e., for a given probability distribution the value of the parameters are set using a point estimation procedure (e.g., the method of maximum likelihood), and the "best distribution" is usually chosen according to a measure of goodness of fit (e.g., the mean square error) [6] . A classical approach, however, can not be applied when there are no observations of the random component (e.g., it is a new scenario). On the other hand, several authors [3, 5] criticized the classical approach for ignoring parameter uncertainty. Since we assume parameter uncertainty in this article, we will adopt a different approach based on Bayesian estimation. Different estimation methods that incorporate parameter uncertainty have been proposed for input analysis in simulation experiments, some of these [7, 8] x . In this article, however, we adopt a Bayesian approach, since do not assume the existence of a particular value for the parameter, instead we quantify parameter uncertainty through a prior (when no data is available) and a posterior probability distribution (when data is available). Since this article suggests the estimation of conditional expectations, our approach has more similarity with that of [3, 5, 9] where the estimation of performance measures in the form of E W x 0 from the output of simulation experiments is discussed.
In this article we present a theoretical framework to estimate a conditional expectation (given the data) that may be used as a performance measure of the transient behavior of a simulation model, and extend the results initially presented in [10] . The organization of the paper is as follows. In section 2 we introduce the notation and mathematical framework that is appropriate to formulate our estimation problem, and present two examples that illustrate its potential applications. In section 3 we discuss different methodologies to solve the estimation problem. In section 4 we present experimental results from applying the proposed methodologies to a specific example, and finally in section 5 we present our conclusions and directions for future work.
MATHEMATICAL FRAMEWORK
We assume that the output of our simulation model depends upon two random components with density (probability in the discrete case) functions f x 1 For the first random component we have a set of observa-
) that arise from a random sample
other words (see e.g., Bernardo and Smith, 1994) , the conditional (given
f n x 0 1
In our particular applications the sample data x 0 provides information only on 1 , so that we assume that the sample information is independent of the parameter 2 , in other words, the condi-
f n x 0
where
For the second random component there are no observations, but there is a prior density function p 2 2 ( ) . We also assume the existence of a prior density function for the parameter 1 , which is not restrictive, since we can use a noninformative prior distribution when we wish to consider a prior that "favors" no possible values of 1 over others [11, 12] . For simplicity, we assume the priors for 1 and 2 are independent, in other words, the joint density of 1 , 2 satisfies:
that represents the output of a simulation experiment. Since we wish to estimate performance measures for transient simulation, we let T denote the run length and assume that T is a stopping time with respect to the process Y [13] . Using this notation, we define our performance measure as:
) is the random variable that reflects the system's performance. We remark that the a expected value is usually chosen as a good performance measurement since it can be interpreted as a long-run average.
We assume that the random sample X is independent of the simulation output, on which case, if h w x 0 , 
for w
Our interest is not restricted to propose point estimation procedures, but also to assess the precision of the point estimators through an asymptotic confidence interval [14] .
It is worth mentioning that in the case where no sample data is available, the performance measure (4) incorporates only information from a prior on the parameter .
According to Bayes Theorem, the posterior density function for the parameter 1 is:
where f n x 0 ( ) is defined in (1). Also from (2) and (3), the (joint) posterior density function for = 1 , 2 ( ) is:
for any = 1 , 2
is defined in (6) . The next proposition is required in section 3 and shows how r x 0 ( ) explicitly depends upon the posterior density function
( ) is the posterior distribution defined in (7), then:
where r 1 ( ) = E W = and r x 0 ( ) is defined in (4).
Proof. It follows from (5) that:
for P , so that:
The variability of the estimators that we will propose in section 3 rely both on the variance of r 1 ( ) as well as the variance of W with given . For this reason, we introduce the following notation:
and
where:
for 0 P , and r 1 ( ) = E W = .
Example 1. In order to illustrate our notation we present an inventory example that attracted our interest in the estimation of (4) . Suppose that a retailer makes periodical orders (every N days) to satisfy its sales on the Internet (if there is no available inventory, the sale is lost). At the beginning of each period, the company has an initial inventory ( I 0 ) and makes an order of size Q . Let U i be the lead time for an order set at the beginning of period i. The random components in this model will be the time between customer arrivals and the number of items a customer orders. We assume that the time between customer arrivals are i.i.d. according to an exponential distribution:
where 2 P 2 = 0, ( ), in addition, every customer orders j items (independently of each other) with probability 1 j
In this case we have
,…, k , and
In a particular application 2 can be used to model a future scenario, for which sample data may not be available.
However, sample data for parameter 1 may be available from past sales (assuming the same pattern), the sample data 
Note also that 0 = 1,…,1
Performance measures of interest in this model are the type-I service level and the type-II service level [15] . For a type-I service level we have that
where D is the demand from clients that arrived between t = U 1 and t = N + U 2 , I 1 = max 0, I 0 D 1 { }, and D 1 is the demand from clients that arrived between t = 0 and t = U 1 . It is also worth mentioning that in this case:
Analytical expressions for E W X = x 0 in both cases (type-I or type-II service levels), are not easy to obtain even for unrealistic assumptions (e.g.,
Example 2. The next example is a Markovian model that was used in [16] to forecast the demand for educational support material in an adult education program, and has an analytical solution that can be used to test the methodologies discussed in section 3. Let U = U i : i = 0,1,… and although in a general case it suffices that f be nonnegative, we assume that:
where A E is the set of states where an individual demands one unit of the item. We are interested in the total demand at time 1 + t :
Incorporations of Priors and Sample Data in Simulation Experiments
The
Since the state of each individual at time t is known, W can be simulated from the knowledge of:
i E , t = 1, 2,… , l = 1, 2,…, n .
This model can be incorporated into our framework if we consider Y in discrete time with T = 1 , since we wish to forecast the response for the next period ( t + 1 ) based on information for the initial period ( t ). In order to simulate W we let 1 
and Y i , where n it is the number of potential clients that are in state i at time t , and r 1 ( ) is as in Proposition 1. Therefore using (12) and Proposition 1 we can verify that the parameter proposed in (4) is:
METHODOLOGY
In this section, we present estimators for the performance measure (4), and for each of these a Law of Large Numbers (LLN) and a Central Limit Theorem (CLT) [17] is obtained. A LLN for an estimator will ensure that the estimator is consistent, which means that it approaches the parameter as we increase the number of replications of the simulation experiment. A CLT allows us to establish an asymptotic confidence interval to assess the precision of the estimation procedure.
In section 3.1 and section 3.2 we present two different methodologies for the estimation of r x 0 ( ), respectively. The methodology presented in section 3.1 is a particular case of the one proposed in [3] adapted to our notation (in the mentioned article, inherent uncertainty in the model is also considered). Although the methodology described in section 3.1 produces a consistent estimator for r x 0 ( ), it requires a valid method to generate samples from the posterior distribution p x 0 ( ) , which is usually too difficult to obtain. In view of this limitation, in section 3.2 we propose a methodology for the estimation of r x 0 ( ) that does not require to sample from p x 0 ( ) . Fig. (1) . Estimation of r x 0 ( ) using the posterior distribution.
Estimation of ( )
To apply the methodology described in Fig. (1) , it is necessary to apply a valid method for the generation of random variables from the posterior density p x 0 ( ) ; which can be available, for example, when the corresponding distribution has been identified from an analytical expression.
Note that the variables W j in the algorithm of Fig. (1) 
as m , where p 2 and s 2 are defined in (8) and (9) respectively, and r m x 0 ( ), S m 2 are defined in Fig. (1) . 
Estimation of r x 0 ( ) by Using Ratio Estimation
In many cases an analytical expression for p x 0 ( ) cannot be found or is very difficult to obtain, and sampling from p x 0 ( ) is not feasible because the corresponding family of distributions has not been identified. The methodology we will propose in this section can be used in this case, and is explained as follows.
From (6) and Proposition 1, r x 0 ( )can be viewed as a ratio of the form:
which allows us to apply the ratio estimation procedure used in the regenerative method of simulation [18] . In addition, we may try to reduce the variance of the point estimator by using importance sampling [19] , i.e., we can sample from another density q ( ) that is positive whenever p ( ) is positive, so that:
The resulting point and variability estimation procedure is described in Fig. (2) . Note that when importance sampling is not applied, then we sample from p ( ) and L ( ) = f n x 0 ( ) in Fig. (2) .
a. Generate (independently) a value j by sampling from q ( ) .
b. Run (independently) a simulation experiment with = j to obtain:
End Loop 2. Compute: Fig. (2) . Estimation of r x 0 ( ) using Ratio Estimation.
In order to formulate a LLN and a CLT for the estimator proposed in Fig. (2) , we introduce the following notation:
where 
EXPERIMENTAL RESULTS
In this section we present the results obtained from simulation experiments that we performed in order to verify the theoretical results presented in the previous section, as well as to test the performance of the proposed methodologies. We considered the Markovian model presented in Example 2 because the analytical expression obtained for the performance measurement (4) will allow us to verify the validity of our theoretical results.
In all the experiments reported in this section we produced 95% confidence intervals, and for 1000 = M independent replications per confidence interval estimation, we computed different performance measurements for the set of experiments (see Fig. 3) . We considered the model of Example 2 with k = 5 , n it = 10 , n i = i , r i = 10 i , i = 1,…, 5 . Under these assumptions we can verify from (13) that r x 0 ( ) 21.667 . This value was considered as the true parameter value in order to compute the empirical coverage, mean square error and bias for each set of experiments.
In Table 1 we present the results of three sets of experiments with = m 100, 500 and 1000 replications per experiment, respectively. For each set of experiments we considered M = 1000 independent replications of the corresponding estimation procedure. The results reported under "Posterior Sampling" correspond to the method of Fig. (1) , and the results reported under "Ratio using q ( ) " correspond to the method of Fig. (2) , where using the same notation as in Ex- portance sampling is applied (we sample from p ( ) and L ( ) = f n x 0 ( )).
As we can see from Table 1 , sampling from the posterior distribution provided very good coverages (close to the nominal 0.95) even for a relatively small number of replications. This method exhibited also the best performance from the point of view of halfwidth, mean square error and bias. When sampling from the prior distribution, the ratio estimation method had the worst performance from the point of view of coverage, halfwidth, mean square error and bias, and although the coverage was poor, it gets close to the nominal 0.95 as the number of replication increases, which shows that the method is valid but needs a larger number of replications to provide reliable confidence intervals.
Halfwidth
For i = 1, 2,…, M , let h i be the halfwidth obtained in experiment i :
Empirical Mean Square Error
For i = 1, 2,…, M , let r i be the true (analytical) value for a performance measure and let r i be the point estimator obtained in experiment i :
where: When applying importance sampling, the ratio estimation method performed better, providing a reasonable coverage even for a small number of replications. Although it performed worse than posterior sampling, its performance was very close, with the advantage that this method can be applied in a very general setting without sampling from the posterior distribution. 
CONCLUSIONS AND DIRECTIONS FOR FUTURE WORK
Our main objective in the development of the theoretical framework presented in section 2 has been to propose a performance measure that is able to incorporate both priors and sample data in the analysis of simulation experiments. This performance measure allows the incorporation of priors and/or sample data only as special cases. We discussed two estimation methodologies (posterior sampling and ratio estimation) that allows to assess the precision of the point estimations (through asymptotic confidence intervals). On the other hand, it is important to note that both methodologies are easy to implement since the main difference with the classical method of replications is the generation of an additional sample for the parameter in each replication.
Our experimental results show that, when using importance sampling, the ratio estimation method may perform well. It should be mentioned that we applied a very general methodology (using the limiting distribution) when applying importance sampling, and the results were close to the posterior sampling method. Although further research is required, it is expected that a good choice of a sampling distribution may provide an even better performance (variance reduction) for the ratio estimation method.
A direction for future research could be the incorporation of the proposed methodologies in the development of decision support systems by considering forecasts provided by the decision makers. However, the usefulness of the decision making support systems is very closely related to its capacity to model the real system, which depends on an adequate selection of the parameters that model the different scenarios and the probability models for the random components that incorporate the stochastic uncertainty. In our opinion, it is precisely in this area, the search of models and their particular applications, in which the greatest research potential of these methodologies can be found.
