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We consider the semiclassical Schrödinger–Poisson system with
a special initial data of WKB type such that the solution of
the limiting hydrodynamical equation becomes time-global in
dimensions at least three. We give an example of such initial
data in the focusing case via the analysis of the compressible
Euler–Poisson equations. This example is a large data with radial
symmetry, and is beyond the reach of the previous results because
the phase part decays too slowly. Extending previous results in this
direction, we justify the WKB approximation of the solution with
this data for an arbitrarily large interval of R+.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper is devoted to the study of the semiclassical limit ε → 0 for the Cauchy problem of
the semiclassical Schrödinger–Poisson system for (t, x) ∈ R+ × Rn⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
iε∂tu
ε + ε
2
2
uε = λV εPuε,
−V εP =
∣∣uε∣∣2, V εP ∈ L∞(Rn), V εP → 0 as |x| → ∞,
uε |t=0(x) = Aε0(x)ei
Φ0(x)
ε ,
(1.1)
where n 3, ε is a positive parameter which corresponds to the scaled Planck constant, and λ is a real
number. In addition, the “initial amplitude” Aε0 is complex-valued and the “initial phase” Φ0 is real-
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is uniquely determined from uε ∈ L2 ∩ L∞ as
cn
(|x|−(n−2) ∗ ∣∣uε∣∣2),
where cn is a positive constant. Therefore, the Schrödinger–Poisson system (1.1) can be regarded as a
special case of the Hartree equation
iε∂tu
ε + ε
2
2
uε = λ(|x|−γ ∗ ∣∣uε∣∣2)uε. (1.2)
For the well-posedness results on (1.1) and (1.2) for ﬁxed ε > 0, see [1] and references therein.
In this paper, we are interested in the WKB type approximation for the solution of (1.1):
uε(t, x) ∼ ei φ(t,x)ε (β0(t, x) + εβ1(t, x) + ε2β2 + · · ·) (1.3)
as ε → 0. One way to justify (1.3) is to employ a modiﬁed Madelung transform
uε(t, x) = aε(t, x)exp
(
i
φε(t, x)
ε
)
(1.4)
and consider the system
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂ta
ε + ∇φε · ∇aε + 1
2
aεφε = i ε
2
aε, aε(0, x) = Aε0(x);
∂tφ
ε + 1
2
∣∣∇φε∣∣2 + λV εP = 0, φε(0, x) = Φ0(x);
−V εP =
∣∣aε∣∣2, V εP ∈ L∞(Rn), V εP → 0 as |x| → ∞.
(1.5)
Note that aε takes complex value. Our strategy is to obtain an expansion like
aε = a0 + εa1 + ε2a2 + · · · , φε = φ0 + εφ1 + ε2φ2 + · · · ,
which yields (1.3) together with (1.4). This method is ﬁrst applied to analytic data [2] and to Sobolev
data [3] for certain class of defocusing nonlinearities, and is generalized to other local nonlinearities
in [4–6] and to some nonlocal nonlinearities in [7–10]. For this method, see also [11,12]. One veriﬁes
that the principal part (a0, φ0) of (aε,φε) solves, at least formally,⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂ta0 + ∇φ0 · ∇a0 + 1
2
a0φ0 = 0, a0|t=0 = A0,
∂tφ0 + 1
2
|∇φ0|2 + λVP = 0, φ0|t=0 = Φ0,
−VP = |a0|2, VP ∈ L∞
(
R
n), VP → 0 as |x| → ∞,
(1.6)
where A0 := limε→0 Aε0. In general, the classical solution of (1.6) breaks down in ﬁnite time by a for-
mation of singularity. The space–time set where the solution ceases to be smooth is called caustic. At
the caustic, the WKB type approximation (1.3) also breaks down. The shape of the caustic set depends
on the initial data of (1.6). The aim of this paper is to justify the large time WKB approximation with
a special initial data of WKB type which does not cause the caustic.
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a classical solution to (1.6). By choosing ρ := |a0|2 and v := ∇φ0, we ﬁnd that (1.6) becomes the
compressible Euler–Poisson equations (see (2.1), below). The classical solutions of the compressible
Euler–Poisson equations are studied in [13–16]. In [15], an example of initial data which does not
cause a caustic is given for n = 1 and λ > 0 (repulsive case, or defocusing case). With this initial data,
the large time WKB analysis of (1.1) is shown in [10]. It is pointed out in [16] that, for n  3 and
under certain conditions such as radial symmetry, this kind of example exists if λ < 0 (attractive case,
or focusing case). Our results are based on this respect.
1.1. Main result
We denote by Hs(Rn) the usual Sobolev space: Hs(Rn) = { f ∈ L2(Rn); (1− )s/2 f ∈ L2(Rn)}. Let
us write Hs = Hs(Rn), for short.
Assumption 1.1. Suppose n 3 and λ < 0 (focusing case). Let “expansion level” N be a positive integer.
We suppose the following conditions with some s > n/2+ 2N + 1:
1. The initial amplitude Aε0 ∈ Hs+1(Rn) writes
Aε0 = A0 +
N∑
j=1
ε j A j + O
(
εN+1
)
in Hs+1
(
R
n).
Namely, there exist A j ∈ Hs+1 ( j = 1, . . . ,N) such that limsupε→0 ‖Aε0 −
∑N
j=0 ε j A j‖Hs+1/εN+1 <∞.
2. The limit A0 of the initial amplitude is radially symmetric, that is, A0(x) = A0(|x|): R+ → C.
Moreover, there exist κ  
s + 3− n/2 and δ ∈ (0,1/4] such that A0 ∈ C
s+3((0,∞)) satisﬁes
A0(r) = 0, ∀r > 0; limsup
r→0
|A( j)0 (r)|
rκ− j
< ∞ (1.7)
for all j ∈ [0, 
s + 3], and that the following limits exist and are nonzero:
lim
r→0
A0(r)
rκ
, lim
r→∞ r
n
2+
s+3+δ A(
s+3)0 (r), (1.8)
where 
s denotes the minimum integer larger than or equal to s.
3. The initial phase Φ0 is a radial function Φ0(x) = Φ0(|x|): R+ → R given from A0 by the formula
Φ0(r) =
r∫
0
√√√√√ 2|λ|
(n− 2)sn−2
s∫
0
∣∣A0(σ )∣∣2σ n−1 dσ ds + const. (1.9)
We now state our main result of this paper.
Theorem 1.2. Let Assumption 1.1 be satisﬁed. Then, for any T > 0 and ε > 0 with ε  C1e−C2T , there
exists a solution uε ∈ C([0, T ]; Hs+1) of (1.1), and there also exist φ0 ∈ C([0,∞);C2N+6) and β j ∈
C([0,∞); Hs−2 j+3) such that the approximation
uε = ei φ0ε (β0 + εβ1 + · · · + εN−1βN−1 + O (εN)) in L∞([0, T ]; Hs−2N+1) (1.10)
holds, where C1 and C2 are positive constants. Moreover, C2 is independent of N.
S. Masaki / J. Differential Equations 251 (2011) 3028–3062 3031In other words, this theorem tells us that, for any 0 < ε  1, the solution uε of (1.1) exists
and (1.10) is valid for t  C ′2 log
1
ε + C ′1.
Remark 1.3. We remark that the initial amplitude Aε0 is not necessarily a radial function, though its
limit A0 is supposed to be radially symmetric. A simple example of A0 which satisﬁes Assumption 1.1
is A0(r) = rκψ(r) + r− n2−δ(1 − ψ(r)), where ψ(r) ∈ C∞((0,∞)) is a function such that 0  ψ  1,
ψ(r) = 1 for r < 1, and ψ(r) = 0 for r > 2.
Remark 1.4. The initial data which satisﬁes Assumption 1.1 is not necessarily a small data. Indeed, if
some (A0.Φ0) satisﬁes this assumption and if α is a complex number, then (αA0, |α|Φ0) also satisﬁes
this assumption.
Remark 1.5. Notice that Φ0 given by (1.9) belongs to L∞(Rn) if and only if n 5. One also sees that
∇Φ0 belongs to Lp(Rn) only if p > 2∗ . This is due to the lack of decay at spatial inﬁnity.
Remark 1.6. The leading term β0 of amplitude is not necessarily radially symmetric under our as-
sumption. This is because β0 depends not only on A0 but also on A1. Indeed, it will be shown that
β0 = a0eiφ1 , where a0 is a leading term of aε , φ1 is an ε1 order term of φε , and (aε,φε) is a solution
of (1.5). While a0 depends only on A0 and so it is radially symmetric, φ1 depends also on A1 and so
it is not necessarily radial. By the same reason, we cannot take N = 0 in Assumption 1.1.
Theorem 1.2 follows from Theorems 1.7 and 1.11, below. To state them, we make some deﬁnitions
and notation. For n  3, s > n/2+ 1, p ∈ [1,∞], and q ∈ [1,∞], we deﬁne a function space Y sp,q(Rn)
by
Y sp,q
(
R
n)= C∞0 (Rn)‖·‖Y sp,q(Rn) (1.11)
with norm
‖ · ‖Y sp,q(Rn) := ‖ · ‖Lp(Rn) + ‖∇ · ‖Lq(Rn) +
∥∥∇2·∥∥Hs−2(Rn). (1.12)
We denote Y sp,q = Y sp,q(Rn), for short. This space Y sp,q , introduced in [17], is a modiﬁcation of
the Zhidkov space Xs , which is deﬁned, for s > n/2, by Xs(Rn) := { f ∈ L∞(Rn) | ∇ f ∈ Hs−1(Rn)}.
The Zhidkov space was introduced in [18] (see, also [19]). Roughly speaking, the exponents p and q
in Y sp,q indicate the decay rates at spatial inﬁnity of the function and of its ﬁrst derivative, respec-
tively. Moreover, Xs  Y s∞,2 if n 3 and Y s2,2 = Hs . We use the following notation:
Y sI1,q :=
⋂
p′∈I1
Y sp′,q, Y
s
p,I2 :=
⋂
q′∈I2
Y sp,q′ ,
where I1 and I2 are intervals of [1,∞]. These notation are sometimes used simultaneously. For exam-
ple, Y sI1,I2 :=
⋂
p′∈I1,q′∈I2 Y
s
p′,q′ . For q ∈ [1,n), we use the notation q∗ = nq/(n − q). The following two
relations are sometimes useful: q < q∗ < ∞; q∗1 > q∗2 if and only if q1 > q2. If f ∈ Y sp,q then |∇ f | → 0
as |x| → ∞ by deﬁnition, and so
‖∇ f ‖L∞  c
∥∥F[∇ f ]∥∥L1  c∥∥|ξ |−1(1+ |ξ |2)− s−22 ∥∥L2∥∥∇2 f ∥∥Hs−2 < ∞,
which means Y sp,q = Y sp,[q,∞] . Similarly, it follows from the Sobolev embedding and Lemma 4.1, below,
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Y sp,q = Y sp,[min(q,2∗),∞], Y sp,q ⊂ Y sq∗,q if q < n.
We ﬁrst claim that (1.6) has a radial global solution under Assumption 1.1. For a solution (a0, φ0)
of (1.6), we here introduce
η(T ) = η(T ; s, p,q) = sup
t∈[0,T ]
(∥∥a0(t)∥∥Hs+3(Rn) + ∥∥∇φ0(t)∥∥Y s+4p,q (Rn)), (1.13)
which is the key value for combining the following two theorems.
Theorem 1.7. Let Assumption 1.1 be satisﬁed, then, there exists a radial global solution (a0, φ0)(t, x) =
(a0, φ0)(t, |x|) of (1.6) satisfying a0(t) ∈ Hs+3(Rn), φ0(t) ∈ C2N+6 , and ∇φ0(t) ∈ Y s+4(2∗,∞],(2,∞] for all t  0.
Moreover, for any p0 > 2∗ and q0 > 2+ 4δ/n, it holds that∥∥a0(t)∥∥L2(Rn) = ‖A0‖L2(Rn), ∥∥∇a0(t)∥∥Hs+2(Rn) = o(1), (1.14)∥∥∇φ0(t)∥∥Y s+4[p0,∞].[q0,∞](Rn) = o(1) (1.15)
as t → ∞. In particular, η(T ; s, p,q) = O (1) as T → ∞ for all p > 2∗ and q > 2+ 4δ/n.
Remark 1.8. Under the following three assumptions; (i) n  3 and the radial symmetry; (ii) A0 ∈
L2(Rn); (iii) ∇Φ(0) = 0 (by the radial symmetry) and ∇Φ0 decreases at spatial inﬁnity; the classical
solution (a0, φ0) of (1.6) is time-global if and only if λ < 0 and Φ0 is given by (1.9) (see Theorem 2.2).
We now consider the WKB analysis of (1.1). Let us go back to Eq. (1.5). It is proven in [7] that this
system has a local solution (aε,φε) for 0 ε  1 and the solution can be expanded as
aε = a0 + εa1 + ε2a2 + · · · , φε = φ0 + εφ1 + ε2φ2 + · · ·
for a class of initial data of WKB type (see, also [8]). However, the initial data satisfying Assumption 1.1
is out of framework of this results because the spatial decay of the phase function Φ0 is slow. So, we
extend the result in this direction (see Remark 1.12, below).
Assumption 1.9. Let n 3 and λ ∈ R. Let N be a positive integer. We suppose the following conditions
with some s > n/2+ 2N + 1:
• The initial amplitude Aε0 satisﬁes (1) of Assumption 1.1.
• The initial phase Φ0 ∈ C2N+4(Rn) satisﬁes ∇Φ0 ∈ Y s+2p,q (Rn) for some p ∈ (2∗,∞] and q ∈ (2,n)
with p  q.
Remark 1.10. Assumption 1.9 is weaker than Assumption 1.1. In particular, A0 and Φ0 are not neces-
sarily radially symmetric.
Theorem 1.11. Let Assumption 1.9 be satisﬁed. Suppose that (1.6) has a global solution (a0, φ0) which satisﬁes
η(T ; s, p,q) < ∞ for all T < ∞. Then, for any T > 0 and ε > 0 with ε  C1η(T )e−C2η(T )T , there exits a
solution uε ∈ C([0, T ]; Hs+1), and there also exist β j ∈ C([0,∞); Hs−2 j+1) such that the approximation
uε = ei φ0ε (β0 + εβ1 + · · · + εN−1βN−1 + O (εN)) in L∞([0, T ]; Hs−2N+1) (1.16)
holds, where C1 and C2 are positive constants. Moreover, C2 depends only on n and s.
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Ln− ∩ L∞ , and ∇2Φ0 ∈ L2 ∩ L∞ (up to a subquadratic polynomial). Here, we assume ∇Φ0 ∈ L2∗+ ∩ L∞
and ∇2Φ0 ∈ L2+ ∩ L∞ at best. Remark that in our framework, Φ0 does not necessarily belong to any
Lebesgue space nor is not a polynomial, as in (1.9).
Remark 1.13. In Theorem 1.11, the constant C2 is independent of the N and the initial data. This
point is an improvement because this constant was proportional to N in [10]. On the other hand,
C1 depends on them. However, the inﬂuence of C1 is much smaller than of C2.
The rest of this paper is organized as follows: We prove Theorems 1.7 and 1.11 in Sections 3
and 5, respectively. Sections 2 and 4 are devoted to preliminary results for the proofs. In Appendix A,
we prove some results on the radial compressible Euler–Poisson equations which we use for the proof
of Theorem 1.7.
2. Preliminaries for the proof of Theorem 1.7
In this section, we collect some preliminary results which will be used for the proof of Theo-
rem 1.7. In Sections 2.1 and 2.2, we give an explicit example of the global solution to (1.6) based on
results in [16]. We also show an elementary equality in Section 2.3.
2.1. Global existence result for the compressible Euler–Poisson equations
Let (a0, φ0) be a solution of (1.6). Then, one easily sees that ρ := |a0|2 and v := ∇φ0 solve the
compressible Euler–Poisson equations⎧⎪⎨⎪⎩
∂tρ + div(ρv) = 0, ρ|t=0 = |A0|2,
∂t v + (v · ∇)v + λ∇VP = 0, v |t=0 = ∇Φ0,
−VP = ρ, VP ∈ L∞
(
R
n), VP → 0 as |x| → ∞. (2.1)
Now, we assume the radial symmetry and consider the radial version of (2.1)⎧⎪⎨⎪⎩
ρt + r−(n−1)∂r
(
rn−1ρv
)= 0, ρ(0, r) = ρ0(r) := ∣∣A0(r)∣∣2;
vt + v∂r v + λ∂r VP = 0, v(0, r) = v0(r) := Φ ′0(r);
−r−(n−1)∂r
(
rn−1VP
)= ρ, VP ∈ L∞, VP → 0 as r → ∞, (2.2)
where unknowns are now real-valued functions ρ : R2+ → R+ and v : R2+ → R. Let us introduce
several function spaces. For a nonnegative integer k, we deﬁne
Dk :=
{
C([0,∞)) if k = 0,
C([0,∞)) ∩ Ck((0,∞)) if k 1. (2.3)
Similarly, we deﬁne
Dkρ := Dk ∩ L1
(
(0,∞), rn−1 dr), Dka := Dk ∩ L2((0,∞), rn−1 dr)
for k 0 and
Dkφ :=
{
C1([0,∞)) if k = 1,
C1([0,∞)) ∩ Ck((0,∞)) if k > 1
for k 1. Let us start with the following theorem announced in [16]:
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zero and v0 ∈ D1 satisﬁes v0(0) = 0 and v0 → 0 as r → ∞. Then, the solution of (2.2) is global if and only if
n 3, λ < 0, and the initial data is of particular form
v0(r) =
√√√√√ 2|λ|
(n− 2)rn−2
r∫
0
ρ0(s)sn−1 ds.
Suppose λ < 0 and n 3. If ρ0 ∈ Dkρ for some k 0 and if v0 is as above, then v0 ∈ Dk+1 and the correspond-
ing solution is
ρ ∈ C2([0,∞), Dkρ)∩ C∞((0,∞), Dkρ),
v ∈ C1([0,∞), Dk+1)∩ C∞((0,∞), Dk+1)
and given explicitly by
ρ
(
t, X(t, R)
)= ρ0(R)(1+ nv0(R)
2R
t
)−1(
1+ 2|λ|Rρ0(R)
(n− 2)v0(R) t
)−1
,
v
(
t, X(t, R)
)= v0(R)(1+ nv0(R)
2R
t
) 2
n−1
,
where X(t, R) = R(1 + nv0(R)2R t)2/n. Moreover, this solution is unique in C2([0,∞), D0) × C1([0,∞), D1).
Furthermore, a pair of functions of (t, x) ∈ R+ × Rn deﬁned as r(t, x) := ρ(t, |x|) and v(t, x) := x|x| v(t, |x|)
solve (2.1) in the distribution sense.
In [16], the proof of this theorem was left incomplete. We give it in Appendix A.4.
2.2. Global existence result for (1.6)
We consider (1.6) in the radial symmetry:⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
∂ta0 + ∂rφ0∂ra0 + a0
2rn−1
∂r
(
rn−1∂rφ0
)= 0, a0|t=0 = A0,
∂tφ0 + 1
2
(∂rφ0)
2 + λVP = 0, φ0|t=0 = Φ0,
−∂r
(
rn−1∂r VP
)= rn−1|a0|2, VP ∈ L∞(R+), VP → 0 as r → ∞.
(2.4)
Theorem 2.2. Suppose n  3, or n  1 and λ < 0. Suppose A0 ∈ D0a is not identically zero and Φ0 ∈ D2φ
satisﬁes Φ ′0(0) = 0 and Φ ′0(r) → 0 as r → ∞. Then, the solution of (2.4) is global if and only if n 3, λ < 0,
and the initial data is of particular form
Φ0(r) =
r∫
0
√√√√√ 2|λ|
(n− 2)sn−2
s∫
0
∣∣A0(σ )∣∣2σ n−1 dσ ds + const. (2.5)
Moreover, if A0 ∈ Dka for some k 0, then the above Φ0 belongs to Dk+2φ and the corresponding global solution
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([0,∞), Dka)∩ C∞((0,∞), Dka),
φ0 ∈ C1
([0,∞), Dk+2φ )∩ C∞((0,∞), Dk+2φ )
are given explicitly as
a0
(
t, X(t, R)
)= A0(R)(1+ nv0(R)
2R
t
)− 12(
1+ 2|λ|R|A0(R)|
2
(n− 2)v0(R) t
)− 12
,
φ0
(
t, X(t, R)
)= Φ0(R) + t
2
(
Φ ′0(R)2 +
n− 2
2
R∫
0
Φ ′0(r)2
r
dr
)
+ g(t), (2.6)
where X(t, R) = R(1+ nΦ ′0(R)2R t)2/n, and g is a function of time given by
g(t) =
⎧⎪⎨⎪⎩
2|λ|
(n−2)(4−n)
∫∞
0
|A0(r)|2r2
Φ ′0(r)
[(1+ nΦ ′0(r)2r t)
4
n−1 − 1]dr if n = 4,
|λ| ∫∞0 |A0(r)|2r2Φ ′0(r) log(1+ 2Φ ′0(r)r t)dr if n = 4.
Furthermore, the solution is unique.
This theorem is an immediate consequence of Theorem 2.1 and the following lemma, which is a
modiﬁcation of [10, Lemma 3.1].
Lemma 2.3. Let A0 ∈ Dka and Φ0 ∈ Dk+2φ for some k 0. Then, the following two statements are equivalent;
1. the system (2.4) has a unique solution (a0, φ0) in C([0, T ), Dka × Dk+2φ ) ∩ C1((0, T ), Dka × Dk+2φ ) with
(a0, φ0)|t=0 = (A0,Φ0);
2. the radial Euler–Poisson equations (2.2) has a unique solution (ρ, v) in C([0, T ), Dkρ × Dk+1) ∩
C1((0, T ), Dkρ × Dk+1) with (ρ, v)|t=0 = (|A0|2,Φ ′0).
Moreover, the maximal existence times of (a0, φ0) and of (ρ, v) are the same.
2.3. An equality for special initial data
In the forthcoming section, we will investigate the regularity of the radial global solution given
in Theorem 2.2. Especially, we investigate higher derivatives of a0 and φ0. The following equality is
useful, which reﬂects the special structure of the initial data.
Lemma 2.4. Let n 3 and λ < 0. Suppose A0 ∈ CM((0,∞)) for large integer M. Deﬁne
v0(r) =
√√√√√ 2|λ|
(n− 2)rn−2
r∫
0
∣∣A0(s)∣∣2sn−1 ds.
Then, there exist real constants α j,k and βl,m,k such that the following equality holds for k ∈ [1,M + 1]:
k∑
j=0
α j,kr
j v( j)0 =
k∑
l=1
∑
m∈(N∪{0})l, |m|k−l
βl,m,k
(
∏l
i=1 ρ
(mi)
0 )r
2l+|m|
v2l−10
, (2.7)
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1 = 0.
Proof. By deﬁnition, v0 satisﬁes
n− 2
2
v0 + rv ′0 =
|λ|
n− 2
ρ0r2
v0
. (2.8)
This implies that (2.7) holds if k = 1 and a1,1 = 1. Then, operating r∂r to the both sides of (2.8) and
substituting (2.8) in the right-hand side, we obtain (2.7) with k = 2. Repeating this argument, we
obtain the result. 
3. Proof of Theorem 1.7
We are now in a position to prove Theorem 1.7. The global solution has been obtained in previous
section. In Section 3.1, we check the regularity of the solution at the initial time t = 0. Then, we
investigate the regularity of the solution for t  0 and establish an estimate on the time-order as
t → ∞ of the norm of the solution in Section 3.2.
3.1. Regularity at the initial time
Let us ﬁrst consider the regularity of the initial data of (1.6) which satisﬁes Assumption 1.1.
Proposition 3.1. Let Assumption 1.1 be satisﬁed. Then, A0(x) = A0(|x|) and Φ0(x) = Φ0(|x|) satisﬁes A0 ∈
Hs+3(Rn) and ∇Φ0 ∈ Y s+4(2∗,∞],(2,∞](Rn), respectively.
Proof. Step 1. We ﬁrst collect the decay property of A0, ρ0 := |A0|2, and v0 := Φ ′0. By (1.7) and (1.8)
and the deﬁnition of v0, there exist positive constants c and C such that
crκ 
∣∣A0(r)∣∣ Crκ ,
cr2κ  ρ0(r) Cr2κ ,
crκ+1  v0(r) Crκ+1 (3.1)
as r → 0. Then, we use (2.7) with k = 1 to obtain
v ′0(r) = α
v0(r)
r
+ β |A0(r)|
2r
v0(r)
= O (rκ)
as r → 0. Moreover, assumption (1.7) implies r jρ( j)0 (r) = O (r2κ ) as r → 0 for j ∈ [1, 
s + 3]. By this
estimate and (2.7) with k = j, we see by induction that
v( j)0 (r) = O
(
rκ+1− j
)
(3.2)
as r → 0 holds for j ∈ [1, 
s + 4].
We next consider the decay rate as r → ∞. Denote by L∞ the second limit in (1.8). L∞ = 0 by
assumption. It follows by l’Hôpital’s rule that
lim
r→∞ r
n
2+ j+δ A( j)0 (r) = (−1)
s− j
Γ (n2 + 
s + 3+ δ)
Γ (n + j + δ) L∞ = 02
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s + 3], where Γ is the Gamma function. Then, we see that limr→∞ rn+ j+2δρ( j)0 (r) exists
for j ∈ [0, 
s + 3]. Once they exist, then
lim
r→∞ r
n+ j+2δρ( j)0 (r) = (−1) j
Γ (n+ 2δ)
Γ (n+ j + 2δ) limr→∞ r
n+2δρ0(r)
= (−1) j Γ (n+ 2δ)
Γ (n+ j + 2δ)
(
Γ (n2 + 
s + 3+ δ)
Γ (n2 + δ)
)2
|L∞|2 = 0
for all j ∈ [0, 
s + 3]. In particular, ρ( j)0 (r) is exactly order r−n− j−2δ as r → ∞. Then, one sees from
(2.7) that
lim
r→∞ r
n
2−1
k∑
j=0
α j,kr
j v( j)0 (r) = 0
for all k ∈ [1, 
s + 4], where α j,k is the same constant as in (2.7). Since αk,k = 1 = 0, an induction
argument proves that limr→∞ r
n
2+ j−1v( j)0 (r) ( j = 0,1, . . . , 
s + 1) exists. Once they exist, they satisfy
lim
r→∞ r
n
2+ j−1v( j)0 (r) = (−1) j
Γ (n2 − 1)
Γ (n2 + j − 1)
lim
r→∞ r
n
2−1v0(r)
= (−1) j Γ (
n
2 − 1)
Γ (n2 + j − 1)
√√√√√ 2|λ|
n− 2
∞∫
0
∣∣A0(r)∣∣2rn−1 dr = 0.
As a result, there exist r1 and constants c and C such that if r  r1 then
cr−
n
2− j−δ 
∣∣A( j)0 (r)∣∣ Cr− n2− j−δ,
cr−n− j−2δ 
∣∣ρ( j)0 (r)∣∣ Cr−n− j−2δ,
cr−
n
2+1− j 
∣∣v( j)0 (r)∣∣ Cr− n2+1− j, (3.3)
for j ∈ [0, 
s + 3] (the third inequality also holds for j = 
s + 4).
Step 2. We show A0 ∈ Hs+3(Rn). Note that A0 ∈ L2(Rn) follows from (3.3) and (1.7). Moreover, for
k ∈ [1, 
s + 3], we have
∥∥∇kA0∥∥L2(Rn)  C k∑
j=1
∞∫
0
∣∣r j−
s−3A( j)0 (r)∣∣2rn−1 dr < ∞
thanks to (3.3) and (1.7).
Step 3. Let us prove that ∇Φ0 ∈ Y s+4(2∗,∞],(2,∞](Rn). It follows from (3.1) and (3.3) that
‖∇Φ0‖pLp(Rn) =
∞∫ ∣∣v0(r)∣∣qrn−1 dr < ∞
0
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∥∥∇(∇Φ0)∥∥qLq(Rn)  C 1∑
j=0
∞∫
0
∣∣r j−1v( j)0 (r)∣∣qrn−1 dr.
We deduce from (3.1), (3.2), and (3.3) that the right-hand side is bounded if −(n/2)q + n − 1 < −1,
that is, if q > 2. The proof of ∇k(∇Φ0) ∈ L2(Rn) (k ∈ [2, 
s + 4]) is similar. An elementary computa-
tion shows that
∥∥∇k(∇Φ0)∥∥L2(Rn)  C k∑
j=0
∞∫
0
∣∣∣∣ v( j)0 (r)rk− j
∣∣∣∣2rn−1 dr.
This is ﬁnite because of (3.2) and (3.3) and assumption κ  
s + 3− n/2. 
3.2. Persistence of the regularity
We next show that the global solution given in Theorem 2.2 keeps the same regularity as the
initial data for all positive time, thanks to its explicit representation.
Proposition 3.2. Let Assumption 1.1 be satisﬁed. Let (a0(t, r),φ0(t, r)) be the global solution of (2.4) given by
the formula (2.6) in Theorem 2.2. Then, the corresponding global solution
a(t, x) = a0
(
t, |x|), Φ(t, x) = φ0(t, |x|) (3.4)
of (1.6) satisﬁes (a(t),∇Φ(t)) ∈ Hs+3(Rn)× Y s+4(2∗,∞],(2,∞](Rn) for all t  0. Moreover, (1.14) and (1.15) hold.
Proof. First of all, we put v0(r) = Φ ′0(r) and
F (R) := nv0(R)
2R
 0, G(R) := 2|λ||A0(R)|
2R
(n− 2)v0(R) = v
′
0(R) +
(n− 2)v0(R)
2R
 0.
Then, they simplify the notation as follows
a0
(
t, X(t, R)
)= A0(R)(1+ F (R)t)−1/2(1+ G(R)t)−1/2,
∂rφ0
(
t, X(t, R)
)= v0(R)(1+ F (R)t)2/n−1,
X(t, R) = R(1+ F (R)t)2/n,
∂R X(t, R) =
(
1+ F (R)t)2/n−1(1+ G(R)t).
Step 1. Let us collect the properties of F and G . First is the decay rate as R → 0. It follows from (3.1)
and (3.2) that
F ( j)(R) = O (Rκ− j), G( j)(R) = O (Rκ− j) (3.5)
as R → 0 for all j ∈ [0, 
s + 3] (the ﬁrst estimate also holds for j = 
s + 4). Notice that (1.7) gives
G(R) > 0 for all R > 0. Therefore, there exist R0 and positive constants c and C such that
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Rκ
 C, c  G(R)
Rκ
 C, c  G(R)
F (R)
 C (3.6)
holds for R  R0. A similar argument as in Step 1 of the proof of Proposition 3.1 shows that there
exist R1 and positive constants c and C such that
cR−
n
2− j 
∣∣F ( j)(R)∣∣ C R− n2− j,
cR−
n
2− j−2δ 
∣∣G( j)(R)∣∣ C R− n2− j−2δ (3.7)
for j ∈ [0, 
s + 3] if R  R1 (the ﬁrst inequality holds for j = 
s + 4).
Step 2-a. We show the uniform boundedness of ∇Φ ∈ Y s+1p,q (Rn) in time for p > 2∗ q > 2+4δ/n. Since
supr0(|F (r)| + |G(r)|) < ∞, we see that
∥∥∇Φ(t)∥∥pLp(Rn) 
∞∫
0
∣∣v0(R)∣∣p Rn−1(1+ F (R)t)1− 2p2∗ (1+ G(R)t)dR
 C‖∇Φ0‖pLp(Rn) < ∞
for any t  0 and p > 2∗ , where we have used the fact that 1+G(R)t1+F (R)t is bounded uniformly in t and R .
The L∞ estimate is obtained in the similar way. By the Lebesgue convergence theorem, one sees that
‖∇Φ(t)‖Lp(Rn) → 0 as t → ∞.
Step 2-b. We next estimate
∥∥∇(∇Φ)(t)∥∥qLq(Rn)  C
∞∫
0
∣∣∣∣ v(t, X)X
∣∣∣∣q Xn−1∂R X dR + C
∞∫
0
∣∣v ′(t, X)∣∣q Xn−1∂R X dR
 C
∞∫
0
∣∣v0(R)∣∣qRn−q−1(1+ F (R)t)1−q(1+ G(R)t)dR
+ C
∞∫
0
∣∣v ′0(R)∣∣qRn−1(1+ F (R)t)(1+ G(R)t)1−q dR
+ C
∞∫
0
∣∣v0(R)∣∣qRn−1(1+ F (R)t)1−q(1+ G(R)t)1−q∣∣F ′(R)∣∣qtq dR
for q > 4δ/n. We divide each time integrals as
∫∞
0 =
∫ R0
0 +
∫ R1
R0
+ ∫∞R1 . We easily handle the seconds
and prove that they are order o(1) as t → ∞ since integrals are over a bounded interval. Hence,
we left the detail and only establish uniform estimates of the integrals on the intervals (0, R0) and
(R1,∞).
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R0∫
0
∣∣v0(R)∣∣qRn−q−1(1+ F (R)t)1−q(1+ G(R)t)dR
+
R0∫
0
∣∣v ′0(R)∣∣qRn−1(1+ F (R)t)(1+ G(R)t)1−q dR
 C
R0∫
0
Rκq+n−1
(
1+ F (R)t)2−q dR.
Apparently, these two terms are order o(1). Similarly, 1+F (R)t1+G(R)t  C R2δ yields
∞∫
R1
∣∣v0(R)∣∣qRn−q−1(1+ F (R)t)1−q(1+ G(R)t)dR
+
∞∫
R1
∣∣v ′0(R)∣∣qRn−1(1+ F (R)t)(1+ G(R)t)1−q dR
 C
∞∫
R1
R−
n
2 q+n−1+2δ dR < ∞
if − n2q + n+ 2δ < 0, that is, if q > 2+ 4δ/n. On the other hand,
R0∫
0
∣∣v0(R)∣∣qRn−1(1+ F (R)t)1−q(1+ G(R)t)1−q∣∣F ′(R)∣∣qtq dR
 C
R0∫
0
Rκq+n−1
(
Rκq
(
1+ F (R)t)−qtq)dR.
It follows from the Young inequality that
Rκq
(
1+ F (R)t)2−2qtq  Rκqtq(C Rκ t)−q  C .
Therefore, this term is also bounded. Similarly,
∞∫
R1
∣∣v0(R)∣∣qRn−1(1+ F (R)t)1−q(1+ G(R)t)1−q∣∣F ′(R)∣∣qtq dR
 C
∞∫
R
R−
n
2 q+n−1+2δ(R− n2 q(1+ F (R)t)2−2qtq)(1+ G(R)t)2−q dR.0
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R−
n
2 q
(
1+ F (R)t)−qtq  C( R− n2 t
1+ R− n2 t
)q
.
Step 2-c. Finally, let us prove ∇k(∇Φ) ∈ L2(Rn) for k ∈ [2, 
s + 4]. Note that
∥∥∇k(∇Φ)(t)∥∥2L2(Rn)  C k∑
j=0
∞∫
0
∣∣∣∣∂ jr v(t, X(t, R))X(t, R)k− j
∣∣∣∣2Xn−1∂R X dR. (3.8)
For simplicity, we deﬁne v(t, r) := ∂rφ(t, r). By the explicit representations of v0 and ∂R X , we obtain
(
∂kr v
)(
t, X(t, R)
)= ∑
li0, l2<k, l1+l2+l3k
∑
mi∈(N∪{0})li , |m1|+|m2|=k−l1−l2−l3
Ck,li ,m1,m2 v
(l3)
0 (R)
× (1+ F (R)t)(k−1)(1− 2n )−l1(1+ G(R)t)−k−l2tl1+l2
×
l1∏
i1=1
F (1+m1i1 )(R)
l2∏
i2=1
G(1+m2i2 )(R). (3.9)
Therefore, our task is to prove that
∞∫
0
|v(l3)0 (R)|2
R2k−2 j−n+1
(
1+ F (R)t)2 j+1− 4kn −2l1(1+ G(R)t)1−2 j−2l2t2l1+2l2
×
l1∏
i1=1
F (1+m1i1 )(R)2
l2∏
i2=1
G(1+m2i2 )(R)2 dR < ∞ (3.10)
for each k ∈ [2, 
s+4], j ∈ [0,k], li  0 (i = 1,2,3) with l2 < j and l1 + l2 + l3  j, and mi ∈ (N∪{0})li
(i = 1,2) with |m1|+ |m2| = j− l1 − l2 − l3. We divide
∫∞
0 =
∫ R0
0 +
∫ R1
R0
+ ∫∞R1 and denote the left-hand
side of (3.10) as J1 + J2 + J3. As in Step 2-b, it is easy to see that J2 is ﬁnite and tends to zero as
t → ∞.
We now estimate J1. By (3.1), (3.5), and (3.6), J1 is bounded by
C
R0∫
0
(
Rκ+1−l3
)2
R−2k+2 j+n−1
l1∏
i1=1
(
Rκ−1−m1i1
)2 l2∏
i2=1
(
Rκ−1−m2i2
)2
dR
= C
R0∫
0
R2κ−2(k−1)+n+2κ(l1+l2)−1 dR < ∞
because 2κ − 2(k − 1) + n > 2κ − 2(
s + 3) + n > 0 by the choice of κ .
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C
∞∫
R1
R−n+2−2l3−2δ
R2k−2 j−n+1
l1∏
i1=1
(
R−
n
2−1−m1i1 )2 l2∏
i2=1
(
R−
n
2−1−m2i2−2δ)2
×
(
1+ F (R)t
1+ G(R)t
)2 j(
1+ F (R)t)1− 4kn −2l1(1+ G(R)t)1−2l2t2(l1+l2) dR. (3.11)
By Young’s inequality and (3.7), we have
(
1+ F (R)t)1− 4kn −2l1(1+ G(R)t)1−2l2t2(l1+l2)  C Rn(l1+l2)+2δmax(0,2l2− 4kn +1).
Therefore, (3.11) is bounded by
C
∞∫
R1
R−2(k−1)+δ(4 j−2−2min(2l2,
4k
n −1))−1 dR,
which is ﬁnite if −2(k − 1) + δ(4 j − 2 − 2min(2l2, 4kn − 1)) < 0. Since j ∈ [0,k] and l2 ∈ [0, j], this
condition is satisﬁed for all j and l2 if −2(k−1)+δ(4k−2−2min(0, 4kn −1)) < 0. The latter condition
can be written as
δ <min
(
1
2
− 1
4k − 2 ,
n
2(n− 2) −
n
2k(n − 2)
)
min
(
1
3
,
1
4
+ 1
2(n− 2)
)
thanks to the fact that the range of k is [2, 
s + 4].
The estimate of a is similar and so we omit the detail. We only note that the L2 norm is conserved:
By the explicit representation of a0,
∥∥a(t)∥∥L2(Rn) =
∞∫
0
∣∣a0(t, X(t, R))∣∣2X(t, R)n−1∂R X(t, R)dR
=
∞∫
0
∣∣A0(R)∣∣2Rn−1 dR. 
Remark 3.3. The similar proof shows ∇Φ ∈ Y s+4p,q also for p > 2∗ and q ∈ (2,2+ 4δ/n] at the sacriﬁce
of the uniform bound in time. We only have to replace the bounds of 1+ F (R)t and 1+ G(R)t with
rougher ones:
1 1+ F (R)t, 1+ G(R)t  1+ t sup
R
(∣∣F (R)∣∣+ ∣∣G(R)∣∣).
We note that also the assumption A0(r) = 0 (r > 0) is needed only for the uniform boundedness in
time.
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4.1. Preliminary estimates
We ﬁrst recall a consequence of the Hardy–Littlewood–Sobolev inequality, which can be found in
[20, Theorem 4.5.9] or [2, Lemma 7]:
Lemma 4.1. If ϕ ∈ D′(Rn) is such that ∂ jϕ ∈ Lp(Rn) ( j = 1, . . . ,n) for some p ∈ ]1,n[, then there exists a
constant c such that ϕ − c ∈ Lq(Rn), with 1/p = 1/q + 1/n.
We now set Λ = (1− )1/2. The next two lemmas can be found in [21,22]:
Lemma 4.2 (Commutator estimate). Let s 0 be a real number and k 0 be an integer such that k s. There
exists C > 0 such that
∥∥Λs( f g) − fΛs g∥∥L2  C(‖∇ f ‖L∞‖g‖Hs−1 + ∥∥∇k f ∥∥Hs−k‖g‖L∞).
Lemma 4.3. Let s 0 be a real number and k 0 be an integer such that k s. There exists C > 0 such that
∥∥Λs( f g)∥∥L2  C(‖ f ‖Hs‖g‖L∞ + ‖ f ‖L∞∥∥∇k g∥∥Hs−k), (4.1)
for all f ∈ Hs ∩ L∞ and g ∈ H˙k ∩ H˙ s ∩ L∞ , and that
∥∥Λs∇( f g)∥∥L2  C(‖∇ f ‖Hs‖g‖L∞ + ‖ f ‖L∞‖∇g‖Hs), (4.2)
for all f , g ∈ H˙1 ∩ H˙ s ∩ L∞ .
The following lemma is a modiﬁcation of the results in [7,8]:
Lemma 4.4. Let n 3, k ∈ R+ , and s ∈ R. Let γ ∈ (0,n) satisfy n2 − k < γ  n− k. Then, there exists Cs such
that
∥∥|∇|k(|x|−γ ∗ f )∥∥Hs  Cs(‖ f ‖Hs + ‖ f ‖L1), ∀ f ∈ L1 ∩ Hs.
Proof. Since F |x|−γ = C |ξ |−n+γ for γ ∈ (0,n), it holds that
∥∥|∇|k(|x|−γ ∗ f )∥∥Hs = C∥∥〈ξ〉s|ξ |−n+γ+kF f ∥∥L2 .
The high frequency part (|ξ | > 1) is bounded by C‖ f ‖Hs if −n + γ + k  0. On the other hand, the
low frequency part (|ξ | 1) is bounded by
C‖F f ‖L∞
( ∫
|ξ |1
|ξ |2(−n+γ+k) dξ
) 1
2
 C‖ f ‖L1
if 2(−n + γ + k) > −n, that is, if γ > n/2− k. 
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We now give an existence result of a unique solution of (1.5). With slight generalization of the
nonlinearity, let us consider the following system of Hartree type:
⎧⎪⎨⎪⎩
∂ta
ε + ∇φε · ∇aε + 1
2
aεφε = i ε
2
aε, aε(0, x) = Aε0(x);
∂tφ
ε + 1
2
∣∣∇φε∣∣2 + λ(|x|−γ ∗ ∣∣aε∣∣2)= 0, φε(0, x) = Φ0(x). (4.3)
The system (1.5) corresponds to (4.3) with γ = n− 2.
Assumption 4.5. Let n  3 and max(n/2 − 2,0) < γ  n − 2. Let λ ∈ R. We suppose the following
conditions with some s > n/2+ 1:
• The initial amplitude Aε0 ∈ Hs+1(Rn) uniformly in ε ∈ (0,1].
• The initial phase Φ0 ∈ C4(Rn) satisﬁes ∇Φ0 ∈ Y s+2p,q (Rn) for some p ∈ (2∗,∞] and q ∈ (2,n) with
p  q.
Theorem 4.6. Let Assumption 4.5 be satisﬁed. Then, there exists T > 0 independent of ε and s such that, for
all ε ∈ (0,1], (4.3) has a unique solution
(
aε,φε
) ∈ C([0, T ]; Hs+1(Rn)× C4(Rn))
with ∇φε ∈ C([0, T ]; Y s+2p,q ). Moreover, uε = aεeiφε/ε solves (1.2) and the solution (aε,∇φε) is bounded in
L∞([0, T ]; Hs+1(Rn) × Y s+2p,q (Rn)) uniformly in ε ∈ (0,1] and the following properties hold:
• φε − Φ0 ∈ Lmax(
p
2 ,
n
γ +)(Rn) ∩ L∞(Rn).
• If n 5 and if p in Assumption 4.5 satisﬁes 2∗ < p < n, then Φ0, φε ∈ L∞(Rn).
Remark 4.7. 2∗ = 2n/(n − 2) < n if and only if n 5.
Denoting vε := ∇φε , we obtain the following system:
⎧⎪⎨⎪⎩ ∂ta
ε + vε · ∇aε + 1
2
aε∇ · vε = i ε
2
aε, aε|t=0 = Aε0,
∂t v
ε + vε · ∇vε + λ∇(|x|−γ ∗ ∣∣aε∣∣2)= 0, vε|t=0 = ∇Φ0. (4.4)
We ﬁrst solve this system. Then, as we seen below, we can reconstruct φε from vε . The proof goes
along the classical energy argument. Then, the main part of the proof is to establish an a priori esti-
mate. We hence perform precisely only this part. As a ﬁrst step, we show the following proposition.
Proposition 4.8. Let Assumption 4.5 be satisﬁed. If (aε, vε) is a solution of (4.4) in C([0, T ]; Hs+1 × Y s+2p,q ),
then its “partial energy” Epart(t) := ‖aε‖2Hs+1 + ‖∇2vε‖2Hs satisﬁes
d
dt
Epart(t) C Epart(t)
3
2 .
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in L2:
〈ϕ,ψ〉 :=
∫
Rn
ϕ(x)ψ(x)dx.
The notation Λ = (1− )1/2 is also used. Then,
d
dt
∥∥aε∥∥2Hs+1 = 2Re〈∂tΛs+1aε,Λs+1aε 〉.
Let us bound the right-hand side with the relation
∂tΛ
s+1aε + Λs+1(vε · ∇aε)+ 1
2
Λs+1
(
aε∇ · vε)− i ε
2
Λs+1aε = 0.
This part is standard (for details, see [7,8]). The point is that we cannot not use ‖∇vε‖L2 as a bound.
This is done by the use of Lemma 4.2 and (4.1) with suitable k. For example, Lemma 4.2 with k = 2
shows the estimate
∣∣Re〈[Λs+1, vε] · ∇aε,Λs+1aε〉∣∣ C(∥∥∇vε∥∥L∞∥∥∇aε∥∥Hs + ∥∥∇2vε∥∥Hs−1∥∥∇aε∥∥L∞)∥∥aε∥∥Hs+1 ,
in which ‖∇vε‖L2 does not appear. As a result, we obtain
d
dt
∥∥aε∥∥2Hs+1  C(∥∥aε∥∥W 1,∞ + ∥∥∇vε∥∥L∞)(∥∥aε∥∥Hs+1 + ∥∥∇2vε∥∥Hs)∥∥aε∥∥Hs+1 .
Recall that vε ∈ Y s+2p,q and so that ∇vε → 0 as |x| → ∞ by the deﬁnition of Y . Hence, by the Sobolev
embedding, ‖∇vε‖L∞  C‖∇2vε‖Hs . We end up with
d
dt
∥∥aε∥∥2Hs+1  C Epart(t) 32 . (4.5)
Let us proceed to the estimate of vε . We denote the operator Λs∇2 by Q . We deduce from the
equation for vε that
∂t Q v
ε + Q (vε · ∇vε)+ Q ∇(|x|−γ ∗ ∣∣aε∣∣2)= 0. (4.6)
We consider the coupling of this equation and Q vε . The coupling with the second term of the left-
hand side of (4.6) can be written as
〈
Q
(
vε · ∇vε), Q vε 〉= 〈vε · ∇Q vε, Q vε 〉+ 〈[Λs∇, vε] · ∇2vε, Q vε 〉+ 〈Λs∇(∇vε · ∇vε), Q vε 〉.
As the previous case, integration by parts shows
∣∣Re〈vε · ∇Q vε, Q vε 〉∣∣ 1
2
∥∥∇vε∥∥L∞∥∥∇2vε∥∥Hs , (4.7)
and the commutator estimate with k = 1 also shows
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 C
(∥∥∇vε∥∥L∞∥∥∇2vε∥∥Hs + ∥∥∇2vε∥∥Hs−1∥∥∇2vε∥∥L∞)∥∥∇2vε∥∥Hs . (4.8)
We also have
∣∣Re〈Λs∇(∇vε · ∇vε), Q vε 〉∣∣ C∥∥∇vε∥∥L∞∥∥∇2vε∥∥Hs∥∥∇2vε∥∥Hs (4.9)
by (4.2). For the estimate of the Hartree nonlinearity, we use Lemma 4.4 with k = 2 to obtain
∥∥λ∇3(|x|−γ ∗ ∣∣aε∣∣2)∥∥Hs  C∥∥∇2(|x|−γ ∗ ∣∣aε∣∣2)∥∥Hs+1
 C
(∥∥aε∥∥L∞∥∥aε∥∥Hs+1 + ∥∥aε∥∥2L2) (4.10)
as long as γ ∈ (n/2− 2,n− 2]. Sum up (4.6)–(4.10) to conclude that
d
dt
∥∥∇2vε∥∥2Hs  C Epart(t) 32 , (4.11)
which completes the proof. 
We now prove Theorem 4.6.
Proof of Theorem 4.6. We ﬁrst obtain the solution (aε, vε) of (4.4) by the energy method and then
integrate vε to construct φε .
Step 1. We shall show the existence of the solution (aε, vε) ∈ C([0, T ]; Hs+1 × Y s+2p,q ) of (4.4) for small
T > 0. Let us derive an a priori estimate of the energy
E(t) := ∥∥aε(t)∥∥2Hs+1 + ∥∥vε(t)∥∥2Y sp,q . (4.12)
By Proposition 4.8 and Gronwall’s lemma, there exists T such that
sup
t∈[0,T ]
Epart(t) 2Epart(0). (4.13)
Next we estimate vε and ∇vε . By the second equation of (4.4), we obtain
vε(t) = ∇Φ0 −
t∫
0
((
vε · ∇)vε + λ∇(|x|−γ ∗ ∣∣aε∣∣2))ds.
Therefore, we deduce by the Hölder inequality that
∥∥vε∥∥L∞([0,T ];Lp)  ‖∇Φ0‖Lp + T∥∥vε∥∥L∞([0,T ];Lp)∥∥∇vε∥∥L∞([0,T ]×Rn)
+ T |λ|∥∥∇(|x|−γ ∗ ∣∣aε∣∣2)∥∥L∞([0,T ];Lp) (4.14)
and
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+ T∥∥vε∥∥L∞([0,T ];Lp)∥∥∇2vε∥∥L∞([0,T ];L pqp−q )
+ T |λ|∥∥∇2(|x|−γ ∗ ∣∣aε∣∣2)∥∥L∞([0,T ];Lq). (4.15)
Notice that Hs ↪→ L2 ∩ L∞ ↪→ L pqp−q since pq/(p − q) ∈ (2,∞] holds by assumption p  q > 2. More-
over, we infer from Lemma 4.4 that
∥∥∇(|x|−γ ∗ ∣∣aε∣∣2)∥∥Lp  C∥∥|∇|1+n( 12− 1p )(|x|−γ ∗ ∣∣aε∣∣2)∥∥L2  C∥∥aε∥∥2Hs+1 ,∥∥∇2(|x|−γ ∗ ∣∣aε∣∣2)∥∥Lq  C∥∥|∇|2+n( 12− 1q )(|x|−γ ∗ ∣∣aε∣∣2)∥∥L2  C∥∥aε∥∥2Hs+1 ,
provided n/p − 1 < γ  n − 2 and n/q − 2 < γ  n − 2, respectively. By the assumptions p > 2∗ and
q > 2, max(n/p − 1,n/q − 2) < n/2 − 2. Letting T so small that T (2Epart(0)) < 1/3 if necessary, one
sees from (4.13) that
∥∥vε∥∥L∞([0,T ];Lp) + ∥∥∇vε∥∥L∞([0,T ];Lq)  3‖∇Φ0‖Lp + 3∥∥∇2Φ0∥∥Lq + C(Epart(0)). (4.16)
Plugging (4.16) to (4.13), we obtain the desired energy estimate: There exist T and C such that
supt∈[0,T ] E(t)  C(E(0)). Thus, we see from a standard argument that a solution (aε, vε) of (4.4)
exists in C([0, T ]; Hs+1 × Y s+2p,q ).
Step 2. We next investigate the decay property of vε and show the uniqueness of the solution of (4.4).
Since q < n by assumption, vε ∈ Y s+2p,q (Rn) ↪→ Lp(Rn) ∩ L∞(Rn). By the Hölder inequality and the
Hardy–Littlewood–Sobolev inequality, we have
vε − ∇Φ0 = −
t∫
0
((
vε · ∇)vε + λ∇(|x|−γ ∗ ∣∣aε∣∣2))ds ∈ Lmax( pqp+q , nγ+1+) ∩ L∞. (4.17)
Notice that pq/(p + q) < p for all p > 2∗ and that n/(γ + 1) < min(2∗,n) < p since γ >
max(n/2 − 2,0). Therefore, vε − ∇Φ0 decreases at spatial inﬁnity faster than vε and ∇Φ0 them-
selves.
Let us proceed to the uniqueness of (4.4). Let (aε1, v
ε
1) and (a
ε
2, v
ε
2) be two solutions of (4.4) in
C([0, T ]; Hs+1 × Y s+2p,q ) with (aεi , vεi )(0) = (Aε0,∇Φ0). Put dεa = aε1 − aε2 and dεv = vε1 − vε2. We remark
that dεa(0) ≡ 0 and dεv (0) ≡ 0. Moreover, we see from the above estimate (4.17) that dεv = (vε1−∇Φ0)−
(vε2 − ∇Φ0) and so dεv → 0 as |x| → ∞. Now, we estimate
Ed(t) :=
∥∥dεa(t)∥∥2L2 + ∥∥∇dεv(t)∥∥2L2 .
It is important to note that ∇vε1 and ∇vε2 do not necessarily belong to L2 by deﬁnition of Y sp,q .
Nevertheless, their difference dεv may do so because it is identically zero and so belongs to L
2 at the
initial time. By an energy estimate, we have
d
dt
Ed(t) C
(∥∥aεi ∥∥Hs+1 ,∥∥vεi ∥∥Y s+2p,q )Ed(t). (4.18)
Hence, we conclude from Gronwall’s lemma that
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(∥∥aεi ∥∥Hs+1 ,∥∥vεi ∥∥Y s+2p,q )Ed(0) = 0
as long as the solutions (aεi , v
ε
i ) exist. This implies that d
ε
a ≡ 0 and ∇dεv ≡ 0. In particular, there exists
a function d = d(t) of time such that dεv (t, x) = d(t). Recall that dεv(t, x) → 0 as |x| → ∞. As a result,
d(t) ≡ 0 follows and we hence obtain (aε1, vε1) = (aε2, vε2).
Step 3. We ﬁnally construct φε such that ∇φε = vε . Deﬁne φε by
φε(t) = Φ0 −
t∫
0
(
1
2
∣∣vε(s)∣∣2 + λ(|x|−γ ∗ ∣∣aε∣∣2)(s))ds.
Then, one easily veriﬁes that (aε,∇φε) solves (4.4) and that ∇φε ∈ Y s+2p,q . Since we have already
known the uniqueness of the solution to (4.4), ∇φε = vε . Thus, (aε,φε) is a unique solution to (4.3).
Though φε and Φ0 themselves do not necessarily belong to any Lebesgue space, it follows from the
Hölder inequality and the Hardy–Littlewood–Sobolev inequality that
φε(t) − Φ0 = −
t∫
0
(
1
2
∣∣vε∣∣2 + λ(|x|−γ ∗ ∣∣aε∣∣2))ds ∈ Lmax( p2 , nγ +) ∩ L∞.
Moreover, it is bounded uniformly in ε ∈ [0,1].
If n 5 and 2∗ < p < n then, applying Lemma 4.1, we see that there exists a constant c0 ∈ R such
that ‖Φ0 −c0‖Lp∗  C‖∇Φ0‖Lp . Moreover, since Φ0 −c0 decays at the spatial inﬁnity, it follows by the
Sobolev inequality that ‖Φ0 − c0‖L∞  C‖∇2Φ0‖Hs , which shows Φ0 ∈ L∞ and so φε ∈ L∞ . Remark
that p/2 < (p <)p∗ and that n/γ < n/(n/2 − 2) = 2∗∗ < p∗ since n  5 and p > 2∗ . Therefore, the
difference φε − Φ0 decays faster than φε and Φ0. 
Remark 4.9. In [7,8], the key for existence result is to solve the system for (aε,∇vε) in Hs × Hs ﬁrst.
Here, we ﬁrst solve the system for (aε,∇2vε) in Hs+1 × Hs . This is the difference. The point is that
even if ∇vε /∈ L2, we obtain the energy estimate by the Sobolev embedding: If n  3 and ∇vε → 0
as |x| → ∞ then ‖∇vε‖L∞  C‖∇2vε‖Hs . We also note that it would be diﬃcult to solve the system
for (aε,∇3vε) in Hs+2 × Hs if n = 3,4 because ∇3vε ∈ Hs do not yield this kind of bound on ∇vε , in
general.
5. Proof of Theorem 1.11
We prove the following theorem.
Theorem 5.1. Let Assumption 1.9 be satisﬁed. Let (aε,φε) be the solution to (1.5) given in Theorem 4.6. If (1.6)
has a global solution (a0, φ0) which satisﬁes η(T ; s, p,q) < ∞ for all T < ∞, then there exist
(a j, φ j) ∈ C
([0,∞); Hs−2 j+3 × Y s−2 j+52∗,2 )
(1 j  N) and constant Cs depending only on n and s such that, for any T > 0, (aε,φε) exists until t = T
and it holds that
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aε = a0 +
N∑
j=1
ε ja j + O
(
εN+1
)
in L∞
([0, T ], Hs−2N+1(Rn)),
φε = φ0 +
N∑
j=1
ε jφ j + O
(
εN+1
)
in L∞
([0, T ], Y s−2N+32∗,2 (Rn))
for ε  Cη(T )e−3Csη(T )T .
Remark 5.2. We note that φε itself does not necessarily belong to the space Y s+32∗,2(Rn) as shown in
Theorem 4.6.
Remark 5.3. We will see from the following proof that φ j ( j  1) belongs to C([0,∞);
Y s−2 j+5[ 2p2+p ,∞]∩(1∗∗,∞],2
) and the above expansion of φε is valid in C([0,∞); Y s−2N+3[ 2p2+p ,∞]∩(1∗∗,∞],2). Remark
that if n 5 then Y s[ 2p2+p ,∞]∩(1∗∗,∞],2
⊂ Hs .
Theorem 1.11 immediately follows from this theorem. Notice that the main amplitude β0 is not
a0 but a0eiφ1 . There is an interaction between the amplitude part and the phase part because of the
presence of nonlinearity. This fact also leads us to some ill-posedness results for the “usual”, that is,
non-scaled nonlinear Schrödinger equations [23,8,24]. Similarly, the function β j is deﬁned by (ai, φi)
(i = 0,1, . . . , j + 1). We will see that (a j, φ j) ( j  1) solves the “ j-th linearized system” of (1.5):⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∂ta j +
∑
i1+i2= j
∇φi1 · ∇ai2 +
∑
i1+i2= j
1
2
ai1φi2 − i
1
2
a j−1 = 0,
∂tφ j +
∑
i1+i2= j
1
2
∇φi1 · ∇φi2 + λ
∑
i1+i2= j
(|x|−(n−2) ∗ Re(ai1ai2))= 0,
a j(0) = A j, φ j(0) = 0.
(5.1)
We separate the proof of Theorem 5.1 into three steps,
zeroth order estimate on aε − a0 and φε − φ0,
ﬁrst order estimate on aε − a0 − εa1 and φε − φ0 − εφ1,
higher order estimate on aε −∑kj=0 ε ja j and φε −∑kj=0 ε jφ j for k 2.
However, we only prove the third step because, in order to exclude the dependency of Cs on the
expansion level N , the main step is the third part. This constant Cs is chosen later (in the proof of
Proposition 5.8, below).
5.1. Proof of the theorem – part 1: the zeroth order
We ﬁrst state the estimate on the differences aε − a0 and φε − φ0.
Proposition 5.4. Let Assumption 1.9 be satisﬁed. Let (aε,φε) be the solution to (1.5) given by Theorem 4.6
and (a0, φ0) be the global solution to (1.6) with η(T ) < ∞ for all T < ∞. Then, there exists a constant Cs
depending on n and s, and Γ1 depending on Aε0 such that, for any large T ,∥∥aε − a0∥∥L∞([0,T ],Hs+1) + ∥∥∇φε − ∇φ0∥∥L∞([0,T ],Hs+2)  εΓ1eCsη(T )T (5.2)
holds for all ε  ε0(T ) η(T )Ce−Csη(T )T . In particular, the existence time T of (aε,φε) can be chosen so that
ε ∼ η(T )e−Csη(T )T .
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5.2. Proof of the theorem – part 2: the ﬁrst order
We next claim the following two points: First is that (a1, φ1) is deﬁned globally in time as a limit
ε → 0 of (˜aε0, φ˜ε0 ) (Proposition 5.5). Second is that the asymptotics
aε = a0 + εa1 + O
(
ε2
)
, vε = v0 + εv1 + O
(
ε2
)
holds for large time (Proposition 5.6).
Proposition 5.5. Let Assumption 1.9 be satisﬁed. Suppose that (1.6) has a global solution (a0, φ0) which sat-
isﬁes η(T ) < ∞ for all T < ∞. Then, there exists (a1, φ1) ∈ C([0,∞), Hs+1 × Y s+32∗,2) which solves (5.1). Let
E1(t) := ‖a1(t)‖Hs+1 + ‖∇φ1(t)‖Hs+2 . Then, for any T > 0, we have the following bound
sup
t∈[0,T ]
E1(t) Γ1eCsη(T )T =: η1(T ), (5.3)
where Γ1 , Cs , and η are the same as in Proposition 5.4.
Proposition 5.6. Let Assumption 1.9 be satisﬁed. Let (aε,φε) be the solution to (1.5) given by Theorem 4.6.
Suppose that (1.6) has a global solution (a0, φ0) which satisﬁes η(T ) < ∞ for all T < ∞. Let (a1, φ1) be the
limit deﬁned in Proposition 5.5. Let Cs be the same one as in Proposition 5.4. Then, there exists a constant Γ2
depending on Aε0 such that∥∥aε − a0 − εa1∥∥L∞([0,T ],Hs−1) + ∥∥∇(φε − φ0 − εφ1)∥∥L∞([0,T ],Hs)
 ε2Γ2η(T )−1e3Csη(T )T eεCsη1(T )T (5.4)
holds for all 0< ε  ε1(T ) Ce−2Csη(T )T . In particular, the existence time T of (aε,φε) can be chosen so that
ε ∼ e−2Csη(T )T .
They are shown as in Propositions 5.7 and 5.8, below, respectively.
5.3. Proof of the theorem – part 3: higher order
We now consider the higher order expansion. Assume that the constant N in Assumption 1.9
is bigger than one. It is because if N = 1 then the proof of Theorem 5.1 is already ﬁnished with
Proposition 5.6. The proof is based on the induction argument. We make following notation and
deﬁnitions: Our goal is to show that the asymptotics⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
aε = a0 +
m∑
j=1
ε ja j + O
(
εm+1
)
in L∞
([0, T ], Hs−2m+1(Rn)),
φε = φ0 +
m∑
j=1
ε jφ j + O
(
εm+1
)
in L∞
([0, T ], Y s−2m+32∗,2 (Rn))
(5.5)
for m = N . We deﬁne the following function:
η j(T ) := Γ j
η(T ) j−1
e(2 j−1)Csη(T )T (5.6)
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respectively, and Γ j ( j  3) is a constant depending only on Aε0 to be chosen later. Note that if T  1
then
ηm(T )  ηm−1(T )  · · ·  η1(T )  η(T ) > 0.
The following two propositions complete the proof of Theorem 5.1.
Proposition 5.7. Let Assumption 1.9 be satisﬁed for some N  2. Suppose that (1.6) has a global solution
(a0, φ0) which satisﬁes η(T ; s, p,q) < ∞ for all T < ∞. Fix k0 ∈ [1,N − 1]. Assume that
(a j, φ j) ∈ C
([0,∞); Hs−2 j+3 × Y s−2 j+52∗,2 )
(1  j  k0) exist and all of them solve (5.1). We further assume that there exists a positive constant Γk0+1
such that
lim
ε→0 supt∈[0,T ]
(∥∥∥∥aε −
∑k0
j=0 ε
ja j
εk0+1
∥∥∥∥
Hs−2k0+1
+
∥∥∥∥∇(φε −
∑k0
j=0 ε
jφ j)
εk0+1
∥∥∥∥
Hs−2k0+2
)
is bounded by ηk0+1(T ) deﬁned in (5.6) for any ﬁxed T > 0. Then, there exists (ak0+1, φk0+1) ∈ C([0,∞);
Hs−2k0+1 × Y s−2k0+32∗,2 ) which solves (5.1) and satisﬁes
sup
t∈[0,T ]
(‖ak0+1‖Hs−2k0+1 + ‖∇φk0+1‖Hs−2k0+2) ηk0+1(T ).
Proposition 5.8. Let Assumption 1.9 be satisﬁed for some N  2. Suppose that (1.6) has a global solution
(a0, φ0) which satisﬁes η(T ; s, p,q) < ∞ for all T < ∞. Fix k0 ∈ [1,N − 1]. Assume that, for all 1  j 
k0 + 1, the solution (a j, φ j) ∈ C([0,∞); Hs−2 j+3 × Y s−2 j+52∗,2 ) of (5.1) exists and satisﬁes
sup
t∈[0,T ]
(‖a j‖Hs−2 j+3 + ‖∇φ j‖Hs−2 j+4) η j(T ).
Then, for any ﬁxed T > 0,
sup
t∈[0,T ]
(∥∥∥∥aε −
∑k0+1
j=0 ε
ja j
εk0+2
∥∥∥∥
Hs−2k0−1
+
∥∥∥∥∇(φε −
∑k0+1
j=0 ε
jφ j)
εk0+2
∥∥∥∥
Hs−2k0
)
is bounded uniformly in ε ∈ (0, εk0+2]. In particular, the asymptotics (5.5) holds with m = k0 + 1 for ε ∈
(0, εk0+2]. εk0+2 can be chosen so that εk0+2  Cη(T )e−3Csη(T )T . Moreover, there exists a positive constant
Γk0+2 depending only on Aε0 such that ηk0+2(T ) deﬁned in (5.6) bounds
lim
ε→0 supt∈[0,T ]
(∥∥∥∥aε −
∑k0+1
j=0 ε
ja j
εk0+2
∥∥∥∥
Hs−2k0−1
+
∥∥∥∥∇(φε −
∑k0+1
j=0 ε
jφ j)
εk0+2
∥∥∥∥
Hs−2k0
)
for any ﬁxed large T > 0.
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by induction that Proposition 5.8 holds for k0 = N − 1. Then, this gives (5.5) with m = N . Before the
proof, we introduce some more notation. We write
bεm =
aε −∑mj=0 ε ja j
εm+1
, wεm =
∇φε −∑mj=0 ε j∇φ j
εm+1
.
An elementary computation shows that (bεm,w
ε
m) satisﬁes
∂tb
ε
m + εm+1
(
wεm · ∇bεm +
1
2
bεm∇ · wεm
)
+
m∑
=0
ε
(
wεm · ∇a + v · ∇bεm +
1
2
bεm∇ · v +
1
2
a∇ · vεm
)
+
m−1∑
=0
ε
∑
i, jm, i+ j=m+1+
(
vi · ∇a j + 12ai∇ · v j
)
− i 1
2
am = i ε
2
bεm, (5.7)
∂t w
ε
m + εm+1
(
wεm · ∇wεm + λ∇
(|x|−(n−2) ∗ ∣∣bεm∣∣2))
+
m∑
=0
ε
(
wεm · ∇v + v · ∇wεm
)+ λ∇(|x|−(n−2) ∗ Re(abεm))
+
m−1∑
=0
ε
∑
i, jm, i+ j=m+1+
(
vi · ∇v j + λ∇
(|x|−(n−2) ∗ Re(aia j)))= 0, (5.8)
and
bεm(0) =
k−1−m∑
j=0
ε j A j+m+1 + εk−mrεk+1, wεm(0) = 0 (5.9)
as long as (a0, v0) := (a0,∇φ0) and (a j, v j) := (a j,∇φ j) (1 j m) solve (1.6) and (5.1), respectively,
where rεk+1 is ε
−k+1(Aε0 −
∑k
j=0 ε j A j). If Assumption 1.9 is satisﬁed then rεk+1 is bounded in H
s+1 as
ε → 0.
Proof of Proposition 5.7. By assumption, (bεk0 ,w
ε
k0
) is uniformly bounded in L∞([0, T ), Hs−2k0+1 ×
Hs−2k0+2) in the limit ε → 0. Therefore, extracting a subsequence, there exists a weak limit, denoted
by (ak0+1, vk0+1), in the same class. Moreover, we obtain the bound
sup
t∈[0,T ]
(‖ak0+1‖Hs−2k0+1 + ‖vk0+1‖Hs−2k0+2) ηk0+1(T ),
by the lower semi-continuity of the weak limit. Since (bεk0 ,w
ε
k0
) solves (5.7)–(5.9), we see that
(ak0+1, vk0+1) solves
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∂ta j +
∑
i1+i2= j
vi1 · ∇ai2 +
∑
i1+i2= j
1
2
ai1∇ · vi2 − i
1
2
a j−1 = 0,
∂t v j + ∇
∑
i1+i2= j
1
2
vi1 · vi2 + λ∇
∑
i1+i2= j
(|x|−(n−2) ∗ Re(ai1ai2))= 0,
a j(0) = A j, v j(0) = 0,
(5.10)
for j = k0 + 1. By the way, once we know (a j, v j) ( j ∈ [0,k0]), we can solve this system directly by a
standard argument and obtain unique solution (ak0+1, vk0+1) in the same space. Therefore, the above
weak limit is the unique solution to (5.10). We now deﬁne φk0+1 by
φk0+1(t) = −
t∫
0
( ∑
i1+i2= j
1
2
vi · v j + λ
∑
i1+i2= j
(|x|−(n−2) ∗ Re(ai1ai2)))ds.
Then, ∇φk0+1 = vk0+1 holds by the uniqueness of (5.10). Hence, ∇φk0+1 is the unique solution to (5.1)
for j = k0 + 1. Since v0 ∈ Lp and v j ∈ L2 ( j  1),
φk0+1 ∈ C
([0, T ]; Y s−2k0+3[ 2p2+p ,∞]∩(1∗∗,∞],2).
T is arbitrary, and so we obtain the proposition. 
Proof of Proposition 5.8. By assumption, we can deﬁne (bεk0+1,w
ε
k0+1) solving (5.7)–(5.9). We will
bound
E˜k0+1(t) :=
∥∥bεk0+1(t)∥∥Hs−2k0−1 + ∥∥wεk0+1(t)∥∥Hs−2k0 .
Recall that the quadratic part of (5.7)–(5.8) is the same of (1.5) up to a constant, and that the lin-
ear part of (5.7)–(5.8) is essentially the same form. Hence, mimicking the estimates in the proof of
Theorem 4.6, we deduce that, for any ﬁxed T > 0,
d
dt
E˜k0+1(t) Cs
(
εk0+1 E˜k0+1(t)
2 +μεk0+1 E˜k0+1(t) + ck0+1νεk0+1
)
(5.11)
holds for all t ∈ [0, T ]. Here, we have used two functions: First is
μεk0+1 = μεk0+1(T ) := η(T ) +
k0+1∑
j=1
ε jη j(T )
which bounds the linear part
sup
t∈[0,T ]
(∥∥∥∥∥
k0+1∑
=0
εa
∥∥∥∥∥
Hs−2k0+1
+ ‖v0‖Y s−2k0+2p,q +
∥∥∥∥∥
k0+1∑
=1
εv
∥∥∥∥∥
Hs−2k0
)
and second is
νεk0+1 = νεk0+1(T ) := ηk0+1(T ) +
k0∑
ε
k0+1∑
ηi(T )ηk0+2+−i(T )
=0 i=+1
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sup
t∈[0,T ]
(
1
2
‖ak0‖Hs−2k0−1
+ C
k0∑
=0
ε
∑
1i, jk0+1,
i+ j=k0+2+
(‖vi‖Hs−2k0+2‖v j‖Hs−2k0+2 + ‖ai‖Hs−2k0+1‖a j‖Hs−2k0+1))
up to an adjusting constant ck0+1. The constant Cs comes from (5.11). This constant is independent of
k0 because it has been already taken into account when we use μεk0+1 and ν
ε
k0+1.
We now show that supt∈[0,T ] E˜k0+1(t) is uniformly bounded for small ε. We keep ﬁxing T > 0. By
Assumption 1.9, we see that there exists a positive constant βk0+1 depending only on Aε0 such that
E˜k0+1(0) βk0+1 holds for ε ∈ (0,1]. Set a function
Zk0+1(t) := E˜k0+1(t)exp
(−Csμεk0+1(T )t)
and two constants
δk0+1 := (1+
√
1+ βk0+1 )−1,
θm+1 :=
δμεk0+1(T )
2ck0+1νεk0+1(T )(1− e
−Csμεk0+1(T )T )
.
Then, multiplying the both sides of (5.11) by
θk0+1 exp(−Cstμεk0+1)
(1+θk0+1 Zk0+1(t))2
, we obtain
θk0+1 Z ′k0+1(t)
(1+ θk0+1 Zk0+1(t))2
 Csεk0+2e
Cstμεk0+1θ−1k0+1 + Csck0+1νεk0+1e
−Cstμεk0+1θk0+1,
where we denote μεk0+1(T ) and ν
ε
k0+1(T ) by μ
ε
k0+1 and μ
ε
k0+1, respectively, for short. Integration over[0, t] gives
1
1+ θk0+1 Zk0+1(t)
 1
1+ θk0+1 E˜k0+1(0)
− ck0+1ν
ε
k0+1
μεk0+1
(
1− e−Cstμεk0+1)θk0+1
− ε
k0+2
μεk0+1
(
e
Cstμεk0+1 − 1)θ−1k0+1. (5.12)
Let us show that the right-hand side of (5.12) is bounded by δk0+1/2 from below. For simplicity, in the
following, we omit the index k0 + 1 and denote βk0+1, ck0+1, δk0+1, μεk0+1, νεk0+1, and θk0+1 by β , c,
δ, με , νε , and θ , respectively. We also omit T variable in η(T ) and η j(T ). By the fact that η j+1  η j
for each j and large T and by deﬁnitions of με and νε , cνε με holds for all ε ∈ [0,1] if T is large.
Then, replacing T with larger one if necessary, we obtain
1
1+ θ E˜k0+1(0)
− δ  1
1+ θβ − δ =
eCsμ
εT − 1
eCsμεT (1+ μεcνε δβ2 ) − 1
− δ
 e
CsμεT (2− 2δ − δ2β) − 2+ 2δ
CsμεT
 2− 2δ − δ
2β = δ , (5.13)
e (2+ δβ) − 2 2(2+ δβ) 2
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cνε
με
(
1− e−CsμεT )θ2 − δθ + εk0+2
με
(
eCsμ
εT − 1)
and so this quantity becomes less than or equal to zero if
ε 
(
δ2(με)2eCsμ
εT
cνε(eCsμεT − 1)2
) 1
k0+2
. (5.14)
We now replace this condition with stronger but clearer one. We ﬁrst let ε be so small that
ε  min
j∈[1,k0+1]
(
η
η j
) 1
j
= min
j∈[1,k0+1]
η
Γ
1/ j
j e
(2−1/ j)Csη(T )T
. (5.15)
For such ε, we have με  (k0 + 2)η and, by deﬁnition of η j (5.6),
νε = ηk0+1 +
k0∑
=0
ε
k0+1∑
i=+1
ηiηk0+2+−i
 ηk0+1 + Γ˜1
e(2k0+2)CsηT
ηk0
+ e
(2k0+3)CsηT
ηk0+1
k0∑
=1
Γ˜2η
(
ε
η
e(2−1/)CsηT
)
 ηk0+1 + Γ˜1
e(2k0+2)CsηT
ηk0
+ Γ˜3 e
(2k0+3)CsηT
ηk0
 Γ˜4
e(2k0+3)CsηT
ηk0
,
where Γ˜i is a constant depending on k0 and Γ j (1  j  k0 + 1). Therefore, the right-hand side of
(5.14) is bounded below by
(
δ2(με)2eCsμ
εT
cνε(eCsμεT − 1)2
) 1
k0+2 
(
δ2η2
cνεeCsμεT
) 1
k0+2
 Γ˜5
(
η2
(η−k0e(2k0+3)CsηT )e(k0+2)CsηT
) 1
k0+2
= Γ˜5 η
e
(3− 1k0+2 )CsηT
 Γ˜5
η
e3CsηT
=: εk0+2,
where Γ˜5 depends on Γ˜4, β , and c. Then, the condition ε  εk0+2 ensures (5.14) and so
δ − cν
ε
με
(
1− e−CsμεT )θ − εk0+2
με
(
eCsTμ
ε − 1)θ−1  0. (5.16)
Note that εk0+2 is smaller than the right-hand side of (5.15) and so that ε  εk0+2 is stronger
than (5.15).
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sup
t∈[0,T ]
E˜k0+1(t) 3
√
1+ βθ−1eCsμεT  6c
√
1+ βνε
δμε
eCsμ
εT , (5.17)
which is the desired bound. Indeed, the right-hand side is bounded by
6c
√
1+ βΓ˜4
δηk0+1
eCs(3k0+5)ηT
as long as ε  εk0+2. We ﬁnally conﬁrm that the right-hand side of (5.17) tends to ηk0+2(T ) deﬁned
by (5.6) with a suitable constant. It holds that
lim
ε→0μ
ε = lim
ε→0μ
ε
k0+1(T ) = η(T ),
lim
ε→0ν
ε = lim
ε→0ν
ε
k0+1(T ) = ηk0+1 +
k0+1∑
i=1
ηiηk0+2−i 
Γˆk0+2
η(T )k0
e(2k0+2)Csη(T )T ,
where Γˆk0+2 depends on k0 and Γ j (1 j  k0 + 1). Therefore, we end up with the estimate
limsup
ε→0
sup
t∈[0,T ]
E˜k0+1(t) 
6
√
1+ β(Γˆk0+2η(T )−k0e(2k0+2)Cs g(T )T )
δη(T )
eCsη(T )T
=: Γk0+2
η(T )k0+1
e(2k0+3)Csη(T )T = ηk0+2(T ),
which completes the proof. 
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Appendix A. Global existence of solution to the Euler–Poisson equations
In this section we give the proof of Theorem 2.1. Let us consider
⎧⎪⎨⎪⎩
ρt + r−(n−1)∂r
(
rn−1ρv
)= 0, ρ(0, r) = ρ0(r);
vt + v∂r v + λ∂r VP = 0, v(0, r) = v0(r);
−r−(n−1)∂r
(
rn−1VP
)= ρ, VP ∈ L∞, VP → 0 as r → ∞. (A.1)
Here, n  1 denotes space dimensions, r  0 denotes the distance from the origin, and λ is a
given physical constant. Unknowns are the mass density ρ = ρ(t, r)  0 and the velocity ﬁeld
v = v(t, r) ∈ R. If n = 1 or 2, we change the condition for Poisson equation of (A.1) into VP(t,0) = 0,
∂r VP ∈ L∞ , and ∂r VP → 0 as r → ∞. In other words, we let VP be as
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⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
r∫
0
s−(n−1)
s∫
0
ρ(t,σ )σ n−1 dσ ds if n = 1,2,
∞∫
r
s−(n−1)
s∫
0
ρ(t,σ )σ n−1 dσ ds if n 3.
(A.2)
This is well deﬁned because we restrict our attention to ρ belonging to C([0,∞))∩ L1((0,∞), rn−1 dr).
One can verify that the condition VP(t, r) → 0 as r → ∞ is not suitable for n = 1 or 2. Remark
that (A.1) is a radial version of the compressible Euler–Poisson equations⎧⎪⎨⎪⎩
∂tρ + div(ρv) = 0, ρ(0, x) = ρ0(x),
∂t v + (v · ∇)v + λ∇VP = 0, v(0, x) = v0,
−VP = ρ, VP ∈ L∞
(
R
n), VP → 0 as |x| → ∞. (A.3)
A.1. Reduction to an ODE for characteristic curves
We follow the argument in [15,16]. Deﬁne characteristic curve X as a function R+ → R+ with
parameter R ∈ R+ which is deﬁned by an ODE
d
dt
X(t, R) = v(t, X(t, R)), X(0, R) = R.
Let m(t, r) := ∫ r0 ρ(t, s)sn−1 ds. In the followings, we denote ∂t X as X ′ by the respect that R is a
parameter. Then, (A.1) is reduced to the following ODE for characteristic curve
X ′′(t, R) = − λm0(R)
X(t, R)n−1
, X ′(0, R) = v0(R), X(0, R) = R, (A.4)
where m0(r) :=
∫ r
0 ρ0(s)s
n−1 ds. This reduction is the same spirit as the use of the Lagrangian coordi-
nate (see [25,26]). Put
B(t, R) := exp
( t∫
0
∂ru
(
τ , X(τ , R)
)
dτ
)
.
It holds that B(t, R) = ∂R X(t, R). The solution to (A.1) is given explicitly in terms of X and B as
ρ
(
t, X(t, R)
)= Rn−1ρ0(R)
Xn−1B(t, R)
, v
(
t, X(t, R)
)= d
dt
X(t, R). (A.5)
As in [16], we introduce the quantity
C(r) := v20(r) +
2λm0(r)
(n− 2)rn−2
for n 3. It can be said that this describes the balance between the initial velocity and the strength of
the force governed by the Poisson equation. This clariﬁes the description of the conditions for global
existence. The large time behavior of X is also distinguished by C (Remark A.3). For the proof of
Theorem 2.1, we use two propositions (Propositions A.1 and A.2, below). We ﬁrst prove Proposition A.1
and then prove the theorem.
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We ﬁrst consider the case λ < 0. We use the function space Dk deﬁned in (2.3). The following
result is announced but not proven in [16].
Proposition A.1 (Critical thresholds for λ < 0 case). Suppose λ < 0, n  1, ρ0 ∈ Dk, and v0 ∈ Dk+1 with
v0(0) = 0 for an integer k 0.
1. If n = 1 or 2 then the solution to (A.1) is global if and only if ρ0(r) = 0, v0(r) 0, and v ′0(r) 0 hold for
all r  0. In particular, if ρ0 ≡ 0 then the solution breaks down in ﬁnite time.
2. If n 3 then the solution is global if and only if v0(r) 0, C(r) 0, and C ′(r) 0 hold for all r  0.
If ρ0 and v0 satisfy the condition for global existence, then the corresponding solution of (A.1) satisﬁes
ρ ∈ C2([0,∞), Dm)∩ C∞((0,∞), Dm),
v ∈ C1([0,∞), Dm+1)∩ C∞((0,∞), Dm+1).
The solution is unique in C2([0,∞), D0) × C2([0,∞), D1) and also solves (A.3) in the distribution sense.
Proof. Let us recall some facts from [16]. Under the assumptions of Proposition A.1, we deduce from
Proposition 2.4 in [16] that (A.1) has a unique solution
ρ ∈ C2([0, T ), Dk)∩ C∞((0, T ), Dk),
v ∈ C1([0, T ), Dk+1)∩ C∞((0, T ), Dk+1),
provided there exists T such that, for t ∈ [0, T ], X(t, R) > 0, R > 0 and B(t, R) > 0, R  0. Moreover,
if B(tc, Rc) = 0 holds for some (tc, Rc) then the solution breaks down at t = tc (see, Corollary 5.2
in [15] or Proposition 2.3 in [16]). Furthermore, if X(t0, R0) = 0 for some (t0, R0) then such (tc, Rc)
exists and tc  t0, Rc  R0 (see, Lemma 2.9 in [16]).
Step 1. We begin with the one-dimensional case. If ρ0 is not identically zero, then we can choose
R0 so that m0(R0) > 0. Twice integration of (A.4) yields X(t, R0) = R0 + v0(R0)t − (|λ|m0(R0)/2)t2.
Therefore, we can ﬁnd t0 such that X(t0, R0) = 0, which leads to the ﬁnite-time breakdown of the
solution. On the other hand, if ρ0 ≡ 0 then X(t, R) = R + v0(R)t and B(t, R) = 1+ v ′0(R)t . Hence, the
solution is global if and only if v0(R) 0 and v ′0(R) 0 holds for all R  0.
Step 2. We next treat the two-dimensional case. If there exists R0 such that m0(R0) > 0 then, multi-
plying (A.4) by X ′ , we obtain
0
(
X ′(t, R0)
)2 = v0(R0)2 − 2|λ|m0(R0) log( X(t, R0)
R0
)
,
which yields an upper bound of X :
X(t, R0) R0 exp
(
v0(R0)2
2|λ|m0(R0)
)
=: Xub.
Plugging this to (A.4), we see that
X ′′(t, R0)−|λ|m0(R0) < 0.
Xub
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in the one-dimensional case, we see that the solution is global if and only if v0(R) 0 and v ′0(R) 0
hold for all R  0.
Step 3. Let us proceed to n 3 case. For simplicity, we use
A(r) := 2|λ|m0(r)
n− 2  0.
Notice that C is written as C(r) = v0(r)2 − A(r)/rn−2. We ﬁrst note that v0  0 is necessary for
global existence. Indeed, if v0(R0) < 0 for some R0 > 0, then X ′′(t, R0)  0 follows from (A.4) and
so X ′(t, R) X ′(0, R) = v0(R) < 0. Hence, there exists t0 such that X(t0, R0) = 0. We next show that
C  0 is also necessary for global existence. Assume that there exists R0 such that C(R0) < 0. In this
case, A(R0) > 0 by deﬁnition of C . Then, multiplying (A.4) by X ′ , we obtain
0
(
X ′(t, R0)
)2 = C(R0) + A(R0)
X(t, R0)n−2
.
This yields an upper bound of X :
X(t, R0)
( |C(R0)|
A(R0)
) 1
n−2
.
Then, the same argument as in the two-dimensional case shows the existence of t0 such that
X(t0, R0) = 0. Therefore, C  0 is necessary for global existence.
In the following, we suppose v0  0 and C  0 are satisﬁed. Under this restriction, let us show
that the solution is global if and only if C ′(R) 0 holds for all R  0. What to show is that
C ′(R) 0 ⇔ B(t, R) > 0, ∀t  0. (A.6)
We ﬁrst consider the case v0(R) > 0. Then, C(R) > 0 or A(R) > 0 hold. Moreover, X(t, R) → ∞
as t → ∞ since X ′′(t, R)  0 and so X ′(t, R)  X ′(0, R) = v0(R) > 0. In this case, by multiplication
of (A.4) with X ′ ,
X ′(t, R) =
√
C(R) + A(R)
X(t, R)n−2
> 0,
and so
X(t,R)∫
R
dy√
C(R) + A(R)y−(n−2) = t.
Differentiate with respect to R to obtain
B(t, R)
X ′(t, R)
− 1
v0(R)
− 1
2
X(t,R)∫
R
C ′(R) + A′(R)y−(n−2)
(C(R) + A(R)y−(n−2))3/2 dy = 0.
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B˜(t, R) := B(t, R)
X ′(t, R)
= 1
v0(R)
+ 1
2
X(t,R)∫
R
C ′(R) + A′(R)y−(n−2)
(C(R) + A(R)y−(n−2))3/2 dy.
Two quantity B˜ and B have the same sign. Notice that
A′(R) = 2|λ|
n− 2ρ0(R)R
n−1  0
and that the denominator in the last integral is always positive. Therefore, if C ′(R) 0 then the above
integral is nonnegative, and so B˜(t, R) stays positive for all t  0. On the other hand, if C ′(R) < 0 then
the integral in B˜(t, R) tends to −∞ as t → ∞. This is because, choosing X0 so large that C ′(R) +
A′(R)X−(n−2)0 < −|C ′(R)|/2, we have
X(t,R)∫
X0
C ′(R) + A′(R)y−(n−2)
(C(R) + A(R)y−(n−2))3/2 dy < −
X(t,R)∫
X0
|C ′(R)|y3(n−2)/2
2A(R)3/2
dy
if A(R) > 0 and
X(t,R)∫
X0
C ′(R) + A′(R)y−(n−2)
(C(R) + A(R)y−(n−2))3/2 dy < −
X(t,R)∫
X0
|C ′(R)|
2C(R)3/2
dy
if C(R) > 0. The right-hand sides of both inequalities tend to −∞ as t → ∞. Therefore, we can choose
tc such that B(tc, R) = 0.
We ﬁnally discuss the case where v0(R) = 0. In this case, since C(R)  0, we have C(R) = 0
and so A(R) = 0 (m0(R) = 0) by the deﬁnition of C . It implies that ρ(r) = 0 for all r  R and so
that, for all r  R , X ′(t, r) ≡ 0 and X(t, r) ≡ r. Hence, by continuity of B , one veriﬁes that B(t, R) =
limr↑R ∂R X(t, r) = 1 > 0 for all t  0. Note that C ′(R) = 0 since ρ(R) = 0. Thus, (A.6) is justiﬁed. 
A.3. The necessary condition for the repulsive case
The following result is Remark 5.4 of [15] if we restrict our attention to the case where v0  0,
and this is also a part of Theorem 1.7 in [16].
Proposition A.2 (Necessary condition for λ > 0 case). Let λ > 0, n 3, ρ0 ∈ D0 , and v0 ∈ D1 with v0(0) = 0.
Then, the classical solution of (A.1) is global only if C ′(R) 0 for all R  0.
A.4. Proof of Theorem 2.1
Proof of Theorem2.1. By Proposition A.1, the solution breaks down in ﬁnite time if n = 1, 2 and λ < 0,
since ρ0 ≡ 0. Suppose n  3. By assumptions on the initial data, we have C(0) = 0 and C(r) → 0 as
r → ∞. Now, Propositions A.1 and A.2 imply that the solution is global only if C ′(R) 0 for all R  0,
that is, only if C ≡ 0. In the λ < 0 case, Proposition A.1 shows the solution is global if we take the
positive root:
v0(R) =
√
A(R)
Rn−2
 0. (A.7)
If λ > 0 then C ≡ 0 implies ρ ≡ 0, which is excluded by assumption.
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X ′(t, R) =
√
A(R)
X(t, R)n−2
, X(0, R) = R.
By separation of variables, we obtain X(t, R) = R(1+ nv0(R)2R t)2/n . Then, (A.5) gives the explicit repre-
sentation of the solution. 
Remark A.3. The value C(R) is useful to describe the large time behavior of X(t, R) for n  3. In
previous results, we have already established the estimate
C1t
2/n + o(t2/n) X(t, R) C2t + o(t)
for a constant C1 and C2 = √C(R) in some cases (see [15, Remark 5.1]). Notice that the lower bound
is O (t2/n) and the upper bound is O (t) as t → ∞. This estimate is sharp in such a sense that, as
t → ∞, the both cases X(t, R) = O (t2/n) and X(t, R) = O (t) can happen. Now, we summarize as
follows: Let n 3, λ ∈ R \ {0}, v0(R) ∈ R, m0(R) > 0, and
C(R) = v0(R)2 + 2λm0(R)
(n− 2)Rn−2 .
Let X(t, R) be a solution of (A.4).
• If C(R) > 0, then X(t, R) > 0 for all t  0 and X(t, R) = √C(R)t + o(t) as t → ∞.
• If C(R) = 0, then λ < 0 and
X(t, R) = R
(
1+ t
√
|λ|n2m0(R)
2(n− 2)Rn
) 2
n
= O (t 2n )
as t → ∞.
• If C(R) < 0, then λ < 0 and there exists tc < ∞ such that X(tc, R) = 0.
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