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I n this paper we introduce min-plus low rankmatrix approximation. By using min and plusrather than plus and times as the basic oper-
ations in the matrix multiplication; min-plus low
rank matrix approximation is able to detect char-
acteristically different structures than classical low
rank approximation techniques such as Principal
Component Analysis (PCA). We also show howmin-
plus matrix algebra can be interpreted in terms of
shortest paths through graphs, and consequently
how min-plus low rank matrix approximation is
able to find and express the predominant structure
of a network.
Introduction
Classical low rank matrix approximations, including
techniques such as PCA, form the basis of many of the
most commonly used algorithms in data science. These
techniques presuppose that the data in question has
some predominant linear structure. The low rank ap-
proximation extracts this structure, which can then
be visualized or used to determine certain linear re-
lationships that the data (approximately) satisfies. In
this paper we extend the technique of low rank matrix
approximation to the min-plus semiring.
Min-plus algebra is the study of equations that are
structured around the binary operations ‘taking the
minimum’ and ‘plus’. More formally min-plus alge-
bra concerns the min-plus semiring Rmin = [R ∪
{∞},⊕,⊗], where
a⊕ b = min(a, b), a⊗ b = a+ b, ∀ a, b ∈ Rmin.
As we will show, min-plus low rank matrix approxi-
mation is closely related to classical low rank matrix
approximation. But because we are working with the
min-plus semiring, instead of a standard algebra, such
as the field of real numbers, the min-plus low rank
approximation is able to detect and express certain
structures in the data, that could not be detected by
classical approaches. Like in the classical case, min-
plus low rank matrix approximation presupposes that
the data has a linear structure, only now ‘linear’ means
‘min-plus linear’.
Tropical algebra is the field of mathematics con-
cerned with any semiring whose ‘addition’ operation
is max or min. For example the max-plus semiring or
the max-times semiring. Max-plus algebra has many
applications in dynamical systems and scheduling [2,
1]. Karaev and Miettinen have presented two ap-
proaches to max-times low rank matrix approximation
[6, 5]. Note that the max-times and min-plus semi-
rings are isomorphic via φ : Rmax × 7→ Rmin + with
φ(x) = − log(x), but that this transformation does not
preserve any standard norm, so that approximation in
max-times is different to approximation in min-plus.
Karaev and Miettinen show that max-times approxima-
tion can provide a useful alternative to classical Non-
Negative Matrix Factorization (NNMF). In this paper
we hope to show that min-plus approximation provides
a useful tool for analyzing network structure from the
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point of view of pairwise shortest path distances.
The remainder of this paper is organized as follows.
In Section 1 we introduce some standard definitions
and basic results for min-plus matrix algebra, for a
more thorough introduction to min-plus algebra see [2]
and the references therein. In Sections 1.1 and 1.2 we
introduce our formulation of min-plus low rank matrix
approximation. In Section 2 we describe algorithms
for solving min-plus regression and low rank matrix
factorization problems. In Section 3 we apply our min-
plus low rank matrix factorization algorithm to a small
example network taken from Ecology.
1 Min-plus matrices
A min-plus matrix is simply an array of entries from
Rmin, so that A ∈ Rn×mmin is an n×m array of elements
which are each either a real number or∞. Min-plus ma-
trix multiplication is defined in analogy to the conven-
tional plus-times case. For A ∈ Rn×mmin and B ∈ Rm×dmin ,
we have A⊗B ∈ Rn×dmin with
(A⊗B)ij =
m⊕
k=1
(
aik ⊗ bkj
)
=
n
max
k=1
(
aik + bkj
)
.
For A ∈ Rn×nmin the precedence graph Γ(A) is defined
to be the weighted directed graph with vertices V =
{v(1), . . . , v(n)} and an edge from v(i) to v(j) with
weight aij , whenever aij 6=∞. We write A⊗` to mean
the min-plus product of A with itself ` times.
Proposition 1.
(
A⊗`
)
ij
= the weight of the minimally
weighted path of length `, through Γ(A), from v(i) to
v(j).
For A ∈ Rn×nmin the Kleene star is defined by
A? = I ⊕A⊕A⊗2 ⊕ . . . . (1)
where I ∈ Rn×nmin is the min-plus identity matrix with
Iii = 0 for i = 1, . . . , n and Iij =∞ for i 6= j.
Proposition 2. If Γ(A) contains no negatively weighted
cycles, then A? exists and
(
A?
)
ij
= the weight of the
minimally weighted path through Γ(A), from v(i) to
v(j). Otherwise, (1) does not converge.
A matrix A ∈ Rn×nmin is idempotent if A ⊗ A = A.
In general a function is idempotent if it acts as the
identity on its image. Idempotent matrices form an im-
portant subset of min-plus matrices, with many special
properties [4].
Proposition 3. Let G be a directed, weighted with
non-negative edge weights, graph with vertices V =
{v(1), . . . , v(n)} and let D ∈ Rn×nmin with dij = the
weight of the minimally weighted path through G from
v(i) to v(j). Then D is idempotent.
For A ∈ Rn×mmin the precedence bipartite graph B(A) is
the undirected, weighted, bipartite graph with vertices
X = {x(1), . . . , x(n)}, Y = {y(1), . . . , y(m)} and an
undirected edge of weight aik between x(i) and y(k),
whenever aik 6=∞.
Proposition 4.
(
A ⊗ AT )
ij
= the weight of the mini-
mally weighted path through B(A) from x(i) to x(j).
For A ∈ Rn×mmin and B ∈ Rm×dmin the precedence
tripartite graph T (A,B) is the directed, weighted,
tripartite graph with vertices X = {x(1), . . . , x(n)},
Y = {y(1), . . . , y(m)} and Z = {z(1), . . . , z(d)}, an
edge of weight aik from x(i) to y(k), whenever aik 6=∞
and an edge of weight bkj from y(k) to z(j), whenever
bkj 6=∞.
Proposition 5.
(
A⊗B)
ij
= the weight of the minimally
weighted path through T (A,B) from x(i) to z(j).
1.1 Min-plus low rank approximation of
symmetric minimally weighted path
matrices
Let G be an undirected, weighted with non-negative
edge weights, graph with vertices V = {v(1), . . . , v(n)}
and let D ∈ Rn×nmin , with dij = the weight of the mini-
mally weighted path through G from v(i) to v(j). Now
letW = {w(1), . . . , w(m)} ⊂ V be a subset of the ver-
tices of G, which we call a set of waypoints, then for
DW = D(:,W ) ∈ Rn×mmin , we have
(
DW ⊗DTW
)
ij
= the
weight of the minimally weighted path through B(DW )
from x(i) to x(j), or equivalently,
(
DW ⊗DTW
)
ij
= the
weight of the minimally weighted path through G, from
v(i) to v(j), that goes via at least one waypoint inW .
We define the rank-m actual waypoint approximation
of D to be given by
min
W⊂V, |W |=m
‖D −DW ⊗DTW ‖F . (2)
In practice, actual waypoint approximations tend to
be quite inaccurate and the set of subsets of vertices is
difficult to optimize over. Instead we use the rank-m
virtual waypoint approximation of D, which is defined
by
min
A∈Rn×mmin
‖D −A⊗AT ‖F . (3)
A solution to (3) provides a bipartite graph B(A),
with vertices X = {x(1), . . . , x(n)} and Y =
{y(1), . . . , y(m)}, such that the weight of the mini-
mally weighted path through G, from v(i) to v(j), is
approximately equal to the weight of the minimally
weighted path through B(A) from x(i) to x(j), for all
i = 1, . . . , n, j = 1, . . . ,m.
Example 6. Consider the following matrix A ∈ R6×6min .
The precedence graph of A is given in Figure 1. We
compute the shortest path distance matrix D = A?.
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Figure 1: Precedence graph Γ(A) of Example 6.
A =

0 2 1 ∞ ∞ ∞
· 0 2 ∞ ∞ ∞
· · 0 5 ∞ ∞
· · · 0 3 2
· · · · 0 2
· · · · · 0
 , D =

0 2 1 6 9 8
· 0 2 7 10 9
· · 0 5 8 7
· · · 0 3 2
· · · · 0 2
· · · · · 0
 .
The waypoint set W = {v(3), v(4)} yields the actual
waypoint approximate factorization

1 6
2 7
0 5
5 0
8 3
7 2
⊗
[
1 2 0 5 8 7
6 7 5 0 3 2
]
=

2 3 1 6 9 8
· 4 2 7 10 9
· · 0 5 8 7
· · · 0 3 2
· · · · 6 5
· · · · · 4
 ,
which results in a residual with Frobenius norm 9.5917.
Using Algorithm 3 we compute a virtual waypoint ap-
proximate factorization F ⊗ FT ≈ D with
F =
[
0.4722 0.9722 0.2222 5.4444 9.0278 8.0278
7.7778 8.9778 6.7778 0.8889 1.0222 0.4222
]
,
which results in a residual with Frobenius norm 4.5680.
1.2 Min-plus low rank approximation of
general min-plus matrices
The virtual waypoint approximation can be applied to
general min-plus matrices. ForM ∈ Rn×dmin , the rank-m
virtual waypoint approximation ofM is defined by
min
A∈Rn×mmin , B∈Rm×dmin
‖M −A⊗B‖F . (4)
A solution to (4) provides a tripartite graph
T (A,B), with vertices X = {x(1), . . . , x(n)}, Y =
{y(1), . . . , y(m)} and Z = {z(1), . . . , z(d)}, such that
the minimally weighted path through T (A,B) from
x(i) to z(j) is approximately equal to mij , for all
i, j = 1, . . . , n.
2 Algorithms for min-plus re-
gression and low rank approxi-
mation
An important prerequisite to matrix factorization is
linear regression. For A ∈ Rn×dmin and y ∈ Rnmin we seek
min
x∈Rdmin
‖A⊗ x− y‖p, (5)
for some p ∈ [1,∞].
A function f : Rnmin 7→ Rmin is min-plus convex if for
all x, y ∈ Rnmin and λ, µ ∈ Rmin such that λ⊕µ = 0 we
have
f(λ⊗ x⊕ λ⊗ y) ≤ λ⊗ f(x)⊕ µ⊗ f(y).
Theorem 7. For A ∈ Rn×dmin and y ∈ Rnmin, the residual
r(x) = ‖A⊗ x− y‖∞ is min-plus convex.
Theorem 8. For A ∈ Rn×nmin and y ∈ Rnmin let
xˆ = −(AT ⊗ (−y)), x∗ = xˆ⊗ α
where α = maxi(yi − (A⊗ xˆ)i)/2. Then
x∗ = inf
≤
(
arg min
x∈Rdmin
|A⊗ x− y|∞
)
That is the infimum, with respect to the standard partial
order ≤, of the set of optimal solutions.
Example 9. Consider
A =
 0 01 0
0 1
 , y =
 01
1
 .
Figure 2 displays the point y and the column space
col(A) = {A ⊗ x : x ∈ R2min}. The solution to (5) is
simply the closest point in col(A) to y, measured in the
p-norm. For p = 2 there are multiple local minima. For
this example both local minima are global minima but
typically this will not be the case. For p =∞ there is a
continuum of local minima. This set of minima is not
convex with respect to plus and times but it is min-plus
convex.
For A ∈ Rn×dmin , y ∈ Rnmin and p = 2, the squared
residual surface r(x)2 = ‖A ⊗ x − y‖22 is piecewise
quadratic, continuous but non-differentiable. For x ∈
Rdmin let
J(i, x) = arg
d
min
j=1
(aij + xj), (6)
and let J˜(i, x) = inf J(i, x), for i = 1, . . . , n. Then we
have
r(x)2 = px(x), (7)
where px : Rdmin 7→ R is given by
p(x′) =
n∑
i=1
(
aiJ˜(i,x) + x
′
J˜(i,x)
− yi
)2
. (8)
Newton’s method iteratively finds the minimum to the
local quadratic piece
N (x) = min
x′∈Rdmin
px(x
′), (9)
which is given by
N (x)k =
( ∑
i:J˜(i,x)=k
yi − aik
) /( ∑
i:J˜(i,x)=k
1
)
. (10)
However, since the residual surface is non-
differentiable Newton’s method isn’t guaranteed
to converge to a local minimum. Therefore we propose
using a Newton directed line search. In order to
search efficiently it is important to take into account
the discontinuities in the residuals derivative. If
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0
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0.5 0 -0.5
Figure 2: Column space geometry for the regression problem of Example 9. Left p = 2, right p =∞.
Algorithm 1 Given A ∈ Rn×nmin , y ∈ Rnmin and an ini-
tial guess x(0) ∈ Rdmin, this algorithm returns a local
minimum of r(x) = ‖A⊗ x− y‖2.
1: while not converged do
2: compute N (x(k)), restricting to Tx(k)Σ if
x(k) ∈ Σ
3: find λmin = arg minλ r
(
L
(
x(k), λ
))
, where
L
(
x(k), λ
)
= λN (x(k))+ (1− λ)x(k)
4: if λmin = 1 then
5: return x = N (x(k), σ(k))
6: end if
7: x(k + 1) = L
(
x(k), λmin
)
8: end while
on one iteration the line search minimum x(k) is
found to lie on the discontinuity surface Σ, then
the following Newton’s step must be restricted to
directions tangental to Σ at x(k). See Algorithm 1.
The Newton update (line 2) can be computed with
cost O(nd) per iteration. The line search (line 3)
can be computed with cost O(nd log(nd)) per itera-
tion, as follows. The ith component of the product
A⊗L(x(k), λ) is a piecewise affine function of λ, with
up to d points of non-differentiability, for i = 1, . . . , n.
Thus r
(
L
(
x(k), λ
))2
is piecewise quadratic, with at
most nd points of non-differentiability. We begin by
finding the points of non-differentiability, then sort
them, then carry out the line search through the
quadratic pieces. If the minimum is attained at a non-
differentiability point then we know that the line search
minimum is attained on the discontinuity surface Σ.
The cost O(nd log(nd)) is the worst case cost, associ-
ated with sorting the maximum possible number of
non-differentiability points. The infimum of the set of
optimal solutions to the p = ∞ problem provides a
good choice for the initial condition.
Algorithm 1 enables a simple alternating method
for computing a non-symmetric approximate factoriza-
tions of a general min-plus matrixM ∈ Rn×dmin . The only
difficulty is choosing an initial factorization to work
from. One possibility is to run the kmeans clustering
algorithm to find m centers that approximate the d
columns ofM . We use these centers as the initial LHS
factor. We then use the formula for the infimum solu-
tion of the p = ∞ regression problem to fit an initial
RHS factor. See Algorithm 2.
Fitting the initial LHS factor (line 1) with kmeans
has cost O(nmk) per kmeans iteration. Fitting the
initial RHS factor (line 2) has cost O(nmk). We call
Algorithm 1 to update each column in the RHS fac-
tor (line 4), using the previous value as the initial
guess. This has cost O(mnk log(nk)) per iteration.
Similarly updating the LHS factor (line 5) has cost
O(nmk log(mk)) per iteration.
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Algorithm 2 GivenM ∈ Rn×dmin and 0 < m ≤ min(n, d),
this algorithm returns an approximate factorization
A⊗B ≈M with A ∈ Rn×mmin , B ∈ Rm×dmin .
1: compute A(0) = kmeans(M,k)
2: set B(0)·j = inf arg minx∈Rdmin ‖A(k − 1) ⊗ x −
M·j‖∞, for j = 1, . . . ,m.
3: while not converged do
4: set B(k)·j = ALG1
(
A(k − 1),M·j , B(k − 1)·j
)
,
for j = 1, . . . ,m.
5: set A(k)i· = ALG1
(
B(k − 1)T ,MTi· , A(k −
1)Ti·
)T
, for i = 1, . . . , n.
6: if [A(k), B(k)] = [A(k − 1), B(k − 1)] then
7: return [A,B] = [A(k), B(k)]
8: end if
9: end while
Computing a symmetric approximate factorization
for a symmetric shortest path distance matrix is a little
more difficult. We cannot use Algorithm 2 as we do
not have any compatible way of enforcing symmetry
in the factors at each step. Instead we apply Newton’s
method, using the whole of the approximate factor
as the iterate. For D ∈ Rn×nmin the squared residual
surface r(F )2 = ‖F⊗FT−D‖2F is piecewise quadratic,
continuous but non-differentiable. For F ∈ Rn×mmin let
K(i, j, F ) = arg
d
min
k=1
fik + fjk,
and let K˜(i, j, F ) = inf K(i, j, F ), for i, j = 1, . . . , n.
Then we have
r(F )2 = qF (F ), (11)
where qF : Rn×mmin 7→ R is given by
qF (F
′) =
n∑
ij=1
(
f ′
iK˜(i,j,F )
+ f ′
jK˜(i,j,F )
− dij
)2
. (12)
As in the case of the regression problem, Newton’s
method finds the minimum to the local quadratic piece
N (F ) = arg min
F ′∈Rn×mmin
qF (F
′). (13)
Define JF : Rn×mmin 7→ Rn×mmin by
JF (F ′)ik =
dii1ik +
∑
j 6=i:K˜(i,j,F )=k dij − f ′jk
21ik +
∑
j 6=i:K˜(i,j,F )=k 1
, (14)
where 1ik = 1 if K˜(i, i, F ) = k and 1ik = 0 other-
wise. The map JF is simply the result of applying one
iteration of Jacobi’s method to the normal equations
associated to the linear least squares formulation of
(13).
Lemma 10. Let F (0) = F and let F (t+1) = JF
(
F (t)
)
for t = 0, 1, . . . then
lim
t→∞F (t) = N (F ).
Therefore we can compute Newton’s method up-
dates iteratively using J . However, as in the case of
the regression problem, Newton’s method is not guar-
anteed to converge. One possibility is to use a Newton
directed line search, as we did in Algorithm 1. However,
this would require us to store and sort O(n2m) break-
points, which presents a huge memory requirement
even for modestly large matrices. Instead we propose
using approximate Newton updates with undershoot-
ing. By using a small fixed number of J iterations we
can cheaply approximate the Newton step. We then
update by moving to a point somewhere between the
previous state and the result of our approximate New-
ton computation. By gradually reducing the length
of the step we can avoid getting stuck in the periodic
orbits that prevent standard Newton’s method from
converging. As in the non-symmetric case the choice of
initial factorization is very important. One possibility
is to take an actual waypoint factorization, as defined
in (2), using a randomly chosen subset ofm vertices as
the waypoints. See Algorithm 3. Tuning the number of
Jacobi iterations at each step t, as well as the stepping
parameter µ and the convergence criteria are impor-
tant factors for the algorithms performance, which we
hope to explore in detail in future work.
Algorithm 3 Given a symmetric shortest path distance
matrix D ∈ Rn×nmin and 0 < k ≤ d, this algorithm
returns an approximate factorization F ⊗ FT ≈ D
with F ∈ Rn×kmin . Parameters are the number of Jacobi
iterations per step t ∈ N and the shooting factor µ ∈
R+. These parameters may be allowed to vary during
the copmutation.
1: draw uniformly at random {w1, . . . , wm} ⊂
{1, . . . , n}
2: set F (0) = DW
3: while not converged do
4: compute Nˆ (F (k − 1)) = J tF (k−1)(F (k − 1))
5: set F (k) = µNˆ (F (k − 1))+ (1− µ)F (k − 1)
6: end while
7: return F
Formulating the map JF has costO(n2m) and apply-
ing it has cost O(n2). Thus the approximate Newton
computation (line 4) has cost O(n2(m+ t)), where t
is the number of Jacobi iterations used at each step.
3 Example: Latent factor analy-
sis of dolphin social network
In this example we examine a small social network to
illustrate min-plus low rank matrix approximation’s
ability to extract and visualize predominant structure
in network data. We use the dolphin social network pre-
sented in [3]. This network consists of 62 vertices, each
of which represents a different dolphin, with an edge
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connecting two dolphins if they are observed to regu-
larly interact. This small social network is frequently
used to test or illustrate data analysis techniques. We
construct the adjacency matrix A ∈ {0, 1}62×62, with
aij = 1, if and only if dolphin i and dolphin j are
connected. We then compute the distance matrix
D ∈ R62×62min , with dij = the length of the shortest
path through the network from dolphin i to j.
For d = 1, . . . , n we compute a rank-d min-plus low
rank matrix approximation of D using Algorithm 2.
We use the parameters t = 5, µ = 0.5 and stop the
algorithm after 100 iterations. We repeatedly run
the algorithm 100 times with different initial condi-
tions, then save the factorization that has the smallest
residual error. Figure 3 displays a plot of the rela-
tive residuals for the min-plus factorization, given by
‖D − F ⊗ FT ‖F /‖D‖F , as well as for the truncated
SVD as a comparison. In this example the truncated
SVD has a smaller error for intermediate values of the
rank, but for very small or very large ranks the residu-
als are nearly identical. It is not clear yet, whether the
better performance of SVD for intermediate values is
due to the data having a closer classical linear structure
or Algorithm 2 falling to find a good minimizer.
A major advantage of the min-plus low-rank factor-
ization over truncated SVD is the interpretability of
the factors. We can think of the columns of F as rep-
resenting neighborhoods or waypoints. If fik is small
then dolphin i is close to neighborhood k, and there-
fore dolphin i will be close to any other dolphin that is
also close to neighborhood k. Otherwise if fik is large
then dolphin i is far from neighborhood k and will
not be close to any dolphin that is close to neighbor-
hood k, unless they share some other mutually close
neighborhood.
Just as in PCA, the rows of F can be thought of as
latent factors that parametrize the rows of D. Equiva-
lently, the ith row Fi· encapsulates information about
dolphin i’s position in the network, so we can study
the structure of the network by examining {Fi· : i =
1, . . . , n}, which is simply a scattering of points in R3.
Figure 4 displays the dolphin social graph as well as the
rows of F . Note that we have plotted the reciprocals of
the entries in F , so that a large value of 1/fik indicates
that dolphin i is close to neighborhood k. The dolphins
have then been color coded according to their closest
neighborhood. Comparing the network to the scatter-
ing of points, it is clear that the min-plus factorization
has captured the predominant structure of the graph.
3.0.1 Comparison with non-negative matrix fac-
torization
Non-negative matrix factorization (NNMF) is a pop-
ular technique for community detection, which can
be interpreted as the maximum a posteriori estimate
for the inverse problem of inferring a stochastic block
model to explain the network structure. Like min-plus
low rank approximation, a low rank approximate non-
negative matrix factorization tends to result in a larger
residual that a truncated SVD of the same rank but
is preferred in some situations becuase of the better
interpretability of the factors. Figure 3 displays a plot
of the relative residuals for the truncated SVD and non-
negative matrix factorizations of A as a function of
rank. A fundamental difference between the NNMF
approach and our min-plus low rank matrix approx-
imation, is that the NNMF is applied directly to the
adjacency matrix A, whilst our approach is to factorize
the distance matrix D. This means that our method is
sensitive to the indirect connections between vertices,
which NNMF is oblivious to. In some cases these con-
nections may not be of interest, in which case NNMF
is a good choice. However, in many applications such
connections are extremely important. Suppose for ex-
ample that a message or contagion was spread through
the network, then the distances between non-directly
connected dolphins would need to be taken into ac-
count.
4 Conclusion
We have introduced min-plus low rank matrix approxi-
mation. The small example in Section 3 demonstrates
that min-plus low rank matrix approximation is able
to detect and express predominant networks struc-
ture in a novel way that could be useful in a range of
fields. In further work we hope to develop some useful
techniques based on min-plus low rank approximation
aimed at specific network analysis applications.
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Figure 3: Comparison of residual errors for approximate factorization. Left: D, Right: A.
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Figure 4: Left: Dolphin social graph, Right: Min-plus latent factors.
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