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C H A P T E R I 
INTRODUCTION 
The concept of intermolecular forces, and consequently that of an inter-
molecular potential energy function, is an extremely important and fruitful one 
in physics and chemistry. Indeed, the mere notion of interactions between 
molecules may be considered a natural corollary to the molecular theory of 
matter. The ultimate aim of molecular science is to make the fundamental con-
nection between the macroscopic properties of matter and the properties of the 
constituent molecules, including their mutual interactions. 
In this thesis we do not consider the interactions which lead to chemical 
transformations. We rather study the attractive and repulsive interactions 
between chemically non-bonding molecules, sometimes referred to as Van der 
Waals interactions. A detailed knowledge of these interactions is needed to 
account for the existence of condensed phases and phase-transitions, to de-
scribe lattice vibrations in molecular solids, to explain the structures of 
biopolymers, and for many other physical and chemical phenomena. 
When Van der Waals introduced his famous equation of state for a non-ideal 
gas in 1873, the origins of intermolecular forces were still unknown. Some six-
ty years later, after the development of quantum mechanics, it was shown that 
these forces are all of Coulombic origin. The pioneering work of London 
around 1930 initiated an ambitious program, namely the quantum mechanical com-
putation of the intermolecular potential energy function in Van der Waals di-
mers. This appeared to be a very difficult problem. Indeed, as Margenau and 
Kestner write in the second edition of their book on intermolecular forces 
(1971): "The details are complicated and involve in most instances resort to 
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computers." Today experimentalists and quantum chemists have come to an agree­
ment about the interatomic potential between two helium atoms. But the invest­
ment in computer time for the calculation of the interactions between more 
complex systems is enormous, and the results are still not completely estab­
lished even for (H.)-, for instance. The main source of problems in quantum 
mechanical calculations is the fact that the interaction energies involved are 
very small compared to the total energy of the dimer. Therefore an exceptional­
ly high accuracy has to be attained in such calculations, which raises many 
technical difficulties. 
The complexity of the calculations has stimulated the construction of a 
host of parametrized model potentials with various forms, each one generally 
reproducing a restricted class of experimental data. Very often approximate 
quantum mechanical calculations are used to identify the important terms in an 
intermolecular potential, thus indicating how a successful model potential may 
be constructed. Furthermore, computational results can help in the interpreta­
tion of various experiments in molecular physics. In particular anisotropic 
interactions and contributions from higher multipole components in the interac­
tions are important in this respect, as such interactions are not amenable to 
experiments in general. Conversely, experimental results can serve as a check 
on the accuracy of calculations. Thus a very useful collaboration between 
theory and experiment exists in this field. 
As alluded to in the foregoing, quantum mechanical studies of intermolec­
ular interactions are mostly focusnd on dimers. Three-body interactions are 
often neglected, as they are unimportant in most cases. The intermolecular 
potential energy is then a function of the intermolecular distance and the 
orientation of both molecules in the dimer. Ί'-'.s concept of an intermolecular 
potential surface is actually based on the Born-Oppenheimer approximation. 
This approximation implies that one decouples the motions of nuclei and elee-
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trons, and the relatively slow moving nuclei are considered to move in an 
effective electronic potential. This is a very important simplification of the 
problem, because it leads to velocity-independent intermolecular potentials. 
The Van der Waals dimer has some equilibrium structure, in which repulsive 
and attractive forces balance exactly. For shorter distances or other orienta-
tions the repulsive forces increase steeply due to exchange repulsions between 
the overlapping molecular charge clouds. The isotropic potential, obtained by 
averaging over all possible orientations of the monomers, always leads to at-
traction at long range (except, of course, for electrostatic repulsions between 
ionic species). This attraction is caused by an intermolecular correlation in 
the motion of the electrons. Therefore, this attraction is not found by an 
independent-particle (Hartree-Fock) calculation of the dimer energy. 
The calculation of the long-range potential energy function has received 
much attention because of several reasons. In the first place it obviously is 
an important part of every intermolecular potential. For example, the electro-
static components are responsible for long-range effects in crystal structures. 
Secondly, the long-range part is easier to calculate than the repulsive part 
in principle, as will be explained below. A third reason is the intimate connec-
tion which exists between long-range interactions in dimers and the linear 
response properties of the constituent monomers. 
Perhaps the most efficient way to compute long-range interactions is by 
means of perturbation theory, in which case the perturbation operator is the 
sum of the intermolecular electron-electron, electron-nucleus, and nucleus-
nucleus Coulomb interactions. In the limit of large intermolecular separations 
a good approximation is the complete neglect of overlap between the two molec-
ular charge clouds. Thus both monomers retain their own identity, and one may 
expect that long-range interactions in this approximation can be expressed 
in terms of properties of the isolated monomers. This is indeed the case. The 
separation into two monomer problems is carried through by introducing a multi-
pole expansion for the intermolecular perturbation operator. This expansion is 
usually substituted into the expressions for the first and second order per-
turbation energies. Both expressions then obtain the form of a power series 
in 1/R, where R is the intermolecular distance. Calculations of the first and 
second order energies now reduce to the calculation of the expansion coeffi-
cients in these power series. These coefficients are traditionally called Van 
der Waals coefficients, and the formulas describing these coefficients show the 
expected separation into quantities pertaining to the isolated monomers only. 
It is obvious that this reduction to two separate monomer problems greatly sim-
plifies the quantum mechanical calculations of long-range interactions. In 
this approximation each monomer within a Van der Waals dimer is placed in a 
superposition of static and time-dependent electric multipole fields origina-
ting from the other monomer. Therefore long-range forces in this approximation 
of zero overlap may be studied by considering an isolated molecule placed in an 
electric field. 
The first order interaction energy can be identified as the result of elec-
trostatic interactions, depending on the permanent multipole moments of the 
monomers. The second order energy contains two distinct contributions which 
always give attraction. The first one is the induction energy, which accounts 
for the attractive interaction between the permanent multipole moments on one 
dimer and the induced static moments on the other. Accordingly, this part of 
the second order energy depends on the permanent multipole moments and the 
static multipole polarizabilities of the monomers. The other contribution to 
the second order energy has no classical analogue and can be explained only by 
the use of quantum mechanics. It depends on the frequency-dependent or dynamic 
multipole polarizabilities of both monomers, and has been named dispersion 
energy by London because of the relation with the dispersion of light by 
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matter. Consequently, with the knowledge of the permanent multipole moments 
and dynamic multipole polarizabilities (including the static polarizabilities 
as a special case) for both monomers we can compute the first and second 
order long-range interactions in a Van der Waals dimer. 
Of course, for intermolecular separations close to the Van der Waals mini-
mum the approximation of zero-overlap breaks down, and the multipole expansion 
of the perturbation operator is no longer valid. Usually a multipole expanded 
long-range interaction is multiplied by some damping function, which effec-
tively accounts for the penetration of the charge clouds at short distances. 
Such a damped long-range interaction may be added to a computed repulsive 
interaction for short distances to yield a whole-range intermolecular potential. 
It should be noted that if we average the long-range interaction potential 
over all possible orientations of both monomers, the only surviving contribu-
tions for neutral, i.e. non-ionic molecules, are the second order induction 
and dispersion interactions. Therefore, the long-range isotropic potential is 
always attractive. Moreover, the dispersion forces are the only long-range 
forces if the monomers do not possess permanent multipole moments. For non-polar 
monomers, that is, monomers without a large dipole moment, the induction forces 
in Van der Waals dimers usually are negligible compared to electrostatic and 
dispersion forces. 
This thesis contains a series of papers on the ab initio calculation of 
long-range interactions in Van der Waals dimers, employing the multipole 
expansion in second order perturbation theory. By 'ab initio we mean in this 
context that no experimental data are used, and that all matrix elements 
arising in the quantum mechanical procedures are computed exactly. In parti-
cular, we are interested in the systematic calculation of intramolecular 
correlation effects on long-range interactions. As we have seen that disper-
sion interactions arise from intermolecular correlation effects, the contents 
of this thesis may be summarized as a study of electron correlation in Van der 
Waals dimers at large intermolecular distances. 
Our approach to the problem of long-range interactions is in all cases 
the ab initio evaluation of the dynamic multipole polarizabilities for a 
number of monomers. In this way the Van der Waals interaction coefficients can 
be calculated for all possible dimers which may be constructed from the mono-
mers that were studied. There is some semi-empirical information concerning 
the dipole-dipole dispersion interactions in several dimers, but these data 
always relate to the dominating and isotropic interactions only. We consider 
in this thesis both anisotropic interactions and higher multipole components 
of the long-range interaction (e.g. quadrupole and octupole interactions). 
This information is very valuable because of the complete lack of experimental 
data for these interactions. Existing experimental results are used whenever 
possible to assess the accuracy of the calculations. 
Special attention is paid to two problems, which are interrelated. In the 
first place the large size of the atomic orbital basis sets, which are needed 
for a proper description of the molecular multipole polarizabilities, generates 
a large number of molecular states, even in an independent-particle model. The 
polarizabilities depend on the complete spectrum of the molecule, so all ex-
citation energies and transition moments are needed. In particular the contri-
butions to the polarizabilities which originate from the continuum part of 
the spectrum are very important. They are even dominant for the quadrupole and 
octupole polarizabilities. This means that we cannot approximate the exact 
results to any reasonable accuracy by finding just a few of the exact solutions 
to the molecular eigenvalue problem. As the complete solution of a generalize^ 
3 
eigenvalue problem of dimensions in the order of 10 or larger is out of the 
question, we have to find a method to approximate the complete spectrum with 
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the help of only a few transitions. In this thesis an algorithm is developed 
and applied which leads to the construction of so-called effective multipole 
spectra. These extremely short spectra give a very accurate description of 
dynamic multipole properties and lead to the same numerical results which 
would have been obtained by an exact solution of the large eigenvalue problem. 
The replacement of the very large discrete spectra by much smaller ones can 
be looked upon as a kind of data smoothing. 
The effective-state algorithm is presented in a way that stresses its 
relation to quantum chemical concepts such as outer projection techniques. It 
also is related to several well-known mathematical approximation techniques. 
In particular we discuss its relation to the method of Fade approximants, of 
which it forms a generalization. Several elaborate time-dependent coupled 
Hartree-Fock calculations serve to illustrate the performance of the compu-
tational scheme. 
A second problem is the calculation of correlation contributions to 
dynamic multipole polarizabilities. In the past few years considerable progress 
has been made in the very accurate calculation of static dipole polarizabili-
ties by means of finite field methods, but there has not been any serious 
attempt to calculate systematically the correlation effects on dynamic proper-
ties. The reason for this situation probably is that finite field techniques 
are not applicable in the case of frequency-dependent properties. For multipole 
properties higher than the dipole ones the state of the art is even less far 
advanced. 
We present a perturbative Configuration Interaction scheme for the calcu-
lation of dynamic second order properties, including the effects of intramolec-
ular correlation. The limitations of this scheme are discussed, and clear 
indications are presented for possible improvements. The time-dependent 
coupled Hartree-Fock calculations serve both as the correct independent-par-
θ 
tide standard and as an investigation of the properties of the effective spec­
tra. In the Configuration Interaction calculations the number of states is in 
4 . . . . 
the order of 10 , and therefore the effective-state algorithm is indispensible 
here. 
The main computational effort in the ab initio calculations reported in 
2 5 this thesis is the solution of large (10 -10 ) systems of inhomogeneous linear 
equations. Therefore a separate chapter is devoted to the choice of an itera­
tive algorithm for the solution of such systems, and to special techniques to 
speed up the convergence of such algorithms. The central role of highly specia­
lized algorithms in this thesis illustrates how quantum chemists may exploit 
the specific mathematical structure of their problems in order to utilize the 
increasing powerful resources of modern digital computers. 
Conjugate Gradient Method for the Solution of Linear 
Equations: 
Application to Molecular Electronic Structure Calculations 
P. E. S. WORMER AND F. VlSSER 
Institute of Theoretical Chemistry, 
University of Nijmegen, 6525 ED Nijmegen, The Netherlands 
AND 
J. PALDUS* 
Department of Applied Mathematics. 
University of Waterloo, Waterloo, Ontario, Canada N2L 3GI 
Received December 29, 1981 
We have studied two recent computational methods for the solution ol' large systems of 
linear equations such as they arise in molecular calculations. (J. A Pople et al. Int. J. 
Quantum Chem., Symp. 13 (1979), 225; G. D. Purvis and R. J. Bartlett, J. Chem. Phys. 75 
(1981), 1284). It is proved that both methods are difTerent versions of the conjugate gradient 
method We draw some conclusions regarding the relative merits of these algorithms from the 
solution of a physical 7271-dimensional linear system, pertaining to the electron correlation 
in the CO molecule. 
1. INTRODUCTION 
The approximation procedures most often exploited in quantum mechanical 
calculations of the electronic structure of atoms and molecules are based on the 
variation principle. With the usual linear expansion of the trial wavefunction 
(Rayleigh-Ritz variational approach), defined in some finite-dimensional function 
space, the basic numerical procedure required by these approaches is the matrix 
eigenvalue problem. In methods based on the independent particle model (e.g., the 
SCF-MO-LCAO procedure), the dimensionality of the matrices to be diagonalized is 
not very large (usually less than 2 to 3 X 102), but a large number of eigenvalues and 
correponding eigenvectors is required, while in correlation approaches (e.g., the 
configuration interaction method), the dimensionality can be very large (typically 
103-105), while only one or a few eigenvectors associated with the lowest lying eigen-
* Also at Guelph-Waterloo Center for Graduate Work in Chemistry. Waterloo Campus, and 
Department of Chemistry. University of Waterloo. Canada. 
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values are needed. Efficient computer programs have been developed for both types of 
problem [1,2]. (For a brief review, see, e.g., [3]). Particularly for the more 
demanding problems of the second type, several efficient methods exploiting the 
sparseness or the specific structure of the matrices, are now available. Incidentally, 
many of these methods are explicitly or implicitly based on Krylov sequences A"r0, 
η = 0, 1, 2,..., where r0 is some starting vector and A is, or is closely related to, the 
Hamilton matrix in the expansion basis. 
Of more recent date are quantum mechanical approximation procedures which 
employ wavefunctions defined as an exponential operator acting on a known 
reference function. The wavefunction parameters, to be determined variationally or 
otherwise, are contained in the exponent. In contrast to the Rayleigh-Ritz approach, 
these exponential methods require the solution of systems of nonlinear equations. 
Usually the solutions are sought by a first-order Newton-Raphson procedure [4], 
entailing the repeated solution of sets of inhomogeneous linear equations. 
The exponential ansatz for the wavefunction can be made on the orbital (one-
electron) level. To that end, one transforms a given set of orbitals by a unitary matrix 
U, and uses the canonical coordinates |5] of U as the parameters to be determined. 
(Recall that the canonical coordinates of U, expressed as a matrix, appear in the 
exponent). This orbital ansatz has been used to formulate the generalized Brillouin 
theorem [6], a super-CI multiconfiguration self-consistent field (MCSCF) approach 
[7] and several quadratically convergent MCSCF approaches [8-131. One-
configuration SCF can also be formulated in this manner [14]. 
An exponential N-electron operator acting on an JV-electron reference state is the 
point of departure of the so-called coupled cluster approaches to the correlation 
problem [15]. They can be regarded as a special recursive formulation of infinite 
order perturbation theory. When only pair clusters are considered, one obtains a 
system of quadratic equations, which characterizes the coupled-pair many-electron 
theory (CPMET). A convenient starting point for the solution of these quadratic 
equations is the solution of the corresponding linear problem, obtained by neglecting 
the bilinear terms. This approximation to CPMET (the linear or L-CPMET) is of 
considerable interest in its own right, both because of its physical significance and 
because of its proximity to the full CPMET result in most cases (cf., e.g., [16 and 
17]). The relationship of the L-CPMET with the corresponding variational approach 
(SD-CI, singly- and doubly-excited configuration interaction) has been recently 
studied in considerable detail [18]. This comparison also indicated the suitability of 
certain numerical procedures, namely, of the conjugate direction methods [19], for 
the solution of the linear L-CPMET equations. Since these methods also exploit 
Krylov-type sequences, the basic computational step needed is identical to that 
required in many of the iterative diagonalization algorithms mentioned above. 
Another class of quantum mechanical approximation procedures requiring the 
solution of linear equations is formed by those based on perturbation theory. Here, 
too, one can distinguish methods which operate on the orbital level and those which 
act on the iV-electron level. The former are the coupled Hartree-Fock methods [20], 
which can be cast in such a form that the solution of a (large) set of linear equations 
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is required (21 J. The coupled time dependent Hartree-Fock method also requires the 
solution of linear equations [22, 23] On the N electron level, perturbation theory has 
been applied to the calculation of correlated second-order properties, such as nuclear 
spin spin coupling [24, 25) and electric polanzabihties [26, 27J 
The solution of linear systems of small dimensionality is best carried out by Gauss 
elimination for arbitrary matrices or Cholesky decomposition for symmetric, definite 
matrices [4] These approaches become unsuitable, however, for large (even sparse) 
systems, whose coefficient matrix cannot be kept in fast store In such a case. 
iterative algorithms, which require only one or a few matrix elements at a time in 
core and converge reasonably fast (half a dozen to a dozen iterations), are preferable 
The best known and the simplest iterative algorithms are those of Jacobi and Gauss 
and Seidel [28] Unfortunately, their convergence is often too slow (more than 20 
iterations to achieve a 4 to 5 digit accuracy) and sometimes divergence may even 
occur Their convergence characteristics can often be significantly improved using 
Fade approximants [27] 
The desirability of having at one's disposal algorithms comparable in efficiency to 
the large matrix diagonalization procedures led recently to the formulation of two 
new iterative procedures [21, 29] The method of Pople, Knshnan, Schlegel, and 
Binkley [21] has been formulated for coupled Hartree-Fock theory and successfully 
applied in Newton-Raphson MCSCF [13] and CI perturbation theory [261 The very 
recent method of Purvis and Bartlett [29] has been exploited in coupled cluster type 
calculations We will show in this paper that both these methods are in fact dilTerent 
variants of the conjugate gradient method of Hestenes and Stiefel [30] 
In view of the importance of these algorithms in calculations of correlated energies 
and molecular properties, as indicated above, we shall present a brief outline of the 
conjugate gradient algorithm This is also necessary to reveal the equivalence of the 
above mentioned methods [21,29] with the conjugate gradient method The outline 
differs considerably from the usual ones found in the numerical analysis literature 
[19, 28, 31 ], but is akin to the treatment of Parlett [2] 
We shall illustrate the convergence characteristics of the standard and a precon 
ditioned form of the conjugate gradient algorithm in the case of the L CPMET 
equations (dimension 7271) for the carbon monoxide molecule This will indicate that 
the preconditioned conjugate gradient algorithm is at least as effective as the 
diagonalization algorithms in the related SD-CI approach 
II THE CONJUGATE GRADIENT METHOD 
In this section, the conjugate gradient method will be formulated in a manner 
convenient for expounding its relationship with the method of Pople et al [211. and 
Purvis and Bartlett [29] The derivations in this section are algebraically oriented, in 
Appendix II a geometric exposition of the conjugate gradient method is given 
We consider a real /7-dimensional inner product space Vn and a positive definite 
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and symmetric linear operator A on this space. (In practice, A is usually defined by 
its matrix A with respect to a given basis). The problem to be solved is 
Λ|*> = |λ>, (l) 
where |Λ) is a known vector. This problem is equivalent to finding the minimum point 
of the quadratic functional 
^[.ν]:=Κ*|Λ|*>-<*|Α). (2) 
To show this, we first observe that the gradient of F\x] is given by 
|VF[*|> = ¿ |*>- |A>, (3) 
and hence that the solution |JC0) of Eq. (1) is a stationary point of F|jf|. Expanding 
F\x\ in a Taylor series around \x0) we get 
F[x)=F[x0} + \(X-Xo\A\x-x0). (4) 
Since A is positive definite, this equation shows that F[x] attains its minimum if and 
only if |jr) = |x0>. 
The conjugate gradient method proceeds by constructing a sequence of i-
dimensional planes Π,, i= 1,..., к < η 
Я . с ^ с . с Я . д И , , , (5) 
and by minimizing F\x) on these planes successively. See Appendix I for the 
definition of a plane. Denoting the minimum point of F\x\ on П, by \xl „,), we define 
the (/ + 1 )th residual vector by 
l'-,
 + .>:=-|^k + I]> = -i4 |x / + 1 > + |A>. (6) 
Below, we shall prove that the residual vectors form an orthogonal, though unnor-
malized, set. This fact suggests that we generate П
к
 by the set {1^)1/= \,...,k\ (cf. 
Appendix I), which indeed is the choice made in the conjugate gradient method. 
Accordingly the conjugate gradient method can be described thus: Choose I*,) and 
* compute | r ,) by Eq. (6). Minimize F\x\ on the one-dimensional plane 77, spanned by 
| r ,) and passing through |jr,). This yields an improved minimum point |.т3). Calculate | r 2 ) by Eq. (6) and minimize F\x\ on Я 2 , spanned by Ir,) and \гг) and passing 
through I*,) and |jr2); etc. This algorithm must necessarily end in at most η cycles, 
as minimization of F\x\ on П
П
=
 П
 gives the exact solution. Usually one has 
(rA I r*) ~ 0 for certain к 4 η. In that case, the point \xk) is a good approximation to 
the exact solution |x0), as follows from comparing Eqs. (1) and (6), and we may end 
the algorithm after к steps. 
13 
Consider now the problem of minimizing F\x] on a plane П
к
. We will see that this 
problem is equivalent to solving a projected set of к linear equations. 
We define a projector Ok onto Пк (cf. Appendix I) as 
Ok := Σ ^ , (7) 
where the Ir,) are orthogonal. Further we define the outer projection A{k) of A [32] as 
A<»:=OtAOt. (8) 
In matrix formulation /4<*) is represented by а к χ к matrix. 
A point |jf> in the plane П
к
 satisfies the equation (Eq. (A3) of Appendix I) 
|*) = |*,> + 0J*>. (9) 
where 
!*,>:= ( 1 - 0 * ) I*,)· (10) 
At this stage, I*,) may be any fixed point in П
к
, but we take it to be the /th minimum 
point, / < k. Substituting Eq. (9) into F and invoking the selfadjointness of Ok gives 
F\x\ = i<*,| A I*,) + <x| OkA J*,) + \(x\ OkAOk \x) - <*,|A> - <x| Ok \h). (11) 
The gradient of F at the point |x) is 
\VF\x\ >=AM \x) + <V1(1 - Ok)\x,) -Ok\h) 
= A«\\x)-\xl)) + Ok{A\xù-\h)) 
= ^
,
*
) (1*>-|*/»-к,>, х€.П
к
. (12) 
So a stationary point \xkJrC) is obtained by solving 
¿" ' ( I * * * . ) - ! * /» = !'•/) (13) 
for arbitrary /, /</c. Since A{k) is positive definite, just as is A, the stationary point 
\xk+i) is a minimum point of F\x\ on П
к
. Equation (13) states that |г
л +,) is 
orthogonal to П
к
. In order to see this, we rewrite the left-hand side of the equation, 
using Eq. (6), 
О
к
А{\х
к
„) - J*,» = 0*(|г,) - |г 4 +,» = Ir,) - 0 4 |r t +,). (14) 
Hence, invoking Eq. (13), 
OJr*+I> = 0 (15) 
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if and only if \xk+i) is a minimum point of F[x]. Equation (15) shows that | r t + l ) is 
orthogonal to П
к
 and in particular to its basis Ir,), |r2),..., \rk). By the principle of 
mathematical induction, it then follows that the set of residual vectors is orthogonal. 
We would like to stress that a projection operator is independent of the choice of 
basis. So in another basis, an equation equivalent to Eq. (13) must be solved. In the 
next section a basis will be introduced which enables an analytic solution of Eq. (13). 
III. THE RECURSIVE FORMULATION OF THE CONJUGATE GRADIENT METHOD 
In this section, the usual recursion relations [19, 28, 31] of the conjugate gradient 
method will be derived by solving the projected linear equations, Eq. (13), 
analytically. We consider two consecutive minimum points and define the difference 
vector 
Ι?*>Η**+ι>-!**>· (16) 
Thus, if we take l=k in Eq. (13), the equation determining the minimum point 
| j r A t ,) of F\x} on the plane Пк takes the form 
AM\qk) = \rk). (17) 
By projection with |<7y) £ Я,, j < k, we obtain 
(QJ\A\qk)=(qJ\rk) = ôJk(qk\rk), (18) 
where the last equality follows from \rk) being orthogonal to Л,. Equation (18) 
expresses the fact that the vectors ¡q,) are Α-conjugate (or briefly: conjugate), i.e., 
they are orthogonal in the /4-metric. Clearly, an /1-conjugate set is linearly 
independent, as A is symmetric and definite. 
In order to solve Eq. (17), we make the induction step from П
к
 , to П
к
 and 
assume that the plane П
к
 is spanned by 
И«/)} :={І?,>.І9і> 1-7*-,), к*», (19) 
where the first k—\ vectors span П
к
_1. The outer projection Λ'*' of A will be 
defined in terms of this nonorthogonal basis. Consider the operator 
И ' * ' ) - ' ^ V |
Ні
> <и,І. (20) 
I.J=\ 
where A J 1 is the (i,j) element of the inverse of the matrix {u,\A \u¡). It is easily 
shown that 
A{k){Aik))-' = Ok. (21) 
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Hence Eq. (17) can be written thus 
|9*>= Σ \и,)А-\и,\г
к
)=(г
к
\г
к
) 
i . J = l 
k*>^ *V+ Ϊ k,)^ ,"*1 (22) 
Here we have used that \rk) is orthogonal to IIk_i, as has been shown in Section II, 
Eq. (15). In order to obtain explicit expressions for Ajk\j= 1,..., k, we project. First 
project with {rk\·, this yields 
Акк
Х
 = {Гк\Чк)І(Гк\Гк)2· 
Secondly, we project with {q^A,] < k, yielding 
0 = <<7,μ |/ч)<г,ы/<г,к>2 + (4Ι\Λ \я,)А;к\ 
Using 
{QJ\ А\Гк)= {rj - r,+, |r t> = -δ]+ uk{rk\rk), 
we obtain 
{Гк\Як) Î (rMk) 
Ajk —Vj+l.k (<1к-1\Л\Як-^(гк\гк) = ^ + 1 . * ('•jt-ikik-iXrJ'·*)' 
Hence 
l?*> = <'-*k*>l<''*k*>"1 !'•*> + < V i k * - . ) " 1 ! ? * - , ) ] , 
(23) 
(24) 
(25) 
(26) 
(27) 
which is the solution of projected linear equation (17). In order to obtain a 
computationally feasible recursion relation, we note that Eq. (27) is invariant under a 
renormalization of the vectors ¡q,) and we substitute 
and require 
(',{',) = (r.lp,), 1 = 1 *. 
This gives for the normalization constant 
ak=(rk\rk)/(pk\A\pk). 
We finally arrive at 
IPA> = I ' - * > + K ' - J ' 4 > / < ' V I I P * - . > ] I / ' * ,)· 
The definition of \qk_i), Eq. (16), together with Eq. (28) gives 
\Xk) = \xk-i) + ak-i\Pk-i)> 
(28) 
(29) 
(30) 
( з і ; 
(32) 
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from which follows for the residual vectors the relation 
k*> = l ' -*- i>-o*-^lp*- i>· 0 3 ) 
The recursion relations (30)-(33) give the conjugate gradient in its usual formulation. 
The recursion is started by guessing the first minimum point I*,), calculating Ir,) by 
its defining equation (6), and using |p 1 ) = | r l ) . (This equality follows from the fact 
that both vectors belong to the plane Я, together with normalization condition (29)). 
The iteration ends when the norm of \rk) becomes smaller than a specified threshold. 
To conclude this section, we want to point out that the conjugate gradient method 
is often described as a line search method [19,31]. See Appendix II for a brief 
discussion of the method from this point of view. This is possible by virtue of Eq. 
(32), which in fact shows that the minimum point \xk) of F[x] on the plane Пк_1 lies 
on a line through \xk_l) in the direction \pk_l). So, if one would know \pk_i), one 
would have to minimize F[x] only on this line (one-dimensional plane), instead of on 
the к — dimensional plane П
к
. It is easily checked that this one-dimensional 
minimization of F[x] yields indeed the value in Eq. (30) for a ^ , . Alternatively, ak_i 
can be obtained by writing the outer projection Л ' * - " of A in the basis fl/J,); 
/ = 1,..., к — 1 (, which gives A{k~u a diagonal form. Then, of course, Eq. (13) or (17) 
can be solved quite easily and again the same value for ak_] results. 
The basic problem, however, is the determination of |p*_i), conjugate to the 
preceding vectors \pl). In this section, we have obtained \pk_i) by solution of 
projected equation (17), expressed in the mixed basis (19), but other routes are 
possible. For instance, a Gram-Schmidt orthogonalization (with A as the metric) of 
\rk_i) onto \pi),—,\Pk-i) a ' s o yields \pk_i) (33]. This process is equivalent to a 
solution of Eq. (17) by a Cholesky decomposition of A{k~u, whereas the procedure 
employed in this section may be best described as an escalator-type method [34]. 
IV. A COMPARISON OF POPLE'S METHOD AND THE 
CONJUGATE GRADIENT METHOD 
In this section, the relationship between the method of Pople et al. [21] and the 
conjugate gradient method will be discussed. Before we do this, we show that we may 
construct the residual vectors {\rl)\ i= 1 k\, spanning the plane Пк, by a Gram-
Schmidt process with the unit matrix as the metric. (More precisely, it is the space Vk 
parallel to П
к
 which is spanned by (|r()(. See Appendix I.) Consider | r A t , ) , which is 
normal to П
к
, and let Ok be the projector onto this plane (cf. Eq. (7)). Then 
\rk+ù = ^-Ok)\rk+ì) = {\-Ok)\\rk)-akA\pk)) 
= -ak(\-Ok)A[\rk) + ((rk\pk)l{rk_l\pk_,))\pk_ì)} 
= -ak(\-Ok)A\rk). (34) 
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We have consecutively used the fact that |rA) lies in Пк, recursion relation (31), and 
the fact that A\pk_l) lies in Пк, as follows directly from Eq. (33). If we write Ok in 
the basis (Ir,)} and insert it into the final expression, Eq. (34), we see that, apart from 
the multiplicative constant — ak, the vector | r t + 1 ) can be obtained by a Gram-
Schmidt orthogonalization of A \rk) onto |r,),..., (г,,). This, in turn, shows that the 
Krylov sequence 
Wr^AV^A^rX^A^r,)) (35) 
also spans П
к+1. Hence the basis of residual vectors is in fact a Lanczos basis [2] of 
П
к
+1. The Krylov sequence, Eq. (35), represents a nonorthogonal basis for the plane. 
Consequently, the direct use of the Krylov sequence is not as convenient as is the use 
of the residual vectors. 
Parenthetically, it is worthwhile to recall that sequence (35) can have at most v(A) 
linearly independent members, where v(A) is the number of distinct eigenvalues of A 
(the degree of the minimal polynomial of A). This means that the conjugate gradient 
method terminates after at most v(A) steps. Clearly, v(A) is less than or equal to и, 
where η is the dimension of our problem. 
Pople et al. [211 partition the operator A by defining 
À:=(l-A) (36) 
and use Â, rather than A, in constructing a Krylov sequence. Furthermore, they do 
not use this sequence directly but Gram-Schmidt orthogonalize it. Therefore, their 
basis for П
к + , , к > 1 is obtained by 
1 < А + 1 > : = ( 1 - О А ) Л | ' Л (37) 
where 
* I',)(', ι 
and {|/,) | is an orthogonal and unnormalized set. As a starting vector, they choose 
|r,) = |A), which corresponds to the choice \xt) = 0 in the conjugate gradient method. 
(This means that all planes Я,,..., П
к
 pass through the origin of V
n
 and are thus iden­
tical to the linear subspaces K, of V„, defined in Appendix I). Using mathematical 
induction we shall prove that 
|í() = íI.|r/), / > l f (39) 
where (г,) is the residual vector defined in Eq. (6) and ξ
ί
 is a constant yet to be deter­
mined. Assuming that (39) holds for /'= l,...,k, we have 
Ok = Qk, (40) 
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where the projector 0k has been defined in Eq. (7). Thus, 
\tlt+,) = ikil-Ok)A\rt) = ^k{l-Ot)(l-A)\rt) = ^k(l-Ok)A\rk) 
= «*/a*)k*
 + I>. (41) 
Here we have used the fact that (1 - Ok)\rk) vanishes, and have invoked Eq. (34). 
Hence 
¿*+1 = £*/<**· (42) 
Using i, = 1, we find 
ί*+. = ( Γ Κ ) '. k > L ( 4 3) 
This shows that the Lanczos-type basis employed in (21] is essentially a basis of 
residual vectors (gradients of the functional F\x]). This, of course, implies, that the 
sequences of subspaces, generated in both methods, are identical. 
The sequence of minimum points \xk) may be found by solving projected equations 
(13). Pople et al. choose / = 1 and hence solve 
Aw\xk+i) = Ok\h) (44) 
for к = 1, 2,..., successively. 
This finally shows that the method of [21] is equivalent to the conjugate gradient 
method with |дс
І
) = 0. That is, the sequence of solution vectors |jct) is identical in 
both methods. The manner, however, in which the minimum points are obtained in 
practice differs considerably. 
V. A COMPARISON OF THE METHOD OF PURVIS AND BARTLETT 
AND THE CONJUGATE GRADIENT METHOD 
In this section, we shall show that the recent method of Purvis and Bartlett [29] for 
the solution of large sets of inhomogeneous linear equations is equivalent to a precon­
ditioned conjugate gradient method. 
Because we shall precondition linear problem (1) by the diagonal part of the 
matrix of A in a given basis, it is convenient to use matrix (i.e., basis dependent) 
notation in this section. We thus consider 
A x - h = 0 (45) 
and write 
A = D + Δ, (46) 
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where D represents the diagonal part of A. The corresponding symmetrically precon-
ditoned problem takes the form 
B y - g = 0, (47) 
where 
B = D - | / 2 A D - 1 / 2 , (48) 
g = D - | / 2 h . (49) 
Instead of (45), we solve (47) by the conjugate gradient method. Once the solution y 
has been found we obtain χ via 
x = D- , / 2 y. (50) 
This type of preconditioning is advantageous when A (and therefore also B) is 
diagonally dominant. Since Eq. (48) shows that all the diagonal elements of В are 
unity, it then follows that all the eigenvalues of В cluster around this value. It has 
been pointed out in Section IV that the conjugate gradient method converges in one 
step if i'(B)= 1, i.e., if В has only one distinct eigenvalue. If the eigenvalues are all 
closely spaced around one eigenvalue, one may still expect good convergence [19]. 
The matrix В has the form 
B = l +D ' ^ A D ' 2 = 1 - B , (51) 
with 
B : = l - B . (52) 
We have seen in the beginning of Section IV that we can use a Krylov sequence 
(s 1,Bs 1,B 2s , \) (53) 
as a basis for the plane П
к+, onto which we want to project (47). Here s, is the first 
residual vector given by 
s . ^ - B y . + g , (54) 
where y, is a (guessed) starting vector. Rather than taking the Krylov sequence (53) 
directly as a basis, however, we introduce the following linear combinations: 
i i 1 + l : = ^ f i ' i „ i>0. (55) 
Clearly, {u,} is linearly independent whenever the Krylov sequence (53) is, since (55) 
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is a nonsingular transformation. Realizing that (55) is a geometric sequence, we may 
replace it by the following recursion relation: 
11,^=611, + $, (56) 
and 
11,=·,. (57) 
Clearly, both the Krylov sequence (53) and the set {u,} are nonorthogonal. Using the 
shorthand notation 
U*--(u«.U2.-,uA), (58) 
we can write the projector Ok onto Пк as follows [32]: 
O^U^UJUJ-'UJ, (59) 
where Τ designates the transpose. 
We shall now solve the matrix analogue of Eq. (13) for system (47). Choosing 
/ = 1, we get 
B ^ ' w ^ s , , (60) 
where 
w
*
:
= y * - n -Уі^П
к
. (61) 
Equation (60) is easily seen to be equivalent to 
U Ï B U ^ ^ U Î · , , (62) 
where 
z ^ O J j U J - ' U X , (63) 
i.e. zk represents w^ in the basis (u,}. 
Let us now rewrite recurrence relations (54), (56), and (57) in terms of the original 
matrix A using (46) and (51). For the first residual vector we get 
u l = s 1 = - D - 1 / 2 A D - 1 / 2 y 1 + D - 1 / 2 h = - D - | / 2 [ A x 1 - h ] = D- , / 2 r 1 , (64) 
where we have used definition (6) for r,. Recurrence relation (56) reads 
u I + 1 = - D - , / 2 A D - , / 2 u , + D- , / 2 r I . (65) 
Defining 
t , : = D - | / 2 u , , / > 1 . (66) 
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we find 
Ι , ^ - Ο - ' Ι Δ Ι , - Γ , ] , i>l. (67) 
It should be observed that recursive formula (67) has the same form as the recursion 
relation appearing in the Jacobi algorithm for the solution of linear equations [28]. In 
the case of original system (1), this relation would have the form 
χ , ^ - Ο - ' Ι Δ χ , - ΐ , ] . (68) 
In fact, (67) and (68) would be identical if we chose as a starting vector x, = 0, in 
which case r, = h. In the present formulation of the preconditioned conjugate gradient 
method, however, the Jacobi recursion relation is employed to generate a basis for the 
plane П
к
, and (an approximation to) the solution vector is obtained from Eq. (60) or 
(62), and not from (68). 
To facilitate the comparison with the method of Purvis and Bartlett, we also 
express (62) in terms of the original matrix A. To this end we define 
Т * : ^ , , ^ , . . . , ^ ) , (69) 
so that 
T, = D - ' / 2 U „ (70) 
by Eq. (66). We rewrite (62) as 
UÍD- ' / 2AD- 1 / 2U / lz, = UÍD- , / : ! r l , (71) 
or equivalently, 
Τ Ϊ Α Τ , Ϊ ^ Τ Ϊ Γ , . (72) 
Summarizing we may state that the conjugate gradient method applied to 
preconditioned problem (47) proceeds by generating a basis (t,) via the Jacobi-type 
iteration formula (67). The solution vector y t + , is found by solving (60), (62), or 
(72). From О*** = w* = Ukzk we find by (61 ), (63), and definition (59) of Ok that 
У * + і = У і + 1 *. (73) 
and by (50) and (70) that 
x* + i = X i + T *
z
* · ( 7 4 ) 
After having formulated the conjugate gradient method in this special manner, we 
can turn to the method of Purvis and Bartlett [29]. The relationship between the two 
methods is now completely transparent. Equation (67), defining the basis {t,}, 
becomes identical to [29, Eq. (7)], when we substitute r, = h , i.e., when we choose 
x, = y 1 = 0 as the starting vector. In that case, the reduced linear equation [29, 
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Eq. (8)] is identical to our Eq. (72). Note that once г
к
 has been determined from 
Eq. (72), the best approximation to the final solution is given in terms of the t, by Eq. 
(74). On this point we disagree with Purvis and Bartlett, who suggest in their Eq. 
(11) that it is necessary to do one more Jacobi iteration, of the type given in Eq. (67), 
in order to obtain a final solution from zk and {t,}. 
In this connection, it may be of interest to show that the L-CPMET (L-CCD) 
correlation energy is not affected by such an extra Jacobi iteration. Let Χμ, be the 
vector obtained from x* by a Jacobi iteration of the type given in Eq. (68). The 
L-CPMET energy, being the inner product of the solution x0 of the original linear 
equation (45) and the vector h [18], can be approximated with the aid of either of the 
two vectors. If we choose the zero vector as the starting vector, both vectors x^, and 
x* yield the same energy, namely, 
x ^ | h = { - D - | [ A x , - h ] ) T h = i - D - , | ( A - D ) x , - h ] } T h 
= x i h - [ D - " J ( A x , - h ) ] T ( D - , / 2 h ) 
= xjh + sj • s, =xjh, where sk = —Byk + g. (75) 
The last equality follows from the fact that the residual vectors s, are orthogonal. 
In a very similar manner it can be shown that at convergence the extra Jacobi 
iteration does not change the minimum point, i.e., s
m
 = 0 implies X|
ra
| = x
m
. So it 
follows that an extra Jacobi iteration is always unnecessary. 
In summary of this section, we may state that the Purvis-Bartlett method |29j 
yields a sequence of solution vectors which is identical to the corresponding sequence 
found in the conjugate gradient method, provided we precondition the linear equation 
by the diagonal part D of the original matrix A and choose the zero vector as our 
starting vector. 
VI. NUMERICAL EXAMPLE AND DISCUSSION 
In this section, we demonstrate the practical implications of the preceding sections 
by discussing the solution of the L-CPMET (or L-CCSD [29]) equations for the 
carbon monoxide molecule in its electronic ground state. Detailed information about 
the L-CPMET and its relation to configuration interaction on the basis of singles and 
doubles (SD-CI) is given in a recent paper [18]. That reference may also be 
consulted for the details concerning the restricted Hartree-Fock solution of the CO 
molecule. 
With the two core molecular orbitals kept doubly occupied, the SD-CI basis 
consists of 7272 spin-adapted states, including the ground state. A truncated basis 
was obtained by selecting the 224 configurations which give the largest interaction 
with the ground state. The results for the solution of the corresponding L-CPMET 
equations are given in Tables I and II, for the 7271- and 224-dimensional cases, 
respectively. The heading PCG denotes the results obtained by the preconditioned 
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TABLE I 
The Solution of the 7271-Dimensional L-CPMET Problem for the CO-Molecule 
Cycle 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
20 
30 
40 
И' 
0.15174(-
0.17182(-
0.26725(-
0.22715(-
0.16651 (-
0.11582(-
0.74678(-
0.61242(-
0.44115(-
— 
— 
— 
— 
-i) 
-2) 
-3) 
-4) 
-5) 
-6) 
-8) 
-9) 
-10) 
—£|CPMtT 
0.26141095 
0.27367654 
0.27531201 
0.27558497 
0.27560944 
0.27561117 
0.27561129 
0.27561130 
0.27561130 
— 
— 
— 
— 
ik l i 2 
0.16074(+1) 
0.76409(+0) 
0.65475(+0) 
0.15214(+0) 
0.21558(+0) 
0Л45Щ+0) 
0.89990(-l) 
0.72052(-l) 
0.48678(-l) 
0.26433(-l) 
0.40293(-2) 
0.54980(-3) 
0.26990(-4) 
^LCPMET 
0.17172940 
0.19721398 
0.22353196 
0.24330871 
0.25335067 
0.25826364 
0.26218252 
0.26473006 
0.26751638 
0.26913577 
0.27481841 
0.27552904 
0.27560674 
Jacobi 
—
^LCPMFT 
0.32117880 
0.24774589 
0.28744150 
0.26636685 
0.28152791 
0.27066924 
0.27942996 
0.27235942 
0.27830615 
0.27330394 
0.27512056 
0.27550503 
0.27558828 
TABLE II 
The Solution of a 224-Dimensional L-CPMET Problem for the CO-Molecule 
PCG CG 
Cycle 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
імг 
0.23075(-2) 
0.48063(-4) 
0.20222(-5) 
0.89477(-7) 
0.20056(-8) 
0.43196(-10) 
— 
— 
— 
— 
^LC P M H 
0.13603638 
0.13814484 
0.13820012 
0.13820240 
0.13820250 
0.13820250 
— 
— 
— 
— 
— 
ii < - I I -
0.13212(+0) 
0.70065(-l) 
0.11157(-1) 
0.34475(-2) 
0.90525( 3) 
0.21092(-3) 
0.70358(-4) 
0.15779(-4) 
0.40153(-5) 
0.1l784(-5) 
0.58750(-10) 
^ І С P N t h T 
0.10741826 
0.12125493 
0.13359453 
0.13676214 
0.13780054 
0.13810825 
0.13817674 
0.13819589 
0.13820064 
0.13820204 
0.13820250 
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conjugate gradient method, described in Section V, and CG stands for the conjugate 
gradient method applied to the L-CPMET equations directly. For the sake of 
comparison, results obtained by the Jacobi algorithm [28] are given also. These have 
been obtained by a program employing the Purvis-Bartlett method. Since the results 
of the Purvis-Bartlett method were an exact copy of the PCG results, we do not 
include them. It suffices to mention that rounding errors do not invalidate the theory 
of Section V. The results obtained by the preconditioned versions of the recursion 
relations (31)-(33) agreed in more than 10 digits with the results obtained by the 
numerical solution of the reduced linear equation (72). 
The norm of the residual vectors is given, as it is a natural convergence criterion 
for the conjugate gradient algorithm. It tends to zero in the limit of convergence. The 
L-CPMET energies are given to enable comparison with results of the Jacobi 
algorithm. 
Our first observation concerns the effect of the simple preconditioning discussed in 
Section V. It is seen to be very effective, in the large as well as in the small case. 
Second, we observe that without preconditioning the convergence is poor for the 
small system, and slow even in the case of the large system. The CG method 
performs only slightly better than the Jacobi method. 
An explanation can be found by considering the spectral radius of the coefficient 
matrices. The spectral radius of a matrix may be defined as the quotient of the largest 
and the smallest eigenvalue. This quantity is not far from unity if all eigenvalues 
cluster around one value. As we have seen in Section V, the preconditioned matrix В 
of Eq. (48) has this property. It can be shown [31] that the number of iterations 
needed in the conjugate gradient algorithm is to a good approximation proportional 
to the square root of the spectral radius of the coefficient matrix. This explains why 
preconditioning accelerates the conjugate gradient method and also why the small 
problem needs fewer cycles than the large problem. Because the configurations in the 
small basis were selected by an energy criterion, it follows that the corresponding 
spectral radius will be considerably smaller than for the matrix in the large, 
unselected basis. In fact, the spectral radii are 25 and 443, respectively, predicting the 
convergence to be about four times faster in the small system. This compares well 
with the factor 4.5 found by comparing the results of Tables I and II. The large 
system would need approximately 70 CG iterations to achieve a norm ||r| | of the 
residual vector less than 10 _ 3 . Because of computing costs, we stopped at 40 cycles. 
(Recall that each cycle requires a matrix vector multiplication.) 
Comparing the three methods discussed in the previous sections, we conclude that 
the Purvis-Bartlett method [291, and accordingly also the PCG method, converge 
well in the case of a diagonally dominant matrix. The method of Pople et al. [21], 
which is equivalent to a straight conjugate gradient method, however, converges 
poorly for matrices with a large spectral radius. If the spectral radius of the coef­
ficient matrix is larger than, say, ten, the method of Pople et al. will require at least 
ten iterations. 
With regard to the practical implementations of the methods, we stress the fact that 
the Purvis-Bartlett method and also the one of Pople et al. require a numerical 
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solution of the reduced linear system in each iteration. For well-convergent problems, 
the CPU time required for this solution is a small fraction of the time that goes into 
the matrix vector multiplication. In ill-conditioned cases, however, the time may 
become sizeable. For instance, in the case of the large system discussed here, we 
would finally have to solve a set of linear equations of dimension 70, if we were to 
use the method of Pople et al. Perhaps a more severe limitation in the applicability of 
the methods of Purvis and Bartlett and Pople et al., however, is the necessity of 
saving the itérants in order to be able to set up the reduced linear equations. The 
conjugate gradient method has neither of these two drawbacks. No numerical solution 
of the reduced linear equations is necessary, since these equations are in fact solved 
analytically as we have shown in Section III. Its storage requirements are modest: 
only four vectors are required in core, and no saving of itérants is necessary. 
APPENDIX I: PLANES AND QUOTIENT SPACES 
In the main text of this paper, the well-known language of Euclidean point (affine) 
spaces [35] has been used freely, although the space Vn, introduced in Section II, is 
not such a space. In this appendix, we shall give a precise meaning to the geometrical 
concepts used in this paper. 
Let Vn be a linear, и-dimensional, real inner product space and Vk с Vn a k-
dimensional subspace, k^n. Two vectors I*,) and \х
г
) in V
n
 are congruent modulo 
Vk if and only if fl*,) — |x 2)) G Vk. Since congruence modulo Vk is an equivalence 
relation (refiexive, symmetric, and transitive), it determines a partition of V
n
 into 
equivalence classes. The set of equivalence classes is designated as VjVk, and is 
referred to as the quotient space of V
n
 relative to Vk. The elements of VjVk are 
called k-dimensional planes {linear varieties, manifolds) and denoted by П
к
. A one-
dimensional plane is usually called a line, and an {n — l)-dimensional plane is a 
hyperplane. 
A plane П
к
 containing |дс0> £ Vn may be identified with the set of vectors 
l*o> + ^* := II*) 11*> = l*o> +1y)\ IУ) e vk; \x0) evn\, ( Α ι ) 
that is, П
к
 is the translate of Vk by |x 0). We also say that Пк is parallel to Vk. Note 
that Vk is the only plane in VnIVk which is also a linear subspace of Vn, as it is the 
only element containing the null vector. 
It may be helpful to observe that V
n
 is an additive group, Vk a normal subgroup 
and VJVk a quotient (factor) group. The plane | * 0 ) + Vk is a coset of Vk generated 
by |;c0). Any element of the plane can serve as a coset generator (can translate Vk). 
We will find it convenient to refer to vectors in Vk as vectors in Пк. Since distinct 
parallel (i.e., free) vectors do not exist in V
n
 (in contrast to the situation in Euclidean 
point space), no confusion is possible with this terminology. The elements of П
к
 are 
referred to as points in П
к
 in order to distinguish them from vectors in П
к
. 
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Using a basis {\r¡ > | i = 1,..., к} of Vk we can express the plane Л* :- \x0) + к in 
the following parametric form 
l ^ = k o ) + X í , I O , i/GR· (A2) 
ι = I 
We will call {[г,)} a basis for П
к
 and furthermore say that Πk passes through \x0). 
The space Vk passes through the origin (the null vector). In the same vein, a projector 
Ok onto Vk is also referred to as a projector onto Пк. The projector (1 — Ok) is an 
annihilator for Vk and Я^. 
Let |дг) be a point in П
к
. Then 
|дс> = (1 - Ok) \x) + Ok \x) = (1 - O J |Xo> + 0* I*) =: I*«,) + Ok \x), (A3) 
where the second equality follows from Eq. (A2). Equation (A3) gives a decom­
position of |jt) into a component |JC0) normal to Пк and a component Ok \x) in Пк (or 
more precisely: \x0) is in the orthogonal complement of Vk and Ok \x) is in F J . 
Equation (A3) is used in the main text. By acting with (1 — Ok) onto both sides of 
(A3) we obtain Hesse's normal form for П
к 
( l - O t ) | x > = |*0>. (A4) 
Equation (A4) is, in fact, a system of (n — k) linear equations defining a plane П
к 
parallel to Vk and at a distance {х0\х0Уіг from the origin. 
APPENDIX II: BASIC GEOMETRIC IDEAS OF CONJUGATE DIRECTION METHODS 
In Section II, we have seen that the conjugate gradient method for the solution of 
linear equations can be considered a minimization of a quadratic functional /^x ], (cf. 
Eq. (2)). In this Appendix, we want to illuminate the geometrical aspects of this 
minimization. Since the coefficient matrix A is positive definite, a stationary point x0 
of F[x) is a unique minimum point and the problem of minimizing F is equivalent to 
that of finding the center of the concentric hypersurfaces (ellipsoids) F\\\ = c, 
representing the level surfaces of the quadratic functional. 
The most obvious and one of the oldest minimization methods is the method of 
steepest descent: starting at some initial guess x,, one searches for the minimum x2 in 
the direction of steepest descent, i.e., along the gradient of F at x,. This gradient is 
normal to the tangent hyperplane of the ellipsoid F\\} =F\\l]. With x2 as a new 
starting point, the search is repeated along successive orthogonal directions until the 
minimum is reached. Although this method may be useful, it is known to be 
extremely slow, even in the case of quadratic functions, when the ratio between the 
largest and the smallest eigenvalues of A is very large. 
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To illustrate this point consider a simple two-dimensional case with 
*
A =
 ( θ 0 )' h = 0 , a n d χ Τ = ( ^ ^ ) ' Ρ . ί > 0 , (A5) 
in which case functional (2) has the form 
F(x,y)=px2+qy1, (A6) 
so that the minimum occurs at the origin and the main axes of level surfaces (i.e., 
ellipses in this case) are parallel with the coordinate axes χ and y. This simplincation 
clearly has no effect on the behavior of the iterative process we wish to investigate. 
Starting with some point Р„ = (х
п
,У
п
), located on the level surface F(x,y) = k
n
, 
where k
n
 •.= F(x
n
,y
n
), the next point P
n+l = (х„+\,У„+\) is located on the gradient 
line through P
n 
y-y
n
 = tiyjpx
n
)(x - *«)· ( A 7 ) 
Minimizing F(x,y) along this line (A7) we find Р
и + , , 
*«• ι = * „ 0 - (P/VW + (Р/яУ (xjy.)2]-1* (A8a) 
Л + і = Л ( 1 " ( í M I l + Ш3 (Уп/ХпУ}-'- (A8b) 
The points Ρ,, i= 1,2,..., obtained in successive iterations of the steepest descent 
procedure for the two-dimensional case, Eq. (A6), with ρ = 1 and q = 10 and with the 
starting point /*,, x, =—8.803408, yl = —l.5 located on the level surface F(x,y) = 
k, — 100 are shown in Fig. 1. Clearly, when p — q (circular level surfaces) only one 
FIG. I. Illustration of successive iterations in the steepest descent algorithm for the two-dimensional 
case of the quadratic function, Eq. (A6), with p= 1 and 9 = 10. The starting point P, (-8.803408. 
-1.5) was chosen to he on the level surface F(x,y)= 100, represented by the ellipse £ , . The successive 
points Pl (i = 2,...) and the level surfaces on which they are located (ellipses E„. η = 2....) are displayed. 
as well as their geometric properties. See the text for details. 
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iteration is necessary to reach the minimum. For рфд, however, the number of 
iterations to achieve a given accuracy increases with the ratio q/p 
By some elementary algebra, however, it follows from Eqs. (A8a) and (A8b) that 
Л + і / *
Я + 2 =ƒ«/*«. ( A 9 ) 
ι e, all points P2„ he on a line through the origin, and the same holds for the points 
Рщ-и
 n =
 1>2,... Proceeding in a direction given by any two points P„ and Р„
 + г, 
n= 1, 2,..., we reach the desired minimum (the origin in this case) in a single step 
whatever the values οι ρ and q (see also Fig. 1). This fact is the basis of the so-called 
gradient partan method, in which two successive steepest descent iterations are 
followed by the so-called acceleration step along the P„P
n + 2 direction. 
The desired direction from a given starting point P„ to the center of the level 
surfaces (i е., to the solution x0) in a given subspace may, however, be obtained even 
more directly. We note that this direction is also given by P„ and the midpoint of the 
chord which interconnects two points of the ellipse E
n+l which are tangency points of 
the tangent lines to Elt + i intersecting at Pn. For example, the desired line through Pi 
in Fig 1 must pass through the midpoint of the chord PjP^· Further, there is no need 
that one of these tangent lines be in the gradient direction of P
n
 (i.e., the tangent P , ^ 
in the above example) since the above stated property is valid for any point Ρ and 
any ellipse E as shown schematically in Fig. 2. Moreover, the line L' through Ρ and 
parallel to the chord P'P" (the polar line of Ρ relative to E) is tangent to the level 
surface (i.e., an ellipse E') passing through P, so that F(x) reaches its minimum along 
the line L' al P. Any two vectors у and г which are parallel to the L and L', respec­
tively, are conjugate as they may be shown to satisfy the relationship 
yTAz = zTA.y = 0. (AIO) 
The two-dimensional case outlined above can be easily extended to a general ri­
dimensionai space. Thus, the midpoints of parallel chords of a quadratic hypersurface 
((n— 1) dimensional ellipsoid) £' , ' ,-1) he on a hyperplane Я
л
_, passing through the 
center of E(n ". The hyperplane Π„_
ι
 is conjugate to these chords. A similar result 
holds for a general к dimensional plane П
к
. The minimum point of F\x\ on П
к
 lies 
FIG 2 Schematic two dimensional illustration of the conjugacy relationship The line L passing 
through an arbitrary point Ρ and the center of an arbitrary ellipse E is determined by Ρ and the midpoint 
M of the chord P'P" The points P' and P" are the tangency points of the tangent lines to E intersecting 
at Ρ The line L', called the polar line of Ρ relatives to E, is the line through Ρ parallel to P'P" The 
directions defined by L and L' are said to be conjugate 
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on the intersection of П
к
 with an (n — £)-dimensional plane П
п k conjugate to Пк. 
The plane П
п
_
к
 passes through the absolute minimum x0 of F[x\. This is why the 
conjugate direction methods search for a minimum in a direction conjugate to all 
previous directions. See [19, Chap. II] for a detailed description of the conjugate 
direction methods from this point of view. 
ACKNOWLEDGMENTS 
We thank Dr W Briels for many enlightening discussions, and Professor Van der Avoird for reading 
the manuscript One of the authors (J Ρ ) would also like to express his gratitude to the Institute of 
Theoretical Chemistry of the Catholic University in Nijmegen for making his stay in Holland possible 
and to extend his most sincere thanks to Professor Van der Avoird and his со authors for their kind 
hospitality and the stimulating milieu which they provided to him during the tenure of his visiting 
appointment when this work was initiated Continued support by N S E R C is also acknowledged (J Ρ ) 
REFERENCES 
1 J Η W I L K I N S O N , " T h e Algebraic Eigenvalue Problem," Clarendon, Oxford, 1965 
2 Β N P A R L E T T , " T h e Symmetric Eigenvalue Problem," Prentice-Hall, Englewood Cliffs, N J , 
1980 
3 I SHAVITT, in "Methods of Electronic Structure Theory" (H F Schaefer, Ed ), C h a p 6, ρ 189, 
Plenum, New York, 1977 
4 J S T O E R , "Einfuhrung in die Numerische Mathematik," Vol 1, Springer Verlag, Berlin, 1979 
5 W Η M I L L E R . "Symmetry Groups and their Applications," Academic Press, New York, 1972 
6 В LEVY AND G B E R T H I E R . Ini J Quantum Chem 2 (1968), 307 
7 A B A N E R J E E AND F G R E I N , ¡ni J Quantum Chem 10 (1976). 123 
8 J K E N D R I C K AND I H H I L L I E R . Chem Ph\s Lett 41 (1976), 283 
9 E D A L G A A R D AND Ρ J O R G E N S E N , J Chem Phys 69 (1978), 3833 
10 С С J R O O T H A A N , J D E T R I C H , A N D D G H O P P E R , Im J Quantum Chem, Symp 1 3 ( 1 9 7 9 ) , 
93 
11 H - J W E R N E R AND W M E Y E R , У Chem Phys 73 (1980), 2342 
12 R S H E P A R D AND J S I M O N S , Int J Quantum Chem Symp 1 4 ( 1 9 8 0 ) , 211 
13 Β H L E N G S F I E L D AND В Liu, У Chem Phss 75 (1981), 478 
14 J D O L A D Y . Y E L L I N G E R . R S U B R A . AND В LEVY. У Chem Ph\s 7 2 ( 1 9 8 0 ) , 1452 
15 J C I Z E K Adi Chem Ph\s 1 4 ( 1 9 6 9 ) 35, J C I Z E K AND J P A L D U S Ph\s Scr 21 (1980), 251 
16 К JANKOWSKI AND J P A L D U S . Int J Quantum Chem 18 (1980), 1243 
17 В G A D A M S К J A N K O W S K I . AND J P A L D U S . Phis Rei A 24 (1981), 2316. 2330 
18 J P A L D U S . P E S W O R M E R . F VISSER, AND A VAN D E R A V O I R D , J Chem Ph\s 76 (1982), 
2458 
19 M R H E S T E N E S . "Conjugate Direction Methods in Optimization," Springer Verlag. New York. 
1980 
20 A D A L G A R N O . Adi Ph\s 1 1 ( 1 9 6 2 ) , 281 
21 J A P O P L E . R K R I S H N A N , Η В S C H L E G E L , AND J S B I N K L E Y . Int J Quantum Chem, S i m p 13 
(1979). 225 
22 A D A L G A R N O AND G A V I C T O R . Proc R Soc London, Ser A 291 (1966), 291 
23 Ρ W L A N G H O F F AND M K A R P L U S , in " T h e Pade Approximam in Theoretical Physics" (G A 
Baker Jr and J L G a m m e l , Eds ), Chap 2, ρ 4 1 , Academic Press, New York, 1970 
24 J KOWALEWSKI, В R O O S , Ρ S I E G B A H N , A N D R V E S T I N , Chem Phys 3 (1974), 70 
25 J KOWALEWSKI, В R o o s , Ρ S I E G B A H N , A N D R V E S T I N , Chem Phys 9 (1975), 29 
26 G Τ D A B O R N , W I F E R G U S O N , AND N С H A N D Y , Chem Ph\s 50 (1980), 255 
30 
27 G L BENDAZZOLI S EVANGELISTI , AND F ORTOLANI ¡ni J Quantum Chem 18 (1980) 1393 
28 J S T O E R AND R BULIRSCH "Einfuhrung in die Numerische Mathematik, Vol II, Springer Verlag 
Berlin, 1978 
29 G D PURVIS AND R J BARTLETT, J Chem Phys 75 (1981), 1284 
30 M R H E S T E N E S AND E STIEFEL, N BS J of Res 49 (1952), 409 
31 О A X E L S S O N A N D V A B A R K E R , "Fini te Element Methods," Lecture Notes, Mathematics Institute 
University of Nijmegen, The Netherlands 1980 
32 P - O LÖWDIN Phys Rev 139 (1965), A357 
33 W J BRIELS, private communication 
34 С - E F R Ò B E R G , "Introduction to Numerical Analysis," 2nd ed , Addison-Wesley, Reading Mass . 
1969 
35 c f , e g , A LICHNEROWICZ, "Elements of Tensor C a l c u l u s " Chap 2 Methuen, London 1962 
C H A P T E R I I I 31 
Relationship between configuration interaction and 
coupled cluster approaches 
J. Paldus," P. E. S. Wormer, F. Vtsser, and A. van der Avotrd 
¡nsutute of Thtorttical Chemistry, Catholic Uniuenity, Toemootveld. Ntjirugtn. Th* Nethtriands 
(Received 9 July 1981. mepted 30 October 1981) 
A varubonal principie for the linear coupled pair many-dectnm theory (L-CPMET) is fivcn and ila 
unphcabons Tor the relabonahip betweoi certain coofigunboo intencboo (CI) and coupled clusier 
approacha (CCA), and for the computational aspects of lolvmg the algebraic syttemi occumnf in CCA, are 
ducumed Ад eiset relaacnuhip betweoi the correlated energies and wave functions as obtained with the L-
CPMET and with the CI limited to at most doubly «cited configurations (D-Ct) u derived and used to 
provide a new viewpoint on the origins of Davidson's correction for unlinked cluster contributions in the D-
CI mcrgy The naults are illustrated on the CO molecule. 
I. INTRODUCTION 
The coupled cluster approach (CCA) to the many-
electron correlation problem is based on the cluster 
expansion of the exact non relativi s ti с electronic wave 
function. It was used for the first time in the nuclear 
many-Fermion correlation problem by С oeste г and 
Kümmel.1 The form of the CCA wave function guarantees 
the additivity of cluster components for nonlnteracting 
systems. However, In contrast to an ordinary config-
uration interaction (CI) linear expansion, the cluster 
expansion is not amenable to a variational approach. 
Even though the equations of the CCA are obtained by 
considering various moments of the SchrOdinger equa-
tion, these are not associated with the usual variational 
principle of quantum mechanics and, consequently, the 
upper bound property for the energy is lost (cf., e. g., 
Ref. 2). 
A general method of deriving the explicit form of the 
CCA equations was given by Òizek. ' He has also derived 
these equations for the most important case of pair 
clusters, thus formulating a coupled pair many-elec-
tron theory (CPMET).1 Presently, a number of reviews 
and derivations of the CPMET equations and of their ap-
plications is available. *~,a The orttogonally spin-
adapted version of the CCA was also formulated14·15 and, 
very recently, this form of the CPMET equations was 
used by Chiles and Dykstra,G to obtain a computationally 
very promising SCEP (self-consistent electron pair) 
form11 of these equations (essentially, by transforming 
the virtual orbital part back into the atomic orbital 
basis). The most recent survey of the CCA and its 
applications to various molecular systems was given by 
BarLlett.18 
The attractiveness of the CCA lies particularly in its 
size extensivity (cf., e.g., Ref. 11), which is especially 
Important when studying various associative or dissocia-
tive processes. This is also the case for various per-
turbati ν e approaches based on the Rayleigh-SchrOdinger 
(RS) many-body perturbation theory (MBPT) (cf., e.g., 
On leave of absence from: Department of Applied Ma the-
malice, Faculty of Mathematics and (GWC)1, Faculty of 
Science, Waterloo Campus, University of Waterloo, Water­
loo, Ontario, Canada N2L 3G1. 
Ref. 18). In fact, the special vereion of this approach, 
in which all the MBPT diagrams with at most doubly 
excited Intermediate states are summed to all orders 
(the so-called DMBPT"), is equivalent to the linear 
version of the CPMET' (the so-called L-CPMET). 
This approach yields correlation energies which are 
very close to the full CPMET correlation energies, un­
less the studied ground state is quasidegenerate, as, 
for example, in the case of the beryllium atom, in the 
latter case, the assumption of nondegeneracy represents 
too severe an approximation, and one should in fact use 
the CCA for a (nearly) degenerate ground state recently 
developed by Lindgren.15 The L-CPMET approach Is 
also known as CEPA(0),7,lï since It Involves no explicit 
coupling of pair clusters (all nonlinear terms m the 
CPMET approach are neglected). 
Since the L-CPMET approach is closely related to 
perturbation theory, it is not surprising that one can 
associate with it a variational functional of the Hylleraas 
type (cf. Reí 2, p. 1Θ7), as we shall show in this 
paper. This viewpoint suggests, in turn, a very simple 
and useful relationship between the L-CPMET and the 
corresponding variational approach, the doubly excited 
CI (referred to as D-CI). This relationship elucidates 
from a new viewpoint the often used Davidson correc-
tions"~î4 to the D-CI energies, and enables us to both 
improve upon this correction and to obtain the cor-
responding approximate wave function It also suggests 
the suitability of certain numerical methods for solving 
the CCA equations by providing a better understanding of 
the relationship between variational and coupled cluster 
approaches in general. 
II. BASIC FORMALISM 
We briefly introduce the necessary notation and the 
basic formalism for the coupled cluster and variational 
CI approaches. We consider a nondegenerate ground 
stale of an iV-eleclron system described by the non-
relativistic electronic Hamiltonian H. We designate 
the exact and the independent particle model (IPM) 
ground stales by |*0) and ]Ф0), respectively We shall 
use the Ume-independenl SchrÖdinRer equation in the 
normal product form (relative to the IPM ground stale 
ΙΦ0) taken as the Fermi vacuum of Ihe hole-particle 
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formalism (cf., e.g., Ref. 25) 
Ε,\*ύ = &Ε\*ύ. (1) 
where Λ£ is the correlation energy when we choose the 
restricted Hartree-Fock (RHF) solution for ΙΦ,) 
Д£ = £ 1 -<*, |Я|Ф,), (2) 
with £B being the lowest energy eigenvalue of the Hamll-
toman H. Imposing the intermediate normalization con-
dition on ІФд) 
<*,|*·)=ι, (3) 
the correlation energy is also given by the asymmetric 
energy formula 
Д£ = ( Ф о І ^ | * , ) . (4) 
A. CI approach 
In the variational CI approach, the exact state l*0) 
is expanded through ІФ0) by promoting one, two, three, 
etc. electrons from the spin-orbltals IB,) occupied in 
ІФ0), into the virtual spin-orbitale IB'). Using the 
intermediate normalization [Eq. (3)] we can thus write 
| * , ) = ( ! + C)|#,> i (5) 
where Ô is the sum of excitation operators Cl 
e-Ec,. (β) 
The (th component Ôi of Ô will thus generate from ΙΦ
β
) 
an appropriate vector from the t-times excited subspace 
ftl^-L-n·*'1), (7) 
where Ι Φ/") is the i-times excited configuration stale 
characterized by an ordered configuration / 
/ = {B ! B 2 · · · * ' , £ , £ , · - B,}, (8) 
obtained by promoting t electrons from the states IBt), 
IBj),..., IB,) occupied in the reference IPM slate ІФ,) 
into the virtual states IB1), IB 1),..., IB'), respective­
ly, while c j n designates the corresponding coefficient in 
the resulting CI wave function (5). 
For a spin-independent Hamiltonian Я, we can choose 
an appropriate coupling scheme and consider the ex­
pansion (7) m lerms of orthonormal spin-adapted con­
figurations. Our conclusions will hold equally for the 
spin-orbital formalism and for the spin-adapted for­
malism so that Ι Φ;") can, in the following, represent 
either an ordered spin-orbital configuration state with / 
given by Eq. (8) or an orthonormal spin-adapted con­
figuration, in which case I designates appropriate or­
bital labels and spin coupling quantum numbers (cf., 
e.g., Reís. 14, 15, or 28) 
The basic equations of the variational approach may 
be simply obtained by projecting the SchrOdinger equa-
tion (1) with |Φ0) given by Eq (5) onto the configura­
tion states ІФ;") appearing linearly in l*0) (cf., e.g., 
Ref. 2) 
<ФІ"|^ |* 0 > = Д£<Ф|"|*0) = Д £ с і о . (9) 
Since Й/, contains at most two-body operators, the left-
hand side of Eq. ( ) has the form 
(Фі"|а„|*0>= 2 Σ<*»ι«", 
/-1-1 s 
where 
сУ> = 0, Ú
 }<0; сУ'шс\" = 1 
and 
Я}І"=<Ф{"|А»І*І">· 
Clearly, 
Ии" = (Фо|Я»|Фо> = 0 . 
We thus obtain the well-known chain of CI equations 
(j = 0, 1,. . . , N, I ordered) 
E EW. 
M-J J 
where 
я!!" 
[ЯУ'-АЯ «{У'] # ' = (>, 
¡и = δι,δ» 
(10) 
(И) 
(12) 
(13) 
i
(M) 
(15) 
Considering, for the sake of simplicity, only the 
even-number-of-times excited configurations, the chain 
(14) has the form [note that c1," = l ] 
Ела» 4»=^, 
» H " + E ИІ^е^ + ЕШУсУ^^с)" , (1β) 
Ε а}}»'^ "* Ε аіУсУ* Σ / « " с ^ д я с Г , 
J ƒ / 
etc., 
where the equation for each ι >0 represents a system of 
equations for all possible configurations/. With some 
given finite set of (spin) orbital states, the full system 
(14) or (16) will yield the full-CI solution. To obUm a 
limited-CI approximation we decouple the above chain 
(14) or (16) at a certain excitation level ι = m by ne­
glecting all///^ matrix elements with j>m. Thus, for 
example, the doubly-excited CI equations (D-CI) are 
obtained by neglecting all H¡7/) matrix elements in the 
second Eq. (16), which gives 
Σ <*JCJ = ED ι 
s 
αί+ Σ а
г
 i Ci =ED с, , 
j 
where we designated 
«i = « H " . 141= Ht?' . and с, = с| г і 
(17) 
(18) 
with /, J= 1, . . . , M, where M is the number of biex-
cited configurations ΐΦί1'), m = 2, Ep is the D-CI ap­
proximation to i E , Eq. (2), and a* is the 'complex con­
jugate of a. In matrix form we can write Eq. (17) as 
HC = EDC , 
where 
(19) 
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H: [::']• -[:] (20) 
with a and с being column matrices with M entries a, 
and c,, respecüvely, and b Is the ΛίχΛ) matrix with 
entries bu. 
В. CC approach 
In the coupled cluster approach, the state |φ
β
) is ex­
panded through the same IPM configuration states ΙΦ}") 
ая аію е, however, with the cluster expansion ansatz 
for the wave operator 
|*.> = « r |*.). (21) 
where again Τ Is the sum of the t-fold excitation opera­
tors f,. Analogously to Eq. (7) we have that 
T.i*.>=ç<H*r>. (22) 
The relationship between both excitation operators, 
or between the corresponding expansion coefficients in 
Eqe. (7) and (22), follows immediately from a compari-
son of both expansions [Eqe. (5) and (21)] (cf., e. g., 
Refe. 27 and 28) yielding 
ι 
Ci= Σ Π fri D"
1
 f ? . (23) 
vi M 
where the sum extends over all partitions <?, of t, i.e., 
ι 
ι = Σ ( η # ) ; . 0 £ л , а і ; Т ; Н . (24) 
м 
The right-hand side of Eq. (23) contains one term con­
sisting of a single factor Tit which represents a con­
nected ι-times excited cluster component, while the re­
maining terms, involving products of at least two lower 
order components, represent disconnected i-times ex­
cited clusters. In the MBPT language, all the terms 
In the expansions (5) and (21), except for the Fermi 
vacuum component |Φ
α
), are represented by linked 
wave function type diagrams (i. e., the diagrams with 
at least one hole-particle pair of fermion lines in each 
disconnected part extending In the positive "time" di­
rection). Furthermore, the term Т^ ІФо) is represented 
by a connected diagram, while the product terms 
{ΤιΤι · • ІФо) are represented by disconnected dia­
grams. 
Assuming that ft = 0 [which is exactly the case if 
Brueckner or maximum overlap (spin) orbitale are 
used], the first disconnected term appears in the 
quad nip ly excited component, namely, 
Ci = Tl 0 = 2,3), (25) 
Since Tt Is usually negligible
1
* relative to the corre­
sponding disconnected component r|, the approximation 
f *ΓΪ represents, in most cases (i.e., when f, is not 
very important, cf., e.g., Refe. 18 and 30), an ex­
cellent approximation. 
With the coupled cluster ansatz [Eq. (21)] we can re­
duce the SchrOdinger equation (1) to the foUowlng con­
nected cluster torm*·14·1*: 
0,гЛ; |*.> = АЯ|Ф.>. »β) 
where the subscript С Indicates that only connected dia­
grams (or terms) are to be considered. The equatlooe 
which determine various cluster componete (i.e., the 
coefficients £") are again obtained14,11 by projecting 
Eq. (26) onto the configuration states Іф,'"), [ i .e . , by 
considering momenta of Eq. (26) relative to the config­
uration states ІФ/")], even though the resulting equa­
tions are not variational equations In the senee of pro­
viding an upper bound to the energy. In this approach, 
the energy is given by the projection of Eq. (26) onto the 
reference state ІФ(), i.e., by the asymmetric formula 
[Eq- (4)] 
ΔΕ = <φ
β
| ΐΑ
ί ί
«
ί
ϊ ( : |φ β) Ι (27) 
while the equations determining the cluster coefficients, 
which are obtained by projecting Eq. (26) onto the ex­
cited configurations 
( « П А ^ І Ь І * · ) ^ (28) 
are energy independent. 
An explicit form of these equations Is best obtained 
through the use of diagrammatic techniques (cf., e.g., 
Refe. 3, 14, 15, 25, and 26). One sees immediately 
from Eq. (27) that AE depends at most on the first two 
components Г, and Т
г
. Assuming that ТяТі, only the 
linear term survives, so that the CPMET correlation 
energy Eçp is given by 
£<:i>=<*o|(Urf:)c|*o>. (29) 
We also find that the system (28) decouples automatical-
ly, obtaining 
<Ф) , , |(Я
Х
+Я^2+|Я
У
Т|)Ь|Ф0) = 0 (30) 
or, more explicitly, 
<ν + Σ * ^ ο + Σ <ь*жЬ1ж=ь, (31) 
where α, and b/j are given again by Eq. (18), tj = £ " , 
and dtjg represents the connected part of the matrix 
element between the doubly excited configuration Ι Φ/") 
and the quadruply excited configuration consisting of 
double excitations given by the configurations J and K. 
For an explicit form of these coefficients see Ref. 3, 
or in the orthogonally spin-adapted case Ref. 14. 
Designating the column matrix of tj coefficients as t, 
we can also write Eq. (2Θ) as 
£ C F = a 4 . (32) 
Neglecting the nonlinear terms in the CPMET Eq. (31), 
we obtain the corresponding L-CPMET equations 
a + b t 1 = 0 i 
E . = a 4 , = - a T b - | a , 
(33) 
(34) 
where the subscript L indicates the linear approxima­
tion, and where we have assumed that b Is nonslngular 
in the last equation. 
Let us mention, finally, that the same simple rela-
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üooflhip between the D-CI matrU H [Eq. (20)] and the 
corresponding L-CPMET equaUooe [Eqa. (33) and (34)] 
holde even vhen both mono- and blexcited configurations 
are considered and an RHF reference state ιθ used (ci., 
e.g., Ref. 15). However, this is not the case when also 
triemcited cooíiguratJoae are taken into account [cf., 
diagram 7(c) of Ref. 15]. We Urne assume In the fol-
lowing that В [Eq. (20)] and the corresponding CCA 
equations Involve either doubly excited configurations 
(D-CI) or both singly and doubly excited configurations 
(sometimes referred to as the SD-CI), even though we 
shall always use the D-CI matrix H [Eq. (20)] for sim­
plicity's sake. 
I I I . COMPARISON OF VARIATIONAL AND COUPLED 
CLUSTER APPROACHES 
We now briefly outline the relationship between the 
variational limited CI approaches and the corresponding 
CCA'· In order to understand better the derivations and 
the discussion In the subsequent sections. We shall, 
In particular, examine the simplest CCA, namely the 
L-CPMET and the corresponding D-CI approach. 
Both D-CI and L-CPMET exploit the same Informa­
tion about the system considered as given by the D-CI 
matrix H [Eq. (20)] or, equivalently, by its subma-
trlces a and b with matrix elements defined by Eq. 
(1Θ). It should be noted that b in Eq. (33) need not be 
Hermltlan, since we can multiply each equation of this 
linear system by an arbitrary non vanishing scalar. 
This is, in fact, the case in the usual formulation of the 
CPMET and L-CPMET equations (cf., e.g., Reís. 3, 
14, and 15), where renormalized coefficients 4 ° are 
often used. However, it is very easy to make a transi-
tion from these unnormalized f-matrix elements or co-
efficients to the normalized ones, as is shown in Refe. 
14 and 15, so that the assumption that the matrices a 
and b are identical in the D-CI problem [Eq. (19)] and 
in the CPMET [Eq. (33)] problems represents no re-
striction on the generality of our considerations. 
In order to see the conditions for the breakdown of the 
L-CPMET approach in more physical terms, as well as 
to clarify the relationship of this method with both varia-
tional and perturba live approaches, it is convenient to 
transform the D-CI matrix H [Eq (20)] to a form in 
which its doubly excited part is diagonal (cf Refs. 31 
and 32). Consider, thus, a uni tan ly equivalent matrix 
H=V,HV , (35) 
where V has the same block structure as H [Eq. (20)] 
v= [0 l\ . (36) 
and where V is the unitary matrix which diagonalizes b 
bY = v0 , (37) 
with 
0 = [ f t 6 f i ] . (38) 
Thus, 
where 
β = ν 4 . (40) 
The transformation V thus Introduces a new basis in the 
doubly excited subspace. 
Clearly, В [Eq. (39)] has the same eigenvalues as the 
original D-CI matrix H, Eq. (20). It ie easy to see that, 
also, the corresponding L-CPMET problem 
α+0τ = Ο, Êt = a'T (41) 
yields the same energy as the original problem [Eqs. 
(33) and (34)] 
Ê t = a t T = - a t r ! a = -atb-1a = £ I , (42) 
since Eq. (37) implies that 
• r V s b - 1 . («) 
assuming b is regular. In fact, the L-CPMET cor-
relation energy [Eq. (42)] can be written in the form 
M 
/-1 
which shows immediately that EL will have a singularity 
if ßt -0 for some I. 
In a well-behaved problem, the matrix b will be diag-
onally dominant and positive definite. Only when some 
of the doubly excited configurations will be quaslde-
generate with the reference RHF state can we expect 
the lowest eigenvalue of b to be very small or even 
negative We have investigated the behavior of the 
L-CPMET approximation in such quasidegenerate 
cases elsewhere.51"" 
Using the canonical form (39) of the D-CI matrix, 
we can also write the corresponding secular problem 
in a simple form Expanding the associated secular 
determinant about the first row or column, or using 
simply the partitioning technique, we obtain 
M 
^ = - Σ |а,|7(0/-Е
в
), (45) 
ƒ . 1 
the well known formula of the escalator diagonalization 
method. 
Equations (44) and (45) also indicale a connection 
with corresponding perturbalive approaches. Solving 
the L-CPMET equations (33) iteratively, using basical-
ly an algorithm due to Jacobi, we see immediately that 
we obtain an equivalent result lo the DMBPT n'1B In 
fact, partitioning properly the diagonal terms, we can 
go continuously from an Epstein-Nesbet type perturba-
tion theory to the M(íller-Plesset type (cf. Ref. 32). 
Moreover, when the canonical form (39) is used, we 
obtain the desired L-CPMET or DMBPT energy already 
in the second order of Rayleigh-SchrBdinger perturba-
tion theory (RSPT), as Eq. (44) indicates. On the other 
hand, the D-CI energy can be obtained from the cor-
responding second order Bnllouin-Wigner perturbation 
theory (BWPT), as follows from Eq (45) It is well 
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known that the RSPT Is size extensive while BWPT le 
not, which is consistent with the characteristics of 
the D-CI and L-CPMET approaches. 
The size extensiv i ty oí the L-CPMET (or. In fact, of 
the CCA In general) follows immediately from the cluster 
ansatz [Eq. (21)] which transforms multiplicative struc-
tures into additive ones, and which leads to the cancella-
tion of all disconnected clusters, Eq. (26). In order to 
see this cancellation In more detail, let us consider the 
appropriate moments of the SchrOdinger equation as-
sociated with the D-CI and L-CPMET cases. 
In the D-CI case, Eq. (Θ) can be written in the form 
( it'J | (ff í í-£ í , )(l + CJ) |* l l)=0, (4β) 
while the corresponding L-CPMET equations follow 
from Eq. (26): 
( Φ ι ' ' I I * * t 1 + * i ) l · - * * I * · > = » . W ) 
where ι = 2. The basic difference between these two 
systems of equations lies in the presence of the term 
<ΦÍ11|í:l)£IIΦ0> = £J,c^î, in the D-CI system (46). This 
term corresponds to the unlinked diagrams in the per-
turbation theory approach, and is therefore responsible 
for the size Inconsistency of the D-CI approach. In the 
L-CPMET (or CPMET) approach, these unlinked terms 
have been canceled by the unlinked (and thus discon-
nected) component ( φ " ' l(¿JÍ*TÍ)üt ΙΦβ). This cancella­
tion is implicit in the connected cluster form of the 
SchrOdinger equation, Eq. (26). 
It should be noted, however, that the canceled term 
{*іг>\Е0СгІ*9) contains both the EPV (exclusion princi­
ple violating) and the non-EPV components since the 
summations over the (spin) orbital labels in each factor 
are independent. From this viewpoint, the L-CPMET 
"overcorrects" the D-CI result and the EPV terms are 
reintroduced through certain nonlinear EPV connected 
terms in the CPMET approach. The most Important 
terms in this respect are those represented by dia­
grams which can be separated over one or two hole 
lines these terms play the most important role when 
going from the L-CPMET to the CPMET approach (cf. 
Reís. 31, 34, and 35) and form the basis of various 
CEPAt*h k*0, approaches (cf. Refs. 31 and 34). 
In this respect, it is interesting to compare the D-CI 
and the L-CPMET approaches for the case of two-elec-
tron systems. Clearly, the D-CI approach yields the 
exact energy within the model space considered, while 
the L-CPMET does not This is due to the fact that the 
latter approach includes a correction for the unlinked 
tetracxcited clusters (which is implicit in the connected 
form given by Eq (26), as explained above]. How-
ever, all tetraexcited components are unphysical in this 
case, and thus of the EPV type These terms would 
be subsequently cancelled by the nonlinear CPMET 
terms, which are also always of the EPV type in the 
two-electron case considered, and the D-CI result 
would be restored Clearly, the CPMET, or its simple 
version the L-CPMET, are designed for many-electron 
rather than two-electron systems, for which the number 
of non-EPV unlinked type contributions will be much 
larger than the number of similar EPV type terms 
Therefore, the corrections for the unlinked tetraexcited 
terms, present in the D-CI approach, will be much more 
Important than the overcorrection due to the inclusion 
of the EPV terms, which are necessary to achieve the 
factorization, and which are corrected for when the 
proper "coupling" of pair clusters is considered In the 
CPMET approach. 
IV. HYLLERAAS-TYPE FUNCTIONAL FOR THE 
L-CPMET 
Since the L-CPMET can be regarded as a special case 
of perturbation theory as explained above, it is worth-
while to look for the Hylleraas-type functional (cf. Ref. 
2, p. 187) whose optimization yields an equivalent re-
sult. Such a functional must clearly contain the same 
information about the system as contained m the D-CI 
matrix U, Eq. (20). Such a functional might thus pro-
vide, at least in principle, a useful insight into the 
relationship of CI and CC approaches. 
We recall that in the D-CI approach the correlation 
energy is given by the minimum of the following Ray-
leigh quotient 
J^an^KY/CYW), (4β) 
where Η is the D-CI matrix (20) (with the diagonal en­
tries relative to the reference RHF state energy) and Y 
is an arbitrary trial vector. Since we wish to relate 
this variational approach with the L-CPMET approach, 
we shall use an intermediate normalization for Y and 
write 
[:] (49) 
without restricting generality in any way. 
The minimum condition for FD{Y) {Eq. (48)] is given 
by the eigenvalue equation 
HU = UA , 
where Λ Is diagonal 
Λ = [ λ ( ο „ ] , 
with the lowest eigenvalue λ0 giving the minimum of 
FD<y), which defines the desired correlation energy ED 
ED = mmFD(Y) = FD(Yl'))^\li , 
Y^'-Uo , 
(50) 
(51) 
(52) 
and U is a unitary matrix whose ith column Uj repre­
sents an eigenvector of H, which is associated with an 
eigenvalue λ,, 
υ
τ
υ = υυ* = 1 (53) 
Recalling elementary properties of the diagonal form 
of a Hermitian matrix, we can write 
H^UAU1 
or, equivalently, in terms of matrix elements 
bij= Σ λ*"ι*"** . 
(54) 
(55) 
where we designated the matrix elements of Η and U bv 
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corresponding lower case letters 
(56) 
After recalling these elementary facte, let us con­
sider the problem outlined at the outset. Just as in 
perturbation theory, we can construct the desired Hyl-
leraas functionals in each order by inspection30; it is 
easy to see that the L-CPMET equations (33) are ob­
tained as a condition for an extremum of the func­
tional 
FL<Yi.) = fLb)=Y,LliYL , (57) 
with Yj, given by Eq. (49). Using an explicit form of the 
D-CI matrix H [Eq. (20)] we obtain the following qua­
dratic function: 
4№Ή- хга + гж + жгЬі . (5β) 
so that the conditions for an extremum of/ t(x) be­
come 
а + 1ш = 0 . (59) 
The conditions are identical with the L-CPMET equa­
tions (33) when we identify the unknowns к and t^. 
The necessary and sufficient condition for an exis­
tence of a unique extremum is the definiteness of the 
matrix b. In this case, b"1 exists and we can easily 
verify that the L-CPMET energy EL, as given by Eq. (34), can be obtained as an extremal value of the func­
tionals (57) or (58), 
E^ = а'ж. = - а'Ь-'а = Д fe.) , («0) 
with χ, designating the solution of the system (59). 
Both functionals (48) and (57) represent clearly special 
cases of the same general functional G, given by the 
quadratic form 
GQC)=XtHX . (61) 
Indeed, we have 
JbCY) = G0C) = G(YB), (62) 
when 
X = YI,=Y<Y
rY)- |'a=Y/||Y|| , (63) 
and 
^iCYi)E/ife) = C(X)= G(yL) > (64) 
when 
«.[:] (65) 
This formulation provides an Interesting geometrical 
viewpoint on the two approaches considered. Both the 
D-CI and the L-CPMET energies can be regarded as 
the extrema of the same functional but under different 
constraints: the trial vectors are restricted to the unit 
sphere IIX II = 1 in the D-CI case, and to the tangent 
plane x9 = 1 to this sphere, at the point corresponding to 
the reference RHF state in the L-CPMET case. 
V. MODEL EXAMPLE 
Before we discuss the Implications of the above given 
functionals we wish to illustrate them in more detail on 
the simplest possible example: a two-electron, two-
level model system with only one doubly excited config­
uration. This system will be described by the following 
D-CI matrix: 
•·-[::] (ββ) 
which we assume to be real in order to simplify our no­
tation as much as possible. In this case, the general 
functional (61) is given by the following quadratic form 
In two variables: 
=χ
ί
 (2ar0 + ÒXi) . (67) 
When reetncting the variables xt = $, xi=tf to the 
unit circle 
( r f P + l y f ) ' » ! , (68) 
we obtain the D-CI functional 
/ c o s í \ 
FB(Y)=C(YI,) = C, [ ) =sin0(2ocos0 + 6sin0) 
ι sin ρ J 
= a sin 20 + ¿ 6(1-cos 20) = І6 1 - (1 + t a n ' W " 
х А - ^ 1 а п 2 в М , [assuming 101 <π/4] , 
= : toW, 
where we have set 
x
o
=yj=coe0 = y
o
(y5+>i)- 1", 
х
І=
у° =
 а
т$ = уіЫ+у\Г1" . 
Similarly, setting х0 = Уо = 1 and Χι =>[ =JC, following 
(69) 
(70) 
Eq. (49), we obtain the L-CPMET functional 
/ i(r) = C1| )=x(2a + bx). (71) 
Both sets of variational parameters are related as fol· 
lows: 
i l
 =
Уі tanß , (72a) 
and 
(72b) 
у? ^ о в / З М І + г " . 
^ = s i n 0 = i ( l + x ! ) - 1 / ! , 
so that we can also write the above functionals in the 
following equivalent forms: 
í ' l » / I U ) = í iO) = tanfl(2e + »Un0) (73a) 
and 
FDagl)iß) = i(2a + bx)/(H-x*) 
= ίΊ<Ιϊη0)/(1 + tan'fl) 
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F1G. 1. Relltlouhlp ol D-CI «nd 
L-CPMET nrlaiioiiâl pummeton ID a 
simple two-dhnenaiooal model свае, Tbe 
relatloDBhlp glveo by Eq. (82), which 
connects extremsl values of varlstlonal 
parameters, Is ahown below the ж, axla, 
Bloce x¿ > — a/b < 0, aasumlog thai a, Ь 
> 0. The pointe marked by full circles 
Indicate the abeolute minimum of the 
functional C.OO [Eq. 167)I on the unit 
circle and on Ita tangeol a tK |" l . re­
presenting D-Cl and L-CPMET solu­
tions, respectively. 
= A Oleosa . (13b) 
The relationship between various variational parame­
ters used above le illustrated in Fig. 1. 
Thus, while in the D-CI approach we are searching 
for a minimum of the functional (67) along the unit 
circle (6a) (cf. Fig. 1), in the L-CPMÇT approach, we 
search for the minimum of the same functional along 
the tangent at unity do = 1, Ί = 0), which corresponds 
to the RHF reference state used. Since the functional 
(67), or (61) in general, i s a homogeneous quadratic 
form, we have for any scalar k that 
C(*X) = * ' C « ) . (74) 
We can also see immediately that both functionale (73a) 
and (73b) have the same nodes, at least In the physical­
ly relevant interval - j/2<0<»/2. 
The extremum of /i,U) will occur for jr = xí given by 
the condition 
ï i ^ =2(а + Ьх)\,.
ж
і = 0, (75) 
which is equivalent to the corresponding L-CPMET 
equation [Eq. (33) or (59)] for xj 
a + bxi = 0 , 
so that 
хІ = Ілп0І = -а/Ь , - » /2<ß i<w/2 , 
and 
S t =αιί = /1Cti)= -eV»= -òtan'ei =«iOf) . 
Similarly, the extremum of f/)(Y) = i D 0) occurs at 
(76) 
(77) 
(78) 
0 = 0?, given by the condition 
= 2acos2ß + bsm20[„о = 0 , <<Д>(0) 
dß (79) 
which yields 
tan 20j = - 2a/b , (80) 
so that we find immediately from the last Eq. (6Θ) that 
which Is clearly identical with the lowest eigenvalue of 
Hi [Eq. (66)] assuming that b >0. 
The relationship between both extremal parameter 
values follows immediately from Eqe, (77) and (80), 
yielding (cf., also, Fig. 1) 
tan 2fi - 2 tan tf (82) 
t a n ^ t a n t f U - t a n ' t f r 1 (83) 
Geometrically, the L-CPMET extremum occurs when 
the gradient of 0 , 0 0 [Eq. (67)] is perpendicular to the 
line Г | = 1, while the D-CI minimum occurs when the 
gradient i s normal to the unit circle, Eq. (68). 
The above simple model may be easily extended by 
considering N nonlnteracting systems of this kind, 
in which case the D-CI matrix [Eq. (20)] has the form 
•=[:']• *T = a$,, b, = 61 , (84) 
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Ν 
(85) 
This model has been often employed 1^• 1 , · ! l ·"- 3 , to ex­
amine the s u e extenaivity of the D-CI approach. This 
was done by comparing the D-CI energies with the exact 
one given by NED. We shall thus only concentrate on a 
comparison of the D-CI and the L-CPMET energies for 
this model, which are relevant to this paper. 
In view of the symmetry of this model, we have that 
х'=и,жГ], жГ^,*», (ββ) 
with ι, = 1, ι, = i in the L-CPMET case, and 11X11 
= IIYB 11= 1 In the D-CI case, so that 
x 0 = j p j = c o s ß , х, = у? = Л Г 1 " в і п 0 . (87) 
The general functional [Eq. (61)] Is now simply a multi­
ple of the corresponding functional Gt [Eq. (67)] for one 
isolated system 
C X « ) = WC1 
Fy"<X) = t!Ct 
(::) 
:he L 
'
e
 (Л 
:tional will d 
/ c o s í \ 
^- '"в іпэу " 
(B8) 
Correspondingly, t -CPMET functional [Eqs. (57) and 
(58)] Is also additive 
/ i ' " W = W/ i{i) = WC 1 (_ ) , (89) 
while the D-CI functi l epend nonlmearly on the 
particle number N 
00) 
We also note that the Hamiltonian matrix H* [Eq. 
(84)] is automatically in the canonical form (39) used 
in Sec. Ш, so that 
£i*' = N£t=-AfeV» . (91) 
while the D-CI energy f^ "1 Is given by Eq. (45), which 
in this case becomes 
£Г = -Ν - 02) ft-EÍÍ" ' 
so that 
i#"-î4l-[l+M2a/ô)T2b 03) 
which is also easily seen to minimize ΐή?*, Eq. (90). 
This result also nicely illustrates the s ize extensivity 
of the L-CPMET procedure, in contrast to the D-CI 
method. Expanding the D-CI energy Ep* [Eq. (93)1 
about the L-CPMET value E ^ ' [Eq. (91)] we obtain 
Ei,"1 = -Ы{аг/Ь)[\ - N{a/b)2 + 2, г(а/&)4 - ЫіHa/bf 
+ l4N4a/b)9 ] 
+ 14ЛГ<СОв Ι - (M) 
The reason behind this very different behavior of the 
D-CI and the L-CPMET (and CPMET) approaches maybe 
easily understood from the geometrical properties of 
the variational spaces characterizing them. As we have 
seen above, the variational space m the D-CI approach 
is compact, namely a unit sphere In the (M+ l)-dl-
mensional Euclidean space, while in the L-CPMET 
case, the variational space i s a linear space given by 
the tangent hyperplane to the unit sphere Just men­
tioned, at the point characterizing the RHF reference 
state (cf., also, the above example). Thus, if one 
would regard the D-CI variational space as a Lie group, 
then the corresponding L-CPMET variational space is 
given by the corresponding Lie algebra. Consequently, 
the independent systems behave addltively in the linear 
L-CPMET space, so that this approach is s ize ex­
tensive, while this is not the case for the D-CI space, 
which has a multiplicative rather than additive struc­
ture. The additive character of the L-CPMET space 
will be preserved in the CPMET approach, even though 
the respective functional will be given by a form which 
is higher than quadratic. 
This viewpoint nicely illustrates the basic Incom­
patibility between the requirements of s ize extenaivity 
and the upper bound property, as warranted by the use 
of the variational principle, as long as the trial func­
tions are selected from the subspaces characterized 
by a rather limited excitation level. 
VI. RELATIONSHIP BETWEEN THE D-CI AND THE 
L-CPMET APPROACHES 
Α. Ε к set relationship 
We shall exploit the fact that both approaches and the 
corresponding runctionals are closely related and that 
they are defined through the same matrix representative 
of the Hamiltonian, as a comparison of Eqs. (46) and 
(57) indicates. To obtain the desired relationship, we 
thus could express the L-CPMET functional (57) in 
terms of the D-CI eigenvalues and eigenvectors by sub­
stituting for H, using Eq. (54), and then attempt to find 
an extremum of this functional explicitly. Indeed, this 
procedure would yield a system of linear equations 
which can be easily solved in terms of λ, and uti. Sub­
stituting this solution into the L-CPMET energy ex­
pression [Eq. (60)] we would obtain the L-CPMET energy 
in terms of the variational energies λ, and corresponding 
eigenvectors. Even though this procedure is not difficult 
to carry out, it i s a bit laborious, and one can simply 
obtain the same result directly using the fact that the 
L-CPMET equations are related with the D-CI matrix 
as Eqs. (20) and (33) indicate. 
Assume, thus, that none of the eigenvalues λ( of Η 
[Eq. (20)] vanishes, so that Η is invertible. Since Η- 1 
must also be Hermitian, we can write it in the same 
block structure as the matrix H, namely, 
-Ч::] 
with r Hermitian 
(95) 
(96) 
The condition that H~' [Eq. (95)] is the inverse of H [Eq. 
(20)] implies the following conditions for the component 
blocks of H'1. 
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[::'Г:Н::] (97) 
An explicit form of these conditions for the first column 
Is clearly 
» 4 = i F (»a) 
•¿• + 14 = 0 . (99) 
Since ρ Is a nonzero scalar, this last equation is in fact 
Identical with the L-CPMET system [Eq. (99)] when we 
set 
». = ^=/••4. (1СЭ) 
We thus find for the L-CPMET energy that 
EL = ύ*,=p•^ύ^^ = p•^ , (101) 
where we have used Eq. (9Θ) in the last step. Knowing 
the eigenvectors u, and the corresponding eigenvalues 
X, of H [Eq. (50)] we can write for the elements of H"' 
(Β-'ί^Σ*"·'«.."*. -
ft 
so that, in the special case needed, we have 
ί = №
1 > · . = Σ * ; , ΐ » ι . Γ . 
We thus find that 
^»[CKr/x.]'1. 
Furthermore, using again Eq. (100), 
and Eq. (102) for q 
?ι=(Η-,),
Ι
 = Σ
Η
ο."Γ»Α». 
(102) 
(103) 
(104) 
(105) 
(106) 
we find easily the components jrf, where xj and ç, are 
components of ж and q column vectors, respectively, 
Ч = Ы , «. = 'L =[*.]¡ · = ! Ai. (107) 
and M designates the number of doubly excited con-
figurations considered. 
We can thus summarize 
E0 = \ , 
•a -r· 
M ' J-t 
(108) 
(109) 
(ПО) 
(111) 
Finally, we also note that with Identifications given by 
Eqs (100) and (101), the system of linear equations 
( 8) and (99) is equivalent to the L-CPMET problem 
This fact could be exploited in finding actual L-CPMET 
solutions when a D-CI matrix is available in either an 
implicit or an explicit form. 
*i= Ι««!1 A, 
B. Approximate rditiomhipi 
Let us now examine some simplifications and applica­
tions of the derived relationships [Eqs. (109) and (110)] 
between the D-CI and the L-CPMET approaches. In 
tum this analysis will enable us to see in a new light 
the very often employed simple approximations which 
correct the D-CI results for the size inconsistency due 
to the unlinked terms, particularly the well known 
Davidson correction.ίβ 
We first note that the coefficients к
у
 [Eq. (Ill)] are 
given by the ratio of the probability factor lu0y I
1
, repre­
senting the weight of the RHF reference configuration 
in the jth D-CI state ; 2 0, and the jth D-CI energy eigen­
value λ,. Except in quasidegenerate cases, the RHF 
reference configuration gives clearly the largest con­
tribution to the D-CI ground stale. We can thus as­
sume that 
l«oil,s*l««r. ; > 0 · (112) 
We also assume that the D-CI eigenstates are ordered 
according to their energies 
* , < * * ; ^ o , (Π3) 
and, if no quasidegeneracy is present, that there is a 
large energy gap between the ground state and the ex­
cited D-CI states, namely, 
X0«\j , j>0 . (114) 
Then 
W = k e | V K i » K | V M = M , ;>o, (115) 
so that retaining only the first term ш the sum on the 
right-hand side of Eq (109) will yield a very good ap­
proximation Ej"' to EL. Thus, 
Eff^tf^/lunW (116) 
which we can also write as 
£ΐ0, = λ0 + λ0(|Μ0 0 |-2-1) 
= ED +ED{1 - | " м | г ) / Ч о ! 2 . (И?) 
This is exactly the approximation derived by Siegbahn," 
who used a perturbation theory estimate for the unlinked 
cluster conlritation [cf. also, Eq. (Г) of Ref 21 and 
Eq. (24) of Ref 24]. In fact, this approximation is im­
plicitly contained in the paper by Dartlett and Shavitt22 
[when Eq. (20) of Ref 22 is solved exactly for 5, rather 
than expanded to the first order in S], who first showed 
explicitly the origin of this correction When also 
I"« ' 2 " 1 · t h e approximation (117) is very close to the 
well known Davidson correction10 
E^, = E i > + E D { l ~ ,Η,,Ι2) . (118) 
Thus, both the original" and renormalized2'-24 David­
son corrections can also be regarded as the first appro­
ximation to the L-CPMET energy based on the D-CI re­
sults 
Using higher than the ground state D-CI eigenvalues 
and eigenvectors (or, more precisely, the reference 
state components of these eigenvectors), we can im-
* prove the approximation to EL, which in the absence 
4U 
of quasidegeneracy is always very close to the full 
CPMET result. In fact, the L-CPMET approach yields 
often better energies, and corresponding properties 
derived from the potential energy hyper surf ace near 
equilibrium geometry, than the CPMET approach (e g , 
Ref. 40), s ince it overestimates the correction due to 
the unlinked tetraexcited clusters, and this overesti­
mate is in the same direction and of roughly the same 
magnitude as the correction to CPMET due to the con­
nected tnexcited clusters. Thus, employing other than 
the ground state O-CI eigenvalues λ, ( ;>0) and the cor­
responding weights of the RHF ground state luQj I
1
, the 
relationship (109) enables one to introduce farther sys­
tematic corrections to D-CI. With mc г easing X/, the 
terms к, [Eq. ( H I ) ] will generally decrease (though not 
monotonically), so that using a few terms in the rela­
tionships (109) and (110) might yield a result which is 
very close to the L-CPMET one. We illustrate this be­
havior on an example In Sec. Ш. 
Another very simple improvement may be obtained 
using an Unsold-type approximation. Thus, assuming 
that 
λ, »λ , ; > 0 , (119) 
where λ is the average doubly excited state energy 
« 
Х = Тг(Ь)/Л/, Тт(Ь)=72ь
кж
 , (120) 
Emi 
and M is the number of doubly excited states used, we 
obtain 
i ^ i k o l V x o + u - l « « ! 2 ) / * ! - 1 . (121) 
We note that Ε[ν> will tend to £¿0> as the basis set used 
is extended since, in this case, λ - « Obviously, ID 
this case, the assumption (120) is not valid and it should 
be replaced by a more realistic way of obtaining λ 
Finally, we observe that the various approximate 
energies discussed above will be generally ordered as 
follows. 
EL <El
vi< Ei0i <EfiDi< ED (122) 
VII. COMPUTATIONAL IMPLICATIONS FOR THE 
SOLUTION OF CCA EQUATIONS 
We outline briefly the implications of the above given 
results for the appropriateness of various numerical 
algorithms for the solution of algebraic systems of equa­
tions arising in the CCA. 
For the L-CPMET approach, which may be regarded 
as the first approximation to the CPMET, the problem 
is equivalent to that of finding an appropriate stationary 
point of the Her nut ι an quadratic function /¿(ж), Eq. 
(5Θ). This is most easily seen if we redefine the func­
tion Д (jc) in terms of the new variable ζ 
г =
 т < « - і , ) , (123) 
with ν defined by Eq. (37) and x, i s the solution of the 
system (59). Substituting x from Eq. (123), 1 e . , 
x = x e + T Z , (124) 
7і (2) • А И = ¿ß* + Λ tl.) (125) 
or, explicitly 
7 i(z) = EJ, + ¿ ^ ] 2 , | 3 . (12β) 
Γ.1 
Considering, for simplicity, the most often occurring 
case of a real D-CI matrix so that both the a and b sub-
matrices of Η are real and b i s symmetric, we see im­
mediately that/
ь
(х) is a quadratic function with 
gradient g 
gtx)=2(hx + a ) 1 (127) 
and with the Hessian h 
h = 2 b (12Θ) 
We also s e e immediately from Eq. (126) that z~ Oor 
χ = χ
β
 i s a unique minimum point (or a strong global 
mimmizer) o f / ¿ ( z j e / £ ( x ) when ßg>Q for al l i f , i . e . , 
when b is positive definite. This is usually the case 
unless the RHF ground state i s quasidegenerate (cf. 
the text following Eq. (44)]. 
Thus, when b is positive definite the solution of the 
L-CPMET equations is equivalent to the problem of 
minimization of the functional Д (я), suggesting the use 
of conjugate direction methods. Recently, these tech­
niques for solving linear algebraic systems have been 
extensively studied,1 1 particularly in connection with 
large sparse systems 
It i s well known that the convergence of the conjugate 
gradient method, as measured by the number of itera­
tions which are required to lower the error of the initial 
approximation x< 0 > by a prescribed factor, i s propor­
tional to the square root of the spectral condition num­
ber JC(b) of the coefficient matrix b The error is 
measured m the so called energy norm so that one mini­
mizes the value of the functional /¿(x) rather than the 
distance i l x - x , I I . The spectral condition number is 
defined as the ratio of the largest and the smallest e i -
genvalue of b 
л:(Ь) = Э
и
/Эі · (129) 
Thus, the more clustered the eigenvalues of b are, the 
faster i s the convergence of the conjugate gradient method. 
The convergence characteristics as represented by 
the spectral condition number JCib) can be improved by 
a so-called preconditioning. Generally, a precondition­
ing is achieved through a transformation of the unknowns 
y = E r x , (130) 
where the preconditioning matrix С 
С = Е Е
Г
 , (131) 
i s a positive definite matrix and E r designates the trans­
pose of E. For simplicity, we assume that b is a posi­
tive definite real symmetric matrix. Since 
x
r bx = y rby , (132) 
with 
¿ = Ε - ^ - Γ , (133) 
we find easily that the system (33) or (59) becomes 
41 
¿ + b y = 0 , (134) 
where 
U l - ' a . (iss) 
Since, further, b is similar (with similarity transforma-
tion E r) to C 'b , it has the same eigenvalues as C 'b . 
Thus, choosing an appropriate preconditioning matrix 
C, the spectral condition number of b can be lower 
than that of b and a faster convergence can be achieved 
for the system (134). 
Since the transformation (130) must be performed at 
least once when using the preconditioning, it is of prac-
tical importance that В or С is so chosen that the sys­
tem (130) can be easily solved. It is thus usually as­
sumed that E is a sparse lower triangular matrix. As­
suming that b Is diagonally dominant, so that its eigen­
values lie not very far away from the diagonal entries 
of b, we can apply the following simple diagonal pre­
conditioning matrix 
C = b i* , = #e r , (136) 
where b ( d > designates the diagonal part of b, so that 
e = l M i n ö , / ] . (137) 
Assuming that the off-diagonal matrix elements are 
small compared to 1, the majority of the eigenvalues of 
b should be clustered around one. 
We have programmed the conjugate gradient method 
using the algorithm and the code as given by Axelsson 
and Darker.11 This program will be referred to as the 
CG (conjugate gradient) program. We have also written 
the preconditioned version using the simple precon-
ditioning matrix (136) This version is referred to as 
the PCG (preconditioned CG) program. 
For comparison we also programmed and used a very 
recently proposed approach by Purvis and Bartlett, called 
the reduced linear equation (RLE) method." This 
method is very similar to that proposed earlier by Pople 
et al.** In [act, both these approaches can be shown to 
fall into the category of conjugate gradient algorithms.41,41 
Moreover, since the RLE space is built up as a span of 
the itérants of the usual Jacobi algorithm 
х
(
~
1>
 = - ( Ь 1 - , ) - , [ а + ( Ь - Ь ( " ) ж ( ' , , ] | (iss) 
the RLE procedure should perform similarly as the above 
mentioned PCG method. This indeed turns out to be the 
case and the work on a detailed elucidation of this re­
lationship is in progress. 
It should also be noted that the basic computational 
step in all the algorithms based on the steepest descent 
or conjugate gradient methods (with or without precon­
ditioning) is that of forming the matrix product be'"' of 
a sparse coefficient matrix b with some vector c*"' 
characterizing the nth iteration This is precisely the 
same step which is required in most modern diagonahza-
tion algorithms for large sparse matrices Moreover, 
this step is also amenable lo a so-called direct ap­
proach, and may be handled in the same fashion as in 
the corresponding direct D-Cl approach.<s This en­
ables one to exploit considerable computational ex-
TABLE I CoDvergence of L-CPMET eoergtes (In 
л. ц. > la a 225-dlmeosiooal model space for CO See 
Eqe. (SO), (111), and (139) for definition of eoirles. 
η 
50 
100 
ISO 
200 
224 
». 
-0.131 454 
+ 0.714645 
0.744 336 
0.807 597 
0.897 953 
0. 932 770 
0. 992 352 
1.091888 
1.222 070 
2 141 860 
3.119 776 
4.052 877 
5.417 043 
18.100 258 
«. 
-0.725 843 
0 . 0 
0.000 399 
0.000357 
0 . 0 
0.004 717 
0 000136 
0.000001 
0 . 0 
0.000 029 
0.000 017 
0.000143 
0 . 0 
0.000 001 
't' 
-0.137 771 
-0.137 771 
-0.137 778 
-0.137 785 
- 0 137 785 
-0.137 875 
-0.137 877 
-0.137 877 
- 0 137 877 
-0.138 064 
- 0 . 138 143 
-0.138170 
- 0 138 189 
-0.138 202 
penence. We would also like lo note that a very close 
similarity oí algorithms which can be employed to ob-
tain the D-CI and DMBPT solutions has been both noted 
and exploited by Blomberg and Siegbahn.4' Further-
more, a suitable variant of Newton's method or the so-
called self-corree ting conjugate gradient algorithm41 
should provide solutions for the general large scale 
CPMET or ECPMET approaches, which are based on 
higher than quadratic function a Is. 
VIII. NUMERICAL EXAMPLE 
In this section we will illustrate the theory of the pre-
vious sections by some results on the CO molecule. 
An RHF solution for CO is obtained at the experimen-
tal internuclear distance of 2.132 a.u., using the 
ATMOL3 snxle of programs.4i The basis of 58 atomic 
orbitale used is the same as the one employed by Amos41 
and consists of a set of (11, 6, 3/5, 4, 2) contracted 
Gaussiane on each nucleus. The SCF energy of 
- 112.76098 a.u. obtained with this basis lies 0.01 a.u. 
above the HF limit of Ref. 50. 
In the ensuing L-CPMET and CI calculations, we keep 
the lowest two molecular orbitale (the core MO's) doubly 
occupied. Apart from this restriction, all possible 
single and double excitations from the RHF reference 
state are included. Using the spatial symmetry group 
C2„ one obtains 7272 spin-projected states, which in our 
case are symmetrically orthogonahzed spin bonded 
functions. " 
Before considering the 7272-dimensional L-CPMET 
and CI problems, we first examine the usefulness of the 
relationship (109). To study how rapidly the sum in this 
equation approaches the exact L-CPMET energy, we 
need all eigenvectors and eigenvalues of the D-CI matrix 
H. In order to obtain these, we have to truncate our 
42 
TABLE П. Dllferent арргохішаііоов to 
the L-CPMET energy (In a.u.) of CO io 
225- and 7272-dlmeDeional mode) sptcee. 
Bee Sec. VI for defloltloo erf energlee. 
Eoergy 
£ » 
££" 
ii" 
ВТ 
* 1 
Dim = 225 
-0.13145 
-0.137 48 
-0.13777 
-0.13β02 
-0.138 20 
Dtm-7272 
-0.25329 
-0.27127 
-0.272 64 
-0.273 20 
-0.27561 
basis of singly and doubly excited configurations. To 
that end, we have examined separately the interaction 
of each of the 7271 configurations with the RHF ground 
configuration, and selected those which produced an 
energy lowering of more than 3xl0~4 a.u. In this man­
ner, a 225-dlmensional D-CI matrix Η was obtained 
and subsequently completely diagonallzed. 
In order to Investigate the "convergence" of the sum in 
Eq. (10Θ), we define 
- - ( £ « • ) ' • (139) 
where к, has been defined in Eq. (111). The values of 
Ej?* as a function of π are given in Table I, together with 
the corresponding eigenvalues λ„ of H [cf. Eq. (50)]. 
Recall that λ0 gives the D-CI correlation energy, Eq. 
(108). Note also that £¿0> gives the reno rm ah ζ ed 
Davidson correction,11-" as shown by Eq. (117), and 
that E?* with n= 224 gives the exact L-CPMET energy 
for this model. The different approximations to the 
L-CPMET energy EL, which were introduced in Sec. 
VIB, are summarized in Table Π. Note that they satisfy 
the inequalities (122). 
The main conclusion which can be drawn from this 
model calculation is that the Davidson corrections ac­
count for the major part of the difference between the 
D-CI and the L-CPMET energies. We observe that the 
approximants (139) following E^ approach very slowly 
the L-CPMET energy EL. This is due to an irregular 
distribution of the ground state components u0i as a 
function of j , which causes к, not to decrease mono-
tonically, although λ, and £['* are monotonie. The 
Unsflld-type approximation is not far from the exact re­
sult in this case. 
Since the E^ values [Eq. (139)] approached EL very 
slowly in the model 225-dimensional case, we consider 
only the eigenvector with the lowest eigenvalue in the 
full 7272-dimensional case. The energy corrections 
which can be derived from this lowest eigenstate are 
given in the last column of Table II. The L-CPMET 
energy Ei, is obtained in this case using the PCG 
program, as outlined in Sec. П, and, alternatively, 
using the RLE method of Purvis and Bartlett,4Э Start­
ing with the zero vectoi, one needs seven iterations for 
a seven digit accuracy. 
We find again that the Davidson £^" and renormahzed 
Davidson f"' corrections for the unlinked clusters bring 
the D-CI result close to the L-CPMET energy EL. The 
Unsflld-type approximation E^" is again closest to EL, 
as predicted by the inequalities (122). However, the 
difference between £¿0> and £^ν > energies is small, due 
to the fact that X is large (Ä = 9. 203 1Θ a. u. ). It is also 
worthwhile to note that the relative importance of the 
correction for unlinked clusters as given by the L-
CPMET approach is significantly larger for the 7272-
dlmensional model (namely, θ.θ% of the D-CI energy) 
than for the 225-dimensional case (5.1%). 
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The long-range dispersion interaction coefficients for van der Waals dimers consisting of He, Ne, 
H2, and N2 have been computed in the time-dependent coupled Hartree-Fock approximation 
Static multlpole polanzabihties and van der Waals coefficients C„ (л = 6,8,10) are presented The 
difference between coupled and uncoupled Hartree-Fock results ("apparent" correlation) is large 
in all systems considered and only m the case of Ne the "true" correlation effects are larger In 
order to keep the basis set errors in the computed properties smaller than the correlation errors, 
the basis sets have to be very large This is demonstrated by using different basis sets for the 
molecules H2 and Nj The computed van der Waals coefficients for the ten dimers are very 
accurate, at least the Cb and C, coefficients, with correlation errors less than 6% for He2, Н2-Н3, 
NJ-NJ, HeH2, HeN2> and Hj-Nj 
I. INTRODUCTION 
The long-range dispersion interactions between atoms 
and molecules are of great importance for л vanety of phys­
ical properties, such as the equilibrium structure of molecu­
lar and гаге-gas crystals, the transport properties of gases 
and liquids, and scattering cross sections An accurate esti­
mate of the long-range interactions is necessary for a correct 
evaluation of experimental results The difficulties in the ex­
perimental determination of higher multlpole dispersion co­
efficients and anisotropics, as well as the fact that the long-
range interactions present a well-defined problem which is 
exactly soluble, at least in pnnciple, stimulated already in 
the thirties the theoretical evaluation of the dispersion inter­
actions This has culminated in essentially exact dispersion 
interaction coefficients for He;,1 and very accurate results 
for HeH; 2 However, for larger systems, involving mon­
omers with, say, ten electrons, only more approximate meth­
ods have been used to date ^ 7 
A problem related to that of dispersion interactions, 
and equally fascinating, is that of a quantum mechanical 
system placed in an external electnc field Here the coupled 
Hartree-Fock (CHF) method""|0 for the calculation of static 
second order properties has acquired a position similar to 
that of the conventional Hartree-Fock method for the com­
putation of energy optimized ground state wave functions 
This is particularly true for the so-called finite-field meth­
od," which is equivalen! to Ihe CHF method 
For the computation of frequency-dependent proper­
ties, the finite-field method is not applicable and one is 
forced to use an alternative treatment Two equivalent meth­
ods for the computation of time-dependent properties have 
gamed an increasing interest dunng the past decade These 
are the time-dependent CHF (TDCHF) method" and the 
random phase approximation (RPA) " These methods yield 
excitation energies and transition moments (or oscillator 
strengths) directly for each multlpole spectrum, which al­
lows the computation of the second order properties by the 
use of sum-over-states formulas At present, the RPA or 
TDCHF method is known to yield accurate frequency de­
pendent polanzabihties and denved properties like Rayleigh 
scattering cross sections, Verdet constants, Raman intensi­
ties, etc " 
Surpnsingly, practically all theoretical investigations 
using the RPA or TDCHF formalism were confined to the 
dipole spectrum, and in only a few papers the calculated 
spectrum is used to produce C4 coefficients "~
20
 To our 
knowledge, only one paper has appeared which reports the 
calculation of higher dispersion coefficients (Cg, Сю) 
between atoms at the RPA level " Obviously, there is a need 
for the systematic computation of dispersion interactions 
between molecules at the TDCHF level of approximation 
The first reason is the need for accurate van der Waals coeffi­
cients for medium large systems, for it is known that the 
accuracy at the uncoupled Hartree-Fock (UCHF) level of 
approximation is often insufficient ' * l 6 The second reason is 
the evaluation of the TDCHF method The sensitivity of the 
results as a function of the size of the basis sets and the mag­
nitude of the remaining ("true") correlation errors in the 
computed properties are important topics 
The present TDCHF calculations were initiated as a 
first step in the study of intramolecular correlation effects in 
van der Waals coefficients This means that in this paper we 
wish to assess firmly the amount of "apparent" correlation 
(or self-consistency effects)2' in the quantities of interest As 
the calculations have been performed in a finite basis, the 
quality of the basis sets is of considerable importance Since 
no sense can be made out of data in which basis set effects 
cannot be separated from the desired correlation contnbu-
tions, we pay special attention to the completeness of our 
basis sets We will do this by companng the results obtained 
4 6 
ш different bas» sets and by computing the Thomas-
Rnche-Kuhn sum rule, which is obeyed m the TDCHF 
scheme.22 In general, our basis sets will not be chosen to obey 
the Dalgarno-Epeton entena-23 
II. TDCHF THEORY 
In this section we shall briefly sketch the computation 
of dynamic mulbpole polanzabihties within the tune-depen­
dent coupled Hartree-Fock (TDCHF) scheme We shall use 
the TDCHF equations as given in Ref 12 It will be shown 
that m a basis of unperturbed HF orbitals, the TDCHF 
equations may be cast mto the form of a generalized eigen­
value problem provided our system (molecule plus field) has 
time reversal symmetry Since we consider electric fields 
only, we take the latter condition for granted 
We start from the solutions φ J" of the closed-shell HF 
problem 
F » ^ » - * ^ ™ (1) 
where ρ runs over (doubly) occupied orbitals, denoted by 
φ I01, and virtual orbitals, denoted by φ J" The operator F "" is 
the usual Fock operator The following equation gives the 
first order contribution φ J" to the occupied MO φ f " 
[/·«'-«f-<!]<»!"<') 
= -[hV) + F"\t]-Mt)]t?. (2) 
where A (( ) is a tune-dependent external field (the perturba­
tion), F"\t^is the first-order part of the Fock operator, and 
íVV ) is the first order orbital energy Expansion of φ ["[ι ) m 
terms of the unperturbed virtual MO's 
*!"<<) = Σ »-<'*! |3| 
and introduction of the following notation (assuming real 
unperturbed orbitals) 
< И І И =(ф^і)ф^2)\^—^-\ф^1)ф^2)), (4) 
* - ( ' ) = < # ¡fi* С W Г). (5) 
(6) 
(7) 
(8) 
* * * = ( β * | | 0 
allows us to write Eq (2) m the following compact form 
АШІІ)-,^МІ) + ВШ(І)*= -ЦП 
от 
After the introduction of 
* 0 = ж(0-1-/уП (9) 
we obtain equations for i(f ) and j{t ) by adding and subtract­
ing Eq (8) and its complex conjugate At this point we as­
sume that A, B, and Ь are real, which is no constraint iff0 1 
and A (/ ) are mvananf under time revena) Thus, we obtain 
dt 
( А - В ) у < / ) - 1 ж ( 0 = 0 
(10а) 
(10b) 
Eliminating y{i ) we obtain the following system of coupled 
differential equations 
(А + В)ж(г) + ( А - В ) - ' ^
т
і ( / ) = -h(/) (11) 
{ft 
We can uncouple these equations by solving the following 
matrix problem 
(A + B I C H A - B I - ' C g " . (12) 
C r ( A - B ) - 1 C = l (13) 
Thouless' stability theorem24 states that the symmetric 
matnces (A + B) and (A — B) are positive definite if, and 
only if, the occupied orbitals φ f are the lowest energy solu­
tions of the unperturbed Fock equation ( 1 ) Since we assume 
this to be the case, we have here a generalized agenvalue 
problem The diagonal matrix IT2 is also positive definite, 
and since its elements have the dimension [energy]2 we wnte 
it as a squared matrix (Physically, the square roots of the 
diagonal elements can be interpreted as transition energies ) 
Equations (12) and ( 13) are the basic equations to be solved m 
the present method 
It is convenient to renormalize the columns of С and to 
define 
D = C 8 ' - " 2 (14) 
In the basis of columns of D, Eq (11) becomes 
Гж(г) + Г- , |^ж(/) = 
ОТ 
-h(/), (15) 
which is the required uncoupled system of differential equa­
tions Here we introduced 
ж(/) = D - , i ( r | . (16) 
h(»)=D r h(/) (17) 
In order to be able to solve Eq (15) we must specify the 
perturbation We take the one-electron operator 
A(;) = u,(r)cosú>r (18) 
This operator desenbes in fact an electromagnetic wave of 
which the magnetic component is neglected Furthermore, 
the assumption is made that the wavelength is large com-
pared to the dimension of the molecule Under these condi-
tions the spatial part of the perturbation satisfies Laplace's 
equation and hence we can wnte 
»i(r)= χ (-ir»"-„eiX. (19) 
where Q'
m
{T) is the usual 2'-pole operator (i e, it is a solid 
harmonic in Racah's normalization) The constants V
m
 de­
fine the field for / = 1 we have a dipole wave, for / = 2 a 
quadrupolar wave, etc 
Imposing the boundary condition u(< ) » 0 for V'
m
 =0 
(m = — /, , + /), we can readily solve Eq (15) and find 
f -
*(») (20) g " 2 - * , 2 ! ' " " * 0 " · 
where 1 is the unit matnx, and 
*,. = D4, 
<»,)„ = « > i M ! * > (2·) 
It is now easy to denve an expression for y(r ) as well, how­
ever, we shall not need this and therefore we forego this den-
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Next we introduce the following shorthand notation 
R M
=
D ( - ^ b r ] D r · |22> 
which is a frequency dependent reduced resolvent Using 
this notation, we define the Ггегціспсу dependent [1,1 'l-polei 
In the present work we use the polanzabilities (23) to com­
pute the dispersion coefficients via the Casimir-Polder rela­
tion a We explain this procedure in the next section 
This section will be concluded with some remarks on 
the well-known equivalence of the TDCHF formalism and 
the so-called random phase approximation The latter is an 
jV-electron treatment of the general problem of linear re­
sponse It is illuminating to give the JV-etectron expressions 
for the matnees A and В 
л„*={*:шт-вч!
г
\Ф;), |26) 
В.,* =(4O\HW-E^
r
\0f), ,Tih афЬ (27) 
Here Ф0 denotes the HF ground sute with energy E {Jp, and 
Φ J is a state derived from Φ 0 by exciting one electron from 
φ f to ¿J" An analogous definition holds for the doubly 
excited state in Eq (27| These expressions are the source of 
the frequently discussed presence of electron correlation in 
CHF theory, as the В matrix contains the effect of the doubly 
excited states This correlation has been called apparent in a 
recent paper,11 but one should note that the inclusion of the 
doubles through the matrix В gives nothing but a self-consis 
tency effect 
In practice we solve Eq (12) as it stands, because it has 
the standard form of a generalized eigenvalue problem This 
m contrast to what roost workers in the RPA field seem to 
prefer " There it is customary to transform Eq (12) to the 
form 
|A + BKA - BKA + B)C = (A + BjCy1, (28) 
which is again a standard generalized eigenvalue problem 
To our experience the choice between the two equations is 
arbitrary 
III. DISPERSION INTERACTION COEFFICIENTS 
In this section the necessary formulas for the represen­
tation of the dispersion interactions are presented and dis­
cussed Much of the material m this section was published 
elsewhere m more detail1 ' Furthermore, we connect the 
general formulas with the TDCHF formalism developed in 
the preceding section 
polanzabdity 
β™ M = « Q ' J , " H M Q ' _ . (2J) 
where 
(οί,ι. ^ гче^п^пе '-Ю Ρ«) 
Consider two ngid linear molecules A and В Let R be 
the vector connecting the center of mass of Л with that of Я 
We choose a coordinate system with the ι axis parallel to R 
The orientation of molecule Л will be described by the polar 
angles іл
л
 ={θ
Λ
,φ
Λ
\, and similarly ω , = \θ,, φ,) gives the 
orientation of molecule В If we use the multipole expansion 
for the operator У' describing the interaction between the 
molecules A and Bt the second order dispersion energy may 
be expanded as27 
4£·&(0>,. o>a.Ä)= У ¿^ . / . (ЛИ,. , , , , , . ! «» . , .» , ) 
I») 
with angular functions defined as 
Λ,ι.,ί .Ιω,ί.ω,) 
= 1U -ш Э^ІЯ-ІСГ««..) (30) 
Here the familiar Wigner 3/ symbol appean and the Racah 
spherical harmonic С^(1а), in the phase of Condon and 
Shortley 
The general expression (29) is easily related to the more 
standard form of the multipole expansion of the components 
of the dispersion interaction This yields the following ex­
pressions for the expansion coefficients áEL L L(R) 
¿EL,L.L(R)=- Σ C¡££ J»- ' ' - ' " - ' · - ' · -1 
= - ^CLn'L,LR -' (31) 
Here we combined all coefficients 
with the same value for the sum 
'., + ' i + '» + ' i 
for a certain set of quantum numbers (£,,, L,, L ) in the coef-
ficient 
CL;'-L (n = /„ + / ; + / , + / ; +2) 
The polanzabihty tensor defined in Eq (23) arises if we compute (up to first order) the expectation value <^ ¡„ > of a molecule m 
a 2' -polar field 
<6^)=2Σ'<*™Ιβ»Ι«>™> + <<ί!0Ίβ1.Ι(*!"> + <#1"ιβ!.^10')) = β ^ + 2Σ^! 0 , ^!.Ι(»Γ>(«- + «:) 
' e i 
= (?20, + 4(Q^) ri(f)-Cr-4 ¿ (-ІПОІУИНеі, У1
 я
 «»ω/ 
m - - / 
= QT- Σ i-ir«!,»»".·»·.* (гл 
48 
In this paper we shall treat bomonudear diatonucs andS-state atoms only This restricts the sum over л to the values 6,8,10, 
We shall consider the first three terms only 
An expression for the coefficients 
was derived m Ref 28, where more details may be found In the present work it is convenient to write the full expression for 
these coefficients in the following form 
c- =. - »-μ+v.+m,+ν,+.{VT *YT 
~ \т
л
 -т
л
 0 /S; \mt -m, 0 / 
ι. ι; ι, 
The expression between curly brackets is a Wigner 9j symbol and 
(32) 
rr·) 
stands for a binomial coefficient The last factor is the part of the formula which depends on the spectrum of the monomers A 
and Л 
x'iïï· = Σ ' Σ №. +^^.r,^\Q'AAM<'>.\Q''-mA\oA)x(o,\Q':í\nt)<n,\Q''mjo,) (И) 
Here we introduced the excitation energies ΔΕ
η
 and the 
multipele operators Q ^ , which are defined as spherical ten-
ei jM = χ z, ri-c'^o.) (34) 
The definition of the angular functions in Eq (30) re­
sults in a consistent way to present the long range interac­
tions ш terms of the coefficients given in Eq (32) However, 
other definitions for the angular functions have been used in 
the past, with as a consequence a modified definition of these 
coefficients We can easily relate these definitions if we re­
write our angular functions in Eq (30) as 
= у і-іГ(2-в*о) 
\[LA-M)\{L,-M)n^/LA L, L\ 
1(£
Λ
 + M )'(£,+Λ/)l J \M -M 0/ 
-МП "Vi, 
K  
XPftaa 0,)Ρ% cos0,)cosAf(*„ - * , ) , (35) 
where Ρ ¿(cos θ ) is ал associated Legendre function If we 
now define new angular functions A l ^ w 
= Ρ ¿Icos β, )Ρ ¿Icos θ, )cos Μ (Φ, - Φ, |, (36) 
as m Refs 4, S and 29, the energy expansion related to Eqs 
(29) and (31) is 
minti.j Lgj 
ΔΕΖ[ω
Α
,ω,.]1) = - £ \ Y С^" 
ΧΛ - ^ ^ ^ ( ω ^ , ω , ) (37) 
It is easy to relate the "LLL " and "LLM " coefficients 
«ÏU -» ί> \M -M 
or, in the reverse direction 
çL.L.L 
inin|L4 Lj, 
= (2t + l) j ^ o 
(38) 
( - 1 ) * \LA+M)\L, +МП
Ш 
ILA L, L\ LAL^, 
X U -Л/ оГ" (39) 
If one of the monomers, say fi, is an 5-state atom, 
L
a
 = M = 0andLA =L m the above formulas In that case 
one can reduce the notation for these coefficients to C i 
However, one should be clear in specifying from which de­
finition the coefficients С J are derived, because they are not 
the same In the LLL definition, the angular functions from 
Eq (30) reduce to 
= (21.-1-IJ-'^lcosi,,), (40) 
whereas in the LLM definition they become 
Л
,
1.а,[вА) = Р1_\аявА) (41) 
Smce we use the LLL functions, our coefficients relate to Eq 
(40) In the case of atom-atom interactions (or, in general, 
isotropic interactions) the two conventions lead to the same 
coefficients 
One more remark should be made concerning our de­
finition of angular functions and expansion coefficients, as 
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given m Eqs (30) and (32) Our angular funcüons have not 
been normalized to unity and consequently the LLL coeffi-
cients do not necessarily decrease m magnitude Tor higher L 
quantum numbers. This should, of course, not be mismter 
preted as divergence of the expansion (29) 
The next step is to combine the general formulas of this 
section with the TDCHF formalism developed in Sec II In 
order to do this we relate the quantities 
ofEq (33) to the exact dynamic multipole polanzabihtics In 
terms of the exact eigenstates [л) and transition energies 
ΔΕ, the polanzabihtics are defined as 
4£. 
β « . =
 2
Σ' ΔΕΙ 
-<0 |ßU"><"lß ' -„ |0> . (42) 
where agam a restriction hos been made to linear molecules 
Usmg the identity 
r b - I Ì V + . ì ^ . » ) ^ (fl·*>0,·(43, 
and Eqs (33) and (42), we amve at the Casimir-Polder rela-
tion1' 
ДГ
- '^" i f "-''—<-""--•-»*' (44) 
If we now replace the exact dynamic polanzabilities in the 
last equation by the (approximate) TDCHF polanzabilities 
of Eq (23), the approximate quantities become 
TT Jo •* 
х^.Гн'мд'·.,,]^ (45) 
Once we have solved the TDCHF equations for the mon­
omers A and В to obtain I f (ιω) and R* (ни), respectively, we 
could calculate the integral m Eq (45) numerically How­
ever, there is no need to do so, as we can use the identity (43) 
agam, but this tune m the reverse direction This finally gives 
us the following sum-over-states expression for the quanti­
ties defined m Eq (33) at the TDCHF level of approxima-
IV. COMPUTATIONAL DETAILS AND FIRST ORDER 
PROPERTIES 
In all cases considered here, a basis of tesserei harmonic 
Gaussian-type atomic Orbitals was used The SCF ground 
state calculations as well as the four-index transformations 
were performed by the ATMOL-4 set of programs " We cal­
culated the dispersion mteraction coefficients for all possible 
duners consisting of the monomers He, Ne, H2, and N 2 The 
bond distances of the diatomics H, and N, were kept fixed at 
their vibrationally averaged equilibrium values of 1 449 and 
2 068 bohr, respectively 
For the two-electron systems He and H2 the basis sets 
given by Meyer29 were used, but without introduction of any 
contraction In the case of H2 this basis will be denoted by В 
We also used a smaller basis, denoted by A, which is the 
extended basis of Ref 31 The most important differences 
between the two basis sets are the absence of/ functions m 
the A basis and the use of bond-centered functions in the В 
basis 
The basis set for the Nc atom consists of van Duijne-
veldt's31 (10?, ip) basis, augmented with two spherical d or-
bitals, a diffuse s and a diffuse ρ orbital, and finally a sphen-
cal ƒ orbital The exponents тдтітіу^ the multipole 
polanzabilities Contraction yielded a (75, 5p, U, 1/) basis 
This basis was used also m Ref 31 
In the case of N¡ we initially used the basis set reported 
by Mulder, van Dijk, and van der Avoird,* with a carefully 
optimized polarization part (basis G ') As some results ob-
tained m this basis appeared somewhat unsatisfactory, we 
constructed a larger basis (basis В ), without trying to opti­
mize the polarization functions At the heart of this extended 
basis is van Duijneveldt's32 (12i, 7/>) basis, contracted to a 
(fa, 5/>) basis An even-tempered set of three d Orbitals and 
two ƒ Orbitals complete this basis The basis sets used m this 
work are summarized m Table I 
As it is difficult, m general, to construct a "multipur-
pose" basis, which is equally good m descnbing first and 
higher order properties, it may be illustrative to give an 
impression of the quality of the ground state properties ш 
x
 ^ · =
4
 Σ («ί + 0~ι^χ{τ 'і„х{т'^),(т'-
тш
),. 
(46) 
where we introduced the notanon 
Ti, =D rQi, (47) 
The matnees ІУ and D* are obtained by solving the TDCHF 
equations (12) and (13), and usmg Eq (14) The quantities ef 
are the square roots of the elements of the matrix i"2 in Eq 
(12) The labels ƒ and q in Eq (46) run over the number of 
TDCHF states, which is equal to the number of (doubly) 
occupied orbitale tunes the number of virtual orbitals 
Comparison of Eqs (33) and (46) reveals that the irredu­
cible tensor Τ i, plays the role of a 2'-pole transition moment 
Furthermore, we find that the square roots e, of the TDCHF 
eigenvalues can be looked upon as transition energies 
TABLE I Buo set inJormation 
He 
Nc 
HJfi) 
Η,ΙΒ) 
Ν,ΗΙ 
Ν,ΙΛΙ 
I Ite, 5p M. 2 fr 
van DuijiKve]dtb (Ite, бр/бі. 4р) 
In iddition І5(а - 0 151 
U (о - 0 225,0 9751 
1/ |о«02В| 
van Duijiicvcldl'' {b/isf 
In addition 3^α = 0 12 0 52 2 01) 
Ufa-006 0 28) 
|4i, Э/> ω ) + ίίρ If) al Η, center* 
(9J, 5; Ы. I//4J. ip. U, 1 ƒ f 
van Dui|neveldtb (12j, lp/fa 5/>) 
In addition ìd{a - 0 1,0 3,09) 
2/(<τ»0 1 03) 
' Reference 29 
'ReTerence J2 
c
 EiponenU have been acaled by a Tactor 1 2 
'Référence ti 
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TABLE II Same ground tute properwi (ftH uniti LU ) 
Men­
oma -E HFIunil d o * C o ' 
He 2-8616*9 2в<>16КГ 
Ne IMMIO 128 M7 1' 
ИЛА) 1132 65 1133 64" 0 517 68' 
HJ«] 1132 30 1133 64" ОЗгЗіГ 0 354 17' 
Ν,Η) 10β96Ο2 10Í9939' -094492 · -727477· 
N^5] 1089755 108 993 9* -095295 · - 7 5 4 4 ! 2 · 
• Qundnipolc momait 
• Heudecspole moulent 
c
 Referaice 42 
'RereraHx43 
'Reference 44 
' N a r H F h m j l n l u a u r - 1 4 0 2 . I T ρ
ι 0 _04803.С*.о -03120,Reí 
45 
•Nt«rHFlimit Cío = - 0 9 4 7 end ^ о = - 6.М. Ref 45 
this section. To this end wc have collected some results in 
Tabic II. However, one should be aware that m the case of Hj 
these values are obtained at r = 1.449 a. u., whereas the 
quoted HF limit values have been evaluated at r = 1.40 a u. 
A w^y to assess the completeness of the basis is by appli­
cation of the Thomas-Reiche-Kuhn (TRK) sum rule, which 
holds in the TDCHF scheme.22 The results, presented in 
Table III, should be equal to the number of electrons m the 
system, in the limit of a basis which is stable under the dipole 
operator. Judging by the TRK sum rule we have succeeded 
rather well in designing a good s, p, d basis for N,: The sum 
rule results are unproved appreciably in going from basis A 
to basis B. The Ne basis, however, gives a rather large devi­
ation from the sum rule. 
We want to make some remarks about the limitations in 
our basis sets Although we include all multipole operators 
that contribute to C. for n< 10, our basis does not afford all 
corresponding transitions. For instance, the octupole opera­
tor Q \ requires functions with m = 4 and />4 in the basis of 
nitrogen, and with / = 4 in the basis of neon Since none of 
our basis sets contains g Orbitals we see that those contribu­
tions to C,0 are missing that require g Orbitals. 
However, our basis does support all possible transitions 
that contnbute to C6, Ca, and C,0 coefficients in the case of 
He and H2 and to C6 and Ce coefficients in the case of Ne and 
N,. 
TABLE III Tbomaft-Reiclie-Kulin tum rule 
Maaomer 5(0) 
He I 999 94 
Ne 9 397 64 
Η,(Λ) || 1998 18 
1 2 010 78 
Η,Ιθ | || 1 995 340 
1 1993 015 
N,14) У II 56744 
ill 601 86 
NJB) U 13 485 89 
1 13 563 76 
This section will be concluded by saying a few words 
about the TDCHF programs written for this work The fint 
one constructs the matrices (A + B) and (A — B), A and В 
being defined by Eqs. (6) and (7). This is done by reading 
sequentially the file of two-electron integrals over MO's once 
only. The generalized eigenvalue problem [Eqs. (12) and (13)] 
is solved by a program which first determines the mminuim 
blocking of the matrices (A + B) and (A — B) and then per­
mutes the columns and rows to take advantage of this. That 
is, no basis transformation is made, and no extra zeros are 
produced, only the existing zeros are used The blocks are 
then diagonalized separately, and the components of the 
eigenvalues are permuted back to the original basis order. In 
this way the problem m the extended basis for N2, which 
yields an eigenvalue problem of dimension 651, is decom­
posed into blocks of dimension 47, 49, 80(2), 82(2), 114, and 
117, respectively. 
For the computation of all possible transition moments 
of multipole operators m the MO basis we used the program 
MULTPROP," which can handle GTO's through/ functions 
only. 
The last program in the chain uses complex arithmetic 
to transform the transition moments on basis of TDCHF 
states to sphencal harmonic representation and uses Eq (32) 
to compute the necessary dispersion interaction coefficients, 
both m the LLL and LLM convention 
The CPU tune used by the TDCHF programs is negligi­
ble m comparison with the time needed for the evaluation of 
the integrals, the SCF step and the four-index transforma­
tion, at least in the cases studied here. 
V. RESULTS AND DISCUSSION 
A. Static multipole polarlzabHItlea 
The quality of the static multipole polanzabilities at the 
CHF level of approximation is a good en tenon by which we 
can compare our results with the data available at present. 
Since a number of static polanzabilities are known accurate­
ly, our results can serve to establish the true correlation error 
in the polanzabilities, as the CHF level is the correct uncor-
related reference 21 ^ 
Companson of our dipole polanzabilities for He and Ne 
with the corresponding numerica] CHF values (cf. Table IV) 
reveals that the dipole spectrum for these two noble gas 
atoms is essentially of CHF limit quality, with negligible 
basis set errors The true correlation effects in the dipole 
polanzabilities of He and Ne are 4 5% and 12%, respective­
ly. In the higher multipole polanzabilities of He the error is 
of the same order, 5%. We should remember that our bases 
contain many s and ρ Orbitals and hence the dipole spectra 
are very well desenbed But the higher multipole spectra 
may not yet be desenbed at the CHF limit, as is illustrated by 
an increasing difference between the numencal multipole 
polanzabilities and our results in the sequence dipole, qua-
drupole and octupole This is certainly true for the Ne octu­
pole polanzabihty, which is off by a factor of 2 The lack of; 
functions m the Ne basis is responsible for this large discrep­
ancy between numencal and finite basis results. 
Comparing the results for H¡ in the Λ and В basis we see 
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TABLE IV Suuc роЬпиЫюа (t-u.) ' 
He 
Ne 
H, 
Ν, 
s, 
» 1 
fij 
Ô | 
s, 
a, 
S i 
ila, 
s, 
s, 
^ 1 
Ja, 
â j 
â j 
Tbuworkb 
1 322 
2316 
9941 
2 337 
3930 
15 57 
S4«2(3 352) 
2 025(2 049) 
17 13115 43) 
126 0(63 36) 
1140(10 98) 
5 11(5 28) 
73 M(68 12) 
67« 3<577 2) 
Litt 
1322e 
2 326· 
10 009" 
2 377" 
6 423' 
34 27" 
5 456« 
2 018· 
1143' 
5 04' 
Accurate 
1 3838d 
2 430· 
10 48· 
ietto· 
6 416' 
30 367' 
5 395' 
1977" 
IIB' 
4 4' 
'Definitioiu â, = | 2 7 + l ) " ' I l i ,a'i„ àal =at-al 
ь
 In bnckef s results in bisis À 
'NumencsICHF Ref 46 
'Semiempincal, Ref 41 
'Sliier-Kiriiwood mdhod, Ref 47 
'MBFT Ref 48 
'Finne Acid method, Ref 35 eitripolittd l o * = Ι 449o„ 
'Ctlculsted using explicitly corretsted weve function Ref 49 
Finite-field method Ref 50 
1
 ЕкрелліепійІ results, Ref 51 
the very same thing as for the octupole polanzability in Ne 
If we do not include/ functions (basis A ) the octupole spec­
trum is not described adequately and again the octupole po­
lanzability к offby a factor of 2 We expect the results in the 
В basis to be very reliable The correlation error in the dipole 
polanzability is — 1 2% and — 2 i% for the isotropic and 
anisotropic value, respectively In most cases the TDCHF 
second order properties are lower bounds to the exact values, 
but here (and apparently for the higher multipole polanzabi-
hties of Ne also) we find the opposite behavior The sign of 
the correlation correction is distance dependent, as the SCF 
slopes of the dipole polanzabilities are larger than the corre­
sponding CI slopes (see Table V of Ref 35) According to the 
results of Ref 35 the CI and SCF isotropic polanzability 
curves cross close to and to the left of Я = 1 4a0, whereas the 
amsotropy curves cross to the nght of this bond distance It 
is evident that the precise crossing point is extremely basis 
set dependent, so that different basis sets may easily predict 
different signs of the correlation error Indeed this is what we 
observe, as the smaller hydrogen basis (basis A ) gives a lower, 
TABLE V Some Cauchy moments for He and H2 [a u ) ' 
He 
This work Litt' 
S[ - 2) I 322 I 322 
£ { - 4 ) 1385 1386 
5( - 6) 1 727 1 730 
and basis В a higher isotropic dipole polanzability than the 
exact one 
From the TRK sum rule we already concluded that the 
extended nitrogen basis (basis В ) is a substantial improve­
ment over the A basis This is confirmed by the data in Table 
IV Because of the different number of polarization func­
tions we observe an increasing difference between the two 
basis sets for higher multipole properties The improvement 
m ä, and Δα, is 3 7% and 3 2%, respectively, but the corre­
sponding numbers for ä2 and a, are 8% and 15%, respec-
tively If we compare the dipole polanzabilities with the ear-
lier CHF data given in Table IV, we conclude again that the 
dipole spectrum is of excellent quality For the octupole 
spectrum the same remark applies as for the Ne octupole 
spectrum, ι e, g functions should be—but have not been— 
included 
Summarizing, we conclude that the dipole spectra of 
the four monomers considered are effectively complete, if we 
use the extended basis for the two diatomics Also, the qua-
drupole spectrum is of a high quality in all cases The only 
real deficiency is in the octupole spectrum of the neon atom 
and the nitrogen molecule This means that we can present 
accurate TDCHF dispersion coefficients C6, CB, and C,0 for 
van der Waals complexes involving He and H, only, the C l 0 
coefficients for dimers involving Ne or Ν } are not yet com­
plete Of course, the C,0 coefficients are not as important for 
the interaction energy as the lower coefficients 
These conclusions are based only on the discussion of 
the static polanzability, which is the first moment S ( — 2) in 
the Cauchy senes for the dynamic polanzability, which 
reads for the isotropic dipole polanzability 
δ,Μ= Σ 5(-2*-2Κ-*Ύ («) 
A - 0 
As the dispersion coefficients depend on the behavior of the 
dynamic polanzabilities over the whole range of ω values [cf 
Eqs (32) and (45)], information concerning the quality of the 
higher moments S [ — л) is valuable For He and H2 we have 
collected some Cauchy moments in Table V Companson 
with other theoretical values, computed in large {s,p) 
bases,173' shows that the high quality of our static polanza­
bilities persists in the higher moments 
B. van der Waal· coefficiente of the noble gas dlmera 
The van der Waals coefficients for the three noble gas 
dimers He2, HeNe, and Ne2 have been collected in Table VI 
Much of what has been observed in the last subsection 
on multipole polanzabilities applies here as well For exam-
H, 
This work Lilth Litte 
5 402(5 429| 5234 5 379 
1976(1904) 1825 19 35 
79 91(72 42) 7129 78 60 
* For Hj the isotropic moments are given The values between brackets are for the small basis [A J 
* RPA calculalton using large s, ρ basis Ref 17 
c
 CI calculations, Ref 36 
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TABLE VI Dupemon interact кии between noble gas atoms 
Ne-Ne 
This work 
Lin 
This wort 
bit 
This work 
Litt 
1 J75 
1 461.· 1 4Í2,1 
13 12 
14 11," 14 02* 
168 4 
Шб.ММГ 
•І4Г 
2 697 
ЗОбІ^З 13' 
30 13 
32 7" 
345 0 
429· 
5 392 
6И1,»*«Г 
68 26 
76 0" 
727 2 
ИОО· 
* Eiplmlly correUtcd cakulAlions, Rcf I 
'ScniKinpinca] estimala, Rcf 40 
cTao|. Nortnk, tnd Сепшп, Rcf 3 
TABLE VII Dapmion uttcnctione between He{À ) «fid H2(J ) ^ 
LAL,L = 10 
0 0 0 
0 2 2 
0 4 4 
0 6 6 
3 913(4 018) 
02114(02169) 
54 21(55 50) 
0 6297(0 7021) 
00229(00174) 
996 2(1025 3) 
0 7429(0 7647) 
00132(0 0279) 
0 0161(0 0038) 
" Apart Гшпі the isotropic coefficients [LA = ¿ # = L = 0), all other coefficients are given as the dimensionleas amsotropy Гасіогс γ ^' 
The isotropic coefficients are given m a u 
* Tbe extended basis [В ) was used for H, 
c
 Value between brackets are from CI cakulalions. Ref 2 
TABLE Ш Dispersion interactions between NeH ) and Н2|Л ) *-
LAL,L . 10 
0 0 0 
0 2 2 
0 4 4 
0 6 6 
7 398(8 47) 
0 2054(0 2102) 
116 1(129 0) 
0 3733|0 6261| 
0 0197 
2070(2430 0) 
0 7597(0 6261) 
00133 
0 0143 
'Sec footnote а оГТаЫе VII 
bTbe extended basis {B ) was used for Hj 
'The values between brackets are from Tang and Toennies, Ref 4 
TABLE IX. Dnpcnion lotencuons between НеИ ) and N f^fl ) *-
LAL,L 
0 0 0 
0 2 2 
0 4 4 
0 6 6 
9 793(10 2) 
0 2318(0 22581 
208 0(185 0) 
1 896(1 087J 
- 0 0757(-0 135O] 
4640(4360) 
2 820 
0 6338 
- 0 0325 
'See footnote a of Table VIL 
'ТЪе cKtoided basis [B \ was used for N, 
'The value between bnckcts an (ram Habitz, Tang, and Taenniea, Rcf 7 
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TABLE Χ 
L.L.L 
0 0 0 
0 2 2 
0 4 4 
0 6 6 
Dtspemoo brtwmiNeHlMKlN.lír' 
л - б 
18 t i 
0 2433 
л = 8 
432 8 
1781 
- 0 0 6 4 1 
л = 1 0 
9761 
2 8 0 2 
0 5785 
- 0 0272 
•S« footnote ι оГТіЫе VII 
*ТЬе extended basis [В ) wu med for Ν, 
pie, our С
б
 coefficients, which depend on dipole spectra only, 
compare very well with the numerical CHF data of Kan-
eko," which are 1 38, 2 71, and S 44 for He ,^ HeNe, and 
Ntj, respectively If we compare with accurate values, we 
arrive at true correlation erron of 6%, 12%, and 18% for 
the C6 coefficient of the three respective duners This is con­
sistent with the errors in the dipole polanzabihties of He and 
Ne 
For He] comparison with nearly exact results' is possi­
ble This shows that the error is rather constant in all coeffi-
cients, namely 6%, 7%, and 8% for Q, C„ and C
m
 respec­
tively As the basis sets become relatively less adequate for 
the higher multipole spectra, the trend to larger errors in the 
higher coefficients may be partly due to the basis The intra­
molecular correlation effects m He, arc desenbed complete­
ly by single and double excitations, which are included to a 
certain extent in the TDCHF formalism Consequently, the 
dynamical correlation effects in Htj are rather small A 
more typical example is Ne,, where we indeed observe quite 
substantial correlation effects 
We can illustrate the importance of; orbitals on the Ne 
atom by comparing separate contributions to the C,0 coeffi­
cient for HeNe and Ne2 with those of Ref 3 For the HeNe 
dimer they are 154{ 157) for the quadrupole-quadrupole con­
tribution, I09( 116| for the octupole-dipole contribution, and 
81(156) for the dipole-octupole contribution, where the val­
ues between brackets are from Tang, Norbeck, and Certain э 
In the Ne2 dimer the quadrupole-quadrupole and dipole-
octupole contributions are 404(424) and 162(338), respec­
tively This clearly demonstrates that the terms with octu-
pole excitations on the neon atom are the sources of the dis­
crepancies found m the C,0 values, which substantiates the 
similar conclusion drawn for the polanzabihties 
C. van der Waal» coefficient· of поЫе gaa-dlatom 
aystemi 
Of the four dimers studied here (Tables VII-X) only the 
two involving the hydrogen molecule possess well-estab­
lished van der Waals coefficients Particularly for the four 
electron system HtH2 the theoretical van der Waals surface 
is believed to be of high quality, with an accuracy of 1 %, 2%, 
and 3% for C6, C„ and Сю dispersion coefficients, respec­
tively For the larger system NeH2 the C10 coefficients are 
not yet known precisely 
On the other hand, of the possible atom-N2 van der 
Waals molecules, only the simplest one HeN2 has received 
some attention ' These duners are more interesting than the 
corresponding H2 complexes, both experimentally and 
theoretically, because the nitrogen molecule is a more typi­
cal diatomic than the hydrogen molecule If we compare the 
hydrogen complexes (Tables VII and VIII) with the mtrogen 
complexes (Tables IX and X) it is evident that the latter are 
charactenzed by highly anisotropic dispersion interactions 
This was noticed earlier by Habitz et al1 m the case of HeN2 
For the HeHj dimer the deviation of our isotropic coef­
ficients from the correlated results is between 2% and 3%, 
TABLE XI Dispersion inleractions between two molecules H, 
12 30(1195) 
0 2283(0 23601 
0 0049(0X52) 
00131(00140) 
0 1419(0 15111 
217 8(196 6) 
0 534 0(0 577 9) 
0 005 3(0 006 8) 
- 0 025 5( - 0 025 7) 
0 143 6(0 165 6) 
00194(0001 1] 
0 000 26( - 0 000 03) 
0 000 4 8 1 - 0 000 43) 
0 014 3 1 - 0 000 16) 
4976(3204) 
0 627 4 
O0O62 
- 0 039 4 
0 3 1 6 4 
0 014 6 
0 0 0 0 20 
- 0001 5 
0 0 1 2 4 
<io-' 
<io-> 
0 0 0 0 03 
0 0 0 0 12 
0 0 0 2 8 
0 010 2 
0 0 0 0 10 
0 0 X 2 9 
O0O95 
'See footnote • of Tibie VII 
*ТЪе values between brackets ire in the A bun, the other vilua m the В basis 
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once more illustrating the smillness of the dynamical (or 
true) correlation in the two-electron systems The fint few 
anisotropics are also in excellent agreement with the CI re­
sults. This agreement becomes less for the higher anisotro­
pics. These terms are physically not very important because 
they are small, but still we wish to examine in more detail 
this deviation. To this end we compare our results with the 
CI results of Meyer29 obtained ш the same basis as we have 
used. As Meyer presented only the so-called diagonal anisot­
ropics, we have extracted these terms from our data and 
transformed Meyer's numbers to LLL anisotropics. The 
numbers compare as follows: ñ =0.211(0.217), j-J 
= 0.211(0.215), and yj = 0.004(0.00ΐ), the mimbere 
between brackets being Meyer's data. We see that the true 
correlation effects are small, and it is therefore likely that the 
observed differences in Table VII are due to differences in 
basaseis. 
The data for NeH2 (Table VIII) show a deviation of 
10%-I5% m the isotropic coefficients from the values of 
Tang and Toennies.4 This is of the same order of magnitude 
as the correlation errors in HeNe, indicating that the values 
of Tang and Toennies are rather accurate A similar conclu­
sion was made in interpretations of recent experimental 
work37 on the NeH2 potential. 
Habitz, Tang, and Toenmes7 recently computed the 
dispersion coefficients of the HeN2 dimer. They used the CI 
TABLE XII DnpenKM uitenclioas between H,p4 ) «nd N^/*)"·1" 
L, L.L , 10 
0 0 0 29 28 
0 2741 
02199 
0 0057 
00153 
0 1651 
744 0 
1 594 
0 424 4 
00127 
- 0 0 4 4 7 
0 301 3 
- 0 082 3 
00130 
- 0 0 0 1 4 
000021 
- 0 0 0 3 5 
0 000 39 
-0072 1 
00117 
20 339 
2 325 
0 5 4 7 5 
0 0 2 0 1 
- 0 1 0 8 9 
0 893 0 
04043 
0012 2 
0 0019 
0000 62 
- 0 0 1 0 2 
- 0 0 0 2 8 
0038 2 
00317 
<io-6 
000002 
-000005 
- 0 000 28 
- 0 0 0 9 9 
- 0 028 6 
00059 
- 0 000 29 
0000 07 
- 0 0 0 0 5 1 
000021 
- 0 028 0 
00067 
' S o footnote · oTTible VII 
ь
ТЪе eitended bttus (5 ) hu been med for both Hj and Ν, 
'Sooeiemieinpincal otunata (Ref 41) are C ™ « 2 9 2, ^™1 = 0 260. 
Г?"—0.253 The corre^ioiiding values with the ¿Ьаш for H2 art 28 87, 
02738,аін102277 With both H, and N, in the ЛЬаяв 28 32,0 2846, and 
0 2270 
results from Meyer" for He, together with the polanzabili-
ties calculated by Coulon el al.3' for the nitrogen molecule 
The latter authors got their input data from Mulder et al.6 
who computed them at the uncoupled HF (UCHF) level of 
approximation. As it is known that these UCHF values are 
too high (see Ref. 6 and see also below), it is not surprising 
that Habilz et al. found it necessary to scale their results by 
some semiempmcal values. These scaled data are included in 
Table IX (transformed to the LLL convention) In a recent 
publication, Faubel el a/.,39 using the HeN¡ potential of Ha-
bitz et al7 to account for measured rotationally inelastic dif-
ferential cross sections, concluded that the well depth is un-
derestimated by -20%. They further suggested that the 
scaled dispersion coefficients might be the main source of 
this defect As the data in Table XI show, our dispersion 
coefficients are m good agreement with the available semi-
empmcal values (Q coefficients) and this supports our belief 
that our higher coefficients are more accurate than the coef-
ficients of Habitz et al They will lead to a deeper van der 
Waals well. 
The fact that the octupole spectrum of N¡ is not com-
plete implies that the exact isotropic C l0 coefficient is prob-
ably even larger than the one presented by us. The correla-
tion errors m the Ct isotropic coefficient and the anisotropy 
are 4% and 11%, respectively, which is not very large. We 
expect that the correlation errors in the C, and C l0 coeffi-
cients are of the same order of magnitude. 
The results for NeHj (Table X) are the first we know of 
for this duner. Judging from the quality of the other data 
involving Ne and N; we expect that the C6 and CB coeffi-
cients are accurate with errors of less than 10% and 20%, 
respectively. 
D. van der Waals coefflctont» between diatomic· 
The results for the three dimers Н2-Нг, Hj-Nj, and 
N 2-N 2 are given in Tables XI-XV. To our knowledge, the 
present results are the first ones for the H2-N2 van der Waals 
molecule. 
In Table XI the results for the hydrogen molecule dimer 
are presented. The isotropic coefficients given by Meyer" in 
the В basis are 12 12, 213.3, and 4741 0 for C6, C,, and C10, 
respectively. The diagonal anisotropic terms may be com­
pared as well: rf3 = 0.228(0.233), yf = 0.195(0 210), and 
ff = 0 0038(0 000 69). (Numbers between brackets are 
from Meyer's paper.) The correlation errors are small and 
show much the same trend as in the case of HeH,. 
TABLE XIII n = 6 dispersion coefficients for N,-N2a 
LAL,L UCHFI/OUCHFIÍICHFH) CHF(Ä) Mulder* Attutale' 
0 0 0 92 6* 
0 2 2 0 3683 
2 2 0 00130 
2 2 2 0034« 
2 2 4 0 3741 
94 99 
0 3576 
00121 
0 0324 
0 3495 
69 04 
0 2707 
O0O72 
00191 
0 2065 
7146 
0 2627 
00066 
00177 
0 1911 
73 39 
0 2143 
00044 
00119 
0 1290 
73 8 
0 237 
0 0054 
0014 
0 155 
'See footnote a of Tabic VII 
ь
 Reference 6 UCHF(^ | results after scaling The isotrop» С
й
 coefficient is 
a semiemptncal value 
c
 Semiempinca] estimates, Ref 52 
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TABLE XIV ii = l duperuon соевсшш Гог Ν,-Ν, · 
L, 
0 
0 
2 
2 
2 
0 
2 
2 
2 
, L, 
0 
ρ ί-
Ο 
2 
0 
2 
4 
4 
2 
4 
6 
ИСНРИ ) 
2303 
1 МО 
0 0299 
- 0 1 1 2 5 
0 72S4 
- 0 1357 
- 0 0Ο32 
- 0 0075 
- 0 1749 
U C H F i e l 
2447 
1442 
0 0271 
- 0 1016 
0 6599 
- 0 1 1 0 1 
-O0O25 
- 0 0 0 5 8 
- 0 13ÍO 
C H F H ) 
2195 
13Í2 
00212 
- 0 0716 
0 4966 
- 0 0769 
- 0 0016 
- 0 0 0 4 0 
- 0 0 1 3 8 
C H F I i l 
2351 
1288 
00192 
- 00*42 
0 4479 
- 0 0560 
- 0 0 0 1 1 
- 0 X 2 9 
-O06O1 
MuUte» 
1825 
0 8957 
0 0104 
- 0 0389 
02512 
' Set footnote > of Т.Ые VII 
'Set footnote Ь of Т.Ые Xlll. 
A senuempirical estimate for the isotropic Ct coeffi­
cient is 12.078 ^ Here we observe the same peculiarity as for 
the multipele polanzabüities of H2: both our and Meyer's 
results exceed the true values. This confirms the conclusion 
drawn above, namely that the sign of the correlation error is 
extremely basis set dependent. The C,0 anisotropics in the Л 
basis have not been included ID Table XI, because these are 
totally different. The difference between the isotropic C10 
coefficients m the A and В basis gives an impression of the 
importance of the octupole spectrum for the C,0 coefficients 
Table XII presents the dispersion interactions between 
Hj and Nj The difference in anisotropic behavior between 
H, and Nj is nicely illustrated by these data. Again, these 
numbers are accurate TDCHF results, with the exception 
for the C,0 coefficients Our results compare well with the 
few available semiempincal estimates,41 but we predict con­
sistently a larger difference in the anisotropic behavior of H, 
and N
z
, in all combinations of different basis sets. 
The last dimer studied enables us to illustrate several 
conclusions drawn so far Tables XIII-XV present the re­
sults of both UCHF and CHF calculations m the two basis 
sets A and B, together with the best N¡-N3 dispersion inter-
action coefficients known to date. The UCHF results in basis 
A have been published earlier by Mulder et al.* and the fifth 
column in Tables XIII-XV was produced by applying a scal-
ing procedure to the UCHF{A ) data. The available senuem-
pirical values for π = 6 are given in Table XIII also. 
In general, we observe large self-consistency effects (the 
"apparent correlation"), but for the higher coefficients the 
basis set effects are also quite large. Thus, we observe small 
basis set effects m Table XIII and large self-consistency ef­
fects. In Table XIV both effects are of the same order of 
magnitude, and m Table XV the basis set effects even domi­
nate the self-consistency effects. As a consequence, the 
UCHF(5 ) results present a fair, fortuitous, approximation to 
the CHF{A ) results for л = 10. If we take a look at the C6 
coefficients in Table XIII in order to compare the basis set 
effects with the true correlation errors, we can conclude that 
the basis set effects m the isotropic coefficient are of the same 
magnitude as the correlation errore, namely some 3%. This 
correlation error is small compared to the corresponding 
error ш the Nc atom, where we found an error of 18% m the 
C6 coefficient for Ne?. The correlation error in the л = 6 
anisotropics ranges from 10% to 23%. 
Comparing our CHF(i> ) results with the scaled interac­
tions of Mulder el al.,* we observe a global similarity for 
л = 6, but an increasing disparity occurs for the higher coef­
ficients. If we accept our C, values obtained in the basis В as 
the most reliable ones known at present, we find that the 
scaling procedure of Ref. 6 overcoirects the UCHF(i4 ) C, 
results. Above we were led to the same conclusion in the case 
ofHeNj. 
Our C,0 values are not as accurate, due to the lack of g 
Orbitals, but it is likely that the CHF-limit results are an 
extrapolation of the CHF(/< ) and CHF(i ) results. Thus, we 
predict, for instance, that the CHF limit of С ^ 0 will be larg­
er than 77 229 a.u. Furthermore, there seems to be no reason 
why the correlation effects in C, and C,0 coefficients would 
be larger than in the Ct values, and hence our results indicate 
TABLE XV л = 
¿ . ¿ . ί -
0 0 0 
0 2 2 
= 10 dispmjon coefficicDU for N2 
U C H F H ) 
62 54« 
2.29J 
0 0 1 6 7 
- 0 3 7 3 6 
3 296 
0 3 J 4 4 
- 0 0 0 2 1 
0 0 0 3 1 
- 0 1 5 5 7 
0АЮ 04 
- 0 0 0 0 28 
0 0 0 0 88 
0 0 0 4 7 
0 1 5 3 8 
- 0 0 1 5 7 
- 0 0 0 0 2 6 
- 0 0 0 0 2 6 
- 0 0 2 5 4 
- Ν , ' 
U C H F i e i 
70490 
2 093 
0 053 7 
- 0 3 1 8 3 
2 818 
0 2 8 4 5 
- 0 0 0 1 1 
0 0 0 0 68 
- 0 105 6 
0 0 0 0 0 2 
- 0 0 0 0 19 
0 0 0 0 6 0 
0 0 0 3 1 
0 1015 
- 0 3 1 7 
- 0 0 0 0 4 8 
- 0 0 0 0 78 
- 0 0 4 5 9 
CHFHI 
68 228 
2 169 
0 0 5 2 1 
- 0 3 2 7 3 
2 923 
0 2 8 7 4 
- 0 0 0 1 8 
- 0 0 0 0 04 
- 0 0 7 9 1 
0 0 0 0 0 4 
- 0 0 0 0 12 
0 0 0 0 28 
0 0 0 2 1 
0 0 7 6 7 
0 0 0 2 8 
- 0 0 0 0 13 
- 0 0 0 0 36 
- 0 0 0 1 5 
C H F | i | 
π 229 
1976 
0045 1 
- 0 2 7 7 4 
2 413 
0.249 3 
- 0 0 0 0 78 
- 0 0 0 2 4 
- 0 0 3 9 2 
0 0 0 0 0 3 
- 0 0 0 0 07 
0 0 0 0 1 7 
0001 3 
0 0 4 * 6 
- 0 0 1 6 ] 
- 0 0 0 0 20 
- 0 0 0 0 34 
- 0 0 1 9 4 
MiiMer* 
49 538 
1 334 
0 0 5 0 4 
- 0 1 8 4 3 
0 8 1 6 6 
'See footnote · of Tibie VII 
'See footnou Ь of Т.Ые ХШ 
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that the scaling procedure of Ref 6 gives a gross underesti­
mate of the exact С,, values, as well as for the C, coefficients 
VI. SUMMARY AND CONCLUSIONS 
In this paper we have studied the dispersion interac­
tions in ten van der Waals molecules, using computed 
TDCHF multipele spectra The influence of the size of the 
basis, self-consistency effects, and true correlation errors are 
the main issues we have discussed 
Regarding the first topic, we have seen that the dipole 
spectra an described excellently by our basis sets For He 
and H2 the quadrupole and octupole spectra are described 
adequately also 
For the larger systems Ne and N,, it is clear that inclu­
sion of g functions is necessary to yield C10 coefficients with 
the same accuracy as the C6 and C, coefficients But the 
lower multipole spectra are desenbed very well again in 
these larger monomers 
In the case of N, it is shown that an earlier basis set, 
although rather large already, is not good enough to make 
any assertion concerning the true correlation effects The 
extended basis used for S¡ is good enough to describe it at 
the same level of accuracy as the other three monomers 
The self-consistency effects in the dispersion interac-
tion coefficients are seen to be rather large The UCHF data 
show a large deviation from accurate values and we conclude 
that several scaling procedures applied to such UCHF data 
only improve a subset of the interaction coefficients In sev-
eral cases our TDCHF results form a substantial improve-
ment on existing data As the dynamical correlation errors 
turn out to be rather small ( < 6% in the isotropic coeffi-
cients) m the linear molecules studied, as well as in He, the 
results presented for the dimers HeN„ H2N2, and Ν,-Ν, 
can be considered as rather accurate However, correlation 
errors up to 25% exist m the case of the noble gas atom Ne, 
where the true correlation effects are larger than the self-
consistency effects In this case a correlated treatment seems 
to be necessary Research along these lines is in progress at 
our laboratory 
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A method is presented for the efficient calculation of second order 
(multipolc) properties A complete spectrum (including the continuum) is 
represented by a small number of effective states. Relations with several 
existing techniques, such as Padc approximants and generalized Gaussian 
quadratures, are discussed The method is applied to time-dependent 
Hartree-Fock calculations of dynamic multipole polanzabilities and dis­
persion interactions For He, Ne, Н
г
 and N 2 effective spectra are presented 
which yield dispersion coefficients for the ten possible Van der Waals dimers 
within 1 2, 3 9 and 6 4 per cent of the full T D C H F Ct, C e and Cm-coefficients, 
respectively These effective spectra are useful if knowledge of Van der Waals 
surfaces and dynamic polanzabilities is required to interpret experimental data. 
1 INTRODUCTION 
Recently, we have reported calculations of dispersion interactions in Van 
der Waals dimers using the time-dependent coupled Hartree-Fock (TDCHF) 
method [1]. This method is equivalent to a well-known propagator method, 
namely the Random Phase Approximation (RPA) [2]. The TDCHF formu­
lation of the theory is based on the description of a linear response of the stationary 
states of a quantum mechanical system placed in a time dependent field. In 
contrast, the RPA formulates the same response directly in terms of the electronic 
spectra of the system, ι e. in terms of the poles and residues of the polarization 
propagator. During the last decade this method has become increasingly 
popular as a tool for the computation of electronic absorption and scattering 
properties such as photoionization and photoabsorption cross sections [3-5], 
ionization energies [6], frequency dependent multipole polanzabilities [7, 8], 
transition energies, transition moments and Raman intensities [8], etc. 
However, the use of the TDCHF method for the calculation of dispersion 
coefficients is still not widespread [9]. Although the use of the Casimir-Polder 
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integral formula for dispersion interactions [10] effectively reduces the problem 
to two one-centre problems, one for each monomer, there are still several diffi­
culties in a routine application of the T D C H F method. First there is the 
dimensionality of the T D C H F eigenvalue problem. By now, it has become clear 
that large atomic orbital basis sets are needed to calculate the second order 
molecular properties with a reasonable accuracy, and consequently the T D C H F 
eigenvalue problem will have the dimension of one thousand, or even more if one 
thinks of treating interesting molecules like benzene. A simple truncation 
of the basis of unperturbed Hartree-Fock orbitals [11] cannot be the solution, as 
it is generally known that second order sum-over-states expressions converge 
badly as a function of the number of states included [12]. One reason for this is 
the fact that the contributions of the continuum are neglected to a large extent 
i a such a truncation from above. Therefore we need a scheme to extract the 
essential information from a large basis of particle-hole (p-h) states, which 
circumvents the diagonalization of large matrices, which converges very fast to 
the full T D C H F results, and includes the continuum in a proper way. The 
need for such a scheme is even more urgent if one considers the application of 
ab initio configuration interaction calculations to this type of problem, in which 
case the involved matrices will have dimensions of the order 103-105. 
A second point is the following. One of the advantages of the one-centre 
method is the possibility of combining the separate one-centre results to produce 
the dispersion interactions in all possible Van der Waals dimers. In order to 
exploit fully this possibility, all necessary information for each monomer should 
be available in a compact, and basis set independent form. Obviously, the 
hundreds of transition energies and transition moments which are obtained by a 
complete solution of the T D C H F eigenvalue problem yield information which is 
neither compact, nor independent of the basis set. This idea of compact 
information has been realized already in semi-empirical calculations of dipole-
dipole dispersion interactions, where experimental Cauchy moments are used to 
construct [я, я — 1] Padé approximants to the frequency dependent dipole-dipole 
polarizability [13-16]. However, applications have been limited in general to 
isotropic interactions and dipole properties only, due to the limitations of the 
experimental data. 
In this paper we present a computational scheme which is an approximation 
to the full T D C H F or RPA method. Some elements of this scheme may be 
found in a paper by Langhoff and Corcoran [3]. The method combines excellent 
convergence properties with compactness of the essential data. This scheme may 
be interpreted as an ab initio version of the semi-empirical methods mentioned 
above, as it uses theoretically evaluated moments as input. All anisotropic and 
higher multipole interactions can be dealt with easily in this scheme. 
However, we will present the method in § 2 in a way which stresses the 
connection with the full T D C H F scheme of [1]. This connection is based on 
the relation between projection techniques on Krylov spaces and [n, я - 1] Padé 
approximants, as was discussed by Goscinski and Brandas [17]. 
As there are many interconnections between several existing methods and 
the scheme we present in this paper, § 3 contains a brief discussion of these 
connections. This outline is by no means exhaustive. Some illustrative appli-
cations will be presented and discussed in § 4, and the more important conclusions 
will be summarized in § 5. 
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2 THEORY 
In this section we will set up the theoretical framework which is needed for 
the computation of moment conserving effective spectra Let us first recall 
very briefly the basic equation of the time-dependent coupled Hartree-Fock 
( T D C H F ) scheme, or, equivalently, the Random Phase Approximation (RPA) 
for the computation of frequency dependent second order properties 
The starting point of the present theory is the matrix form of the T D C H F 
equations, 
(A + B)x(i) + ( A - B ) - i | l x ( i ) = - h ( 0 (1) 
Here (x(O)in describes the first order correction to the (doubly) occupied 
unperturbed Hartree-Fock orbital ^,*0 ' due to the admixture of the virtual 
orbital ф
а
т
, and b(t) contains the external, time-dependent perturbation T h e 
definitions for the matrices A and В may be found in [1] We take as the 
perturbation a harmonic field, ι e 
h(í) = ν, cos ω/, (2) 
and we look for a particular solution of (1) of the form 
χ(ί) = χ 0 (ω) cos Cut (3) 
In (2) the order / of the external multiple field is shown explicitly In terms of 
the usual real (tesserai) 2 !-pole operators £ )
m
' in a basis of singly excited 
(particle-hole) states the spatial part of the perturbation may be written as 
ν, = Σ К,
1
 Я,,', (4) 
m- -I 
where we assumed real field parameters V
m
l
 (/= 1, 2, gives the field strength, 
field gradient, etc ) Introducing the notation 
A ± = A ± B , (5) 
we can derive from (1 )-(3) the following form of the T D C H F equations 
( Α μ - ω * Α - ' ) χ 0 ( ω ) = - ν ι (6) 
A convenient way to solve these equations is by finding the solutions to the 
following generalized eigenvalue problem 
A + C = A _ -
1 C E 2 , (7) 
C r A _ - 1 C = l (8) 
This is possible since A_ is symmetric and positive defimtef T h e column 
vectors of С are states expressed as linear combinations of p-h states, and the 
elements of the diagonal matrix E 2 are the squares of the corresponding excitation 
energies If С and E 2 are known, a straightforward route leads to dispersion 
interaction coefficients based on these T D C H F spectra, see [1] 
t The positive defimteness of A + and A constitutes in fact Thouless ' stability condition 
[18], which states that these matntes are positive definite if the zeroth-order Hartree-Fock 
energy is a minimum 
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In the following we wish to find an approximate solution of (6). Let us 
suppose that we have found a subspace of the full TV-dimensional p-h space, 
spanned by the non-orthogonal column vectors m 0 , nrij, ..., rn n _ 1 of an TV χ я 
matrix M. Let us further assume that this model space is such that the following 
is a good approximation : 
χ 0 ( ω ) * Ρ χ 0 ( ω ) = Μ χ ' 0 ( ω ) ) (9) 
where 
P : = MtlVFM)- 1 M 7" (10) 
is the matrix representation of the projection operator associated with the model 
space, and we furthermore defined 
х ' 0 ( ш ) : = ( М ^ М ) - > М ^ х 0 ( ш ) . (11) 
If we introduce the following notation : 
Η (
ω
) : = Α , - ω 2 A , " 1 , (12) 
the projected form of the T D C H F equations (6) is 
Μ
7
Ή (
ω
) Μ χ ' 0 ( ω ) = - Μ 7 ' ν / , (13) 
with the formal solution 
χ ' 0 ( ω ) = - Κ ( ω ) Μ ^ ν ( , (14) 
where the reduced resolvent R(a») is given by the definition 
Κ (
ω
) : = [ΜτΗ{ω)Μ]-Κ (15) 
It is easy to show that Ρχ
η
(ω) is invariant under the substitution 
M - > M D (16) 
where D is a non-singular « χ η matrix. We can use this freedom to diagonalize 
Κ(ω), which gives χΌ(ω) a sum-over-states type appearance. 
In order to find a suitable model space we make the following formal expansion 
for Χο(ω), derived from (6) : 
Α ( ) ( ω ) = - Α μ - 1 ¿ ^ ( Α , Α )-*v,· (17) 
* = i) 
This form of Χ
η
(ω) suggests that we take 
m A . : = Α , - Η Α , Α . ) - ^ , (18) 
for k = 0, 1, ..., n— 1, which indeed is the choice we have made for the basis-
vectors of the model space. 
T h e vectors m,- can be generated via the following recursion relations : 
1; = A . (19) 
rn^^A,-1 1„ i = 0, .... я - 1 . 
Following Hermann and Langhoff [19] we shall refer to this basis as a Cauchy 
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basis. We can write (18) in a slightly different way, stressing the point that this 
model space is spanned by a Krylov sequence [20] : 
A +
1 2
m A = ( A + 1 2 A A J V A . - ' S v , , k = 0,l (20) 
It should be noted that this Krylov sequence is based on an inverse of a matrix, 
where the matrix itself is so large that it cannot be kept in core. Each step in 
building up the Krylov sequence in (20) corresponds with the solution of two 
systems of inhomogeneous linear equations, (19), one for the auxiliary vector 1,, 
and one for the next basis vector m , L l , of dimension N. This is the way we 
actually calculate the model space. 
We also note that the elements in the Krylov sequence, and consequently the 
basis vectors of our model space, have the same point group symmetry as the 
perturbation vector v(, since A, and A_ are totally symmetric energy matrices. 
T h e start vector will belong to a particular representation of the point group, 
provided we use symmetry adapted p-h states and multipole operators. ( In the 
case of the Abelian group D 2 /, or any of its subgroups, this representation is 
irreducible.) This means that we have to construct several symmetry adapted 
model spaces, each being generated from a start vector of certain symmetry. 
Usually we can achieve this symmetry by choosing the external field parameters 
in (4) such that the perturbation is proportional to only one component of the 
multipole operator. In that case the vector v, reduces to Q
n l ' (if Vml= 1). In 
the following we will employ this special form of v(. 
Using the model space as defined in (18), we need expressions for the matrix 
elements of the outer projection of Η(ω) appearing in the definition of the reduced 
resolvent, (15). According to the definition, (12), we need the matrix elements 
of the projected T D C H F matrices : 
A , — M ' A , M (21) 
and 
A , ^ N T ' A . - ' M . (22) 
These matrix elements are easily found to be 
(A 0 ), ; = ( Q m . i ' n A _ A + ) - ' A ^ ( A + A _ ) - ' Q m ' 
= ( Q
m
. < y m , h „ ; , ; = (), . . . , „ _ 1, (23) 
and 
(A1)IJ. = ( Q m . ' y ( A _ A h ) - A + - ' A_-» A+-«(A+A ) - ' Q m ' 
= ( Q
m
. ' ' ) T m 1 + J + 1 , , · , ;= 0, · . . , « - 1, (24) 
where Q
m
· ' and Q
m
' must have the same spatial symmetry, or else the matrix 
elements vanish. T h u s (/, m) and (/', m') serve as symmetry labels')·. Further­
more, the matrix elements of the w-dimensional vector M r Q„,', which are needed 
also in (14), are given by 
( М г а „ Д = г О,„і,
 г
 = 0, . . . ,
я
- 1 . (25) 
In order to get a sum-over-states type expression for χ'0(ω), we use the 
freedom in (14) to make the substitution (16), by diagonalizing the reduced 
t Strictly speaking A 0 and Ац as well as the matrix M should carry these symmetry 
labels as well. However, we suppress them for typographical reasons. 
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resolvent. This is done by solving the я-dimensional generalized eigenvalue 
problem 
A o D ^ A ^ E « , (26) 
OTAlD=l, (27) 
which is the outer projected form of the full T D C H F eigenvalue problem of 
(7) and (8). If we know D, we can transform (14) to the form 
χ ' 0 (ω) = - D[Es - ω*1]-ι D n V F Q m l > ( 2 8 ) 
where we used (12), (21), (22), (26) and (27) and the substitution v ( = Q m ' . 
If we know Ρχ 0 (ω), which is an approximation to Χο(ω)> a s given by (9), 
the corresponding approximate 21 —2'-pole polarizability tensor is given by : 
*m m 
і' ,.Л = (
ω
)  - 4 ( α „ . ' ' ) Γ Ρ χ 0 ( ω ) = - 4 ( О т . ' ' ) г М х ' 0 ( ш ) 
E 
=
 ^К'т' ) S o . 2 1 m 
я
 Ε (Τ .'") CT ') 
-\h ivw ' ( ' 
where we defined the effective transition moments by 
T m / : = E - i 2 D T M r Q m / (30) 
Note that Q / n ' is a real spherical harmonic, whereas we used complex spherical 
harmonics in [1]. T h e и numerators in the sum-over-states expression in (29) 
are related to what could be called effective oscillator strengths. Substitution of 
the dynamic polarizabilities (29) into the Casimir-Polder relation give the 
dispersion interaction coefficients in the form of a double sum over effective 
states on both monomers, completely analogous to the full T D C H F scheme [1] 
3. RELATION WITH OTHER WORK 
In this section we will briefly point out the relation of the method introduced 
in the previous section with other work. There are cross links with the method of 
Padé approximants [13-17], generalized Gaussian quadrature [21-23], continued 
fractions [24-27], and the moment problem [3, 19, 28, 29]. Since there is a 
great diversity in the terminology commonly used in the treatment of these 
topics we feel that the following discussion may be useful. In particular we shall 
show that our dynamic (diagonal, i.e. / = / ' , m = m') polarizabilities can be written 
as [я, я — 1] Padé approximants. The work of Goscinski and Brandas [17] may 
then be consulted in order to establish the connection with inner projection 
techniques, Gaussian quadrature and continued fractions. 
Equation (17) yields immediately the following expansion for the full T D C H F 
polarizabilities, 
« m m
n ( - ) = 4 Σ « Л О
т
- ' Г п 1
А
. . (31) 
If we compare this expression with the Cauchy type expansion of the frequency 
dependent polarizability, 
«,„·„,'' '(«)= Σ SM.J>(-2-2k)œ^, (32) 
* = o 
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we conclude that the even moments of the system, »S
m
.
m
'''( — 2 — 2k), are given in 
the TDCHF scheme by the identity 
S
m
.
m
<'<(-2-2*) = 4 ( Q
m
. i y
m f c . (33) 
Recall that the symmetry label (/, m) has been dropped from the basis vector 
mfc. The property expressed in (33) is the reason why we call the basis {nrij a 
Cauchy basis. Comparing (33) with (23), (24) and (25), we get the following 
results : 
(A
e
)„ = S 1 1 1 . 1 / , ( - 2 - 2 i - 2 » , i,j = 0 n - 1 , (34) 
( А 1 ) 1 , = 5 И . 1 І І ' ' ' ( - 4 - 2 І - 2 У ) , fty = 0 1 . . . , n - l (35) 
and 
(M^Qi
m
4 = S
m
.J4-2-2i), « = 0 , . . . , я - 1 . (36) 
Here again we suppressed the symmetry labels on the matrices. If we simplify 
the notation further by introducing the scalars ak, defined by 
ak:= Sm.m"(-2-2k), 
and vectors of length я defined by 
(37) 
a t : = •Чс+І 
(38) 
we can write the matrices A0 and A, in the form 
A0 = (a 0,a 1, .... a ^ ! ) , (39) 
A! = ( » „ · „ . . . , · . ) . (40) 
Furthermore, the vector Μ 7 Ό ,
η
' is given by 
M ^ Q
m
' = a0. (41) 
Using this simplified notation, (13), which represents the ' exact ' equation in 
the η-dimensional model space, is 
( А 0 - ш 2 А 1 ) х ' 0 ( а . ) = - а 0 . (42) 
After the application of Cramer's rule and rewriting the determinants herewith 
arising we obtain the expression for the solution : 
йп a, .. а
т
,
л 
(*OH)»=-Det-
«1 «2 
2
n - l an ··• am+7i 
0 0 ... ω 2"-" 
, m = 0, . . . , n - l , (43) 
where 
Det: = 
" n - l un 
ω
2 η
 ω
2 η - 2 
-•гп-і 
1 
(44) 
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T h e corresponding polarizabihty components are found to be 
k'here 
= Det- 1 
r, : = Σ "^ 
. 2 ( n - ; - i l 
a, a » 4 (45) 
i = l , .. , я. (46) 
T h e identity given in (45) in the case of a diagonal polarizabihty (/=/' , m = m') 
is nothing but an [л, л—1] Padé approximant to the Cauchy series of (32), 
based on the first 2n Cauchy moments This result, which is known as Nutall's 
compact formula [30], has been pro\cd by Goscinski [31] The [n,n— 1] 
sequence of Padé approximants is known to g n e lower bounds to the exact 
results, which are in this case the full T D C H F polamabilities The poles of the 
[η, η— 1] Padé approximants are equal to the eigemalues of the generalized 
eigen\alue problem within the я-dimensional model space, (26) and (27) The 
corresponding residues, which might be interpreted as effectue oscillator 
strengths, are simple functions of the effectue transition moments, which were 
defined in (30) Thus, due to our choice of the model space as a Cauchy space, 
(18), we find effective p-h states and corresponding effective spectra, which have 
optimal properties in the sense of effectively summing the series (31), yielding 
lower bounds to second order multipole properties and converging to the full 
T D C H F properties in the limit of large n. Moreover, it can be proved [32] 
that each и-dimensional effective spectrum exactly reproduces the 2n input 
moments, which are the full T D C H F moments obtained by solving 2n—1 
systems of inhomogeneous linear equations of dimension N, as given in (19). 
Although (33) suggests that we have to know 2n vectors m, in order to compute 
2n moments, we actually need only η such vectors, because of the useful identities 
( Q J ^ m ^ m J ' l ^ i l o ) ' " ^ , 
= (т 1 )П А _ 2 = . =(т,)"Ч A = l . 2n, i = l , . (47) 
The problem of finding the poles and residues of an [и, я— 1] Padé approxi-
mant from a given set of 2я moments, is equnaient to finding the weights and 
quadrature points in a generalized gaussian quadrature scheme for the following 
integral [23] . 
«(ΐω)= Í - ^ Д Л . (48) 
which defines the polarizabihty in terms of the oscillator-strength distribution, 
dfldt : 
м * 0 
(49) 
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where dg ¡de corresponds to the continuum part of the spectrum. The compu-
tation of α(/ω) in a L 2 basis is equivalent with a pseudo-state representation of the 
distribution (49) [22], and this introduces a quadrature of the continuum part 
of the integral in (48) [23]. In general the distribution (49) is not known, but 
an η-point quadrature of (49) can be constructed if the 2n moments a, of the distri­
bution are known. This η-point quadrature defines я effective states, which are 
identical to ours. Whereas the full T D C H F states, which are solutions of (7), 
are basis-set dependent, the T D C H F effective states are the result of smoothing 
the data [23], and consequently they tend to be less basis-set dependent if fully 
converged moments are used. T h e computational scheme outlined in § 2 can 
thus be regarded as the construction of an η-point quadrature scheme in the 
jV-dimensional T D C H F space. 
The poles of the [n, n— 1] Padé approximants are in fact the zeros of the 
characteristic polynomials det (A0 — ω 2 А Д where the matrices A,, and A ! have 
been defined in (21) and (22). This property can be used in algorithms which 
construct the family of orthogonal polynomials by recursion [33], which is 
equivalent to a tridiagonalization of the matrix A ^ 1 A
u
 [26, 33]. This tri-
diagonalization is done most efficiently by constructing the matrix in a Lanczos 
basis [20], which can be generated recursively [19]. Another idea has been the 
direct (ab initio) evaluation of the coefficients of a continued fraction representa­
tion of the dynamic polarization [26, 27]. 
Some of these algorithms are reported to be more stable than the direct 
solution of the projected equations (26). However, in all applications reported 
in this paper the direct use of the Cauchy basis in the solution of the moment 
problem, (26), gave no problems at all. T o our experience the convergence of 
the effective dispersion interactions is so fast that numerical problems, which 
would possibly occur for large η (n> 10), never cause any trouble. 
Finally, it should be mentioned that a computational scheme similar to the 
one presented here has been applied to the calculation of the correlation energy 
of some small systems [34-36]. 
4. COMPUTATIONAL DETAILS AND RESULTS 
All SCV calculations, and four-index transformations, were performed by 
the A T M O L - 4 set of programmes [37]. Details concerning the basis sets, 
equilibrium distances in the linear molecules, together with an analysis of the 
quality of the computed ground state properties, can be found in [1]. In the 
case of H2 and N 2 the extended basis sets, labelled В in [1], have been used. In 
order to avoid numerical problems in the computation of the effective spectra, 
a convergence threshold of 1 χ Ю - 9 had to be used in the S C F phase. 
Several programmes were added to the existing set of TDCHF" programmes, 
which was described earlier [1]. The first one is the implementation of (19). 
It constructs symmetry adapted Cauchy spaces based on all perturbations v, 
which contribute to the calculated dispersion interactions. This is the time 
consuming step after the SCF-phase and the four-index transformation. It 
amounts to the solution of several systems of linear equations of dimension N. 
This is done efficiently by using the conjugate gradient algorithm [38] with a 
simple preconditioning of the matrices A4 and A_. Each system has been solved 
with an accuracy of 1 χ I O - 1 0 . Technical details can be found in [39]. 
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A second programme solves (26) and produces effective excitation energies 
and transition moments. These quantities form the input for the third pro­
gramme, which computes the dispersion interaction coefficients, as described in 
detail in [1] for the full TDCHF spectra (see in particular (32) and (46) of this 
reference). 
All steps after the construction of the Cauchy basis take a negligible amount of 
CPU-time. 
The computational scheme presented in § 2 has been applied to the monomers 
He, Ne, Н
г
 and N2. The full TDCHF dispersion interaction coefficients for the 
ten Van der Waals dimers consisting of these monomers have been published 
elsewhere [1]. These TDCHF results can be approximated with arbitrary 
accuracy using the effective p-h states of § 2. As a standard we have chosen to 
approximate the effective dispersion interactions with errors of 1, 3 and 5 per cent 
for the C
e
, C 8 and Clffl-coefficients, respectively. The lower bound property 
of the approximate coefficients is rigorous only for the isotropic coefficients, but 
in practice the anisotropic coefficients converge very well also. 
In order to get an idea about the convergence characteristics of the effective 
spectra, and also to study the numerical stability of the procedure, we have 
collected some data in tables 1 and 2. Table 1 illustrates several properties of 
the computed effective spectra for H2, which are of a general nature. In the 
first place we observe the bracketing of the effective energies : every pair 
encloses a full-TDCHF excitation energy. This is a general property of spectra 
computed by an outer projection method [40]. Secondly, the lower one or two 
energies and transition moments converge reasonably fast to the full TDCHF 
values, approaching these from above. For higher transitions convergence is 
very slow or even totally absent. This is a general property of the poles and 
residues of the [я, я—1] Padé approximants [13]. The convergence of the 
resulting dispersion interactions is so fast, that the 2-point spectrum of table 1 
reproduces the isotropic TDCHF Ce-coefficient for the H2 dimer within 0-4 
per cent. 
Table 2 demonstrates in detail the fast convergence of the effective dispersion 
interaction coefficients. With a 3-point dipole spectrum the error in Ce for 
the Ne dimer is already less than 1 per cent. If we use moments of 9-digit 
accuracy, recursively computed [я, я—1] Padé approximants yield virtually the 
Table 1. Convergence of the three lowest transitions in the effective dipole σ-spectrum of 
H 2 ; я is the number of dipole vectors in the Cauchy basis of σ-symmetryt. 
«ι/«. 
0-498988 
0-462929 
0-457698 
0-457087 
0-457071 
0-457071 
0-457071 
WVea. 
0-921853 
0-768797 
0-715566 
0-705675 
0-705336 
0-705333 
0-705333 
t2IEh 
0-693936 
0-582578 
0-556319 
0-554498 
0-554454 
0-554447 
(Т.'Уев. 
0-538369 
0-512741 
0-456049 
0-448008 
0-447687 
0-447612 
«a/Sh 
— 
0-885507 
0-721754 
0-700590 
0-695554 
0-676405 
(Т ево 
— 
0-340651 
0-379068 
0-360622 
0-330475 
0152974 
t Effective transition moments TV are defined in (30). 
67 
Table 2. Convergence and stability of the effective C, for the Neon dimert. The unit 
is a
a
' Eh. 
nt E-TDCHF§ PA(9)|| PA(6)|| PA(4)|| 
1 
2 
3 
4 
4 5799723 
5· 1087683 
S 3783961 
5-3888267 
4 5799715 
51087671 
5 3783937 
5 3888030 
4 5799830 
5 1087841 
5 3784270 
5 3854907 
4 5779503 
5 1053164 
5 3434454 
5 3434386 
t Full T D C H F result : C
e
 = 5 3919944. 
Χ η is the dimension of the dipole Cauchy basis. 
§ Effective T D C H F results. 
|| PA(m) is the result of a numerical integration of the Casimir-Polder integral, where the 
frequency dependent polanzabilities have been approximated by a [n, n— 1] Padé approxi-
mant. This approximant has been constructed using input moments with an m-digit 
accuracy, and a program written by Brezinski [33]. 
same dispersion interaction coefficients by numerical integration of the Casimir-
Polder integral [10]. The small differences in the fifth or sixth digit are mainly 
due to the very simple integration scheme used. The column with header 
PA(9) illustrates very nicely the equivalence of our outer projection method with 
the Padé approximant technique, which we discussed in § 3. The decrease of 
the accuracy of the moments is an instructive tool to study the numerical 
stability of the computational scheme. Retaining a 6-digit accuracy only, the 
results show a fair stability of the effective dispersion coefficients, at least in this 
case. However, if we use moments with a 4-digit accuracy, the results illustrate 
the sort of difficulties one can expect if the accuracy of the Hartree-Fock MOs 
is not good enough, or if the solutions of the systems of linear equations, (19), 
have not converged far enough The [4, 3] Padé approximant gives a slightly 
worse approximation to the dispersion coefficient than the preceding [3, 2] 
approximant. Since the higher moments contain new information only in the 
rightmost digits, neglect of these digits deteriorates the numerical procedure. 
This disadvantage of the direct use of the Cauchy moments (or, equivalently, 
of the Cauchy basis as the model space) has been discussed earlier [19]. How-
ever, in practice our programmes check the linear independence of the Cauchy 
basis, and for the monomers studied in this paper such problems never occur 
before the dispersion interactions have converged fully to the TDCHF results. 
They are likely to occur however, if there are near-degeneracies present in the 
system, as in the case of the Be atom, where the magnitude of the higher moments 
increases very fast. 
In the tables 3-6 we present the effective spectra which are needed to re-
produce all С
вІ
 C
e
 and C 1 0 dispersion coefficients with approximate errors of 
1, 3 and 5 per cent, respectively (the largest deviations are 1-2, 3-9 and 6-4 
per cent, respectively). The quality of the full TDCHF interactions, which are 
approximated here, has been discussed in detail earlier [1] 
In the case of the linear molecules H 2 and N 2 there is some degree of freedom 
in the composition of the Cauchy basis of a particular symmetry. As an example, 
consider the Cauchy space of a
u
 symmetry, with possible contributions from 
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Table 3. Effective TDCHF spectra for Hef. 
Dipole 
(¡Eh TV/eao 
Quadrupole 
f/Eu TV/ea»2 
Octupole 
e/Eti Т0
л1еа0* 
0-8326 0-3969 
1-3887 -0-4428 
11667 0-8218 1-2863 1-7879 
t Effective transition moments Tm' are defined in (30). 
Table 4. Effective TDCHF spectra for Nef. 
Dipole 
f/.En 7V/ea0 
Quadrupole 
(/Eh 7V/eao2 
Octupole 
e/£h TV/eV 
0-7829 
1-2216 
3-2060 
-0-3377 
0-6321 
0-5980 
0-8000 
1-7285 
0-6675 
1-2648 
1-2069 2-1678 
t Effective transition moments Tm' are defined in (30). 
Table 5. Effective TDCHF spectra for H 2 t . 
Symmetry! 
σ„(»ζ = 0 ) 
О
І
,()И = 0) 
7ru(m = 1 ) 
тгд(т = 1 ) 
S„(m = 2) 
«„('" = 2) 
фи(т = 3) 
t/Et, 
0-4629 
0-6939 
0-7611 
0-9665 
0-6688 
1-1774 
0-4862 
0-7625 
0-7920 
11581 
0-6701 
0-8694 
0-7666 
0-6758 
1-9265 
0-7717 
TV/eflo 
-0-7688 
-0-5384 
0-0807 
00091 
— 
— 
-0-6192 
-0-1291 
0-5531 
- 0 0 0 6 1 
— 
— 
— 
— 
— 
— 
Tm'leoa1 
— 
— 
— 
— 
1-7963 
00343 
— 
— 
— 
— 
1-7364 
- 0 1 7 6 8 
— 
-1-5883 
-0-2300 
— 
7V/eaoJ 
-0-5185 
0-4903 
5-0550 
0-8985 
— 
— 
-0-4146 
4-8800 
1 4006 
-0-3478 
— 
— 
-4-9003 
— 
— 
4-5693 
Γ™ Vea»4 
— 
— 
— 
2-4406 
-10-999 
— 
— 
— 
— 
3 4360 
18-826 
— 
-1-6820 
01249 
— 
TV/eao6 
-0-2500 
2-1131 
22-516 
-80-652 
— 
— 
-0-3713 
9-4302 
2-1078 
36-267 
— 
— 
— 
— 
— 
— 
t Effective transition moments Tm' are defined in (30). 
J Symmetry of Cauchy basis and symmetry of Qm'. 
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Table 6. Effective T D C H F spectra for N,t · 
Symmetryl 
aM(m = 0) 
og(m = 0) 
nu{m = 1 ) 
jr,(m=l) 
Su(m = 2) 
S
e
(m = 2) 
Фи(т = 3) 
<IEh 
0-5285 
0-7348 
0-9658 
1-0555 
1-3515 
0-6428 
0-9155 
11608 
0-5496 
0-6822 
0-7685 
0-9881 
1-4326 
0-3663 
0-8808 
0-9342 
0-5424 
0-7363 
0-8933 
0-7167 
Т /ево 
11129 
0-6892 
-0-2278 
-0-2769 
-0-8892 
— 
— 
— 
0-6360 
0-7680 
0-3174 
-0-2825 
-0-9362 
— 
— 
— 
— 
— 
— 
— 
T»Vee.· 
— 
— 
— 
— 
— 
2-9027 
-0-4520 
-3-3407 
— 
— 
— 
— 
— 
-1-7067 
3-5145 
-1-2373 
— 
-2-8451 
0-2523 
— 
7 V , W 
-2-3609 
11-400 
1-8494 
6-5176 
- 5-2069 
— 
— 
— 
0-6120 
6-8354 
-10-251 
-3-6180 
- 3 1 7 4 9 
— 
— 
— 
-9-7509 
— 
— 
6-9107 
7 V / e V 
— 
— -
— 
— 
17036 
40-548 
-20-853 
— 
— 
— 
— -
— 
-8-7116 
2-5212 
-46-729 
— 
-9-1872 
37-772 
— 
7V/eae' 
-15.380 
52-309 
-112-94 
116-58 
-11-616 
— 
— 
— 
-2-8172 
13-664 
-44-733 
- 138-24 
16-818 
— 
— 
— 
— 
— 
— 
— 
+ Effective transition moments Tml are defined in (30). 
I Symmetry of Cauchy basis and symmetry of Q»,'. 
Krylov sequences based on Z'-pole, 23-pole and 25-pole perturbations, respec­
tively. In principle this space could be constructed using one multipole com­
ponent only, but in practice it is found that the dispersion coefficients which 
depend on the other multipole components converge rather badly in that case. 
Therefore, we decided to include at least one vector from every possible Krylov 
sequence, which means that every multipole perturbation is included. Con­
sequently, the corresponding effective'spectra have the nice property of exactly 
reproducing at least the moments S( — 2) and 5( — 4) for every multipole com­
ponent. T h e procedure is then as follows : we start with one vector for each 
multipole component. Then we increase the number of vectors from the lowest 
multipole component, which is the dipole component in the example given. 
If the C
e
 dispersion coefficients, which depend on dipole spectra only, have 
converged to within 1 per cent, we increase the number of vectors for the next 
higher multipole component, and so on. 
Finally, it is instructive to use the effective spectra to get semi-quantitative 
estimates of the discrete and continuum contributions to the second order 
properties. As an example we consider the static polarizabilities of H 2 . 
Following Williams and Langhoff [4], we divide the excitation energies in a 
bound region, where the energies are smaller than the Koopmans ionization 
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potential (0-5867 Е
ь
 in this basis) and in a continuum region where they are 
larger. For the m = 0 (σ) components of the dipole-dipole and octupole-
octupole polanzabilities the contributions from the continuum are 25 and 
98 per cent, respectively. These figures compare well with recent calculations 
by Tanner and Thakkar [41] for the hydrogen atom. This underlines the 
importance of a correct inclusion of the continuum, especially for the higher 
multipele polanzabilities. 
5. CONCLUSIONS 
In this paper we have discussed and applied an efficient scheme for the 
calculation of effective spectra which reproduce the input Cauchy moments. 
These spectra can be used to evaluate a variety of second order molecular 
properties such as multipole polanzabilities (cf. (29)) and dispersion interactions 
(cf. (32) and (33) of [1]). T h e small size of these effective spectra makes their 
use very easy. Accurate dispersion energy surfaces can be constructed for all 
possible dimers with a minimum of effort. 
T h e method consists of two distinct stages. T h e last stage—the solution of 
a generalized eigenvalue problem, which can be interpreted as the construction 
of [я, η — 1] Padé approximants to the frequency dependent polanzabilities—uses 
ab initio moments as input and produces the effective transition energies and 
transition moments. This step is related to semi-empirical procedures [13-16], 
which use experimental moments. The replacement of experimental moments 
by ab initio evaluated moments enables the calculation of all anisotropic and 
higher multipole interactions, which is an important advantage over the semi-
empirical methods. 
From our point of view the main advantage of the present method appears 
in the first stage which consists of the computation of the moments. We have 
shown that this amounts to the construction of a small Cauchy basis in a very 
large primary space, followed by the projection of a corresponding large eigen-
value problem onto the small model space. Thus , the method looks very 
promising for ab initio CI calculations. In such calculations, where con-
figuration spaces of dimension 103-105 are common, a complete diagonalization 
of the hamiltonian matrix is out of the question. A simple truncation of the 
spectrum from above is known to give bad convergence properties [12]. We are 
currently working on the application of the present method to the study of 
intramolecular correlation effects on dispersion interactions. 
We thank P. Stam for useful discussions and assistance in writing some of 
the programmes, and Professor A. van der Avoird for his general interest in the 
work. 
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Time-dependent coupled Hanree-Fock cftlculations have been pcrfonDed m large bases for the linear molecules NO* CO 
C 0 2 and C 2 H : Some first and second-order propenies are presented m parucular the isotropic dispersion interaction 
coefficients Q™0 Cg000 and CfJ0 for ali possible van der V aals duners consisting of these monomers These coefficients and 
also the corresponding long range anisotropic inieracuon coefficients can be calculated easil> for any of these duners using the 
effecuve TDCHF mulupolc spectra presented in this paper Formulas to this end are given 
1. Introduction 
The ab шшо computation of second-order 
molecular properties, such as mulupolc polanza-
biUues and long-range dispersion inleracuons in­
volves sums over the complete electronic spectrum 
of a molecule, t e all excited states and corre­
sponding energies should be known Most quan­
tum chemical methods for the computation of 
these spectra employ a (discrete) basis and reduce 
the problem to a matrix eigenvalue equation If the 
dimension of these basis sets becomes too large, as 
is usually the case ш time-dependent coupled 
Hanree-Fock calculations or configuration inter­
action calculations, the complete solution of the 
eigenvalue problem is out of the question In that 
case some approximate method should be chosen 
to evaluate the sum over the complete spectrum A 
truncation of the sum from above, ι e by inclusion 
of the transitions with the smallest transition en­
ergies only, does not work m general, because of 
the importance of contributions from the con­
tinuum pan of the spectrum 
In a recent paper [1] we introduced and applied 
a convenient computational method for the con­
struction of so-called effective mulupole spectra 
The computed effecuve transition energies and 
effecuve transition moments give an optimal rep­
resentation of the full excitation spectrum m the 
sense that they effectively sum the Cauchy senes 
for the dynamic mulupole polanzabibties [1] 
This method is equivalent to the construction of 
[л, η — 1] Pade approxiraants to dynamic multi-
pole polanzabüities [2] and is also closely related 
to the technique of Sueltjes imaging [3] The л-pomt 
effecuve mulupole spectrum (also known as a 
pnncipal representauon of the full spectrum [2]) 
exactlj reproduces 2 л negative moments of the full 
mulupole oscillator strength dislnbuuon If the 
dimension л of the spectrum is increased, the 
corresponding effective dispersion inieracuon 
coefficients have been shown to converge very fast 
to their limit values [1] These limits are the ones 
obtained by an exact solution of the original ma­
trix equauon m the given basis 
An advantage of the approximate method is the 
compactness of the information contained in the 
effective mulupole spectra If one is satisfied with 
an approximation of the fully converged disper­
sion interactions to within 1-5% the necessary 
effective spectra are extremely short [1] Moreover. 
monomer spectra have the distinct advantage over 
dispersion coefficients that they enable the compu­
tation of the long-range interaction with every 
monomer for which a spectrum is available, 
whereas dispersion coefficients pertain to one par-
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acular dimer only Thus, for example the results of 
the present paper may be combined with those of 
a previous paper [1], but also combination of our 
results with semi-empirica] spectra is feasible For­
mulas for the computation of dispersion coeffi­
cients are presented in section 2 
The computational method leading to the effec­
tive multipole spectra has been introduced as an 
algonthm to approximate the complete solution of 
a very large generalized eigenvalue problem [1] 
However due to its equivalence to the Fade ap-
proximant techniques the method is closely re­
lated to semi-empmcal schemes [2.4-7] In these 
schemes moments of the oscillator strength distri­
butions are extracted from expenmental data, 
either by fitting a truncated Cauchy senes to re-
fractivity data [2,7], or by constructing a reliable 
dipole oscillator strength distribution from which 
the moments can be derived easily [6] A given set 
of moments then furnishes an approximation to 
the dynamic isotropic dipole polanzabihiies and 
dispersion interaction coefficients The present 
method furnishes ab initio calculated moments, 
and from that pomt on the construction of the 
effective multipole spectra is equivalent to the 
semi-empmcal techniques 
An important advantage of the present method 
over related semi-empmcal methods [2 4-7] is that 
we obtain anisotropic spectra as easily as onenta-
tionally averaged spectra In practice only the 
latter can be obtained from experiment Also for 
higher multipole properties the development and 
application of ab initio schemes is desirable, as 
their expenmental determination is also very dif­
ficult Reliable higher multipole interaction coeffi­
cients are important for the intermolecular poten­
tial [8] 
We shall present the calculation of TDCHF 
spectra for the monomers NO *, CO, C02 and 
C2H2 Of these monomers CO COj and C2H2 are 
of interest because of the properties of their solid 
phases [9-14]. which depend on the nature of the 
intermolecular interaction potential In particular, 
solid α-СО is mterestmg because of the head-tail 
disorder in this crystal Knowledge of C-, coeffi­
cients for the CO duner is essential for the descrip­
tion of the properties of o-CO [11], but also Q 
and probably even CK coefficients [10] are needed 
Furthermore, the molecule CO is important in 
astropbysical studies of interstellar molecular 
clouds [IS] NO* has been selected because it is 
isoelectromc with CO and C2H2, and it is an 
example of a stable юте species 
The effective dispersion interactions approxi­
mate the full TDCHF results to within 1-5%, thus 
we keep the effective spectra very short In addi­
tion to the effective spectra, also the full isotropic 
C6, Ce and Ci0 coefficients for the ten different 
dimers are presented We have combined the pre­
sent results with similar information for He. Ne, 
H j and N 2 [1] to compute the full TDCHF iso­
tropic dispersion coefficients for sixteen more van 
der Waals dimers 
A discussion of the quality of the TDCHF 
second-order molecular properties may be found 
m reí [16] 
2. Formulas 
In this section we give a compilation of the formulas which are necessary to compute the dispersion 
interactions b> means of the effective monomer multipole spectra Details concerning these formulas can 
be found elsewhere [17] The formulas presented here hold for atoms and linear molecules 
Let us defme a unit vector cA along the molecular axis of the ngjd linear molecule A and let <A pomt 
from the center of nuclear mass of A towards the heavier atom (in the case of homonuclear molecules the 
sign of <A is arbitrary) Similarly we defme a umt vector <B on В In terms of these two vectors the dimer 
geometry is expressed with respect to an arbitrary cartesian system of axes by 
eA = (sm вл cos фд, sin iA sin фА, cos flA), 
( B " (sm в cos ф в, sm в sm ф в, Д + cos 8t) 
(1) 
(2) 
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That is, the center of nuclear mass of A is placed in the ongm of the coordinate system, and the center of 
nuclear mass of В is situated on the positive ; axis at a distance R from the ongm 
The orientation of A is given by uA — (flA, ФА) and that of В by uB — ( ί Β , фв). It is important to note 
that the sign of the C7 and G, dispersion coefficients depends on the relative position of A and B. Thus, for 
example, we would find the opposite signs for C, and C, coefficients if we placed В on the negative ζ axis. 
Most of the molecular properties presented in this paper depend both on the orientation and the 
position of the molecule in the given coordinate system. Therefore, one should note that all monomer 
properties m this paper pertain to the choice с — (0, 0, 1 ), which means that the molecule hes along the ζ 
axis, with its center of mass m the ongm and its heavier atom on the positive ζ axis. 
Using the multipoli expansion for the operator P*,B describing the interaction between the molecules A 
and B, we can express the second-order dispersion energy as [17] 
A££Bp(«A,«B,Ä)= Σ ^ ^ . ¿ ( Я М ^ . Л - л . · · · ) . (3) 
LAÍ..L 
with angular functions defmed by 
Χ ^ . . ( « Α . « Β ) = Σ ( ^ Α _ J ; J ) C ¿ * K ) C ¿ - ( « B ) · (4) 
Because the interaction energy is even under panty we have the constraint LA + La + L is even Definition 
(4) uses the Wigner ij symbol and the Racah sphencal hannomc С ¡¿{a) m the phase of Condon and 
Shortley 
In terms of the usual associated Legendre polynomials [18] /"¿(cos в) the angular functions are 
mctfi» L,) 
Λ Ι , Ι . . Λ » Α . » Ι ) - Σ Μ ) (2-ί*#ο) 
( ¿ A - J t f ) ! ( ¿ , - M ) 1 
( £
Α
 + Λί)ΐ(/.
Β
 + Μ)· Μ -Μ 
ί) 
Χ /'¿•(cos β
Α
 )/»á'(cos »
Β
) cos Μ(Φ
Α
 - Ф
в
). 
The Α-dependence of the expansion coefficients in eq (3) can be factored out as usual: 
àELALtL(R)-- Σ CftfoVl-'«-'*-' ·-' ·- 1. 
(5) 
(6) 
In ref [19] an expression was derived for the expansion coefficients m eq. (6). If we specialize this to linear 
molecules, a convenient form in terms of real lesserai hannomc operators is 
(2/
А
 + 2/
в
 + 1)Ч2/; + 2/і + 1)' 
о 
mu«'л /;) 
( 2 /
Α
) ' ( 2 / ; ) ' ( 2 /
Β
) ' ( 2 /
Β
) ' 
/ί. 
m A - 0 
І П Ш ( /
В
 ig) f , 
χ Σ (- і )-(2-«
м
. . ) ί Β 
- m . 
(2LA + 1 ) (2¿ B +1)(2L+1) 
L A Ì 
ί') 
B
 Xl¿lί^l^• (7) 
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The expression between curly brackets is a Wigner 9/ symbol The last factor m the above formula depends 
on the spectra of the monomers A and В In terms of the effective spectra tabulated below this factor is 
In genera] the effective transition energies £,,* ала E* depend on the labels / and m also but we dropped 
these labels for clanty reasons The label ρ runs over the effective spectrum of A, the label q over that of В 
Note that for linear molecules the symmetry label for the spectra is |m| whereas for atoms we have the 
additional selecuon rule / - /' because / is a good quantum number m that case The vector Ti consists of 
all transition moments in the basis of effective states of the real tessera] harmonic multipole operator 7]^  
(see ref [20] for the definition of tesserai harmonic functions) Eq (7) has been put in such a form that only 
transition moments are needed for rj, with m > 0 which is possible due to the symmetry of linear 
molecules 
Because of the importance of isotropic interaction coefficients it is useful to give their explicit form 
C v . - <2'*+ D " * 2 ' · + l)'ileuiwßj2 - 6- JZJ2 ' ,-e)xl"AW' (9) 
It is of interest to observe that the effective spectra also yield dynamic (frequencv-dependent) 
polanzabüities of the monomers, 
« ï i -J -^IVi^-^WC-U 1 "- ) , . 0<ш<тш(/./') (10) 
ρ 
All static multipole polanzabüities [ t - 0 m eq (10)] computed with the effective spectra presented m this 
work are exactly equal to the full TDCHF multipole polanzabiblies This is a general feature of the 
computational scheme which reproduces the lowest full TDCHF moments of the oscillator strength 
distributions exactly These moments are given by the formula 
*г:(-*)-4Ез-*(шг-)і. (») 
P 
The isotropic interaction coefficients given m eq (9) will be presented m the usual wa>, namelv m the 
form С,000, where we collect all coefficients C,^, , with /A + /A + /B + /g + 2 - π mio one coefficient 
3. Computational details 
For the computation of the dispersion interac­
tion coefficients Q Ì A Ì , i through C{tfL'L the tran-
sition moments of tessera! multipole operators 7^ 
are needed for / - 1, 2, ,5 For the linear mole-
cules considered ш this work the orbital basis 
should afford transitions from ιτ-orbiLals under the 
octupole operator 7V This requires atomic Orbitals 
with m - 4, ι e g and higher Orbitals Due to the 
present limitations of the set of programs used we 
did not include g functions m the atomic orbital 
basis sets This lack of g functions means that the 
C ) 0 coefficients presented m this paper are not 
complete A discussion of the errors m the C,0 
coefficients will be given m the next section How­
ever, our computations are complete m the sense 
that we mclude all necessary multipole operators 
Because second-order properties depend both 
on the ground stale and excited sutes large basis 
sets including many polamation functions, are 
required for their calculation See table 1 for a 
summary of the basis sets used 
The atomic orbital basis sets centered at the C, 
N and О nuclei are similar to the extended basis 
set (labeled B) which has been emploved in ref 
116] for N 2 No optimization or rescahng of the 
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exponents of the polarization functions was per­
formed For the H atom we hase taken van 
Duijneveldt's [21] 8s basis, contracted lo a Ss 
basis As polarization functions a (3p/2p) set given 
by Christiansen and McCullough [22] was used 
with in addition a diffuse ρ orbital (a - 0 05) and 
a d orbital with the same exponent 
The SCF ground state calculations in a basis of 
tessera! harmonic gaussian-type atomic orbuals as 
well as the four-mdex transformations, were per­
formed by the ATMOL-4 set of programs [23] 
The four-index transformation program was 
slightly modified m order to calculate the two-elec­
tron integrals needed for TDCHF only For the 
computation of all necessary integrals over multi-
pole operators we used the program MULTPROP 
[24] The TDCHF set of programs has been de­
scribed in some detail in ref [16] 
The bond distances were kept fixed at the fol­
lowing expérimental values rc 0 = 2 1232 tn CO 
Table 1 
Basis set in/onnaucm 
С Ν О v«nDuijneveldt"'(12s.7p/6s 5p) 
polanzation funcuons 3d ( я - 0 1 03 0 9) 
li (a-01 0 3) 
H ianDuijnevddl"(8s/5s> 
polanzauoD fuDCtions (3p/2p) set from ref (22) 
lp(a-005) 
Id ( a - 0 OS) 
•' Ref [21) 
r
c
_0-2192 m COj, r N . o - 2 007 in NO*, rc_c 
- 2 274 and r
c
.H - 2 004 m С2Н2 (au) 
Some selected molecular properties are pre­
sented ш table 2, together with near Hartree-Fock 
limit literature values where they are available We 
are only interested in these properties as an assess­
ment of the quality of our basis sets, and therefore 
no references to expérimental values are included 
A discussion of the accuracy of these Hartree-Fock 
properties may be found elsewhere [25-28], to-
gether with experimental results At this place we 
only stress the fact that, for achieving chemical 
accuracy, the calculations should be extended be-
yond the coupled Hartree-Fock level m order to 
account for dynamic correlation effects These ef-
fects may be as large as 10-15% in some cases We 
refer for the definition of the coordinate system 
used in the calculation of these properties to sec-
tion 2 The Thomas-Reiche-Kuhn (TRK) sum 
rule, which holds m the TDCHF scheme [29], is a 
measure of the stability of the basis under the 
application of the dipole operator In the limit of a 
complete basis the value of this sum rule is equal 
to the number of electrons ш the molecule The 
evaluation of this sum rule therefore gives a useful 
check on the completeness of the basis set 
The results in table 2 show thai the four mole­
cules are described with comparable accuracy, and 
the quality of the properties is close to the 
TDCHF-hnut We believe that our basis sets are 
Table 2 
Selected fini- and second-order propems (au) 
- £ s r F 
Ci Qi 
ai Qi 
Qi 
•Ï 
«!' 
TRKfin 
TRK(m 
- 0 ) " 
- ! ) · > 
Ν Ο -
Πβ 9511(128 9 7 7 9 " ) 
- 0 254(-
-0 252· 1 ) 
0 501(0314 •') 
1160 
- Э 7 6 8 
4 414 
918 
5 70 
13 35 
13 49 
CO 
112 7730(112 7910 •>) 
- 0 1 0 6 ( - 0 1 O 4 " ) 
- 1 5 4 0 ( - 1 5 3 0 · 1 ) 
4 435(4 407*') 
- 1 0 7 3 ( - 1 0 5 7 " ) 
1730 
14 35(14 5 Ч) 
1120(1112") 
13 36 
1345 
со, 
187 69*5(187 729'") 
-
- 3 8 4 4 ( - 3 8 6 0 " ) 
-
- 1 6 9 1 
-
23 61(23 8 2 · ' ) 
1188(1173»') 
20 98 
2115 
C , H ; 
76 8463(76 858'") 
-5416(546 "") 
-
57 31(57 8*'») 
-
31 38(31 42'") 
19 32(18 98'" ) 
13 35 
13 58 
" Near HF limit results [30] b ' Esumai«) HF limit [31) " Near HF limit value quoted b\ Momson and Ha\ [27) 
d l
 (Finite-field) SCF [28) " SCF ref [32) " Near HF limit value [33] 
»' Finite-field SCF [27] » Fume-field SCF [26) 
" Thoraas-Rachc-Kuhn cum rale £"(0) Sec also text 
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large enough to represent with reasonable accu-
rac\ the HF-linut (perturbed) waveiunctions This 
is of course very important if one wants to make a 
sensible companson with reliable (semi-empmcal) 
results, in order to establish the correlation errors 
(16.34-36) For the interesting molecule CO several 
large scale calculations have been reported, of 
which we menuon a calculation by Lazzeretti and 
Zanasi [37], who employed 110 molecular Orbi-
tals ( £ 112 785721, Qj, - -01013, oj,1 -
14 514, a'1 - 11 275) Only in one calculation [26] 
polanzabilities other than the dipole-dipole 
polanzabilities were given namely the dipole-
quadrupole polanzabilities, a " - - 1 1 20 and a]7 
•· - 1 3 56 Our results (which are denved easily 
from the effective spectra) are - 1 1 20 and - 1 5 82, 
respective!) Once more we stress the fact that all 
possible mixed mulupole polanzabilities can be 
computed by means of the effective spectra pre-
sented in section 4 
4 Results and discussion 
In order to test the convergene of the algorithm 
[1] for the calculation of effective spectra we have 
performed exact TDCHF calculations for the 
molecules NO* and CO This required the solu-
tion of a 651-dimensional generalized eigenvalue 
problem in both cases [16] The convergence turned 
out to be very fast, so that there was no need for 
an exact solution of the problem for C2H2 and 
CO, In the latter case this would have meant the 
solution of a 1529-dmiensional generalized ei-
genvalue problem 
The TDCHF dispersion coefficients presented 
in this section were obtained by increasing the 
dimension of the relevant effective spectra until 
the corresponding effective dispersion interaction 
coefficients had converged fully Convergence al-
ways was achieved at dimensions far less than the 
full TDCHF dimensions, which reflects the data 
smoothing property of the effective spectra [38] 
The full TDCHF isotropic dispersion interac-
tion coefficients have been collected in tables 3-5, 
where the mteraction coefficients m dimers con-
taining He, Ne, H, and N, have been included as 
well, usmg earlier results [1,16] The complete set 
of mteraction coefficients (which amounts to 127 
numbers m the case of the duner CO-NO*) is 
available on request for each duner This includes 
the important CT and C9 coefficients also, of which 
very little is known, but which are certainly needed 
m the case of dimers such as CO-He [39] and 
CO-H
 2 [40-43], and m describing the properties 
of solid a-CO [9-11] These coefficients are very 
important for the description of the anisotropic 
mteractions m a dimer which contains at least one 
non-centrosymmetnc monomer 
Table 3 
Full TDCHF С;0™ (a 
NO* 
CO 
CO, 
CjH, 
He 
Ne 
H, 
^ і 
NO* 
0 3295(2) 
0 4879(2) 
0 6775(2) 
0 8009(2) 
0 6726(1) 
01315(2) 
01937(2) 
0 4819(2) 
CO 
-
0 7391(2) 
0 8140(2)" 
0 884(2) •> 
01018(3) 
01136(3)" 
01286(3)" 
01236(3) 
0 9901(1) 
0112(2)" 
0 1903(2) 
0 238(2)" 
0 2992(2) 
0 3117(2)" 
0 321(2) " 
0 7262(2) 
0 7720(2)" 
0 807(2)" 
C0 2 
-
014O«(3) 
01587(3)" 
01920(3) " 
01691(3) 
0 1378(2) 
0 1675(2) * 
0 2663(2) 
0 360(2)« 
0 4094(2) 
0 4333(2)" 
01002(3) 
0 1079(3) " 
CjH 2 
-
0 2099(3) 
01617(2) 
0 3064(2) 
0 5080(2) 
01209(3) 
" Notation 0 xxxx(n) sunds for 0 xxxx 10" 
b >
 Senu-empmcal results reí |6] 
c
' Serai-empmcal results ref |7] 
d>
 Seim-empincd results reí (45] 
Tabic 4 
Full TDCHF Ci™ (au) ·> 
NO* 
CO 
CO, 
с
г
н, 
He 
Ne 
H, 
N j 
NO* 
0 8045(3) 
01554(4) 
0 2484(4) 
0 2898(4) 
01142(3) 
0 2452(3) 
0 4108(3) 
0 1380(4) 
CO 
-
0 2929(4) 
0 4483(4) 
0 5407(4) 
0 2417(3) 
0 4946(3) 
0 8637(3) 
0.2631(4) 
CO, 
-
-
0 6847(4) 
0 8117(4) 
0 4038(3) 
0 8294(3) 
01354(4) 
04086(4) 
с
г
н 2 
-
-
-
0 9916(4) 
0 4669(3) 
0 9421(3) 
0 1650(4) 
04874(4) 
Notation 0 xxxx(n) stands for 0 xxxx 10" 
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Т»Ые 5 
Full TÜCHFC.T (»")*' 
NO* 
CO 
со, 
CjH, 
He 
Ne 
н2 
Ν . 
NO* 
01970(5) 
04»95<5) 
0 88*1(5) 
01064(6) 
0 2075(4) 
0 4435(4) 
0 9650(4) 
0 3957(5) 
CO 
-
01133(6) 
01912(6) 
0 2353(6) 
0 6050(4) 
01260(5) 
0 2583(5) 
0 9396(5) 
CO, 
-
-
0 3214(6) 
0 3860(6) 
01172(5) 
0 2458(5) 
0 4584(5) 
01625(6) 
C,H 2 
-
-
-
04784(6) 
0 1422(5) 
0 2923(5) 
0 5780(5) 
01985(6) 
*' NoutiOD 0 xxrx(ff) sunds for 0 JUUUC IO" 
Accurate semi-empirical estimates of isotropic 
Q coefficients have been obtained by Jhanwar and 
Meath [6] for several duners containing CO or 
CO2 The recommended values of ref [6]. denved 
from experimental dipole oscillator strength distri­
butions. have been included m table 3 These 
senu-empincal values differ substantially from 
earber semi-empincal estimates of Pack [44,45) 
and Parker and Pack [46], which are also given in 
table 3 Jbanwar and Meath have analyzed the 
discrepancies between the two sets of semi-empm-
cal results m terms of the accuracy of mpul Cauchy 
moments S(-k) These isotropic dipole Cauchy 
moments were obtained from oscillator strength 
distributions m ref [6] and from refractive index 
data in refs [44-46] Although inaccurate input 
moments may give narrow Pade approximant 
bounds on Q coefficients, these bounds do not 
necessarily include the exact value. Since the same 
is true for the bounds obtained from the ab uuuo 
Cauchy moments, we have not considered bounds 
ш this paper Instead we mercase the dimensions 
of our effective spectra until convergence, 1 e until 
coincidence of upper and lower bounds 
It is interesting to compare the present ab uuuo 
results with the recent results of Jhanwar and 
Meath [6] and the earber semi-empuical results of 
Pack and Parker [44-46], since the present ab 
initio scheme may be considered as a route to ab 
initio calculated moments S¡J,(-k)[eq (11)] Some 
of these isotropic moments have been collected m 
table 6 for the molecules CO and COj, together 
with the two sets of semi-empincal moments The 
recommended set of moments from ref [6] is 
believed to yield Q coefficients with an accuracy 
of = 1* [6] All TDCHF moments are smaller 
than the recommended moments of ref [6], with 
an increasing deviation m the sequence к » 2,4,6,8, 
10 Since errors in the transition moments contrib­
ute to the errors m the different Cauchy moments 
m an equal manner and errors m the transition 
energies become more dominant in the higher mo­
ments, it is likely that the deviations m the Cauchy 
moments are caused mainly by errors m the transi­
tion energies, rather than in the transition mo­
ments A transition energy is very sensitive to 
correlation effects as it is the difference of the 
energy of the ground state and that of an excited 
state If one of the two states is described less well 
than the other, large errors may occur Moreover, 
even at the coupled or uncoupled Hartree-Fock 
level of approximation the ab uuuo calculauon of 
rebable moments is not at all trivial, due to basis 
set completeness problems [47] An atomic orbital 
basis set which has to account for the behaviour of 
(he wavefunction both in the core region and m 
the quasi-conunuum has to be very large, which 
leads to vanous technical difficulties 
Variation of different moments can have oppo­
site effects on the Pade bounds of the Q coeffi­
cients For instance, an mercase m S(-2) yields 
an increase m Q, whereas an mercase m S ( - 4 ) 
yields a decrease m Q (cf. fig 4 of ref. [6]) 
Although it does not necessarily follow, therefore, 
that our underestimate of the Cauchy moments 
leads to Q values which are too low, the net result 
is nevertheless a Q coefficient which is too low 
(table 3), with errors between 4 0% (CO-Hj) and 
T.ble 6 
Some C«ucfay momenls for CO ami CO, (au) 
S(-k) CO C0¡ 
TDCHF tenu- TDCHF «emi-
empmcal ^  empincâlь> 
k-I 12.25 13 08.13 09 1579 17.51, 17 56 
* - 4 4109 41.27,47 84 36 78 50 99,49.23 
k-í 2290 296 5.318 6 115 2 2114.235 0 
λ - 8 1711 2387.2800 4061 1030.1200 
* - 1 0 14820 22100.26500 1517 5642. . 
*' Fint cútiy reconunended valuó from ref (6), ucood from 
ref [45] 
ь>
 Fini entry recommended values from ref [6], ucond from 
reí [44] 
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114% (C0 2-C0 2) In a number of cases the earlier 
semi-empincal estimates [44-46] differ more from 
the accurate values of ref [6] than the present ab 
initio results However, m the light of the above 
discussion of the errors in the moments, we note 
that a partial cancellation of errors can occur, 
causing the theoretical values to comode for­
tuitously with the accurate estimates Such cancel­
lation may be the case m ("N2)2. where the error m 
the computed dipole polanzabdity is 3 4%, but the 
error m the isotropic Q coefficient only 3 2% [16] 
This may be compared with the present results for 
the isoelectronic dimer (CO); 6 3% in the static 
polanzability S(-2) (see table 6), but 9 2% m Q 
(see table 3) We see again that there is no direct 
link between the magnitude of the error ш S(-2) 
and ш the Q coefficient, which means that corre­
lation errors m the static polanzability do not give 
a direct indication of the correlation effects ш the 
Q coefficient In this connection it is mteresting to 
note that the apparent corrélation (self-con-
sistency) effects [16] ш Q0 0 0 for (CO)2 are of the 
same order as for (N3)2 In the latter dimer 
TDCHF and uncoupled HF values for Q0 0 0 are 
7146 and 94 99, respectively, whereas for (СО)2 
they are 73 91 and 90 00 This means that m the 
CO dimer the UCHF method would yield a better 
agreement with the semi-empmcal estimates than 
the TDCHF method, due to a fortuitous cancella­
tion of errors, the true and apparent correlation 
corrections being of opposite sign 
To end the discussion of thejsotropic Q coeffi-
cienls, we remark that the present TDCHF results 
are probably close to the TDCHF-hmit The dif­
ferences with accurate semi-empincal values [6] are 
between 4% and 11%, which we accordingly attri­
bute to dynamic correlation effects It will be 
difficult to account for these dynamic correlation 
effects m an ab initio calculation because the 
moments S^{-k) are very sensitive to relatively 
small errors m transition moments and energies 
Such errors may be caused easily by an inadequate 
atomic orbital basis or an improper truncation of a 
configuration space Hence it is clear that the most 
rebable isotropic Q coefficients at present are 
obtained by semi-empincal procedures 
For the isotropic C8 and C,0 coefficients, and 
all anisotropic interaction coefficients in general, 
the situation is different, as has been pointed out 
already in the introduction Due to the scarcity of 
experimental data, ab initio calculations for these 
coefficients are essentially the only way to obtain 
them Although the mulupole spectra higher than 
the dipole components are not described as well as 
the dipole spectra, we trust that the C
e
 coefficients 
of table 4 are not too far from the TDCHF-lmut 
values This belief is founded on the fact that the 
dipole transitions are the dominating contribu­
tions even ш the higher dispersion coefficients 
The reliability of these higher coefficients is not 
easy to assess, as there are no accurate semi-em-
pincal estimates available 
It has been suggested [48] that the ab initio 
values of the quotients β - C ^ / Q 0 0 0 and γ -
CÍOVQ 0 0 0 **' m o r e «bable than the dispersion 
coefficients itself In those cases where accurate 
semi-empincal Q000 coefficients are known, this 
would suggest the use of ab initio results for β and 
γ m order to obtain improved Cf00 and Cfâ0 
coefficients For several duners we have collected 
both TDCHF and uncoupled Hartree-Fock 
(UCHF) values for β and γ ш table 7 The UCHF 
results axe rather easy to obtain [16] and they axe 
included in order to study the dependence of β 
and γ on the method of calculation The results m 
table 7 clearly show that β and γ depend indeed 
on the method of calculation, although the dif­
ferences are smaller than m the coefficients Q000, 
C,000 and CfS0 The UCHF values are certainly m 
error For instance, m the case of (N2)2 the UCHF 
β, together with a semi-empincal Q0 0 0 of 73 8 [49] 
yields a C,000 coefficient with the value 1904, which 
is certainly too low [16] In general the TDCHF 
method predicts a much faster increase of magni­
tude m the senes Q0 0 0 С,000, C,1?0 than the UCHF 
method 
In order to establish the reliability of the 
TDCHF values for β and γ, we consider the 
dimensionless constant y/ß1 - С^С^ДС, 0 0 0 ) 2 , 
which is of some interest because of its role m the 
geometncal approximation to the multipole expan­
sion [SO] There exists an empirical rule, which 
sutes that y/ß2 « 4/3 for S sute systems [51] If 
we evaluate the TDCHF values for y/ß2 we should 
remember the incompleteness (no g-orbitals) of 
our atomic orbital basis, which makes the C^0 too 
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small, and hence γ and y/ß2 will be too small 
This is not the case for the duners He,. HeH2 and 
(Hj)2, where we find γ / 0 2 - 1 35, 1 33 and 1 29, 
respectively (see ref [16] and table 7), in good 
agreement with the empirical rule If we exclude 
the duners containing He or Η
 2, we derive from 
tables 3-5 the remarkable rule y/β1 = 1 00 ± 0 05 
Tliis remarkable constancy (which is not found for 
the UCHF results), together with the results for 
Hej, HeHj and (H2)2, suggests that we may cor­
rect the γ and C™ results for the incompleteness 
of the basis set by multiplying them with the 
factor 4/3, thus obeying the empirical rule t/ß2 
« 4/3 The results for β may be used to obtain 
more reliable C, coefficients, and the rule γ - з β1 
similarly yields C ) 0 coefficients which are probably 
more reliable than the coefficients collected in 
table 5 For example, for the dimer (СО)2 we 
obtain in this manner the coefficients Q0 0 0 = 81 40, 
С,
000
 - 3223 and C,1?0 - 170000 
If one or both monomers m a van der Waals 
duner does not possess a center of inversion sym­
metry, the complete description of the anisotropic 
Table 7 
UCHF u d TDCHF results for β - C,000/«^000 »nd γ -
CÍSVQ000 Ш srvH-aJ duners 
Duner /»(UCHF) ¿(TDCHF)
 T(UCHF) yfTDCHF) 
He, 
He-Hj 
Η j-CO 
( N , ) , 
(CO), 
(NO* ) 2 
(CO,), 
94 
12 7 
24 5 
25 8 
37 8 
190 
»3 4 
9 5 
13 9 
28 9 
32 9 
39 6 
24 4 
487 
122 
181 
694 
742 
1408 
406 
1858 
122 
255 
863 
1081 
1533 
598 
2286 
dispersion interaction involves non-zero coeffi­
cients C£?j-fL (n = 3, 4, ) also The corre­
sponding interactions do not contribute to the 
isotropic interaction potential, but they are im­
portant for a correct description of the amsotropy 
of the interaction In the collection of 26 duners 
for which the isotropic coefficients have been pre­
sented m tables 3-5 there are fifteen duners for 
which the relevant C^L·1 and C£*L,L coefficients 
have been computed As there are not one or two 
dominating coefficients among the fourteen C, 
and thirty-four C, coefficients in general, we omit 
a complete tabulation of these coefficients They 
are available on request, however In order to give 
an impression of the magnitude of these coeffi­
cients we have collected the C, coefficients for 
several duners of CO with a centrosymmetnc 
molecule in table 8 The accuracy of these coeffi­
cients is probabl) close to that of the Q coeffi­
cients Because of a lack of both ab imuo and 
scmi-empincal results for these coefficients, we do 
not discuss these coefficients further Note that the 
complete set of these coefficients can be computed 
again by the use of the formulas of section 2 and 
the effective spectra of the present paper and ref 
Ш 
In order to keep their lengths within reasonable 
limits, the effective TDCHF spectra, which are 
presented in tables 9-12, were constructed accord­
ing to the same entena as in ref [1] This means 
that the effective isotropic Q. C8 and CICI coeffi­
cients approximate the full TDCHF values of 
tables 3-5 to within 1%, 3% and 5%, respectively 
These numbers are an indication of the accuracy 
of the spectra presented m tables 9-12, although 
the actual errors may be somewhat smaller or 
larger for particular coefficients 
Table β 
Cj-^-coet t iaenu 
L A L, I 
0 1 1 
о 3 : 
2 1 1 
2 1 3 
2 3 1 
2 3 3 
2 3 i 
or some selecled X-CO duners (au) 
X - He X - Ne 
- 4 3 80 - 8 0 6 6 
4.221 7 451 
X - H , 
- 1 4 7 6 
1664 
5 003 
- 2 4 96 
0 3278 
0 7648 
12 81 
X - N , 
-339 5 
35 58 
1390 
- 6 9 35 
0 8547 
1994 
33 41 
X - C O , 
- 4 7 2 9 
49 25 
31 90 
- 1 5 9 1 
1965 
4 585 
76 81 
X - C , H 3 
- 6 0 9 9 
69 46 
29 92 
- 1 4 9 2 
1946 
4540 
76 05 
82 
Using these effective spectra we can easily 
reproduce the full TDCHF multipole polanzabih-
ties, of which some were given ш table 2 By use of 
eq (9) of section 2 it is not difficult to calculate 
the effective isotropic interaction coefficients, 
which can be compared with the full TDCHF 
coefficients ш tables 3-5 
T»ble 9 
Effective TDCHF spectra 
Symmetry 
c ( m - O ) 
•n(m-l) 
o ( m - J ) 
ф ( т - Э ) 
" Notation 
Table 10 
£ „ 
0 6269 
0 8583 
11615 
11825 
12997 
13707 
14914 
2 3170 
0 3722 
0 6447 
0 9186 
1 1240 
12410 
13189 
14312 
17804 
06115 
1 1260 
1.2707 
10483 
±0xxjijr(± 
Effective TDCHF spectra 
Svmmetry 
o(m - 0 ) 
І І ( І Л - І ) 
5 ( m - 2 ) 
ф ( т - Э ) 
ί -
0 4990 
0 5262 
0 6107 
0 7639 
0 8952 
0 9526 
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C H A P T E R V I I 
THE NON-EMPIRICAL CALCULATION OF SECOND ORDER MOLECULAR 
PROPERTIES BY MEANS OF EFFECTIVE STATES 
III. CORRELATED DYNAMIC POLARIZABILITIES AND DISPERSION COEFFICIENTS 
FOR He, Ne, H2, N AND 0, 
Foppe Visser, Paul E.S. Wormer and Wim P.J.H. Jacobs 
Institute of Theoretical Chemistry 
University of Nijmegen 
Toernooiveld 
6525 ED Nijmegen 
The Netherlands 
Abstract 
Intramolecular correlation contributions to long-range dispersion interac­
tions between closed shell and open shell molecules have been studied by means 
of perturbation calculations in bases of configuration state functions. All 
necessary dynamic polarizabilities have been calculated in large bases for He, 
Ne, Η-, Ν,, and 0.. These calculations employ a modified version of an algo­
rithm which was published recently. Basis sets consisting of single and double 
substitutions from the reference function have been employed. It is shown that 
in a basis of unperturbed SCF-MO's the truncation of the configuration basis 
at the single and double CI level does not give a satisfactory description of 
the correlation effects. The inclusion of triply excited states is studied for 
the Ne atom. This improves the results considerably. The possible extension of 
the present approach to larger systems is discussed. 
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1. Introduction 
Since the pioneering calculations of Werner and Meyer in 1976 [1] the 
ab initio calculation of static second order molecular properties has approached 
-or even has exceeded- experimental accuracy in several cases [2-9]. In particu-
lar molecular dipole polarizabilities have received much attention, which is 
quite understandable considering their importance to phenomena such as absorp-
tion, refraction, light scattering, and intermolecular forces. Another reason 
for the interest of theoreticians is undoubtedly the scarcity of experimental 
data [10], which challenges them to a correct prediction of polarizabilities. 
During the last eight years it has become increasingly clear that a successful 
ab initio calculation of second order properties needs carefully optimized, 
large basis sets, and a reliable calculation of the correlation contributions 
to these properties [2,6,8,9]. The natural starting point in most calculations 
is an independent-particle wavefunction, and consequently the ultimate problem 
is to treat simultaneously the electronic correlation and the perturbation by 
an external field in one calculation. Double-perturbation theory is therefore 
a proper tool to study this problem. This approach has been discussed exten-
sively [11]. In the case of static external fields finite field type methods, 
where a small but finite field is incorporated into the usual Hamiltonian, 
give good results. Finite field many-body perturbation theory (MBPT) has been 
applied with considerable succes in the past few years [3-6]. Another possi-
bility is to treat both the correlation and the external field variationally, 
as in finite field CI or finite field MCSCF calculations [7,12,13]. Such cal-
culations have been very successful also, but in the case of a truncated CI 
expansion one should be careful to correct for unlinked cluster effects [12]. 
The advantage of the MBPT schemes is that they exclude the unlinked diagrams. 
A very important advantage of finite field methods is that virtually the same 
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computer programs can be used to compute the unperturbed wavefunction and the 
field-dependent wavefunction. 
A third possibility is the variational computation of a correlated wave-
function followed by a perturbation calculation to account for the effects of 
the external field. Recently a CI perturbation method has been developed [14,15], 
and the time-dependent coupled Hartree-Fock (TDCHF) method has been generalized 
to a multiconfiguration scheme [16-18], in both cases with encouraging results. 
An important drawback of the CI perturbation scheme is the difficulty in cor-
recting for unlinked cluster effects in a truncated CI expansion [12,13]. At 
this point we also mention the progress that has been made in the application 
of polarization propagator techniques [19]. The higher order polarization 
propagator approximations (e.g. SOPPA) account for correlation effects in TDCHF 
(or RPA) based methods [20,21]. 
All theoretical procedures discussed so far have in common that the effects 
of correlation and the external field are coupled by the use of field-dependent 
MO's. However, there have been attempts [22-26] to compute the correlation con-
tributions to second order properties by CI perturbation calculations in an 
unperturbed orbital basis. Thus the orbitals are frozen and their relaxation in 
the external field is neglected. It has been found that finite field CI calcu-
lations based on orbitals optimized in the field improve the results considerably 
[27]. From an MBPT point of view this is easy to understand, since the relaxa-
tion of the orbitals in the field is equivalent to summing certain classes of 
diagrams ('RPA diagrams') to infinite order [28]. 
In summary, finite field type methods present the most promising route to 
the reliable ab initio calculation of static second order molecular properties, 
provided the external field is included in the SCF as well as in the correla-
tion calculation. 
A completely different situation exists for dynamic second order proper-
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ties. These properties are determined by the response of a molecule to a time-
dependent field. Such a field cannot be incorporated into the usual molecular 
Hamiltonians, since these are time-independent. The finite field method there-
fore cannot be extended to time-dependent fields, since in that case a time-
dependent Schrödinger equation must be solved. Moreover, the use of perturbed 
orbitala in the correlation calculations is very difficult, because the per-
turbed orbitale depend not only on the strength and direction of the field, 
but also on the frequency. Accordingly, the two most important lessons learned 
from the calculations on static polarizabilities are not applicable in the 
case of frequency-dependent polarizabilities. Of course, in cases small enough 
for the use of a full CI basis, the actual choice of orbitals is irrelevant, 
and (near) exact dynamic second order properties can be obtained from the solu-
tion of the first order time-dependent equation. It is the truncation of the 
CI basis that causes the (partial) neglect of RPA diagrams and also introduces 
unlinked cluster effects. Because of the technical reasons just mentioned we 
are forced to compute the dynamic polarizabilities in a CI basis constructed 
from field-independent MO's. But -being aware of the problems associated with 
the truncation of the CI basis- we have studied the effect of truncation at 
different excitation levels. 
An alternative and attractive looking approach is the multiconfiguration 
TDCHF scheme [16-18]. A few of such calculations have been reported in the 
last four years [29-31], with varying success. 
The frequency-dependent polarizability is an interesting molecular proper-
ty since it yields directly the refractive index as a function of wavelength 
via the Lorentz-Lorenz relation. However, our main interest in dynamic electric 
polarizabilities originates from the connection between these polarizabilities 
and long-range Van der Waals interactions. This connection is expressed most 
succinctly by the Casimir-Polder integral formula, 
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This formula can be generalized easily to arbitrary anisotropic interaction 
coefficients [33]. For large intermolecular distances the calculation of the 
dispersion interactions between the molecules A and В therefore separates into 
the calculation of dynamic multipole polarizabilities for each monomer A and 
B. Ab initio calculations of Van der Waals interactions are important because 
experiments give in general access only to isotropic dipole interactions. 
Both for anisotropic interactions and higher multipole components in the long-
range interactions ab initio calculations are practically the only source of 
information. The importance of higher multipole interactions has been emphasized 
again recently [34]. 
Except for small systems such as He and H-, ab initio calculations have 
been performed almost exclusively at the uncoupled and coupled Hartree-Fock 
level [35]. For He. several virtually exact calculations exist [36-38], and 
for HeH» an extensive CI supermolecule calculation has yielded an accurate 
long range potential [39] . Furthermore, the C, coefficient of Be„ is known 
rather accurately from ab initio calculations [40]. However, for larger sys­
tems extensive TDCHF calculations provide the most reliable ab initio results 
at this moment. The TDCHF dipole interactions differ by 5-15% from semi-empir­
ical estimates [41], which are the most reliable isotropic Van der Waals coef­
ficients known for larger systems at present [42,43]. 
This paper deals with the CI calculation of Van der Waals coefficients, 
and aims at an improvement of the recent TDCHF calculations [33,41]. We have re­
cently proposed an algorithm for the calculation of dynamic second order proper­
ties in very large discrete bases [44]. In this paper we will modify that algo­
rithm in order to use it in large scale CI calculations. The algorithm is a 
generalization of Fade approximant techniques [45] and can be interpreted as 
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the ab initio calculation of negative moments of the multipole oscillator 
strength distributions. The use of moments in the construction of bounds on Van 
der Waals coefficients has been reviewed recently [46]. A similar CI algorithm 
was proposed earlier by Nesbet [47], but it has been applied to very simple 
systems only. Moreover, Nesbet's algorithm employs a Cholesky decomposition 
of the CI Hamiltonian matrix [48], which works best if the matrix fits in core. 
The extension to interesting molecules is therefore not made easily. Our method 
is capable of handling very large CI Hamiltonian matrices, which do not have to 
fit in main computer memory. Although it has been suggested at several places 
in the literature [26,47] that the procedure would be numerically unstable, we 
nevertheless construct effective spectra by a straightforward solution of the 
moment problem. We will first demonstrate the effectiveness of the algorithm for 
some simple systems, and then we apply it in a study of Ne, Ν-, and the open 
shell molecule 0_. For the reasons stated above, we will pay attention to the 
selection of configuration state functions (CSF's) and the inclusion of triply 
excited states. Finally we will indicate how the present calculations may be 
improved in order to approach the accuracy of semi-empirical dipole interac­
tions. 
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2. Theory 
In this section we will derive and discuss the equations of time-depen-
dent CI perturbation theory. Also we will show how we apply the Fade type 
algorithm which was introduced in large scale TDCHF calculations [44]. We do 
not discuss here the intricate details of time-dependent perturbation theory. 
For a thorough discussion of this latter topic we refer to several papers on 
this subject [49-53]. 
The equation we want to solve is the time-dependent Schrödinger equation 
for a molecule placed in an external electromagnetic field,which varies period-
ically in time, 
(H(0) + H(1)(t) - i j¿) Vit) - 0. (2) 
Here and in what follows we suppress space and spin variables, showing only 
the dependence on time explicitly. H is the usual non-relativistic elec-
tronic hamiltonian operator for the molecule, and H (t) is the hamiltonian 
operator associated with the time-dependent external field. This operator 
will be specified more precisely below. The following zeroth and first order 
perturbation equations may be derived easily [50], 
» W ) - E(0>) χ«» = 0, (3) 
(S<o> _ E(o> . . £ , x ( i ) ( t ) m ( e ( i ) ( t ) _ £ < i ) ( t ) ) х(о) ш (4) 
The zeroth and first order energies, E and e (t), arise from the expansion 
of f(t) [50]. The first two corrections to the unperturbed energy are given by 
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e
(1>(t)-<x(0)|H(1>(t)|x(0>>, (5) 
E
( 2 )(t)=<x ( 0 )|í; ( 1 )(t)|x< 1W. (6) 
(2) 
e (t) is a complex quantity in general, but we are interested in its real 
part only, which is related to the dynamic polarizability of the molecule. 
Our discussion will pertain to the groundstate wavefunction only, but we leave 
out any subscript to indicate this. The theory applies for excited states as 
well, with some minor modifications. 
In order to proceed, we restrict the discussion to real electric fields, 
which vary harmonically in time. A convenient form for H (t) then is 
H(1)(t) = i V (eiut
 + e -
i u t ) . (7a) 
where the hermitean one-electron multipolar operator V depends on space coor-
dinates only, 
V - Σ (-1)m И
ш
 Q^. (7b) 
m 
The operator 0 is the usual electronic 2 -pole operator, the parameters V 
determine the strength and direction of the field. This makes ε (t) a real 
quantity, given by 
e
( 1 )(t) - i E ( 1 )(e i u , t
 +
 e-
i a ) t), (8) 
with 
Ε
<1>.<
χ
«»|ν|χ< 0>>. (9) 
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Using an adiabatically switched-on field we can write the complex first order 
wavefunction χ (t) as 
X ( l )(t) = Н х ^ 1 ) е ^ + х ^ e - i u t ) . (10) 
Substitution of Eqs. (7), (8) and (10) into Eq. (4) gives a set of two uncoupled 
first order equations for χ and χ_ , respectively, 
№
( 0 )
 - E ( 0 ) * „) χί 1 ) = (E ( 1 ) - h
 X
( 0 )
. (11) 
For ω - 0 these equations reduce to the usual single static Rayleigh-Schrödinger 
first order equation. Note that χ and χ are real functions depending on ω. 
If we define the function θ by 
Θ
( 1 )
 : = ( ; - E ( l ) )
 x
( 0 \ (12) 
we obtain from Eq. (9) the orthogonality 
< χ
( 0 ) | θ ( 1 ) > = 0 . (13) 
Also, from the normalization condition <χ |x(t)> » 1, we get 
<Х
(0)
ІХІ
1)
> = 0. (14) 
Therefore, if we introduce the projection operator 
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WK, (О) I с ю 
Χ χχ !> (15) 
we can w r i t e Eq. (11) a l s o i n t h e form 
P ( f i ( 0 ) - E ( 0 ) ±
Ш
) î ^ = - Ρ Θ ( 1 ) = - θ ( 1 ) , (16) 
which is an equation in the orthogonal complement of χ . For convenience we 
introduce the notation IL, for the outer projection of the operator Η - Ε , 
H p :- P(H
( 0 )
 - Е
( 0 ))Р. (17) 
The operator IL is non-singular. The importance of Eq. (16) is that the singular­
ity for ω = 0, which is present in Eq. (11), has been removed by projection. It 
should be observed that in the proof of Eq. (13) the presence of E in the 
first order equations is essential. The presence of the energy corrections E 
in the perturbation equations is an important difference between the present 
theory [50] and that formulated by Dirac [54]. In the former case the overall 
phase factor of ψ(ΐ) does not appear in expanded form. 
If both equations (16) have been solved, the dynamic polarizabilities of 
the molecule are given by [50] 
, ч (0),-, (1) (1) 
α(ω) = - <χν /|ν|χ
+
 + X_ > 
α
+
(ω) + α_(ω). (18) 
Here we have def ined 
а ± Ы : = - < χ
( 0 ) | ν | χ ^ 1 ) > . (19) 
9 5 
The p o l a r i z a b i l i t i e s depend on ω through χ^ . Using the formal solution of (16) 
and the notation defined in (17), we get 
о±Ы = <X
(0)|v(fip ± шГ 0 ^ 
= <X(0)|v(fip ± ω)" 1 V|x ( 0 )>. (20) 
The last equality follows from the identity 
?(V X ( 0 )) = ( 1 ). (21) 
The right hand side of Eq. (20) may be expanded in a power series in ω, which 
gives 
e > > = Σ < X
( 0 )|VH- k- 1 ν|χ(0)> (T
 Ш
) к . (22) 
k=0 r 
The convergence radius of this series is the first excitation energy of the 
system (the lowest eigenvalue of Η ). The corresponding expression for α(ω) 
involves even powers of ш only, 
α(ω) = ΐ 2<χ |V Η ν|χ >ω . (23) 
k=0 r 
If we compare this with the usual Cauchy expansion in terms of the negative 
moments of the oscillator strength distribution S(-n), 
α(ω) = Σ 8(-2-2к)ш2к, (24) 
k=0 
we conclude that in this theory the moments are given by 
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S(-1-n) = 2 <χ ( 0 )|ί Й;П |х(0)>. (25) 
The expansion coefficients in the power series for α (ω), Eq. (22), involve 
both even and odd moments, whereas α(ω) is determined by even moments only, 
Eq. (23). 
So far the theory is exact. Next we introduce a finite basis of orthonormal 
configuration state functions (CSF's) {φ.} in which the wavefunctions will be 
expanded. The zeroth order problem takes the usual form, 
X ( 0 ) = Σ с«»
 Φ
[ 0 \ (26) 
i 
(H ( 0 ) - E ( 0 ) 1) c(0> - 0. (27) 
The expansion of the first order wavefunctions χ needs some comments. In 
principle the effects of the external field in a truncated CI expansion should 
be considered at three levels. These are the levels of atomic orbital basis, 
molecular orbital basis, and CI expansion coefficients. However, the use of 
field-dependent atomic or molecular orbitals is impossible in the case of 
time-dependent fields. Therefore we cannot construct CSF's which depend on the 
field, and we are left with the following expansion for χ , 
X¿1) = Z c [ ; 4 0 ) . (28) 
i 
In the case of CI perturbation calculations of static second order properties 
it is possible to construct first order perturbed CSF's ψ. , see for example 
the work of Daborn et al. [14,15]. Such perturbative schemes are equivalent 
to variational finite field CI calculations. 
The matrix form of Eq. (16) in a basis of field-independent CSF's is 
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(H,, ± ω 1) çf15 - - ν, (29) 
with obvious definitions for Jl·, and c^ . The r.h.s. of this system of linear 
equations is defined by 
ν :- ( V - E ( 1 ) 1) c ( 0 \ (30) 
where V is the matrix representation of the operator V. Remember that in Eq. (29) 
all vectors must lie in the orthogonal complement of £ . Therefore Eq. (29) is 
of a dimension one less than the zeroth order equation, Eq. (27). The correct 
expression for H p must therefore be found by the application of the finite basis 
representation of the projection operator P. However, because the computations 
are carried out differently in practice (see section 3), we do not digress on 
this detail further. 
In principle Eq. (29) may be solved for several values of the field frequency 
ω, and fields v. An alternative approach would be to transform Eq. (29) to a 
basis which makes IL, diagonal. Thus we solve 
Hp С = С E, (31a) 
C T С = 1, (31b) 
and transform Eq. (29) to 
(Ε ± ω 1) lí 1 ) = - CT ν, (32) 
where 
i™ -.'¿¿V -- (ЕіоиГ^ . (33) 
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The solution for c^ thus is a simple sum-over-states expression. Also, from 
—i 
the definition (19), we find the finite basis approximation for α (ω), 
a +(a,)«-c ( 0 ) TVçf 1 ) 
Τ (1) 
ν с^ 
-(C Tv) Tg 1 ) 
г« J 
(CT v ) T (Ε ± ω 1)" 1 (СТ ν). (34) 
The last expression is also a simple sum-over-states expression, and it follows 
that we may use Eq. (34) in the Casimir-Polder integral formula, Eq. (1), to 
obtain the familiar double sum-over-states expression for the Van der Waals 
coefficients. From Eq. (25) we obtain the finite basis approximations for 
S(-1-n), 
S(-1-n) и 2 vT H p
n
 ν 
- 2 (CT v) E"n C T v. (35) 
Obviously, this scheme is only of theoretical interest, because the complete 
3 5 diagonalization of H , Eq. (31), is not feasible in large CI bases of 10 -10 
CSF's. Also,the use of a small number of the lower eigensolutions does not 
give meaningful results for dynamic polarizabilities and dispersion inter­
actions, because of the importance of contributions from the continuum [44]. 
In practice we solve Eq. (29) by the application of a similar algorithm 
as we have introduced recently in TDCHF calculations [44]. Let us intro-
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duce a model space of small dimension η, spanned by the non-orthogonal 
column vectors m. ,m,,...,m of the Nxn matrix Μ (Ν is the dimension of the 
—1 —Ζ —η ~ 
basis of CSF's). The outer projection of the full eigenvalue problem (31) onto 
this model space yields the η-dimensional generalized eigenvalue problem 
Η С = S С E, (36a) 
С? S С = Τ, (36b) 
where 
H := MT Н
р
 M, (37а) 
С := S 1 МТ С, (37Ъ) 
S := М Т М. (37с) 
The model basis is assumed to be linearly independent, in which case S exists. 
The construction of the model space, which is of course crucial, is done, just 
as in the TDCHF calculations [44], by recursion: 
йр ^ ! * Χ» 
йр Hi " 5і-і' i = 2 η· (38) 
Thus the vectors m. form part of a Krylov sequence based on ]Η
ρ
 , 
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Note that 1Ц and v, and accordingly each m., are formally defined on the ortho 
gonal complement of £ . Thus no singularity problem occurs in Eq. (36). 
In the basis defined in Eq. (39) the matrix elements of H and S are par­
ticularly simple, 
ίϊ.. - пь IL m. 
~ij -ι -Φ -j 
Τ -i-j + 1 
' i S(-i-j), i.j - 1 η, (40) 
and 
7 τ 
S.. 'm. m. 
~lj -i -j 
Τ „"i-j 
X йр Σ 
- i S(-i-j-l), i.j = 1 η. (41) 
Here we have used Eqs. (35), (37), and (39). Consequently, the small generalized 
eigenvalue problem, Eq. (36), yields the solution of a moment problem, with 2n 
moments S(-k), к = 2 2n+1, as input. For a discussion of the connection 
between this method and various related mathematical techniques we refer to 
Ref. 44. 
The calculation of second order properties in the model space proceeds 
exactly as we have outlined for the full CI space, following Eq. (31). For 
instance, instead of the last equality in Eq. (34) we now have the approximate 
expression 
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α
+
(ω) и (С? М Т ) Т (| ± ω J)" 1 (С1 М Т ) . (42) 
By virtue of the specific construction of the model space this approximation to 
α (ω) is nothing but the partial fractions expansion of an [η,η-1] Fade approxi­
mant. The success of this method therefore is based on an analytical continua­
tion by a Fade approximant of the power series introduced in Eq. (22). This is 
the reason why we name the spectrum, defined by the eigenvectors С and the 
eigenvalues E, an effective representation of the full spectrum (defined by £ 
and E). As in Ref. 44, we may define effective transition moments T. as the com­
ponents of the vector T, 
Τ :- С Μ v. (43) 
Effective oscillator strengths f. may be defined analogously, 
f. :- 2 Ε. Τ?. (44) 
1 1 1 
The dynamic polarizabilities can now be written in the well-known form 
n
 ~ ~2 2 
α(ω) и Σ f./(ET - ω ). (45) 
i-I 1 1 
The effective spectra exactly reproduce the 2n input moments, 
S(-k) = Σ f. E. , к = 2, 3 2n+1, (46) 
i-1 1 1 
of which the static polarizability is one (k = 2). Our method is, in fact, a 
generalization of the Fade approximant technique for diagonal multipole polari­
zabilities. We treat all possible cross polarizabilities also, in which case 
the model space {m.} is built up from several multipole components. In that 
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case the resulting effective spectra have lost their simple interpretation of 
furnishing a Fade approximant to one particular multipole polarizability. The 
effective spectra are used to evaluate the anisotropic dispersion interactions 
by use of the formulas given elsewhere [41]. In the use of these formulas one 
should note that the present CI effective transition moments are larger than 
the corresponding TDCHF moments by a factor /2. 
We end this section by making a few comments concerning the differences 
between the theory of effective TDCHF spectra [44] and the present CI theory. 
In the former scheme the effective TDCHF spectra reproduce even (Cauchy) 
moments only, and accordingly it is α(ω) which is approximated (see Eq. (24)). 
The reason is that the central equation, which determines the real part of the 
first order wavefunction, is quadratic in ω (see Eq. (6) of Ref. 44). And this, 
in turn, is caused by the coupling of the real and imaginary parts of the 
wavefunction (see Eqs. (10a) and (10b) of Ref. 33). Actually, the same coupling 
of real and imaginary parts occurs in the CI theory also. This is seen most 
easily by using Eq. (11) and noting that the real and imaginary parts are given 
by (χ
+
 +
 χ_ ) and (χ - χ_ ), respectively. The reason why we have chosen 
to develop the present theory in terms of the Fourier components χ^  , is that 
the equations (11) are then uncoupled. Consequently, we are left with equations 
which are linear in ω, and the effective CI spectra give optimal approximations 
to ο
+
(ω), but not to α(ω). Indeed, it has been pointed out [56] that the approx­
imate curve for α(ίω) crosses the exact curve, thus indicating why spectra 
which reproduce both even and odd moments give better approximations to dis­
persion interactions. The present ab initio scheme can be seen as an imple­
mentation of ideas which appeared in a paper by Luyckx et al. [56]. One can 
formulate TDCHF equations for ν and χ_ too, but these are coupled also. 
Therefore the TDCHF equations are essentially quadratic in ω, which is the 
reason why they lead to even moments only. 
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3. Computational details 
The computation of the АО integrals, the SCF procedure and the 
four-index transformation have been performed by use of the ATMOL-4 suite 
of programs [57]. The GTO basis sets for He, H-, Ne and N_ have been taken 
from Ref. 33. In the case of H, and N. the most extensive basis sets (the 
В bases of that reference) have been employed. They are of dimension 77 and 
100, respectively. The 54-dimensional 0„ basis was used earlier in calculations 
on the exchange interactions in the (0_)_-dimer [58]. The bond distances of 
the diatomics have been kept fixed at the (vibrationally averaged) equilibrium 
distances 1.449, 2.068 and 2.283 bohr for Η , Ν, and О», respectively. 
The necessary multipole integrals over AO's and MO's have been computed 
by the program MULTPROP [59], which can handle up to and including f Orbitals. 
We have discussed elsewhere [33,41] that a reliable prediction of the Van der 
Waals С .-coefficient requires in general g orbitals, hence we do not obtain 
a complete description of the С ..-coefficient and its anisotropy. 
The zeroth order CI problem has been solved by the conventional CI 
program MACINTOS-2 [60]. In order to solve the first order equation this program 
has been extended to compute all necessary perturbation vectors ν (Eq. (30)), 
and basis vectors m. (Eq. (38)). The maximum dimension of the CSF (configuration 
state function) basis that can be handled by our CI program is about 20000, 
so that in most cases full CI bases are out of reach, and even for single and 
double CI the use of spatial symmetry is indispensable. Our program - as any 
conventional CI program - can handle the Abelian symmetry group D_. and its 
subgroups, because in the case of one-dimensional representations symmetry 
adapted orbitals yield automatically symmetry adapted CSF's. 
In order to explain how spatial symmetry is incorporated in our outer 
projection method for the solution of the first order equation, we assume for 
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the sake of argument that we have a CSF basis supporting two irreducible 
representation (irreps) only. Let us label the symmetrie representation by 
A and the other irrep by B. Again for the sake of argument we assume the 
ground state to be of symmetry A. We can always choose the field parameters 
V (cf. Eq. (7b)) such that the perturbation is adapted to the point group 
m 
of the molecule. (For the systems considered in this paper the choice 
£ 
V " S , gives the required adaptation). The matrix H is block diagonal 
m шш •"•'ρ 
and if the external field has symmetry B, the first equation (38) has the 
following appearance 
H m. - Ρ 
-1 "•' 
ЙАА S \ /Η,,Α 
S йвв / \*і,в 
Here Ρ is the matrix of the projector Ρ (cf. Eq. (15)), which evidently is 
blocked (P • P.. β Ρ--) and P_„ is the unit matrix. Since Ρ.,Η,,Ρ., is 
"^  ~АА MJB "TJB ~AA~AA~AA 
non-singular it follows that m = 0 and hence the first vector in our model 
-1,A -
space has the same symmetry as the perturbation, i.e. symmetry B. All the 
other systems of linear equations (Eq. (38)) have evidently the same form as 
Eq. (47) and consequently the whole model space obtains the symmetry В of 
the perturbation. Note further that IL is simply the matrix of H - E 
in the CSF basis of symmetry B. 
If the external field has the same symmetry as the ground state, an 
explicit annihilation of the ground state from the corresponding block of the 
H-matrix may expected to be necessary. Such an annihilation, however, would be 
prohibitively expensive, because it requires a similarity transformation by 
P.. of this diagonal block. Fortunately the annihilation is unnecessary if we 
^T\A 
use a (preconditioned) conjugate gradient algorithm [61]. That is, we solve 
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H., m. = m. ,, m- . = v., (48) 
~AA —1+1,A — ι,Α -0,A —A 
where we have replaced Ρ.,Η,.Ρ,. by Η , the matrix of Η - E in the basis 
of CSF's of symmetry A. In order to explain why the conjugate gradient method 
works even if H is singular, we first note that 
Eq. (48), but rather the preconditioned equation 
in practice we do not solve 
[ £ ~ 4 Н
М
Е ~ * П £ Ч + 1 > А 1 - £ ~ Ч , А ·
 ( 4 9 ) 
where D (the diagonal of Η . ) is positive definite. It is not difficult to 
prove that the conjugate gradient method solves (49) under the constraint 
c
( 0 ) T
 D m. . . = 0, (50) 
— ~ —1+1 ,A 
provided m. , is orthogonal to the ground state c_ and m. , is taken as the 
start vector of the conjugate gradient iterative process. In other words, the 
preconditioned conjugate gradient method finds the solution of Eq. (48) in the 
orthogonal (with respect to the metric D) complement of c_ , and hence the 
singularity of H.. does not affect the algorithm. Once we have found m. , . ., 6
 ' ~AA ь —1+1 ,A 
satisfying (50), we annihilate £ from it, and use the orthogonalized vector 
as the right hand side of the next system of linear equations. Of course, in 
a non-preconditioned conjugate gradient scheme D s 1 and all vectors ra. . are 
~ ~ ι ,A 
automatically orthogonal to £ . Note finally that the perturbation vector, 
which appears on the right hand side of the first system of linear equations, 
is orthogonal to the ground state by virtue of the fact that we use the pertur­
bation theory of Ref. [50]. Had we used Dirac's method of variation of con­
stants this orthogonality would not hold. 
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Using the maximum Abelian symmetry, we can handle in most cases all 
single and double excitations from the Hartree-Fock ground state, provided 
we do not excite from the lowest two MO's. In the case of the 0- molecule 
there are two low lying triplet states which we both take as a reference 
state. We return to this point in Sec. 4. In this multi-reference CI case 
the list of all single and double excitations is too long and we have to 
resort to selection procedures. Also the list of triply excited states of the 
Ne atom required selection in order to reduce it to manageable length. In 
the selection of the zeroth order basis we compute the energy lowering due to 
the additon of a certain doubly excited CSF to the reference space. If the 
energy lowering is below a certain threshold this CSF is rejected, otherwise 
the CSF is added to the bas is. The secular problem on the augmented reference 
space is solved by the escalator method. In the selection of the first order 
basis an energy criterion is in general not applicable, one of the reasons 
being that the states to be selected have usually a symmetry different from 
the ground state. Here we use the criterion 
| Σ <φ ] |ф.> cí0)|2a Δ (51) 
j J J 
for the inclusion of the CSF φ. The summation in this expression runs over 
all CSF's included in the zeroth order equation, and V is defined in Eq. (7b). 
-4 -8 
The threshold Δ is typically between 10 and 10 
An alternative way of reducing the dimensions of the CSF bases would be 
by truncation of the MO basis. This procedure has been shown to give unpre­
dictable results for second order properties [62]. If instead of a basis of 
canonical HF orbitals a basis consisting of natural orbitale is used, the 
truncation of the orbital basis might do better [63]. However, we have found 
that the CI matrices then cease to be diagonally dominant, and since this 
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causes problems in the convergence of the solution of both the zeroth and 
the first order problem, we did not pursue this line of approach any further. 
TABLE I. Properties of He and He (a.u.) 
This work Litt. 
-E 
α1 
α2 
"э 
С6 
С8 
С10 
2.902105 
1.385 
2.445 
10.60 
1.463 
14.11 
183.2 
2.903724a 
1.383b 
2.443b 
10.61b 
1.461b 
14.11b 
183.6b 
Exact non-relativistic energy from Ref. 77. 
Explicitly correlated results from Ref. 37. 
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4. Results and discussion 
A. He_and_H2 
There are several good reasons to study two-electron monomers. They present 
the simplest systems where correlation effects are present, and large orbital 
and full configuration bases for the description of such systems are still man-
ageable. Full CI calculations for He and H. can be used to study the performance 
of the algorithm which was introduced in section 2. In such calculations the 
results are simple to interpret, as there is no truncation of the basis of CSF's 
involved. Moreover, in the full CI calculations it is immaterial which orbital 
basis is used, as the wavefunction is invariant under linear transformations of 
the orbital basis. 
In the case of He we did not exploit the spatial symmetry of the wavefunc-
tion. The full CI basis consists of 1485 CSF's, giving a ground-state energy 
which is 1.6 millihartree above the exact energy (see Table I). The Thomas-
Reiche-Kuhn (TRK) sum rule is reproduced satisfactorily (S(0) = 2.002). Some 
properties have been collected in Table I, together with the dispersion inter-
action coefficients of He.. The results, which are essentially exact, are the 
converged results, obtained by increasing the dimensions of the effective spec-
tra. Convergence is very fast, which is illustrated in Table II. The second 
column of this table shows the convergence of C, if the length of the effective 
b 
dipole spectrum is increased (n, in the first column). In the third column the 
dipole spectrum is kept at the length at which C, has converged, and now the 
first column indicates the length of the quadrupole spectrum. Similarly, in 
the last column both dipole and quadrupole spectra are kept fixed, and the 
effective octupole spectrum is varied. In this way Table II also illustrates 
the relative importance of the separate multipole components in the higher 
coefficients C- and C.n. The one-point effective spectra correspond with a 
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TABLE II. Convergence of effective dispersion interaction 
coefficients of He. (a.u.) 
a 
η 
1 
2 
3 
4 
C6 
1.404625 
1.460706 
1.463065 
1.463124 
C8 
13.86175 
14.10670 
14.10809 
14.10810 
C10 
181.4867 
183.1861 
183.1864 
183.1864 
Length of effective dipole spectrum for C, column, 
of effective quadrupole spectrum for C„ column, 
and of effective octupole spectrum for C.Q column. 
See also text. 
TABLE III. Effective CI spectra for He (a.u.)3 
Dipole Quadrupole Octupole 
1 2 3 
T
o
 e T
o
 T
o 
0.8346 0.6332 1.1756 1.1987 1.2988 2.6237 
1.5869 -0.5801 
a £ 
Effective CI transition moments Τ include a factor /2. 
m 
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TABLE IV. P r o p e r t i e s of H. ( a . u . ) a 
This work L i t t . 
-E 
4 
QU 
α
ι 
Δ α 1 
°? 
°3 
1.171585 
0.4800 
0.3247 
5.422 
1.985 
16.87 
119.2 
1.174073 b 
0 . 4 8 2 8 e 
0 . 3 2 0 7 d 
5 . 3 9 5 e 
1.977 e 
1 6 . 8 5 f 
1 1 7 . 9 f 
a - ,„„ ,.-1 ** il 
a„ = (2)1+1) Σ α , Δα = α.. - α . 
ί „ ram 1 // Χ 
Interpolated exact non-relativistic energy, Ref. 78. 
Interpolated exact result, Ref. 79. 
Interpolated exact result, Ref. 80· 
e
 Exact result, Ref. 81 . 
f Ab initio CI calculations, Ref. 82. 
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[1,0] Fade approximant for the dynamic polarizability [44,45], and they conse-
quently give an Unsöld-type approximation to the second order properties. From 
Table II it is clear that a two-point effective dipole spectrum produces an 
effective C, which is within 1% of the exact result. With this two-point dipole 
spectrum only one-point quadrupole and octupole spectra are necessary to pro-
duce а С. coefficient which is within 3% of the exact result, and a C.- coef­
ficient with an error less than 5%. This effective spectrum is presented in 
Table III. Note that the effective CI transition moments include a factor /2 
compared to the TDCHF moments. Therefore all CI moments should be multiplied 
by 1//2 before the spectra can be used together with the formulas given in Ref. 
[41]. 
For Ну the results are equally encouraging. In this case we have split 
the full CI space for the singlet symmetry into two parts, one of gerade 
symmetry, the other ungerade. The dimensions of these subspaces are 1593 and 
1410, respectively. Some molecular properties have been collected in Table IV. 
The ground-state energy is 2.5 millihartree higher than the exact energy at 
R = 1.449 bohr. The TRK sum rule gives S,,(0) = 1.997 and S (0) = 1.996. Both 
the first order and the second order properties are in very good agreement 
with the exact results. The complete dispersion interaction potential for 
(Hj)- is presented in Table V, where the coefficients are again the converged 
effective results. Not all anisotropic C.« coefficients can be considered to 
be near exact, because of the omission of g and higher orbitals in the atomic 
orbital basis. Table VI illustrates the convergence of the effective dipole-
dipole interactions. Note that the isotropic coefficients are lower bounds to 
the exact results. The anisotropic coefficients are not bounded, but they 
converge rapidly. The complete CI spectrum in this case consists of 447 dipole 
σ excitations and 348 π excitations, which can be represented satisfactorily 
by 6-point effective spectra for both symmetries, the absolute errors in the 
1 1 2 
TABLE V. Dispers ion i n t e r a c t i o n c o e f f i c i e n t s of O O « 
LA LB L η = 10 
0 
0 
2 
2 
2 
0 
2 
2 
2 
4 
4 
4 
4 
4 
0 
2 
2 
2 
0 
2 
2 
2 
2 
4 
4 
4 
4 
4 
4 
4 
4 
4 
6 
6 
6 
6 
0 
2 
0 
2 
4 
4 
2 
4 
6 
0 
2 
4 
6 
β 
6 
4 
6 
8 
12, 
0. 
0. 
0. 
0. 
.146 
,2256 
.0048 
,0128 
,1385 
212, 
0, 
0, 
-0, 
0, 
0, 
0, 
0, 
0. 
.61 
.5862 
.0059 
.0284 
.1594 
,0162 
.00023 
.00037 
.0131 
4740.7 
0.6921 
0.0071 
-0.0466 
0.3903 
0.0222 
0.00025 
-0.0015 
0.0147 
< io"6 
< IO"5 
0.00005 
0.00017 
0.00Э2 
0.0102 
0.00010 
0.00026 
0.0092 
Apart from the isotropic coefficients (L.=L_-L=0) 
A a 
all other coefficients are given as the dimension-
less anisotropy factors γ w cW/c000. 
η η 
The isotropic coefficients are given in a.u. 
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TABLE VI. Convergence of the effective dipole-dipole interaction 
L L L 
coefficients C, of (H 2) 2 (a.u.) 
a „000 „022 „220 „222 „224 
η С С, L, С, С,. 
, 6 6 6 6 
1 11.861152 2.742903 0.058531 0.156431 1.689458 
2 12.140260 2.742174 0.058260 0.155707 1.681633 
3 12.146274 2.740791 0.058277 0.155751 1.682111 
4 12.146469 2.740715 0.058279 0.155758 1.682188 
5 12.146479 2.740710 0.058280 0.155759 1.682194 
6 12.146479 2.740710 0.058280 0.155759 1.682194 
а 
Length of both er and π components of the effective 
dipole spectrum. 
Van der Waals coefficients being less than 10 
A very small effective spectrum is given in Table VII for all 2 -pole com­
ponents with I = 1 5. These spectra reproduce the exact (i.e., fully con­
verged) isotropic С,, C 8, and C 1 0 coefficients of (H 2) 2 to within approximately 
1%, 3%, and 5%, respectively. Compared to the corresponding effective TDCHF 
spectra [44] we observe an increase of the excitation energies in most cases. 
The magnitude and phase of the transition moments are changed rather irregularly 
if we go from TDCHF to full CI. 
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TABLE V I I . E f f e c t i v e CI s p e c t r a for H- ( a . u . ) 
σ (m=0) 
σ (m=0) 
g 
u
u
(m=1) 
π (m=1) 
g 
ε 
0.4686 
0.7519 
0.7959 
1.0074 
0.6639 
1.3048 
0.4978 
0.7920 
0.9009 
1.2783 
0.6912 
0.9005 
Τ
1 
m 
1.1261 
-0.6683 
-0.2402 
0.0114 
-
-
-0.9409 
-0.0581 
-0.7336 
0.0056 
-
_ 
τ
2 
m 
-
-
-
-
2.5353 
0.0218 
-
-
-
-
2.4910 
-0.1347 
m 
0.8273 
2.0555 
-6.9143 
0.8644 
-
-
-0.6692 
7.0783 
-0.9438 
-0.4082 
-
_ 
τ
4 
m 
-
-
-
-
3.3489 
16.235 
-
-
-
-
4.0554 
26.358 
T 5 
m 
0.5088 
7.5538 
- 25.973 
-112.99 
-
-
-0.6294 
13.780 
-0.0033 
52.281 
-
-
δ (m=2) 0.7970 - - 6.8572 
δ (m=2) 0.7027 - -2.2561 - -2.4653 
g 
1.7372 - 0.0308 - -2.0496 
Φ (m=3) 0.8017 - - 6.3498 
E f f e c t i v e CI t r a n s i t i o n moments Τ i n c l u d e a f a c t o r / 2 . 
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TABLE VIII. Dispersion interaction coefficients of HeH- (a.u.) 
This work Meyer et al. 
«ί 
4 
< 
i 
4 
«î. 
"î. 
<, 
«î. 
a R e f . 
4.030 
0.8457 
55.51 
38.37 
0.8655 
1005 
817.9 
25.27 
15.78 
39. 
4.018 
0.874 
55.50 
38.93 
0.96 
1025.3 
784.6 
28.5 
5.8 
For the dimer HeH. a long range potential has been published [39], which is 
believed to be very accurate (errors of 1%, 2%, and 3% for C^, Cg, and C.^ coef-
ficients, respectively). Our (converged) interaction potential is compared with 
this potential in Table VIII. Surprisingly, there are rather large differences, 
notably among the С . coefficients. The methods by which the two potentials have 
been obtained are different, but probably the differences in the orbital bases 
are responsible for most of the discrepancies. Our atomic orbital basis for H 2 
does not contain g orbitals, in contrast to the basis employed by Meyer et al. 
[39]. Still, the differences in the C. coefficients remain difficult to explain. 
The present CI results for two-electron monomers clearly demonstrate the 
effectiveness of the algorithm. 
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В. N2_and_02 
In the cases of the molecules N, and 0. we have restricted the computations 
to dipole properties only. This still means the construction of three large 
subspaces of symmetry adapted CSF's. 
For N. we employed the 100-MO basis which we have used recently in TDCHF 
calculations [33]. The lower two MO's, corresponding to the nitrogen atom cores, 
were kept frozen, but no truncation of the basis of virtual MO's was introduced. 
All singles and doubles generated from the single state reference function gave 
the three bases of 14,650 1A CSF's, 14,409 V CSF's and 13,576 V CSF's. 
g ' l u 3u 
Some properties of N_ have been collected in Table IX. The quadrupole moment 
2 Q- compares well with a recent experimental value [64]. This is contrary to the 
CI results reported by Amos [65], who found substantial disagreement between ex­
periment and his ab initio result, which was larger than the present one. Our 
CI dipole polarizability tensor is by far not as good as the one obtained by 
the TDCHF method [33]. The resulting dipole-dipole dispersion interaction in 
(N-) 2 (Table X) is too small, and again the TDCHF results were much better [33]. 
LALBL 
The dimensionless anisotropy factors γ, are better. This may be fortuitous, 
о 
but on the other hand similar correct predictions of anisotropy factors together 
LA LB L 
with bad (isotropic) coefficients C, have been found also in other theoreti­
cal procedures [35]. 
For 0. it has been found [66] that the single configuration wavefunction 
for the Σ state, Ιΐσ 1σ Za 2a За 1π Ііг Ι, is unstable with respect to g ' ' g u g u g u g " 
symmetry breaking in the тг system. This is caused by a strong interaction with 
ι 2 41 . . . . 
the doubly excited |... 1π 1π | configuration, which is very close in energy. 
We therefore have chosen these two CSF's as our reference functions. Freezing 
the lower two MO's, we have generated all double excitations from the two root 
3 3 
functions into the virtual space. This gives 36,686 В CSF's, 36,686 A CSF's, 
3 3 
and 33,280 B. CSF's. Selection of the В CSF's according to the energy 
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TABLE IX. P r o p e r t i e s of Ν, and 0 , ( a . u . ) 
-E 
«S 
— a 
. . , ' 
This work 
109.3007 
-1.1033 
8.14 
2.76 
N2 
11 
4 
Litt. 
109.3580e 
-1.09e 
.628,11.74h 
.658, 4.52h 
This work 
149.9545 
-0.3146 
8.63 
6.32 
02 
9 
6 
2^ 
SO1 
Litt. 
149.9783d 
-0.299f 
,10.66^,10." 
, 7.43k 
a α
ι " i ( 2 a ± + a//) ' 
b Δ α
ι "
 a// - α ι · 
Estimated full CI limit, Ref. 83. 
Lowest available CI energy, Ref. 67. 
Experimental, Ref. 84. 
Experimental, Ref. 85. 
8
 Best ab initio result, ief. 8. 
Experimental, Ref. 86. 
1
 MCTDCHF, Ref. 29, in basis I. 
·' Experimental, Ref. 87. 
к ° 
Experimental, Ref. 88, obtained at 6328 A. At that wavelength our 
results are a, = 8.72, Δα. = 6.47. 
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TABLE X. Dipole-dipole dispersion interactions of (Ν«), and (О-)-
LA 
0 
0 
2 
2 
2 
LB 
0 
2 
2 
2 
2 
L 
0 
2 
0 
2 
A 
This work 
50.00 
0.2250 
0.0046 
0.0124 
0.1337 
(N2) 2 
TDCHF 
71.46 
0.2627 
0.0066 
0.0177 
0.1911 
b 
Semi-emp. 
73.8 
0.237 
0.0054 
0.014 
0.155 
(o 2) 2 
This work 
50.90 
0.3987 
0.0155 
0.0414 
0.4467 
See footnote of Table 5. 
Ref. 89. 
lowering of the reference CI ground state gave 10,379 CSF's (energy threshold 
10 ). In this configuration space the ground state wavefunction was obtained. 
3 2 
Then the A and B. CSF's were selected according to their dipole interaction 
matrix element with the ground state function, as described in section 3. Col­
lecting all CSF's with an interaction matrix element ä 10 resulted in 
3 3 -6 11,455 A doubles and 8,246 B, doubles. The threshold 10 is reasonable, 
u 2u 
3 
as the same threshold is used in the selection of B. CSF's. The final sub-
1g 
3 
spaces, including all singles, consist of 10,667 CSF's ( В ), 11,749 CSF's 
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(3A
u
), and 8,437 CSF*s ( 3B 2 u). 
Several properties of 0- are presented in Table IX. The quadrupole moment 
is close to several experimental values and an MCSCF value [66]. The hexadeca-
4 . . 
pole moment Q~ is of some interest also, because of the large spread in the 
4 
literature values which have been obtained. Our result, Q
n
 = 4.087, agrees with 
another theoretical value [67], but not with several semi-empirical results 
[68-70], which are in the range 2.945 - 21.242. Surprisingly, the present re­
sults for the dipole polarizabilities, although not much better than in the 
case of N, if we compare with experimental values, are not far from elaborate 
MCSCF results [29]. In particular for the anisotropy the full optimization of 
the orbitals in the MCSCF calculation does not give a clear improvement over 
the SDCI result. The dipole-dipole dispersion interaction coefficients for 
(0.). are given in Table X. For the isotropic coefficient at least three semi-
empirical estimates exist, with values 46.1 [45], 80.5 [71], and 62.01 [42], of 
which the last one is probably the most reliable estimate. Consequently, the 
SDCI results are slightly better than for (N.)., but still they are much too 
low, and probably for the same reasons as in the case of (N»),. 
From the above results it is clear that the SDCI model performs poorly 
LA LB L for the prediction of the dispersion interaction coefficients C, , if both 
the zeroth order and the first order wavefunctions are expanded in CSF's 
based on unperturbed MO's. 
The reason that relaxation of orbitals in the external field is important 
can be easily understood from the point of view of a cluster analysis of the 
wavefunction. If finite field Hartree-Fock orbitals are used all diagrams 
containing one-particle interactions between holes and particles vanish 
by virtue of Brillouin's theorem. In that case the first term contributing 
to the one-particle cluster Τ is second order in the fluctuation potential 
and hence T. is small. However, if non-Hartree-Fock orbitals are used, and 
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Brillouin's theorem is not satisfied, Τ receives a contribution which is first 
1 
order in the external field and so T. becomes important. In a SDCI calculation 
one accounts for T., the connected two particle cluster T„, and the disconnec-
2 . . . . 
ted cluster 1.. The disconnected cluster T.T, requires the inclusion of triply 
excited states. We believe that it is this latter three-electron cluster which 
is important in the case of unperturbed orbitals and unimportant in the case 
of finite field orbitals. So the most straightforward way to improve the 
quality of the perturbative CI calculations is the inclusion of triply or higher 
excited states in the basis of CSF's, in order to account to some extent for 
the relaxation of the orbitals. 
С Ne 
The neon atom is an interesting example to study. It combines the simpli­
city of a single atom with the complexity of a 10-electron system, in which 
large correlation effects are present. For example, the TDCHF calculation of 
the C, coefficient of Ne. indicates that the dynamic correlation error in this 
coefficient is in the order of 15-20% [33]. This makes a CI approach very 
promising. 
For the calculation of dipole, quadrupole and octupole properties for Ne 
we only need the subspaces of symmetry A and В . Generating all singles 
and doubles, with no frozen orbitals, we get bases of 2173 A CSF's and 
1911 B. CSF's. The SDCI results are presented in Table XI. These data are lu 
not very satisfactory. The dipole polarizability is even worse than the TDCHF 
polarizability [33], the quadrupole and octupole polarizabilities are only 
slightly better. Contrary to what one might expect intuitively from the 
lower dipole polarizability, the C, coefficient is better than the TDCHF coef­
ficient, and also C. and C.. have improved considerably. Still, the SDCI 
results for the dipole properties are not very reliable. For comparison, we 
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TABLE XI. Properties of Ne and Ne, (a.u.) 
-E 
α
ι 
02 
α3 
C6 
C8 
C10 
Th is work, SOCI 
128.7680 
2.324 
6.026 
16.37 
5.587 
73.20 
805.5 
Litt. 
128.932 ± 0.008a 
2.6680b 
6.416C 
30.367e 
6.43d 
76.0e 
1100e 
Estimated non-relativistic full CI limit, Ref. 90. 
Semi-empirical estimate, Ref. 89. 
e
 MBPT, Ref. 91. 
Semi-empirical estimate, Ref. 92. 
Tang, Norbeck and Certain, Ref. 93. 
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performed a finite field CI calculation for the static dipole polarizability of 
neon, employing the proper field-dependent orbital basis. The result, o. • 2.61, 
is close to the experimental value 2.67 [72]. The agreement is even better if 
we apply the Davidson correction for unlinked cluster effects [73], we then 
obtain 2.69. These results agree well with comparable CI calculations [7]. It 
is clear that a SDCI calculation may give reliable results if the orbital basis 
is allowed to relax properly. In the present CI scheme the most straightforward 
way to achieve this is to add triply excited states to the basis in which the 
first order wavefunction is expanded. In fact, this is a balanced choice of 
bases, similar to the situation in the Tamm-Dancoff approximation, where the 
first order wavefunction also contains all possible single excitations from the 
zeroth order wavefunction. 
We have performed two CI calculations of dipole properties including triply 
excited states. First we have generated all possible triply excited В CSF's, 
keeping the lowest MO frozen. Out of these 35,819 CSF's we have selected 2,985 
triply excited states, using the method which was explained in section 3, with 
-6 . . . 1 
Δ = 10 . Combined with the 1911 singly and doubly excited В CSF's, this will 
be referred to as the SDT. basis. Similarly, with Δ = 10 we have selected 
10,094 triples, which were employed in the SDT- basis. The results for C, are 
very promising, namely 6.212 in the SDT basis, 6.262 in the SDT- basis. By 
extrapolation to the full number of triples we found this last result to be 
essentially the SDT limit. Thus we have accounted for about 80% of the corre­
lation error in the C, coefficient for Ne„. The remaining correlation contri­
butions must come from quadruply and higher excited configurations, and perhaps 
further improvement of the АО basis. 
In Table XII we compare several effective dipole spectra, obtained at 
different levels of approximation. Also the corresponding polarizabilities and 
effective C, coefficients are given. This Table serves to illustrate several 
123 
TABLE XII. Some 3-point effective dipole spectra and corresponding 
polarizability and C, for Ne (a.u.) 
Method3 
TDCHFb 
SCI 
SDCI 
SDT^I 
SDT2CI 
E-SDT2CI
C 
0, 
0, 
0, 
0, 
0, 
0, 
ei 
.7829 
.7852 
.8627 
,7755 
.7672 
.7655 
ε2 
.2216 
.2368 
.2992 
.2106 
.2018 
.1903 
3 
3 
3, 
3, 
3. 
3 
e3 
.2060 
.3914 
.5594 
.4042 
.3940 
.2165 
С1 
-0.4776 
-0.4888 
-0.5139 
-0.5136 
-0.5138 
-0.5080 
С2 
-0.8939 
-0.9408 
-0.9253 
-0.9370 
-0.9373 
-0.9294 
ч 
0.8457 
0.9095 
0.8369 
0.8466 
0.8473 
0.8485 
α1 
2.337 
2.528 
2.324 
2.552 
2.573 
2.573 
С6 
5.378 
6.445 
5.586 
6.210 
6.261 
6.246 
See text. 
From Ref. 44. The dipole transition moments t. have been multiplied by 
/2 in order to allow a direct comparison with the present CI results. 
SDT.CI calculation employing even (Cauchy) moments S(-2k) only. 
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points. First consider the Ташт-Dancoff or SCI results and those of the SDTCI 
calculations. These calculations employ a balanced description of the zeroth 
order and first order configuration spaces. We see that the excitation energies 
are much the same, but the transition moments show large differences between 
the two calculations. If we next consider the SDCI spectrum, we see that the 
excitation energies are too large because the excited states are not well cor­
related, in contrast to the ground state, but the transition moments are close 
to the SDTCI values. Apparently, the transition moments are described satisfac­
torily in a SDCI model, but triples are needed to get the correct excitation 
energies. It is plausible that the same is true for N_ and 0-. If we use the 
SDT.CI energies and the SDCI transition moments, we get a spectrum which gives 
a. - 2.526 and C, = 6.013, better than the SDCI results by some 8%, which illu­
strates the above observations. 
The TDCHF method, which is difficult to describe in CI language, behaves 
somewhat irregularly, giving energies that are better than the SDCI results, 
but transition moments that are worse. These errors also persist in a SOPPA 
calculation [20]. Strictly speaking we should compare the TDCHF results with 
a CI calculation which employs even moments only (see the discussion in sec­
tion 2). We have performed such an even-moments-only calculation, and the 
results are given in the last row of Table XII. Of course, this E-SDT.CI 
spectrum gives exactly the same a. as the SDT.CI spectrum, because a is just 
one of the even moments which are reproduced exactly by both spectra. The 
bottom row of Table XII also serves to illustrate the better convergence 
properties of the effective spectra which reproduce both odd and even moments. 
The 2-point effective dipole spectrum reproducing S(-2) through S(-5) gives 
Cfi • 6.207, whereas the 2-point spectrum which reproduces S(-2), S(-4), S(-6), 
and S(-8) gives C, = 5.940. Apart from the better convergence properties the b 
use of odd moments has the additional advantage that errors in S(-5) are 
125 
smaller than in S(-8). Finally, Table XII once again illustrates that a larger 
static polarizability does not necessarily imply a larger C, coefficient. This 
is only true in an Unsöld-type approximation of C,, but here we observe that 
the SCI calculation gives the best C,, whereas the SCI polarizability is not 
the best result in Table XII. In general one cannot predict the outcome for 
C. by inspection of just one moment. Even if all moments are too small (as is 
the case for the SCI calculation) the C, coefficient may be relatively large 
о 
(see also Refs. [41] and [43] for a discussion of this point). 
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5. Summary and conclusions 
We have studied in this paper the intramolecular correlation effects on 
the dispersion interactions in Van der Waals molecules by performing time-
dependent perturbation calculations in large CI bases. Our object was in the 
first place to evaluate an algorithm for the calculation of the so-called 
effective CI spectra. The conclusion is that this algorithm is very convenient 
in ab initio studies of second order properties. It proved to be very efficient 
and the results for the two-electron systems He and H- are very encouraging. 
In the case of the dimers (N.), and (0,)» the necessity to employ a trun-
cated basis of CSF's causes problems. The use of unperturbed MO's in combina-
tion with single and double substitutions only appeared to be too severe a 
restriction on the wavefunction. The results for (N^). were disappointing, and 
they were only slightly better for (0.)_. However, the present calculation for 
(0„)_ is still one of the very few ab initio studies of this open shell dimer, 
and it has demonstrated the applicability of the present computational scheme 
to open shell monomers. 
Using the neon atom as a model system we have studied improvements in the 
CI basis. The inclusion of triply excited states in the description of the first 
order wavefunction greatly improved the C. coefficient of Ne», and the largest 
CI calculation accounts for some 80% of the intramolecular correlation effects. 
The main bottleneck in the application of this approach in calculations for N» 
and larger systems is the selection of the triples. For Ne the triples were 
selected on their dipole interaction matrix element with the ground state. 
For larger systems the number of triples is enormous, and more practical selec-
tion procedures have to be found. One possibility is the inspection of T.T., 
where T, could be obtained from a DCI or L-CPMET calculation, and T. by a first 
order (in the external field) approximation. The construction of a basis of 
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natural orbitals may allow us to truncate the orbital basis, thus reducing the 
number of triples. But our experiences in some test calculations for Ne indicate 
that the utilization of natural orbitals severely deteriorates the performance 
of the numerical algorithms, without improving the results spectacularly. 
Another possibility to improve the CI calculations is through the introduc-
tion of frequency-dependent orbitals, which could be obtained from a TDCHF cal-
culation. However, the present method, which is based on moments, could then 
not be used. A final possibility is perhaps the calculation of moments by 
finite field type methods, but it is not at all clear whether this is numerically 
feasible. 
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S U M M A R Y 
If the distance R between two molecules is so large, that the overlap be-
tween the molecular charge clouds can be neglected, it is possible to express 
the interaction energy as a power series in 1/R. The expansion coefficients, 
the so-called Van der Waals coefficients, can be calculated by use of quantum 
mechanical methods, at least in principle. In this approximation of no overlap 
the interaction forces in a dimer are referred to as long-range forces. A 
distinction is made between electrostatic, induction, and dispersion forces. 
In this thesis, entitled 'Electron correlation and long-range dispersion 
interactions in Van der Waals dimers', we study inter- and intra-molecular cor-
relation effects in Van der Waals dimers. The emphasis is placed on the develop-
ment of methods and algorithms, but a fair amount of results is presented as 
well for some interesting systems. 
In chapter II some iterative algorithms for the solution of very large 
systems of inhomogeneous linear equations are discussed. The first order 
Rayleigh-Schrödinger perturbation equation in a finite, discrete basis takes 
the form of such a system of linear equations. Since the larger part of this 
thesis applies to the solution of this first order equation, special attention 
is paid to the most efficient solution of large systems of linear equations 
in this chapter. 
The relation between two modern quantum mechanical methods for the calcu-
lation of (intra-molecular) correlation effects is expounded in chapter III. 
One of these methods, the so-called L-CPMET approach, leads to a large sys-
tem of linear equations, of which the solution served as an illustration in 
chapter II. The other method, Configuration Interaction based on single and 
double replacements from the reference function, is applied in chapter VII. 
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The chapters IV - VI describe the application of time-dependent coupled 
Hartree-Fock perturbation theory to the computation of dynamic polarizabili-
ties and long-range dispersion interactions. In chapter IV the complete 
('exact') solutions of the coupled Hartree-Fock equations are found by solving 
a generalized eigenvalue problem. Several results thus obtained form the best 
available results in literature today. These computations serve as a reference 
for both the new method of approximation which is introduced in chapter V and 
the more advanced computations of chapter VII. 
The complete solutions, as described in chapter IV, can not be found 
if the generalized eigenvalue problem becomes too large. This is the case for 
larger molecules and when extensive basis sets are used. Consequently, in 
chapter V a method of approximation is proposed, which leads to an extension 
of the applicability of the coupled Hartree-Fock method and, at the same time, 
forms a preparation for the Configuration Interaction calculations of chapter 
VII. This approximation furnishes very small effective monomer spectra. The 
corresponding dynamic monomer properties converge very fast to the 'exact' 
results upon increase of the length of the spectra. This is illustrated for 
the same systems that were studied in chapter IV. The new method has a number 
of advantages, which are discussed in detail. 
Chapter VI contains all necessary formulas for the use of the effective 
monomer spectra which are included in this thesis. The algorithm of chapter V 
is applied to several interesting dimers. In particular the computation of C7 
and C. coefficients is important, in view of the lack of information in lite-
rature relating to these coefficients. 
In chapter VII a first start is made with the calculation of intra-molec-
ular correlation effects on dispersion interactions. The algorithm introduced 
in chapter V is used in a modified form to make large scale Configuration 
Interaction calculations feasible. However, technical problems are abundant, 
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and particularly the first results for the molecules N_ and 0- are somewhat 
disappointing. Using the neon atom as an example we have studied how never-
theless better results can be obtained in principle. The most important con-
clusion is that triple excitations are important for the description of the 
first order wavefunction. 
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S A M E N V A T T I N G 
Als de afstand R tussen twee moleculen zo groot is, dat de overlap tussen 
de moleculaire ladingsverdelingen verwaarloosd kan worden, is het mogelijk de 
interactie energie te schrijven als een machtreeks in l/R. De expansiecoëffi-
ciënten, de zogenaamde Van der Waals coëfficiënten, kunnen in principe met 
behulp van quantum mechanische methoden worden berekend. In deze benadering 
(geen overlap) worden de interactie krachten in een dimeer aangeduid als lange 
afstands krachten. Men onderscheidt electrostatische, inductie en dispersie 
krachten. 
In dit proefschrift, getiteld "Electron correlatie en lange afstands 
dispersie interacties in Van der Waals dimeren", worden inter- en intramolecu-
laire correlatie-effecten in Van der Waals dimeren bestudeerd. De nadruk ligt 
hierbij op de ontwikkeling van methoden en algorithmes, hoewel deze ook toege-
past worden om resultaten te verkrijgen voor een aantal interessante systemen. 
In hoofdstuk II worden enkele iteratieve algorithmes voor het oplossen van 
zeer grote stelsels inhomogene lineaire vergelijkingen besproken. De eerste orde 
Rayleigh-Schrödinger storingsvergelijking in een eindige, discrete basis heeft 
de vorm van zo'n stelsel lineaire vergelijkingen. De oplossing van die eerste 
orde vergelijking beslaat het grootste deel van dit proefschrift. Daarom wordt 
in dit hoofdstuk uitgebreid aandacht besteed aan het zo efficiënt mogelijk op-
lossen van grote stelsels lineaire vergelijkingen. 
De relatie tussen twee moderne quantum mechanische methoden voor de bere-
kening van (intra-moleculaire) correlatie-effecten wordt uiteengezet in hoofd-
stuk III. Eén van deze methoden, de zogenaamde L-CPMET benadering, leidt tot 
een groot stelsel lineaire vergelijkingen, waarvan de oplossing in hoofdstuk 
II als illustratie dient. De andere methode. Configuratie Interactie op basis 
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van enkele en dubbele excitaties vanuit de referentie functie, wordt in hoofd-
stuk VII toegepast. 
De hoofdstukken IV-VI beschrijven de toepassing van tijdsafhankelijke ge-
koppelde Hartree-Fock storingsrekening bij het berekenen van dynamische pola-
riseerbaarheden en lange afstands dispersie interacties. In hoofdstuk IV wor-
den de complete ("exacte") oplossingen van de gekoppelde Hartree-Fock verge-
lijkingen bepaald via het oplossen van een gegeneraliseerd eigenwaarde pro-
bleem. Een aantal in dit werk verkregen resultaten vormen de beste waarden op 
dit moment in de literatuur beschikbaar. Deze berekeningen vormen een referen-
tie zowel voor de nieuwe benaderingsmethode die in hoofdstuk V wordt geïntro-
duceerd, als voor de meer geavanceerde berekeningen van hoofdstuk VII. 
De complete oplossingen, zoals beschreven in hoofdstuk IV, kunnen niet 
worden bepaald als het gegeneraliseerde eigenwaarde probleem te groot wordt. 
Dit is het geval voor grotere moleculen en bij gebruik van grote basis sets. 
In hoofdstuk V wordt daarom een benaderingsmethode voorgesteld, die niet al-
leen een uitbreiding van de toepasbaarheid van de gekoppelde Hartree-Fock 
methode betekent, maar ook een voorbereiding vormt voor de Configuratie Inter-
actie berekeningen van hoofdstuk VII. Deze benaderingsmethode levert effec-
tieve monomeer spectra die uit een zeer klein aantal discrete overgangen be-
staan. De daarvan afgeleide dynamische monomeer eigenschappen convergeren 
zeer snel naar de "exacte" resultaten bij vergroting van de spectra. Dit wordt 
geïllustreerd aan de hand van dezelfde systemen die in hoofdstuk IV worden be-
studeerd. Deze nieuwe methode bezit een aantal voordelen, die uitvoerig worden 
besproken. 
Hoofdstuk VI bevat alle benodigde formules voor het gebruik van de effec-
tieve monomeer spectra die in dit proefschrift zijn opgenomen. Het algorithme 
uit hoofdstuk V wordt toegepast voor een aantal interessante dimeren. Met name 
de berekening van C_- en C.-coëfficiënten voor enkele dimeren is van belang, 
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gezien het gebrek aan literatuur gegevens omtrent deze coëfficiënten. 
Een eerste aanzet tot het berekenen van de intramoleculaire correlatie-
effecten op dispersie interacties wordt gegeven in hoofdstuk VII. Een aange-
paste vorm van het algorithme uit hoofdstuk IV maakt uitgebreide Configuratie 
Interactie berekeningen mogelijk. De technische moeilijkheden zijn echter 
groot, en met name de eerste resultaten voor de moleculen N. en 0. zijn dan 
ook enigszins teleurstellend. Aan de hand van het neon atoom wordt bestudeerd 
hoe in principe toch goede resultaten kunnen worden geboekt. De belangrijkste 
conclusie is dat drievoudige excitaties belangrijk zijn voor de beschrijving 
van de eerste orde golffunctie. 
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S T E L L I N G E N 
1. LCAO-MO berekeningen aan moleculen die bindingen bevatten tussen elementen 
uit de tweede periode, met de bedoeling om de mate van "d-participatie" in 
de binding vast te stellen, dragen niet bij tot een beter begrip van de 
chemische binding. 
ff.C. Baird en K.F. Taylor, Chem. Phys. Lett. SO, S3 (1981). 
2. Ten onrechte wordt in de literatuur het falen van een harmonische oscillator/ 
rigid rotor model voor de beschrijving van vibratie en rotatie eigenschappen 
van moleculen gekoppeld aan de juistheid van de Bom-Oppenheimer benadering. 
J.J. van Vaals, W.L. Meerts en A. Dymanus, 
J. Mol. Spectrose. 106, 280 (1984). 
3. De constatering dat de bindingsafstand in Ge., berekend met behulp van een 
niet-relativistische methode, praktisch samenvalt met de enige bekende ex-
perimentele waarde, is geen rechtvaardiging voor het verwaarlozen van 
relativistische effecten in de berekeningen. 
G. Paoohioni, Chem. Phys. Lett. 10?, 70 (1984). 
4. De zeer kleine dipool polariseerbaarheid van het Ge ion is 
geen voldoende reden om de core polarisatie effecten in pseudopotentiaal 
berekeningen aan de grondtoestand van Ge a priori te mogen verwaarlozen. 
G. Paoohioni, Chem. Phys. Lett. 107, 70 (1984). 
5. Supermolecuul Configuratie Interactie berekeningen aan Van der Waals 
dimeren in een basis van ongestoorde MO's zullen aanzienlijke fouten ver-
tonen. 
Dit proefschrift. 
6. Het metaal Hg, -AsP, heeft een samengestelde incommensurabele structuur. De 
theoretische verwachting dat dit systeem een slechte geleider zou zijn ten 
gevolge van de door de incommensurabiliteit veroorzaakte localisatie van 
de geleidingselectronen, is niet juist. 
M.Y. Azbel, Fhya. Rev. Lett. 43, 1954 (1979). 
7. Bij de berekening van de activerings vrije enthalpie in het evenwicht 
3 8 tussen de endo en exo conformaties van tricyclo[9.3.1.0 ' ]pentadecaan 
ring systemen maken Shea en Gilman gebruik van de verkeerde formules. 
K.J. Shea en J.W. Gilman, Tetrahedron Lett. 25, 2451 (1984). 
8. De uitermate verwarrende discussie die gevoerd wordt over het vroeg of 
laat starten van een levodopa therapie in de behandeling van de ziekte 
van Parkinson zou aan duidelijkheid winnen indien men dezelfde definities 
van de begrippen "vroeg" en "laat" zou hanteren. 
M.D. Muenter, Can. J. Neurol. Sai. U, 195 (1984). 
S. Fahn en S.B. Bressman, Can. J. Neurol. Soi. 11_, 200 (1984). 
9. Snelheidsbeperkende maatregelen in woongebieden, zoals 30 km zones, 
verkeersdrempels en "slalom-trajecten", kunnen de kans op verkeersonge-
lukken waarbij kinderen betrokken zijn verhogen. 
10 januari 1985 
Foppe Visser 


