This article introduces a novel family of decentralised caching policies for wireless networks, referred to as spatial multi-LRU. Based on these, cache inventories are updated in a way that provides content diversity to users that are covered by, and thus have access to, more than one station. Two variations are proposed, the multi-LRU-One and -All, which differ in the number of replicas inserted in the involved edge caches. Che-like approximations are proposed to accurately predict their hit probability under the Independent Reference Model (IRM). For IRM traffic multi-LRU-One outperforms multi-LRU-All, whereas when the traffic exhibits temporal locality the -All variation can perform better.
INTRODUCTION
We consider the wireless edge of a content centric network, which consists of a set of transmitting nodes (base stations (BSs), pico-, nano-stations, or WIFI hotspots) taking fixed positions on a planar area, and a set of users dynamically arriving at this area and asking for service. A user can be covered by multiple of these nodes (say m), but she/he will choose only one to be served from. All nodes are equipped with memory of size K objects, which offers the possibility to cache a fraction of the existing data. When the user's request is found in the cache of some covering station, then the user is served directly by this one. Otherwise, the request is retrieved from the core network.
The hit probability, is defined as the probability that a user will find her/his demand cached in the memory of one of the covering cells. So how does one optimally manage the available cache inventories? There is a trade-off. Popular objects should be made widely available, while less popular content should also be included for diversity. Cache management policies can be grouped into two categories:
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(ii) Policies with Popularity updates (POP), where exact information over content popularities is available, and is used to infrequently update cache inventories. This category covers the Least-Frequently-Used (LFU), as well as policies that result from solutions of optimisation problems with a-priori knowledge of additional system information, e.g. the Greedy Full Information (GFI) [3] , and the Probabilistic Block Placement (PBP) [1] . POP should have higher hit-probability than POQ due to the extra information.
SPATIAL MULTI-LRU
This work introduces a novel family of distributed cache management POQ policies that profit from multi-coverage. These are the spatial multi-LRU policies and are based on the (single-)LRU. The main idea is that, since a user can check all the caches of covering BSs for the demanded object, and download it from any one that has it in its inventory, cache updates and object insertions can be done in a more efficient way than just applying single-LRU independently to all caches. The fact that the user triggers a cache's update/insertion action, allows each cache to be indirectly informed about the inventory content of its neighbours. Variations of the multi-LRU family differ in the number of inserted contents in the network, after a missed content demand. Differences can also appear in the update phase.
• multi-LRU-One: Action is taken only in one cache out of the covering m. (a. Update) If the content is found in a non-empty subset of the m caches, only one cache from the subset is used for download and, for this, the content is moved to the most-recently-used position. (b. Insertion) If the object is not found in any cache, it is inserted only in one while its least-recently-used object is evicted. This one cache can be chosen as the closest to the user, a random one, or from some other criterion. (Here, we choose the closest node).
• multi-LRU-All: Insertion action is taken in all m caches. (a. Update) If the content is found in a non-empty subset of the m caches, all caches from this subset are updated. (b. Insertion) If the object is not found in any cache it is inserted in all m. A variation based on q-LRU can be proposed, where the object is inserted in each cache with probability q > 0.
The motivation behind the different versions of the multi-LRU policies is the following. When a user has more than one opportunity to be served due to multi-coverage, she/he can benefit from a larger cache memory (the sum of memory sizes from covering nodes.). In this setting, the optimal insertion of new content and update actions are not yet clear. If multi-LRU-One is applied, a single replica of the missed content is left down in one of the m > 1 caches, thus favouring diversity among neighbouring caches. If multi-LRU-All is used, m replicas are left down, one in each cache, thus spreading the new content over a larger geographic area (the union of m covering cells), at the cost of diversity. q-multi-LRU-All is in-between the two, leaving down a smaller than m number of replicas. A-priori, it is unclear which one will perform better with respect to hit probability.
The performance largely depends on the type of incoming traffic. For fixed object catalogue and stationary traffic, diversity in the cache inventories can be beneficial, whereas for time-dependent traffic with varying catalogue, performance can be improved when many replicas of the same object are available, before its popularity perishes.
NETWORK MODEL
Wireless Multi-Coverage: For the analysis, the positions of transmitters coincide with the atoms from the realisation of a 2-dimensional stationary point process,
The type is left general, e.g. a homogeneous Poisson Point Process (PPP), or a square lattice.
There are two different planar areas (cells) associated with each atom xi. The first is the Voronoi cell V(xi) ⊂ R 2 , which is the geometric locus of all planar points closer to xi than to any other station. The second one is the Coverage cell Ci, which is a (possibly random) area Ci of wireless coverage associated with xi. When users arrive inside the coverage cell of xi they can be served from it by downlink transmission. In general Ci is different from V(xi). Model. In both, Ci is the set of planar points for which the received signal quality from xi exceeds some threshold T .
Spatial Traffic Model: Each user is assumed to arrive at some planar location with a request for a specific data object, stay there during service and then leave. We model the users by a marked PPP in R 2 ×R×N, Φu = {(ψi, ti, vi)} with intensity λu > 0 in [m −2 sec −1 ]. The variables refer to position, time and object index. All objects have the same size, normalised to 1. Two types of traffic are considered:
(A) Spatial Independent Reference Model (IRM). (i) The Φu is a homogeneous PPP in both space and time. (ii) There is an object catalogue F with finite size F . (iii) Each object cj ∈ F has a constant and known probability aj to be requested (i.e. object popularity). Objects are ordered by popularity a1 ≥ a2 ≥ . . . ≥ aF . It holds,
An example is Zipf distribution, with exponent 0 < γ < 2.
(B) Temporal Locality Model. (i) Given a time instant, users on the plane form a homogeneous PPP. (ii) The object catalogue is not fixed over time. New objects appear with rate λ obj in [sec −1 ]. (iii) Each object has a finite lifespan τj [sec] drawn from a distribution with finite expected value. After the lifespan expires, the object ceases to interest users. (iv) During its lifespan, the object popularity may vary based on some function that controls shape (rectangle, exponentially decreasing, etc.). Models of this type have been proposed in [4] . The average spatial popularity per object is equal to λu/λ obj [m −2 ]. Storage: A storage space of size K ≥ 1 objects is installed and available on each transmitter node xi of Φ b . The cache inventory of each node is a (varying over time) subset of objects, with number of elements not greater than K.
CHE-LIKE APPROXIMATIONS
The main difficulty, when trying to work analytically with spatial multi-LRU, is that the hit probability of some cache depends on the hit probability of its neighbours and the neighbours of its neighbours. This is because the coverage area of each node has many sub-areas of multi-coverage by different node subsets, which makes analysis neither easy, nor exact. For spatial IRM traffic, we can use the approach of Che for one cache and single-LRU [2] , to derive similar approximations for the multi-LRU cache management policies. Che assumes that, the maximum uninterrupted period of an object within the cache, from its last request to eviction, can be approximated by the same constant characteristic time TC for all objects.
Similarly, in all multi-LRU variations, we assume that any object in each cache has the same characteristic time TC . Additional case-tailored approximations are made to obtain very accurate analytical formulas for the hit-performance.
multi-LRU-One (Che with CIA)
By definition of this policy variation, the cache influenced by a user is her/his geographically closest. Consequently, only the users within the Voronoi cell of a node, also covered by this node, can trigger an action of update or insertion at its cache. Because Voronoi cells do not overlap, the influence of the neighbouring stations' traffic on the inventory of xi should be small. So, we use a Cache Independence Approximation (CIA), based on which, each cache performs single-LRU for the users that arrive within its Voronoi cell. Then with IRM traffic, for a typical user covered by m stations, with average Voronoi surface |V| < |C|, the expression for the hit-probability per object j in cache xi is
The characteristic time is found by solving the equation
Furthermore, the independence due to the CIA, has the result that, when the user is covered by m stations, her/his hit probability is simply the product of hit probabilities of all these stations. Consequently, the total hit probability is
For both the PPP and square lattice model of node positions, the average size of a Voronoi cell is equal to |V| = λ −1 b .
multi-LRU-All (Che with CSA)
By definition of this variation, users falling on any point within the Coverage cell of a node xi can trigger an action of update or insertion at its cache inventory.
In this case, we use a different approximation, the Cache Similarity Approximation (CSA), which states that inventories of neighbouring caches have the same content. This is motivated by the fact that new content is simultaneously installed in all caches of nodes covering a user, when the user triggers insertion.For IRM traffic, the probability for a typical user (covered by m stations), requesting for object j to find it in cache xi is
For the characteristic time, we solve the equation
Since neighbouring caches have the same content, the total miss probability when a set of m stations cover a typical user is equal to the probability that no other user with the same demand arrives within the total area of coverage during the characteristic time TC (otherwise the content is definitely in all caches, either because of update or insertion. Then, the total hit probability is
where we denote by Am the total area of coverage from the m stations, having surface
It holds |A0| = 0, for m = 0. In the Boolean model |A1| = |C1| = πR 2 b , while the surface of Am is a superposition of m overlapping discs with equal radius R b . The main difficulty in calculating the approximate hit probability for multi-LRU-All with the above formulas, is to obtain exact values for the total surface |Am|. 
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