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Re´sume´ – Une me´thode d’analyse des ﬂux du traﬁc internet pour la de´tection et l’identiﬁcation d’anomalies statistiques, utilise
des projections ale´atoires du traﬁc dans des sketchs qui sont alors agre´ge´s a` plusieurs e´chelles. Ces repre´sentations permettent de
formuler la de´tection des anomalies comme un test statistique de valeurs aberrantes, le traﬁc normal e´tant mode´lise´ par des lois
Gamma. La me´thode fonctionne se´quentiellement, en temps re´el et permet, par inversion des sketchs, l’identiﬁcation des adresses
IP implique´es. Le re´sultat est illustre´ sur du traﬁc contenant des anomalies de re´seau re´alistes.
Abstract – An anomaly detection procedure for Internet traﬃc ﬂows is proposed, using multiscale aggregated sketches (random
projections). This representation enables the detection of anomalies as an outlier test, under the null hypothesis of normal traﬃc
modeled by Gamma laws. The method works on-line, in real time, and with the inversion of the sketches, identiﬁes the IP
adresses of the anomalous ﬂows. The result is illustrated on a realistic traﬃc containing anomalies.
1 Introduction
Une proble´matique de l’analyse du traﬁc internet est la
de´tection des anomalies statistiques du traﬁc (par oppo-
sition aux anomalies de signature connue : virus, prise de
controˆle d’un ordinateur) qu’elles soient des attaques ma-
lignes (de´nis de services comme du SYN-ﬂooding, scans
de ports,...), des dysfonctionnements ou des sauts de tra-
ﬁc. Ces anomalies pouvant perturber la qualite´ de service,
voire le fonctionnement meˆme du re´seau, les enjeux tech-
nologiques et e´conomiques sous-jacents sont majeurs [1, 4].
Les me´thodes classiques de de´tection de rupture sta-
tistique se heurtent a` plusieurs diﬃculte´s dans le cas du
traﬁc internet. Que l’on inspecte le traﬁc au niveau des
paquets, des connexions (TCP) ou des ﬂux (ensemble de
connexions), l’espace de repre´sentation est de grande di-
mension (296 en conside´rant les adresses IP et les ports,
sans prendre en compte d’autres caracte´ristiques – proto-
cole, e´tat de la connexion,...). Cela complique a` la fois la
de´tection des anomalies et l’identiﬁcation des ordinateurs
concerne´s. Une deuxie`me diﬃculte´ vient de la variabilite´
naturelle du traﬁc internet [8], a` la fois non stationnaire
(jour/nuit,...) et a` longue me´moire. Choisir a priori des
e´chelles de temps dans le traﬁc contraint a` ne de´tecter
que les anomalies ope´rant a` ces e´chelles, alors qu’existent
autant des pics intenses de traﬁc ille´gitime de courte dure´e
que des attaques plus longues d’intensite´ moins visible [1].
Dans ce travail, nous combinons la repre´sentation par
sketchs des donne´es internet [5], une me´thode issue du data
streaming [7], avec la mode´lisation des se´ries agre´ge´es mul-
tire´solutions [10] pour proposer un algorithme de de´tection
d’anomalies fonctionnant malgre´ ces deux e´cueils. Notons
que des approches de re´duction de dimension alternatives
aux sketchs ont e´te´ propose´es, utilisant une PCA [6, 11],
ou une projection dans une varie´te´ non-line´aire [9]. Ici, la
combinaison des sketchs et de l’approche multire´solution
permet de formuler la de´tection comme un test statistique
portant sur des valeurs aberrantes [2], la re´fe´rence e´tant
directement obtenue par moyenne sur les sketchs. La suite
de l’article pre´sente le type de trace de traﬁc re´aliste d’in-
te´reˆt pour ce travail. En section 3 nous introduisons les
sketchs multire´solutions et la section 4 de´crit le test de
de´tection. La section 5 montre les re´sultats de de´tection
sur la trace de validation. Nous concluons enﬁn.
2 Trace de validation des flux
L’e´tude de traces ressemblant a` du traﬁc de re´seaux
commerciaux, produites par France Te´le´com dans le cadre
du projet ANR-RNRT Oscar, a montre´ que les anoma-
lies d’inte´reˆt dans ce type de traﬁc sont des attaques de
grande intensite´, telles que des de´nis de service par SYN-
ﬂooding ou des activite´s de scan massif. La me´thode et
le test propose´s dans la suite sont adapte´s a` ce contexte.
Une trace couvrant 66h, contenant 9 ·107 ﬂux e´chantillon-
ne´s en gardant un paquet sur 500, impliquant 6,5 millions
d’adresses IP source et 3 millions d’adresses IP destination
sert a` la validation et ici a` l’illustration (ﬁg. 1). Travailler
ici sur la se´rie des nouveaux ﬂux permet de re´duire dans
un premier temps la quantite´ de donne´es a` traiter puisque
l’on part de plus de 5 · 1010 paquets.
Au-dela` de cette re´duction de donne´es, il est plus facile
pour des re´seaux commerciaux d’obtenir des traces au ni-
veau des ﬂux que des traces avec des informations sur les
paquets. Les routeurs peuvent en eﬀet fournir les ﬂux au
cours du temps graˆce aux logiciels netﬂow (Cisco) ou sﬂow
(Juniper) par exemple, tandis que la mesure au niveau des
paquets demande des instruments de´die´s (cartes DAG,...).
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M=32, Agrégation à 4 min, hachage IPsrc
Fig. 1 – Trace e´tudie´e (temps en min) — Haut : nombre
de nouveaux ﬂux agre´ge´ a` ∆j = 4 min. Milieu : se´ries
des sketchs (#ﬂux/∆j) agre´ge´s a` 4 min (une couleur par
sortie m) pour une table de hachage sur IPdst. Bas :
meˆme chose avec hachage sur IPsrc. Les anomalies sont
plus apparentes car le contraste est renforce´ entre le traﬁc
d’une anomalie (en ge´ne´ral dans une seule boˆıte IPsrc ou
IPdst) et le reste du traﬁc dans les autres boˆıtes.
Pour des anomalies de tre`s faible intensite´, des me´thodes
de de´tection base´es sur des mesures de paquets, employant
des sketches et les statistiques a` plusieurs e´chelles (typi-
quement entre 1ms et 1s) des marginales des se´ries agre´-
ge´es fonctionnent de manie`re satisfaisante [3]. Dans le pre´-
sent travail, la contrainte est de se restreindre aux informa-
tions portant sur les ﬂux, avec une granularite´ temporelle
plus e´leve´e (au minimum la seconde) car les statistiques
des ﬂux e´chantillonne´s sont peu ﬁables en dessous.
3 Sketchs multire´solution
Le traﬁc internet est constitue´ de paquets ayant chacun
des attributs tels les adresses source ou destination (note´es
IPsrc et IPdst), ses ports, son protocole, sa longueur, etc.
On appelle sketch de la trace une repre´sentation du traﬁc
obtenu en appliquant N tables de hachage ale´atoires diﬀe´-
rentes a` l’un des attributs surveille´s : ici IPsrc puis IPdst
[5]. Chaque ﬂux est ainsi attribue´ a` une des M sorties de la
table de hachage qui classe en me´langeant (mais de fac¸on
ﬁxe´e et connue) l’espace des attributs et agit donc comme
une projection ale´atoire dans les M boˆıtes. La puissance
de la me´thode est que ce classement s’ope`re en temps re´el
graˆce aux techniques de hachage rapide [12]. Si une ano-
malie existe, elle provoquera une rupture statistique dans
une boˆıte donne´e de chacune des N tables de hachage.
Nous construisons alors N ×M se´ries temporelles agre´-
ge´es a` une premie`re e´chelle de temps ﬁne de surveillance
∆0 (typiquement 1s) : X
n,m
0 (t) est alors le nombre de nou-
veaux ﬂux pendant ∆0 au temps t, pour la sortie m de
la table de hachage n. Ne sachant pas sur quelle dure´e
une anomalie sera visible, les se´ries sont (se´quentiellement)
agre´ge´es sur des e´chelles de temps ∆j = ∆02j . On note
Xn,mj (t) ces se´ries agre´ge´es pour j ∈ {0, ..., J},. La ﬁgure
1 montre les M traﬁcs agre´ge´s, ici a` ∆j = 4 min., apre`s
hachage sur IPdst ou IPsrc. Ces se´ries sont calculables en
temps re´el et stocke´es sur une feneˆtre d’analyse T > 2J ,
ce qui donne au ﬁnal N×M×T/∆0 donne´es a` manipuler.
Typiquement on prend N = 8, M = 32, T = 900s soit une
dimension acceptable de 2, 3 · 105.
L’objectif est alors de de´terminer, si I anomalies ont lieu
au temps t, les classes mni (t), avec i = 1, ...I < M pour
n ∈ {1, ...N}, ou` une anomalie est pre´sente. Ceci est l’ob-
jet du test de la partie suivante. Supposons de`s maintenant
les sorties avec alerte {mni (t)}i∈In,n=1,...N obtenues, il suf-
ﬁt d’inverser la table de hachage pour identiﬁer l’attribut
associe´ aux anomalies repe´re´es : IPdst ou IPsrc (selon la
clef de hachage initiale). Ceci est re´alise´ par recherche ex-
haustive parmi les adresses IP observe´es, ce qui est re´ali-
sable puisque le hachage direct est tre`s peu couˆteux. On
peut montrer de plus que le nombre de collisions1 atten-
dues est proportionnel a` M−2N [3, 12]. Il devient infe´rieur
a` 1 de`s que N ≥ 6 pour M = 32 pour un espace de de´part
de 232 adresses. En utilisant ici N = 8, on peut identiﬁer
des anomalies qui arrivent aux meˆmes instants tant que I
reste petit devant N .
On identiﬁe ainsi les ensembles de ﬂux anormaux dans le
traﬁc, en disposant de leur IPsrc ou IPdst, e´ventuellement
les deux si un ﬂux entre 2 ordinateurs seulement produit
une anomalie de traﬁc. Le classement par IPsrc et IPdst
permet de distinguer des anomalies de type diﬀe´rents :
de´nis de service (e´ventuellement distribue´s) pour IPdst et
scans pour IPsrc.
4 Proce´dure de de´tection
La de´tection de la pre´sence d’une anomalie dans une sor-
tie de sketch s’appuie sur une mode´lisation non-gaussienne
des statistiques du traﬁc. Les se´ries Xn,mj (t) suivent des
lois Gamma comme montre´ en ge´ne´ral dans [10]. Rappe-














ou` α est le parame`tre de forme et β le parame`tre d’e´chelle.
Nous estimons d’abord les parame`tres de la loi Gamma
a` partir du traﬁc (a` l’aide de moyennes temporelles et a`
travers les sketchs) pour chaque feneˆtre d’observation de
dure´e T , ﬁnissant au temps kT . Puis nous de´tectons les
anomalies par un test de valeur aberrante [2] contre ce
mode`le, en testant l’ensemble des se´ries agre´ge´es Xn,mj (t)
1Une collision se produit quand 2 attributs diﬀe´rents sont envoye´s
dans les meˆmes sorties pour N fonctions de hachage diﬀe´rentes.
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sur la feneˆtre de temps t ∈ [(k − 1)T, kT ]. Les anomalies
d’inte´reˆt sont de deux types :
1. pic soudain d’activite´ dans une sortie (t, j et n ﬁxe´s),
2. rupture statistique (potentiellement plus douce) d’un
Xn,mj (t) au cours du temps, (j, n et m ﬁxe´s).
Dans les deux cas, l’anomalie peut eˆtre vue comme une
valeur aberrante pour la (ou les) sortie(s) contenant le
traﬁc anormal, en comparaison du traﬁc normal dans l’en-
semble de boˆıtes m ∈ {1, ...M}. En particulier dans le 2e
cas, la surveillance des diﬀe´rentes e´chelles ∆j en paralle`le
implique qu’on verra la rupture elle aussi comme une va-
leur aberrante, a` une e´chelle j assez grande, plutoˆt qu’a`
l’aide d’un test de rupture statistique pour lequel on ne
dispose pas de mode`le d’e´volution temporelle (potentielle-
ment non-stationnaire) du traﬁc. La de´tection des anoma-
lies revient ainsi a` de´terminer, pour chaque couple (n,m),
si l’approximations a` chaque e´chelle Xn,mj (t) suit la loi du





Parame`tre d’e´chelle β˜n,mj (k) : estimation et 1
er test
d’ade´quation du mode`le sur β. Pour du traﬁc nor-
mal, le parame`tre de forme suit l’e´volution du niveau de
traﬁc alors que le parame`tre d’e´chelle reste constant tant
que le traﬁc ne change pas de nature. On utilise l’esti-
mateur des moments (variance divise´e par la moyenne)
βˆn,mj (k) sur la k-e`me feneˆtre de dure´e T . Un premier test
de valeur aberrante de´tecte les sorties ou` βˆn,mj (k) de´vie si-
gniﬁcativement de l’ensemble des {βˆn,mj (k),m = 1, ...M}.
Le test est construit sur la distance de Mahalanobis som-












> ζ : anomalie
Les valeurs aberrantes ainsi de´tecte´es correspondent aux
anomalies de type 1 de dure´e plus petite qu’au moins un
des ∆j , ou aux sauts brusques, conduisant a` une distribu-
tion bimodale en ge´ne´ral (pour laquelle le mode`le ne tient
en fait plus). Pour les sorties non aberrantes retenues, on
lisse cette estimation par ﬁltrage exponentiel re´cursif :
β˜n,mj (k) = (1− γ)β˜n,mj (k − 1) + γβˆn,mj (k).
Le parame`tre de me´moire γ est choisi pour ﬁxer un temps
caracte´ristique de une a` deux heures (temps sur lequel le
traﬁc reste stationnaire). On passe a` la 2e e´tape pour les
autres sorties de sketchs ; les anomalies de´ja` de´tecte´es sur
βˆ sont elles retenues en tant qu’alarmes dans les {mni }.
Parame`tre de forme α˜n,mj (k). Pour s’adapter a` l’e´vo-
lution temporelle du traﬁc, le parame`tre de forme est es-
time´ par la relation αβ = µ (valable pour une loi Γα,β) a`
l’instant courant en utilisant la moyenne du traﬁc prise a`
la fois sur le temps T et a` travers les sketchs :
α˜n,mj (k) =
< µn,mj (k) >m
β˜n,mj (k)
,
ou` µn,mj (k) est le traﬁc moyen. L’ide´e de cette estimation
est qu’en situation de traﬁc normal, le hachage re´partit de
manie`re homoge`ne le traﬁc dans les sorties. La moyenne
prise sur les sorties de sketchs est donc cense´e eˆtre repre´-
sentative de ce qui se passe dans chaque sketch.
2e test de de´tection des anomalies. Un test uni-
late´ral (sur les grandes valeurs) est ensuite mis en place
pour chaque se´rie Xn,mj (t), contre la statistique sous hypo-





Ce test est simplement le calcul de la probabilite´ P sous
cette loi d’avoir une v.a. supe´rieure ou e´gale a` Xn,mj (t). On














j (t)) > λ : normal.
Base´ sur le comportement empirique de cette statistique,
on ﬁxe dans la suite un seuil empirique a` λ = 10−5 pour
de´cider entre ce qui est une anomalie et ce qui est normal,
ce qui laisse une probabilite´ de fausse alarme infe´rieure a`
1% pour un test sur T/∆0 ≤ 103 valeurs.
Plus pre´cise´ment, en travaillant sur des feneˆtres de du-
re´e T , on dit qu’une sortie de sketch mn est anormale au
temps k si le 1er test portant sur βˆ le`ve une alarme ou
s’il existe (au moins) une e´chelle j et un temps t dans la
feneˆtre tels que le 2e test re´ve`le Xn,mj (t) comme e´tant une
valeur aberrante. Il reste a` inverser les sketchs {mni (kT )}i,n
pour retrouver les anomalies et identiﬁer les ordinateurs,
ainsi qu’explique´ a` la ﬁn de la section pre´ce´dente.
5 Illustration et conclusion
La me´thode a e´te´ teste´e sur la trace de´crite plus haut.
Les parame`tres ont e´te´ ﬁxe´s a` ∆0 = 1s, T = 15min,
J = 8 pour la repre´sentation et les seuils sont ζ = 0, 5
et λ = 10−5. La ﬁgure 2 montre la p-valeur du 2e test
dans 2 sorties contenant une anomalie repe´re´e ainsi. Les
ﬂuctuations normales des p-valeurs montre que le choix du
seuil permet de garder un niveau de fausses alertes accep-
table, tout en de´tectant les zones de ruptures statistiques
de traﬁc. Notons en particulier l’inte´reˆt d’une de´tection
intrinse`quement multi-e´chelle (plusieurs j) : certaines ano-
malies ne se voient qu’a` certaines e´chelles de temps.
Graˆce a` l’inversion des sketchs, on identiﬁe les ﬂux res-
ponsables des anomalies statistiques. On a ainsi reporte´
en ﬁgure 2 les traﬁcs extraits pour les ordinateurs impli-
que´s (ici des ﬂoodings). L’illustration porte ici sur la de´-
tection d’attaque de de´ni de service (anomalie impliquant
une seule IPdst) mais le meˆme travail a e´te´ fait pour de´-
tecter et identiﬁer les anomalies a` partir des IPsrc. Par
exemple, le saut depuis une seule machine que l’on peut
voir sur la ﬁgure 1 (en bas a` droite, autour du temps 1500
et menant l’intensite´ dans sa boˆıte a` 6000 ﬂux/∆) se re´-
ve`le eˆtre ici un port de scan massif, distribue´ en terme de
destination (donc invisible par hachage selon IPdst).
La me´thode de de´tection propose´e, base´e sur deux tests
de valeurs aberrantes pour des sketchs agre´ge´s multire´solu-
tion, est adapte´e au temps re´el et a` la surveillance pendant
un long temps, en inspectant le comportement du traﬁc
au niveau des ﬂux, plutoˆt qu’a` l’e´chelle des paquets. Mal-
gre´ cela, nous avons illustre´ sur une trace que la me´thode
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Fig. 2 – Re´sultat du test — Pour deux sorties mn1 et m
n
2 (gauche et droite) d’un sketch n (hachage sur IPdst),
ou` apparaissent des anomalies, la premie`re ligne (sk) montre les se´ries agre´ge´es a` ∆j = 4 min (comme en ﬁg. 1,
abscisses en min). En dessous : log(p-valeurs) pour le 2e test, pour j1=1, j2=6 et j3=8 correspondant a` 2s, 1 min
et ∼4 min. Le seuil du test est λ = 10−5 (ligne pointille´e). Certaines anomalies ne se voient qu’a` certaines e´chelles
(comme le pic a` t = 500 (a` gauche), visible pour (j2) seulement). La ligne (a) correspond au traﬁc (agre´ge´ a` 4 min.)
a` destination de l’ordinateur identiﬁe´ ainsi et re´ve`le bien un traﬁc anormal aux instants de´tecte´s par le test.
est ope´rationnelle. La comparaison avec les me´thodes de
de´tection et d’identiﬁcation d’anomalies (toujours a` l’aide
de sketchs) au niveau paquet [3] est une perspective de ce
travail, de manie`re a` mieux quantiﬁer ce que l’on perd en
ope´rant avec des donne´es de ﬂux seulement.
Remerciements. Ce travail a e´te´ mene´ dans le cadre de l’ANR-
RNRTOscar. Nous remercions F. Guillemin (RD-CORE-LAN,
France Telecom-Orange) pour la mise a` disposition de la trace.
Re´fe´rences
[1] P. Barford, J. Kline, D. Plonka, A. Ron. “A
signal analysis of network traﬃc anomalies.”
ACM/SIGCOMM IMW, 2002.
[2] V. Barnett, T. Lewis. Outliers in Statistical Data.
John Wiley & Sons, 1994.
[3] G. Dewaele, K. Fukuda, P. Borgnat, P. Abry, K. Cho.
“Extracting hidden anomalies using sketch and non
gaussian multiresolution statistical detection proce-
dures.” ACM/SIGCOMM Workshop LSAD, 2007.
[4] J. Jung, B. Krishnamurthy, M. Rabinovich. “Flash
Crowds and Denial of Service Attacks : Characteri-
zation and Implications for CDNs and Web Sites”.
Int. WWW Conference, 2002.
[5] B. Krishnamurty, S. Sen, Y. Zhang, Y. Chen “Sketch-
based change detection : Methods, evaluation, and
applications.” ACM IMC, 2003.
[6] A. Lakhina, M. Crovella, C. Diot. “Characterization
of network-wide anomalies in traﬃc ﬂows.” ACM
IMC, 2004.
[7] S. Muthukrishnan. “Data streams : Algorithms and
applications.” Proc. ACM-SIAM SODA, 2003.
[8] K. Park, W. Willinger (ed.) Self-Similar Network
Traﬃc and Performance Evaluation, Wiley (Inter-
science Division), 2000.
[9] N.Patwari, A. Hero : “Manifold learning visualization
of network traﬃc data.” SIGCOMM Workshop on
Mining Network Data, 2005.
[10] A. Scherrer, N. Larrieu, P. Owezarski, P. Borgnat,
P. Abry. “Non gaussian and long memory statistical
characterisations for internet traﬃc with anomalies.”
IEEE TDSC, 4(1), p. 56–70, 2007.
[11] M.L. Shyu, S. C. Chen, K. Sarinnapakorn, L. Chang.
“A novel anomaly detection scheme based on princi-
pal component classiﬁer.” ICDM’03 Workshop, 2003.
[12] M. Thorup, Y. Zhang. “Tabulation based 4-universal
hashing with applications to second moment estima-
tion.” Proc. ACM-SIAM SODA, 2004.
508
