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Abstract
The paper is devoted to the existence of integral functionals
∫∞
0 f(X(t)) dt for
several classes of processes in Rd with d ≥ 3. Some examples such as Brownian
motion, fractional Brownian motion, compound Poisson process, Markov processes
admitting densities of transitional probabilities are considered.
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1 Introduction
Let X = {X(t), t ≥ 0} be a d-dimensional stochastic process with ca`dla`g trajectories, and
let f : Rd → R be a continuous measurable function. Then for any T > 0 the integral
functional
∫ T
0
f(Xt) dt is defined. However, its properties and asymptotic behavior as T →
∞ depend crucially on the properties of process X and the dimension d. In particular,
the integral functionals of one-dimensional Brownian motion (Bm for short) B received a
lot of attention, which for functions f ∈ L1(R) yields
T∫
0
f(B(t)) dt =
∫
R
f(x)LT (x) dx,
where LT (x) is the local time of Bm up to moment T at the point x. For the defini-
tions and properties of local time of one-dimensional Bm, see, e.g., [3, 4, 11, 12]. Now,
the asymptotic behavior of the integral functional
∫ T
0
f(X(t)) dt is very different even
for one-dimensional Markov processes and depends on their transient or recurrent prop-
erties. For example, one-dimensional Bm B is recurrent, therefore L∞(x) = ∞ for all
x ∈ R, consequently, the integral functional
∫∞
0
f(B(t)) dt, roughly speaking, does not
exist. Contrary to this situation, one-dimensional Bm with positive drift, Bµt = B(t)+µt,
µ > 0 is transient therefore the perpetual integral functional
∫∞
0
f(Bµt ) dt is finite for any
nonnegative locally integrable function f , integrable at infinity (see [10]). The asymp-
totic behavior of the integral functional
∫ T
0
f(X(t)) dt and respective normalization was
established in [9]. Concerning two-dimensional processes, a lot of articles are devoted to
the self-intersection local time, mainly for planar Brownian motion, see, e.g., [2].
Now, consider a d-dimensional stochastic processes X(t), t ≥ 0 with d > 2. As the
dimension grows, the situation changes. In particular, d-dimensional Bm becomes tran-
sient, and it leads to the existence of the perpetual integral functional
∫∞
0
f(B(t)) dt for
a sufficiently large class of functions f . However, it is reasonable to consider wider classes
of stochastic processes for which the perpetual integral functional
∫∞
0
f(X(t)) dt exists
a.s. A natural and simple sufficient condition for the existence is to have a finite expec-
tation. In this connection, a natural class of function f consists of bounded continuous
and integrable functions. The expectation
uf(x) = E
x

 ∞∫
0
f(X(t)) dt


is well-known as the potential of the function f , see, e.g., [6]. The question concerning
the description of admissible functions for a given process for which the potential exists
is rather open. A bit more simple situation we have in the case of Markov processes. If L
is the generator of a Markov process X(t), t ≥ 0 then uf is the solution of the following
equation
−Lu = f.
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As in the classical PDE theory we would like to write this solution in the form
uf(x) =
∫
Rd
f(y)µ(x, dy),
where µ(x, dy) is the fundamental solution (measure) corresponding to the operator L.
In the simplest cases as the Laplace operator L = ∆ it is the Green function for ∆
and we will call µ(x, dy) the Green measure for the process [8]. Of course, the notion
of a Green measure in the integral representation for the potential may be introduced
without any Markov property. We would like to stress that the existence and properties of
Green measures are highly depending of the class of processes under consideration. From
this point of view, the perpetual integrals can be called random potentials, although the
concept of potential in stochastics is used for another object. Furthermore, the existence of
the perpetual integral functional immediately implies the existence of occupation measure
of stochastic process X on [0,∞) that is defined as
µX(A, ω) = λ(X
−1(A)) = λ(t ∈ [0,∞) : Xt ∈ A),
for any Borel sets A ∈ Rd, and the formula of change of measure leads to the following
representation 
 ∞∫
0
f(X(t)) dt

 (ω) = ∫
Rd
f(y)µ(x, dy, ω).
If we follow the ”Green terminology”, occupation measure can be called random Green
measure. Generally speaking, the existence of occupation measure does not mean that
the integral
∫∞
0
f(X(t)) dt is a non-degenerate random variable, i.e., is not a constant.
However, we establish that for Bm and fractional Brownian motion (fBm) this integral is
not a constant whenever it exists and the function f is not identical zero. The proof is
based on the property of conditional full support for the distribution of these processes.
2 Existence and Representation of the Perpetual In-
tegral Functional
Let X = {X(t), t ≥ 0} be a d-dimensional stochastic process with ca`dla`g trajectories,
and let f : Rd → R be a measurable and continuous function. Without loss of generality,
we assume throughout the paper that the function f is non-negative. From now on the
following two assumptions are satisfied
∞∫
0
E[f(X(t))] dt <∞. (A)
and
|X(t)| → ∞, t→∞, a.s. (B)
Under condition (A), according to the standard Fubini theorem, the perpetual integral
functional
∫∞
0
f(Xt) dt exists with probability 1. Applying the change of variables, we
can write
∞∫
0
f(Xt(ω)) dt =
∫
Rd
f(x)µX(dx, ω),
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where µX(dx, ω) is the occupation measure (for a.a. ω)) of the process X on [0,∞) defined
as
µX(A, ω) = λ(X
−1(A)) = λ(t ∈ [0,∞) : Xt ∈ A),
for every Borel set A ∈ Rd. Thanks to condition (B), the occupation measure µX is a.s.
locally finite, so it is a Radon measure as locally finite Borel measure on a Polish space.
3 Examples of d-dimensional Processes Admitting Per-
petual Integral Functionals
3.1 Brownian Motion
Denote B = {B(t), t ≥ 0} the Bm in Rd starting from the point x ∈ Rd. It is a Markov
process with generator ∆. We are interested in the conditions under which the perpetual
integral functional Y (f) =
∫∞
0
f(B(t)) dt does exists for a certain class of functions f :
R
d → R. As mention above, we consider non-negative functions f . Introduce the following
class of functions
CL(Rd) = {f : Rd → R : f is continuous, bounded and belongs to L1(R
d)}.
It is a Banach space with the norm ‖f‖CL := sup |f |+ ‖f‖L1(Rd).
Theorem 1. For any f ∈ CL(Rd) the perpetual integral functional
∫∞
0
f(B(t)) dt exists
a.s., its expectation equals
E

 ∞∫
0
f(B(t)) dt

 = 2d/2−1Γ (d/2− 1)
(2pi)d/2
∫
Rd
f(x+ y)
|y|d−2
dy, (1)
whereas variance equals
V (f) := E



 ∞∫
0
f(B(t)) dt− E

 ∞∫
0
f(B(t)) dt




2

=
2d−2Γ2(d/2− 1)
(2pi)d

2 ∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)
|y|d−2|z|d−2
dy dz −

∫
Rd
f(x+ y)
|y|d−2
dy


2
 .
(2)
For f 6= 0,
∫∞
0
f(B(t)) dt is a non-constant random variable, consequently for f 6= 0 the
right-hand side of (2) is strictly positive.
Proof. Concerning the expectation, for non-negative f we can apply Fubini theorem and
obtain
E

 ∞∫
0
f(B(t)) dt

 =
∞∫
0
∫
Rd
f(x+ y) (2pit)−d/2 exp
{
−
|y|2
2t
}
dy dt
=
∫
Rd
f(x)
( ∞∫
0
(2pit)−d/2 exp
{
−
|y|2
2t
}
dt
)
dx.
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Now, after elementary calculations the inner integral can be transformed as follows:
∞∫
0
(2pit)−d/2 exp
{
−
|y|2
2t
}
dt =
2d/2−1Γ (d/2− 1)
(2pi)d/2|y|d−2
, (3)
which gives (1). The integral on the right-hand side of (1) is finite. In fact, we may use
the local integrability of |y|2−d in y and conclude that∫
Rd
f(x+ y)
|y|d−2
dy ≤
∫
|y|≤1
f(x+ y)
|y|d−2
dy +
∫
|y|>1
f(x+ y)
|y|d−2
dy
≤ C1‖f‖∞ + C2‖f‖1 ≤ C‖f‖CL,
(4)
so, the integral in (1) is indeed correctly defined. It means that
∫∞
0
f(B(t)) dt exists with
probability 1. Concerning its variance, let 0 < s < u. Taking into account that B has
independent increments, so B(s) and B(u) − B(s) are independent, we claim that the
following equality holds
E[f(B(u))f(B(s))] = E[f(B(u)−B(s) +B(s))f(B(s))]
=
∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)
exp
{
− |y|
2
2s
}
(2pis)d/2
exp
{
− |z|
2
2(u−s)
}
(2pi(u− s))d/2
dy dz.
(5)
Therefore we immediately get that
E



 ∞∫
0
f(B(t)) dt


2
 =
∞∫
0
∞∫
0
E [f(B(u))f(B(s))] du ds = 2
∞∫
0
∞∫
s
E [f(B(u))f(B(s))] du ds
= 2
∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)
∞∫
0
∞∫
s
exp
{
− |y|
2
2s
}
(2pis)d/2
exp
{
− |z|
2
2(u−s)
}
(2pi(u− s))d/2
du ds dy dz
= 2
∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)
∞∫
0
∞∫
0
exp
{
− |y|
2
2s
}
(2pis)d/2
exp
{
− |z|
2
2u
}
(2piu)d/2
du ds dy dz.
(6)
Now, (2) follows from (6) combined with the following simple observation: for non-
negative function f ∈ CL(Rd)∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)
|y|d−2|z|d−2
dy dz ≤ (C1‖f‖∞ + C2‖f‖1)
2 ≤ (C‖f‖CL)
2.
The most interesting part of the proof is to establish that for f 6= 0,
∫∞
0
f(B(t)) dt is a
non-constant random variable. Consider any continuous stochastic process X and without
loss of generality assume that X(0) = 0. Let t0 > 0 and z ∈ C([0, t0]) be given and let
Pz,t0(u), u ∈ C([t0,∞)) be the regular conditional distribution of {X(t), t ∈ [0, t0]} under
the condition {(X(t), t ≥ t0) = u}. Assume that for a.a. u ∈ C([t0,∞))
suppPz,t0(u) = {y ∈ C([0, t0]) : z(t0) = y(t0)}. (7)
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Now, assume the contrary, that is, there is a constant c > 0 and a function f ∈ C(Rd)
such that
A :=
∞∫
0
f(X(t)) dt = c, a.s.
Since A =
∫ t0
0
f(X(t)) dt+
∫∞
t0
f(X(t)) dt, we can write that
0 = P (A 6= c) =
∫
C([t0,∞))
Pz,t0




t0∫
0
f(X(t)) dt+
∞∫
t0
f(X(t)) dt 6= c

 , u

P (du),
we conclude that
Pz,t0




t0∫
0
f(X(t)) dt+
∞∫
t0
f(X(t)) dt 6= c

 , u

 = 0
for a.a. u ∈ C([t0,∞)). Now, from (7) combined with the continuity of the map z →∫ t0
0
f(z(t)) dt in the sup-norm, it follows that
t0∫
0
f(v(t)) dt+
∞∫
t0
f(u(t)) dt = c (8)
for any v ∈ C([0,∞)) such that v(0) = 0, v(t0) = u(t0) and for a.a. u ∈ C([t0,∞]). Let
us fix such t0 and consider the functions
zε(t) =


at
ε
, t ∈ [0, ε],
a, t ∈ (ε, t0 − ε)
u(t0)(t−t0+ε)+a(t0−t)
ε
, t ∈ [t0 − ε, t0].
Then we get the equality
t0∫
0
f(zε(t)) dt+
∞∫
t0
f(u0(t)) dt = c,
and tending ε→ 0, we conclude that
t0f(a) +
∞∫
t0
f(u0(t)) dt = c.
Hence,
f(a) =
c−
∫∞
t0
f(u0(t)) dt
t0
,
which means that f is a constant consequently zero function. Note that assumption (7)
is fulfilled for Brownian motion, whence the proof follows.
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3.2 Fractional Brownian Motion
Consider a d-dimensional fBm with Hurst parameter H ∈ (0, 1), namely, BH(t) =
(BH1 (t), . . . , B
H
d (t)), where all coordinates B
H
i are independent 1-dimensional fBms, i.e.,
Gaussian processes with zero mean and covariance function
E[BHi (t)B
H
i (s)] =
1
2
(
t2H + s2H − |t− s|2H
)
.
As above we introduce the perpetual integral functional
∫∞
0
f(x+BH(t)) dt.
Theorem 2. Let d > 1/H and x ∈ Rd be given. Then for any f ∈ CL(Rd) the perpetual
integral functional
∫∞
0
f(x+B(t)) dt exists a.s., its expectation equals
E

 ∞∫
0
f(x+BH(t)) dt

 = Cd,H
∫
Rd
f(x+ y)
|y|d−1/H
dy, (9)
where
Cd,H = 2
−(1+1/(2H))H−1pi−d/2Γ
(
d
2
−
1
2H
)
.
For f 6= 0,
∫∞
0
f(x+BH(t)) dt is a non-constant random variable consequently for f 6= 0
the variance of
∫∞
0
f(x+BH(t)) dt is strictly positive.
Proof. The density of distribution of BH(t) equals (2pit2H)−d/2e−|x|
2/(2t2H ). Then equality
(9) and the upper bound for E
[ ∫∞
0
f(x+BH(t)) dt
]
are established in the same lines as
the proof of Theorem 1. Concerning the fact that for f 6= 0,
∫∞
0
f(x+BH(t)) dt is a non-
constant random variable, for any function z : (0,∞) → Rd define R(z)(t) = t2Hz(1/t).
It is easy to see that R(z)2 is an identical transformation and R(BH)(t), t ≥ 0 has the
same distribution as {BH(t), t ≥ 0}. Then for any t0 > 0 the distribution of {B
H(t), t ∈
[0, t0]} given {B
H(t), t ≥ t0} =: u ∈ C([t0,∞)) is the same as the image under R of the
conditional distribution of {BH(t), t ≥ 1/t0} given {B
H(t), 0 < t ≤ 1/t0} = R(u). Since
the latter has full support, see the paper [5], the proof follows as the respective proof in
Theorem 1.
3.3 Compound Poisson Process
Let ξk, k ≥ 1 be a sequence of iid d-dimensional random variables, and N = {N(t), t ≥ 0}
a homogeneous Poisson process with intensity λ > 0, independent of ξk, k ≥ 1. Denote
X = {X(t), t ≥ 0} the compound Poisson process in Rd starting from zero, i.e.,
X(t) =
N(t)∑
k=1
ξk,
where we use the convention that
∑0
k=1 = 0. The process X(t), t ≥ 0 has independent
increments consequently a Markov process, and if we assume that any ξk has probability
density a and that λ = 1, then its generator is defined on CL(Rd) and equals
Lf(x) =
∫
Rd
a(x− y)[f(y)− f(x)] dy.
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We are interested on the conditions under which the perpetual integral functional Y (f) =∫∞
0
f(X(t)) dt does exists for non-negative f ∈ CL(Rd). In this connection, our goal now
is to check condition (A). Denote ak(x) = a
∗k(x) the k-fold convolution of the density a
and let
G0(x) =
∞∑
k=1
ak(x),
provided that this series converges for any x ∈ Rd.
Theorem 3. Assume that any ξk has probability density a and λ = 1. Assume also
that G0(x) is integrable in some ball B(0, R) and bounded outside this ball. Then for any
f ∈ CL(Rd) and every x ∈ Rd the perpetual integral functional
∫∞
0
f(x +X(t)) dt exists
a.s., its expectation equals
E

 ∞∫
0
f(x+X(t)) dt

 = f(x) + ∫
Rd
f(x+ y)G0(y) dy, (10)
whereas variance equals
V (f) := E



 ∞∫
0
f(x+X(t)) dt−E

 ∞∫
0
f(x+X(t)) dt




2

= 2
∫
Rd
∫
Rd
f(x+ y)f(x+ y + z)G0(y)G0(z) dy dz −

∫
Rd
f(x+ y)G0(y) dy


2
.
(11)
Proof. It follows from the independence of ξ and N that
E[f(x+X(t))] =
∞∑
n=0
E
[
f
(
x+
n∑
k=1
ξk
)]
P (N(t) = n)
= f(x)e−t +
∞∑
n=1
e−t
tn
n!
∫
Rd
f(x+ y)an(y) dy.
Hence, formally
E

 ∞∫
0
f(x+X(t)) dt

 = f(x) + ∫
Rd
∞∑
n=1
f(x+ y)an(y) dy
∞∫
0
e−t
tn
n!
dt
= f(x) +
∫
Rd
f(x+ y)G0(y) dy,
and under the assumption that G0(y) is integrable in some ball B(0, R) and bounded
outside this ball, we obtain (similarly to (4)) the existence of the expectation. Further
calculations are also similar to the respective calculations in the proof of Theorem 1.
Let us provide one simple sufficient condition for the boundedness and integrability
of G0. Taking into account the condition in Theorem 3, it will mean that for such ξ the
perpetual functional exists.
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Lemma 4. Let the jump kernel be symmetric, a(x) = a(−x), has the second moment,∫
Rd
|x|2a(x) dx <∞,
and its Fourier transform aˆ is integrable. Then G0(x) exists for any x ∈ R
d, is integrable
and bounded.
Proof. Consider the Fourier image of the jump kernel aˆ(k) =
∫
Rd
e−i(k,y)a(y) dy. Then
aˆ(0) = 1, |aˆ(k)| < 1, k 6= 0, aˆ(k) is real-valued and aˆ(k) → 0, k → ∞. Furthermore, the
Fourier transform of any finite sum
∑n
k=1 ak(x), n ∈ N equals
aˆ(k)
1− aˆn(k)
1− aˆ(k)
.
Keeping that in mind, and remembering that aˆn is bounded, in order to establish that
the Fourier representation for G0 has the form
G0(x) =
1
(2pi)d
∫
Rd
aˆ(k)ei(k,x)
1− aˆ(k)
dk,
it is sufficient to prove that the function aˆ(k)
1−aˆ(k)
is integrable. The existence of the 2nd
moment of the jump kernel a implies the non-degeneracy of the covariance matrix, con-
sequently elliptic in the sense that at zero |1− aˆ(k)| ≥ C|k|2 for some C > 0. Combined
with the boundedness of aˆ it implies integrability of aˆ(k)
1−aˆ(k)
in some ball around zero.
Integrability outside this ball follows from integrability of aˆ.
3.4 Particular Models
There are several particular classes of jump kernels for which Lemma 4 holds, see [8] for
details.
Example 5 (Gauss kernels). Assume that the jump kernels has the following form:
a(x) = C1 exp
{
−
b|x|2
2
}
.
Then aˆ(k) = C1 exp
{
− |k|
2
2b
}
, therefore all conditions of Lemma 4 hold.
Example 6 (Exponential tails). Assume that
a(x) ≤ C exp(−δ|x|). (12)
It is proved in [8] that for the kernel (12) and d ≥ 3 it holds that
G0(x) ≤ A exp(−B|x|)
with certain A,B > 0.
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3.5 Markov Processes
Let X(t), t ≥ 0 be a Markov process in Rd starting from the point x ∈ Rd. A standard
way to define a homogeneous Markov process is to give the probability Pt(x,B) of the
transition from the point x ∈ Rd to the set B ⊂ Rd in time t > 0. In some cases we have
Pt(x,B) =
∫
B
pt(x, y) dy,
where pt(x, y) is the density of the transition probability. In any case, formally applying
Fubini theorem, we obtain
E

 ∞∫
0
f(X(t)) dt

 =
∞∫
0
E[f(X(t))] dt =
∞∫
0
(Ttf)(x) dt =
∞∫
0
∫
Rd
f(y)Pt(x, dy) dt
=
∫
Rd
f(y)G(x, dy),
(13)
where G(x,A) =
∫∞
0
Pt(x,A) dt is the Green measure of the process X , see [8]. If the
density of the transition probability exists, then we can consider the Green function
g(x, y) =
∞∫
0
pt(x, y) dt,
and in this case formally
E

 ∞∫
0
f(X(t)) dt

 = ∫
Rd
f(y)g(x, y) dy. (14)
Remark 7. 1. In Section 3 we have considered examples for which the Green function
does exists, namely the Brownian motion, fractional Brownian motion and com-
pound Poisson process. Therefore, the right-hand side of (14) is well defined and
the perpetual integral functional
∫∞
0
f(X(t)) dt exits with probability 1.
2. In general, we may consider Markov processes with no independent increments (as
fBm) with uniformly elliptic generator. For this class of processes it was shown
in [1] and [7] that the density of transition probability admits two-sided bounds of
Gaussian type, therefore for f ∈ CL(Rd),
∫
Rd
f(y)g(x, y) dy is also well defined and
the perpetual integral functional is finite a.s.
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