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ON THE SYLVESTER MATRIX EQUATION OVER
QUATERNIONS
VLADIMIR BOLOTNIKOV
Abstract. The Sylvester equation AX−XB = C is considered in the setting of
quaternion matrices. Conditions that are necessary and sufficient for the existence
of a unique solution are well-known. We study the complementary case where the
equation either has infinitely many solutions or does not have solutions at all.
Special attention is given to the case where A and B are respectively, lower and
upper triangular two-diagonal matrices (in particular, if A and B are Jordan
blocks).
1. Introduction
We start with the complex case: given complex matrices A ∈ Cn×n, B ∈ Cm×m,
C ∈ Cn×m, the Sylvester equation
AX −XB = C (1.1)
has a unique solution X = [xij ] ∈ C
n×m if and only if the spectrums σ(A) and σ(B)
are disjoint. The result was established by Sylvester [17] via representing (1.1) in
the equivalent form Gx = c where G = A ⊗ Im − In ⊗ B
⊤ and where x, c are the
columns constructed from the entries of X and C by
x = Col1≤i≤n (Col1≤i≤mxij) , c = Col1≤i≤n (Col1≤i≤mcij) . (1.2)
Thus, the equation (1.1) has a unique solution (for any C ∈ Cn×m) if and only if
the matrix G is invertible (equivalently, σ(A)∩σ(B) = ∅), in which case the unique
solution X is recovered from the column G−1c. The infinite-dimensional extension
of the Sylvester’s theorem as well as the integral formula for the unique solution X
of (1.1) is due to Rosenblum [14]. Some other explicit formulas for X ∈ Cn×m (in
terms of A, B and C rather than their entries) can be found in the survey [11]. If
σ(A)∩σ(B) 6= ∅, then (1.1) has a solution if and only if rankG = rank
[
G c
]
, while
the homogeneous equation AX = XB has d linearly independent solutions where
the integer d = dimNul(G) can be expressed in terms of invariant factors of matrix
pencils A and B [5, 7]).
Let Jn(α) denote the n × n lower triangular Jordan block with α on the main
diagonal:
Jn(α) = αIn + Fn, where Fn = [δi,j+1]
n
i,j=1 (1.3)
and where δi,j is the Kronecker symbol. If A and B are Jordan blocks A = Jn(α)
and B = J ⊤m (β), the equation (1.1) simplifies to
(α− β)X = C − FnX +XF
⊤
m . (1.4)
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If α 6= β, we iterate the latter equality n+m− 1 times and arrive at
X =
n+m−2∑
k=0
(α− β)−k−1
∑
i+j=k
(−1)k+i
(
k
i
)
F inC(F
⊤
m)
j . (1.5)
The formula (1.5) appeared in [13] and in a slightly different form, in [15]. If α = β
and n ≥ m (this case was considered in [13]), the equation (1.4) can be written
entry-wise as follows:
0 = c1,1, xi,1 = ci+1,1, x1,j = −c1,j+1,
xi,j+1 − xi+1,j = ci+1,j+1 for 1 ≤ i < n; 1 ≤ j < m. (1.6)
Then one can see that if the system (1.6) has a solution, then necessarily
k−1∑
i=1
ci,k−i = 0 for k = 2, . . . , n. (1.7)
On the other hand if conditions (1.7) are met, then for any choice of fixed xn,1, . . . , xn,m,
the system (1.5) has a unique solution. In other words, the bottom row in X serves
as a free and independent parameter in the parametrization of all solutions X of the
Sylvester equation (1.4).
In general, one may reduce given matrices A and B to their lower and upper
Jordan forms (with say, k and ℓ Jordan cells, respectively) subsequently splitting
the equation (1.1) to kℓ Sylvester equations of the form (1.4).
In this paper, we will focus on the equation (1.1) over quaternions:
AX −XB = C, where A ∈ Hn×n, B ∈ Hm×m, C ∈ Hn×m. (1.8)
Since multiplication in H is non-commutative, the equation (1.8) is not completely
trivial even in the scalar case. The following result back to Hamilton (see e.g., [18,
p. 123]).
Theorem 1.1. Given α, β, c ∈ H, the equation αx− xβ = c has a unique solution
if and only if
Pα,β := |α|
2 − (α+ α)β + β2 6= 0 (1.9)
and this unique solution equals x = (αc− cβ)P−1α,β .
Taking the advantage of complex representations for quaternion matrices [12], it
is always possible to reduce (1.8) to certain complex Sylvester equation producing
in particular, the uniqueness criterion: the equation (1.8) has a unique solution if
and only if the right spectrums of A and B are disjoint; see [9, 16] and Theorem 3.1
below. However, further results obtained on this way and briefly surveyed in Section
3 refer, to some extent, to complex representations of matrices A and B rather than
the matrices themselves; see e.g., formula (3.3) for the unique solution.
Our contribution here are several explicit formulas for the unique solution given
exclusively in terms of the original matrices A, B, C in the cases where (1) A and B
are Jordan blocks (Theorem 3.2 presents the quaternion analog of formula (1.5)), (2)
A is two-diagonal (Theorems 3.3 and 3.4), and (3) A is lower-triangular (Theorem
3.8). Making use of canonical Jordan forms for A and B (see [20] and Theorem 2.1
below) one can reduce the general case to the one where A and B are Jordan cells.
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The core of the paper is the study of the singular case (the right spectrums of
A and B are not disjoint). Special attention is given to the case where A and B
are two-diagonal matrices (see formulas (2.21)). As will be explained in Section 2.4,
Sylvester equations with A and B of this form arise in the context of polynomial
interpolation over quaternions and the results on such special Sylvester equations
are needed to explicitly describe quasi-ideals in the ring of quaternion polynomials.
In Section 4 we present necessary and sufficient conditions for the equation to have
a solution (Theorem 4.5) which become more transparent if A and B are Jordan
blocks (Theorem 4.7 presents the analog of conditions (1.7) from [13]). Also in
Section 4, we present an algorithm for constructing a solution to the (solvable)
equation (1.8). In Section 5, we parametrize the solution set of the homogeneous
equation AX −XB = 0; the parametrization contains min(m,n) free independent
parameters, each one of which varies in a two-dimensional real subspace of H. In
case A = In(α) and B = Im(β) are Jordan blocks, the general solution of the
homogeneous equation is a “triangular” Hankel matrix all entries of which satisfy
the homogeneous scalar Sylvester equation αx− xβ = 0 (Corollary 5.2).
2. Preliminaries
In this section we collect basic facts to make presentation self-contained. We
first fix notation and terminology. By H we denote the skew field of quaternions
α = x0+ ix1+ jx2+kx3 where x0, x1, x2, x3 ∈ R and where i, j,k are the imaginary
units commuting with R and satisfying i2 = j2 = k2 = ijk = −1. For α ∈ H
as above, its real and imaginary parts, the quaternion conjugate and the absolute
value are defined as Re(α) = x0, Im(α) = ix1 + jx2 + kx3, α = Re(α) − Im(α)
and |α|2 = αα = |Re(α)|2 + |Im(α)|2, respectively. Two quaternions α and β are
called equivalent (conjugate to each other) if α = h−1βh for some nonzero h ∈ H; in
notation, α ∼ β. It turns out (see e.g., [4]) that
α ∼ β if and only if Re(α) = Re(β) and |α| = |β|, (2.1)
so that the conjugacy class of a given α ∈ H form a 2-sphere (of radius |Im(α)|
around Re(α)) which will be denoted by [α]. It is clear that [α] = {α} if and only if
α ∈ R.
A finite ordered collection α = (α1, . . . , αn) will be called a spherical chain (of
length n) if
α1 ∼ α2 ∼ . . . ∼ αk and αj+1 6= αj for j = 1, . . . , n− 1. (2.2)
The latter notion is essentially non-commutative: a spherical chain α = (α1, . . . , αn)
consisting of commuting elements necessarily belongs to the set {α1, α1} which to-
gether with inequality in (2.2) implies that all elements in α are the same:
α = (α,α, . . . , α), α ∈ H. (2.3)
2.1. Quaternion matrices. We denote by Hn×m the space of n×m matrices with
quaternion entries. The definitions of the transpose matrix A⊤, the quaternion-
conjugate matrix A and the adjoint matrix A∗ are the same as in the complex case.
An element α ∈ H is called a (right) eigenvalue of the matrix A ∈ Hn×n if
Ax = xα for some nonzero x ∈ Hn×1. In this case, for any β = h−1αh ∼ α we
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also have Axh = xhh−1αh = xhβ and hence, any element in the conjugacy class
[α] is a right eigenvalue of A. Therefore, the right spectrum σr(A) is the union of
disjoint conjugacy classes (some of which may be real singletons). The studies of
right eigenvalues and canonical forms for quaternion matrices were carried out in
[4, 12, 20]. In particular, it was shown in [20] that any square quaternion matrix is
similar to a complex matrix in Jordan form.
Theorem 2.1. For every A ∈ Hn×n, there is an invertible S ∈ Hn×n such that
S−1AS =
k⊕
i=1
Jni(αi), where αi ∈ C and Imαi ≥ 0 for i = 1, . . . , k.
Making use of Theorem 2.1 one can reduce A and B to their lower and upper
Jordan forms
S−1AS =
k⊕
i=1
Jni(αi), T
−1BT =
ℓ⊕
j=1
J⊤mj(βj)
and conformally decompose S−1CT = [Cij ] and S
−1XT = [Xij ] to see that (1.8)
splits into kℓ Sylvester equations
Jni(αi)Xij −XijJ
⊤
mj
(βj) = Cij . (2.4)
This reduction suggests to study the “basic” case where A and B are Jordan blocks,
i.e., to get the quaternion analogs of the formula (1.5) and conditions (1.7). The
defficiency of this approach is that most of explicit formulas will rely on similarity
matrices S and T .
2.2. Complex representations. Since each α ∈ H admits a unique representation
of the form α = α1 + α2j with α1, α2 ∈ C, any matrix A ∈ H
n×m can be written
uniquely as A = A1 +A2j with A1, A2 ∈ C
n×m. The map
A = A1 +A2j 7→ ϕ(A) =
[
A1 A2
−A2 A1
]
(2.5)
that associates to each quaternion matrix its complex representation was introduced
in [12]. It is additive and multiplicative in the sense that
ϕ(A+B) = ϕ(A) + ϕ(B) and ϕ(AB) = ϕ(A)ϕ(B) (2.6)
for rectangular quaternion matrices of appropriate sizes. It was shown in [12] that
if λ ∈ C is an eigenvalue of φ(A), then any element from the 2-sphere [λ] ⊂ H is a
right eigenvalue of A and that all right eigenvalues of A arise in this way (this fact
implies that the right spectrum of an n×n matrix is the union of at most n disjoint
conjugacy classes). Therefore, for matrices A ∈ Hn×n and B ∈ Hm×m, the following
conditions are equivalent:
σ(ϕ(A)) ∩ σ(ϕ(B)) = ∅ ⇐⇒ σr(A) ∩ σr(B) = ∅. (2.7)
Observing that jD = Dj for any complex matrix D we define the map
ψ : Y =
[
Y11 Y12
Y21 Y22
]
7→
1
2
[
In −jIn
]
Y
[
Im
jIm
]
(2.8)
=
Y11 + Y 22
2
+
Y12 − Y 21
2
j
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assigning to each matrix Y ∈ C2n×2m a quaternion matrix constructed from the
blocks Yij ∈ C
n×m. It is easily verified that ψ is the left inverse of φ:
ψ(φ(A)) = A for any A ∈ Hn×m. (2.9)
Besides, ψ is additive and, although not multiplicative, the equalities
ψ(φ(A)Y ) = ψ(φ(A))ψ(Y ) = Aψ(Y ),
ψ(Y φ(B)) = ψ(Y )ψ(φ(B)) = ψ(Y )B
(2.10)
hold for any A ∈ Hn×m, B ∈ Hp×q and Y ∈ C2m×2p.
2.3. Quaternion polynomials. Let H[z] denote the ring of polynomials in one for-
mal variable z which commutes with quaternionic coefficients. The ring operations
in H[z] are defined as in the commutative case, but as multiplication in H is not
commutative, multiplication in H[z] is not commutative as well. For any α ∈ H, we
define left and right evaluation of f at α by
feℓ(α) =
k∑
j=0
αjfj and f
er(α) =
k∑
j=0
fjα
j if f(z) =
k∑
j=0
zjfj. (2.11)
The formulas make sense for matrix valued polynomials f ∈ Hn×m[z] and extend to
square matrices by letting
feℓ(A) =
k∑
j=0
Ajfj , f
er(B) =
k∑
j=0
fjB
j if A ∈ Hn×n, B ∈ Hn×n. (2.12)
An element α ∈ H is called a left (right) zero of f if feℓ(α) = 0 (respectively,
fer(α) = 0). For polynomials with real coefficients, left and right evaluations (and
therefore, the notions of left and right zeros) coincide. The characteristic polynomial
of a non-real conjugacy class [α] ⊂ H is defined by
X[α](z) = (z − α)(z − α) = z
2 − z(α+ α) + |α|2; (2.13)
it follows from characterization (2.1) that formula (2.13) does not depend on the
choice of α ∈ [α]. Since X[α] is the polynomial of the minimally possible degree such
that its zero set (left and right, as X ∈ R[z]) coincides with [α], it is also called the
minimal polynomial of [α]. Observe that the matrix X[α](B) is invertible if and only
if [α] ∩ σr(B) = ∅.
Since the division algorithm holds in H[z] on either side (see e.g., [19]), any (left or
right) ideal in H[z] is principal. We will use notation 〈h〉r and 〈h〉ℓ for respectively
the right and the left ideal generated by h. An ideal is maximal if and only if it is
generated by the polynomial
ρα(z) = z − α, α ∈ H (2.14)
and it follows from respective (left and right) division algorithms that
f ∈ 〈ρα〉r ⇔ f
eℓ(α) = 0, f ∈ 〈ρα〉ℓ ⇔ f
er(α) = 0. (2.15)
A left (right) ideal is called irreducible if it is not contained properly in two distinct
left (right) ideals which occurs if and only if it is generated by a polynomial p of the
form p = ρα1ρα2 · · ·ραn for some spherical chain α = (α1, . . . , αn) (see e.g., [2]).
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2.4. Sylvester equations and interpolation by polynomials. The equation
(1.8) arises naturally in the context of the following interpolation problem: given
polynomials p, p˜, g, g˜, find a polynomial f ∈ H[z] such that
f − g ∈ 〈p〉r and f − g˜ ∈ 〈p˜〉ℓ. (2.16)
If p = ρα and q = ρβ, then due to equivalences (2.15), conditions (2.16) can be
written in terms of left and right evaluations as
feℓ(α) = γ and fer(β) = δ (2.17)
where γ = heℓ(α) and δ = ger(β). The following result appears in [1].
Theorem 2.2. There is a polynomial f ∈ H[z] satisfying conditions (2.17) if and
only if the Sylvester equation
αx− xβ = γ − δ (2.18)
has a solution. If this is the case, all polynomials f ∈ H[z] satisfying conditions
(2.17) are parametrized by the formula
f = γ + ραx+ ραhρβ (= δ + xρβ + ραhρβ) (2.19)
when x runs through the solution set of (2.18) and h varies in H[z].
Note that letting h ≡ 0 in (2.19) gives all linear solutions to the problem (2.17)
while letting γ = δ = 0 leads us to the explicit description of the intersection
〈ρβ〉ℓ ∩ 〈ρα〉r of two maximal ideals in H[z].
Let us now assume that the ideals 〈p〉r and 〈q〉ℓ in (2.16) are irreducible, i.e., that
p and q are of the form
p = ρα1ρα2 · · ·ραn , q = ρβmρβm−1 · · ·ρβ1 (2.20)
for some spherical chains where α = (α1, . . . , αn) and β = (β1, . . . , βm). Let us
introduce the matrices
Jα =

α1 0 . . . 0
1 α2 0
0 1
. . .
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 1 αn
 , Jβ =

β1 0 . . . 0
1 β2 0
0 1
. . .
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 1 βm
 (2.21)
and let En ∈ H
n×1 be the column with the top entry equal one and all other entries
equal zero.
Theorem 2.3. Let p and q be as in (2.20) and, given polynomials g(z) =
∑
gjz
j
and g˜(z) =
∑
g˜kz
k with deg g < deg p and deg g˜ < deg p˜, let
C =
∑
j
J jαEngjE
⊤
m −
∑
k
Eng˜kE
⊤
mJ
⊤
β . (2.22)
Then there exists a polynomial f ∈ H[z] satisfying conditions (2.16) if and only if
the Sylvester equation
JαX −XJ
⊤
β = C (2.23)
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has a solution X = [xij] ∈ H
n×m. If this is the case, all polynomials f ∈ H[z]
satisfying conditions (2.16) are parametrized by the formula
f = g +
m∑
j=1
p · xn,1 · ρβjρβj−1 · · · ρβ1 + p · h · p˜ (2.24)
when
[
xn,1 . . . xn,m
]
is the bottom row of an X satisfying (2.23) and h varies in
H[z]. The polynomial f in (2.24) can be written in the form
f = g˜ +
n∑
k=1
ρα1ρα2 · · · ραk · xk,m · p˜+ p · h · p˜. (2.25)
The latter theorem is an extension of Theorem 2.2. Formulas (2.19) suggest
to conjecture that in more general setting of Theorem 2.3, all solutions f to the
interpolation problem should be paprametrized by the “whole” solutions X to the
equation (2.23) rather than by their bottom rows (in formula (2.24)) or the rightmost
columns (in formula (2.25)). However, there is no contradiction here: as we will see
in Section 4, any solution X to the equation (2.23) is completely determined by its
bottom row or its rightmost column.
Letting h ≡ 0 in (2.24) (or in (2.25)) gives all solutions f to the problem (2.16)
with deg f < deg p+deg p˜ while letting g = g˜ ≡ 0 leads to fairly explicit description
of the intersection 〈p〉ℓ ∩ 〈p˜〉r of two irreducible ideals in H[z]. The case of general
polynomials p and p˜ in (2.16) can be reduced to the irreducible case upon making
use of the Primary Ideal Decomposition Theorem and gives rise to the Sylvester
equation (1.8) with A and B in the block diagonal form with all diagonal blocks of
the from (2.21). The formulation of Theorem 2.3 is presented here to explain our
interest in the Sylvester equation with A and B of the form (2.21). The proof of
the theorem along with reformulations of conditions (2.16) in terms of evaluation
functionals is given in [3].
3. Quaternion Sylvester equation: the regular case
Applying the map (2.5) to the equation (1.8) we observe that for any solution
X ∈ Hn×m of (1.8), the matrix Y = ϕ(X) ∈ C2n×2m solves the complex Sylvester
equation
ϕ(A)Y − Y ϕ(B) = ϕ(C). (3.1)
By the Sylvester’s criterion and due to equivalence (2.7), the latter equation has
a unique solution if and only if σr(A) ∩ σr(B) = ∅. If this is the case, we apply
the map (2.8) to the equation (3.1). Due to properties (2.9), (2.10) of ψ we get
Aψ(Y )−ψ(Y )B = C so that X = ψ(Y ) is a solution to (1.8). It is a unique solution
since φ is injective, so that distinct solutions to (1.8) would have given rise to distinct
solutions of (3.1). We thus arrive at the following result (see e.g., [9]):
Theorem 3.1. Equation (1.8) has a unique solution (for every C ∈ Hn×m) if and
only if σr(A) ∩ σr(B) = ∅.
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As we have seen, the unique solution of the equation (1.8) is necessarily of the
form X = ψ(Y ) where Y is the unique solution to the complex Sylvester equation
(3.1). Taking any formula for Y available in literature, one gets a formula for X by
letting X = ψ(Y ). For example, if we denote by µ : Cm×n → Cmn×1 the bijection
assigning to the matrix X = [xij ] the the column x as in (1.2), the formula for
the unique solution X of the equation (1.8) suggested by the original Sylvester’s
approach [17] is
X = ψ(µ−1((ϕ(A) ⊗ I2m − I2n ⊗ ϕ(B))
−1µ(φ(C)))). (3.2)
The formula with minimal references to complex representations (extending the
Jameson’s result [10]) has been established in [9, 16]:
X =
 2n∑
k=1
k−1∑
j=0
akA
jCBk−j−1
 2n∑
j=0
ajB
j
−1 , (3.3)
where a0, . . . , a2n ∈ C are the coefficients of the polynomial
det(λI2n − φ(A)) = a0 + a1λ+ . . .+ a2nλ
2n.
In the rest of the section we examine how far one can advance making no use of
complex representations of quaternion matrices. We start with a very special case
where A and B are Jordan blocks and establish the quaternion analog of the formula
(1.5). On the other hand, this result generalizes Theorem 1.1.
Theorem 3.2. Let A and B be Jordan blocks A = Jn(α) and B = J
⊤
m (β) for some
α 6∼ β. Then the equation (1.8) has a unique solution
X =
n+m−2∑
k=0
(
k+1∑
i=0
(−1)k+i
(
k + 1
i
)
αk−i+1Mkβ
i
)
P−k−1α,β , (3.4)
where Pα,β is given by (1.9) and
Mk =
k∑
ℓ=0
(−1)ℓ
(
k
ℓ
)
F k−ℓn C(F
⊤
m)
ℓ for k = 0, . . . , n+m− 2.
Proof. Observe that Pα,β = X[α](β) (the value of the characteristic polynomial (2.13)
at β) and thus, Pα,β 6= 0 if and only if α 6∼ β. As A = αIn + Fn and B = βIn + F
⊤
m
(see (1.3)), the equation (1.8) takes the form
αX −Xβ = C − FnX +XF
⊤
m . (3.5)
We now subtract the latter equation multiplied by β on the right from the same
equation multiplied by α on the left:
|α|2X − (α+ α)Xβ +Xβ2 = α(C − FnX +XF
⊤
m )− (C − FnX +XF
⊤
m )β.
Since |α|2 and (α + α) are real and therefore commute with all quaternions, the
latter equality can be written as
XPα,β = α(C − FnX +XF
⊤
m )− (C − FnX +XF
⊤
m )β, (3.6)
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in view of (1.9). Thus, equation (3.6) follows from (3.5). On the other hand, we
may subtract the equation (3.6) multiplied by β on the right from the same equation
multiplied by α on the left:
αXPα,β −XPα,ββ = (C − FnX +XF
⊤
m )Pα,β .
Since Pα,β 6= 0 commutes with β, we may cancel Pα,β in the latter equation arriving
at (3.5). Therefore, equations (3.5) and (3.6) are equivalent. Since Pα,ββ = βPα,β
and since the matrices Fn and Fm are real, we can iterate the equality (3.6) as
follows:
XP rα,β =(αC − Cβ)P
r−1
α,β − αFnXP
r−1
α,β + αXP
r−1
α,β F
⊤
m
+ FnXP
r−1
α,β β −XP
r−1
α,β F
⊤
mβ
=(αC − Cβ)P r−1α,β − α
2(FnC −CF
⊤
m)P
r−2
α,β
+ 2α(FnC − CF
⊤
m)βP
r−2
α,β − (FnC − CF
⊤
m)β
2P r−2α,β
+ Fn(α
2(FnX −XF
⊤
m)− α(FnX −XF
⊤
m )β)P
r−2
α,β
− (α2(FnX −XF
⊤
m )− α(FnX −XF
⊤
m )β)P
r−2
α,β F
⊤
m
− Fn(α(FnX −XF
⊤
m )β − (FnX −XF
⊤
m)β
2)P r−2α,β
+ (α(FnX −XF
⊤
m)β − (FnX −XF
⊤
m )β
2)P r−2α,β F
⊤
m .
Continuing this iteration and letting r = m+ n− 1, we get after r − 1 steps
XPm+n−1α,β =
r−2∑
k=0
(
k+1∑
i=0
(−1)k+i
(
k + 1
i
)
αk−i+1Mkβ
i
)
Pm+n−k−2α,β +R, (3.7)
where R contains the terms containing factors F ℓn and (F
⊤
m)
j of total degree ℓ+ j ≥
m + n − 1. Thus, either ℓ ≥ n in which case F ℓn = 0, or j ≥ m in which case
(F⊤m)
j = 0. Hence all terms in R are zero matrices (i.e., R = 0), and formula (3.4)
follows immediately from (3.7). Since (3.6) is equivalent to (3.5), each iteration of
(3.6) (and in particular, the formula (3.4)) is equivalent to (3.5). Therefore, X of
the form (3.4) is a solution to (3.5). The uniqueness of a solution is evident. 
In Theorems 3.3, 3.4 and 3.8, all restrictions on B will be removed. The next
theorem settles the case where A = Jα is of the form (2.21) with all diagonal entries
be in the same conjugacy class. To formulate the theorem, let us note that for the
matrices
A =

α1 0 . . . 0
1 α2 0
0 1
. . .
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 1 αn
 , A′ =

α1 0 . . . 0
−1 α2 0
0 −1
. . .
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 −1 αn
 , (3.8)
based on α1, . . . , αn from the same conjugacy class, we have
A+A′ = (α1 + α1)In and A
′A = |α1|
2In − A˜, (3.9)
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where A˜ = [(αi − αi+1)δi,j+1 + δi,j+2]
n
i,j=1; more explicitly:
A˜ =

0 0 . . . . . . 0
α1 − α2 0
1 α2 − α3
. . .
. . .
. . .
...
0 1
. . .
. . .
. . .
...
...
. . .
. . .
. . . 0 0
0 . . . 0 1 αn−1 − αn 0

. (3.10)
Relations (3.9) follow from characterization (2.1), due to which |αi|
2 = |α1|
2 and
Reαi = Reα1 for i = 2, . . . , n.
Theorem 3.3. Let α1, . . . , αn be the elements from the same conjugacy class V ⊂ H,
let the matrices A, A′ and A˜ be defined as in (3.8), (3.10), and let B ∈ Hm×m be
such that V ∩ σr(B) = ∅. Then the equation (1.8) has a unique solution
X =
n−1∑
k=0
A˜k
(
A′C − CB
)
(XV (B))
−k−1, (3.11)
where XV is the characteristic polynomial of the conjugacy class V .
Proof. We multiply equation (1.8) by A′ on the left and by B on the right
A′AX −A′XB = A′C, AXB −XB2 = CB,
and then subtract the second equality from the first. Due to (3.9), we get
|α1|
2X − A˜X − (α1 + α1)XB +XB
2 = A′C − CB,
which can be written in terms of the characteristic polynomial (2.2) as
XXV (B) = A
′C − CB + A˜X. (3.12)
We now iterate (3.12) as in the proof of Theorem 3.2:
X(XV (B))
n =(A′C − CB)(XV (B))
n−1 + A˜X(XV (B))
n−1
=(A′C − CB)(XV (B))
n−1 + A˜(A′C − CB)(XV (B))
n−2
+ A˜2X(XV (B))
n−2 = . . .
=
n−1∑
k=0
A˜k
(
A′C − CB
)
(XV (B))
n−k−1 + A˜nX.
The last equality implies (3.11) since A˜n = 0 (see (3.10)) and XV (B) is invertible,
since V ∩ σr(B) = ∅. 
We next remove the assumption that all diagonal entries in A are in the same
conjugacy class. In this case, we get explicit formulas for the rows of a unique
solution X. In what follows, we will use the noncommutative product notation
y
k∏
i=1
γi := γ1γ2 · · · γk, and
x
k∏
i=1
γi := γk · · · γ2γ1 (3.13)
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Theorem 3.4. Let A = Jα ∈ H
n×n be defined as in (2.21), let B ∈ Hm×m be such
that σr(B) ∩ [αk] = ∅ for k = 1, . . . , n, and let C˜j denote the j-th row of the matrix
C ∈ Hn×m. Then the equation (1.8) has a unique solution
X = Col1≤k≤nX˜k, (3.14)
with the rows given by
X˜k = −
k∑
j=1
(
ραkραk−1 · · ·ραj C˜j
)er
(B) ·
y
k∏
i=j
(X[αi](B))
−1, (3.15)
for k = 1, . . . , n, where the polynomials ραi and X[αi] are defined via formulas (2.14)
and (2.13), respectively.
The proof is based on the following two observations.
Remark 3.5. Let f and g be two quaternion matrix polynomials and let B be a
square matrix. Then
(fg)er(B) = (f · ger(B))er (B). (3.16)
Indeed, since evaluations (2.12) are linear, we have
(f · ger(B))er (B) = (f ·
∑
j
gjB
j)er(B)
=
∑
k
fk(
∑
j
gjB
j)Bk
=
∑
i
(
∑
j+k=i
fkgj)Bi = (fg)
er (B).
Remark 3.6. Let ρα be given by (2.14) for a fixed α ∈ H and let
(ραD)
er (B) =M (3.17)
for some D,M ∈ H1×m and B ∈ Hm×m such that σr(B) ∩ [α] = ∅. Then
D = (ραM)
er (B) · (X[α](B))
−1. (3.18)
Indeed, applying (3.16) to f = ρα and g = ραD and taking into account equalities
ραρα = X[α] and (3.17), we get
(X[α]D)
er(B) = (ρα · (ραD)
er(B))er (B) = (ραM)
er (B).
Since X[α] is a polynomial with real coefficients, we have
(X[α]D)
er(B) = (DX[α])
er (B) = DX[α](B),
and (3.18) follows from the two latter equalities, once we recall that the matrix
X[α1](B) is invertible (as [α] ∩ σr(B) = ∅).
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Proof of Theorem 3.4. Equating the corresponding rows in the equation (1.8) we
get, due to (2.21) and (3.14), the system
α1X˜1 − X˜1B = C˜1, αkX˜k − X˜kB = C˜k − X˜k−1 (k = 2, . . . , n),
which is equivalent to (1.8). The latter equalities can be written in terms of right
evaluations as follows:(
ρα1X˜1
)er
(B) = −C˜1,
(
ραkX˜k
)er
(B) = X˜k−1 − C˜k (k = 2, . . . , n). (3.19)
Making use of Remark 3.6, we solve the leftmost equation in (3.19):
X˜1 = −
(
ρα1C˜1
)er
(B) · (X[α1](B))
−1,
confirming formula (3.15) for X˜1. Similarly, we solve the k-th equation in (2.5) for
X˜k:
X˜k =
(
ραk(X˜k−1 − C˜k)
)er
(B) · (X[αk](B))
−1. (3.20)
Assuming that the formula (3.15) holds for X˜k−1, we plug it into (3.20):
X˜k =−
(
ραkC˜k
)er
(B) · (X[αk](B))
−1
−
ραk k−1∑
j=1
(
ραk−1 · · · ραj C˜j
)er
(B) ·
y
k−1∏
i=j
(X[αi](B))
−1

er
(B)
· (X[αk ](B))
−1
=−
(
ραkC˜k
)er
(B) · (X[αk](B))
−1
−
k−1∑
j=1
(
ραkραk−1 · · ·ραj C˜j
)er
(B) ·
y
k∏
i=j
(X[αi](B))
−1
=−
k∑
j=1
(
ραk · · ·ραj C˜j
)er
(B) ·
y
k∏
i=j
(X[αi](B))
−1
and the induction argument completes the proof of formulas (3.15). Note that the
second equality in the last calculation followed by Remark 3.5 applied to polynomials
f = ραk and g = ραk−1 · · · ραj C˜j and since the characteristic polynomial X[αi] is in
R[z] for i = 1, . . . , n. 
Remark 3.7. If the matrix A = Jα is based on the elements α1, . . . αn from the
same conjugacy class V , then formulas (3.15) simplify to
X˜k = −
k∑
j=1
(
ραkραk−1 · · ·ραj C˜j
)er
(B) · (XV )(B))
j−k−1.
Making use of Remark 3.6, one can get the formula for the unique solution of the
equation (1.8) in the case where A is lower triangular.
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Theorem 3.8. Let A = [αi,j]
n
i,j=1 be a lower triangular matrix (αi,j = 0 for i < j)
and let B ∈ Hm×m be such that σr(B) ∩ [αk,k] = ∅ for k = 1, . . . , n. Then the
equation (1.8) has a unique solution X of the form (3.14) with the rows defined
recursively by
X˜1 =−
(
ρα1,1C˜1
)er
(B) · (X[α1,1](B))
−1,
X˜k =−
(
ραk,kC˜k
)er
(B) · (X[αk,k](B))
−1 (3.21)
+
k−1∑
j=1
(
ραk,kαk,jX˜j
)er
(B) · (X[αk,k ](B))
−1 for k = 2, . . . , n.
Proof. Equating the corresponding rows in the equation (1.8) we get, due to the
lower triangular structure of A, the equations which can be written in terms of right
evaluations as(
ρα1X˜1
)er
(B) = −C˜1,
(
ραkX˜k
)er
(B) = −C˜k +
k−1∑
j=1
αk,jX˜j
for k = 2, . . . , n. The rest follows by Remark 3.6. 
To keep the presentation symmetric we conclude with the “column” version of
the last theorem.
Theorem 3.9. Let B = [βi,j]
m
i,j=1 be an upper triangular matrix (βi,j = 0 for i > j)
and let A ∈ Hn×n be such that σr(A) ∩ [βk,k] = ∅ for k = 1, . . . ,m and let C =[
C1 . . . Cm
]
. Then the equation (1.8) has a unique solution X =
[
X1 . . . Xm
]
with the columns defined recursively by
X1 =(X[β1,1](A))
−1 ·
(
C1ρβ1,1
)eℓ
(A),
Xk =(X[βk,k](A))
−1 ·
(
Ckβk,k
)eℓ (A) (3.22)
+ (X[βk,k](A))
−1
k−1∑
j=1
(
Xjβj,kρβk,k
)eℓ
(A) for k = 2, . . . ,m.
Proof. Let us observe that the left and right evaluations (2.12) are related as follows:
for any α ∈ H, D ∈ H1×m and B ∈ Hm×m,
(ραC)
er (B) = CB − αC = (B∗C∗ − C∗α)∗ = [(C∗ρα)
eℓ (B∗)]∗ . (3.23)
Taking adjoints (1.8) we get the equation
B∗X∗ −X∗A∗ = −C∗, (3.24)
and since the matrix B∗ is lower triangular, we can apply Theorem 3.8 (with A, B,
C replaced by B∗, A∗ and −C∗, respectively) to get recursive formulas for the rows
of the matrix X∗. Taking adjoints in these formulas and making use of relations
(3.23), we get (3.22). 
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To conclude, we remark that in case B = J⊤β where J
⊤
β is of the form (2.21), the
recursion (3.22) can be solved to produce formulas
Xk =
k∑
j=1
x
k∏
i=j
(X[βi](A))
−1 ·
(
Cjρβj
ρβj+1
· · · ρβk
)eℓ
(A) (1 ≤ 1 ≤ m).
4. Singular case: the solvability criterion
In this section, we consider the Sylvester equation (1.8) in the case where σr(A)∩
σr(B) 6= ∅. At certain level, this case also can be handled by making use of complex
representation of quaternion matrices: one can pass from (1.8) to the equivalent
complex Sylvester equation (3.1), then use any avaliable method (e.g., Sylvester’s
tensor-product approach recalled at the beginning of the paper) to describe all its
solutions, and then claim that the formula X = ψ(Y ) describes all solutions to the
Sylvester equation (1.8) when Y runs through the set of all solutions to the equation
(3.1). This approach is not quite satisfactory, partly because the map ψ (2.8) is not
injective. Presumably, some quantative results still can be obtained on this way: to
define the number of independent conditions (scalar equalities) which are necessary
and sufficient for the equation (1.8) to have a solution along with the number of
independent free parameters needed to parametrize the solution set. In this section
we will obtain more definitive results of this sort (explicit solvability conditions and
parametrization of all solutions) in the case where the matrices
A = Jα = [αiδi,j + δi,j+1]
n
i,j=1 , B = J
⊤
β = [βiδi,j + δi+1,j ]
m
i,j=1 (4.1)
are based on spherical chains α = (α1, . . . , αn) and β = (β1, . . . , βm). We assume
without loss of generality that n ≥ m and start with the scalar equation
αx− xβ = c, where α ∼ β. (4.2)
Let us recal that a unit element I ∈ H is purely imaginary if and only if I2 = −1.
Therefore, the characterization (2.1) can be reformulated as follows: α ∼ β if and
only if α and β can be written as
α = x+ yI, β = x+ yI˜ (x ∈ R, y > 0, I2 = I˜2 = −1). (4.3)
Since H is a (four-dimensional) vector space over R, we may define orthogonal com-
plements with respect to the usual euclidean metric in R4. For α and β as in (4.3),
we define the plane (the two-dimensional subspace of H ∼= R4) Πα,β via the formula
Πα,β =

span{1, I} = {u+ vI : u, v ∈ R}, if β = α,
(span{1, I})⊥ , if β = α,
span{I + I˜ , 1− II˜}, if β 6= α,α.
(4.4)
Since α = x− yI, it follows that Πα,α = Πα,α, Πα,α = Πα,α and
Πα,β = span{I − I˜ , 1 + II˜} if β 6= α,α. (4.5)
Lemma 4.1 ([1]). Given α ∼ β, the solution set of the homogeneous Sylvester equa-
tion αx = xβ coincides with Πα,β given in (4.4). Furthermore, the non-homogeneous
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equation (4.2) has a solution if and only if αc = cβ (equivalently, c ∈ Πα,β) in which
case the solution set is the affine plane
(2Im(α))−1c+Πα,β = −c(2Im(β))
−1 +Πα,β.
We now proceed to the matrix equation
AX −XB = C, X = [xij] =
[
X1 . . . Xm
]
, (4.6)
where A and B of the form (4.1) are based on the spherical chains α and β from
the same conjugacy class V and where we assume without loss of generality that
m ≤ n. With the given matrices A, B and C, we associate the matrix
D := CB −A′C (4.7)
where A′ is given in (3.8). In more detail, if C = [ci,j ]
j=1,...,m
i=1,...,n and if we let ci,0 =
c0,j = 0 for all i, j, then
D = [di,j ]
j=1,...,m
i=1,...,n , di,j = ci,jβj − αici,j + ci,j−1 + ci−1,j. (4.8)
We next introduce the elements Γk,j ∈ H by the following double recursion
Γk,j = (αk − αk+1)
−1
[
dk+1,j + Γk+1,j−2 − Γk−1,j − Γk+1,j−1(βj − βj−1)
]
(4.9)
with the initial conditions
Γ−1,j = Γ0,j = Γk,0 = 0 for all k, j ≥ 1. (4.10)
It is clear from (4.9) that the assumption that α is a spheerical chain (i.e., that
αk 6= αk+1) is essential. We make several further comments.
Remark 4.2. (1) Recursion (4.9) determines Γk,j for all positive k < n and j ≤ m
such that k + j ≤ n.
(2) Any element Γk,1 from the first “column” is determined by the elements Γr,1
(1 ≤ r < k).
(3) Any element in the ℓ-th counter-diagonal Dℓ = {Γk,j : k + j = ℓ + 1} can be
expressed in terms of the elements from the previous counter-diagonal Dℓ−1 = {Γk,j :
k + j = ℓ} and one fixed element in Dℓ. The latter follows from the formula (4.9)
since βj 6= βj (β is a spherical chain).
Lemma 4.3. Let Γk,j be defined as in (4.8)–(4.10) and let
Sj = d1,j + Γ1,j−1(βj−1 − βj) + Γ1,j−2 (j = 1, . . . ,m). (4.11)
If Sj = 0 for j = 1, . . . ,m, then
∆k,j := αkΓk,j − Γk,jβj − ck,j + Γk−1,j − Γk,j−1 = 0 (4.12)
for k < n and j ≤ m such that k + j ≤ n.
Proof. We first observe that for α ∼ β,
α(α− β)−1 = (α− β)−1β, α− β = β − α. (4.13)
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By (4.8)–(4.10),
Γk,1 = (αk − αk+1)
−1 [dk+1,1 − Γk−1,1]
= (αk − αk+1)
−1 [ck+1,1β1 − αk+1ck+1,1 + ck,1 − Γk−1,1] . (4.14)
Making use of the first equality (with α = αk and β = αk+1), we have, on account
of (4.7) and (4.14),
∆k,1 =αkΓk,1 − Γk,1β1 − ck,1 + Γk−1,1
=(αk − αk+1)
−1 [αk+1 (ck+1,1β1 − αk+1ck+1,1 + ck,1 − Γk−1,1)
− (ck+1,1β1 − αk+1ck+1,1 + ck,1 − Γk−1,1) β1]− ck,1 + Γk−1,1
=(αk − αk+1)
−1
[
−ck+1X[αk+1](β1) + αkck1 − ck1β1
−αkΓk−1,1 + Γk−1,1β1]
=(αk+1 − αk)
−1 [dk,1 − ck−1,1 + αkΓk−1,1 − Γk−1,jβ1] , (4.15)
where the last equality follows since βj ∼ αk+1 so that X[αk+1](βj) = 0, and due to
formula (4.8) for dk,1. Letting k = 1 in (4.15) and taking (4.6) into account, we get
∆1,1 = (α2 − α1)
−1d1,1 = (α2 − α1)
−1S1. (4.16)
For k > 1, we have
αkΓk−1,j − Γk−1,jβj = ∆k−1,1 + (αk − αk−1)Γk−1,1 + ck−1,1 − Γk−2,1
= ∆k−1,1 + ck−1,1 − dk,1
where the first equality follows from formula (4.12) for ∆k−1,1, and the second equal-
ity follows from (4.14) (with k replaced by k − 1). Combining the latter equality
with (4.15) gives
∆k,1 = (αk+1 − αk)
−1∆k−1,1,
from which, on account of (4.16), we recursively obtain
∆k,1 = (αk+1 − αk)
−1(αk − αk−1)
−1 · · · (α2 − α1)
−1S1. (4.17)
Since S1 = 0, it follows that
∆k,1 := αkΓk,1 − Γk,1β1 − ck,1 + Γk−1,1 = 0 (k = 1, . . . , n− 1). (4.18)
We now assume that j ≥ 2. Making use of the first equality (with α = αk and
β = αk+1), we have, on account of (4.9),
αkΓk,j − Γk,jβj (4.19)
= αk(αk − αk+1)
−1
[
dk+1,j + Γk+1,j−2 − Γk−1,j − Γk+1,j−1(βj − βj−1)
]
− (αk − αk+1)
−1
[
dk+1,j + Γk+1,j−2 − Γk−1,j − Γk+1,j−1(βj − βj−1)
]
βj
= (αk − αk+1)
−1 [αk+1dk+1,j − dk+1,jβj + αk+1Γk+1,j−2 − Γk+1,j−2βj
−αk+1Γk−1,j + Γk−1,jβj − (αk+1Γk+1,j−1 − Γk+1,j−1βj−1)(βj − βj−1)
]
.
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Observe that in view of (4.8) and (2.13),
αk+1dk+1,j − dk+1,jβj =αk+1(ck+1,jβj − αk+1ck+1,j + ck+1,j−1 + ck,j)
− (ck+1,jβj − αk+1ck+1,j + ck+1,j−1 + ck,j)βj
=ck+1,jX[αk+1](βj) + αk+1(ck+1,j−1 + ck,j)
− (ck+1,j−1 + ck,j)βj
=αk+1(ck+1,j−1 + ck,j)− (ck+1,j−1 + ck,j)βj ,
where the last equality follows since βj ∼ αk+1 so that X[αk+1](βj) = 0. We next
observe equalities
αk+1ck+1,j−1 − ck+1,j−1βj−1 = ck+1,j−1βj−1 − αk+1ck+1,j−1
= dk+1,j−1 − ck+1,j−2 − ck,j−1
αkck,j − ck,jβj = ck,j−1 + ck−1,j − dk,j,
which follow from (4.8) and the fact that the elements from the same conjugacy
class have the same real part. Combining the three last equalities gives
αk+1dk+1,j − dk+1,jβj =dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
+ (αk − αk+1)ck,j + ck+1,j−1(βj − βj−1).
We now substitute the latter equality into (4.19) and then (4.19) into the definition
(4.12) of ∆k,j to conclude
∆k,j =αkΓk,j − Γk,jβj − ck,j + Γk−1,j − Γk,j−1
=(αk − αk+1)
−1 [dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
+ (αk − αk+1)ck,j + ck+1,j−1(βj − βj−1) + αk+1Γk+1,j−2
− Γk+1,j−2βj − αk+1Γk−1,j + Γk−1,jβj
−(αk+1Γk+1,j−1 − Γk+1,j−1βj−1)(βj − βj−1)
]
− ck,j + Γk−1,j − Γk,j−1
=(αk − αk+1)
−1 [dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
− αkΓk−1,j + Γk−1,jβj + αk+1Γk+1,j−2 − Γk+1,j−2βj (4.20)
−(αk+1Γk+1,j−1 − Γk+1,j−1βj−1 − ck+1,j−1)(βj − βj−1)
]
− Γk,j−1.
Letting j = 2 in the latter equality gives
∆k,2 =(αk − αk+1)
−1 [dk+1,1 − dk,2 + ck−1,2 − αkΓk−1,2 + Γk−1,2β2
−(αk+1Γk+1,1 − Γk+1,1β1 − ck+1,1)(β2 − β1)
]
− Γk,1. (4.21)
Taking into account the first equality in (4.14) and equality
αk+1Γk+1,1 − Γk+1,1β1 − ck+1,1 = −Γk,1
which is a consequence of (4.18) (with k + 1 instead of k), we simplify (4.21) as
follows:
∆k,2 =(αk+1 − αk)
−1 [dk,2 − ck−1,2 + αkΓk−1,2 − Γk−1,2β2
+Γk,1(β1 − β2)− Γk−1,1
]
. (4.22)
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Letting k = 1 in (4.22) gives, on account of (4.11),
∆1,2 = (α2 − α1)
−1
[
d1,2 + Γ1,1(β1 − β2)
]
= (α2 − α1)
−1S2. (4.23)
On the other hand, if k ≥ 2, then
(αk−1 − αk)Γk−1,2 = dk,2 − Γk−2,2 + Γk,1(β1 − β2),
by formula (4.9) (for k replaced by k− 1) and therefore, by the definition (4.12) for
∆k−1,2,
∆k−1,2 =(αk−1 − αk)Γk−1,2 + αkΓk−1,2 − Γk−1,2β2 − ck−1,2
+ Γk−2,2 − Γk−1,1
=dk,2 + Γk,1(β1 − β2) + αkΓk−1,2 − Γk−1,2β2 − ck−1,2 − Γk−1,1,
which, being substituted into (4.22), leads us to
∆k,2 = (αk+1 − αk)
−1∆k−1,2 for k = 2, . . . , n − 2. (4.24)
We now recursively obtain from (4.24) and (4.23) that
∆k,2 = (αk+1 − αk)
−1(αk − αk−1)
−1 · · · (α2 − α1)
−1S2,
and since S2 = 0, it follows that ∆k,2 = 0 for k = 1, . . . , n− 2.
The rest will be verified by induction in j. Let us assume that
∆k,ℓ = 0 for all k < n and ℓ < j such that k + ℓ ≤ n. (4.25)
In particular,
∆k+1,j−1 =αk+1Γk+1,j−1 − Γk+1,j−1βj−1
− ck+1,j−1 + Γk,j−1 − Γk+1,j−2 = 0,
so that
αk+1Γk+1,j−1 − Γk+1,j−1βj−1 − ck+1,j−1 = Γk+1,j−2 − Γk,j−1. (4.26)
Substituting the latter equality into (4.20) gives
∆k,j =(αk − αk+1)
−1 [dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
− αkΓk−1,j + Γk−1,jβj + αk+1Γk+1,j−2 − Γk+1,j−2βj
−(Γk+1,j−2 − Γk,j−1)(βj − βj−1)
]
− Γk,j−1
=(αk − αk+1)
−1 [dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
− αkΓk−1,j + Γk−1,jβj + αk+1Γk+1,j−2 − Γk+1,j−2βj−1
+Γk,j−1(βj − βj−1)− (αk − αk+1)Γk,j−1
]
. (4.27)
By the definition (4.12) of ∆k+1,j−2,
αk+1Γk+1,j−2 − Γk+1,j−2βj−1 =∆k+1,j−2 + ck+1,j−2 − Γk,j−2
+ Γk+1,j−3 + Γk+1,j−2(βj−2 − βj−1),
and since, by formula (4.9) (with j − 1 instead of j),
Γk+1,j−2(βj−2 − βj−1) =(αk − αk+1)Γk,j−1 − dk+1,j−1
− Γk+1,j−3 + Γk−1,j−1,
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combining the two latter equalities with the assumption (4.25) gives
αk+1Γk+1,j−2 − Γk+1,j−2βj−1 + dk+1,j−1 − ck+1,j−2 − (αk − αk+1)Γk,j−1
= Γk−1,j−1 − Γk,j−2. (4.28)
Substituting the latter equality into (4.27) gives
∆k,j =(αk+1 − αk)
−1 [dk,j − ck−1,j + αkΓk−1,j − Γk−1,jβj
+Γk,j−1(βj−1 − βj)− Γk−1,j−1 + Γk,j−2
]
. (4.29)
Letting k = 1 in (4.29) we get, on account of (4.11),
∆1,j =(α2 − α1)
−1
[
d1,j + Γ1,j−1(βj−1 − βj) + Γ1,j−2
]
=(α2 − α1)
−1Sj. (4.30)
If k ≥ 2, then by the definition (4.12) of ∆k−1,j and by formula (4.9) (with k − 1
instead of k), we have
∆k−1,j =(αk−1 − αk)Γk−1,j + αkΓk−1,j − Γk−1,jβj
− ck−1,j + Γk−2,j − Γk−1,j−1
=dk,j + Γk,j−2 − Γk,j−1(βj − βj−1) + αkΓk−1,j − Γk−1,jβj
− ck−1,j − Γk−1,j−1 (4.31)
which together with (4.30) implies
∆k,j = (αk+1 − αk)
−1∆k−1,j for k = 2, . . . , n − j. (4.32)
We now recursively obtain from (4.32) and (4.30) that
∆k,j = (αk+1 − αk)
−1(αk − αk−1)
−1 · · · (α2 − α1)
−1Sj ,
and since Sj = 0, it follows that ∆k,j = 0 for k = 1, . . . , n − j. The induction
argument completes the proof of the lemma. 
Remark 4.4. The elements ∆k,j defined as in (4.12) satisfy relations
∆k,j = (αk+1 − αk)
−1
[
∆k+1,j−1(βj − βj−1)−∆k+1,j−2 +∆k−1,j
]
(4.33)
for k ≥ 2 and j ≥ 3.
Proof. Although we do not assume equalities (4.11) to be in force, formula (4.20)
still holds true. Without assumptions (4.25), equality (4.26) gets the extra term
∆k+1,j−1 on the right, so that formula (4.27) takes the form
∆k,j =(αk − αk+1)
−1 [dk+1,j−1 − dk,j − ck+1,j−2 + ck−1,j
− αkΓk−1,j + Γk−1,jβj + αk+1Γk+1,j−2 − Γk+1,j−2βj−1
−(∆k+1,j−1 − Γk,j−1)(βj − βj−1)− (αk − αk+1)Γk,j−1
]
. (4.34)
For j ≥ 3, we use equality (4.26) with the extra term ∆k+1,j−2 on the right; substi-
tuting this modified equality into (4.34) gives the following modification of (4.29):
∆k,j =(αk+1 − αk)
−1 [dk,j − ck−1,j + αkΓk−1,j − Γk−1,jβj − Γk−1,j−1
+(∆k+1,j−1 − Γk,j−1)(βj − βj−1) + Γk,j−2 −∆k+1,j−2
]
. (4.35)
Combining the latter equality with (4.31) (in case k ≥ 2) gives (4.33). 
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Since Γ1,1 = (α1 − α2)
−1d2,1, we derive from (4.34)
∆1,2 = (α2 − α1)
−1
[
d1,2 + (∆2,1 − Γ1,1)(β2 − β1)
]
,
which, on account of formulas (4.11) and (4.17) for S2 and ∆2,1, respectively, can
be written as
∆1,2 = (α2 − α1)
−1S2 + (α2 − α1)
−1(α3 − α2)
−1(α2 − α1)
−1S1(β2 − β1).
As expected, the letter formula coincides with (4.23) in case S1 = 0. For j ≥ 3, we
have from (4.35) and formula (4.11) for Sj,
∆1,j =(α2 − α1)
−1
[
d1,j + (∆2,j−1 − Γ1,j−1)(βj − βj−1) + Γ1,j−2 −∆2,j−2
]
=(α2 − α1)
−1
[
Sj +∆2,j−1(βj − βj−1)−∆2,j−2
]
, (4.36)
which is the analog of (4.30). It is now clear from (4.33) and (4.36) that ∆k,j is a
two-sided linear combination of S1, . . . , Sk with left and right coefficients depending
respectively, on α and β only. However, explicit formulas for ∆k,j in terms of
S1, . . . , Sk are quite complicated.
Theorem 4.5. Given matrices A, B (based on spherical chains α = (α1, . . . , αn)
and β = (β1, . . . , βm) (m ≤ n)from the same conjugacy class V ⊂ H) and C as in
(4.6), let di,j and Γi,j be defined as in (4.7)–(4.10) for k < n and j ≤ m such that
k + j ≤ n. Then
(1) The Sylvester equation (4.6) has a solution if and only if
d1,j + Γ1,j−1(βj−1 − βj) + Γ1,j−2 = 0 for j = 1, . . . ,m. (4.37)
(2) For any solution X = [xi,j] ∈ H
n×m to the equation (4.6), xi,j = Γi,j for all
i < n and j ≤ m such that i+ j ≤ n
Proof. Let X ∈ Hn×m satisfy (4.6). We now verify that
A˜X −XB˜ = D (4.38)
where A′, A˜ and D are defined in (3.8), (3.10) and (4.7), respectively, and where
B˜ =

0 β1 − β2 1 0 . . . 0
0 0 β2 − β3
. . .
. . .
...
0
...
...
. . .
. . .
. . . 1
0 βm−1 − βm
0 0 . . . 0 0

. (4.39)
We start as in the proof of Theorem 3.3: multiplying the equation (4.6) by A′ on
the left and by B on the right and then subtracting the second equality from the
first we get (3.12). For B of the form (4.1),
XV (B) = B
2 − 2Reβ1 · B + |β1|
2Im
=
[
XV (βi)δi,j + (βi − βi+1)δi+1,j + δi+2,j
]m
i,j=1
,
and since βi ∈ V for i = 1, . . . , n, we conclude that XV (B) = B˜; see (4.39). Now
(3.12) takes the form (4.38).
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Let Xj and Dj denote the j-th column in X and D, respectively:
Xj = Col1≤k≤nxk,j, Dj = Col1≤k≤ndk,j.
Taking into account the explicit structure (4.39) of B˜, we now equate the corre-
sponding columns in (4.38):
A˜X1 = D1, (4.40)
A˜X2 = D2 +X1(β1 − β2), (4.41)
A˜Xj = Dj +Xj−1(βj−1 − βj) +Xj−2 (3 ≤ j ≤ m). (4.42)
Making use of explicit formula (3.10) for A˜ we equate the top entries in (4.40) and
get d1,1 = 0 (that is, the first condition in (4.37)). Equating other corresponding
entries in (4.40) we get
An

x1,1
x2,1
...
xn−1,1
 =

d2,1
d3,1
...
dn,1
 ,
where
An =

α1 − α2 0 0
1 α2 − α3
. . .
. . .
...
0 1
. . .
. . .
...
...
. . .
. . .
. . . 0
0 . . . 0 1 αn−1 − αn
 (4.43)
from which we conclude
x1,1 = (α1 − α2)
−1d2,1,
xk,1 = (αk − αk+1)
−1 (dk+1,1 − xk−1,1) , 2 ≤ k ≤ n− 1. (4.44)
Comparing (4.44) with (4.14), we see that x1,1 = Γ1,1 and that recursions defining
xk,1 and Γk,1 in terms of xk−1,1 and Γk−1,1, respectively, are identical. Therefore,
xk,1 = Γk,1 for k = 1, . . . , n− 1. (4.45)
Making again use of formula (3.10) for A˜ we equate the top entries in (4.41) and get
d1,2 + x1,1(β1 − β2) = d1,2 + Γ1,1(β1 − β2) = 0
(the second equality holds since x1,1 = Γ1,1, by (4.45)), which is the second condition
in (4.37). Equating other corresponding entries in (4.40) and taking into account
(4.45), we get
An

x1,2
...
xn−2,2
xn−1,2
 =

d2,1
...
dn−1,1
dn,1
+

x2,1
...
xn−1,1
xn,1
 (β1 − β2) =

d2,1
...
dn−1,1
dn,1
+

Γ2,1
...
Γn−1,1
xn,1
 (β1 − β2),
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where An is given by (4.43). Taking into account the two-diagonal structure (4.43)
of An, we derive from the last equation
x1,2 = (α1 − α2)
−1(d2,1 + Γ1,1(β1 − β2)), (4.46)
xk,2 = (αk − αk+1)
−1
(
dk+1,1 + Γk+1,1(β1 − β2)− Γk−1,2
)
, 2 ≤ k ≤ n− 2.
Comparing (4.46) with (4.9), we see that x1,2 = Γ1,2 and that recursions defining
xk,2 and Γk,2 in terms of xk−1,2 and Γk−1,2, respectively, are identical. Therefore,
xk,2 = Γk,2 for k = 1, . . . , n− 2. (4.47)
We now choose an integer ℓ (3 ≤ ℓ < m) and assume that conditions (4.37) hold for
all j = 1, . . . , ℓ− 1 and that xk,j = Γk,j for all j < ℓ and k = 1, . . . , n− j. Equating
the top entries in (4.42) (for j = ℓ) we get
0 = d1,ℓ + x1,ℓ−1(βℓ−1 − βℓ) + x1,ℓ−2 = d1,ℓ + Γ1,ℓ−1(βℓ−1 − βℓ) + Γ1,ℓ−2
which is the ℓ-th condition in (4.37). Equating all other entries in the same equation
gives
An
 x1,ℓ...
xn−1,ℓ
 =
d2,ℓ...
dn,ℓ
+
x2,ℓ−1...
xn,ℓ−1
 (βℓ−1 − βℓ) +
x2,ℓ−2...
xn,ℓ−2

which implies (similarly to (4.44) and (4.46),
x1,ℓ = (αℓ − αℓ+1)
−1(d2,ℓ + x2,ℓ−1(β1 − β2) + x2,ℓ−2),
xk,ℓ = (αk − αk+1)
−1
(
dk+1,ℓ + xk+1,ℓ−1(βℓ−1 − βℓ) + xk+1,ℓ−2 − xk−1,ℓ
)
for k = 2, . . . , n. At least for k ≤ n − ℓ, we may use assumptions xk,j = Γk,j to
rewrite the above equalities (more precisely, the right hand side expressions in the
above equalities) as
x1,ℓ = (αℓ − αℓ+1)
−1(d2,ℓ + Γ2,ℓ−1(β1 − β2) + Γ2,ℓ−2), (4.48)
xk,ℓ = (αk − αk+1)
−1
(
dk+1,ℓ + Γk+1,1(βℓ−1 − βℓ) + Γk+1,ℓ−2 − xk−1,ℓ
)
.
We again compare (4.47) with (4.9) to see that x1ℓ = Γ1,ℓ and that xk,ℓ and Γk,ℓ
are defined by the same recursion. Therefore xk,ℓ = Γk,ℓ for k = 1, . . . , n − ℓ, and
then we conclude by induction that equalities (4.37) hold for j = 1, . . . ,m and that
xk,j = Γk,j for all k < n and j < m such that k + j ≤ n.
It remains to show that conditions (4.37) are sufficient for the equation (4.6) to
have a solution. Let us extend the spherical chain α = (α1, . . . , αn) to a spherical
chain α̂ = (α1, . . . , αn, αn+1, . . . , αn+m). We may let, for example, αn+i = αn for
i = 1, . . . ,m. We then let
Â = Jα̂ = [αiδi,j + δi,j+1]
n+m
i,j=1 =
[
A 0
∗ ∗
]
and
Â′ = [αiδi,j − δi,j+1]
n+m
i,j=1 =
[
A′ 0
∗ ∗
]
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to be the corresponding extensions of A and A′ (see (3.8)) and we arbitrarily extend
the given matrix C to
Ĉ =
[
C
C ′
]
= [ci,j ]
j=1,...,m
i=1,...,n+m ∈ H
(n+m)×m
(we may choose C ′ = 0). We then consider the matrix D̂′ = ĈB− Â′Ĉ ∈ H(n+m)×n
which is indeed an extension of the matrix (4.7):
D̂′ = ĈB − Â′Ĉ =
[
C
C ′
]
B −
[
A′ 0
∗ ∗
] [
C
C ′
]
=
[
CB −A′C
D′
]
=
[
D
D′
]
= [di,j ]
j=1,...,m
i=1,...,n+m .
We now use recursions (4.9), (4.10) to define the elements Γk,j for all positive k <
n+m and j ≤ m such that k + j ≤ n+m; see Remark 4.2 (part (1)). By Remark
4.2 (part (3)) and by formula (4.9), the elements Γk,j (for k+ j ≤ n) are completely
determined by the entries of the original matrices A, B and C. Since equalities
(4.37) hold (i.e., the elements Sj in (4.11) are equal to zero for j = 1, . . . ,m, Lemma
4.3 applies to the extended set {Γk,j : k+ j ≤ n+m} and guarantees that equalities
(4.12) hold for all k < n +m and j ≤ m such that k + j ≤ n +m. In particular,
equalities (4.12) hold for all 1 ≤ k ≤ n and 1 ≤ j ≤ m. Furthermore, if we let
Γ = [Γk,j]
j=1,...,m
k=1,...,n ∈ H
n×m, (4.49)
then (as it is readily seen from (4.1)) ∆k,j defined as in (4.12) is the (k, j)-entry in
the matrix
∆ = [∆k,j]k,j = AΓ− ΓB − C.
Equalities (4.12) for all 1 ≤ k ≤ n and 1 ≤ j ≤ m mean that ∆ = 0, i.e., that Γ is a
solution to the equation (4.6). 
The last theorem suggested an algorithm for constructing a particular solution
for a solvable singular Sylvester equation. We record it for the convenience of future
reference.
Algorithm 4.6. Given A and B of the form (4.1) where α = (α1, . . . , αn) and
β = (β1, . . . , βn) (m ≤ n) are spherical chains from the same conjugacy class, and
given C = [ci,k] ∈ H
n×m,
(1) Compute di,j for i+ j ≤ n by formula (4.8).
(2) Compute Γi,j for i+ j ≤ n by formulas (4.9), (4.10).
(3) Verify equalities (4.11) for j = 1, . . . ,m. If they hold true, equation (4.6)
has a solution.
(4) Let αn+i = αn and cn+i,j = 0 for i, j = 1, . . . ,m.
(5) Compute di,j for n+ 1 ≤ i+ j ≤ n+m by formula (4.8).
(6) Compute Γi,j for n+ 1 ≤ i+ j ≤ n+m by formula (4.9).
The matrix (4.49) is a particular solution of the Sylvester equation (4.6)
It is of particular interest to write necessary and sufficient conditions (4.37) for
solvability of a singular Sylvester equation (4.6) in terms of given matrices A, B
and C. We were able to establish such formulas only in the case where A and B
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are Jordan blocks (i.e., A and B are based on spherical chains of the form (2.3)).
Theorem 4.7 below is the quaternion analog of a result of Ma [13]; see (1.7).
Theorem 4.7. Let A and B be of the form (4.1) with αi = α ∼ β = βj (1 ≤ i ≤ n,
1 ≤ j ≤ m ≤ n). Given a matrix C = [ck,j] ∈ H
n×m, let
d1,1 = c1,1β − αc1,1,
d1,j = c1,jβ − αc1,j + c1,j−1 (j ≥ 2),
dk,1 = ck,1β − αck,1 + ck−1,1 (k ≥ 2),
dk,j = ck,jβ − αck,j + ck−1,j + ck,j−1 (k, j ≥ 2).
Sylvester equation (4.6) has a solution if and only (c.f. with (1.7))∑
2ℓ≤j
Im(α) · d2ℓ+1,j−2ℓ +
∑
2ℓ≤j
d2ℓ,j−2ℓ+1 · Im(β) = 0 for j = 1, . . . ,m. (4.50)
Proof. We will show that in the present setting, conditions (4.37) are equivalent to
(4.50). We fist observe that |Im(α)| = |Im(β)| by characterization (2.1). Therefore,
(α− α)2 = (β − β)2 is a negative number and therefore
(α− α)−2d(β − β)2 = d for any d ∈ H. (4.51)
Making use of notation (4.11) and formula (4.9) for Γ1,j−1 (specified to the present
particular case) we get
(α− α)Sj =(α− α)
[
d1,j + Γ1,j−1(β − β) + Γ1,j−2
]
=(α− α)(d1,j + Γ1,j−2) +
(
d2,j−1 + Γ2,j−3 + Γ2,j−2(β − β)
)
(β − β)
=(α− α)d1,j + d2,j−1(β − β)
+ Γ2,j−3(β − β) + (α− α)
2Γ2,j−2 + (α− α)Γ1,j−2, (4.52)
where the last equality holds due to (4.51). Making subsequent use of formula (4.9)
for Γ2,j−2 and then for Γ3,j−3, we conclude that the sum of the three rightmost terms
in (4.52) equals
Γ2,j−3(β − β) + (α− α)
[
d3,j−2 + Γ3,j−4 + Γ3,j−3(β − β)
]
= (α− α) [d3,j−2 + Γ3,j−4] +
[
d4,j−3 + Γ4,j−5 + Γ4,j−4(β − β)
]
(β − β)
= (α− α)d3,j−2 + d4,j−3(β − β)
+ Γ4,j−5(β − β) + (α− α)
2Γ4,j−4 + (α− α)Γ3,j−4.
which being substituted into (4.52) gives
(α− α)Sj =(α− α)(d1,j + d3,j−2) + (d2,j−1 + d4,j−3)(β − β)
+ Γ4,j−5(β − β) + (α− α)
2Γ4,j−4 + (α− α)Γ3,j−4. (4.53)
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The step which led us from (4.52) to (4.53) can be repeated indefinitely. After ℓ
iterations we get
(α− α)Sj =(α − α)
ℓ−1∑
k=0
d2k+1,j−2k +
ℓ∑
k=1
d2k,j−2k+1(β − β) (4.54)
+ Γ2ℓ,j−2ℓ−1(β − β) + (α− α)
2Γ2ℓ,j−2ℓ + (α− α)Γ2ℓ−1,j−2ℓ.
Recall that Γk,j and dk,j are equal zero whenever one of the indices is nonpositive.
If we choose ℓ be greater than j/2 in (4.53) and take into account only nonzero
terms, we conclude that (α − α)Sj equals the expression on the left side of (4.50).
Thus, conditions (4.50) are equivalent (since α 6= α to those in (4.37) and applying
Theorem 4.5 completes the proof. 
5. Singular case: parametrization of all solutions
Since the equation (4.6) is linear, all its solutions X are described by X = Γ+Y ,
where Y is the general solution of the homogeneous equation
AY − Y B = 0. (5.1)
we will use notation Dℓ(Y ) = {Yk,j : k + j = ℓ+ 1} for the ℓ-th counter-diagonal of
the matrix Y = [Yk,j].
In this final part of the paper, we will present a parametrization of the solution set
of the homogeneous equation (5.1) with free parameters µj ∈ Παn,βj (j = 1, . . . ,m)
from the planes Παn,βj ⊂ H defined as in (4.4). The latter memberships mean, by
Lemma 4.1, that
αnµj = µjβj for j = 1, . . . ,m. (5.2)
For any fixed tuple µ = (µ1, . . . , µm) of such parameters, we recursively define the
entries Yk,j of the matrix Y = [Yk,j] ∈ H
n×m by the formulas
Yk,j =0 for all k + j ≤ n, Yn,1 = µ1, (5.3)
Yk,j =(αk+1 − αk)
−1
[
Yk+1,j−1(βj − βj−1)− Yk+1,j−2 + Yk−1,j
]
(5.4)
(n−m+ 1 ≤ k ≤ n− 1; n− k + 1 ≤ j ≤ n+m− k),
Yn,j+1 =µj+1 −
j∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,j (2 ≤ j ≤ m). (5.5)
For the sake of clarity, we display formula (5.5) in a less compact form
Yn,j+1 =µj+1 − (αn − αn−1)
−1Yn,j
− (αn − αn−1)
−1(αn−1 − αn−2)
−1Yn−1,j − . . .
− (αn − αn−1)
−1 · · · (αn−j+1 − αn−j)
−1Yn−j+1,j.
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The construction of Y goes as follows: with (5.3) in hands, we use formula (5.4) to
compute all entries in the counter-diagonal Dn+1(Y ), it is not hard to see that
Yn−j,j+1 =

x
j∏
i=1
(αn−i+1 − αn−i)
−1
µ1

y
j∏
i=1
(βi+1 − βi)
 . (5.6)
In particular, for j = 2 we have
Yn−1,2 = (αn − αn−1)
−1µ1 (β2 − β1) (5.7)
and then we use (5.5) to compute
Yn,2 = µ2 − (αn − αn−1)
−1Yn,1 = µ2 − (αn − αn−1)
−1µ1, (5.8)
and then again (5.4) to compute the entries in Dn+2(Y ). Once all counter-diagonals
Dℓ(Y ) are found for r = 2, . . . , n + j + 1 (and in particular, Yk,j are specified for
all k = 1, . . . , n), we use (5.5) to find Yn,j+1 and then (5.4)to compute the next
counter-diagonals Dn+j+2(Y ).
Theorem 5.1. Let µ = (µ1, . . . , µm) satisfy (5.2). Then the matrix Y ∈ H
n×m
constructed as in (5.3)–(5.5) is a solution to the equation (5.1). Moreover, any
solution Y to the equation (5.1) arises in this way.
Proof. The recursion formula (5.4) is the homogeneous version of (4.9) (with all ck,j
or, equivalently, all dk,j equal zero). Hence, some conclusions will be obtained by
applying the corresponding counter-parts from the previous section. In analogy to
the non-homogeneous case, we introduce
∆k,j := αkYk,j − Yk,jβj + Yk−1,j − Yk,j−1 (5.9)
for k = 1, . . . , n and j = 1, . . . ,m, and recall relations (4.33) holding for all k ≥ 3
and j ≥ 2. We write them equivalently as
∆k−1,j = (αk+1 − αk)∆k,j −∆k+1,j−1(βj − βj−1) + ∆k+1,j−2 (5.10)
and observe that ∆k+1,j−2 and ∆k−1,j are the consequtive entries on the (k+ j+1)-
th counter-diagonal of the matrix ∆ = [∆k,j] whereas ∆k+1,j−1 and ∆k+1,j−2 are
the entries from the “previous” counter-diagonal Dk+j(∆). Thus, relations (5.10)
guarantee that once all entries in Dr(∆) are zeros for some r > n and the bottom
entry of the next counter-diagonal Dr+1(∆) is zero, then all entries in Dr+1(∆)
are zeros. In other words, the following implication holds true: for any fixed r
(n < r < n+m),{
∆k,r−k = 0 (r −m ≤ k ≤ n),
∆n,r+1−n = 0
=⇒ ∆k,r+1−k = 0 (r −m+ 1 ≤ k ≤ n). (5.11)
Furthermore, due to (5.3), ∆k,j = 0 for all (k, j) such that k + j ≤ n. We next
observe that due to (5.2),
∆n,1 = αnµ1 − µ1β1 = 0. (5.12)
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Making use of (5.7), (4.13) and (5.12) we get
∆n−1,2 = αn−1Yn−1,2 − Yn−1,2β2
= αn−1(αn − αn−1)
−1µ1 (β2 − β1)− (αn − αn−1)
−1µ1 (β2 − β1)β2
= (αn − αn−1)
−1 (αnµ1 − µ1β1) (β2 − β1) = 0.
Since ∆k,j = 0 for all k, j such that k + j = n and since ∆n−1,2 = 0, we recursively
get from (5.10) that ∆k,j = 0 for all k, j such that k + j = n + 1 (i.e., that all the
entries in Dn(∆) are zeros). To use induction principle, let us assume that ∆k,i = 0
for all k, i such that k+ i ≤ r for some r ≥ n+2 and show that ∆k,i = 0 also for all
k, i such that k+i = r+1. Let j := n−r. By the assumption, we have in particular,
∆k,j = 0 for all k = 1, . . . , n which implies, due to formula (5.9), equalities
αkYk,j − Yk,jβj = Yk,j−1 − Yk−1,j for k = 2, . . . , n. (5.13)
Since Re(αk) = Re(βj) (by characterization (2.1)), the latter equalities can be writ-
ten equivalently as
αkYk,j − Yk,jβj = Yk−1,j − Yk,j−1 for k = 2, . . . , n. (5.14)
We next compute, for a fixed k (2 ≤ k ≤ n− 1),
Yk,j+1 − Yk+1,j
= (αk+1 − αk)
−1
[
Yk+1,j(βj − βj+1)− Yk+1,j−1 + Yk−1,j+1
−(αk+1 − αk)Yk+1,j]
= (αk+1 − αk)
−1 [αkYk+1,j − Yk+1,jβj+1 − Yk,j + Yk−1,j+1]
= αk+1(αk+1 − αk)
−1Yk+1,j − (αk+1 − αk)
−1Yk+1,jβj+1
+ (αk+1 − αk)
−1 [Yk−1,j+1 − Yk,j] , (5.15)
where for the first equality we used formula (5.4) for Yk,j+1, the second equality
holds due to (5.14) (with k replaced by (k + 1)), and the last equality relies on
(4.13) (for α = αk+1 and β = αk). Writing formula (5.14) for k = n − 1 and then
iterating it once and making use of (4.13), we get
Yn−1,j+1 − Yn,j =αn(αn − αn−1)
−1Yn,j − (αn − αn−1)
−1Yn,jβj+1
+ (αn − αn−1)
−1
[
αn−1(αn−1 − αn−2)
−1Yn−1,j
−(αn−1 − αn−2)
−1Yn−1,jβj+1
+(αn−1 − αn−2)
−1 [Yn−3,j+1 − Yn−2,j]
]
=αn(αn − αn−1)
−1Yn,j − (αn − αn−1)
−1Yn,jβj+1
+ αn(αn − αn−1)
−1(αn−1 − αn−2)
−1Yn−1,j
− (αn − αn−1)
−1(αn−1 − αn−2)
−1Yn−1,jβj+1
+ (αn − αn−1)
−1(αn−1 − αn−2)
−1 [Yn−3,j+1 − Yn−2,j] .
We can continue iterating by invoking the formula (5.14) for k = n − 3. After j
iterations, we will get to the difference [Yn−j−1,j+1 − Yn−j,j] of two entries from the
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counter-diagonal Dn+1(Y ) which are zeros, by (5.3). Thus, j iterations of formula
(5.14) (for k = n− 1, . . . , n− j) results in
Yn−1,j+1 − Yn,j =αn
 j∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,j

−
 j∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,j
 βj+1. (5.16)
We now combine latter formula with formulas (5.9), (5.5) for ∆n,j+1 and Yn,j+1,
respectively, to compute
∆n,j+1 = αnYn,j+1 − Yn,j+1βj + Yn−1,j+1 − Yn,j = αnµj+1 − µ+1βj+1 = 0, (5.17)
where the last equality is the consequence of (5.2). Due to induction hypothesis
and (5.17), me may apply implication (5.11) to conclude that ∆k,i = 0 also for all
k, i such that k + i = r + 1. By induction principle, ∆k,j = 0 for all k = 1, . . . , n,
j = 1, . . . ,m and since ∆ = [∆k,j] = AY − Y B (by definition (5.9)), we conclude
that Y is a solution to (5.1).
It remains to show that any Y solving (5.1) is necessarily of the form (5.2)–(5.5).
By Theorem 4.5 (part (2)), the entries Yk,j (for k + j ≤ n) are the same for any
solution Y to the equation (4.50). Since the zero matrix is a solution, it then follows
that Yk,j = 0 whenever k + j ≤ n. Equating the entries from the bottom row in
(5.1), we get, on account of (4.1),
αnYn,1 − Yn,1β1 = 0, (5.18)
αnYn,j − Yn,jβj + Yn−1,j − Yn,j−1 = 0 (j = 2, . . . ,m). (5.19)
Equation (5.18) simply means that Yn,1 = mu1 can be picked arbitrarily in Παn,β1 ,
the solution set of the scalar Sylvester equation (5.18). By (the proof of) Theorem
4.5, any solution Y to the equation (5.1) also satisfies
A˜Y − Y B˜ = 0, (5.20)
where A˜ and B˜ are given in (3.10) and (4.39). Equating the (n − 1, 2) entries in
(5.20) we get (αn − αn−1)Yn−1,2 − Yn,1(β2 − β1) = 0, which is equivalent to (5.7)
and thus, verifies (5.4) for k = n− 1 and j = 2. Then we can apply formula (5.14)
for k = n− 1 and j = 1 to get (we recall that Yn−2,2 = Yn−1,1 = 0)
Yn−1,2 − Yn,1 = αn(αn − αn−1)
−1Yn,1 − (αn − αn−1)Yn,1β2,
which, being substituted into equation (5.19) (for j = 1) leads us to
0 =αnYn,2 − Yn,2β2 + Yn−1,2 − Yn,1
=αn
(
Yn,2 + (αn − αn−1)
−1Yn,1
)
−
(
Yn,2 + (αn − αn−1)
−1Yn,1
)
β2.
The latter equality tells us that the element
µ2 := Yn,2 + (αn − αn−1)
−1Yn,1
must satisfy equation (5.2) for j = 2, which verifies formula (5.5) for j = 1. So far,
we verified formulas (5.4) and (5.5) for the entries from the two leftmost columns
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of Y . Let us assume the formulas hold true for all entries from the r ≥ 2 leftmost
columns and let us write explicitly conditions [A˜Y −Y B˜]k+1,r+1 = 0 (see (5.20)) for
k = 1, . . . , n− 1; in view of (3.10) and (4.39), we have
(αk − αk+1)Yk,r+1 + Yk−1,r+1 − Yk+1,r(βr − βr+1)− Yk+1,r−1 = 0
which being solved for Yk,r+1 verifies formulas (5.4) for j = r + 1 and k ≤ n − 1.
Since the formulas (5.4) and (5.5) hold for j = r and all k ≤ n by the assumption,
equality (5.16) holds for j = r. Substituting this equality into equation (5.19) (for
j = r + 1) gives
0 =αnYn,r+1 − Yn,r+1βr+1 + Yn−1,r+1 − Yn,r
=αn
Yn,r+1 + r∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,r

−
Yn,r+1 + r∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,r
 βr+1.
We conclude that the element
µr+1 := Yn,r+1 +
r∑
ℓ=1
 yℓ∏
i=1
(αn−i+1 − αn−i)
−1
Yn−ℓ+1,r
must be in Παn,βr+1 which verifies (5.5) for j = r + 1. By induction principle,
formulas (5.4) and (5.5) hold for all j = 1, . . . ,m. 
Corollary 5.2. Let A = In(α) and B = Im(β) (n ≥ m) be Jordan blocks based on
the elements α ∼ β. A matrix Y = [Yk,j] ∈ H
n×m satisfies AY = Y B if and only if
Yk,j = 0 (2 ≤ k + j ≤ n) and Yk,j = µk+j−n (n+ 1 ≤ k + j ≤ n+m), (5.21)
where µ1, . . . , µm ∈ H are any elements from the plane Πα,β (see (4.4) and (4.5)),
i.e.,
αµi = µiβ for i = 1, . . . ,m. (5.22)
Proof. It suffices to let αk = α and βj = β in Theorem 5.1 and to show that
formulas (5.3)–(5.5) amount to (5.21) in this particular setting. This is clearly true
for k + 1 ≤ n and for Yn,1 = µ1. For the rest, we will use equalities
αµi = µiβ (i = 1, . . . ,m), (5.23)
which follow from (5.22) since Re(α) = Re(β), by (2.1). Due to equalities (5.22)
and (5.23), formula (5.6) takes the form
Yn−j,j+1 = (α− α)
−jµ1(β − β)
j = µ1 (j = 1, . . . ,m− 1).
By (5.8), Yn,2 is necessarily of the form Yn,2 = µ2 − (α − α)
−1µ1 where µ2 is any
element in Πα,β. But since
α(α − α)−1µ1 = (α − α)
−1α(α− α)−1µ1β,
30 V. BOLOTNIKOV
i.e., since (α − α)−1µ1 ∈ Πα,β , it follows that Yn,2 can be chosen arbitrarily in
Πα,β. In other words, we may let Yn,2 = µ2 ∈ Πα,β. Since Yn−j,j+1 = µ1 for all
j = 0, . . . ,m− 1, the formula (5.4) (for k + j = n+ 2) now gives
Yn−j+1,j+1 = (α− α)
−jµ2(β − β)
j = µ2 (j = 2, . . . ,m− 1)
verifying the Hankel structure of Dn+1(Y ). Now we have by (5.5),
Yn,3 = µ3 − (α− α)
−1µ2 − (α− α)
−2µ1,
and since the second and the third terms on the right belong to Πα,β and µ3 can
be chosen in Πα,β arbitrarily, we may let Yn,3 = µ3 ∈ Πα,β. Now we use formula
(5.4) and take into account the Hankel structure of Dn+1(Y ) to verify the Hankel
structure of Dn+2(Y ). Repeating this argument m times we arrive at the desired
conclusion. 
Recall that all results in Sections 4 and 5 were obtained under assumption that
n ≥ m. The assumption is not restrictive in the following sense: if m ≥ n, then
one can apply the obtained results to the adjoint equation (3.24) as in the proof of
Theorem 3.9, i.e., to replace A, B and C by B∗, A∗ and C∗, respectively. We omit
further details.
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