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Abstract
We define a class of reflected backward stochastic differential equa-
tion (RBSDE) driven by a marked point process (MPP) and a Brownian
motion, where the solution is constrained to stay above a given ca`dla`g
process. The MPP is only required to be non-explosive and to have to-
tally inaccessible jumps. Under suitable assumptions on the coefficients
we obtain existence and uniqueness of the solution, using the Snell enve-
lope theory. We use the equation to represent the value function of an
optimal stopping problem, and we characterize the optimal strategy.
Keywords: reflected backward stochastic differential equations, optimal
stopping, marked point processes.
1 Introduction
Nonlinear backward stochastic differential equations (BSDE) driven by a Brow-
nian motion were first introduced by Pardoux and Peng in the seminal paper
[30]. Later, BSDE have found applications in several fields of mathematics, such
as stochastic control, mathematical finance, nonlinear PDEs (see for instance
[15, 31, 11]). As the driving noise, the Brownian motion has been replaced by
more general classes of martingales; the first example is perhaps [14], see [37]
for a very general situation.
In particular, occurrence of marked point processes in the equation has been
considered since long. In [36, 3], related to optimal control and PDEs respec-
tively, an independent Poisson random measure is added to the driving Wiener
noise. Motivated by several applications to stochastic optimal control and fi-
nancial modelling, more general marked point processes were considered in the
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BSDE. Examples can be found in [4, 9] for L2 solutions, [10] for the L1 case
and [8] for the Lp case.
In connection with optimal stopping and obstacle problems, in [16] a re-
flected BSDE is introduced, where the solution is forced to stay above a certain
continuous barrier process. This class of BSDE finds applications in various
problems in finance and stochastic games theory. A number of generalizations
has followed, both with variations on the nature of the barrier process and the
type of noise. In the Brownian case, in [21] the author solves the problem when
the obstacle is just ca`dla`g in [32], the authors allow the obstacle to be only
L2. On the other hand, in [22] the authors solve the problem when a Poisson
noise is added, and the barrier is ca`dla`g with inaccessible jump times. This is
later generalized in [23] where the barrier can have partially accessible jumps
too. Other specific results are [18] where a BSDE with two generators is solved
in a Wiener framework and [34] in a Le´vy framework; the papers [35] and [17]
where the noise is a Teugels Martingale associated to a one-dimensional Le´vy
process. The paper [12] that considers a marked point process with compensator
admitting a bounded desnity with respect to the Lebesgue measure.
Finally, very general barriers beyond the ca`dla`g case were recently considered
in [20, 19].
It is the aim of the present work to address the case when the obstacle to be
a ca`dla`g process and, in addition to the Wiener process, a very general marked
point process occurs in the equation. The only assumptions we make is that it
is non-explosive and has totally inaccessible jumps. This is equivalent to the
requirement that the compensator of the counting process of the jumps has
continuous trajectories. However, we do not require absolute continuiuty with
respect to the Lebegue measure. To our knowledge, only in [1, 2], in [29], and
in [7, 6] even more general cases have been addressed, but without reflection.
The equation has the form
Yt = ξ +
∫ T
t
fs(Ys, Us)dAs +
∫ T
t
gs(Ys, Zs)ds
−
∫ T
t
∫
E
Us(e)q(dtde)−
∫ T
t
ZsdWs +KT −Kt
Yt ≥ ht.
(1)
HereW is a Brownian motion and q, independent fromW , is a compensated in-
teger random measure corresponding to some marked point process (Tn, ξn)n≥1:
see [5, 25, 28] as general references on the subject. The data are the final con-
dition ξ and the generators f and g. A is a continuous stochastic increasing
process related to the point process. The Y part of the solution is constrained
to stay above a given barrier process h, and the K term is there to assure this
condition holds This equation is then used to solve a non-markovian optimal
stopping problem, where the running gain, stopping reward and final reward
are the data used in the BSDE. Under additional assumptions on the barrier
process, an optimal stopping time is characterized.
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This work generalizes the results previously obtained by allowing a more
general structure in the jump component. This introduces some technical diffi-
culties and some assumptions. For instance, we work in “weighted L2 spaces”,
with a weight of the form eβAt , and the data must satisfy this integrability con-
ditions. Direct use of standard tools, like the Gronwall lemma, becomes difficult
in our case, so we have to resort to direct estimates. Since there is no general
comparison theorem for BSDE with so general marked point process, we do
not use a penalization method, but rather a combination of the Snell envelope
theory and contraction theorem.
The paper is organized as follows: in section 2 we first recall some results
on marked point processes and describe the setting and the problem we want to
solve. In section 3 we prove the existence and uniqueness of a Reflected BSDE
driven by a marked point process and a Wiener process when the generators
do not depend on the solution of the BSDE. This is solved in some L2 space,
appropriate for the Brownian motion. When the (given) generator and the
other data are adapted only to the filtration generated by the point process,
the solution can be found in a larger space. We then link these equations to an
optimal stopping problem. Lastly in section 4 we solve the BSDE in the general
case with the help of a contraction argument. Here we use the L2 framework for
both the case with only marked point process or with both driving processes.
2 Preliminaries, assumptions, formulation of the
problems
2.1 Some reminders on point processes
We start by recalling some notions about marked point processes and then
defining the objectives of this paper. For a comprehensive treatment of marked
point processes, we refer the reader to [25], [5] or [28]. Let (Ω,F ,P) be a
complete probability space and let E be a Borel space, i.e. a topological space
homeomorphic to a Borel subset of a compact metric space (sometimes called
Lusin space; we recall that every separable complete metric space is Borel). We
call E the mark space and we denote by E its Borel σ-algebra.
Definition 2.1. A marked point process (MPP) is a sequence of random variables
(Tn, ξn)n≥0 with values in [0,+∞]× E such that P-a.s.
• T0 = 0.
• Tn ≤ Tn+1∀n ≥ 0.
• Tn <∞⇒ Tn < Tn+1∀n ≥ 0.
We will always assume the marked point process in the paper to be non-
explosive, that is Tn → +∞ P-a.s. To each marked point process we associate
a random discrete measure p on ((0,+∞)× E,B((0,+∞)⊗ E):
p(ω,D) =
∑
n≥1
1(Tn(ω),ξn(ω))∈D.
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We refer to p also as marked point process. For each C ∈ E , define the
counting process Nt(C) = p((0, t] × C) that counts how many jumps have oc-
curred to C up to time t. Denote Nt = Nt(E). They are right continuous
increasing process starting from zero. Each point process generates a filtration
G = (Gt)t≥0 as follows: define for t ≥ 0
G0t = σ(Ns(C) : s ∈ [0, t], C ∈ E)
and set Gt = σ(G0t ,N ), where N is the family of P-null sets of F . G is a
right-continuous filtration that satisfies the usual hypotheses. Denote by PG
the σ-algebra of G-predictable processes.
For each marked point process there exists a unique predictable random
measure ν, called compensator, such that for all non-negative PG⊗E-measurable
process C it holds that
E
[∫ +∞
0
∫
E
Ct(e)p(dtde)
]
= E
[∫ +∞
0
∫
E
Ct(e)ν(dtde)
]
.
Similarly, there exists a unique right continuous increasing process with A0 = 0,
the dual predictable projection of N , such that for all non-negative predictable
processes D
E
[∫ +∞
0
DtdNt
]
= E
[∫ +∞
0
DtdAt
]
.
It is known that there exists a function φ on Ω × [0,+∞) × E such that we
have the disintegration ν(ω, dtde) = φt(ω, de)dAt(ω). Moreover the following
properties hold:
• for every ω ∈ Ω, t ∈ [0,+∞), C 7→ φt(ω,C) is a probability on (E, E).
• for every C ∈ E , the process φt(C) is predictable.
We will assume in the following that all marked point processes in this paper
have a compensator of this form.
From now on, fix a terminal time T > 0. Next we need to define integrals with
respect to point processes.
Definition 2.2. Let C be a PG ⊗ E-measurable process such that
E
[∫ T
0
∫
E
|Ct(e)|φt(de)dAt
]
<∞.
Then we can define the integral∫ T
0
∫
E
Ct(e)q(dtde) =
∫ T
0
∫
E
Ct(e)p(dtde)−
∫ T
0
∫
E
Ct(e)φt(de)dAt
as difference of ordinary integrals with respect to p and φdA.
Remark 2.1. In the paper we adopt the convention that
∫ b
a denotes an integral
on (a, b] if b <∞, or on (a, b) if b =∞.
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Remark 2.2. Since p is a discrete random measure, the integral with respect to
p is a sum: ∫ t
0
∫
E
Cs(e)p(dsde) =
∑
Tn≤t
CTn(ξn)
Given a process C as above, the integral defines a process
∫ t
0
∫
E Cs(e)q(dsde)
that, by the definition of compensator, is a martingale.
2.2 Probabilistic setting
In this paper we will assume that (Ω,F ,P) is a complete probability space
and p(dtdx) a marked point process on a Borel space (E, E) as before, whose
compensator is φt(dx)dAt. In addition we assume we are given an independent
Wiener processW in Rd. Let G = (Gt)t≥0 (resp. F = (Ft)t≥0) be the completed
filtration generated by p (resp. p and W ), which satisfies the usual conditions.
Let Tt be the set of F-stopping times greater than t. Denote by P (resp. Prog)
be the predictable (resp. progressive) σ-algebra relative to F. For β > 0, we
introduce the following spaces of equivalence classes we will be using in the
following
• Lr,β(A) (resp. Lr,β(A,G)) is the space of all F-progressive (resp. G-
progressive) processes X such that
||X ||rLr,β(A) = E
[∫ T
0
eβAs |Xs|rdAs
]
<∞.
• Lr,β(p) (resp. Lr,β(p,G)) is the space of all F-predictable (resp. G-
predictable) processes U such that
||U ||rLr,β(p) = E
[∫ T
0
∫
E
eβAs |Us(e)|rφs(de)dAs
]
<∞.
• Lr,β(W,Rd) (resp. Lr,β(W,Rd,G)) is the space of F-progressive (resp.
G-progressive) processes Z in Rd such that
||Z||rLr,β(W ) = E
[∫ T
0
eβAs |Zs|rds
]
<∞
• I2 (resp. I2(G)) is the space of all ca`dla`g increasing F-predictable (resp.
G-predictable) processes K such that E[K2T ] <∞.
One last tool we will need in the following is the martingale representation
theorem: if M is a ca`dla`g square integrable F-martingale on [0, T ], then there
5
exist two processes U and Z such that
E
[∫ T
0
∫
E
|Ut(e)|φt(de)dAt
]
+ E
[∫ T
0
|Zt|2dt
]
<∞
Mt =M0 +
∫ t
0
∫
E
Us(e)φs(de)dAs +
∫ t
0
ZsdWs.
2.3 Assumptions and formulation of the problem
Let (Ω,F ,P), (E, E), p(dtdx), W , F be as before. We will consider the following
reflected BSDE.


Yt = ξ +
∫ T
t
f(s, Ys, Us)dAs +
∫ T
t
g(s, Ys, Zs)ds−
∫ T
t
∫
E
Us(y)q(dsdy)
− ∫ T
t
Zs(y)dWs +KT −Kt, ∀t ∈ [0, T ] a.s.
Yt ≥ ht, ∀t ∈ [0, T ] a.s.∫ T
0 (Ys − hs)dKcs = 0 and ∆Kt ≤ (ht− − Yt)+1{Yt−=ht−}∀t ∈ [0, T ] a.s.,
(2)
A solution is a quadruple (Y, U, Z,K) that lies in
(
L2,β(A) ∩ L2,β(W ))×L2,β(p)×
L2β(W ) × I2, with Y ca`dla`g, that satisfies (2). The condition on the last line
in (2) is called the Skorohod condition, or the minimal push condition. It can
be expressed in an alternative way: see Remark 2.4 below.
Let us now state the general assumptions that will be used throughout the
paper. Additional specific assumptions will be presented in section 4. The first
one is an assumption on the compensator A of the counting process N relative
to p.
Assumption (A): The process A is continuous.
Assumption (B):
i) The final condition ξ : Ω→ R is FT -measurable and
E
[
eβAT ξ2
]
<∞.
ii) For every ω ∈ Ω, t ∈ [0, T ], r ∈ R a mapping
f(ω, t, r, ·) : L2(E, E , φt(ω, dy))→ R
is given and satisfies the following:
a) for every U ∈ L2,β(p) the mapping
(ω, t, r) 7→ f(ω, t, r, Ut(ω, ·))
is Prog ⊗ B(R)-measurable, where Prog denotes the progressive σ-
algebra.
b) There exist Lf ≥ 0, LU ≥ 0 such that for every ω ∈ Ω, t ∈ [0, T ],
y, y′ ∈ R, u, u′ ∈ L2(E, E , φt(ω, dy)) we have
|f(ω, t, y, u(·))− f(ω, t, y′, u′(·))| ≤
Lf |y − y′|+ LU
(∫
E
|u(e)− u′(e)|2φt(ω, de)
)1/2
c) we have
E
[∫ T
0
eβAs |f(s, 0, 0)|2dAs
]
<∞.
iii) The mapping g : Ω× [0, T ]× R× Rd → R is given
a) g is Prog × B(R)× B(Rd) measurable.
b) There exist Lg ≥ 0, LZ ≥ 0 such that for every ω ∈ Ω, t ∈ [0, T ],
y, y′ ∈ R, z, z′ ∈ Rd
|g(ω, t, y, z)− g(ω, t, y′, z′)| ≤ Lg|y − y′|+ LZ |z − z′|
c) we have
E
[∫ T
0
eβAs |g(s, 0, 0)|2ds
]
<∞.
iv) h is a ca`dla`g F-adapted process such that hT ≤ ξ. There exists a δ > 0
such that
E[ sup
t∈[0,t]
e(β+δ)Ath2t ]
Remark 2.3. We recall that Assumption (A) is equivalent to the fact that the
jumps of the point process are totally inaccessible (relative to F): see [24] Corol-
lary 5.28. We will often use the following consequence: since K is required to
be predictable, its jumps (that are all non-negative) are disjoint from the jumps
of p; so at any jump time of K we also have a jump of Y with the same size,
but of opposite sign, in symbols we have a.s.
∆Kt1{∆Kt>0} = (−∆Yt)+1{∆Kt>0}, t > 0. (3)
Remark 2.4. The Skorohod condition on the last line in (2) tells us that the
process K grows only when the solution is about to touch the barrier. We claim
that it is in fact equivalent to∫ T
0
(Ys− − hs−)dKs = 0, a.s. (4)
To check the equivalence, note first that∫ T
0
(Ys− − hs−)dKs =
∫ T
0
(Ys − hs)dKcs +
∑
0<s≤T
(Ys− − hs−)∆Ks, a.s.
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If the Skorohod condition in (2) holds then both terms in the right-hand side are
zero, since jumps of K can only happen when Yt− = ht− . Conversely, assume
that (4) holds. Then clearly
∫ T
0
(Ys−−hs−)dKcs = 0 and so
∫ T
0
(Ys−hs)dKcs = 0.
Also,
∑
0<s≤T (Ys− − hs−)∆Ks = 0, so {t : ∆Kt > 0} ⊂ {t : Yt− = ht−} and,
recalling (3), we have a.s.
∆Kt = ∆Kt1{∆Kt>0} = (−∆Yt)+1{∆Kt>0} ≤ (−∆Yt)+1{Yt−=ht−}
= (Yt− − Yt)+1{Yt−=ht−} = (ht− − Yt)
+
1{Yt−=ht−}.
Remark 2.5. In the simpler case when there is no Brownian component the
reflected BSDE (2) becomes

Yt = ξ +
∫ T
t f(s, Ys, Us)dAs −
∫ T
t
∫
E Us(y)q(dsdy) +KT −Kt, ∀t ∈ [0, T ] a.s.
Y ca`dla`g and Y ∈ L2,β(A,G), U ∈ L2,β(p,G), K ∈ I2(G)
Yt ≥ ht ∀t ∈ [0, T ] a.s.∫ T
0 (Ys − hs)dKcs = 0 and ∆Kt ≤ (ht− − Yt)+1{Yt−=ht−}∀t ∈ [0, T ] a.s.
(5)
Here we only assume we are given the space (Ω,F ,P) and the marked point
process p. The assumptions we need are the same as in (A) and (B), provided
we set g = 0 and G = F.
3 Reflected BSDE with given generators and
optimal stopping problem
In this section we first study the reflected BSDE in the case when the generators
g and f do not depend on (Y, Z, U) but are a given processes that satisfy
Assumption (B′): f and g are F-progressive processes such that
E
[∫ T
0
eβAs |fs|2dAs +
∫ T
0
eβAs |gs|2ds
]
<∞. (6)
Equation (2) reduces to

Yt = ξ +
∫ T
t fsdAs +
∫ T
t gsds−
∫ T
t
∫
E Us(y)q(dsdy)−
∫ T
t ZsdWs +KT −Kt
Y ∈ L2,β(A) ∩ L2,β(W ), U ∈ L2,β(p), Z ∈ L2,β(W ), K ∈ I2
Yt ≥ ht ∀t ∈ [0, T ] a.s.∫ T
0 (Ys − hs)dKcs = 0 and ∆Kt ≤ (ht− − Yt)+1{Yt−=ht−}∀t ∈ [0, T ] a.s.
(7)
In this case, the solution Y to the equation is also the value function of
an optimal stopping problem, as we will see later. First we define the ca`dla`g
process ηt as
ηt =
∫ t∧T
0
fsdAs +
∫ t∧T
0
gsds+ ht1{t<T} + ξ1{t≥T} (8)
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Remark 3.1. In the following we will often use this kind of inequalities:
(∫ t
0
fsdAs
)2
=
(∫ t
0
e−βAs/2eβAs/2|fs|dAs
)2
≤
∫ t
0
e−βAsdAs
∫ t
0
eβAsf2s dAs
=
1− eβAt
β
∫ t
0
eβAsf2s dAs ≤
1
β
∫ t
0
eβAsf2s dAs (9)
Lemma 3.1: Under assumptions (B)-(i)(iv) and (B′), η is of class [D] and
E
[
sup
0≤t≤T
|ηt|2
]
<∞
Proof. Fix a stopping time τ . Clearly
|ητ |2 ≤ 4
(∫ T
0
|fs|dAs
)2
+ 4
(∫ T
0
|gs|ds
)2
+ 4|hτ |21{τ<T} + 4|ξ|2
≤ 4
β
∫ T
0
eβAsf2s dAs + 4T
∫ T
0
eβAs |gs|2ds+ 4 sup
t∈[0,T ]
eβAt |ht|2 + 4eβAT ξ2,
(10)
and since the right-hand side has finite expectation we obtain the class [D]
property. Likewise, by taking the supremum over all t ∈ [0, T ], and expectation
after that, we obtain the second property.
Now, using the Snell envelope theory, we show that there exists a solution
to the equation above. Appendix A lists the properties that we will need in the
following.
Proposition 3.1: Let assumptions (A), (B)-(i)(iv) and (B′) hold for some β >
0, then there exists a unique solution to (7).
Proof. The uniqueness property is stated and proved separately in Proposition
3.2 below. Existence is proved in several steps.
Step 1. We start by defining Yt, for all t ≥ 0, as the optimal value of the
stopping problem:
Yt = ess sup
τ∈Tt
E
[∫ τ∧T
t
fsdAs +
∫ τ∧T
t
gsds+ hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣∣ Ft
]
. (11)
From (10) it follows that Yt is integrable for all t and Yt = ξ for t ≥ T . We have
the following a priori estimate on Y , that we will prove later.
Lemma 3.2: Assume (B)-(i)(iv) and (B′) above on ξ, f, h, ξ. Then
E
[
sup
t∈[0,T ]
eβAtY 2t
]
<∞. (12)
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It follows that
Yt +
∫ t∧T
0
fsdAs +
∫ t∧T
0
gsds = ess sup
τ∈Tt
E [ητ | Ft]
so Yt +
∫ t∧T
0 fsdAs +
∫ t∧T
0 gsds is the Snell envelope of η, that is the smallest
supermartingale such that Yt +
∫ t∧T
0 fsdAs +
∫ t∧T
0 gsds ≥ ηt. Since η is ca`dla`g,
its Snell envelope R(η), and hence Y , have a ca`dla`g modification. We refer
to the appendix for a review of the properties of the Snell envelope that we
will use. Also, from now on all supermartingales that we consider in this proof
are assumed to be ca`dla`g. Also, since η satisfies (30) by Lemma 3.1, Y +∫ ·∧T
0
fsdAs +
∫ ·∧T
0
gsds is of class [D] and thus it admits a unique Doob-Meyer
decomposition
Yt +
∫ t∧T
0
fsdAs
∫ t∧T
0
gsds =Mt −Kt, (13)
whereM is a martingale and K is a predictable increasing process starting from
zero. From Lemma 3.1 and it follows that EK2T < ∞, so that M is a square
integrable martingale. Furthermore, K can be decomposed into Kc +Kd, the
continuous and discontinuous part, and we have that ∆Kt = ∆Kt1{R(η)
t−
=η
t−
}
(see A.1.iii)). However it is immediate to see that R(η)t− = ηt− if and only if
Yt− = ht−1{t≤T} + ξ1{t>T} and it follows that
∆Kt = ∆Kt1{Y
t−
=h
t−
}, t ∈ [0, T ]. (14)
By the martingale representation theorem, there exists some U and Z such that
E
[∫ T
0
∫
E
|Ut(e)|φt(de)dAt
]
+ E
[∫ T
0
|Zt|2dt
]
<∞ (15)
Mt =M0 +
∫ t
0
∫
E
Us(e)q(dsde) +
∫ t
0
ZsdWs. (16)
Choosing τ = t in (11) we see that a.s. Yt ≥ ht for all t < T and YT = ξ,
so Yt ≥ ht for all t ≤ T a.s. Plugging (15) in (13) we conclude that the first
equality in (7) is verified.
Step 2. In this step we prove that the Skorohod conditions in (7) hold. From
(3) it follows that ∆Kt ≤ (−∆Yt)+ and, taking into account (14), we obtain
∆Kt ≤ (−∆Yt)+1{Y
t−
=h
t−
} = (Yt− − Yt)+1{Y
t−
=h
t−
}, (17)
that gives us the second condition. Consider now Y˜t = Yt+
∫ t
0 fsdAs+
∫ t
0 gsds+
Kdt = Mt − Kct and η˜t = ηt + Kdt . We claim that Y˜t is the Snell envelope
of η˜t. Indeed, it is a supermartingale that dominates η˜t. Let Qt be another
supermartingale that dominates η˜t. Then Qt − Kdt is still a supermartingale,
and dominates ηt. Then, since Yt +
∫ t
0 fsdAs +
∫ t
0 gsds = R(η)t, Qt ≥ Y˜t.
Then Y˜t is the smallest supermartingale that dominates η˜t, and thus its Snell
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envelope. Next, Yt+
∫ t
0
fsdAs+K
d
t =Mt−Kct is regular (we recall that a process
X is regular if Xt− =
pXt, where
pXt denotes the predictable projection, see
also A.1.iv); all uniformly integrable ca`dla`g martingales are regular). Then, the
stopping time defined as
D∗t = inf {s ≥ t :Ms 6= R(η˜)s} = inf {s ≥ t : Kcs > Kct }
is the largest optimal stopping time, and it satisfies:
Y˜D∗t = η˜D∗t
Y˜s∧D∗t is a F-martingale
See (A.1.ii)). Define then
Dt = inf
{
s ≥ t : Y˜s ≤ η˜s
}
Since Y˜D∗t = η˜D∗t we have Dt ≤ D∗t , and it follows that
0 =
∫ Dt
t
(
Y˜s − η˜s
)
dKcs =
∫ Dt
t
(Ys − hs) dKcs ,
which implies KcDt = K
c
t for arbitrary t, and hence
∫ T
0
(Ys − hs) dKcs = 0, that
together with (17) gives us the Skorohod conditions.
Step 3. We conclude the proof showing that the processes are in the right
spaces. We have already noticed that E[K2T ] <∞. Next we define the sequence
of stopping times:
Sn = inf
{
t ∈ [0, T ] :
∫ t
0
eβAs |Ys|2dAs +
∫ t
0
∫
E
eβAs |Us(e)|2φs(de)dAs
+
∫ t
0
eβAs |Zs|2ds > n
}
,
and consider the “Ito Formula” applied to eβ(At+t)Y 2t between 0 and Sn. We
have
eβ(ASn+Sn)Y 2Sn = Y
2
0 + β
∫ Sn
0
eβ(As+s)Y 2s dAs + β
∫ Sn
0
eβ(As+s)Y 2s ds
+ 2
∫ Sn
0
∫
E
eβ(As+s)Ys−Us(e)q(dsde) + 2
∫ Sn
0
eβ(As+s)YsZsdWs
− 2
∫ Sn
0
eβ(As+s)YsfsdAs − 2
∫ Sn
0
eβ(As+s)Ysgsds
− 2
∫ Sn
0
eβ(As+s)Ys−dKs +
∫ Sn
0
eβ(As+s)Z2sds
+
∑
0<s≤Sn
eβ(As+s)∆K2s +
∫ Sn
0
∫
E
eβ(As+s)U2s (e)p(dsde)
11
Now we use the fact that∫ t
0
∫
E
Us(e)p(dsde) =
∫ t
0
∫
E
Us(e)φs(de)dAs +
∫ t
0
∫
E
Us(e)q(dsde),
and, by Remark 2.4,∫ t
0
eβ(As+s)Ys−dKs =
∫ t
0
eβ(As+s)(Ys− − hs−)dKs
=0
+
∫ t
0
eβ(As+s)hs−dKs.
Neglecting the positive terms Y 20 and
∑
0<s≤Sn
eβ(As+s)∆K2s the previous equa-
tion becomes
eβ(ASn+Sn)Y 2Sn ≥ β
∫ Sn
0
eβ(As+s)Y 2s dAs + β
∫ Sn
0
eβ(As+s)Y 2s ds
+ 2
∫ Sn
0
eβ(As+s)Ys−Us(e)q(dsde) + 2
∫ Sn
0
eβ(As+s)YsZsdWs
− 2
∫ Sn
0
eβ(As+s)YsfsdAs − 2
∫ Sn
0
eβ(As+s)Ysgsds
− 2
∫ Sn
0
eβ(As+s)hs−dKs +
∫ Sn
0
∫
E
eβ(As+s)U2s (e)φs(de)dAs
+
∫ Sn
0
∫
E
eβ(As+s)U2s (e)q(dsde) +
∫ Sn
0
eβ(As+s)Z2sds,
By the definition of Sn and remembering that Y satisfies (12), and using
Burkholder-Davis-Gundy inequality we have that∫ t∧Sn
0
eβ(As+s)YsZsdWs
is a martingale. Indeed we have
E
[
sup
t∈[0,T ]
∣∣∣∣∣
∫ t∧Sn
0
eβ(As+s)YsZsdWs
∣∣∣∣∣
]
≤ E


(∫ Sn
0
e2β(As+s)Y 2s Z
2
sds
)1/2
≤ eβTE

sup
t
eβAt/2|Yt|
(∫ Sn
0
eβAsZ2sds
)1/2
≤ n1/2eβTE
[
sup
t
eβAtY 2t
]
<∞. (18)
Similarly, since
E
[∫ t
0
∫
E
eβ(As+s)|Ys−Us(e)|φs(de)dAs
]
≤ E
[∫ t
0
eβ(As+s)Y 2s dAs
]
+ E
[∫ t
0
∫
E
eβ(As+s)U2s (e)φs(de)dAs
]
≤ 2n <∞, (19)
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we obtain that
∫ t∧Sn
0
∫
E
eβ(As+s)Ys−Us(e)q(dsde) is a martingale. Reordering
terms and taking expectation we obtain
βE
[∫ Sn
0
eβ(As+s)Y 2s dAs
]
+ E
[∫ Sn
0
∫
E
eβ(As+s)U2s (e)φs(de)dAs
]
+ βE
[∫ Sn
0
eβ(As+s)Y 2s ds
]
+ E
[∫ Sn
0
eβ(As+s)Z2sds
]
≤ E
[
eβ(ASn+Sn)Y 2Sn
]
+ 2E
[∫ Sn
0
eβ(As+s)YsfsdAs
]
+ 2E
[∫ Sn
0
eβ(As+s)Ysgsds
]
+ 2E
[∫ Sn
0
eβ(As+s)hs−dKs
]
≤ E
[
sup
t
eβ(At+t)Y 2t
]
+
β
2
E
[∫ Sn
0
eβ(As+s)Y 2s dAs
]
+
β
2
E
[∫ Sn
0
eβ(As+s)Y 2s ds
]
+
1
β
E
[∫ T
0
eβ(As+s)f2s dAs
]
+
2
β
E
[∫ T
0
eβ(As+s)g2sds
]
+ γE
[
sup
t
e(β+δ)(At+t)h2t−
]
+
1
γ
E


(∫ Sn
0
e(β−δ)
As+s
2 dKs
)2 ,
(20)
where γ > 0 is a constant whose value will be chosen sufficiently large afterwards.
We only need to estimate the last term with the integral in dK. In order to do
that we apply Ito’s formula to e(β−δ)
At+t
2 Yt between 0 and a stopping time τ ,
obtaining the following relation
(∫ τ
0
e(β−δ)
As+s
2 dKs
)2
=
(
Y0 − e(β−δ)
Aτ+τ
2 Yτ +
β − δ
2
∫ τ
0
e(β−δ)
As+s
2 YsdAs
+
β − δ
2
∫ τ
0
e(β−δ)
As+s
2 Ysds−
∫ τ
0
e(β−δ)
As+s
2 fsdAs
−
∫ τ
0
e(β−δ)
As+s
2 gsds+
∫ τ
0
∫
E
e(β−δ)
As+s
2 Us(e)q(dsde)
+
∫ τ
0
e(β−δ)
As+s
2 ZsdWs
)2
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Notice that the following holds:
(∫ τ
0
e(β−δ)
As+s
2 YsdAs
)2
≤
∫ τ
0
e−δ(As+s)dAs
∫ τ
0
eβ(As+s)Y 2s dAs
≤ 1
δ
∫ τ
0
eβ(As+s)Y 2s dAs(∫ τ
0
e(β−δ)
As+s
2 Ysds
)2
≤
∫ τ
0
e−δAse−δsds
∫ τ
0
eβ(As+s)Y 2s ds
≤ 1
δ
∫ τ
0
eβ(As+s)Y 2s ds
and similarly
(∫ τ
0
e(β−δ)
As+s
2 fsdAs
)2
≤ 1
δ
∫ τ
0
eβ(As+s)f2s dAs(∫ τ
0
e(β−δ)
As+s
2 gsds
)2
≤ 1
δ
∫ τ
0
eβ(As+s)g2sds
We note that for a P ⊗ E measurable process H we have
E
[(∫ t
0
∫
E
Hs(e)q(dsde)
)2]
≤ E
[∫ t
0
∫
E
H2s (e)φs(de)dAs
]
.
This can be checked for instance by applying the Ito formula to compute N2t
where Nt =
∫ t
0
∫
E
Hs(y)q(dsdy) and taking expectation after appropriate lo-
calization. Now by taking expectation and using Ito Isometry we obtain the
following bound for
(∫ τ
0 e
(β−δ)As+s
2 dKs
)2
:
E
[(∫ τ
0
e(β−δ)
As+s
2 dKs
)2]
≤ 16E
[
sup
t
eβ(At+t)Y 2t
]
+
8
δ
E
[∫ τ
0
eβ(As+s)g2ss
]
+ 2
(β − δ)2
δ
E
[∫ τ
0
eβ(As+s)Y 2s ds
]
+ 2
(β − δ)2
δ
E
[∫ τ
0
eβ(As+s)Y 2s dAs
]
+
8
δ
E
[∫ τ
0
eβ(As+s)f2s dAs
]
+ 8E
[∫ τ
0
eβ(As+s)Z2sds
]
+ 8E
[∫ τ
0
∫
E
eβ(As+s)U2s (e)φs(de)dAs
]
.
By plugging this last estimate into (20), by choosing α, γ such that
γ > max
(
8, 4
(β − δ)2
βγ
)
14
we obtain
E
[∫ Sn
0
eβ(As+s)Y 2s dAs
]
+ E
[∫ Sn
0
eβ(As+s)Y 2s ds
]
+ E
[∫ Sn
0
∫
E
eβ(As)U2s (e)φs(de)dAs
]
+ E
[∫ Sn
0
eβ(As)Z2sds
]
≤ C
(
E
[
sup
t
eβAtY 2t
]
+ 2
(
1
β
+
1
δγ
)
E
[∫ T
0
eβAsf2s dAs
]
+E
[∫ T
0
eβAsg2sds
]
+ γE
[
sup
t
e(β+δ)Ath2t−
])
,
for some constant C independent of n. Now let S = limn Sn and by the last
estimate, considering how Sn are defined, we have S = T . This implies that
Y ∈ L2,β(A) ∩ L2,β(W ), Z ∈ L2,β(W ) and U ∈ L2,β(p).
Proof of lemma 3.2. By the definition of Y we have
eβAt/2|Yt| ≤ E
[
eβAT /2|ξ|+ eβAt/2
∫ T
t
|fs|dAs
+ eβAt/2
∫ T
t
|gs|ds+ sup
0≤s≤T
eβAs/2|hs|
∣∣∣∣∣Ft
]
Proceeding as in Remark 3.1 we have
∫ T
t
|fs|dAs ≤ e
−βAt/2
β1/2
(∫ T
t
eβAs |fs|2dAs
)1/2
and it follows that
eβAt/2|Yt| ≤ E

eβAT /2|ξ|+ 1
β1/2
(∫ T
0
eβAs |fs|2dAs
)1/2
+
∫ T
0
eβAs/2|gs|ds+ sup
0≤s≤T
eβAs/2|hs|
∣∣∣∣∣Ft
]
=: St
Under assumption (B)-(i)(iv) and (B′), S is a square integrable martingale.
Then by Doob’s martingale inequality E
[
sup
0≤t≤T
eβAt|Yt|2
]
≤ CE [S2T ] <∞.
Remark 3.2. Contrary to the diffusive (or diffusive and Poisson) case, the fact
that E
[
supt∈[0,T ] e
βAtY 2t
]
< ∞ does not imply that Y ∈ L2,β(A). For this to
happen we would need additional conditions on A, for example E[A2T ] <∞.
15
Next we prove uniqueness.
Proposition 3.2: Let assumptions (A), (B)-(i)(iv) and (B′) hold for some β >
0, then the solution to (7) is unique.
Proof. Let (Y ′, U ′, Z ′,K ′) and (Y ′′, U ′′, Z ′′,K ′′) be two solutions. Define
Y¯ = Y ′ − Y ′′ U¯ = U ′ − U ′′ Z¯ = Z ′ − Z ′′ K¯ = K ′ −K ′′,
then (Y¯ , U¯ , Z¯, K¯) satisfies
Y¯t = −
∫ T
t
∫
E
U¯(e)q(dsde) −
∫ T
t
ZsdWs + K¯T − K¯t. (21)
We compute d(eβ(At+t)Y¯ 2t ) by the Ito formula and we obtain
− Y¯ 20 = β
∫ T
0
eβ(As+s)Y¯ 2s dAs + β
∫ T
0
eβ(As+s)Y¯ 2s ds− 2
∫ T
0
Y¯s−dK¯s
+ 2
∫ T
0
∫
E
eβ(As+s)Y¯s−Us(y)q(dsdy) +
∫ T
0
eβ(As+s)YsZsdWs
+
∫ T
0
eβ(As+s)Z2sds+
∑
0<s≤T
eβ(As+s)(∆Y¯s)
2 (22)
The last term can be divided in totally inaccessible jumps (from the martingale
in q(dsde)) and predictable jumps, from the K process, thus:
∑
0<s≤T
eβ(As+s)(∆Y¯s)
2 ≥
∑
0<Tn≤T
eβ(As+s)U2Tn(ξn) =
∫ T
0
∫
E
U2s (e)p(dsde)
=
∫ T
0
∫
E
U2s (e)q(dsde) +
∫ T
0
∫
E
U2s (e)φs(de)dAs
Proceeding as in (18) and (19) we prove that the stochastic integrals with respect
to W and q are martingales. By neglecting Y 20 and taking expectation in (22),
we obtain
βE
[∫ T
0
eβ(As+s)Y¯ 2s dAs
]
+ βE
[∫ T
0
eβ(As+s)Y¯ 2s ds
]
+ E
[∫ T
0
∫
E
eβ(As+s)U¯2s (y)φs(dy)dAs
]
+ E
[∫ T
0
eβ(As+s)Z2sds
]
≤ 2E
[∫ T
0
eβ(As+s)Y¯s−dK¯s
]
.
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Now, taking into account Remark 2.4 we have∫ T
0
Y¯s−dK¯s =
∫ T
0
(Y ′s− − hs−)dK ′s
=0
−
∫ T
0
(Y ′s− − hs−)dK ′′s
≥0
+
−
∫ T
0
(Y ′′s− − hs−)dK ′s
≥0
+
∫ T
0
(Y ′′s− − hs−)dK ′′s
=0
≤ 0,
and thus
β||Y¯ ||2L2,β(A) + β||Y¯ ||2L2,β(W ) + ||U¯ ||2L2,β(p) + ||Z¯||2L2,β(W ) ≤ 0,
which gives the uniqueness of Y , U and Z. From (21) we obtain
K¯T = K¯t ∀t ∈ [0, T ].
Then K¯T = 0 since K¯0 = 0 and consequently K¯t = 0 for all t.
Consider now the optimal stopping problem with running gains f, g, early
stopping reward h and non stopping reward ξ. This means we are interested in
the quantity
v(t) = ess sup
τ∈Tt
E
[∫ τ
t
fsdAs +
∫ τ
0
gsds+ hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣ Ft
]
.
Notice that we have two running gains, f integrated with respect to the process
A, and g integrated with respect to Lebesgue measure in time. This could be
used for example if we want to describe two different time dynamics, one de-
pending on the speed of the point process.
It is possible to show that the solution to the RBSDE solves the optimal stop-
ping problem and it is possible to identify an ǫ-optimal stopping time. Under
additional assumptions, it is possible to find an optimal stopping time. For this
we need a definition, given in [27] for admissible families over stopping times,
that we adapt to our simpler case:
Definition 3.1. We say that a process φ is left (resp. right) upper semi-
continuous over stopping times in expectation (USCE) if for all θ ∈ T0, E [φθ] <
∞ and for all sequences of stopping times (θn) such that θn ↑ θ (resp. θn ↓ θ)
it holds that
E[φθ] ≥ lim sup
n→∞
E[φθn ].
Remark 3.3. If φ is a left upper semi continuous progressive process, then φ is
left upper semi continuous along stopping times. If also E[supt |φt|] holds, then
it is left USCE. Indeed we have
lim sup
n→∞
E [φθn ] ≤ E
[
lim sup
n→∞
φθn
]
≤ E [φθ] .
by using Reverse Fatou’s lemma with supt |φt| as dominant.
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Proposition 3.3: Let assumptions (A), (B)-(i)(iv) and (B′) hold. Then we
have:
1. The solution to the RBSDE (7) is a solution to the optimal stopping problem
Yt = ess sup
τ∈Tt
E
[∫ τ
t
fsdAs +
∫ τ
0
gsds+ hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣ Ft
]
.
2. For all ǫ > 0, define Dǫt as
Dǫt = inf {s ≥ t : Ys ≤ hs + ǫ} ∧ T.
Then Dǫt is an ǫ-optimal stopping time in the sense that
Yt ≤ ess sup
τ∈Tt
E
[∫ Dǫt
t
fsdAs +
∫ Dǫt
0
gsds+ hDǫt1{Dǫt<T} + ξ1{Dǫt≥T}
∣∣∣∣∣ Ft
]
+ ǫ.
3. If in addition ht1{t<T} + ξ1{t≥T} is left USCE, then
τ∗t = inf {s ≥ t : Ys ≤ hs} ∧ T.
is optimal and is the smallest of all optimal stopping times.
Remark 3.4. The condition on the third point may seem unusual, but it is
satisfied for example if ht is left upper semi continuous on [0,T] and hT < ξ.
Proof. Let τ ∈ Tt and consider the first equation (7) between t and τ :
Yt = Yτ +
∫ τ
t
fsdAs +
∫ τ
t
gsds−
∫ τ
t
∫
E
Zs(y)q(dsdy) +Kτ −Kt.
By taking conditioning at Ft we have
Yt = E
[
Yτ +
∫ τ
t
fsdAs +
∫ τ
t
gsds+Kτ −Kt
∣∣∣∣ Ft
]
(23)
≥ E
[
hτ1{τ<T} + ξ1{τ≥T} +
∫ τ
t
fsdAs +
∫ τ
t
gsds
∣∣∣∣ Ft
]
, (24)
since the integral on q is a martingale, K is increasing and Yt ≥ hτ1{t<T} +
ξ1{t=T}. To prove the reverse inequality, consider ǫ > 0 and the corresponding
Dǫt . It holds that YDǫt ≤ hDǫt + ǫ on {Dǫt < T }. And on {Dǫt = T } we have
Yu > hu + ǫ for all t ≤ u < T . Then , between t and Dǫt , Ys− > hs− and thus∫ Dǫt
t
(Ys− − hs−)dKs = 0⇒ KDǫt = Kt.
Considering all this in (23) we have
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Yt = E
[
YDǫt +
∫ Dǫt
t
fsdAs +
∫ Dǫt
t
gsds
∣∣∣∣∣ Ft
]
≤ E
[
hDǫt1{Dǫt<T} + ξ1{Dǫt=T} +
∫ Dǫt
t
fsdAs +
∫ Dǫt
t
gsds
∣∣∣∣∣ Ft
]
+ ǫ. (25)
This together with (24) proves points one and two. For the third point, notice
that Dǫt are non increasing in ǫ and that D
ǫ
t ≤ τ∗. Thus Dǫt → D0t ≤ τ∗ when
ǫ→ 0. Now since ht1{t<T}+ ξ1{t=T} is left USCE and the integral part is too,
we have from (25)
E[Yt] ≤ lim sup
ǫ→0
E
[
hDǫt1{Dǫt<T} + ξ1{Dǫt=T} +
∫ Dǫt
t
fsdAs +
∫ Dǫt
t
gsds
]
≤ E
[
hD0t1{D0t<T} + ξ1{D0t=T} +
∫ D0t
t
fsdAs +
∫ D0t
t
gsds
]
.
Thus we have
E [Yt] = E
[
hD0t 1{D0t<T} + ξ1{D0t=T} +
∫ D0t
t
fsdAs +
∫ D0t
t
gsds
]
,
so D0t is optimal (see A.1.ii)). We only need to prove that D
0
t = τ
∗. We already
know that D0t ≤ τ∗. On the other hand, since D0t is optimal it holds that
YD0t = ηD0t , and thus by the definition of τ
∗, τ∗ ≤ D0t . This also proves that τ∗
is the smallest optimal stopping time.
A further interesting property holds when the reward is left USCE:
Proposition 3.4: Under assumptions (B)-(i)(iv) and (B′), if hτ1{τ<T}+ξ1{τ≥T}
is also left USCE, then K in the solution of (7) is continuous.
Proof. The proof is given in [27] in the case were the reward is a positive progres-
sive process φ of class [D]. We can adapt to our case by using the transformation
I = inf
t
ηt Nt = E [I| Ft] η˜t = ηt −Nt.
We have that η˜t is USCE, as E[η˜t] = E[ηt]− E[I]. Indeed let θn ↑ θ, then
lim sup
n→∞
E[η˜θn ] ≤ E[η˜θ].
Then if R(η) denotes the Snell envelope of η, it holds that R(η˜) = R(η) − Nt.
The Doob-Meyer decomposition for the ca`dla`g supermartingale R(η˜) holds:
R(η˜)t = M˜t − K¯t
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With K¯ continuous thanks to Proposition B.10 in [27]. Then Yt +
∫ t
0
fsdAs =
R(η) = R(η˜) + Nt = M˜t + Nt − K¯t, but since the decomposition is unique,∫ t
0
∫
E
Zs(y)q(dsdy) =Mt = M˜ +Nt and Kt = K¯t. Thus the term K is contin-
uous.
If we are interested only in (5), and we have a filtration generated only by a
MPP and g ≡ 0, the proofs above are still applicable. In this case, there is no
particular reason to use a L2 space, since the martingale representation theorem
for marked point processes works in L1 (see [25]). We thus obtain the following:
Proposition 3.5: Let assumption (A) hold. Let ξ be a GT -measurable random
variable. Let f, h be G-progressive processes. Assume that
E
[
|ξ|+
∫ T
0
|fs|dAs + sup
t∈[0,T ]
|ht|
]
<∞.
Then there exists a unique solution to the system

Yt = ξ +
∫ T
t
fsdAs −
∫ T
t
∫
E
Us(y)q(dsdy) +KT −Kt
Yt ≥ ht ∀t ∈ [0, T ] a.s.∫ T
0 (Ys − hs)dKcs = 0 and ∆Ks ≤ (hs− − Ys)+1{Ys−=hs−}.
(26)
where Y is a ca`dla`g G-adapted process such that E [|Yt|] < ∞ for all t, K is a
G-predictable ca`dla`g increasing process with K0 = 0 and E [KT ] <∞ and U is
a P(G)⊗ E-measurable process such that E
[∫ T
0
∫
E
|Us(e)|φs(de)dAs
]
<∞.
Proof. Existence of a solution is obtained as in 3.1. The process ηt satisfies
then the weaker condition E [supt |ηt|] < ∞, but this is enough to apply the
Snell’s envelope results (see appendix A, in particular (30)). Integrability is
straightforward. Now let (Y ′, U ′,K ′) and (Y ′′, U ′′,K ′′) be two solutions, their
difference satisfies
Y ′t − Y ′′t = Y ′0 − Y ′′0 +
∫ t
0
∫
E
(U ′s(e)− U ′′s (e))q(dsde)− (K ′t −K ′′t ). (27)
Uniqueness of the component Y comes from the fact that if (Y, U,K) satisfies
the equation, the ca`dla`g process Y satisfies
Yt = ess sup
τ∈Tt
[∫ τ∧T
t
fsdAs + hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣∣Gt
]
,
which can be shown as in proposition 3.3, adapted to the this case with less
integrability. Relation (27) becomes
∫ t
0
∫
E
U ′s(e)q(dsde) −K ′t =
∫ t
0
∫
E
U ′′s (e)q(dsde) −K ′′t .
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Since the predictable jumps of K and the totally inaccessible jumps of the
integrals with respect to q are disjoint, we have that U ′Tn(ξn) = U
′′
Tn
(ξn) for all
n. Then∫ T
0
∫
E
|U ′s(e)− U ′′s (e)|φs(de)dAs =
∫ T
0
∫
E
|U ′s(e)− U ′′s (e)|p(dsde)
=
∑
n≥1
|U ′Tn(ξn)− U ′′Tn(ξn)| = 0,
and thus U ′s(e) = U
′′
s (e) φs(de)dAsdP-a.e. Then K
′
t = K
′′
t a.s. and uniqueness
is proven.
We have then a result for optimal stopping analogous to proposition 3.3:
Proposition 3.6: Assume that the conditions of proposition 3.5 hold. Then
1. The solution to the RBSDE (26) is a solution to the optimal stopping problem
Yt = ess sup
τ∈Tt
E
[∫ τ
t
fsdAs +
∫ τ
0
gsds+ hτ1{τ<T} + ξ1{τ≥T}
∣∣∣∣ Ft
]
.
2. For all ǫ > 0, define Dǫt as
Dǫt = inf {s ≥ t : Ys ≤ hs + ǫ} ∧ T.
Then Dǫt is an ǫ-optimal stopping time in the sense that
Yt ≤ ess sup
τ∈Tt
E
[∫ Dǫt
t
fsdAs +
∫ Dǫt
0
gsds+ hDǫt1{Dǫt<T} + ξ1{Dǫt≥T}
∣∣∣∣∣ Ft
]
+ ǫ.
3. If in addition ht1{t<T} + ξ1{t≥T} is left USCE, then
τ∗t = inf {s ≥ t : Ys ≤ hs} ∧ T.
is optimal and is the smallest of all optimal stopping times. Moreover, the
process K is continuous.
4 Reflected BSDE
We now turn to the case where the generators depend on the solution, that is
equation (2). Denote by λ the Lebesgue measure on [0, T ], and introduce now
L2,β(Ω × [0, T ],F ⊗ B([0, T ]), (A(ω, dt) + λ(dt)), the space of all F-progressive
processes such that
‖Y ‖2L2,β(A+λ) = E
[∫ T
0
eβAsY 2s (dAs + ds)
]
<∞.
For brevity we denote is as L2,β(A + λ) in the following. It is a Hilbert space
equipped with the norm above. It is clear that a process is in L2,β(A+λ) if and
only if lies in Y ∈ L2,β(A) ∩ L2,β(W ).
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Theorem 4.1: Let assumption (A) and (B) hold for some β > L2p+2Lf . Then
there exists a unique solution to (2).
Proof. We con We will use a contraction theorem on
L
β = L2,β(Ω× [0, T ],F⊗B([0, T ]), (A(ω, dt)+λ(dt))P(dω))×L2,β(p)×L2,β(W ).
We construct a mapping Γ that to each (P,Q,R) ∈ L2,β(A+ λ)×L2,β(p)×
L2,β(W ) associates (Y, U, Z) solution to equation (7) when the generators are
given by ft(Pt, Qt) and gt(Pt, Rt). Such map is well defined: indeed if we fix
(P,Q,R) ∈ L2,β(A + λ) × L2,β(p) × L2,β(W ), thanks to assumption (B), the
generators are known process that satisfy assumption (B′) and proposition 3.1
and 3.2 give us the existence and uniqueness of (Y, U, Z) ∈ L2,β(A+λ)×L2,β(p)×
L2,β(W ). Notice that thanks to the Lipschitz conditions on g and f , if we take
two triplets (P ′, Q′, R′) ≡ (P ′′, Q′′, R′′) in L2,β(A+λ)×L2,β(p)×L2,β(W ), then
fs(Y
′, U ′) ≡ fs(Y ′′, U ′′) in L2,β(A) and gs(Y ′.Z ′) ≡ gs(Y ′′, Z ′′) in L2,β(W ).
Consider now (P ′, Q′, R′) and (P ′′, Q′′, R′′) in Lβ , and consider their images
through Γ, (Y ′, U ′, Z ′) = Γ(P ′, Q′, R′) and (Y ′′, U ′′, Z ′′) = Γ(P ′′, Q′′, R′′). De-
note Y¯ = Y ′ − Y ′′, P¯ = P ′ − P ′′ and so on. Denote also f¯t = ft(P ′t , Q′t) −
ft(P
′′
t , Q
′′
t ) and similarly denote g¯. (Y¯ , U¯ , Z¯, K¯) satisfies
Y¯ =
∫ T
t
f¯sdAs +
∫ T
t
g¯sds−
∫ T
t
∫
E
U¯s(e)q(dsde)−
∫ T
t
Z¯sdWs + K¯T − K¯t.
We now apply Ito’s Lemma to eβAseγsY¯ 2s obtaining, after taking expectation,
βE
[∫ T
0
eβAseγsY¯ 2s dAs
]
+ γE
[∫ T
0
eβAseγsY¯ 2s ds
]
+ E
[∫ T
0
eβAseγsZ¯2sdWs
]
+ E
[∫ T
0
∫
E
eβAseγsU¯2sφs(de)dAs
]
≤ 2E
[∫ T
0
eβAseγsf¯2s dAs
]
+ 2E
[∫ T
0
eβAseγsg¯2sds
]
+ 2E
[∫ T
0
Y¯s−dK¯s
]
.
As in the proof of proposition 3.2, we have that∫ T
0
Y¯s−dK¯s ≤ 0.
Denote by || · ||β,γ,A the norm (equivalent to || · ||L2,β(A))
(
E
[∫ T
0
eβAseγsY¯ 2s dAs
])1/2
,
and similarly denote the norms || · ||β,γ,p and || · ||β,γ,W . Using the Lipschitz
properties of f and g this gives
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β||Y¯ ||2β,γ,A + γ||Y¯ ||2β,γ,W + ||U¯ ||2β,γ,p + ||Z¯||2β,γ,W ≤
≤ 2LfE
[∫ T
0
eβAseγs|Y¯s||P¯s|dAs
]
+2LpE
[∫ T
0
eβAseγs|Y¯s|
(∫
E
|Q¯2s|
)1/2
dAs
]
+ 2LgE
[∫ T
0
eβAseγs|Y¯s||P¯s|ds
]
+ 2LWE
[∫ T
0
eβAseγs|Z¯s||R¯s|ds
]
.
Using the inequality 2ab ≤ αa2 + b2/α for a, b ≥ 0 we obtain:
β||Y¯ ||2β,γ,A + γ||Y¯ ||2β,γ,W + ||U¯ ||2β,γ,p + ||Z¯||2β,γ,W
≤ Lf√
αp
||Y¯ ||2β,γ,A + Lf
√
α||P¯ ||2β,γ,A +
L2p
α
||Y¯ ||2β,γ,A + α||Q¯||2β,γ,p
+
Lg√
α
||Y¯ ||2β,γ,W + Lg
√
α||P¯ ||2β,γ,W +
L2W
α
||Y¯ ||2β,γ,A + α||R¯||2β,γ,A.
Rewriting we obtain the following relation:
||U¯ ||2β,γ,p + ||Z¯||2β,γ,W +
(
β − L
2
p
α
− Lf√
α
)
||Y¯ ||2β,γ,A
+
(
γ − L
2
W
α
− Lg√
α
)
||Y¯ ||2β,γ,W
≤ Lf
√
α||P¯ ||2β,γ,A + α||Q¯||2β,γ,p + Lg
√
α||P¯ ||2β,γ,W + α||R¯||2β,γ,A. (28)
Since β > L2p + 2Lf , it is possible to choose α ∈ (0, 1) such that
β >
L2p
α
+
2Lf√
α
,
and for that α, choose γ such that γ > L2W /α + 2Lg/
√
α. The relation (28)
rewrites as
Lf√
α
||Y¯ ||2β,γ,A +
Lg√
α
||Y¯ ||2β,γ,W + ||U¯ ||2β,γ,p + ||Z¯||2β,γ,W
≤ Lf
√
α||P¯ ||2β,γ,A + α||Q¯||2β,γ,p + Lg
√
α||P¯ ||2β,γ,W + α||R¯||2β,γ,A
= α
(
Lf√
α
||P¯ ||2β,γ,A + ||Q¯||2β,γ,p +
Lg√
α
||P¯ ||2β,γ,W + ||R¯||2β,γ,A
)
. (29)
Now
Lf√
α
||P¯ ||2β,γ,A +
Lg√
α
||P¯ ||2β,γ,W = E
[∫ T
0
eβAseγsP¯ 2s (
Lf√
α
dAs +
Lg√
α
ds)
]
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is a norm equivalent to ‖P¯‖L2,β(A+λ). We have thus that Γ is a contraction on
L for the equivalent norm
‖(Y, U, Z)‖2
Lβ,γ =
Lf√
α
||Y ||2β,γ,A +
Lg√
α
||Y ||2β,γ,W + ||U¯ ||2β,γ,p + ||Z¯||2β,γ,W .
Since the space is complete, the contraction theorem assures us the existence of
a unique triplet (Y, U, Z) in Lβ such that (Y, U, Z) = Γ(Y, U, Z), and (Y, U, Z,K)
is the solution to (2), where K is the one associated to (Y, Z, U) by the map Γ.
Since we know
This last result generalizes the case of Brownian and Poisson noise, allowing
for a more general structure in the jump part.
If we are interested only on a BSDE driven by a marked point process, the
proof above still applies when the filtration G is generated only by p and the
data are adapted to it. Then we have the counterpart of theorem 4.1
Theorem 4.2: Let assumptions (A) and (B)(i,ii,iv) hold for some β > L2p+2Lf ,
but with the data adapted to the filtration G. Then the system (5) admits a
unique solution in L2,β(A)× L2,β(p)× I2.
Proof. This is proven exactly as the case with also a Brownian motion. First,
we show as in 3.1, the solution lies in L2,β(A) × L2,β(p) × I2 and, using Ito’s
formula, that it is unique. Next we build a contraction on this space, and obtain
existence and uniqueness when the generator depends on (Y, U).
Remark 4.1. A similar result does not hold in general in L1. Counter exam-
ples are given in [10], where additional hypotheses are then added to obtain
an existence and uniqueness result. We also refer to [8] where the case Lp is
analysed.
A Some remarks on the Snell envelope theory
The Snell envelope theory has been treated in various works. [13] considers the
case for a positive process without any restrictions on the filtration, obtaining
general results. For a bit less general results, but still enough for our work,
[26] develops the theory for non-negative ca`dla`g processes, while [33] treats the
case where the process is ca`dla`g and left continuous over stopping times, and
satisfies the condition
E
[
sup
t
|ηt|
]
<∞. (30)
The recent work [27] treats the subject in the framework of family of random
variables indexed by stopping times, using quite general assumptions. In the
following, let (Ω,F ,P) be a probability space and let F = (Ft)t≥0 be a filtration
satisfying the usual conditions. Let η be a cadlag process. Several properties
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that hold for positive processes can be shown under the condition (30), as we
will see in proposition A.1. We recall the following definition:
Definition A.1. An optional process R of class [D] is said to be regular if Rt− =
pRt for any t < T , where
pX indicates the predictable projection.
Proposition A.1: Let η be a ca`dla`g process satisfying (30). Define
Rt = ess sup
τ∈Tt
E [ητ | Ft] (31)
It holds that
i) Rt is the Snell envelope of ηt. This means it is the smallest ca`dla`g super-
martingale that dominates ηt, i.e. Rt ≥ ηt for all t P-a.s.
ii) A stopping time τ∗ is optimal in (31) (i.e. Rt = E [ητ∗ | Ft]) if and only if
one of the following conditions hold
• Rτ∗ = ητ∗ and Rs∧τ∗ is a F-martingale
• E[Rt] = E[η∗τ ]
iii) Rt is of class [D], hence it admits decomposition
Rt =Mt −Kt,
whereM is a martingale, K a predictable increasing process with K0 = 0.
K can be decomposed asK = Kct+K
d
t , whereK
c indicates the continuous
part and Kd the discontinuous part. Moreover we have, a.s.
{t : ∆Kt > 0} ⊂ {t : Rt− = ηt−}
or equivalently, ∆Kt = ∆Kt1{R(η)
t−
=η
t−
}, t ≥ 0.
iv) If the process Rt is regular in the sense that Rt− =
pRt, where
pR indicates
the predictable projection, defining the stopping time
D∗t = inf{s ≥ t : Rs 6=Ms},
then D∗t is an optimal stopping time and it is in fact the largest optimal
stopping time.
Proof. Define
I = inf
t∈[0,T ]
ηt and Nt = E [I| Ft] ,
and since ηt − I ≥ 0 for all t, we have ηt − Nt ≥ 0 for all t. Nt is a
uniformly integrable martingale thanks to (30). Consider η˜t = ηt −Nt ≥ 0 and
R˜t = Rt −Nt. Notice that then
R˜t = Rt −Nt = ess sup
τ∈Tt
E [ητ −Nτ | Ft] = ess sup
τ∈Tt
E [η˜τ | Ft] ,
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i.e. R˜ is the Snell envelope of the positive process η˜. R inherits all the prop-
erties from R˜. Let us see why the fourth property holds, as the rest are ob-
tained similarly. If Rt is regular, so is R˜t because we are adding a uniformly
integrable martingale, which is regular (all uniformly quasi-left-continuous inte-
grable ca`dla`g martingales are regular, see [24] Def 5.49). The result then holds
by [13] pag 140.
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