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We review various theoretical approaches for the equation of state (EoS) of dense matter, relevant
for the description of core-collapse supernovae, compact stars and compact star mergers. The em-
phasis is put on models that are applicable to all of these scenarios. Such EoS models have to cover
large ranges in baryon number density, temperature and isospin asymmetry. The characteristics of
matter change dramatically within these ranges, from a mixture of nucleons, nuclei, and electrons
to uniform, strongly interacting matter containing nucleons, and possibly other particles such as
hyperons or quarks. As the development of an EoS requires joint efforts from many directions
we consider different theoretical approaches and discuss relevant experimental and observational
constraints which provide insights for future research. Finally, results from applications of the
discussed EoS models are summarized.
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I. INTRODUCTION
Matter under extreme conditions can be found at var-
ious places in the universe. Extremely high densities ex-
ist in neutron stars (NSs) (Glendenning, 1997; Weber,
2005; Haensel et al., 2007; Potekhin, 2010; Lattimer,
2012). Densities above nuclear saturation density and
high temperatures are reached when the core of a mas-
sive star collapses. The resulting core-collapse supernova
(CCSN) explosion (Mezzacappa, 2005; Janka et al., 2007;
Kotake et al., 2006; Ott, 2009; Janka, 2012; Burrows,
2013) leads to the formation of a proto-neutron star
(PNS) (Prakash et al., 1997; Pons et al., 1999) and fi-
nally to a NS or a black hole (BH). Similar densities
and temperatures, but higher isospin asymmetries (viz.,
a higher excess of neutrons over protons), are involved in
the merging of NSs in close binary systems, NS-NS and
NS-BH (Shibata and Taniguchi, 2011; Faber and Rasio,
2012; Rosswog, 2015). The dynamical evolution of such
violent events and the structure of the emerging com-
pact stars are determined among others by the equation
of state (EoS) of matter. In addition, the EoS impacts
the conditions for nucleosynthesis and the emerging neu-
trino spectra. Hence, the EoS is an essential ingredient in
many astrophysical simulations.1 Many efforts are made
to gain a comprehensive understanding of properties of
the involved matter, which in several aspects are dramat-
ically different from those in terrestrial experiments.
During the last decades numerous theoretical investi-
gations, laboratory experiments as well as astronomical
observations have been conducted in order to constrain
the thermodynamic properties and chemical composi-
tion of stellar matter for conditions relevant to the de-
scription of compact stars, CCSNe and NS mergers, see,
e.g., Kla¨hn et al. (2006); Lattimer and Prakash (2007);
Lattimer and Lim (2013). There is an intrinsic connec-
tion between the macroscopic structure and evolution of
such astrophysical objects and the underlying fundamen-
tal interactions between the constituent particles at the
1 Within this review we employ the general term “astrophysical
simulations” or “astrophysical applications” synonymously with
“astrophysical simulations of CCSNe, (proto-)NSs, and compact
binary mergers involving NSs”.
microscopic level. This makes the study of the afore-
mentioned systems very rewarding as they challenge our
understanding of nature on both scales. The aim of this
paper is to review existing approaches for the description
of dense matter that can yield EoSs relevant for com-
pact star astrophysics, from both purely theoretical and
phenomenological perspectives. There is a large num-
ber of different approaches. In many cases the properties
of matter can be provided only for particular thermo-
dynamic conditions, not always sufficient to describe si-
multaneously all the astrophysical systems we address.
Hence, the main emphasis of this work is placed on the
discussion of approaches to the EoS that are readily avail-
able for use in astrophysical simulations. Such EoSs,
that cover the full thermodynamic parameter range of
temperature, density and isospin asymmetry relevant for
CCSNe, NSs, and compact binary mergers we shall call
“general purpose EoSs”.
Within this review we will not consider the EoS for
white dwarfs since, although being compact stars in as-
tronomical terminology, the underlying microphysics is
quite different. Due to the complexity of the topic we will
also not discuss pairing and related effects of superfluidity
and superconductivity, see, e.g., Lombardo and Schulze
(2001); Alford et al. (2008); Chamel and Haensel (2008);
Page et al. (2014) for corresponding reviews.
In section II some basic thermodynamic considera-
tions, definitions and requirements for an EoS in astro-
physical applications are discussed. In order to get an
idea about the challenge of constructing such an EoS, it
is useful to state the relevant degrees of freedom and the
ranges of the thermodynamic variables that have to be
covered.
It is not an easy task to obtain a reliable description
of dense matter that covers the full range of thermody-
namic variables. In section III formal approaches to the
description of dense matter are discussed. The main un-
certainties arise from two sources:
1. the, at least partly, poor knowledge of the interac-
tions, and
2. the treatment of the many-body problem for
strongly interacting particles.
Basic considerations about interactions are presented
in subsection III.A. In subsections III.B and III.C, we
will outline currently available techniques that address
the many-body problem at finite densities and tempera-
tures for homogeneous and inhomogeneous matter, re-
spectively. We will briefly emphasize their respective
advantages and current limitations. The description of
inhomogeneous matter is particularly important for CC-
SNe. It is conceptually and computationally very in-
volved and up to now it has not been possible to apply
sophisticated ab-initio many-body methods on a grand
scale. Finally, subsection III.D discusses specific features
that appear in the treatment of phase transitions.
The inherent uncertainties of any EoS model require
a careful analysis of and comparison with available ex-
3perimental and observational data. Therefore, we give
an overview of constraints of the EoS from terrestrial ex-
periments, theoretical considerations, and astrophysical
observations in Sec. IV.
Section V presents an overview of EoS models for as-
trophysical applications. Since EoSs for cold compact
stars have been discussed extensively in the literature,
only a summary of available models and their main fea-
tures is given. The main emphasis is put on currently
existing general purpose EoS.
Section VI summarizes the impact of the EoS on the
astrophysics of compact stellar objects, e.g., on (proto)-
NSs, binary mergers, CCSNe, and the formation of BHs.
The main aim of this section is to show how different
parts of the EoS and the associated uncertainties are
related to potential astrophysical observations. These
considerations might be useful to identify open questions
which inspire further work for improving EoS models.
An appendix lists freely available resources, data bases
and software, which are related to the EoS and its appli-
cation in the astrophysics of compact stellar objects.
Throughout this paper we use units where kB = h¯ =
c = 1.
II. GENERAL REMARKS ON THE EOS
A. Basic thermodynamic considerations
In its most general form the expression “equation of
state” is used for any relation between thermodynamic
state variables. Depending on the context, often we use
it more specifically for the (set of) thermodynamic equa-
tions that fully specifies the state of matter under a given
set of physical conditions.
EoSs are typically employed in astrophysical models
that use a hydrodynamic description of the macroscopic
system. In this case, it is assumed that matter can be
considered as a fluid, and explicit effects from the gravi-
tational field do not have to be included in the thermo-
dynamic description. The construction of an EoS sup-
poses that the local system under consideration is in
thermodynamic equilibrium. This usually means that
intensive thermodynamic variables such as temperature,
pressure, or chemical potentials are well defined and that
the conditions of thermal equilibrium (equivalent to a
constant temperature throughout the chosen domain),
mechanical equilibrium (constant pressure) and chemical
equilibrium (constant chemical potentials) hold. There-
fore, uniformity of all independent intensive variables has
to be demanded. In order to obtain a thermodynami-
cally consistent approach, it is most convenient to start
from a thermodynamic potential, chosen according to
the set of natural variables used, and to derive all rel-
evant quantities by standard thermodynamic relations,
see, e.g., Landau and Lifshitz (1980) or the CompOSE
manual (Typel et al., 2015; Kla¨hn et al., 2013–2014). An
example is the Helmholtz free energy F (T, {Ni}, V ), see,
e.g., Lattimer and Swesty (1991), depending on the nat-
ural variables temperature T , the set of particle numbers
Ni (i = 1, . . . , Npart) and the volume V . It attains a min-
imum in the ground state of the system for given values
of the thermodynamic variables. In the thermodynamic
limit, the actual value of V is irrelevant, and all exten-
sive variables follow the same scaling. Therefore one can
work with ratios of extensive variable such as the parti-
cle number densities ni = Ni/V that behave as intensive
variables. In general, the different particle species i are
not inert but can convert to other species by reactions. If
they are in equilibrium the state of the system is charac-
terized by a number Ncons ≤ Npart of independent con-
served charges. Thus, in general, the individual particle
densities ni are not independent, but connected by condi-
tions of chemical equilibrium that can be expressed with
the help of the particle chemical potentials µi = ∂F/∂Ni.
Sometimes a theoretical description that starts from the
grand-canonical potential Ω(T, {µi}, V ) = F −
∑
i µiNi
is more convenient.
B. Specific requirements for astrophysical EoS
1. Equilibrium conditions
An EoS can be applied only if the system is in
thermodynamic equilibrium. In astrophysical simula-
tions, this concerns in particular the chemical equilib-
rium since thermal and mechanical equilibrium are in
general quickly achieved with T and p as the associated
intensive variables. Then, the use of an EoS in chemical
equilibrium is only justified if the timescales of the corre-
sponding reactions are much shorter than the timescales
of the system’s hydrodynamic evolution.
In contrast, chemical equilibrium among different nu-
clear species is not achieved, if an ensemble of nuclei,
nucleons and electrons is considered at densities and tem-
peratures as reached in main sequence stars, in the outer
regions of a CCSN or in explosive nucleosynthesis. Hence
the time evolution of the composition has to be followed
with a reaction network depending on the reaction cross
sections of the participating particle species. Typically it
is assumed that a temperature on the order of 0.5 MeV
and above is sufficient to reach the so-called nuclear sta-
tistical equilibrium (NSE) (Iliadis, 2007).
A typical set of conserved charges of the system are
the total baryon number NB, the total (electric) charge
number NQ, the total electronic lepton number NL(e) ,
and the total strangeness number NS . The quantities
Ni are thereby defined as net particle numbers. Corre-
spondingly, for every particle the chemical potential is
given by
µi = BiµB +Qiµq + L
(e)
i µle + Siµs (1)
with the baryon (Bi), charge (Qi), electronic lepton
(L
(e)
i ), and strangeness number (Si) of the individual
4particle. Hence, the specification of the baryon chemi-
cal potential µB , the charge chemical potential µq, the
electronic lepton chemical potential µle, the strangeness
chemical µs, is sufficient to obtain the chemical potential
of every constituent. In particular, in NSE, the chemical
potential of each nucleus a with neutron number Na and
proton number Za is given by
µa = (Na + Za)µB + Za µq ≡ Naµn + Zaµp , (2)
where µn (µp) is the chemical potential of neutrons (pro-
tons). Conditions on (electric) charge neutrality and
weak equilibrium can further reduce the number of in-
dependent particle numbers or chemical potentials.
Weak interactions, for instance the electron capture re-
action p+ e− → n+ νe, cannot be considered in equilib-
rium in general, since the relevant timescales can exceed
the dynamical timescale of the astrophysical object of
interest. In particular in CCSNe, except at the highest
densities roughly above nB = NB/V = 10
−3 fm−3, no
weak equilibrium is obtained. In addition, neutrinos are
not necessarily in equilibrium, neither thermal nor chemi-
cal. Usually they are not considered within the EoS, but
treated via a transport approach. The neutrino trans-
port equations, together with the employed weak interac-
tion rates, are then coupled via energy, momentum and
lepton number conservation to the hydrodynamic evo-
lution of the system and to the EoS. They determine
the electron number densities, which remain a degree
of freedom of the EoS. Concerning strangeness changing
weak interactions, in the temperature and density range
where strange particles have non-negligible abundances,
the timescales estimated for the relevant processes are
of the order of 10−6 s or below, see, e.g., Brown et al.
(1992). Therefore, in general strangeness changing weak
equilibrium is assumed, i.e., µs = 0. Hence, strangeness
is not a conserved charge and does not represent an in-
dependent thermodynamic variable.
The situation is different for the highest densities
reached in CCSNe, i.e., in hot (proto)-NSs. At the pre-
vailing high temperatures and densities, neutrinos are
trapped and equilibrium with respect to weak reactions
is achieved. They can be treated as part of the EoS,
parameterized by the neutrino fraction Yνe = nνe/nB
or the lepton fraction YLe = Yνe + Ye with the electron
fraction Ye = ne/nB. At a later cooling stage neutrinos
become untrapped, i.e., their mean free path becomes
longer than the system size and β-equilibrium without
neutrinos is established. This condition can be expressed
by setting the electronic lepton chemical potential µle to
zero in Eq. (1) as for cold NSs. Together with charge
neutrality it implies that ne or Ye are fixed by nB and
are no longer free variables of the EoS.
Assuming lepton flavor conversion via neutrino oscilla-
tions to be negligible, the heavy flavor lepton numbers are
conserved independently of the electronic lepton number.
For the moment no simulation has been performed that
includes heavy charged leptons explicitly. The influence
of heavy flavor leptons is expected to be small due to
their high rest masses. Nevertheless, in EoSs of cold NSs
muons are usually included.
2. Charge neutrality and inhomogeneity effects
In all astrophysical scenarios considered in this review,
the system can be regarded as infinitely large on the
length scales of the microscopic model. The thermody-
namic limit is reached and electric charge neutrality is
required to avoid instabilities due to the occurrence of
strong electric fields.
In its simplest form, charge neutrality can be formu-
lated as a local condition, nQ =
∑
iQini = 0. Thus nQ
is not an independent thermodynamic degree of freedom
and it is convenient to introduce the hadronic charge den-
sity nq =
∑′
iQini where the primed sum runs over all
hadrons (and/or quarks, if present). If electrons are the
only leptonic component, this implies nq = ne.
In the case of inhomogeneous matter, the charge dis-
tribution can be imbalanced locally. The resulting com-
petition between nuclear surface and Coulomb energies,
causes the formation of clusters or more complicated
structures such as ”pasta phases” (Ravenhall et al., 1983;
Hashimoto et al., 1984; Williams and Koonin, 1985).
Charge neutrality is maintained only globally. In a sim-
ple approximation, this occurrence of finite-size struc-
tures with low and high baryon number densities can be
treated as a coexistence of phases, however, surface and
Coulomb effects are neglected in this case, see Sec. III.D
for details.
3. Range of thermodynamic variables
The most general case we are interested in, is an EoS
depending on the temperature T , total baryon number
density nB and the total hadronic charge density nq or a
set of equivalent thermodynamic variables. Instead of nq,
the corresponding fraction Yq = nq/nB may be used. The
baryon number density nB is sometimes replaced by the
mass density ̺ = mBnB with the mass unit mB, which is
often taken to be either the atomic mass unit mu or the
neutron mass mn. As an order of magnitude estimate,
a baryon number density of 0.1 fm−3 corresponds to a
mass density of ̺ ≈ 1.66 · 1014 g/cm3.
The observations of compact stars with masses of
2 M⊙ (Demorest et al., 2010; Antoniadis et al., 2013;
Fonseca et al., 2016) imply that the maximum baryon
number density in NSs can approach approximately ten
times the nuclear saturation density nsat ≈ 0.16 fm
−3
(Lattimer and Prakash, 2011). The densities in CC-
SNe and PNSs are generally lower. An exception is
the case of so-called “failed”CCSNe leading to BH for-
mation, see Sec. VI.B.3. During the final collapse to
a BH, densities well above 10 nsat can be reached be-
fore the formation of an event horizon (Sumiyoshi et al.,
2007; O’Connor and Ott, 2011; Hempel et al., 2012;
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FIG. 1 (color online) Temperatures and densities (lower scale
shows the baryon number density and the upper scale shows
the mass density) reached during a CCSN simulation at 1 s
post bounce. The color-coding shows the electron fraction Ye.
Figure taken from Fischer et al. (2011).
Peres et al., 2013). However, these extremely high den-
sities occur only for less than a millisecond. The free-fall
like collapse to a BH is largely dominated by gravity and
the EoS is not expected to influence its dynamics.
For the gross structure of NSs, the state of matter be-
low 10−11 fm−3 is practically irrelevant, as it makes up
only the few outermost centimeters of the star. In CC-
SNe, and to some extent also in NS mergers, the situation
is different. Here, low-density matter plays an important
role. In both cases one is interested in the ejecta. Their
densities decrease continuously during their expansion.
Typically, a simple ideal gas EoS is used for the descrip-
tion of matter under such conditions, however, full ther-
modynamic equilibrium, see Sec. II.B.1, cannot always
be assumed. Instead a network of time-dependent nu-
clear reactions has to be considered. For CCSNe, the
ongoing burning processes, which contribute to the final
explosion energies (Yamamoto et al., 2013; Perego et al.,
2015), occur in low-density matter. To follow the evolu-
tion of a CCSNe for several seconds, it is unavoidable to
include a description of low-density matter out of NSE.
From a practical point of view, the connection of such
a region to a tabulated EoS in the higher-density and
temperature regime can be quite intricate.
The temperature of a typical NS older than a few
minutes is small (below 1 MeV) on nuclear energy
scales (Pons et al., 1999; Suwa, 2014) and can be con-
sidered as zero in most applications. However, these ob-
jects are born in CCSNe which can be extremely hot
events. The same holds, e.g., for NS-NS and NS-BH
mergers. Typical temperatures in CCSNe and PNS are
in the range from a fraction to a few tens of MeV. This
can be inferred from Fig. 1 which shows the temperatures
and densities reached during a CCSN simulation for the
15 M⊙ progenitor of Woosley and Weaver (1995) within
the first second after bounce. It is a typical example
for the core-collapse of an intermediate-mass progenitor
which is expected to lead to an explosion. The temper-
atures obtained correspond to entropies per baryon in
the range from 1 to 5 at the stage of collapse and up
to 20 in the shock heated matter. For other progenitors
that are also expected to lead to explosions, the range
of temperatures is similar. Scenarios with BH forma-
tion set the upper limits for density and temperature
which a general purpose EoS has to cover. The tem-
perature in such an event can rise above 100 MeV, see,
e.g., O’Connor and Ott (2011). Therefore the tempera-
ture domain to be covered by a general purpose EoS is
0 MeV <∼ T <∼ 150 MeV.
The color coding in Fig. 1 illustrates the electron frac-
tions Ye reached during the early evolution of a CCSN.
The core of the supernova progenitor has almost an equal
number of electrons, protons and neutrons, i.e., Ye ≈ 0.5.
During the collapse, electron capture reactions lead to a
strong neutronization of matter, decreasing Ye. The pres-
ence of trapped neutrinos, which acquire a finite chemical
potential, limits the lowest electron fractions Ye which are
reached in the core (Fischer et al., 2011). In its later evo-
lution, the cooling PNS approaches β-equilibrium with
neutrinos freely leaving the system. In the cold, final
equilibrium state of a NS, the lowest electron fractions are
found to be very close to zero. In some parts of the super-
nova ejecta Ye can rise to values above 0.5 corresponding
to a proton-rich environment. Consequently, the range
of a general purpose EoS to be covered is 0 < Ye <∼ 0.6.
The conditions in NS mergers are quite diverse. In
general they depend on the masses of the merging NSs
and the EoS, and also on the magnetic fields and NS
spins. Typical temperatures in the core of a post-
merger remnant NS are in the range from 20 to 60
MeV (Bauswein et al., 2010). These temperatures can
be well exceeded in the contact layers in the early stage
of the merger, where extremely high temperatures up
to 150 MeV can occur locally (Bauswein et al., 2010;
Rosswog et al., 2013). The highest densities in the hot
and rotating remnant NS are typically between 2 and 6
nsat (Hotokezaka et al., 2013a). In case the remnant col-
lapses to a BH, similar arguments as for failed SNe ap-
ply: during the collapse much higher densities and cor-
respondingly higher temperatures are reached, but are
probably not important dynamically.
The dynamic ejecta of NS mergers originate from the
crust and outer core of the merging NSs. Initially, this
material has very low Ye in the range from 0.0 to 0.2
(Rosswog et al., 2013; Sekiguchi et al., 2015). Depend-
ing on the temperatures reached, the degeneracy of elec-
trons is lifted and Ye increases to higher values. In the
subsequent evolution, neutrino absorptions also influence
Ye, resulting in final values in the range of roughly 0.1
6FIG. 2 (color online) 2D mass histograms for mass density ρ and electron fraction Ye (left panel) or entropy s (right panel), of a
NS merger remnant at a time of 85.4 ms after the first contact. Color coded is a measure of the amount of matter experiencing
the specific thermodynamical conditions. Figures adapted from Perego et al. (2014).
to 0.4 (Wanajo et al., 2014; Sekiguchi et al., 2015). See
also Foucart et al. (2016) for a comparison of the ther-
modynamic conditions for different EoS. Fig. 2 shows the
thermodynamic conditions reached in the remnant in the
aftermath of a neutron star merger. For the later ejecta
that appear in form of a neutrino-driven wind, extremely
high entropies above 50 are found (located mostly in the
polar regions), whereas most of the matter has entropies
below 7, and the entropy tends to decrease with increas-
ing density (Perego et al., 2014; Sekiguchi et al., 2015).
To conclude, we summarize in Table I the overall
ranges that have to be covered by a general purpose EoS
to describe NS mergers, CCSNe and cold NSs.
4. Particle degrees of freedom
Within the ranges of the thermodynamic variables
given above, the composition of matter changes dramat-
ically. In cold NSs, heavy nuclei are present in the in-
ner and outer crust (Chamel and Haensel, 2008). The
surface layer of the outer crust is made of 56Fe ions im-
mersed in a sea of electrons. With increasing density, the
nuclei become more massive and neutron rich, reaching
TABLE I Approximate ranges of temperature, baryon num-
ber density and electron fraction a general purpose EoS has to
cover to be able to describe cold NSs, NSs in binary mergers,
and CCSNe.
quantity range
temperature 0 MeV ≤ T < 150 MeV
baryon number density 10−11 fm−3 < nB < 10 fm
−3
electron fraction 0 < Ye < 0.6
nuclei of the neutron drip line at the boundary to the
inner crust, c.f., section V.A.1 for details.
At low densities and finite temperatures, a plasma is
expected with a mixture of nuclei, nucleons and electrons.
In the shock-heated matter of CCSNe, light nuclear clus-
ters, such as α-particles, deuterons or tritons, are found
to be the dominant baryonic particle degrees of freedom
besides nucleons (Sumiyoshi and Ro¨pke, 2008). At den-
sities just below nuclear saturation or sufficiently high
temperatures, nuclei dissolve and one is left with strongly
interacting matter composed of nucleons and electrons.
At high densities and/or temperatures, additional par-
ticle species are expected to occur (Glendenning, 1997;
Weber, 2005), such as nuclear resonances, e.g., ∆-baryons
(Drago et al., 2014), or mesons, e.g., pions. Also strange
degrees of freedom such as hyperons (Glendenning, 1982;
Chatterjee and Vidan˜a, 2016) or kaons can be present.
There is the possibility that the mesons form conden-
sates at low temperatures (Glendenning, 1997). Even a
transition to deconfined quark matter is possible at high
densities and temperatures. The occurrence of antipar-
ticles is relevant at high temperatures, in particular for
light particle species. Besides electrons, muons are rel-
evant leptonic degrees of freedom, and so are electron-,
muon-, and tau-flavor neutrinos and anti-neutrinos. Neu-
trinos are not necessarily in equilibrium with matter,
see Sec. II.B.1. At finite temperatures, thermal photons
complete the composition. While leptons and photons
can be mostly treated as free gases, this does not hold
for hadrons or quarks. Their contribution to the EoS is
mainly governed by the strong interaction deeply inside
the non-perturbative regime.
7III. FORMAL APPROACHES TO THE DESCRIPTION OF
DENSE MATTER
The theoretical description of strongly interacting mat-
ter requires methods which capture the essential thermo-
dynamic properties of the many-body system. The chal-
lenges are multifaceted. First of all, the relevant degrees
of freedom have to be identified. Approaches for nuclear
matter that are based on nucleons are the predominant
choice and may suffice in many cases. It will be nec-
essary to consider other degrees of freedom for certain
thermodynamic conditions, e.g., nuclei at low tempera-
tures and densities and hyperons or even quarks at high
temperatures and densities. Furthermore, large isospin
asymmetries of the system can shift the dominating de-
grees of freedom to more exotic particles. Secondly, the
interactions between the constituents have to be speci-
fied. This is a nontrivial task due to the very complex
nature of the strong interaction. In addition, the rep-
resentation depends on the chosen degrees of freedom.
In principle, one would like to describe matter directly
within the well-founded theory of QCD. However, there
are no ab initio QCD calculations of dense matter avail-
able at the thermodynamic conditions that are character-
istic for compact stars or CCSNe. Even a derivation of
the “true” interaction between nucleons or other strongly
interacting hadrons from QCD remains a very complex
task despite intensive efforts. Hence, calculations have
to rely on model interactions, which are partially con-
strained by laboratory measurements. Modern theoreti-
cal approaches aim at a derivation of input interactions
that are systematically improvable with controlled uncer-
tainties.
In the next step, an appropriate method is applied to
find the actual state of the system incorporating few-
and many-body correlations. In the case of a phase tran-
sition, additional thermodynamical considerations have
to be applied, see Sec. III.D.
The choice of the degrees of freedom, the choice of the
interaction and the selection of the many-body method
are not independent and many different approaches exist.
Here, we divide them into two categories:
1. Ab-initio many-body methods start from “realis-
tic” few-body interactions (mainly two- and three-
nucleon forces),i.e. interactions that are fitted to
observables in nucleon-nucleon scattering in vac-
uum and properties of bound few-nucleon systems.
The many-body problem is then treated using dif-
ferent techniques, e.g., Green’s function methods,
(Dirac-)Brueckner-Hartree Fock calculations, cou-
pled cluster, variational and Monte-Carlo meth-
ods, see section III.B.1. Some of these many-body
methods are limited by technical problems, such
as the Monte-Carlo methods, others introduce ap-
proximations, such as for example, Brueckner-type
approaches, that consider only a subclass of all pos-
sible diagrams.
2. Phenomenological approaches use effective interac-
tions that often have a more simple structure than
realistic interactions used in ab initio approaches.
They depend on a small number of parameters,
usually of the order of 10 to 15, which are fitted, in
the ideal case, to different properties of several nu-
clei all over the chart of nuclei and nuclear matter
properties. Typical representatives of these effec-
tive interactions are the Skyrme and Gogny forces
in non-relativistic calculations and meson-exchange
forces in relativistic mean-field models, see section
III.B.2. Nowadays, these phenomenological ap-
proaches are interpreted in terms of energy density
functional (EDF) theory. Applying simple many-
body methods, mostly on the mean-field level, re-
sults already in a rather precise description of nu-
clei and nuclear matter. The extrapolation to ex-
otic conditions has to be considered with caution,
nevertheless phenomenological approaches are the
most widely used methods to construct EoSs for
astrophysical applications.
A. Basic few-body interactions
Basic few-body interactions are the starting point of
any calculation of dense matter with ab initio many-body
methods. The two-body interaction is largely dominant,
but interactions beyond the two-body level become im-
portant in matter at high densities. For example, it is
well known that the nuclear three-body force is essential
to reproduce the saturation properties of nuclear mat-
ter. Forces among four or more nucleons are difficult to
construct and can be neglected in many circumstances.
Realistic two- and three-body forces between nucleons
and hyperons, as discussed in this section, should not be
confused with effective temperature and density depen-
dent interactions used in phenomenological models, see
Sec. III.B.2. A more detailed survey of modern theories
for nuclear forces can be found, e.g., in the review of
Epelbaum et al. (2009).
Historically, Yukawa (Yukawa, 1935) proposed the first
model of the NN -interaction based on the exchange of
a massive particle, the pion. His model successfully ex-
plained the range of the nuclear interaction. Since then,
many phenomenological models have been developed ei-
ther based on Yukawa’s idea of meson exchange or by
constructing potentials with appropriate operator struc-
ture. With the advent of QCD as the theory of the strong
interaction in the 1970’s, phenomenological quark mod-
els became very fashionable, describing baryons as quark
clusters. They, however, suffer from the missing con-
finement and connection with QCD. Only recently, with
chiral effective field theories (χEFTs) and with lattice
gauge theory, considerable progress has been achieved to
link baryonic few-body forces to QCD.
81. Experimental data
Any theoretical model for baryonic forces can be tested
by comparing predictions to experimental data. This
concerns scattering and the structure of light nuclei and
hypernuclei. In the nuclear sector, many thousands
of high precision data points are available. A com-
plete partial wave analysis of nucleon-nucleon (NN) scat-
tering data can be performed, see Stoks et al. (1993);
Arndt et al. (1994, 2007); Navarro Pe´rez et al. (2013)
and the corresponding online data bases. Deuteron
properties, among others its binding energy and electric
quadrupole moment, are an important input for NN -
forces. Owing to the huge amount of data, today’s NN -
interactions, phenomenological or based on effective field
theories, have reached a very high degree of precision.
The binding energies of other light nuclei and nucleon-
deuteron scattering data cannot be described satisfacto-
rily on the basis of a two-nucleon interaction and pro-
vide thus valuable information on the nuclear three-
body force, see Kalantar-Nayestanaki et al. (2012) for
a review. Recently, properties of very neutron rich
nuclei have attracted attention since they provide ad-
ditional constraints on the three-body force, see, e.g.,
Wienholtz et al. (2013).
For the hyperonic sector data are scarce, see Gal et al.
(2016) for a detailed review of strangeness in nuclear
physics. Hyperon-nucleon (Y N) scattering experiments
are difficult to perform because hyperons have very
short lifetimes of the order 10−10 s. Data on hyperon-
hyperon (Y Y ) scattering are not available. In the fit-
ting procedure for the parameters of hyperonic two-
body forces, in general only 35 data points from the
1960’s (Engelmann et al., 1966; Alexander et al., 1968;
Sechi-Zorn et al., 1968; Eisele et al., 1971) for low-energy
total cross sections in reactions involving Λ and Σ-
hyperons are included. First low-energy data on Ξ−p
elastic and Ξ−p → ΛΛ scattering have been obtained at
KEK (Ahn et al., 2006).
In addition to scattering experiments, hypernuclear
spectroscopy can provide valuable information. Since the
first events recorded by Danysz and Pniewski (1953a,b),
many hypernuclei have been produced. These are
mainly single-Λ-hypernuclei, see, e.g., the reviews
by Hashimoto and Tamura (2006); Gal et al. (2016).
Some events with double-Λ hypernuclei have been de-
tected, see Aoki et al. (1991); Nakazawa (2010). The
absence of Σ-bound states, except for an s-wave
Σ bound state in 4ΣHe (Nagae et al., 1998), indi-
cates a repulsive ΣN interaction (Bart et al., 1999;
Saha et al., 2004; Kohno et al., 2006). Only few events
for Ξ-hypernuclei have been observed up to now
(Aoki et al., 1995; Fukuda et al., 1998; Khaustov et al.,
2000). Considerable experimental efforts are underway
to improve hypernuclear data, see, e.g., Agnello et al.
(2012); Sugimura et al. (2014). Three-body forces
are not yet well explored for hyperons, see, how-
ever, the recent work in Lonardoni et al. (2013). Hy-
peronic single-particle potentials in symmetric nu-
clear matter are often used to determine the effec-
tive hyperon-nucleon interactions in phenomenological
models, see the discussion in, e.g., Ellis et al. (1991);
Glendenning and Moszkowski (1991); Schaffner et al.
(1994); Glendenning (1997); Balberg and Gal (1997);
Vidan˜a et al. (2001); Oertel et al. (2012).
2. Phenomenological forces
Approaches to obtain phenomenological forces can be
divided into three main categories: models based on me-
son exchange and potential models.
a. Meson-exchange models Meson exchange models fol-
low the original idea of Yukawa that the NN -interaction
is mediated by meson exchange. Additional mesons have
been added to capture the complex dependence of the nu-
clear interaction on spin, isospin and spatial coordinates.
Some models have been extended to include strange
mesons in order to describe the Y N and in some cases
the Y Y interaction. The general idea is that the pion, as
the lightest particle, describes the long-range attractive
part of the interaction and that scalar mesons are respon-
sible for the intermediate range attraction whereas vec-
tor mesons govern the short-range repulsive contribution.
The so-called σ-meson in the scalar-isoscalar channel of-
ten represents the mid-range attraction, however, its sta-
tus as a particle is very ambiguous. Many models use
instead correlated and uncorrelated two-pion exchange
to describe the intermediate range NN -interaction, see,
e.g., Machleidt and Li (1994); Donoghue (2006) for a dis-
cussion. The various models differ mainly in the mesonic
content, the treatment of two-meson exchange and ap-
proximations made in order to obtain practically appli-
cable potentials from the basic amplitudes, for instance
the form factors used at the meson-baryon interaction
vertices. From a phenomenological point of view, the
latter are introduced to account for the substructure of
baryons. They serve as regulators in solving the scat-
tering equation in order to avoid any divergent contribu-
tions.
Below, we mention some well-known models that de-
scribe NN scattering data and the deuteron satisfacto-
rily. The classical versions of the Nijmegen interaction
for the NN system (Nagels et al., 1977, 1978) are based
on the one-meson exchange picture. They were extended
to include Y N , Y Y interactions (Maessen et al., 1989;
Rijken et al., 1999) as well as additional one- and two-
meson exchanges (Rijken, 2006; Rijken and Yamamoto,
2006; Nagels et al., 2014). The Paris NN potential
(Cottingham et al., 1973; Lacombe et al., 1980) uses an
ad-hoc parameterization at very short distances ar-
guing that the meson exchange picture is no longer
valid there due to the substructure of nucleons. The
Bonn potential (Machleidt et al., 1987; Machleidt, 2001)
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momentum space to avoid the local approximation of
non-relativistic models, as, e.g., in the Nijmegen po-
tentials. The Ju¨lich group has extended the Bonn
model to the Y N -interaction (Holzenkamp et al., 1989;
Haidenbauer and Meissner, 2005).
b. Potential models In addition to the well-established
long-range one-pion exchange, potential models adopt a
sum of local operators, where the essential ones are cen-
tral, tensor and spin-orbit terms. The parameters are
fitted to deuteron properties and NN -scattering data.
The Urbana (Lagaris and Pandharipande, 1981) and Ar-
gonne potentials (Wiringa et al., 1984, 1995) are exam-
ples of such high-quality potential models. The latest
version of the Argonne potential (Wiringa et al., 1995),
called v18, not only contains isoscalar operators but in-
cludes an electromagnetic part and isovector operators
such that the charge dependence of the NN -force is suc-
cessfully described. Also, some models with Λ-hyperons
are available, see, e.g., Bodmer et al. (1984) but they are
much less sophisticated due to the small amount of hy-
peronic data.
Considering only two-nucleon interactions, it is well
known that light nuclei, in particular the triton, 3H,
are underbound and the saturation density of nuclear
matter is overestimated. This shows the importance
of repulsive many-body forces to correctly describe nu-
clear systems. A major contribution to the three-
nucleon force is the two-step pion exchange between
two nucleons via a third nucleon that can be excited,
e.g., to a ∆-baryon, (Fujita and Miyazawa, 1957). This
feature is incorporated for instance in the Tucson-
Melbourne model (Coon and Gloeckle, 1981; Friar et al.,
1999; Coon and Han, 2001). Such an interaction is at-
tractive and helps to cure the underbinding problem in
light nuclei, whereas it worsens nuclear matter saturation
properties. Therefore the Urbana group proposed a series
of phenomenological three-nucleon forces, adding to the
attractive two-pion exchange contribution a parameter-
ized repulsive part (Carlson et al., 1983; Pudliner et al.,
1995; Pieper et al., 2001; Pieper, 2008). The latter inter-
action is adjusted to the properties of light nuclei. The
problem of such a procedure is that the three-body force
is not independent of the two-body force employed in
the fits. More recently, consistent two- and three-nucleon
forces have been derived within χEFT, see the next sec-
tion.
3. Interactions from chiral effective field theory and lattice
QCD
Since the seminal papers by Weinberg in the early
1990’s (Weinberg, 1990, 1991) many efforts have been
devoted to the derivation of nuclear forces from a χEFT.
Within a chiral theory pions emerge naturally as the rel-
evant degrees of freedom at low energies to describe the
interaction of nucleons since they appear as Goldstone
bosons of the theory if the chiral symmetry of QCD is
spontaneously broken. The systematic framework of ef-
fective field theories has allowed to establish a classifi-
cation of different contributions to the interaction and
to make the link with QCD. The starting point is the
most general effective chiral Lagrangian that respects
the required symmetries. It is expanded in powers of
a small quantity p ∼ (mπ/Λχ, |~k|/Λχ), where mπ de-
notes the pion mass, ~k is a (soft) external momentum
and Λχ ∼ 1 GeV specifies the scale of chiral symme-
try breaking. In addition to dynamical pion contribu-
tions, nucleonic contact operators appear at each order.
They contain the unresolved short-range physics. Their
strength is controlled by so-called low-energy constants
(LECs) that are fitted to experimental data. Pionless ef-
fective theories are applicable at very low energies, see
Bedaque and van Kolck (2002) for a review.
Although the details of the power counting
scheme are not yet completely settled, see e.g.,
Pavo´n Valderrama and Phillips (2015) and references
therein, chiral nuclear forces work out well. In par-
ticular, before the advent of nuclear interactions from
χEFTs, no consistent model of three-body and higher
many-body nuclear forces existed. In addition to the
incorporation of symmetries from QCD, the advantage
of χEFT approaches is the possibility to extend the
interactions in a consistent way to three- and many-
nucleon systems. Comprehensive reviews can be found
in Epelbaum et al. (2009) and Machleidt and Entem
(2011). For recent high-quality chiral potentials see
Navarro Pe´rez et al. (2015) and Piarulli et al. (2015),
which includes ∆ resonances. The χEFT approach has
been extended to include strangeness and interactions
of the full baryon octet, see Polinder et al. (2006);
Haidenbauer et al. (2007, 2013). In this case, the LECs
cannot be determined by experiment due to the lack of
relevant data in the hyperonic sector. Instead they have
been fixed by flavor SU(3)-symmetry.
Another promising possibility to relate nuclear forces
to QCD is lattice QCD. In principle, it is a tool to calcu-
late hadron properties directly from the QCD Lagrangian
with Monte Carlo methods on a discretized Euclidian
space-time. It is, however, extremely expensive in the nu-
merical application even with sophisticated state-of-the-
art algorithms on high performance computers. For the
moment, simulations can only be carried out with large
quark masses and the extrapolation to physical masses
is difficult. In addition, the lattice spacing has to be
fine enough and the volume large enough to avoid com-
putational artifacts. Recent substantial efforts, see, e.g.,
Beane et al. (2011); Aoki et al. (2012) for reviews, give
hope for future high precision predictions. This could be
interesting in particular for channels where only few ex-
perimental data are available, e.g., the hyperon-nucleon
interaction, see, e.g., Beane et al. (2007); Inoue et al.
(2010); Beane et al. (2012).
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4. Renormalization group methods and evolved potentials
The strongly repulsive core of two-body baryonic inter-
actions renders multi-baryon systems non-perturbative.
Thus correlations become extremely important but are
difficult to treat with many-body methods. The repulsive
core, although a distinct feature of baryonic forces, is not
directly affecting low-energy observables. With renor-
malization group (RG) techniques, the high-momentum
part of the interaction related to the repulsive core can
be “integrated out” via a continuous change in resolu-
tion by applying suitable unitary transformations. In
this way, the high-momentum part decouples from the
low-momentum part and three- and many-body forces
emerge automatically from a pure two-body force. Dur-
ing the evolution, all generated interactions are “phase-
shift equivalent” and low-momentum observables are pre-
served. Thus the description of scattering data remains
as precise as for the original interaction. The obtained
RG-evolved potentials are much more perturbative than
non-evolved ones and therefore simplify the baryonic
many-body problem. In connection with many-body per-
turbation theory (MBPT), i.e., a perturbative expansion
around the Hartree-Fock (HF) solution, RG-evolved in-
teractions became a great success for nuclear systems,
see Bogner et al. (2010); Furnstahl and Hebeler (2013)
for two recent reviews on the subject.
Even though all high-precision “bare” nuclear forces
are rather different, almost unique RG-evolved poten-
tials emerge at low momenta (Schwenk, 2005), often de-
noted as Vlow−k. In Wagner et al. (2006); Schaefer et al.
(2006) the same techniques have been applied to nucleon-
hyperon interactions. It turned out that the resulting
low-momentum interactions are different from each other
because the bare potentials are much less constrained.
Hence, it is not surprising that there is a large spread in
the results if they are applied to dense matter with hy-
perons, see Djapo et al. (2008, 2010). This clearly shows
the lack of relevant experimental data concerning the
hyperon-nucleon and hyperon-hyperon interactions.
B. Many-body methods for homogeneous matter
The first step in studying strongly interacting matter
is often the investigation of homogeneous matter at van-
ishing temperature where almost all methods discussed
below can be applied. Even if the basic few-body inter-
actions were exactly known, the theoretical modeling is
not a trivial task since any naive perturbative expansion
is likely to fail.
The most simple method to treat the many-body
problem beyond the perturbative level is the HF ap-
proximation, see Sec. III.B.2 and, e.g., the textbooks
of Fetter and Walecka (1971); Ring and Schuck (1980);
Greiner and Maruhn (1996) for more details. The idea
is that each particle moves in a single-particle potential,
the “mean field”, generated by the average interaction
with all other particles. In practice, the many-body wave
function is approximated as an antisymmetrized product
of single-particle wave functions, which are determined
self-consistently. Although generally very successful in
atomic physics and in chemistry, in a nuclear system a
HF calculation starting from conventional two-body in-
teractions fails to reproduce known properties of nuclear
matter. In addition, the results are very sensitive to the
modeling of the short-range repulsive core of the two-
body interaction which is not fixed uniquely by scattering
data. This can be understood since the HF approxima-
tion neglects any short-range correlations between the
particles which arise from their mutual interaction.
Two ways out of this problem are currently applied: ei-
ther correlations are explicitly included within the many-
body approach, or, instead of realistic few-body interac-
tions, an effective, usually medium dependent, interac-
tion is used within a HF approach.
In Sec. III.B.1, we discuss different theoretical
ab-initio frameworks to include correlations in a
strongly interacting many-body system. Interesting
attempts to compare in a quantitative way differ-
ent ab-initio many-body methods can be found, e.g.,
in Baldo and Maieron (2004); Bombaci et al. (2005);
Baldo et al. (2012). Sec. III.B.2 is devoted to mod-
els with different types of phenomenological effective
interactions. Apart from the textbooks, there ex-
ist many excellent reviews on the different standard
many-body methods, see, e.g., Mu¨ther and Polls (2000);
Baldo and Burgio (2012); Carlson et al. (2015). There-
fore we do not aim to give a comprehensive and complete
overview, but only present the general ideas.
1. Ab-initio methods
a. Self-consistent Green’s function The idea of the self-
consistent Green’s function (SCGF) method is that the
system’s energy can be calculated conveniently from the
single-particle Green’s function G. It describes the propa-
gation of a single-particle state ψ from time t and position
~x to t′ and ~x′ as
ψ(t′, ~x′) =
∫
d3x G(t′, ~x′, t, ~x) ψ(t, ~x) . (3)
The level of approximation in the SCGF method is
controlled by the approximations made in order to de-
termine the single-particle Green’s function. A thor-
ough definition can be found in any textbook on quan-
tum theory at finite density and temperature, see, e.g.,
Fetter and Walecka (1971). For a non-interacting homo-
geneous system at zero temperature the Green’s function
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can be written in momentum space as2
G0(~k, ω) =
θ(|~k| − kF )
ω − E0(~k) + iη
+
θ(kF − |~k|)
ω − E0(~k)− iη
, (4)
where kF denotes the Fermi momentum and E
0(~k) =
~k2/(2m) the non-interacting single-particle energy of a
particle with mass m. Any indices related to further
quantum numbers of the particle are suppressed for clar-
ity. The first term on the r.h.s. of Eq. (4) describes the
propagation of a state outside the Fermi sea, a particle,
and the second term a state inside the Fermi sea. Since
per definition all states in the Fermi sea are filled, it can
propagate inside the Fermi sea only as a hole, i.e., a par-
ticle removed from the Fermi sea.
The energy density of the system can be straightfor-
wardly calculated from the trace of the single-particle
Green’s function. For the non-interacting system the
well-known expression for an ideal Fermi gas is obtained.
Of course, a dense baryonic system cannot be described
as a Fermi gas of non-interacting particles. Thus the
full interacting single-particle Green’s function G has to
be determined. A calculation from a perturbative se-
ries in the interaction potential is not viable in view
of the strong baryonic interaction. At this point self-
consistency is introduced in the form of Dyson’s equation,
which schematically can be written as
G = G0 + G0ΣG (5)
with the one-particle irreducible3 self-energy Σ which it-
self is determined by the interaction, G0 and G.
Retaining the lowest-order diagrams in the interac-
tion, the Hartree-Fock (HF) approximation can be de-
rived with the SCGF formalism. Formally this means
that in HF approximation the N -particle Green’s func-
tions are (antisymmetrized) products of single-particle
Green’s functions. When going beyond the HF approx-
imation, the dominant effect should be multiple scatter-
ing processes with two participating baryons. Under this
assumption the so-called “ladder approximation” is ob-
tained. The name originates from a diagrammatic rep-
resentation of this approximation for the single-particle
Green’s function depicted in Fig. 3. In practice, the com-
plete two-particle T -matrix is introduced, describing an
effective two-particle interaction upon summing up all
“ladders”, see Fig. 3. Note that the ladder approxima-
tion includes the two contributions leading to the HF
2 For simplicity we assume non-relativistic kinematics. A relativis-
tic treatment does not change the general reasoning. We further
consider the zero temperature limit. Finite temperature is easily
included in the formalism, see, e.g., Fetter and Walecka (1971);
Frick (2004).
3 One-particle irreducible means that the diagrams cannot be dis-
connected by cutting a fermion line. It is obvious that the self-
consistent resummation via Dyson’s equation automatically gen-
erates all reducible terms.
approximation. The equation for the T -matrix can be
written as
〈12|T |34〉 = 〈12|V |34〉+
∑
nn′
〈12|V |nn′〉GnGn′〈nn
′|T |34〉 ,
(6)
where V represents the bare two-body interaction and a
summation over intermediate states has to be performed.
+ + + . . .
1
FIG. 3 Feynman diagrams illustrating the lowest-order con-
tributions to the self-energy in Dyson’s equation, Eq. (5), for
the single-particle Green’s function in the ladder approxima-
tion (without exchange contributions). Plain lines represent
fermion propagators and wavy lines an interaction.
In the intermediate states of the T matrix there can
be no propagation of a particle and a hole state. In lad-
der approximation the self-consistent Green’s function
method thus sums up particle-particle and hole-hole lad-
ders to all orders. Physically the ladder diagrams take
into account multiple scattering of particles and holes
and can therefore, in contrast to the HF approximation,
describe the effect that the strong short-range repulsion
disfavors states when two particles come very close to
each other. Reviews on the applications of the method
to nuclear problems can be found in Mu¨ther and Polls
(2000); Dickhoff and Barbieri (2004). The results for the
EoS improve substantially in comparison to the HF ap-
proximation.
The choice of the contributions included in the sum-
mation (ladder, ring, parquet) has been more or less intu-
itive and was justified by the results. It is not clear how
the method can be systematically extended in order to
improve the results achieving self-consistency and avoid-
ing double counting. So far three-nucleon forces were not
included in the ladder approximation although their im-
portance in nuclear systems is well known. A method to
include them in the SCGF formalism has been developed
recently in Carbone et al. (2013).
Another point is that low-temperature nuclear (and
baryonic) matter is unstable with respect to the for-
mation of a superfluid or superconducting state. This
is the well-known Cooper instability (Cooper, 1956): a
fermionic many-body system with an attractive interac-
tion tends to form pairs at the Fermi surface. The insta-
bility shows up as a pole in the T -matrix when the tem-
perature falls below the critical temperature Tc for the
transition to the superfluid/superconducting state, see,
e.g., Thouless (1960); Schmidt et al. (1990); Alm et al.
(1993); Stein et al. (1995). Formally, the approach can
be extended to include the possibility of superfluidity
and superconductivity by introducing anomalous Green’s
functions describing pair formation. However, practical
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SCGF calculations in the ladder approximation are nu-
merically already very demanding since the full energy-
dependence of the intermediate states has to be ac-
counted for. Therefore actual calculations are often per-
formed at temperatures above Tc and extrapolated to
zero temperature, see, e.g., Frick (2004).
b. Brueckner-Hartree-Fock The Brueckner–Hartree–
Fock (BHF) approximation is a widely used microscopic
many-body method developed by Brueckner, Bethe and
others in the 1950’s. Numerically it is less involved than
the SCGF discussed above. In a general framework it
can be derived from the Brueckner-Bethe-Goldstone
hole-line expansion, truncated at the two-hole-line level
for the evaluation of the ground state energy. A “hole-
line” has to be considered as the propagation of a hole.
This series can be roughly understood as an expansion
in density, see, e.g., Fetter and Walecka (1971). At low
densities the contributions with an increasing number
of hole-lines should be suppressed, thus ensuring good
convergence. It is generally assumed that the n-hole line
contributions contain the dominant part of the n-body
correlations. Detailed and pedagogical introductions
can be found, e.g., in Day (1967); Fetter and Walecka
(1971); Baldo and Burgio (2001, 2012).
The BHF can be obtained from the SCGF approach in
the ladder approximation after some simplifications. The
first one is to neglect the hole-hole contributions. The
second one is to approximate the full self-energy of the
intermediate states by a quasi-particle approximation.
The equation for the T -matrix, Eq. (6), then becomes
an equation for the Brueckner G-matrix by replacing T
with G, except that the product of the two single-particle
Green’s functions in the intermediate states is approxi-
mated for T = 0 by
GnGn′ →
P(n, n′)
ω − En − En′ + iη
(7)
where the Pauli operator P is nonzero only if both states
lie outside the Fermi sea, i.e., they correspond to two par-
ticle states. Note that the denominator does not contain
the full self-energy. In the quasi-particle approximation
it has the form of the non-interacting system.
The single-particle energies E are determined self-
consistently from the G-matrix in the following way
(written in momentum space):
E(~k) =
~k2
2m
+ U(~k) , (8)
U(~k) =
∑
|~k′|<kF
〈kk′|G(E(~k) + E(~k′))|kk′〉A , (9)
where the subscript A indicates that the matrix element
has to be antisymmetrized.
The BHF method is not fully self-consistent. There
remains some freedom in determining the single-particle
energy E(~k), see Baldo and Burgio (2001) for a dis-
cussion. It has been shown by Baldo et al. (2001)
that with a proper choice the three-hole line correc-
tions to the energy are small, indicating good conver-
gence of the series. The main problem is that the
BHF method violates the Hugenholtz-van Hove the-
orem (Hugenholtz and van Hove, 1958) and, hence, is
thermodynamically inconsistent. This theorem states
that the single-particle energy at the Fermi surface should
equal the chemical potential. Numerically the differ-
ences are of the order 10-20 MeV at saturation den-
sity (Bozek and Czerski, 2001).
In BHF approximation, the description of nuclear mat-
ter is improved substantially as compared with HF cal-
culations. However, the saturation properties are not
satisfactorily reproduced with only two-body forces. It
is generally believed that three-body forces are needed.
In non-relativistic BHF calculations they can be explic-
itly included, see, e.g., Lejeune et al. (2000); Zuo et al.
(2002a,b). So far, there is no general consensus on how
to improve BHF calculations systematically such that un-
certainties are under control.
It is possible to extend the non-relativistic BHF
formalism in order to treat baryons in a special
relativistic way. This Dirac-Brueckner Hartree-Fock
(DBHF) approach (Brockmann and Machleidt, 1984;
Horowitz and Serot, 1987; Ter Haar and Malfliet, 1987;
Brockmann and Machleidt, 1990; Sammarruca, 2010)
is computationally more involved than non-relativistic
BHF calculations and some ambiguities exist concern-
ing the representation of the in-medium G-matrix in
terms of Lorentz invariants, see, e.g., the discussion by
Gross-Boelting et al. (1999). However, the main ad-
vantage is that an additional repulsion at high densi-
ties is obtained since part of the three-body interaction
is automatically generated (Brown et al., 1987). Rela-
tivistic DBHF approaches also avoid a problem of non-
relativistic BHF calculations which can result in a super-
luminal speed of sound at the high central densities of
massive NSs.
c. Methods derived from the variational principle The
Ritz-Raleigh variational principle is the basis for varia-
tional approaches to the many-body problem. It ensures
that the trial ground state energy
Etrial =
〈Ψtrial|H |Ψtrial〉
〈Ψtrial|Ψtrial〉
, (10)
calculated from the system’s Hamiltonian H with a trial
many-body wave function Ψtrial, gives an upper bound
for the true ground state energy of the system. Correla-
tions can be embodied in the trial wave function, given
for the A-baryon system by
Ψtrial(1, · · · , A) = F (1, · · · , A)ΦMF(1, · · · , A) . (11)
The operator F is intended to transform the uncorrelated
wave function ΦMF(1, · · · , A) to the correlated one. ΦMF
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is an antisymmetrized product (a Slater determinant) of
single-particle wave functions. In practice, an ansatz is
chosen for the trial wave function and its parameters are
varied in order to minimize Etrial. Once the trial wave
function is determined, expectation values of other oper-
ators can be evaluated.
The idea of the variational method is very simple and
appealing. The difficulty resides, however, in the details,
namely the numerical evaluation of the different expecta-
tion values. The first point is the choice of the interaction
Hamiltonian. As it stands, the method is conceived for
treating a local non-relativistic potential4. Thus, some of
the realistic potentials discussed in Sec. III.A, in partic-
ular those involving energy-dependent meson exchange,
cannot be used within this approach. There are, how-
ever, potentials, which have been designed specifically
for variational methods. The most prominent example is
the series of Argonne NN -forces, see Sec. III.A.2.b. Most
variational calculations include a three-body force in the
nuclear Hamiltonian. Together with the Argonne forces,
the Urbana three-body forces are usually applied. Fur-
ther, Gezerlis et al. (2013, 2014) developed a local ver-
sion of nuclear interactions for Quantum Monte Carlo
calculations from χEFT which in principle is applicable.
The central task is to find a suitable ansatz for the
correlation operator F . At sufficiently low densities, two-
body correlations should be dominant in nuclear sys-
tems. This assumption represents, for instance, the basis
for the ladder approximation discussed in Sec. III.B.1.a.
Within the variational methods this assumption leads to
an ansatz for the two-body correlation operator F2 which
contains essentially the same operational structure as the
two-body interaction, see, e.g., Fantoni and Fabrocini
(1998); Mu¨ther and Polls (2000); Carlson et al. (2015).
Thus, it is written as a sum of two-body operators, incor-
porating the nuclear spin-isospin dependence, multiplied
by radial correlation functions f (m)(r):
F2(i, j) =
∑
m
f (m)(rij)O
(m)(i, j) . (12)
The f (m)(r) are then determined by minimizing Etrial.
In practice, this is done employing different techniques.
In the nuclear context, Fermi-Hyper-Netted-
Chain (FHNC) (Fantoni and Rosati, 1975;
Pandharipande and Wiringa, 1979) calculations have
proven to be efficient. We note that up to now it is
impossible to include the complete operator structure
of the most sophisticated Argonne potentials in the
correlation operators F . The spin-orbit correlation, in
particular, cannot be treated on the same footing, since
it cannot be chained.
4 See Walhout et al. (1996) for an attempt to generalize this
method to relativistic systems within the path integral formal-
ism.
In coupled-cluster theory, which is based on ideas of
Coester (1958); Coester and Ku¨mmel (1960), the corre-
lation operator F is represented in an exponential form
F = exp(Tˆ ) with the cluster operator
Tˆ =
A∑
m=1
Tˆm (13)
that is a sum of m-particle m-hole excitation opera-
tors Tˆm. The method, which is non-variational in prac-
tice, is utilized with great success in quantum chem-
istry (Bartlett and Musial, 2007) and nuclear structure
calculations, see, e.g., (Hagen et al., 2007, 2010, 2012).
Early applications to nuclear matter can be found
in Kummel et al. (1978); Day and Zabolitzky (1981).
Nowadays, optimized chiral nucleon-nucleon interactions
are implemented (Baardsen et al., 2013; Hagen et al.,
2014).
The variational ground state energy represents only an
upper bound on the exact ground state energy, and the
deviation depends on the choice of the trial wave func-
tion. The method of correlated basis functions (CBF),
see, e.g., Fantoni and Fabrocini (1998), allows to improve
on the variational ground state. The idea is to add up
second order perturbative corrections to the ground state
energy calculated with correlated basis functions. The
latter are determined by the variational calculation from
model basis functions. Taking only ΦMF as model basis
function, the usual variational calculation would be re-
covered. Within CBF, other basis functions are added,
containing already some particle-hole excitations on the
initial wave function ΦMF.
Another widely used method in nuclear physics to
evaluate expectation values is the variational Monte-
Carlo (VMC) approach, see Guardiola (1998) and
Carlson et al. (2015) for two reviews. Very sophisticated
calculations with this technique have been performed
for light nuclei, including two-body correlations, such
as given in Eq. (12), and triplet correlations, see, e.g.,
Wiringa et al. (2014). Since the computational effort in-
creases very rapidly with the number of nucleons, the EoS
of homogeneous nuclear matter, however, is extremely
difficult to obtain.
d. Quantum Monte-Carlo Advancing computer technol-
ogy has allowed for a rapid progress in the application
of Monte-Carlo methods to nuclear systems in recent
years. In addition to the variational Monte-Carlo ap-
proach discussed in the previous section, the ground state
wave function and energy can be determined by evolv-
ing the many-body Schro¨dinger equation in imaginary
time. Monte Carlo sampling is thereby used to evalu-
ate the paths. In nuclear physics these methods suffer,
however, from the fermion sign problem and different ap-
proximations are employed, for comprehensive reviews
see Guardiola (1998); Carlson et al. (2012, 2015).
The Green’s function Monte Carlo (GFMC) method
(Carlson, 1987, 1988) gives very accurate results for light
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nuclei, but due to the nuclear spin and isospin degrees
of freedom, computing time increases exponentially with
the number of particles. Up to now, the largest systems
treated are 12C and a system of 16 neutrons. The Aux-
iliary Field Quantum Monte Carlo (AFQMC) approach
(Schmidt and Fantoni, 1999) introduces auxiliary fields
by Hubbard-Stratonovich transformations to sample the
spin-isospin states. This efficient sampling allows for
treating larger systems, with more than 100 nucleons.
Finite size effects are expected to be small and AFQMC
calculations have been applied in the last years to homo-
geneous matter, in particular neutron matter, but also
to symmetric matter and nuclear matter with hyperons,
see Sec. IV.B.
In spite of the recent progress, it is still not possible
to perform GFMC and AFQMC calculations with the
full Argonne v18 potential since some of the terms, again
related to the spin-orbit structure, induce very large sta-
tistical errors. Simplified potentials have been devel-
oped (Pudliner et al., 1997; Wiringa and Pieper, 2002)
containing less operators with readjusted parameters.
Besides these two-body interactions, the Urbana three-
body potentials are used. Recently, a local chiral poten-
tial has been developed (Gezerlis et al., 2013) which is
well suited for quantum Monte Carlo techniques.
e. Chiral Effective Field Theory χEFT is very successful
in describing nuclear forces and has allowed to establish
a link between the underlying theory of QCD and nu-
clear physics, see Sec. III.A.3. Except for very light nu-
clei, where direct numerical solutions of the Schro¨dinger
equation are possible, these chiral forces are generally
employed within standard many-body techniques to ad-
dress heavier nuclei or homogeneous nuclear matter. In
recent years some effort has been devoted to an alterna-
tive approach for homogeneous matter, namely extending
the idea of chiral perturbation theory directly to nuclear
matter calculations, i.e., developing an effective field the-
ory (EFT) for nuclear matter. Similar to nuclear forces
in vacuum, pions and nucleons are treated as explicit de-
grees of freedom and short-range dynamics is comprised
in local contact terms. The advantage of such an EFT
is that it establishes a power counting which allows to
select at a given order the relevant ones among the infi-
nite number of contributions and that one can determine
an associated uncertainty, which is not possible in many
other methods. The main difficulty resides in defining a
well adapted power counting scheme.
For nuclear matter, the nuclear Fermi momentum kF
enters as an additional scale. It is considered as small,
of the same order as the pion mass. At saturation den-
sity it is approximately given as kF ≈ 263 MeV/c, which
is indeed smaller than a typical hadronic scale. Based
on this assumption, different power counting schemes
have been developed. On the one hand, in the works
of Kaiser et al. (2002, 2003); Fritsch et al. (2005), the
vacuum chiral power counting has been applied directly
to nuclear matter. On the other hand, Meissner et al.
(2002); Oller et al. (2010); Lacour et al. (2011) argue
that a propagating nucleon in the medium cannot al-
ways be counted in the standard way as 1/|~k| with |~k|
being a typical nucleon three-momentum, but that there
are “non-standard” situations where it is to be counted as
an inverse nucleon kinetic energy. In practice, within this
“non-standard” counting, certain classes of two-nucleon
diagrams have to be resummed. Another difference is
that these works include local nucleon-nucleon interac-
tions fixed by free nucleon-nucleon scattering in addi-
tion to nucleon interactions mediated by pion exchange
(Oller et al., 2010; Lacour et al., 2011).
f. Lattice methods The ab initio approach to solve QCD
numerically becomes extremely complicated at finite den-
sities. The Fermion determinant in the medium turns
complex valued due to the appearance of the chemical po-
tential. Consequently the integrals, which are evaluated
in LQCD with Monte Carlo methods, have no longer pos-
itive weights. Different approaches to avoid this fermion
sign problem have been suggested, e.g., reweighting
techniques (Fodor and Katz, 2002), the introduction of
complex chemical potentials (de Forcrand and Philipsen,
2002), or Taylor expansion schemes (Allton et al., 2002).
A crucial parameter in all of these approaches is µ/T ,
which for these analyses is typically of magnitude one
or less. However, this value is significantly larger in the
applications we are interested in, in particular for NSs.
Accordingly, no consistent cold matter or supernova EoS
has been provided by LQCD so far.
In recent years lattice methods have been applied di-
rectly to nuclear systems, see Lee (2009) for a review.
In the so-called “Nuclear Lattice Effective Field Theory”
(NLEFT), nucleons are treated as point-like particles re-
siding on the lattice sites. For the interactions, EFT
nuclear forces are employed consisting of nucleon con-
tact terms and potentially pion exchanges. These are
represented on the lattice as insertions on the nucleon
world lines. Due to the approximate SU(4) spin-isospin
symmetry of nuclear forces, NLEFT suffers much less
from the sign problem than lattice QCD. These meth-
ods have been applied successfully to light and medium
mass nuclei, see for example Epelbaum et al. (2014) and
La¨hde et al. (2014), and to dilute neutron matter up to
roughly one tenth of nuclear matter saturation density,
see Lee (2009) and references therein. For the moment,
however, there are no computations of denser systems.
Lattice methods are used in the context of Quantum
Monte Carlo simulations, see Wlaz lowski et al. (2014) for
a recent example.
g. Perturbative QCD QCD is asymptotically free, viz.
the coupling constant decreases logarithmically with
the energy (Gross and Wilczek, 1973; Politzer, 1974)
and therefore, it is addressable by perturbative meth-
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ods if the coupling constant turns small enough. This
has been exploited to describe the thermodynamics of
dense deconfined quark matter at finite temperature
(Freedman and McLerran, 1977a,b,c). Recent efforts
aimed to account for all second-order effects in an ex-
pansion of the thermodynamic pressure of deconfined
QCD (Kurkela et al., 2010). This procedure gives valu-
able insights into the high density limit of QCD and
therefore provides an important constraint for the asymp-
totic behavior of the EoS at baryonic chemical poten-
tials of several GeV (Kurkela et al., 2014). However, re-
sults from matching the EoS obtained within this ap-
proach directly to a nuclear matter EoS as suggested by
Kurkela et al. (2010) do not provide a conclusive answer
as in this domain non-perturbative features cannot be
neglected.
h. Dyson-Schwinger approach The Dyson-Schwinger
(DS) formalism is a non-perturbative approach to
analyze QCD. It starts from a generating functional
(the partition function of QCD). From there, coupled
integral equations, the DS equations, are derived for the
n-point Schwinger functions of the theory. Formally,
this approach is similar to that of self consistent Green’s
functions we discussed in Sec.III.B.1.a, but now based
on the QCD Lagrangian. A further successful proving
ground for this approach is QED. Like in any many-body
theory, every QCD Schwinger function couples to further
Schwinger functions of higher order. This implies an
infinite hierarchy of DS equations which can be solved
practically only by introducing truncation schemes.
There is no strict prescription how to truncate without
erasing inherent properties (e.g., symmetries) of the
original theory. The truncation scheme defines a specific
model which then can be compared to experimental
data and subsequently used to predict observables. The
theoretical framework for vacuum and in-medium studies
and numerous applications are reviewed in detail in, e.g.,
Alkofer and von Smekal (2001); Roberts and Schmidt
(2000); Roberts (2012). Despite the number of successful
vacuum studies at zero and finite temperature it has
been used only rather recently to compute EoSs of dense
homogeneous quark matter in the deconfined phase
(Chen et al., 2008; Kla¨hn et al., 2010; Chen et al., 2011,
2015). Prominent topics are superconducting phases,
see, e.g., Nickel et al. (2006b); Alford et al. (2008),
and the role of strange quarks (Nickel et al., 2006a;
Mu¨ller et al., 2013). Further DS studies investigate
the critical line in the QCD phase diagram, see, e.g.,
Qin et al. (2011); Fischer et al. (2011); Bashir et al.
(2012); Gutierrez et al. (2014). Although the DS ap-
proach promises insights from a QCD based framework,
no EoS has been obtained to date that covers the
whole parameter space required to perform, e.g., CCSN
simulations. However, (Klahn and Fischer, 2015) have
shown that both the NJL model and the thermodynamic
bag model, see III.B.2.b, can be understood as solutions
of in-medium DS equations in rainbow approximation
assuming a contact interaction for the gluon propagator.
2. Empirical/phenomenological approaches
Phenomenological approaches to describe dense mat-
ter are characterized by the use of effective inter-particle
interactions instead of realistic forces. They usually have
a rather simple functional form in order to allow them
to be used in several applications, i.e., not only uni-
form matter but in many cases also finite nuclei. How-
ever, their structure can be guided by symmetry prin-
ciples, power counting arguments or insights from ab-
initio approaches. Effective Hamiltonians can be derived
from more fundamental forces using the formalism of
density-matrix expansions (Negele and Vautherin, 1972;
Dobaczewski et al., 2010; Stoitsov et al., 2010). In gen-
eral, the actual parameters of the interactions are not
directly calculated from underlying fundamental theo-
ries but they are determined empirically by fitting to
(pseudo-) observables that are calculated in certain ap-
proximations of many-body theory. The interaction and
the considered model space are not independent. Sys-
tematic extensions of the empirical approaches are not
straightforward and usually require a refit of the model
parameters.
Most empirical descriptions of dense matter rely on
the mean-field (MF) approximation or use the closely
related language of energy density functionals. Origi-
nally, the mean-field approximation corresponds to the
Hartree approximation of the many-body state, i.e., a
simple product of single-particle wave functions, but the
term is often used to denote the HF approximation, too.
The constituents are considered as quasi-particles with
modified properties, e.g., effective masses that are dif-
ferent from their rest masses in the vacuum. Quantities
such as the energy density or the pressure of the sys-
tem can be expressed as functionals of the single-particle
densities and an EDF is derived. It can be used as a
starting point for the development of more refined EDFs
that take into account features such as exchange and
correlation effects going beyond the mean-field approx-
imation. It is well known from the basic theorems in
density functional theory (Hohenberg and Kohn, 1964;
Kohn and Sham, 1965; Kohn, 1999; Dreizler and Gross,
1990; Fiolhais et al., 2003) that an EDF exists which
yields the exact energy of the system’s ground state but
its explicit form is not known. With suitable extensions
of mean-field EDFs guided by empirical information one
can try to come close to the exact EDF of the system,
even if the interaction itself is not completely known.
A further set of phenomenological EoSs can be char-
acterized as purely parametric models which by itself are
not based on a description of the interaction of particles.
Instead, a parameterized functional, typically of the en-
ergy density, is either assumed or fitted to microscopi-
cally motivated EoS. These models are useful to analyze
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astrophysical data. Examples are single and piecewise
polytrope fits for nuclear matter (Read et al., 2009) and
a linear fit for quark matter (Zdunik, 2000; Alford et al.,
2013).
a. Hadronic matter Self-consistent mean-field (MF)
models are well developed. They are successful in de-
scribing the properties of systems composed of nucleons
and were first used for bulk nuclear matter. Nowadays
they are mainly applied in the description of finite nu-
clei, see, e.g., the review by Bender et al. (2003). The
approaches can be divided into two main classes: non-
relativistic and relativistic models. The main distinction
between them are the specific form of the interaction and
the resulting dispersion relation of the quasi-particles.
Non-relativistic approaches generally start from a
Hamiltonian
Hˆ = Tˆ + Vˆ (14)
for the many-body system that contains the usual kinetic
contribution
Tˆ =
∑
i
pˆ2i
2mi
(15)
and a potential term Vˆ that varies from model to model.
Usually it is given as a sum
Vˆ =
∑
i<j
Vˆij +
∑
i<j<k
Vˆijk (16)
of two-body (Vˆij) and three-body (Vˆijk) interactions.
The latter are required in order to reproduce the empir-
ical saturation properties of nuclear matter. The energy
of the system is calculated under certain assumptions for
the form of the many-body wave-function, usually within
the HF approximation. Pairing effects can be considered
in the Hartree-Fock-Bogoliubov approximation. How-
ever, the original model interaction Vˆ cannot always be
used in the pairing channel and a suitable pairing inter-
action has to be specified separately. Non-relativistic ap-
proaches are in danger to fail in the description of dense
matter at high densities, e.g., the EoS can become super-
luminal.
Relativistic models are commonly formulated in a field-
theoretical language by defining a Lagrangian density L
that serves as the starting point in order to derive the
field equations of the interacting particles. They con-
stitute a set of coupled equations that has to be solved
self-consistently. Expressions for the energy density and
pressure are obtained from the energy-momentum tensor.
The foremost application of MF models is the descrip-
tion of finite atomic nuclei but nuclear matter properties
are easily obtained once the parameters of the effective
model interaction are determined. Depending on the se-
lection of observables and preferences in the fitting of
the effective interaction, different parameterizations are
obtained. For the most common MF approaches, several
hundred parameter sets are available in the literature. In
the following, the most-used MF models, distinguished
by the choice of the interaction, are considered.
• Mean-field models with Skyrme-type interactions
An effective zero-range interaction for HF calcu-
lations was introduced by Skyrme (1956, 1959).
After the pioneering calculations of nuclei by
Vautherin and Brink (1970, 1972); Beiner et al.
(1975); Brack and Quentin (1974b), it became very
popular and found widespread use, see, e.g., the
review article by Stone and Reinhard (2007). The
basic form of the Skyrme interaction between two
nucleons 1 and 2 can be written as
Vˆ
(Skyrme)
12 = t0(1 + x0Pˆσ)δ(r12) (17)
+
1
2
(1 + x1Pˆσ)
[
kˆ†δ(r12) + δ(r12)kˆ
2
]
+t2(1 + x2Pˆσ)kˆ
† · δ(r12)kˆ
+
1
6
t3(1 + x3Pˆσ)δ(r12)̺
α(R12)
+iW0 (σˆ1 + σˆ2) · kˆ
†δ(r12)kˆ
with parameters ti, xi, α andW0. In Eq. (17) Pσ =
(1 + σˆ1 · σˆ2)/2 denotes the spin-exchange operator,
kˆ = (∇1 −∇2)/(2i) is the relative momentum and
̺ the total nucleon density. The relative coordinate
and center-of-mass coordinate are defined by r12 =
r1 − r2 and R12 = (r1 + r2)/2, respectively. The
contribution with factor t3 is a generalization that
originates from an explicit three-body term
Vˆ123 = t3δ(r1 − r2)δ(r2 − r3) (18)
in the original Skyrme interaction and was con-
verted to a density dependent two-body interac-
tion. The parameter α controls the strength of the
repulsion. The original three-body interaction (18)
corresponds to α = 2. The contribution with factor
W0 generates the spin-orbit interaction in systems
that are not spin-saturated. For the description of
nuclei, contributions from the Coulomb interaction
have to be considered in addition. The potential
(17) can be seen as an expansion in powers of the
relative momentum k. Since it stops at second or-
der, the interaction cannot be applied reliably in
cases where the momenta of the nucleons reach high
values, e.g., in nuclear matter at densities substan-
tially above saturation.
Evaluating the energy density from the Hamil-
tonian in HF approximation yields an EDF that
depends on a number of single-particle densities
and their spatial derivatives. Since the interac-
tion is of zero-range, exchange contribution are
easily obtained and only local densities appear
in the EDF. Besides the usual single-particle
number densities ni, the kinetic-energy densities
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τi, the currents ji, the spin-orbit densities Ji,
the spin densities σi etc. are relevant, see, e.g.,
Bender et al. (2003) for details. In applications
to nuclear matter, currents, spin densities and
spatial derivative of all single-particle densities
vanish. The energy density becomes a more-
or-less simple functional in fractional powers
of the number densities (Dutra et al., 2012).
Obviously, an extrapolation to high densities
can lead to divergences. Several extensions of
the standard Skyrme functional have been pro-
posed, see, e.g., Margueron et al. (2012, 2010);
Margueron and Sagawa (2009); Margueron et al.
(2009); Lesinski et al. (2007); Bender et al.
(2009); Dutra et al. (2012); Hellemans et al.
(2012); Chamel et al. (2011); Davesne et al.
(2015). We note that not every Skyrme-type
EDF can be derived from simple two- and
three-body potentials in a MF approximation.
A number of well-calibrated parameteriza-
tions were proposed recently (Chabanat et al.,
1997, 1998; Agrawal et al., 2005; Stone, 2005;
Goriely et al., 2009b,a; Kortelainen et al., 2010,
2012; Washiyama et al., 2012; Goriely et al.,
2013b,a; Kortelainen et al., 2014). They predict
many properties of nuclei close to experimen-
tal values with rather small deviations. The
performance of 240 Skyrme parameterizations
under nuclear matter constraints was studied
by Rikovska Stone et al. (2003); Dutra et al.
(2012). Only a few satisfy all criteria that were
selected by the authors. Some Skyrme forces
show instabilities (Chamel and Goriely, 2010;
Kortelainen and Lesinski, 2010; Hellemans et al.,
2013; Navarro and Polls, 2013; Pastore et al.,
2014) under particular conditions that may be
cured with appropriate modifications of the EDF.
• Mean-field models with Gogny interaction
Instead of a zero-range force as in the Skyrme
case, the use of finite-range interactions is an es-
tablished approach in MF models. A sum of
two Gaussians was suggested by Brink and Boeker
(1967) for HF calculations. A review of phe-
nomenological interactions in early HF models
is given by Quentin and Flocard (1978). In or-
der to obtain quantitatively reasonable results, a
density-dependent effective two-body interaction
was added by Gogny which lead to the present form
Vˆ
(Gogny)
12 =
∑
j=1,2
exp
(
−
r212
µ2j
)
(19)
×
(
Wj +BjPˆσ −HjPˆτ −MjPˆσPˆτ
)
+t3(1 + x0Pˆσ)δ(r12)̺
α(R12)
+iWls (σˆ1 + σˆ2) · kˆ
†δ(r12)kˆ
with parameters µj , Wj , Bj , Hj , Mj, t3, α andWls
and the isospin-exchange operator Pτ = (1 + τˆ1 ·
τˆ2)/2 (Decharge and Gogny, 1980). The density-
dependent and the spin-orbit contribution have the
form of the corresponding terms in the Skyrme in-
teraction, although with a different notation of the
parameters. Due to the finite-range part in the
Gogny interaction, it is technically more involved
to consider the exchange contributions to the en-
ergy density. On the other hand, divergences of a
zero-range interaction are avoided in calculations
involving pairing channels. Due to the more in-
volved numerical calculations, there are only few
parameterizations of the Gogny interaction that are
used in practice (Goriely et al., 2008). A collection
of these parameter sets with a comparison to pre-
dictions of nuclear matter properties can be found
in the work of Sellahewa and Rios (2014).
• Relativistic mean-field and Hartree-Fock models
In relativistic approaches to nuclear matter and
finite nuclei, a field-theoretical formalism is em-
ployed where nucleons are represented by Dirac
four spinors ψi and the nucleon-nucleon interaction
is modeled by an exchange of mesons. This de-
scription, called quantum hadro dynamics (QHD),
was originally seen as a fully field theoretical ap-
proach (Fetter and Walecka, 1971; Walecka, 1974;
Chin and Walecka, 1974; Serot and Walecka, 1986;
Serot, 1992) and treated with the respective for-
malism. Later, the view of an effective description
to be applied in rather simple approximations pre-
vailed since nucleons as composite objects cannot
be considered as fundamental degrees of freedom.
The common starting point in QHD models is a
Lagrangian
L = Lnuc + Lmes + Lint (20)
that contains contributions of nucleons i
Lnuc =
∑
i=n,p
ψ¯i (γµi∂
µ −mi)ψi (21)
with rest mass mi, of free mesons Lmes and an in-
teraction term Lint.
In early versions of the model only isoscalar mesons
such as the (Lorentz-) scalar σ-meson and the
(Lorentz-) vector ω-meson were considered in order
to model the long-range attraction and short-range
repulsion of the nuclear interaction, respectively, in
symmetric nuclear matter. Isovector mesons were
added for the description of neutron-proton asym-
metric systems. In most models, the vector isovec-
tor ρ-meson is considered, but an isospin-dependent
splitting of the neutron and proton Dirac effec-
tive masses is only obtained when a scalar isovec-
tor δ-meson is included. In contrast, the Landau
effective masses are different in asymmetric mat-
ter even without a δ-meson. Pseudoscalar mesons,
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such as the pion, or pseudovector mesons are rele-
vant in models that treat exchange effects explicitly
(Lalazissis et al., 2009). The mesons in the QHD
approach share the same quantum numbers with
their counterparts observed in experiments, how-
ever, they have to be seen as effective fields in the
model that serve to capture the essential features
of the strong interaction in the medium. With the
standard choice of mesons, the contribution of free
mesons to the Lagrangian (20) reads
Lmes =
1
2
(
∂µσ∂
µσ −m2σσ
2
)
(22)
+
1
2
(
∂µ~δ · ∂
µ~δ −m2δ
~δ · ~δ
)
−
1
4
GµνG
µν +
1
2
m2ωωµω
µ
−
1
4
~Hµν · ~H
µν +
1
2
m2ρ~ρµ · ~ρ
µ
with the usual field tensors of the vector mesons
Gµν = ∂µων − ∂νωµ and ~Hµν = ∂µ~ρν − ∂ν~ρµ. In
most approaches, it is assumed that mesons cou-
ple minimally to nucleons leading to an interaction
contribution of the form
Lint = −
∑
i=n,p
ψ¯i [γµ (gωω
µ + ~τ · gρρ
µ) (23)
+gσσ + gδ~τ · ~δ
]
ψi
where gi (i = ω, σ, ρ, δ) denote the empirical cou-
pling constants. Their values are obtained by fit-
ting to properties of nuclear matter or finite nu-
clei. The coupling to scalar mesons modifies the
Dirac effective mass m∗i of the nucleons. It is
essential in order to obtain a realistic spin-orbit
splitting in nuclei. From the Lagrangian (20) the
field equations for nucleons and mesons are derived.
They have to be solved self-consistently, usually
in the relativistic mean-field (RMF) approximation
where meson fields are treated as classical fields
and negative-energy states of the nucleons are ne-
glected (no-sea approximation). Scalar and vector
densities of nucleons appear as source terms for the
mesons. Finally, a covariant energy density func-
tional (CEDF) is obtained.
The basic version of QHD as discussed above can
qualitatively describe the feature of saturation in
nuclear matter. It results from a competition of
attractive scalar and repulsive vector self-energies,
Si and Vi, in the relativistic dispersion relation
Ei =
√
p2 + (m∗i )
2 + Vi (24)
for a nucleon i with momentum p and Dirac effec-
tive mass m∗i = mi − Si. With increasing density
of the medium, the scalar potential Si rises more
slowly than the vector potential Vi. The EoS be-
comes very stiff, nevertheless, the speed of sound
does not exceed the speed of light. A quantitative
description of nuclear matter and nuclei requires
the extension of the simple Lagrangian density (20)
in order to simulate a medium-dependent effective
interaction. Several options have been explored in
the literature.
In early extensions of the model, non-linear (NL)
self-interactions of the mesons were considered by
adding a contribution of the form
Lnl = −
A
3
σ3 −
B
4
σ4 +
C
4
(ωµω
µ)
2
(25)
to Eq. (20). Cubic and quartic terms of the
σ-meson were introduced by Boguta and Bodmer
(1977) and very satisfactory results were ob-
tained, see, e.g., Reinhard et al. (1986); Rufa et al.
(1988). The addition of the quartic ω
term by Sugahara and Toki (1994) was moti-
vated by comparison of the scalar and vec-
tor potentials with DBHF. Later, self-couplings
of isoscalar and isovector mesons were used
to modify the isospin dependence of the EoS
(Mueller and Serot, 1996; Furnstahl et al., 1997;
Todd-Rutel and Piekarewicz, 2005).
Instead of adding explicit new terms to the La-
grangian density (20), the coupling constants gi
in (23) are replaced by functionals Γi of the nu-
cleon fields in RMF models that were inspired by
results of DBHF calculations of nuclear matter.
Here it is found that effective density-dependent
(DD) nucleon-meson couplings can be extracted
from the medium-dependent nucleon self-energies.
Usually, a dependence of the couplings Γi on the
vector density5 nv =
√
jµjµ is assumed, which is
defined in a covariant way with the nucleon cur-
rent jµ. In the rest frame of a nucleus or nu-
clear matter, nv is identical to the baryon num-
ber density nB. The density dependence of the
couplings leads to so-called “rearrangement” con-
tributions to the vector self-energies (Fuchs et al.,
1995). This is essential in order to obtain a ther-
modynamic consistent model. The functional form
for the density-dependence of the couplings with
rational and exponential functions was suggested
by a comparison to DBHF results in an early pa-
rameterization of the DD-RMF model that was fit-
ted to binding energies of nuclei (Typel and Wolter,
1999). This approach has been followed in sev-
eral publications (Niksic et al., 2002; Long et al.,
2004; Niksic et al., 2005; Typel, 2005; Typel et al.,
2010; Roca-Maza et al., 2011c). Alternative func-
tions have been considered, e.g., by Go¨gelein et al.
5 Note that despite the name, the vector density is a Lorentz scalar.
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(2008). The density dependence of the meson-
nucleon couplings were also directly derived from
the nucleon self-energies (Hofmann et al., 2001a,b;
Go¨gelein et al., 2008) where the momentum depen-
dence of the self-energies was mapped to an effec-
tive density dependence.
Details on applications of the NL and DD-RMF
models can be found in a number of reviews,
see, e.g., Reinhard et al. (1986); Rufa et al. (1988);
Reinhard (1989); Ring (1996); Serot and Walecka
(1997); Bender et al. (2003); Furnstahl (2004);
Vretenar et al. (2005); Niksic et al. (2011). The
models are employed without taking the antisym-
metrization of the many-body wave function explic-
itly into account. The finite range of the effective
interaction mediated by the meson exchange re-
quires extra computational efforts in order to han-
dle fully antisymmetrized many-body states sim-
ilar as in non-relativistic Gogny HF calculations.
In addition, an entirely new parameter set for
the couplings has to be determined. Nevertheless,
relativistic Hartree-Fock (RHF) or Hartree-Fock-
Bogoliubov models were implemented (Meng et al.,
2006; Long et al., 2006, 2007, 2010).
Treating the basic scalar-vector models as relativis-
tic local quantum field theories, it was found that
two-loop corrections lead to huge contributions. It
was concluded that the loop expansion does not
converge and that the composite nature of the nu-
cleons has to be respected, e.g., by introducing
non-local interactions as represented by form fac-
tors, see, e.g., Prakash et al. (1992) and references
therein.
Some generalizations of the RMF model extend the
form of the nucleon-meson interaction from mini-
mal couplings to couplings of the meson fields to
derivatives of the nucleon fields. An early version
is the model by Zimanyi and Moszkowski (1990)
where scalar derivative couplings were introduced
that could be transformed to particular nonlinear
couplings of nucleons to the σ meson. General
first-oder derivative couplings were considered by
Typel et al. (2003); Typel (2005). The approach
was extended to derivatives of arbitrary high order
by Gaitanos et al. (2009); Gaitanos and Kaskulov
(2012, 2013) in the nonlinear derivative (NLD)
coupling model, and studied in various ver-
sions (Chen, 2012, 2014; Antic´ and Typel, 2015;
Gaitanos and Kaskulov, 2015). The main feature
of the NLD approach is the dependence of the
nucleon self-energies not only on the density but
also on the energy or momentum as in DBHF
calculations. As a consequence, the momentum
dependence of the nucleon optical potential in
nuclear matter, which is extracted from the fit-
ting of proton-nucleus scattering data in Dirac
phenomenology (Hama et al., 1990; Cooper et al.,
1993), can be reproduced up to nucleon energies of
about 1 GeV.
The explicit appearance of meson fields in the La-
grangian density of RMF approaches is suppressed
in so-called relativistic point-coupling (PC) mod-
els (Nikolaus et al., 1992; Rusnak and Furnstahl,
1997; Burvenich et al., 2002; Zhao et al., 2010).
Here, four-nucleon contact terms, including powers
and derivatives thereof, appear with free prefactors
that need to be determined. They can be seen as
the result of expressing solutions of the meson field
equations in the QHD approach as functions of the
relativistic source densities and their spatial deriva-
tives. This resembles the non-relativistic Skyrme
HF approach. A systematic expansion of L in vari-
ous densities, currents and their derivatives is possi-
ble by using power counting arguments from princi-
ples of effective field theory (Furnstahl, 2002). The
form and parameters of the PC approach can also
be constrained by in-medium χEFT (Finelli et al.,
2003, 2004, 2006).
Nuclear matter characteristics of 263 RMF parame-
terizations were compared recently in (Dutra et al.,
2014). Similar as in the case of Skyrme HF mod-
els, only a very small number is consistent with all
nuclear matter constraints considered in that pub-
lication.
• Quark-meson coupling model
An approach closely related to the previously dis-
cussed relativistic descriptions of matter and nu-
clei is the quark-meson coupling (QMC) model
(Downum et al., 2006; Rikovska-Stone et al., 2007;
Thomas et al., 2013; Whittenbury et al., 2014). It
explicitly considers nucleons as bound states of
quarks which couple to mesons in the surrounding
medium. This leads to a polarization of the nu-
cleon and the resulting mass shift is calculated self-
consistently. It can be expressed as a polynomial
in the σ meson field similar as in NL-RMF mod-
els. Properties of matter are calculated in the HF
approximation, including pions in addition to the
standard scalar and vector mesons. With a small
number of parameters, results of similar quality as
in (non)relativistic mean-field models or EDFs are
obtained.
• Other approaches to the nuclear energy density
functional
Besides the models discussed above that domi-
nate the applications to the EoS, a number of
independent alternative approaches were devel-
oped in the past. Instead of non-relativistic
effective interactions of the Skyrme or Gogny
type, other forms were investigated, e.g., a
density-dependent separable monopole (SMO) in-
teraction (Rikovska Stone et al., 2002) or three-
range Yukawa (M3Y) type interactions (Nakada,
20
2003). The phenomenologically inspired approach
of Fayans (1998); Fayans and Zawischa (2001);
Fayans et al. (2000) exploits the quasi-particle con-
cept of Migdal’s theory of finite Fermi systems.
The Barcelona-Catania-Paris (-Madrid) (BCP or
BCPM) EDFs (Baldo et al., 2004b, 2008, 2013)
are constructed by interpolating between param-
eterizations of BHF results, obtained with realistic
nucleon-nucleon potentials, for the EoS of symmet-
ric nuclear matter and neutron matter. Adding ap-
propriate surface and spin-orbit contributions, an
excellent description of finite nuclei is obtained with
only a small number of parameters.
b. Quark Matter A proper QCD-based description of
strongly interacting matter, in particular in vicinity of
the predicted deconfinement phase transition, is desirable
but currently not available since the theory is challenging
to solve at finite chemical potentials. With a few excep-
tions, the prevailing approach for the hadron-quark tran-
sition region is to describe both phases separately and to
interpolate in between in terms of a phase transition con-
struction, see Sec. III.D. Therefore, quark matter (QM)
in the following has to be understood as deconfined quark
matter. In this phase one can think of quarks as actual
particles or quasi-particles with no particularly compli-
cated behavior or confinement properties. Then it is not
surprising that typical approaches to describe quark mat-
ter show many similarities to RMF models for nuclear
matter. To model quark matter correctly it is important
though to understand and to account for the confinement
mechanism in order to eventually understand the phase
diagram of strongly interacting matter in the language of
QCD. Therefore we briefly review corresponding develop-
ments as far as they concern the EoS of dense matter.
• Thermodynamic Bag Model
The simplest, but still widely applied model
for QM is a limiting case of the MIT bag
model (Chodos et al., 1974), which has been origi-
nally developed to describe hadrons as quark bound
states of finite size. Confinement in this model is
accomplished by endowing the finite region with a
constant energy per unit volume, B. A special case
is a highly excited hadron in which quarks would
then behave as an ideal gas. The latter idea has
been followed to describe a system of homogeneous,
deconfined quark matter (Farhi and Jaffe, 1984).
The EoS is that of an ideal Fermi gas of three quark
flavors, where the bag constant B is added to the
total energy density and subtracted from the pres-
sure in order to maintain thermodynamic consis-
tency. B can be understood as the pressure dif-
ference of confined and deconfined quarks in vac-
uum. The value of B can be determined from
more sophisticated models (Cahill and Roberts,
1985). The bag constant arises not solely
due to deconfinement but rather from the
breaking of chiral symmetry. Consequently
it is density dependent (Buballa and Oertel,
1999) as well as flavor dependent (Buballa,
2005). Already in perturbative QCD the ther-
modynamic bag models treatment of quarks
as free non-interacting fermions does not hold
and requires corrections (Freedman and McLerran,
1977c; Fraga et al., 2001), which can be generalized
to a simple power series expansion of the pressure in
the quark chemical potential (Alford et al., 2005).
Similarly, a phenomenologically motivated expan-
sion considers diquark contributions to the pres-
sure (Alford and Reddy, 2003). Recently, an ex-
tension of the thermodynamic bag model has been
suggested which accounts for the breaking of chi-
ral symmetry and the influence of vector interac-
tions (Klahn and Fischer, 2015).
• Nambu–Jona-Lasinio type models and extensions
One of the prominent features of QCD is the dy-
namical breaking of chiral symmetry as the mecha-
nism which generates most of the hadrons masses.
The idea that the nucleon mass can be understood
as the self-energy of a fermion in analogy to the en-
ergy gap of a superconductor has been developed at
a time where the notion of quarks did not even ex-
ist (Nambu and Jona-Lasinio, 1961b,a). The NJL
model is based on a Lagrangian for a fermion field
with a quartic, chirally symmetric local interaction
of the form,
L = ψ¯ (γµi∂
µ −m)ψ (26)
+G
{
(ψ¯ψ)2 + (ψ¯iγ5~τψ)
2
}
,
where ψ is understood as a quark fermion spinor,
m is the bare quark mass, G a coupling con-
stant and ~τ the isospin matrices. The similarity
to RMF models is evident. A Fierz transforma-
tion of the interaction gives access to all possi-
ble quark-antiquark interaction channels. These
techniques are explained in detail by Klevansky
(1992); Buballa (2005) for vacuum and in-medium
applications. The coupling G can be under-
stood as a particular choice of a generalized form
factor for nonlocal current-current interactions
(Schmidt et al., 1994; Bowler and Birse, 1995). An
important feature of the approach is that the
quartic terms — as hallmark of NJL type mod-
els — can be shown to bosonize into baryon,
meson and diquark contributions to the parti-
tion function, and hence to the thermodynamic
potential (Kleinert, 1976; Roberts et al., 1988;
Cahill et al., 1989; Hatsuda and Kunihiro, 1994).
This bosonization property is exploited to de-
velop an understanding of hadrons as quark bound
states in the medium (Bentz and Thomas, 2001;
Wang et al., 2011; Blaschke et al., 2014). The orig-
inal NJL model’s success rests on its ability to de-
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scribe the breaking of chiral symmetry. It fails to
describe the infrared behavior of QCD which ad-
dresses confinement. It has therefore been sug-
gested to extend the model by an imaginary chem-
ical potential expressed in terms of the Polyakov
loop as a possible order parameter of deconfinement
(Fukushima, 2004; Ratti et al., 2006). A modifica-
tion of the Polyakov loop potential in these PNJL
models due to a finite quark chemical potential µ
has been introduced by Dexheimer and Schramm
(2010). Further extensions result from varia-
tions of the previous models, e.g., nonlocal PNJL
models without (Blaschke et al., 2008) and with
(Contrera et al., 2014) µ-dependent Polyakov loop
potential. The PNJL model is used to study the
QCD phase diagram at finite temperatures and
densities (Fukushima, 2008). A further approach to
account for confinement in NJL type models sug-
gests to introduce an infrared cut-off to remove un-
physical quark-antiquark thresholds (Ebert et al.,
1996). The similarity of the NJL model to the
RMF approach for nuclear matter suggests that
in analogy to the non-linear Walecka model higher
order coupling channels, i.e., multiquark or quark-
meson interactions, will affect in particular the high
density behavior of the EoS (Benic et al., 2015;
Zacchi et al., 2015).
C. Clustered and non-uniform matter
At subsaturation densities and not too high tempera-
tures, nucleonic matter is no longer uniform since it be-
comes instable with respect to variations in the particle
densities. There are various criteria to identify the onset
of instabilities, both in static and dynamic approaches,
see subsection III.D for details. Spatial structures can
develop on different length scales. In stellar matter, nu-
cleons can form nuclei or clusters of different sizes and
shapes due to the interplay between the short-range nu-
clear interaction and the long-range electromagnetic in-
teraction. If the size of the clusters is small as compared
to their mean free path, the matter can still be described
as a homogeneous system, however with cluster degrees
of freedom in addition to nucleons and leptons. At higher
densities, e.g., in the so-called ‘pasta phases’ in the inner
crust of NSs, the density variations have to be treated ex-
plicitly. In low-density cold matter, nuclei arrange them-
selves in a lattice and a crystal structure develops, e.g., in
the outer crust of NSs, and a new length scale emerges.
The appearance of cluster structures in matter can be
treated in various approximations that differ mainly with
respect to the choice of the basic degrees of freedom and
to the description of interactions.
1. Nuclear Statistical Equilibrium
The most basic approach to describe clustered matter
is given by NSE models, which are sometimes just called
“statistical models”. They are characterized by assum-
ing a statistical ensemble of different nuclear species and
nucleons in thermodynamic equilibrium. In particular,
the chemical potentials of nuclei are not independent.
They are given by Eq. (2). NSE models are not only
used in simulations of CCSNe but also for nucleosyn-
thesis calculations and in the context of SNIa, see, e.g.,
Seitenzahl et al. (2009).
In its simplest form, the ideal NSE, a mixture of
non-interacting ideal gases assuming Maxwell-Boltzmann
statistics is utilized. In chemistry, this description is
known as “mass-action law”. In the ideal NSE approach
the abundance ratio of nuclei is determined by a Saha
equation, which originally was used to describe the pop-
ulation of ionization states in atoms. Instead of clas-
sical Maxwell-Boltzmann statistics, the correct quantum
statistics of the particles can also be implemented. Often
the corresponding Fermi-Dirac distribution is adopted
only for nucleons.
Standard NSE models do not take into account the ef-
fects of the strong interaction between the constituents
explicitly, e.g., correlations in nucleon-nucleon scattering
states are neglected. However, in some models the in-
teractions in the nucleonic component are incorporated
by employing a mean-field description of homogeneous
matter, see section III.B.2.a.
A huge variety of NSE based models can be found in
the literature, employing various extensions and different
levels of sophistication. Here, we will only summarize the
most important aspects which are typically discussed in
the context of these models. For some selected models
we will give further details in Sec. V.
a. Nuclear binding energies Realistic EoS in the NSE
model description require nuclear binding energies as
basic input. Different approaches are used: On the
one hand, values from theoretical models are employed.
These can be simple mass formulas such as liquid-drop
like parameterizations or more detailed nuclear structure
calculations see, e.g., Myers and Swiatecki (1990, 1994);
Mo¨ller et al. (1995); Lalazissis et al. (1999); Koura et al.
(2005); Geng et al. (2005). On the other hand, experi-
mentally measured binding energies, see, e.g., Audi et al.
(2003, 2012), are used directly. However, an extension of
these mass tables from experiments is required with the
help of theoretical approaches since exotic nuclei that are
not yet studied experimentally can be encountered. Shell
effects in the structure of nuclei have a significant impact
on the distribution at low temperatures, as will be illus-
trated in Sec. V.C. Binding energies of nuclei inside mat-
ter are modified as compared with their vacuum values.
These medium effects are often introduced in NSE models
in phenomenological approximations, see Sec. III.C.1.d
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below.
b. Excited states It is straightforward to include excited
states of nuclei in an explicit way if their excitation ener-
gies are known experimentally. However, especially at
high excitation energies and for very heavy or exotic
nuclei, the experimental information on the levels and
their properties is not complete. In this case, theoretical
level densities or internal partition functions can be used
(Fa´i and Randrup, 1982; Engelbrecht and Engelbrecht,
1991; Iljinov et al., 1992; Blinnikov et al., 2011). Al-
ternatively, a temperature dependence of the binding
energies is introduced (Botvina and Mishustin, 2010).
The works of Rauscher and Thielemann (2000, 2001);
Rauscher (2003) provide nuclear partition functions in
tabular form, for temperatures up to 24 MeV and a wide
range of nuclear masses. These calculations are based
on both experimental data and a back-shifted Fermi-gas
model. More recently, similar tables were provided by
Goriely et al. (2008). Problems with divergences of the
original Fermi-gas model (Bethe, 1936) at low excitation
energy can be solved (Grossjean and Feldmeier, 1985).
However, the general reliability of the employed densi-
ties of state formulas can be questioned. For an investi-
gation of effects of excited states on the supernova EoS
and the stellar collapse, see, e.g., Mazurek et al. (1979);
Nadyozhin and Yudin (2004); Liu et al. (2007).
c. Coulomb interaction In matter with the condition
of electric charge neutrality, the Coulomb interaction
among nucleons and nuclei is screened due to the back-
ground of electrons and possibly muons. Some NSE mod-
els neglect this Coulomb screening. Others include it
by using only the one-body Wigner-Seitz approximation,
see, e.g., Lattimer et al. (1985). However, there are very
detailed calculations available that were obtained from
the study of single- and even multi-component plasmas at
different temperatures, see, e.g., Chabrier and Potekhin
(1998); Chugunov and DeWitt (2009); Potekhin et al.
(2009b,a); Potekhin et al. (2013) and section III.D.2 for
more details. Typically the results are provided in form
of fitting formulae. The simulations have reached a
high numerical precision and deviations from the lin-
ear mixing rule for binary plasmas were found to be
small (DeWitt et al., 1996). For a discussion of differ-
ent approximations of Coulomb interactions in super-
nova EoS and the application of some of the aforemen-
tioned models, see, e.g., Nadyozhin and Yudin (2005);
Blinnikov et al. (2011).
d. Medium modifications of heavy nuclei Some statistical
models employ explicit medium corrections of the bind-
ing energies of heavy nuclei. These can be due to tem-
perature or due to the presence of unbound nucleons.
In both cases, the surface and bulk properties of nuclei
are modified as compared to the vacuum at zero tem-
perature. One aspect is a temperature dependence of
the symmetry energy (Dean et al., 2002; Agrawal et al.,
2014) and of effective nucleon masses (Donati et al.,
1994; Fantina et al., 2012). Obviously, such temperature
effects are related to excited states and internal partition
functions but the problem is approached from a differ-
ent perspective. Effects of the unbound nucleons on nu-
clei are often extracted from nucleons-in-cell calculations,
see Sec. III.C.6. For instance, Papakonstantinou et al.
(2013) and Aymard et al. (2014) calculated the binding
energy shifts for Skyrme interactions in the local-density
approximation and in the Extended Thomas-Fermi ap-
proximation, respectively. It was pointed out that the
definition of the binding energy shifts has to be consis-
tent with the definition of clusters where one has to dis-
tinguish coordinate-space and energy-space clusters.
e. Cluster dissolution The application of the standard
NSE is limited to rather low densities. This model cannot
describe the dissolution of nuclei with increasing densi-
ties, the Mott effect, which is mainly driven by the Pauli
principle (Ro¨pke et al., 1982, 1983). When the nuclear
saturation density is approached, a transition to uniform
nucleonic matter is often enforced with the help of the
excluded-volume mechanism, which represents a classi-
cal, phenomenological approach to describe the disso-
lution of nuclei at high densities in a geometrical pic-
ture. Different variants of excluded-volume effects can
be found in the literature. In the simplest case, the
total volume of the thermodynamic system is replaced
by the so-called free volume that is the total volume re-
duced by the volume occupied by the particles of finite
size (Rischke et al., 1991). This approach is well known
from the EoS of a van-der-Waals gas. General expressions
for excluded-volume effects can be found, e.g., in Yudin
(2010, 2011); Typel (2016). More detailed models solve
for the exact canonical partition function, taking into ac-
count finite volumes of the particles and/or assuming a
certain geometry of the particles. An important example
is the hard-sphere model (Carnahan and Starling, 1969;
Mulero, 2008). Note that the excluded-volume mecha-
nism is also commonly used in the context of relativis-
tic heavy-ion collisions (HICs) to describe the freeze-out
of particle and their yields in a hadron resonance gas
model (Gorenstein et al., 1981; Andronic et al., 2012). A
problem of the excluded-volume approach is the occur-
rence of a superluminal speed of sound at high densities
and hence the EoS becomes acausal (Rischke et al., 1991;
Venugopalan and Prakash, 1992).
2. Single nucleus approximation
Instead of considering the distribution of all nuclei, the
chemical composition is sometimes simplified by assum-
ing a representative single heavy nucleus, unbound nucle-
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ons, and possibly α particles and other light nuclei in the
description. Burrows and Lattimer (1984) have shown
that this so-called single nucleus approximation (SNA)
has only a small impact on thermodynamic quantities.
However, there can be significant differences between
the average mass and charge number of heavy nuclei in
a full NSE model and the corresponding values of the
representative nucleus employing the SNA (Souza et al.,
2009), see also Sec. V.C. Furthermore, the conclusions
of Burrows and Lattimer (1984) are not applicable if the
composition is dominated by light nuclei. In this case
it is not possible to consider a “representative light nu-
cleus” due to the small number of nuclei involved and
the large variability of their binding energies, see, e.g.,
Hempel et al. (2012, 2015). We want to point out that
considering a statistical ensemble of all nuclei, i.e., going
beyond the SNA, is particularly relevant for the determi-
nation of electron-capture rates during core-collapse, see
Sec. VI.B.1.
3. Virial Expansion
Correlations between the constituents of a low-density
gas of particles at finite temperature can be considered
in the virial equation of state (VEoS). It provides correc-
tions to the NSE approach to clustered matter. The orig-
inal formulation goes back to Beth and Uhlenbeck (1936,
1937) and uses a description based on the grand canon-
ical ensemble. The VEoS relies on a series expansion of
the grand canonical potential
Ω(T, V, {µi}) = −TV (27)
×

∑
i
bi
λ3i
zi +
∑
ij
bij
λ
3/2
i λ
3/2
j
zizj + . . .

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in powers of the particle fugacities zi =
exp [(µi −mi) /T ] where µi is the chemical poten-
tial of particle species i including the rest mass mi. The
quantities λi =
√
2π/(miT ) denote the thermal wave-
lengths and bi are the degeneracy factors of the single
particles. The virial coefficients bij , bijk, . . . are simple
functions of the temperature. They contain information
on the two-, three-, . . . , many-body correlations in the
system. In particular, the second virial coefficients
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)
Dij(E) (28)
with λij =
√
2π/[(mi +mj)T ] depend only on the ener-
gies E
(ij)
l,k of the two-particle bound states and the two-
body scattering phase shifts δ
(ij)
l in channels l that ap-
pear in the function
Dij(E) = (29)∑
l
[∑
k
g
(ij)
l,k δ(E − E
(ij)
l,k ) +
g
(ij)
l
π
dδ
(ij)
l
dE
]
with appropriate degeneracy factors g
(ij)
l,k and g
(ij)
l . Note
that the separation of bound state (first term) and scat-
tering contributions (second term) is not unique, since
a partial integration of the energy integral (28) leads
to equivalent expressions with a different partitioning.
Because experimental information can be used directly
in the evaluation, a model-independent approach is ob-
tained. Quantum statistical effects can be incorpo-
rated easily. For contributions beyond second order see,
e.g., Pais and Uhlenbeck (1959); Dashen et al. (1969);
Bedaque and Rupak (2003); Liu et al. (2009). The VEoS
is only applicable for small fugacities zi ≪ 1 or, equiv-
alently niλ
3
i ≪ 1 with the particle number density ni.
These thermodynamic conditions are found, e.g., in the
neutrinosphere of supernovae. In present applications of
the VEoS to stellar matter only correlations on the level
of the second virial coefficient due to the strong interac-
tion are considered.
4. Quantum statistical approach
As mentioned above, the transition from inhomoge-
neous to uniform matter cannot be easily described
within the NSE approach nor within the VEoS. For that
purpose, NSE models are extended phenomenologically
by adding a classical excluded volume correction, see Sec.
III.C.1.e. A systematic description of correlations and in
particular the Mott effect in an interacting many-body
system is given by the quantum statistical (QS) approach
(Ro¨pke et al., 1982, 1983).
In general, many-body methods can provide spectral
functions that contain all information on correlations.
Prominent peaks in a spectral function can be identified
with the corresponding quasiparticles, e.g., deuterons in
nucleonic matter. As an approximation, quasiparticles
with shifted energies can be introduced in the practical
calculation of an EoS. These energies depend on the nu-
cleon densities, the temperature and the momentum of
the quasiparticle in the medium. They include effects
of Pauli blocking and can be parameterized with more
or less sophistication (Ro¨pke, 2009; Typel et al., 2010;
Ro¨pke, 2011). The energy shifts enter in the determina-
tion of the particle densities and finally in the EoS.
Going beyond the simple quasiparticle approximation
for the spectral function in the QS approach leads to
a form of the grand canonical potential that closely re-
sembles the corresponding expression of the VEoS. This
generalized Beth-Uhlenbeck approach has been formu-
lated and studied in detail with realistic two-nucleon po-
tentials (Schmidt et al., 1990; Stein et al., 2000). In this
case, the EoS can be formulated with a modified expres-
sion for the second virial coefficient. The quasi-particle
energies in the bound state contribution are affected by
the in-medium energy shifts and the phase shifts in the
scattering contribution have to be calculated from the
in-medium T-matrix for two-body scattering.
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5. Generalized relativistic density functional
The modification of cluster binding energies in the
medium, which is a basic feature of the QS approach,
can be implemented in quasiparticle models. The gen-
eralized relativistic density functional (gRDF) approach
(Typel et al., 2010, 2014; Typel, 2013) is such a model.
It is an extension of a RMF model with density de-
pendent nucleon-meson couplings that is constrained
by fits to properties of finite nuclei. In the gRDF
model, nucleons and clusters are included as explicit de-
grees of freedom. Two-nucleon scattering correlations
are described by effective resonances in the continuum
with parameters that are adjusted in order to repro-
duce the model-independent virial EoS at low densities
(Voskresenskaya and Typel, 2012). All particles couple
to the meson fields with appropriately scaled strengths
resulting in density dependent scalar and vector self-
energies. In addition, mass shifts of composite particles
are implemented in a parameterized form, which are de-
rived from the QS approach, in order to account for Pauli
blocking from the nucleons in the medium. A further
change of the cluster binding energies is caused by the
screening of the Coulomb field due to the electronic en-
vironment in stellar matter. The density dependence of
the binding energy shifts and meson-nucleon couplings
leads to “rearrangement” contributions in the vector
self-energy and thermodynamic quantities, which guar-
antee a thermodynamically consistent approach. The
model interpolates between the correct low-density limit
given by the virial EoS and the supra-saturation case
of purely nucleonic matter. Medium dependent mass
shifts of light clusters were also incorporated in other
models that study pasta phases in compact star matter
(Avancini et al., 2012; Pais et al., 2015).
6. Nucleons-in-cell calculations
In all models that were described above, matter is
treated as a uniform system of interacting particles. They
are assumed to be point-like or to have a finite volume.
The formation of inhomogeneous structures in subsatu-
ration matter at low temperatures can be studied in cal-
culations where a non-uniform distribution of nucleons
inside a cell of given shape and size is considered. Here,
quantal and classical methods can be distinguished. In
stellar matter, electrons are usually not treated explicitly
but considered as a uniform background gas. The meth-
ods are mostly applied to study the formation of clusters
or “pasta” phases in the crust of neutron stars, the corre-
sponding phase transitions and the effects of the Coulomb
interaction, see section III.D. Beyond static properties
for an EoS, also the dynamical response, e.g., in neutrino
scattering, or hydrodynamic quantities such as viscosities
and conductivities can be studied.
In the classical molecular dynamics (CMD) approach
(Horowitz et al., 2011; Piekarewicz and Toledo Sanchez,
2012; Dorso et al., 2011, 2012c; Schneider et al., 2013;
Gimenez Molinelli et al., 2014; Molinelli and Dorso,
2014), a certain number of nucleons is placed inside
a box of given volume to reproduce a fixed density.
The velocities of the particles are chosen to represent
a Maxwellian distribution at given temperature. The
particles interact via a two-body potential where the
Coulomb contribution is essential. The time evolution
of the system is followed by solving a set of classical
coupled equations of motion, which is possible even
for a rather large number of particles. In quantum
molecular dynamics (QMD) models (Maruyama et al.,
1998; Kido et al., 2000; Watanabe et al., 2002a,b, 2003a,
2004; Matsuzaki, 2006; Watanabe, 2007; Sonoda et al.,
2008; Watanabe et al., 2009; Maruyama et al., 2012),
particles are not treated as point-like objects as in
CMD calculations but as wavepackets, e.g., of Gaussian
shape. The motion of the centroid of the wavepackage
is followed classically. Quantum-statistical effects, such
as antisymmetrization or shell effects, are not accounted
for in molecular dynamics (MD) simulations. The
Pauli exclusion principle can be incorporated approx-
imately with appropriately designed contributions to
the potentials. Central questions of MD calculations
are the fragment recognition (Dorso and Randrup,
1993; Strachan and Dorso, 1997), the chemical com-
position (Horowitz et al., 2007; Horowitz and Berry,
2009; Dorso et al., 2012b; Caplan et al., 2014), the
appearance of different, sometimes complicated,
shapes in the density distribution and their topo-
logical characterization (Watanabe et al., 2003b;
Dorso et al., 2012a; Alcain et al., 2014a; Schneider et al.,
2014; Horowitz et al., 2015) and phase transitions
(Watanabe et al., 2005; Alcain et al., 2014b). Structure
functions and quantities related to the dynamical re-
sponse can be extracted as well (Horowitz et al., 2004a,b,
2005; Horowitz and Berry, 2008; Caballero et al., 2008;
Horowitz and Berry, 2009).
A description of matter inside a cell based on particle
density distributions instead of localized classical parti-
cles is a widely adopted approach for inhomogeneous sys-
tems. A number of different methods is available. They
differ in the physical input, the approximations and the
numerical complexity. Many approaches that model the
formation of large nuclei surrounded by a gas of nucle-
ons employ the Wigner-Seitz approximation where the
size of the cell is determined by the neutrality condition,
i.e., the total charge of baryonic matter inside the volume
considered is compensated by the electronic charge. At
low densities, a spherical cell, which is centered around
individual nuclei, is usually assumed. When other ge-
ometries, mostly rectangular shapes, are considered, it
is common to presume a periodic density distribution in
space.
The (compressible) liquid drop model (LDM)
belongs to the class of microscopic-macroscopic ap-
proaches where the energy of matter inside the cell
is parameterized with several individual contribu-
25
tions such as bulk, surface, etc. (Baym et al., 1971a;
Lattimer, 1981; Ravenhall et al., 1983; Lamb et al.,
1983; Lattimer et al., 1985; Lattimer and Swesty,
1991; Lorenz et al., 1993; Watanabe et al., 2000;
Douchin and Haensel, 2001; Oyamatsu and Iida, 2007;
Nakazato et al., 2009, 2011; Furusawa et al., 2011,
2013b). They depend on the size of the heavy nucleus
and the density of the surrounding gas of nucleons.
The detailed structure of the expressions can be guided
by energy density functionals, often non-relativistic
Skyrme parameterizations. Due to its convenience in
the numerical application, the LDM is one of the earliest
approaches to model inhomogeneous stellar matter.
Other widely employed methods are the Thomas-Fermi
(TF) approximation or extensions thereof. Here, the den-
sity distribution of fermions in the cell is determined us-
ing a given EDF for nucleonic matter. In the most simple
form, a local density approximation of nuclear matter is
obtained, but corrections, e.g., related to surface effects
and the finite range of interactions, can be incorporated
in the calculation. The shape of the density distributions
can be given by a simple functional form with few param-
eters or can be determined fully self-consistently. Techni-
cally, the free energy of the cell is minimized variationally
and the chemical potentials of the nucleons are obtained
for fixed particle numbers. Both, non-relativistic and
relativistic (Sumiyoshi et al., 1995; Cheng et al., 1997;
Shen et al., 1998; Avancini et al., 2008, 2009, 2010a,b;
Okamoto et al., 2012; Shen et al., 2011; Zhang and Shen,
2014) models are available. The main disadvantage
of the TF approach is that shell effects are not in-
cluded. They can be incorporated with the Strutin-
ski method (Brack et al., 1976, 1985; Onsi et al., 2008;
Pearson et al., 2012, 2015) but this correction to the TF
approach is not widely used for astrophysical EoS. The
formation of inhomogeneous matter inside cells of vari-
ous shapes is also studied by using the DFT formalism in
relativistic approaches, see, e.g., (Maruyama et al., 2005;
Go¨gelein and Mu¨ther, 2007), where shell effects are in-
cluded but only in the mean-field approximation without
explicit particle exchange.
The next level of complexity is reached in HF
calculations, which take the antisymmetrization of
the nuclear many-body wave function within the
cell fully into account. This approach is most
frequently utilized with non-relativistic potentials
such as the zero-range Skyrme interaction, e.g., in
the pioneering works of Negele and Vautherin (1973);
Ravenhall et al. (1972); Bonche and Vautherin (1981,
1982); Bonche et al. (1985). Shell effects were found
to disappear quickly with increasing temperature at 2-
3 MeV and nucleon pairing effects are relevant only
below ≈ 1 MeV (Brack and Quentin, 1974a,b). The
evolution of the density distribution inside the cells
and consequences for the EoS are investigated in sev-
eral works, see, e.g., Magierski et al. (2003); Sil et al.
(2002); Go¨gelein and Mu¨ther (2007); Newton and Stone
(2009); Gusakov et al. (2009a); Pais and Stone (2012);
Pais et al. (2014); Papakonstantinou et al. (2013). Also
time-dependent HF calculations were employed, both
in the standard formalism (Schuetrumpf et al., 2013b,a,
2015) and in an extended approach using dy-
namical wavelets for single-particle wave functions
(Sebille et al., 2009, 2011). A correct treatment of
antisymmetrization beyond the individual cell volume
was developed recently (Vantournhout et al., 2011b,a;
Vantournhout and Feldmeier, 2012).
D. Phase transitions
Theoretical models for the EoS are mostly concerned
with calculations of single phases where a thermody-
namic potential is extremized locally for its set of natural
state variables, see Sec. II.A. In the case of thermody-
namic instabilities, the equilibrium state of the system
is obtained from a global minimization/maximization of
the appropriate thermodynamic potential allowing for a
phase transition with coexistence of different phases, i.e.,
macroscopic regions in space with different values of the
various densities but identical intensive variables , see,
e.g., Landau and Lifshitz (1980).
Examples of phase transitions in the present context
are the liquid-gas phase transition in nuclear matter (see,
e.g., Barranco and Buchler (1980); Muller and Serot
(1995); Gulminelli et al. (2003); Hempel et al. (2013)),
the hadron-quark transition, which is expected to occur
at very large baryon number densities and/or tempera-
tures (see, e.g., Collins and Perry (1975); Prakash et al.
(1995); Steiner et al. (2000); Mishustin et al. (2002);
Bhattacharyya et al. (2010); Yasutake et al. (2013);
Hempel et al. (2013)), and the gas/liquid-solid phase
transition, which is relevant in the formation of
the crystalline crust during the cooling of proto-
neutron stars (Chamel and Haensel, 2008). A phase
transition could also be caused by the appear-
ance of new particle species such as hyperons in
dense hadronic matter (Schaffner-Bielich and Gal, 2000;
Schaffner-Bielich et al., 2002; Gulminelli et al., 2012,
2013).
1. Thermodynamic description of phase transitions
In the following, F (T, {Ni}, V ) is chosen as the ther-
modynamic potential for the discussion. The free energy
describes the equilibrium thermodynamics of a system
if it is a convex function of the extensive variables, i.e.,
{Ni} and V , and a concave function of the temperature
T . Then the conjugate intensive variables, the chemi-
cal potentials µi = ∂F/∂Ni|T,{Nj 6=i},V and the pressure
p = − ∂F/∂V |T,{Ni} are constant throughout the vol-
ume V . The free energy of a particular theoretical model
is locally convex in the subspace of extensive variables if
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all eigenvalues of the stability matrix M with entries
Mij =
∂2F
∂Qi∂Qj
,
∣∣∣∣
T,Qk,k 6=i,k 6=j
(30)
are positive. Here, Qi, Qj , Qk are variables from the
set of the conserved charges {Ni} or the volume V . If
at least one eigenvalue of M is zero or negative, this
point in the space of variables is metastable or unstable,
respectively. All unstable points are enclosed by the so-
called spinodal in the space of conserved charge numbers
NB, NQ, etc. Besides this thermodynamic criterion there
are other dynamical approaches to identify the instability
region, e.g., collective excitations with RPA calcula-
tions, the Vlasov equation formalism, or Fermi liquid
theory (Pethick and Ravenhall, 1988; Heiselberg et al.,
1993; Margueron et al., 2004; Providencia et al.,
2006a; Brito et al., 2006; Providencia et al., 2006b;
Ducoin et al., 2008b,a).
The spinodal is enclosed by the binodal that connects
all points with identical temperature, chemical poten-
tials, and pressure. Points inside the binodal belong to
the phase coexistence region. Here the free energy for
given conserved total charge numbers can be lowered as
compared to the locally calculated value by considering
the coexistence of two phases p = I, II with different vol-
umes V p such that V I +V II = V . The particle numbers
Npi in the individual phases are in general different but
all chemical potential are identical µIi = µ
II
i in the two
phases as well as the other intensive variables (P I = P II ,
T I = T II). This is called the Gibbs condition for ther-
modynamic equilibrium. Points in coexistence always lie
on a binodal. Hence, it is sufficient to know the thermo-
dynamic potential on this line/surface to construct the
system properties for thermodynamic conditions inside
the binodal.
If there is only a single conserved charge, it is easily
checked whether the free energy of a particular theoret-
ical model is a convex function of the only conserved
charge for given T and V . If not, the binodal degener-
ates to two separate points and the well-known Maxwell
construction of phase transitions with isotherms, e.g., in
the pressure - density diagram is obtained. Changing
the temperature of the system, the two distinct points
in coexistence can collapse into a single point that de-
fines the critical point and the corresponding critical
temperature and critical pressure. If this topology ap-
plies, it is possible to move from one phase to the other
around the critical point without crossing the binodal,
e.g., in the temperature-density plane. In some cases,
e.g., for the quark-hadron phase transition, there is often
no consistent model for the complete range of the ther-
modynamic variables and two different models are used.
Then, a transition from one phase to the other without
crossing a phase separation line is not possible, see also
Hempel et al. (2013).
In case of more than one conserved charge the
complete set of Gibbs conditions applies and the
topology of the binodals and spinodals becomes
more complex (Glendenning, 1992; Muller and Serot,
1995; Barranco and Buchler, 1980; Iosilevskiy, 2010;
Hempel et al., 2013). New features appear: In the higher
dimensional parameter space, the critical point turns into
a critical line or critical hypersurface and several topo-
logical endpoints can be defined. However, it is always
possible to map the Gibbs construction with several in-
dependent charge numbers to a technically more simple
Maxwell construction (Ducoin et al., 2006; Typel et al.,
2014). This is achieved by applying Legendre transfor-
mations to the free energy F that replace all conserved
charge numbers except one with the corresponding chem-
ical potentials. Thereby a modified thermodynamic po-
tential is found that depends only on a single particle
number as in the standard Maxwell case.
2. Coulomb effects
In models of the EoS for NSs and CCSNe the equilib-
rium with respect to the strong as well as the electromag-
netic interaction between all constituents has to be con-
sidered. As a consequence, the phase structure of dense
matter is substantially affected by the interplay of these
short and long-range forces in competition with entropy.
In addition, the specific condition of charge neutrality
applies. At not too high temperatures the appearance
of clusters and crystalline structures is expected, see also
Sec. III.C and below. Closely connected to both features
is the possible occurrence of “pasta” phases.
If macroscopic phases coexist, different assumptions for
the treatment of charge neutrality can be made. Either
one requires local charge neutrality, i.e., each phase is
charge neutral, or the system is charge neutral as a whole
and the phases are allowed to carry a net charge. We note
that the assumption of charged phases but global charge
neutrality contradicts the assumption of the thermody-
namic limit, if interpreted strictly as the Coulomb energy
would diverge for such a system. Nevertheless, it is con-
sidered as a reasonable simplification in many situations,
see Martin and Urban (2015) for a discussion regarding
the inner NS crust. Depending on the choice for realizing
the charge neutrality condition, the chemical equilibrium
conditions for phase coexistence (Hempel et al., 2009)
lead to different qualitative properties of the phase transi-
tion (Glendenning, 1992; Iosilevskiy, 2010; Hempel et al.,
2013), in particular to the feature of Coulomb frus-
tration (Gulminelli et al., 2003; Napolitani et al., 2007;
Chomaz et al., 2007; Hasnaoui and Piekarewicz, 2013).
In more advanced approaches, surface effects and the
finite-range of interactions are explicitly taken into ac-
count. A crucial ingredient is the surface tension be-
tween phases. Typically, for high surface tensions, the
phases tend to approach a configuration which resem-
bles the case of local charge neutrality (Heiselberg et al.,
1993; Maruyama et al., 2008; Yasutake et al., 2013). For
very low surface tensions, however, the configuration can
be similar to the case of global charge neutrality without
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finite-size effects.
The liquid-gas phase transition in nuclear matter pre-
dicts the coexistence of high-density and low-density
phases of macroscopic size below a critical temperature.
If Coulomb effects are included, electrons have to be
added to compensate the positive proton charge. Phase
transitions with macroscopic, charge-neutral phases in
coexistence would create large electric fields at the inter-
faces that the system tries to avoid (Voskresensky et al.,
2003). This can be seen in the analysis of instabilities
where density fluctuations of certain wavelengths are pre-
ferred. Clusters of finite size emerge that are surrounded
by a low-density gas of nucleons. The density of the elec-
trons throughout the system is nearly constant due to
the large incompressibility of such a high-density Fermi
liquid. Often a constant electron density is assumed,
with some exceptions, see, e.g., Maruyama et al. (2005);
Endo et al. (2006); Yasutake et al. (2011). The forma-
tion of clusters in uniform nuclear matter is well studied
in several models that consider the distribution of nu-
cleons and electrons in a cell of given geometry, see sec-
tion III.C.6. Usually, the Wigner-Seitz approximation is
applied. At low temperatures and rather low densities,
a single cluster in a spherical cell is the preferred ge-
ometry (Lamb et al., 1978; Douchin and Haensel, 2000).
With increasing density it becomes more advantageous
to develop structures of cylindrical or planar geome-
try and a sequence of “pasta” phases is found, see,
e.g., Watanabe and Iida (2003); Gupta and Arumugam
(2013) and references given in sections III.C.6 and
V.A.1. This was observed in early models for cells
with different symmetry with simple energy density func-
tionals (Hashimoto et al., 1984; Oyamatsu et al., 1984;
Williams and Koonin, 1985; Oyamatsu, 1993). In prin-
ciple, every change from one geometry to another repre-
sents a phase transition of its own. More refined calcula-
tions with less restrictions to the spatial distributions of
the densities found that transitions from clustered mat-
ter at low densities to uniform matter at high densi-
ties exhibit weaker discontinuities, i.e., the phase tran-
sitions are much less pronounced (Newton and Stone,
2009; Pais et al., 2014). A nearly complete quenching
of the traditional liquid-gas phase transition can occur
(Gulminelli et al., 2003).
When stellar matter is cooled down at a given density,
the size of clusters grows as observed, e.g., in spheri-
cal Wigner-Seitz cell calculations. At very low densities,
the average distance between the clusters is large and
the short-range strong interaction can practically be ne-
glected. Coulomb and thermal energies drive the ther-
modynamic behavior of the system that can be seen as a
plasma of ions and electrons. At very low temperatures a
phase transition from the gas phase to a crystalline phase
is expected (Salpeter, 1961; Baym et al., 1971b). The ra-
tio of the strengths of the Coulomb interaction and of the
thermal energy is measured by the parameter
Γi =
Z
5/3
i e
2
aeT
(31)
with the charge Zi of the cluster and the electronic length
scale
ae =
(
3ne
4π
)1/3
(32)
depending on the electron density ne. When the
temperature approaches zero, Γi diverges. Fully
ionized electron-ion plasmas have been stud-
ied in detail (Brush et al., 1966; Hansen, 1973;
Pollock and Hansen, 1973; Chabrier and Potekhin, 1998;
Farouki and Hamaguchi, 1993; Potekhin and Chabrier,
2000; Chabrier et al., 2002; Daligault, 2006;
Cooper and Bildsten, 2008; Potekhin et al., 2009b,a;
Potekhin and Chabrier, 2010). From classical Monte
Carlo simulations, see Sec. III.C.6, of a one-component
plasma (OCP) it is known that the phase transition from
the gas to the crystal phase occurs at Γi ≈ 175. The
exact value will depend on the details of the theoretical
model. In particular, the often employed Wigner-Seitz
approximation is insufficient to capture the correlations
that are induced by the Coulomb interaction and deter-
mine the location of the phase transition. For a mixture
of different ionic species, corrections to the OCP result
apply (Ogata et al., 1993; Chabrier and Potekhin, 1998;
Nadyozhin and Yudin, 2005; Chugunov and DeWitt,
2009). For Γi → 0 the Debye screening limit in a plasma
is obtained. For Γi → ∞ a body-centered cubic (bcc)
lattice of ions immersed in a uniform sea of electrons is
found as the ground state (Baym et al., 1971a,b). At
finite temperatures lattice vibrations contribute to the
thermodynamic potential of the system (Baiko et al.,
2001). With increasing temperature these thermal
excitations will lead to the melting of the crystal.
An amorphous structure instead of a crystal as ground
state at zero temperature seems to be unlikely but the
actual ion lattice type could be very sensitive to detailed
conditions (Ichimaru et al., 1983; Magierski and Heenen,
2002). However, Jog and Smith (1982) found that a
phase composed of interpenetrating cubic lattices of dif-
ferent nuclei can be preferred in certain density regions.
IV. CONSTRAINTS ON THE EOS
Models for the EoS can be constrained by different
observables, which originate mainly from three differ-
ent sources: 1. laboratory measurements of nuclear
properties and reactions, 2. theoretical ab-initio cal-
culations, and 3. observations in astronomy. These
constraints can test different regions in the space of
thermodynamic variables. They are, in the best case,
independent of each other and different aspects of
an EoS model can be checked, see, e.g., Kla¨hn et al.
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(2006); Lattimer and Prakash (2007); Tsang et al.
(2012); Li and Han (2013); Lattimer and Lim (2013);
Lattimer and Steiner (2014); Stone et al. (2014);
Horowitz et al. (2014) for elaborate discussions. Al-
though we will discuss a fair amount of constraints keep
in mind that these are usually limited to very restricted
domains in the phase diagram (e.g. saturation properties
are properties of symmetric matter, NSs are cold and
do not explicitly probe the EoS at given density, etc.).
Therefore, theoretical models are required to interpolate
between or even extrapolate away from these constrained
regions. While it is desirable that these models by them-
selves do not add further uncertainties one has to be
cautiously aware that this is not necessarily the case.
Properties of nuclear matter are usually characterized
by a number of parameters that are related to the leading
contributions in an expansion of the energy per nucleon
E(nB, δ) = E0(nB) + Esym(nB)δ
2 +O(δ4) (33)
in the isospin asymmetry δ = (1− 2Yq). Both the energy
per nucleon of symmetric matter
E0(nB) = mnuc −Bsat +
1
2
Kx2 +
1
6
Qx3 + . . . (34)
and the symmetry energy
Esym(nB) = J + Lx+
1
2
Ksymx
2 + . . . (35)
can be expanded close to nuclear saturation in the de-
viation x = (nB − nsat)/(3nsat) of the baryon density
nB from the saturation density nsat. Equations (34) and
(35) define the binding energy at saturation Bsat, the in-
compressibility K, the skewness Q, the symmetry energy
at saturation J , the symmetry energy slope parameter
L and the symmetry incompressibility Ksym. In general,
nuclear matter parameters are strongly correlated among
each other as well as to properties of nuclei and neutron
stars, see, e.g., Klupfel et al. (2009); Kortelainen et al.
(2010); Lattimer and Lim (2013); Lattimer and Steiner
(2014). In recent years, many studies focused on obtain-
ing constraints for the symmetry energy Esym and its
density dependence, see, e.g., the contributions to the
topical issue by Li et al. (2014). The most important
constraints on the nuclear matter parameters and the
EoS will be discussed in more detail in the following sub-
sections.
A. Terrestrial Experiments
1. Systematics from nuclear masses and excitations
The most basic and least ambiguous constraints for
the EoS come from properties of nuclei, most notably
nuclear masses (Audi et al., 2003, 2012) and density dis-
tributions (De Vries et al., 1987; Angeli and Marinova,
2013). An extrapolation to infinite mass numbers yields
the corresponding nuclear matter parameters. Besides
the saturation point at saturation density of nsat ≈
0.15–0.16 fm−3, and the corresponding value of the bind-
ing energy of Bsat ≈ 16 MeV, accurate constraints
on the symmetry energy Esym and its density de-
pendence are obtained. There exists a linear corre-
lation between the symmetry energy at saturation J
and the slope parameter L (Lattimer and Lim, 2013;
Lattimer and Steiner, 2014). This correlation is very ro-
bust and validated in various theoretical approaches, see,
e.g., Kortelainen et al. (2010); Fattoyev and Piekarewicz
(2011); Nazarewicz et al. (2014).
The aforementioned correlation is based on ground-
state binding energies. Instead of ground-state binding
energies, Danielewicz and Lee (2014) considered excita-
tion energies to isobaric analog states and charge invari-
ance to derive constraints for the symmetry energy. In
a comprehensive analysis, Skyrme HF calculations were
used to derive an acceptable region for Esym at densities
from 0.04 to 0.16 fm−3. They also extracted a constraint
for J and L which significantly overlaps with the con-
straint from nuclear masses. At baryon densities nB ∼
0.105 fm−3, the constraint of Danielewicz and Lee (2014)
is the tightest, with an excellent accuracy of ±1.2 MeV.
For higher densities the constraint rapidly deteriorates,
for lower densities it gets slightly worse. This “bot-
tleneck” region was previously noted by Brown (2000);
Trippa et al. (2008); Roca-Maza et al. (2013). Nuclear
energy density functionals with different values of J and
L that are fitted to binding energies of nuclei often show a
crossing of their symmetry energies and/or their neutron
matter EoS in this region. The corresponding density
can be interpreted as an average value of the densities
in finite nuclei. Danielewicz and Lee (2014) combined
their analysis of isobaric analogue states with measure-
ments of skin thicknesses to arrive at tighter constraints
of J = (30.2–33.7) MeV and L = (35–70) MeV.
Obviously, constraints on the symmetry energy be-
come tighter, if the experimental knowledge about bind-
ing energies is extended to very asymmetric nuclei. Many
of the current high-precision mass measurements have
been made possible by Penning-trap mass spectrome-
ters or mass spectrometry with storage rings in com-
bination with radioactive beams, see, e.g., Wolf et al.
(2013). Binding energies of nuclei are also crucial for
nucleosynthesis calculations and the location of the drip
lines (Erler et al., 2012). They can also be used di-
rectly in the EoS of the outer crust of cold NSs, see,
e.g., Baym et al. (1971b); Wolf et al. (2013); Kreim et al.
(2013), and Sect. V.A.1.
2. Nuclear resonances
Nuclear resonances in the form of collective excita-
tions of finite nuclei contain important information about
the isoscalar and isovector properties of the nucleon-
nucleon interaction. For example, Paar et al. (2014) per-
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formed a global statistical analysis of experimental re-
sults for different collective excitations with emphasis
on correlations between different observables. In addi-
tion to nuclear masses and charge radii, they consid-
ered the anti-analog giant dipole resonance, the isovec-
tor giant quadrupole resonance, the dipole polarizabil-
ity of 208Pb and the pygmy dipole resonance transition
strength in 68Ni. Employing a certain class of rela-
tivistic nuclear EDFs, this lead to tight constraints for
J = (32.5 ± 0.5) MeV, L = (49.9 ± 4.7) MeV and the
crust-core transition density in NSs. Interestingly, the
former values are fully compatible with the final results
of Lattimer and Lim (2013) with J = (29.0− 32.7) MeV
and L = (40.5− 61.9) MeV and of Lattimer and Steiner
(2014) with L = (44− 66) MeV.
a. Giant monopole resonance Constraints for the nuclear
incompressibility K can be deduced from fitting re-
sults of theoretical models to experimental data on the
isoscalar giant monopole resonance (ISGMR), also called
the breathing mode. However, it is perceived in the liter-
ature that the extraction of K from ISGMR data is not
unambiguous as it relates to the density dependence of
the symmetry energy in the models (Piekarewicz, 2004;
Shlomo et al., 2006; Sharma, 2009). For example, RMF
models often obtain larger values for K in the range of
250 to 270 MeV (Piekarewicz, 2004) than non-relativistic
models.
Recently, Khan and Margueron (2013) reanalyzed the
problem of model-dependencies. They showed that the
data actually constrain the density-dependent incom-
pressibility around the crossing density of 0.1 fm−3, by
using both relativistic and non-relativistic EDFs. There-
fore constraints on K depend also on the skewness pa-
rameter Q of the functional used to analyze the data.
The situation is similar for the extraction of the symme-
try energy from nuclear masses, c.f., Sec. IV.A.1.
A very comprehensive list of theoretical calculations of
K from the literature was given by Stone et al. (2014).
In the same article, a reanalysis of the ISGMR was per-
formed, based on a liquid drop approach to the descrip-
tion of the vibrating nucleus. Interestingly, it was found
thatK lies in the range of 250 to 315MeV, which is signif-
icantly higher than the generally accepted values of K =
248±8 MeV (Piekarewicz, 2004) or K = (240±20) MeV
(Shlomo et al., 2006). The authors achieved consistency
with the latter values provided the ratio of the surface
to volume contributions, Ksurf/Kvol in a leptodermous
expansion is close to −1, as predicted by a majority of
mean-field models. However, in their analysis it seems
that the experimental data favor a ratio different from
−1. The high values of K are thus related to a differ-
ent surface contribution to the ISGMR compared with
other works employing mean-field models. Note that
Stone et al. (2014) are able to explain the ISGMR of tin
isotopes, which was found to be a startling problem of
nuclear structure by Piekarewicz (2010).
b. Giant dipole resonance The nuclear isovector giant
dipole resonance (IVGDR) can be used to constrain
the symmetry energy. From measured centroid ener-
gies for a liquid droplet model one obtains a correla-
tion between the volume and surface part of the sym-
metry energy of finite nuclei (Lipparini and Stringari,
1989; Lattimer and Lim, 2013), which can be trans-
formed into a correlation between L and J . Trippa et al.
(2008) found that the IVGDR gives the tightest con-
straints on Esym around nB = 0.1 fm
−3 with 23.3 <
Esym(0.1 fm
−3) < 24.9 MeV, by analyzing the IVGDR
by a variety of Skyrme models. Lattimer and Lim (2013)
used different functional forms of Esym to extract the
correlation between L and J . Their results show a sig-
nificant overlap with other constraints, see Fig. 1 in
Lattimer and Steiner (2014).
The Pygmy dipole resonance (PDR) at excita-
tion energies much below the IVGDR is also sensi-
tive to the symmetry energy (Klimkiewicz et al., 2007;
Carbone et al., 2010). Reinhard and Nazarewicz (2010);
Daoutidis and Goriely (2011) argued that it is not pos-
sible to extract constraints on J and L from PDR
strengths because their correlation with the symmetry
energy is too weak. This was studied in more detail
by Reinhard and Nazarewicz (2013) who found that the
correlation between the accumulated low-energy strength
and the symmetry energy “dramatically depends on the
energy cutoff” used. Furthermore, the authors came to
the conclusion that the low-energy dipole excitations can-
not be interpreted in terms of a collective PDR mode.
c. Electric dipole polarizability Tamii et al. (2011)
reported a precise measurement of the elec-
tric dipole response of 208Pb from proton in-
elastic scattering. The extracted electric dipole
polarizability αD is correlated to the neutron
skin thickness (Lipparini and Stringari, 1989;
Reinhard and Nazarewicz, 2010; Piekarewicz et al.,
2012), which in turn is correlated with L, see Sec. IV.A.3.
Using this two-step process, Lattimer and Lim (2013)
obtained an anti-correlation between L and J , with
significant overlap with other constraints.
Recently Roca-Maza et al. (2013) found that the prod-
uct αDJ is much better correlated with the neutron
skin thickness of 208Pb and L than the polarizability
αD itself. After reanalyzing the experimental results of
Tamii et al. (2011), Roca-Maza et al. (2013) obtained a
linear correlation between J and L. Adopting a value
of J = 31 ± 2 MeV, this resulted in L = 43 ± (6)expt ±
(8)theor±(12)est, where “expt” denotes experimental, and
“theor” theoretical uncertainties, while “est” originates
from the uncertainty in J . Tamii et al. (2014) obtained
a linear correlation between J and L. They pointed
out that the difference to the anti-correlation found by
Lattimer and Lim (2013) results from how they analyzed
the data. Lattimer and Steiner (2014) revised the results
of Lattimer and Lim (2013), taking the improved corre-
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lation of Roca-Maza et al. (2013) into account.
Zhang and Chen (2015) analyzed the data from
Tamii et al. (2011) in yet another way. Instead of con-
straining nuclear matter properties at normal nuclear
density, they showed that αD of
208Pb puts stringent con-
straints on the symmetry energy, or almost equivalently
the pure neutron matter EoS, at subsaturation densities
significantly below nsat. Their final results for the sub-
saturation EoS are consistent with the experimental con-
straints of Tsang et al. (2009) and Danielewicz and Lee
(2014). In addition, they obtain agreement with various
theoretical works for the neutron matter EoS, which are
included in Fig. 6. The recent study of Hashimoto et al.
(2015) determined the dipole polarizability of 120Sn,
which is strongly correlated with that of 208Pb, exper-
imentally from proton inelastic scattering.
3. Neutron skin thicknesses
The density distributions of nucleons and their root-
mean-square (rms) radii
√
〈r2i 〉 change rather smoothly
for nuclei in the valley of stability when the mass num-
ber increases. However, the proton and neutron radii
are not in general equal. Neutron-rich nuclei develop
a neutron skin with thickness ∆rnp =
√
〈r2n〉 −
√
〈r2p〉.
The charge distributions and charge radii of many nu-
clei are well-known experimentally, e.g., from elastic
electron scattering or isotope shift measurements, see
Angeli et al. (2009); Angeli and Marinova (2013) and ref-
erences therein. In contrast, neutron radii of nuclei and
thus neutron skin thicknesses are much less precisely de-
termined.
For the measurement of neutron radii of nuclei, ex-
periments with particles that probe the neutron distri-
bution with the help of the strong or weak interaction
have to be utilized. Typical examples are proton scat-
tering experiments (Ray, 1979; Ray and Hodgson, 1979;
Klos et al., 2007; Terashima et al., 2008; Zenihiro et al.,
2010), isovector giant dipole excitations by inelas-
tic α-particle scattering (Krasznahorkay et al., 1994),
(3He,t) charge exchange reactions (Krasznahorkay et al.,
1999), the excitation of pygmy dipole resonances
(Klimkiewicz et al., 2007) or the study of antiprotonic
atoms (Trzcinska et al., 2001; Jastrzebski et al., 2004;
Brown et al., 2007). Parity violation in elastic elec-
tron scattering is used in the lead radius experiment
PREX at Jefferson Lab (Horowitz et al., 2001, 2012;
Abrahamyan et al., 2012). In this type of approach the
weak form factor of the nucleus is measured and it is
primarily determined by the neutron density distribu-
tion. Unfortunately, the deduced neutron skin thickness
of 0.302±0.175(exp.)±0.026(model)±0.005(strange) fm
carries a large uncertainty. It is expected to dimin-
ish in future experimental runs. A noticeably smaller
value of ∆rnp = 0.15 ± 0.03(stat.)
+0.01
−0.03(sys.) fm was re-
cently reported from experiments of coherent pion photo-
production at the MAMI electron facility (Tarbert et al.,
2014).
Brown (2000) found a strong correlation of the
neutron skin thickness of 208Pb with the derivative
dE(nB, δ)/dnB|nB=n0,δ=1 of the neutron matter EoS at
a density n0 = 0.1 fm
−3 in non-relativistic HF calcula-
tions with 18 different parameterizations of the Skyrme
interaction. These observations triggered many the-
oretical and experimental studies to explore the rela-
tion of isospin dependent properties of nuclei to the
EoS, in particular the density dependence of the nu-
clear symmetry energy Esym(n). An extension of the
Skyrme HF calculations in similar studies of RMF mod-
els (Typel and Brown, 2001), general density functionals
in the context of EFT (Furnstahl, 2002) or the droplet
model (Warda et al., 2009) showed the same correlation,
which can also be expressed as a correlation between
∆rnp and the slope parameter L. More recent represen-
tations of the ∆rnp - L and similar correlations of isospin
dependent properties can be found in Centelles et al.
(2009); Chen et al. (2010); Roca-Maza et al. (2011a);
Tsang et al. (2012); Gaidarov et al. (2012); Vin˜as et al.
(2014a,b); Gaidarov et al. (2014). The consequences for
the properties of NSs, such as radius or proton frac-
tion, were studied, e.g., by Horowitz and Piekarewicz
(2001a,b, 2002); Todd-Rutel and Piekarewicz (2005);
Steiner et al. (2005); Avancini et al. (2007c,a,b). The
origin of the ∆rnp - L correlation, its bulk and surface
contributions in nuclei and the relation to Landau-Migdal
parameters are discussed by Dieperink et al. (2003);
Centelles et al. (2010); Warda et al. (2010). The neu-
tron skin thickness provides a correlation between L and
J as well and shows a decreasing of L with increas-
ing J , in contrast to other correlations of that type
(Lattimer and Lim, 2013). The present data of the ∆rnp
- L correlation is derived only from mean-field calcula-
tions of nuclear structure. However, the neutron skin
thickness could be modified by nucleon-nucleon correla-
tions and clustering at the surface of the nucleus (Typel,
2014).
4. Heavy-ion collisions
The EoS of warm or hot, strongly interacting matter
can be constrained in laboratory experiments with HICs.
Depending on the beam energy, the impact parameter,
the choice of observables, and the combination of pro-
jectile and target nuclei, very different conditions can be
explored. In the early phase of almost central collisions
of about one GeV, high densities of up to four times
the nuclear saturation density and temperatures of about
40 − 50 MeV can be reached for a very short time, see
e.g. (Bla¨ttel et al., 1993; Fuchs et al., 1997). In the later
stages of a collision, more peripheral or less energetic re-
actions, properties of dilute matter at temperatures be-
low the critical temperature of the liquid-gas phase tran-
sition (15− 20 MeV) and subsaturation densities can be
studied. We will not consider here ultra-relativistic HICs
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probing matter at very low baryon density and high tem-
peratures. Since the physics of HICs is a huge field on its
own, we mention only the most important aspects rele-
vant for this review.
There are fundamental differences between matter in
HICs and in compact stars. Temperatures and densities
can be similar as in CCSNe, but matter in HICs is usually
more isospin symmetric, cf. Sec. II.B.3. Furthermore, the
fireball in a HIC has a finite size with a fixed number of
nucleons that are not necessarily in thermal equilibrium.
This limits for example the maximum mass number of
nuclear clusters formed under these conditions. Matter
in compact stars, which can be treated in the thermo-
dynamic limit, has to be charge neutral, whereas there
is a net charge in HICs fixed by the initial charge of
the two colliding nuclei. In HICs Coulomb interactions
are typically neglected because of the high kinetic ener-
gies. Characteristic timescales in HICs are of the order
of a few fm/c and do not allow for equilibrium with re-
spect to weak interactions. On the contrary, in catalyzed
NSs full equilibrium is reached. In compact stars, weak
equilibrium with respect to strangeness-changing reac-
tions is usually assumed, whereas the net strangeness in
HICs is zero. These differences have to be taken into
account when comparing astrophysical EoSs with con-
straints from HICs.
The analysis of HICs requires the comparison of mea-
sured data to rather complex theoretical simulations
since a dynamical process has to be followed. These
models are based on different approaches that aim to
solve the relevant transport equations. On the one hand,
a set of Boltzmann-type equations for the single quasi-
particle distribution functions is considered, see, e.g.,
Danielewicz (1984a,b). They can be derived consis-
tently as an approximation of non-equilibrium Kadanoff-
Baym theory including collision and sometimes fluctu-
ation terms (Bertsch and Das Gupta, 1988; Buss et al.,
2012). On the other hand, simulations with molecu-
lar dynamics models in classical approximations, pos-
sibly including antisymmetrization effects, are also em-
ployed (Aichelin, 1991; Ono et al., 1992; Hartnack et al.,
1998). One major challenge is to predict the distribution
of observed particles and fragments reliably. In these
models the EoS does not enter directly but the interac-
tions between all particles which participate in the col-
lision, as well as in-medium cross sections of the rele-
vant reactions, which are usually parameterized in a con-
venient form (Li and Chen, 2005). One important as-
pect is the momentum dependence of the interaction be-
cause particle momenta attain much larger values in HICs
than in nuclei (Chen et al., 2014; Xu et al., 2015). Hy-
drodynamic descriptions (Welke et al., 1988; Gale et al.,
1990; Huovinen and Ruuskanen, 2006; Gale et al., 2013),
which can make direct use of an EoS, are more appropri-
ate for studying the evolution of the high-density phase
of a collision, in particular in (ultra-) relativistic HICs.
However, one has to change to a different approach at
later times when the system expands, the density drops
and fragments are formed.
There are several observables in HICs that are sen-
sitive to particular features of in-medium interactions
that determine the EoS at supra-saturation densities, see,
e.g., Fuchs and Wolter (2006). Not only nucleons but
also mesons, such as pions or kaons, as well as light nu-
clei, e.g., 2H, 3H, 3He, and 4He, see, e.g., Chajecki et al.
(2014), are valuable messengers for the properties of the
medium at high and low densities, respectively.
The collective flow of nucleons exhibits a distinct
azimuthal distribution (Welke et al., 1988), which can
be characterized with coefficients in a Fourier anal-
ysis. The transverse flow in peripheral reactions
seems to be mainly sensitive to the momentum de-
pendence of the mean-field. The elliptic flow, in con-
trast, depends strongly on the maximum compression
that is reached and it is correlated with the stiffness
of the EoS. The analysis of laboratory experiments
in comparison with simulations indicates that the in-
compressibility of symmetric nuclear matter cannot be
too high (Welke et al., 1988; Danielewicz et al., 2002;
Reisdorf et al., 2012; Le Fe`vre et al., 2016), see subsec-
tion V.D.3 and Fig. 16.
The collision region with the highest densities is best
studied with particles that are produced only there
and interact weakly with the medium after their for-
mation. Although being a rare probe due to their
subthreshold production (Hartnack et al., 2012), kaons
seem to be a good choice. Their observation in HICs
points towards a rather low incompressibility K with
values below 250 MeV (Fuchs et al., 2001; Sturm et al.,
2001; Hartnack et al., 2006). Consequences of these con-
straints from HICs on compact star properties were ex-
plored, e.g., by Sagert et al. (2012b). For a discussion of
the interplay between HICs and astrophysical data see,
e.g., Aichelin and Schaffner-Bielich (2009).
In recent years, HIC experiments for constrain-
ing the EoS mainly focused on the isospin dy-
namics (Li, 2002; Baran et al., 2005; Li et al., 2008;
Di Toro et al., 2009; Wolter et al., 2009; Tsang et al.,
2012; Cozma et al., 2013; De Filippo and Pagano, 2014;
Ademard et al., 2014; Kohley and Yennello, 2014) in or-
der to explore the properties of isospin asymmetric mat-
ter in more detail. Yield ratios of particle pairs with
the same mass but different isospin, such as n/p, π+/π−
(Xiao et al., 2014), or fragments 3H/3He (Yong et al.,
2009) have been intensively investigated. The considera-
tion of single or double ratios has the advantage that sys-
tematic experimental uncertainties are reduced and the
sensitivity is increased. A possibility to amplify isospin-
dependent effects is the comparison of collisions with dif-
ferent combinations of projectiles and targets with more
or less neutron excess. For example, the isospin diffusion
in the neck region of peripheral and mid-central colli-
sions of 112Sn/124Sn nuclei is sensitive to the symmetry
potential (Tsang et al., 2009, 2012).
The density dependence of the symmetry energy at
moderate to high densities was studied with the help of
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FIG. 4 (color online) Nuclear phase diagram in the temper-
ature–baryon density plane. Solid black and dashed-dotted
purple lines indicate boundaries of the liquid–gas coexistence
region for symmetric and asymmetric matter calculated with
TM1 interactions (Sugahara and Toki, 1994). The shaded
area corresponds to typical conditions for nuclear multi-
fragmentation reactions (Botvina and Mishustin, 2010). The
dashed black lines are isentropic trajectories characterized by
constant entropy per baryon, s = 1, 2, 4 and 6 calculated with
the SMSM (Botvina and Mishustin, 2010). The dotted red
lines show results of a CCSN simulation from Sumiyoshi et al.
(2005) just before bounce (BB), at core bounce (CB) and post
bounce (PB). Figure taken from Buyukcizmeci et al. (2013).
n/p ratios and their elliptic flow difference (Cozma, 2011;
Russotto et al., 2011, 2013, 2014) as well as π+/π− ra-
tios (Reisdorf et al., 2007). The analysis of the latter
results within transport model simulations suggests a de-
crease of the symmetry energy at high densities, which
is in conflict with most EoS models (Xiao et al., 2009;
Xie et al., 2013). Also, the puzzling results for the ef-
fective mass splittings of nucleons in intermediate HICs
(Coupland et al., 2014; Zhang et al., 2014) still need a
satisfactory explanation (Kong et al., 2015). Only more
accurate measurements will allow to set tighter bounds
on the symmetry energy at high densities.
Multifragmentation reactions probe conditions very
similar to matter in CCSNe, as is illustrated in Fig. 4,
where typical conditions for CCSNe and multifragmen-
tation reactions are indicated, see the caption for de-
tails. In these reactions, a thermalized system of nu-
clear matter is formed that is characterized by subnu-
clear densities and temperatures of (3–8) MeV. The de-
excitation of the system occurs via nuclear multifrag-
mentation, i.e., break-up into many excited fragments
and nucleons. For the theoretical description of such re-
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FIG. 5 (color online) Equilibrium constants of α-particles ex-
tracted from HIC experiments (black diamonds) in compar-
ison with those of various theoretical models, which are all
adapted for the conditions in HICs, as far as possible. The
grey band is the experimental uncertainty in the temperature
determination. The black line shows the equilibrium constant
of the ideal gas model. For details, see Hempel et al. (2015).
actions, for instance the Statistical Multifragmentation
Model (SMM) is used, that will be presented in more
detail in Sec. V.C. Statistical models describe accurately
many characteristics of the nuclear fragments observed
in the experiments: cluster multiplicities, charge and
isotope distributions, various correlations and other ob-
servables; see, e.g., Gross (1990); Bondorf et al. (1995);
Botvina and Mishustin (2010).
The observation of light nuclei, which are emitted
in Fermi-energy HICs, allows to determine the den-
sity and temperature of warm dilute matter from ex-
periments (Kowalski et al., 2007; Natowitz et al., 2010;
Wada et al., 2012). The derived symmetry energies of
the clustered matter clearly indicate an increase as com-
pared to those obtained in model calculations of uni-
form matter that is assumed to be composed solely of
nucleons. The thermodynamic conditions are similar to
those in the neutrinosphere of CCSNe (Horowitz et al.,
2014). From the observed yields of nucleons and clus-
ters, it was possible to extract the in-medium binding
energies and Mott points of light clusters (Hagel et al.,
2012) with the help of chemical equilibrium constants
(Qin et al., 2012). Hempel et al. (2015) refined the study
of Qin et al. (2012), taking into account the differences
between matter in HIC and CCSNe. Results for the
equilibrium constant of the α-particle are presented in
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Fig. 5. A comparison of many EoSs for warm dilute mat-
ter clearly shows that simple NSE descriptions are not
sufficient to reproduce experimental data (Hempel et al.,
2015).
B. Neutron matter calculations
The simple isospin structure of pure neutron matter
simplifies the nuclear interaction Hamiltonian, such that
ab initio calculations can be carried out more easily than
in the case of general asymmetric nuclear matter. Cal-
culations using the different many-body techniques in-
troduced in Sec. III.B with well-calibrated interactions
are available for a large range in densities, see, e.g., the
review by Gandolfi et al. (2015) and references therein.
They can serve as important constraints for the EoS mod-
els which we discuss in Sec. V, although their results are
not directly applicable to astrophysical objects.
At very low densities, neutron matter is dominated
by s-wave interactions with a large scattering length,
a = −18.5 fm, indicating that the two-neutron sys-
tem is almost bound. Neutron matter at these densi-
ties is close to the unitary limit, explored experimen-
tally for cold fermionic atoms (Ho and Mueller, 2004;
Ho and Zahariev, 2004).
At intermediate densities, up to roughly nuclear
matter saturation density, and at higher densities,
relevant for NSs, many different calculations from
ab-initio methods exist. We mention some calcula-
tions, without claiming completeness for the list below.
Seminal results are the variational calculations by
Friedman and Pandharipande (1981) and Akmal et al.
(1998) using the Urbana/Argonne nuclear two-and three-
body forces. BHF calculations are reported for instance
by Baldo et al. (1997); Zhou et al. (2004), DBHF results
by van Dalen et al. (2004); Krastev and Sammarruca
(2006); Sammarruca et al. (2012). Rios et al. (2009)
compare SCGF calculations for thermodynamic prop-
erties of hot neutron matter with the corresponding
BHF calculations. In Carbone (2014) SCGF results
including an effective three-nucleon force are obtained
for finite temperature and extrapolated to vanishing
temperature. Horowitz and Schwenk (2006c,b) ap-
ply the virial expansion to dilute neutron matter at
nonzero temperature. An early application of the
virial expansion was the description of a neutron gas
in supernovae by Buchler and Coon (1977) using the
soft-core Reid potential. QMC calculations for zero
temperature neutron matter using different versions of
the Argonne/Urbana nuclear potentials are presented,
e.g., by Carlson et al. (2003); Gandolfi et al. (2009);
Wlazlowski and Magierski (2011); Gandolfi et al.
(2012a). Recent QMC (Gezerlis et al., 2013, 2014;
Roggero et al., 2014; Wlaz lowski et al., 2014) and cou-
pled cluster (Baardsen et al., 2013; Hagen et al., 2014)
calculations employ chiral potentials. Neutron matter is
particularly interesting for chiral forces, since only a few
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FIG. 6 (color online) Comparison of results for the energy
per baryon of neutron matter at T = 0 from different ab
initio approaches. The vertical bar represents the range given
at saturation density in Kru¨ger et al. (2013). For details see
text.
low-energy constants (LECs) accompanying the contact
terms are involved up to next-to-next-to-next-to leading
order (N3LO) including three- and four-nucleon forces.
In addition, at least up to roughly saturation density,
the MBPT results with RG evolved and unevolved
chiral forces are in very good agreement, showing that
neutron matter in this range behaves perturbatively
to a very good approximation, see, e.g., Kru¨ger et al.
(2013). Comparison with QMC calculations corrob-
orate the perturbative nature of neutron matter at
these densities (Gezerlis et al., 2014). Calculations
of neutron matter with chiral forces can be found
in Hebeler and Schwenk (2010); Tews et al. (2013);
Kru¨ger et al. (2013); Hebeler and Schwenk (2014).
In-medium χEFT following different power-counting
schemes is applied to neutron matter at zero and nonzero
temperature, e.g., by Lacour et al. (2011); Fiorilla et al.
(2012a); Drischler et al. (2014).
In Fig. 6 we show the energy per baryon of pure neu-
tron matter as a function of baryon number density
as obtained in a few of the different approaches cited
above. The yellow region corresponds to the AFQMC
calculations of Gandolfi et al. (2009, 2012a) with the Ar-
gonne two-body potential. The width of the band indi-
cates uncertainties related to the different phenomeno-
logical three-body forces (TBF). The AFQMC results of
Wlaz lowski et al. (2014) with chiral forces (green lines
and symbols) including only two-nucleon interactions
(2NF) and those including a three-nucleon force (2NF +
3NF) are in very good agreement with the former ones.
The variational results of Friedman and Pandharipande
(1981) give lower values than Akmal et al. (1998) and
lie at the lower boundary of the AFQMC calculations.
The width of MBPT results by Hebeler et al. (2013)
shows mainly uncertainties in the three-nucleon forces
employed. The constraint derived by Kru¨ger et al. (2013)
34
at saturation density comparing different chiral forces
and cutoff schemes within a MBPT calculation is shown
as a vertical error bar. Fig. 6 also displays the χEFT
results by Fiorilla et al. (2012a) and BHF calculations
from Vidan˜a et al. (2010). The latter use Argonne plus
phenomenological three-body potentials.
We address two points concerning these different re-
sults. First, three-nucleon forces (and potentially more,
depending on the resolution scale and density) are im-
portant in neutron matter and add substantial repulsion
at and above saturation density. This is seen for ex-
ample by comparing QMC calculations with and with-
out three-nucleon forces. Secondly, all results, with phe-
nomenological or chiral forces, applying different many-
body techniques, are in reasonable agreement up to satu-
ration density. This shows that the ab-initio many-body
calculations represent a reliable constraint on the EoS
of neutron matter up to nuclear densities, see subsection
V.D.3 and Fig. 16.
The situation is different for calculations of symmet-
ric nuclear matter. They have been a cornerstone for
many-body methods since decades. However, the em-
pirical saturation point is very difficult to obtain. In
addition, symmetric matter is unstable with respect to
cluster formation at densities below saturation which is
strongly temperature dependent and leads to an increase
of the binding energy. Therefore theoretical many-body
calculations of symmetric matter are not as reliable as
for neutron matter, and cannot serve as a constraint on
the EoS at present. Instead phenomenological models are
adjusted to the empirical properties of symmetric matter.
C. Astrophysical Observations
1. Neutron star masses and radii
Presently, the main astrophysical constraint stems
from the measurements of two very massive NSs in NS-
white dwarf systems which have been reported with un-
precedented high precision. For the first binary sys-
tem, the determination is based on Shapiro delay; a gen-
eral relativistic effect (Demorest et al., 2010). It yields
a mass of (1.928 ± 0.017) M⊙ (Fonseca et al., 2016).
In the second case a well-known structure model for
the white dwarf is combined with the analysis of or-
bital data to obtain a mass of 2.01 ± 0.04 M⊙ for the
NS (Antoniadis et al., 2013). There are indications of
even more massive NSs, e.g., in black widow and red-
back systems (van Kerkwijk et al., 2011; Romani et al.,
2012; Kaplan et al., 2013). In these cases, the pulsar is
accompanied by a low mass companion of a few 0.001 M⊙
(black widows) or near 0.2 M⊙ (redbacks), which is
bloated and strongly irradiated by the pulsar. However,
the analysis of these systems is much more model depen-
dent than for NS-white dwarf systems. In particular, the
companion’s light curve has to be modeled inducing large
uncertainties in the mass determination. Although the
most probable mass for the NS indicates a very massive
object, the results do not yet reach the same reliability
as the mass determinations of Fonseca et al. (2016) and
Antoniadis et al. (2013). This also holds for the NS in
the eclipsing X-ray binary Vela X-1, where a high mass
of 2.12 ± 0.16 M⊙ has been reported by Falanga et al.
(2015).
Smaller NS masses have been measured in various bi-
nary systems; see Lattimer (2012) for a recent compila-
tion. In some cases masses have been derived very pre-
cisely from the orbital parameters of the system without
much model dependence in the analysis. Particularly
precise measurements have been performed for several
binary NS systems giving masses close to the canonical
value of 1.4 M⊙.
At the other end, the lowest NS masses could be
interesting for constraining the EoS via their forma-
tion history. Originally, Podsiadlowski et al. (2005) sug-
gested to consider pulsar B in the double pulsar system
J0737–3039, with a very low and precisely measured mass
of (1.2489 ± 0.0007) M⊙. If it originates from the col-
lapse of a progenitor star with O-Ne-Mg core and the
loss of matter during the formation of the NS is negligi-
ble, the baryon number, or equivalently the correspond-
ing baryon mass MB for the NS, is strongly constrained
from the properties of the white-dwarf progenitor. Its
mass has been determined to be 1.366M⊙ ≤ MB ≤
1.375 M⊙ (Podsiadlowski et al., 2005), assuming a sta-
tionary non-rotating object. Kitaura et al. (2006) con-
clude on a slightly smaller but similar mass of MB =
(1.36±0.002)M⊙ from simulations of an electron-capture
supernova. A similar system, J1756-2251, has recently
been observed with a slightly lower gravitational mass of
(1.230 ± 0.007) M⊙ for the pulsar with the lower mass
(Ferdman et al., 2014). The constraint on the EoS aris-
ing from the relation between gravitational and baryon
mass of these low mass NSs depends strongly on assump-
tions. First, there is no complete consensus about the
formation history of these systems and the origin from
a O-Ne-Mg electron-capture supernova is not confirmed,
see, e.g., Tauris et al. (2013). Secondly, already a possi-
ble baryon loss of 1% during the formation of the compact
star broadens the corresponding baryon mass region by
increasing it by roughly a factor of two. This effect is in-
cluded in the constraints derived by Kitaura et al. (2006)
but only for two particular EoSs.
The ultimate constraint on the EoS would be a deter-
mination of radius and mass of the same object, see, e.g.,
Read et al. (2009); O¨zel and Psaltis (2009); O¨zel et al.
(2010); Steiner et al. (2013b). Recently, Sotani et al.
(2014) discussed how for low-mass NSs this could be
translated into a constraint for a particular combination
of K and L. Currently, radius observations are much
more model dependent than mass measurements, largely
because radius measurements are much more indirect.
Possible sources of systematic error include the composi-
tion of the atmosphere, the strength of the magnetic field,
the distance to the source, interstellar extinction, residual
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FIG. 7 (color online) Summary of recent NS radius estima-
tions from observations for a star with the canonical mass of
1.4 M⊙. Shown are 2-σ error bars. Figure courtesy of M.
Fortin. For details see table 2 of Ref. Fortin et al. (2015) and
text.
accretion in binaries, brightness variations over the sur-
face, and the effects of rotation in sources with unknown
spin frequencies, see Miller (2013); Potekhin (2014) for
details. The importance of uncertainties in determining
the radius depends on the type of the object observed.
Currently radii are extracted from four different types of
sources:
1. Isolated neutron stars (INSs). For INSs it is ex-
tremely difficult to determine the distance, the
magnetic field and the composition of the atmo-
sphere inducing altogether very large uncertainties
on the radius determinations from these sources,
see, e.g., the discussion by Potekhin (2014).
2. Quiescent X-ray transients (QXTs) in low-mass X-
ray binaries. The thermal emission from the sur-
face of the NS can be observed in the quiescent
phase, i.e., when the accretion of matter from the
companion is absent or at least strongly reduced.
They are promising sources for radii determina-
tions, since the magnetic field of QXTs is low due
to the accretion of matter. In addition, the at-
mosphere is likely to be composed of light ele-
ments (H or possible He) and if they are situated
in globular clusters, the distance is well-known.
Recent radius determinations from QXTs are
shown in Fig. 7 as “SL13” (Steiner et al., 2013b),
“GS13” and “GS13m” (Guillot et al., 2013) and
“GR14” (Guillot and Rutledge, 2014). Although
being promising sources, the results are still sub-
ject to many uncertainties. For instance, there
has been recent discussion about the NS’s atmo-
spheric composition in quiescent low-mass X-ray
binaries (qLMXBs) in the globular cluster NG
6397. Guillot et al. (2013); Guillot and Rutledge
(2014) favor an unmagnetized hydrogen atmo-
sphere and obtain a small radius of R1.4 =
9.4 ± 1.2 km (90% confidence level) for a 1.4 M⊙
NS (Guillot and Rutledge, 2014). Heinke et al.
(2014) argue that a Helium atmosphere is more
probable which leads to approx. 2 km larger
radii. “GS13m” therefore shows the result of
Guillot et al. (2013) upon excluding the qLMXB
in NGC 6397.
3. Bursting NSs (BNSs). From these objects very
powerful photospheric radius expansion (PRE)
bursts are observed. Similar to QXTs, they
have low magnetic fields and a light ele-
ment atmosphere and, if situated in globu-
lar clusters, the distance can be well deter-
mined. The main uncertainties arise here from
the modeling of the photospheric burst and
no consensus has yet been reached, see, e.g.,
O¨zel et al. (2012); Galloway and Lampe (2012);
Gu¨ver and O¨zel (2013); Steiner et al. (2013b);
Poutanen et al. (2014). Recent radius deter-
minations from BNSs are shown in Fig. 7;
“PN14” from Poutanen et al. (2014), “GO13”
from Gu¨ver and O¨zel (2013), and “SL13” from
Steiner et al. (2013b).
4. For rotation-powered millisecond pulsars (RP-
MSPs) radii can be determined from the shape of
the X-ray pulses. They are interesting, in partic-
ular if the mass is known from radio observations.
The result of Bogdanov (2013) and Verbiest et al.
(2008) for J0437-4715 is shown in Fig. 7 (“B13”).
Although with large uncertainties, the possible
mass-radius region of neutron star XTE J1807-294
has been derived by Leahy et al. (2011).
QXTs as well as BNSs are likely to rotate at a fre-
quency of few hundreds of Hz, inducing a non-negligible
rotational deformation that complicates the analysis of
the X-ray spectra. The latter effect is expected to af-
fect the radii by roughly 10% (Poutanen et al., 2014;
Baubo¨ck et al., 2014). O¨zel et al. (2016) include this ro-
tational correction in a combined analysis of observed
QXTs and BNSs. This common analysis of 12 sources
statistically reduces the error on the final result for the
radius obtained, R1.5 = 10.1− 11.1km.
In conclusion, present radius determinations are sub-
ject to many assumptions and uncertainties; see also the
discussion in Potekhin (2014) and Fortin et al. (2015).
Currently, they cannot provide as stringent constraints as
some of the mass measurements. However, much obser-
vational efforts are directed to NS radius measurements.
Future high-precision X-ray astronomy, such as proposed,
e.g., by the projects NICER, ATHENA+ or LOFT, and
the gravitational wave signal of NS mergers expected for
the near future (see Sec. VI.A) would help substantially
to constrain radii and consequently the EoS of NS mat-
ter.
Another interesting possibility to determine a relation
between mass and radius of a NS would be the observa-
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tion of the gravitational redshift at the NS surface. In
Cottam et al. (2002), a value of z = 0.35 has been de-
duced from narrow absorption lines in the spectra of X-
ray bursts from EXO 0748-676. This observation could,
however, not be confirmed later (Cottam et al., 2008). In
addition, the rotation frequency of the source was mea-
sured to be of the order of (400 − 500) Hz. Therefore,
one expects not narrow but wider lines. As a consequence
Lin et al. (2010) concluded that these spectral lines can
actually not originate from the surface. However, a more
recent study by the same group suggests that line pro-
files from rotating NSs might actually be narrower than
initially predicted (Baubock et al., 2013).
2. Neutron star cooling and rotation
While computing mass and radius of a NS requires only
a known relation between total pressure and total en-
ergy density, see Eq. (36), the cooling of NSs depends on
a detailed description of the interior composition which
determines the heat transport and amount of neutrino
emission. The occurrence of superfluid states does barely
influence the structure of a NS but has great impact on
cooling. First, pair breaking and formation are impor-
tant neutrino emission channels. At a later stage, for
temperatures below the corresponding critical tempera-
ture, the related pairing gaps suppress the emission of
neutrinos and reduce the heat capacity and thermal con-
ductivity (Yakovlev and Pethick, 2004; Blaschke et al.,
2004; Page et al., 2006). NS cooling and the description
of superfluid phases are reviewed, e.g., by Weber (1999);
Yakovlev and Pethick (2004); Potekhin et al. (2015). Al-
though cooling calculations face many difficulties due to
a large number of not precisely known quantities, the
direct cooling observation of the young, only about 330
years old NS in Cassiopeia A (Heinke and Ho, 2010) over
a period of 10 years promises to give direct insight into
its composition (Page et al., 2011; Shternin et al., 2011;
Blaschke et al., 2012; Sedrakian, 2013). A recent analy-
sis of Chandra observations suggests that the initially re-
ported fast cooling has to be considered with caution due
to involved statistical uncertainties (Posselt et al., 2013)
and possible instrumental problems (Elshamouty et al.,
2013). Nevertheless, the theoretical work has demon-
strated the strong impact precise cooling observations
can have.
Neutron star rotation rates can be determined pre-
cisely from pulsar observations. Theoretically, slowly ro-
tating stars can be described in the Hartle and Thorne
approximation (Hartle and Thorne, 1968), see, e.g., the
textbook by Weber (1999). Numerically precise so-
lutions (Nozawa et al., 1998) can be obtained up to
the mass shedding limit, the Kepler frequency, see
the textbook by Friedman and Stergioulas (2013). The
value of the Kepler frequency depends on the EoS and
an observed frequency above the Kepler limit for a
given EoS would clearly exclude the underlying model.
Currently observed rotation rates (Hessels et al., 2006;
Kaaret et al., 2007) with a maximum of 716 Hz do
not put relevant constraints on the EoS (Haensel et al.,
2009), but this could change if more rapidly rotating
stars are observed in the future. Other astrophysical ob-
servations can be used to derive EoS constraints, e.g.,
quasi-periodic oscillations in soft-gamma ray repeaters,
see, e.g., Steiner and Watts (2009), Sotani et al. (2012).
However, the modelling of these events is complicated
and often relies on additional model assumptions.
D. Summary of constraints on the symmetry energy
Besides the constraints discussed above, further con-
straints on the symmetry energy at saturation and
on the slope parameter are collected in the literature,
e.g., in Tsang et al. (2012); Lattimer and Lim (2013);
Li and Han (2013); Lattimer and Steiner (2014). Ex-
tending these data collections, the compilations in Figure
8 depict the probability distributions of J and L values,
respectively. For simplicity, the probability distributions
are assumed to be of Gaussian form with an area nor-
malized to one. They are centered at the obtained values
for J and L with widths that are given by the errors of
the individual studies. Dashed vertical lines are used if
no uncertainty is available. Allowed ranges with upper
or lower bounds are indicated by arrows. In general, nu-
clear matter parameters such as J and L and their errors
are correlated in models that are used in the analysis of
experimental and observational data. Since these corre-
lations are rarely specified in the literature, see, however,
Lattimer and Lim (2013), we treat J and L as indepen-
dent quantities. The origin of the constraints is encoded
in Figure 8 by colors, see Table II. Averaging over this
selection of results (excluding upper and lower bounds)
we find J = (31.7±3.2) MeV and L = (58.7±28.1) MeV
with an error for L that is considerably larger than that
for J .
V. MODELLING THE EQUATION OF STATE
In this section, we describe models for the EoS, i.e.,
particular realizations of the formal approaches that we
introduced in Sec. III. It is evident that the requirements
on the EoS are different depending on the astrophysi-
cal situation to which they are applied, see Sec. II.B.
We place emphasis on the general purpose EoSs that
cover the full thermodynamic parameter range in T , nB
and Yq. An overview of the currently available ones is
presented in Sec. V.D. The reason for this is twofold.
First, there is a plethora of different EoSs available
in the literature applicable in a particular context, es-
pecially for cold β-equilibrated NSs. To list here all
available models, including variations of free parame-
ters such as coupling constants in the phenomenological
models, would be fruitless. Secondly, excellent reviews
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TABLE II Sources of the data for the symmetry energies at
saturation J and slope parameters L used in figure 8, includ-
ing the color code.
Type of constraint References
systematic of nuclear masses Myers and Swiatecki (1996)
(green lines) Danielewicz (2003)
Mukhopadhyay and Basu (2007)
Klupfel et al. (2009)
Kortelainen et al. (2010)
Liu et al. (2010)
Mo¨ller et al. (2012)
Lattimer and Lim (2013)
Wang et al. (2013)
Vin˜as et al. (2014b)
neutron skin data and other Centelles et al. (2009)
nuclear structure information Warda et al. (2009)
(blue lines) Chen et al. (2010)
Chen (2011)
Agrawal et al. (2012)
Dong et al. (2012)
Zhang and Chen (2013)
Wang and Li (2013)
Danielewicz and Lee (2014)
Vin˜as et al. (2014b)
nuclear resonances Klimkiewicz et al. (2007)
(magenta lines) Carbone et al. (2010)
Roca-Maza et al. (2013)
Colo et al. (2014)
Paar et al. (2014)
dipole polarizability of nuclei Roca-Maza et al. (2013)
(indigo lines) Tamii et al. (2014)
α and β decay of nuclei Dong et al. (2013a)
(brown lines) Dong et al. (2013b)
global nucleon optical potentials Xu et al. (2010)
(light blue lines)
heavy-ion collisions Tsang et al. (2004, 2009)
(orange lines) Chen et al. (2005a,b)
Li and Chen (2005)
Shetty et al. (2007)
Sun et al. (2010)
Kohley et al. (2010)
theoretical calculations Erler et al. (2010)
(light green lines) Gandolfi et al. (2012b)
Fiorilla et al. (2012b)
Erler et al. (2013)
Hebeler et al. (2013)
Kru¨ger et al. (2013)
Nazarewicz et al. (2014)
properties of neutron stars Newton and Li (2009)
(red lines) Steiner et al. (2010)
Gearheart et al. (2011)
Steiner and Gandolfi (2012)
Wen et al. (2012)
Vidana (2012)
Sotani et al. (2013a)
Lattimer and Lim (2013)
Steiner et al. (2013c)
Sotani et al. (2013b)
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FIG. 8 (color online) Probability distribution of the symme-
try energies at saturation J (top panel) and of the symmetry
energy slope parameter L (bottom panel) from various stud-
ies. See text for details.
already exist, see, e.g., Lattimer and Prakash (2007);
Baldo and Burgio (2012); Lattimer (2012). We there-
fore discuss only some selected aspects of EoSs of cold β-
equilibrated neutron stars, see Sec. V.A, and of EoSs de-
scribing homogeneous matter at finite temperatures suit-
able for describing hydrostatic proto-NS, see Sec. V.B.
Sec. V.C will give a few representative examples of EoSs
that describe clusterization and nuclear statistical ensem-
bles at finite temperatures but that are restricted to sub-
saturation densities.
Almost exclusively, phenomenological models have
been used up to now in the context of astrophysical ap-
plications due to the computational complexity in the
description of clustered matter. This concerns the NS
crust, see Sec. V.A.1, the NSE-type EoSs in Sec. V.C,
and, in particular the general purpose EoSs discussed in
Sec. V.D. The most advanced descriptions of dense mat-
ter are found for particular conditions. In fact, the ab-
initio approaches discussed in Sec. III, if not restricted
to pure neutron matter, have only been applied to ho-
mogeneous nuclear matter at various neutron to proton
ratios with an interpolation to obtain the β-equilibrated
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NS EoS. Some ab-initio calculations exist at finite tem-
perature as some of the methods, for instance, SCGF, are
easier to treat at nonzero temperature, but the compo-
sition is fixed and matter is homogeneous, see Sec. V.B
for some examples. It is desirable that in the future re-
liable approaches will be developed to describe strongly
interacting matter for all relevant conditions needed in
compact star astrophysics. A first step is that the infor-
mation obtained from ab-initio neutron matter calcula-
tions, experiments and NS observations is fully exploited
to constrain the general purpose models.
A. Neutron star EoS
The physics of NSs has been discussed in detail in
several works, see, e.g., (Baym and Pethick, 1975, 1979;
Glendenning, 1997; Heiselberg and Pandharipande,
2000; Lattimer and Prakash, 2001, 2004, 2007;
Sedrakian, 2007; Chamel and Haensel, 2008; Potekhin,
2010; Lattimer and Prakash, 2011). NS matter is charge
neutral and can be considered as cold (T = 0) and
in general in β-equilibrium. The EoS thus depends
only on one state variable, which can be conveniently
chosen, e.g., to be the baryon number density. The
EoS entirely determines global properties of stationary
NSs, such as masses and radii. For nonrotating stars
with negligible magnetic field, they are found by solving
the Tolman-Oppenheimer-Volkoff (TOV) equations
(Tolman, 1939; Oppenheimer and Volkoff, 1939):
dP (r)
dr
= −G
[ǫ(r) + P (r)]
[
M(r) + 4πr3P (r)
]
r2
[
1− 2GM(r)r
] ,
dM(r)
dr
= 4πǫ(r)r2 , (36)
relating the gravitational mass of the star, M , inside
a radius r to pressure P and energy density ǫ. The
EoS in terms of P and ǫ closes the system of equa-
tions. Despite the assumptions of zero temperature and
β-equilibrium, the calculation of the NS EoS is not a
trivial task, particularly if microscopic methods are ap-
plied, see, e.g., (Baldo et al., 1997; Vidan˜a et al., 2010;
Schulze and Rijken, 2011; Baldo and Burgio, 2012) and
references therein. The domain of validity of some ab-
initio methods is restricted to rather low densities not
exceeding nuclear saturation density substantially. The
size of higher-order contributions in systematic expan-
sions, such as chiral EFT approaches, increases with den-
sity, and the composition of matter at suprasaturation
densities is rather uncertain, see Sec. V.A.2. In order to
cover the whole density range required to describe NSs,
microscopic EoSs can be extended at high densities with
generic parameterizations, such as piecewise polytropes.
Thereby the uncertainty of the NS mass-radius relation
and the dependence on the model parameters can be ex-
plored, see, e.g, Hebeler et al. (2013).
1. Neutron star crust EoSs & unified neutron star EoSs
For mass densities below about 104 g/cm3, an at-
mosphere of partially ionized atoms and electrons
forms the outer part of a NS with an EoS given,
e.g., by Feynman et al. (1949); Rotondo et al. (2011);
de Carvalho et al. (2014). At higher densities, the spatial
region that is made up of inhomogeneous nucleonic mat-
ter and electrons not bound to nuclei in β-equilibrium
is called the crust. It can be divided into an outer
crust with a plasma of nuclei and electrons as degrees
of freedom and an inner crust where also unbound neu-
trons exist. Fig. 9 gives a graphical representation of
the state of matter in the crust. The results shown
employ the EoS of Ruester et al. (2006) for the outer
crust, where experimentally measured binding energies
have been used in combination with nuclear structure cal-
culations with the SLy4 EDF. For the EoS of the inner
crust and the core, the results of Douchin and Haensel
(2001) are taken, which are based on Thomas-Fermi cal-
culations using the same SLy4 EDF. To obtain the radial
structure of the assumed NS with a mass of 1.44 M⊙, the
TOV equations (36) were solved.
The outer crust is composed of completely ionized nu-
clei in a sea of electrons of almost constant density due
to the large incompressibility of the highly degenerate
electron fluid. In the standard picture, only a single nu-
clear species exists at a given density. These nuclei form a
body centered cubic (bcc) lattice of ions as demonstrated,
e.g., in classical one-component plasma simulations, see
Sec. III.C.6. The individual nuclei at their lattice sites
can be identified as the blue dots in Fig. 9. At densities
of about 107 g/cm3 and below, a crystal of 56Fe nuclei
is expected to form. With increasing density the lattice
constant decreases and the electron chemical potential
rises substantially. It becomes energetically favorable to
squeeze electrons into the nuclei, converting protons to
neutrons. A sequence of bcc lattices with more and more
neutron rich ions on the lattice sites appears the deeper
one penetrates into the NS. Each change from one to the
next nuclear species is connected to a phase transition
with a jump in the density, cf. section III.D.2. The se-
ries of nuclei in the outer crust is determined by their
masses and is influenced strongly by shell effects. With
the recent progress to measure masses of very neutron-
rich nuclei experimentally with high precision, the or-
der of ions in the outer crust from 56Fe via 62Ni, 64Ni,
66Ni, 86Kr, 84Se, and 82Ge could be established with
increasing depth (Wolf et al., 2013; Kreim et al., 2013).
For higher densities, the nuclear masses from theoretical
models, e.g., liquid-drop or EDF type, have been used to
determine the chemical composition of the outer crust.
Since the early works of Salpeter (1961); Baym et al.
(1971b) the theoretical description of the outer crust
is well settled and the main changes result from im-
provements in the theoretical description of exotic nu-
clei not studied experimentally so far (Haensel et al.,
1989; Haensel and Zdunik, 1990; Haensel and Pichon,
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FIG. 9 Graphical representation of the structure and composition of the crust of a 1.44 M⊙ NS. Each subpanel shows in color
coding (see legend at right) the mean local density of the nucleons, for the position in the NS as indicated in the bottom
part of the figure. The illustration uses the SLy4 EDF, the EoS of Ruester et al. (2006) for the outer crust, and the EoS of
Douchin and Haensel (2001) for the inner crust and the core. (color online).
1994; Ruester et al., 2006; Roca-Maza et al., 2011b;
Pearson et al., 2011; Wolf et al., 2013).
At a mass density of approximately 1011g/cm3 the neu-
tron drip density is reached, i.e., the neutron chemical
potential becomes too high for nuclei at the lattice sites
to bind additional neutrons. In Fig. 9, the contribu-
tion of these unbound neutrons, indicated by the blue
background color, becomes only visible at sufficiently
high densities. These unbound neutrons can propagate
more or less freely through the lattice, though their in-
teraction with the lattice could modify the crystalline
structure (Kobyakov and Pethick, 2014). A proper treat-
ment of the periodic crystal structure and its effect on
neutron and electron properties requires a description
using band structure models as in solid state physics
(Pethick and Thorsson, 1997; Chamel, 2005). Since the
temperature is very low, effects of neutron pairing could
be important. This is less relevant for the basic ther-
modynamic properties of the crust matter itself but it
has to be considered for dynamic processes and thermal
properties, in particular neutron star cooling. In view of
neutron superfluidity, the so-called entrainment effect has
to be taken into account in hydrodynamic descriptions of
the NS’s inner crust and core. In this case the momentum
of one fluid is not aligned with its particle current, but de-
pends on the particle currents of all other fluids (Chamel,
2005; Gusakov and Haensel, 2005; Carter et al., 2005a,b,
2006; Chamel and Haensel, 2006; Gusakov et al., 2009b).
The exact location of the neutron drip density is sen-
sitive to details of the theoretical model, in particu-
lar to the isospin dependence of the effective interac-
tion due to the very large neutron excess encountered
in the crust, see, e.g., Douchin and Haensel (2000, 2001);
Steiner (2008); Ducoin et al. (2011). The properties of
nuclei also change inside matter at high densities, mostly
in the inner crust of the NS when they are surrounded
by a gas of neutrons and the electric field is screened by
the electrons.
Several studies are devoted to the description
of nuclei inside matter and the effects on the
EoS, see, e.g., Baym et al. (1971a); Barkat et al.
(1972); Ravenhall et al. (1972); Negele and Vautherin
(1973); Lamb et al. (1978); Cheng et al. (1997);
Baiko and Haensel (1999); Douchin and Haensel
(2001); Matsuzaki (2006); Ducoin et al. (2008b);
Papakonstantinou et al. (2013); Raduta et al. (2014);
Aymard et al. (2014). In most cases, the Wigner-
Seitz approximation in spherical cells surrounding a
single nucleus is employed, see section III.C.6. With
increasing depth inside the crust, nuclei approach
each other and the action of the short-range nuclear
interaction beyond the size of an individual nucleus
has to be considered. First, a strong deformation of
nuclei and a change in the shell structure is observed
in model calculations, see, e.g., (Oyamatsu, 1993, 1994;
Douchin et al., 2000), such that they finally touch and
the sequence of classical pasta phases is found, see,
e.g., (Buchler and Barkat, 1971; Ravenhall et al.,
1983; Watanabe et al., 2003b; Maruyama et al.,
2005; Avancini et al., 2009; Watanabe et al., 2009;
Newton and Stone, 2009). The picture of the clas-
sical pasta phases with their specific geometries and
phase transitions changes if more general shapes are
allowed in full three-dimensional calculations with
less restrictions on the symmetries (Watanabe et al.,
2005; Nakazato et al., 2009; Okamoto et al., 2012;
Schneider et al., 2014; Schuetrumpf et al., 2015). The
extension of the inner crust, the types of pasta phases
and the transition density to uniform matter depends
crucially on the density dependence of the symmetry
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energy (Pethick et al., 1995; Oyamatsu and Iida, 2007;
Roca-Maza and Piekarewicz, 2008; Porebska and Kubis,
2010; Grill et al., 2012, 2014). The pasta phase could
be relevant for the neutrino transport in the PNS
and the subsequent cooling of the NS. For example
Horowitz et al. (2015) showed that the pasta phase can
reduce the electrical and the thermal conductivities.
The reduced electrical conductivity might be related to
the observed upper limit of X-ray pulsar spin periods
(Pons et al., 2013).
The crust has a subdominant effect on global proper-
ties of NSs such as mass or radius. Therefore, a crust
EoS is matched often to an EoS of uniform matter from
an independent model calculation. Considerable effort
is required in developing an EoS which describes mat-
ter from the surface to the center of the NS in a unified
manner, i.e., on the basis of the same interaction model,
including a description of inhomogeneous matter in the
crust. This is important for detailed predictions of NS
radii and for dynamical properties. Only few such uni-
fied NS EoSs exist, see, e.g., Douchin and Haensel (2001);
Fantina et al. (2013); Miyatsu et al. (2013); Baldo et al.
(2014); Gulminelli and Raduta (2015). Unified NS EoSs
can also be obtained from the general purpose EoS, which
will be discussed in Sec. V.D, by applying zero (or neg-
ligibly small) temperature and β-equilibrium conditions.
However, the aforementioned dedicated unified NS EoS
models often give a more detailed description of non-
uniform NS matter. A comparison of these classes of
models is useful to investigate limitations of general pur-
pose EoSs regarding their description of nuclei in dense
and cold matter.
In contrast to a conventional star in a hadronic
model, the EoS is very different for strange stars, see,
e.g., Haensel et al. (1986); Alcock et al. (1986), and
the structure of the crust is still a matter of debate,
see, e.g., Alford et al. (2006); Jaikumar et al. (2006);
Oertel and Urban (2008).
2. Composition of the neutron star core
The composition of matter at suprasaturation densities
reached in the NS core is very uncertain and, in particular
other particles than nucleons and electrons are expected
to appear. In the literature muons, pions, kaons and their
condensates, hyperons, nuclear resonances and quarks
have been considered, see, e.g., Glendenning (1997).
There is even the possibility of absolutely stable strange
quark matter (Witten, 1984; Farhi and Jaffe, 1984) and
pure strange stars (Haensel et al., 1986; Alcock et al.,
1986). In this context, the recent discovery of two
NSs with masses of about 2 M⊙ (Demorest et al., 2010;
Antoniadis et al., 2013; Fonseca et al., 2016) has trig-
gered intensive discussions, since without an interaction,
any additional degree of freedom softens the EoS simply
by lowering the Fermi energies of the particles present.
As a consequence, a lower maximum mass is obtained
and many older models containing additional particles
are in contradiction with the NS mass constraint.
Phenomenological quark models can easily be supple-
mented with the necessary repulsion at high densities. As
an example, for the NJL model Lagrangian of Eq. (27)
this can be achieved by adding a vector interaction term
of the form
LV = GV (ψ¯γ
µψ)(ψ¯γµψ) . (37)
Maximum NS masses above 2 M⊙ can then be ob-
tained, see, e.g., Kla¨hn et al. (2007); Alford et al.
(2007); Weissenborn et al. (2011); Zdunik and Haensel
(2013), and Buballa et al. (2014) for a recent review.
Masuda et al. (2013) proposed that the transition from
hadronic to quark matter might be a cross-over po-
tentially leading to an increase of the maximum mass.
However, this scenario requires an ad-hoc interpolation
scheme to connect the hadronic and the quark phase, see
also Kojo et al. (2015). The same scenario was recently
applied in the context of PNSs by Masuda et al. (2015).
Hyperonic degrees of freedom are more difficult to rec-
oncile with a 2 M⊙ NS. Most models that include hyper-
ons predict that they appear at nB ∼ 2−3nsat but lead at
the same time to maximum NS masses of ∼ 1.4 M⊙, well
below the highest observed ones. Sometimes this is called
the “hyperon puzzle” in the literature (Lonardoni et al.,
2015). A similar effect is observed with nuclear reso-
nances (Drago et al., 2014) and meson condensates. It is
thus obvious that additional repulsion is needed to stiffen
the high-density EoS.
Different solutions have been proposed to overcome
this problem. The first one is that a transition to quark
matter appears at sufficiently low densities such that hy-
perons or other additional hadronic particles have not yet
softened the EoS too much. A two family scenario with
low mass compact hadronic stars and high mass quark
stars has been recently discussed by Drago et al. (2014).
Another possibility is to modify the interactions at
high densities. Hyperonic interactions have been exten-
sively studied in this respect. Since experimental data are
scarce and furnish only weak constraints on the interac-
tions at subsaturation densities, even less is known about
the hyperon-nucleon (Y N) and hyperon-hyperon (Y Y )
interactions at the relevant densities in the core of NSs,
see Sec. III.A.1. Presently several phenomenological EoS
models exist that contain hyperons and predict maxi-
mum NS masses in agreement with observations, see, e.g.,
Hofmann et al. (2001a); Rikovska-Stone et al. (2007);
Bednarek et al. (2012); Weissenborn et al. (2012a,b);
Bonanno and Sedrakian (2012); Colucci and Sedrakian
(2013); Lopes and Menezes (2014); Banik et al.
(2014); van Dalen et al. (2014); Gomes et al. (2015);
Oertel et al. (2015). The crucial point is that the inter-
action is adjusted to provide the necessary repulsion.
In microscopic models the missing repulsion for hy-
perons is more difficult to obtain. Naturally, one would
expect it to arise from three-body forces. But, us-
ing a microscopic model based on the BHF approach,
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Vidan˜a et al. (2011) found that even adding a phe-
nomenological three-body force was not enough to allow
for the existence of stars that are massive enough to be
compatible with observations. Recent relativistic DBHF
calculations (Katayama and Saito, 2014), including au-
tomatically part of the three-body forces, reproduce hy-
peronic NSs with two solar masses, but with a nuclear
EoS that is either too stiff or does not give enough bind-
ing in contradiction with known properties of symmetric
nuclear matter at saturation. On the other hand, in re-
cent calculations using an auxiliary field diffusion Monte
Carlo method (AFQMC) (Lonardoni et al., 2013, 2014,
2015), the authors have found that a sufficiently strong
repulsive three-body force, constrained by the system-
atics of separation energies in a series of hypernuclei,
can produce an EoS stiff enough to satisfy the 2 M⊙
constraint, even if a strong model dependence due to
the phenomenological nature of the hyperonic two- and
three-body forces is apparent. In conclusion, there are
still many open questions regarding the role of hyperons
and other additional non-nucleonic degrees of freedom in
NSs.
B. EoS of uniform matter at finite temperature
The thermal properties of nuclear matter are an im-
portant subject on its own and many studies are actually
performed without an astrophysical application. Exam-
ples are the ab-initio calculations of neutron matter at
finite temperatures, some of which have been mentioned
in Sec. IV.B, or studies of the nuclear liquid-gas phase
transition which occurs at subsaturation densities if
Coulomb and finite size effects are neglected. The liquid-
gas phase transition is an important aspect of the low-
density nuclear matter EoS and has been studied exten-
sively in the literature, see, e.g., Barranco and Buchler
(1980); Muller and Serot (1995). An example is shown
in Fig. 4. In addition to BHF (Baldo and Ferreira, 1999;
Baldo et al., 2004a) and DBHF (Ter Haar and Malfliet,
1987; Huber et al., 1998) calculations extended to fi-
nite temperature, consistent SCGF calculations are re-
ported in Rios et al. (2008) and Fiorilla et al. (2012a);
Wellenhofer et al. (2014, 2015) study the phase diagram
of nuclear matter applying in-medium χEFT.
Here, we are mainly interested in EoS relevant for
astrophysical applications. Finite temperature effects
are of particular relevance for PNSs, CCSNe, and
NS mergers, and can be studied in HICs too. Al-
though more scarce than NS EoSs, there is a vari-
ety of works considering EoSs of homogeneous mat-
ter at fixed entropies or temperatures and hadronic
charge fractions. Many of these EoS have actually
been developed for studying PNSs by considering char-
acteristic hydrostatic configurations that represent dif-
ferent evolutionary stages. The history concerning ad-
ditional particles, such as hyperons, mesons or quarks,
is almost as long as for cold neutron stars, reach-
ing from the discussion of quark matter formation
or meson condensates to hyperons, see Prakash et al.
(1997) for an early review, and Pons et al. (2000, 2001);
Bombaci et al. (2007); Menezes and Providencia (2007);
Dexheimer and Schramm (2008); Yasutake and Kashiwa
(2009); Beisitzer et al. (2014); Masuda et al. (2015) for a
few examples.
Often, PNSs are approximated as isentropic, i.e., hav-
ing a constant entropy per baryon s, and/or a fixed lep-
ton or electron fraction (YL(e) or Ye, respectively) with or
without trapped neutrinos. Sometimes isothermal PNS
are considered, too. If the crust and envelope of the
PNS are neglected, the situation is still similar to that
for cold NS: Matter is uniform and for each parameter
combination of s or T and YL(e) or Ye the EoS is still one-
dimensional, i.e., it depends only on one state variable,
e.g., baryon number density.
Most ab initio calculations of the EoS of nuclear matter
at finite temperature concern pure neutron matter, see,
e.g., Sec. IV.B, or symmetric nuclear matter, since gen-
eral asymmetric nuclear matter asks for more involved
computations. Some exceptions exist, e.g., the EoS of
Togashi and Takano (2013) uses the variational method,
starting from a nuclear Hamiltonian that is composed of
the Argonne v18 and Urbana IX potentials. The authors
aim at providing a full general purpose EoS that can be
applied in astrophysical simulations (see Sec. V.D). How-
ever, in their first work, they considered only uniform
nuclear matter, but for various temperatures and asym-
metries. To simplify computations, the frozen-correlation
approximation is employed: the self-energies and corre-
lation matrix elements are evaluated at zero tempera-
ture. This approximation is motivated by the results of
Baldo and Ferreira (1999). Togashi and Takano (2013)
validate it by comparing with results for fully minimized
calculations.
The frozen correlation approximation is standard in
finite-temperature BHF calculations aimed to model
the PNS EoS, too, see, e.g., Nicotra et al. (2006);
Nicotra et al. (2006); Burgio et al. (2011); Chen et al.
(2012). Effects of hyperons and/or quarks were consid-
ered, too, within these works relying on different mod-
els for the interactions. For instance, in the study of
Chen et al. (2012), for the quark phase a model based
on the Dyson-Schwinger equations of QCD was used,
cf., III.B.1.h, whereas Nicotra et al. (2006) apply the
MIT bag model. As known for BHF calculations, see
Sec. V.A.2, the maximum mass of a cold NS includ-
ing additional degrees of freedom such as hyperons or
quarks lies in general well below the canonical value of
2 M⊙. Exceptions are the hybrid NS and PNS models of
Chen et al. (2012) where much higher maximum masses
in the vicinity of 2 M⊙ were found.
Applying phenomenological interactions to finite tem-
perature matter, an obvious question is whether the
effective couplings, determined via zero temperature
properties of strongly interacting (mainly nuclear) sys-
tems, depend on temperature. This was addressed by
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Fedoseew and Lenske (2015), where the thermal prop-
erties of asymmetric nuclear matter have been ana-
lyzed within a relativistic approach. The parameters
of a density-dependent relativistic hadron (DDRH) nu-
clear field theory, similar to a density-dependent RMF
model, have been adjusted to reproduce DBHF re-
sults for in-medium self energies. In particular, it was
shown that the temperature modifications of the nucleon-
meson couplings is almost negligible. A comparison
of the free energy of nuclear matter using the Brus-
sels Skyrme interaction with the results of Fiorilla et al.
(2012a) leads to the same conclusion (Fantina, 2015).
In Moustakidis and Panos (2009), where a momentum-
dependent finite-range term is added by hand to a
Skyrme type interaction, temperature-dependent cou-
plings are obtained but this dependence is weak up to
temperatures of 30 MeV.
Constantinou et al. (2014) investigate thoroughly the
finite temperature properties of the bulk EoS. They em-
ploy the potential model of Akmal et al. (1998), which is
fitted to results from variational calculations, and com-
pare it with the typical Skyrme EDF SKa from Ko¨hler
(1976). The latter parameterization is also applied in
the H&W EoS, see Sec. V.D.1.a. Analytical formulae are
derived for all thermodynamic state variables and their
derivatives at finite temperatures, simplifying the use in
astrophysical applications. A similar study of the ther-
mal properties of the EoS but for finite range interactions
was recently published by Constantinou et al. (2015).
C. EoS of clustered matter at finite temperatures
Complementary to investigations of bulk properties of
warm and dense uniform matter, there are many works
studying inhomogeneous warm matter within NSE based
models, see Sec. III.C.1. Most of them do not cover the
full parameter space relevant for simulations of CCSNe or
NS mergers, partly since they are designed for a particu-
lar application, e.g., multifragmentation experiments or
nucleosynthesis aspects. A typical problem is the omis-
sion of interactions and/or medium modifications of nu-
clei. As a result, the EoS does not provide a realistic
description at high densities. Nevertheless, these mod-
els allow to investigate important aspects of the EoS of
clustered matter, e.g., the chemical composition and the
role of excited states. The impact of the different model
ingredients depends on the thermodynamic conditions.
The chemical composition of matter at baryon den-
sities roughly below 10−3 fm−3 and a few MeV tem-
perature is mainly driven by the nuclear binding en-
ergies and the treatment of thermal excitations. Sim-
ple mass formulas provide binding energies for the
widest possible range of nuclei that are considered
in statistical models. A liquid-drop type mass for-
mula is used in the Statistical Model for Supernova
Matter (SMSM) (Botvina and Mishustin, 2004, 2010;
Buyukcizmeci et al., 2014). It is based on the Statis-
tical Multifragmentation Model (SMM) (Bondorf et al.,
1995; Sagun et al., 2014) which has proven successful
in the analysis of fragment yields in low-energy HICs.
The parameters of the used liquid-drop mass formula,
including temperature effects, have been calibrated by
the analysis of experimental multifragmentation data. A
liquid-drop parameterization is also used in the statisti-
cal model of Raduta and Gulminelli (2009, 2010). The
NSE model of Blinnikov et al. (2011) considers up to
20,000 nuclei, whose binding energies are taken from the
theoretical mass formula of Koura et al. (2005). Bind-
ing energies from Myers and Swiatecki (1990, 1994) are
adopted in the work of Ishizuka et al. (2003) incor-
porating about 9000 different nuclei. Results of the
microscopic-macroscopic FRDM model (Mo¨ller et al.,
1995) or the Duflo-Zuker model (Duflo and Zuker, 1995)
are used, e.g., in Gulminelli and Raduta (2015). Tables
with theoretical masses from fully microscopic models,
mainly EDFs, usually cover a smaller range of nuclei.
Experimental binding energies (Audi et al., 2003, 2012)
are available for an even smaller number of nuclei rather
close to the valley of stability. They are used as far
as available in some NSE based models, but have to be
supplemented by theoretical masses for more exotic nu-
clei. The choice of different sources can result in artificial
jumps of the isotopic abundances at the boundaries, see,
e.g., Buyukcizmeci et al. (2013).
As an illustration, we compare in Fig. 10 nuclear abun-
dances for typical conditions in the collapse phase of a
CCSN for three statistical models. The different predic-
tions mainly reflect the extrapolation of binding ener-
gies to neutron rich nuclei. This depends on the choice
of the mass model since the most abundant nuclei are
situated outside the region where masses are experi-
mentally known. A mono- or bimodal structure is ob-
tained, peaked around magic numbers in panels b) and
c), demonstrating the importance of shell effects, which
are missing in models based on simple mass formulas,
e.g., Raduta and Gulminelli (2010); Buyukcizmeci et al.
(2014), as in panel a) or models that use the Thomas-
Fermi approximation for the description of nuclei, e.g.,
in Aymard et al. (2014). Broad and even bimodal dis-
tributions cannot be represented within the SNA, see
section III.C.2, which is employed, e.g., in the gen-
eral purpose models STOS or LS220, discussed in sec-
tion V.D. Nevertheless, the predictions for the average
heavy nucleus show only a moderate deviation com-
pared to that of the statistical HS(DD2) model and
global thermodynamic quantities are only slightly mod-
ified (Burrows and Lattimer, 1984). However, these dif-
ferences in the composition are relevant for electron cap-
ture reactions during the collapse phase and thus can in-
fluence the dynamics of a CCSN, as will be discussed in
Sec. VI.B.1. For very neutron-rich conditions, the range
of nuclei considered in the table, which is indicated by the
grey region in Fig. 10, also matters. Different rules for
determining the boundary are employed, e.g., vanishing
neutron separation energies or binding energies.
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FIG. 10 Composition of matter in the center of a CCSN
6 ms before bounce at thermodynamic conditions taken
from a simulation of Perego et al. (2015). The color
map shows the distribution of nuclei (mass fractions) in
the SMSM (Buyukcizmeci et al., 2014) (a), the EoS of
Gulminelli and Raduta (2015) (b) and the HS(DD2) model
(c). The black cross indicates in panel (c) the average heavy
nucleus. The black diamond and triangle show the represen-
tative heavy nucleus of STOS and LS220, respectively, calcu-
lated within the SNA. (color online)
With increasing temperature, excited states of nu-
clei are populated. These are considered explic-
itly in models that use temperature dependent de-
generacy factors. Usually, level densities of Fermi-
gas type are employed, e.g., those of Iljinov et al.
(1992) in Raduta and Gulminelli (2009, 2010) or of
Fa´i and Randrup (1982) in Ishizuka et al. (2003), see
Sec. III.C.1.b. An alternative approach is to incorpo-
rate temperature effects directly in the mass model, e.g.,
in the SMSM, by introducing a temperature dependence
in the coefficients of the mass formula, in particular in
bulk and surface contributions to the energy. Part of
the differences in Fig. 10 also result from the treat-
ment of excited states. The actual treatment in the
model also influences the dissolution of heavy clusters
with increasing temperature and the change of the abun-
dance distributions. They are dominated more strongly
by light clusters at high T , which are usually handled
independently of the heavier nuclei using experimental
binding energies and sometimes correct quantum statis-
tics. At very low densities, the finite-temperature EoS
is given model independently by the virial EoS, see Sec-
tion III.C.3. The VEoS with light species (p, n, d, t,
3He, α) was discussed by Pratt et al. (1987) for condi-
tions in HICs. In Horowitz and Schwenk (2006a) neu-
trons, protons and α-particles were considered as ba-
sic constituents and experimental information on bind-
ing energies and phase shifts was used in the calcula-
tion of the second virial coefficients. O’Connor et al.
(2007) added 3H and 3He nuclei, and even heavier species
were included in Mallik et al. (2008). A relativistic
VEoS was given already by Venugopalan and Prakash
(1992) for an interacting gas of nucleons, pions and
kaons. A general finding, present in all models, is
that deuterons, tritons and helions appear abundantly
for typical conditions of supernova matter in addition
to α-particles (Sumiyoshi and Ro¨pke, 2008; Heckel et al.,
2009; Typel et al., 2010; Hempel et al., 2015; Pais et al.,
2015). The presence of light clusters can modify weak in-
teraction rates and therefore the dynamics of astrophys-
ical processes, see Sec. VI.
With increasing baryon density, above approximately
10−3 fm−3, interaction effects start to play a role and
medium effects on the binding energies have to be
incorporated in the statistical models. They mod-
ify the chemical composition in comparison to results
of pure NSE models that use vacuum binding ener-
gies. In essentially all models, the screening of the
Coulomb potential due to the electron component is
taken into account in the Wigner-Seitz approximation,
see III.D.2. The repulsion of nuclei is often modeled
by an excluded-volume mechanism, see III.C.1.e, e.g., in
Sagun et al. (2014) and Raduta and Gulminelli (2009).
In Raduta and Gulminelli (2010) the cluster partition
sums are solved by using Metropolis Monte Carlo tech-
niques which allow to consider configuration dependent
excluded-volume corrections. A comparison of predic-
tions from the geometric excluded-volume approach with
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those of the more microscopically inspired approach us-
ing mass shifts, see III.C.4, is presented by Hempel et al.
(2011) concentrating on light nuclei. The dissolution
of clusters with increasing density cannot be described
properly in basic statistical models unless an excluded-
volume mechanism or mass shifts are considered. The
treatment of the homogeneous nucleonic matter con-
tribution is relatively similar in most NSE based EoS
models, employing, if at all, phenomenological mean-
field approaches with various interactions, see Sec. V.D.3
for a discussion of the compatibility with present day
constraints. Interactions of unbound nucleons are not
included in the SMSM, therefore it is only applica-
ble to dilute matter. A comparison of different NSE-
type models, can be found in Ishizuka et al. (2003) and
Buyukcizmeci et al. (2013) with detailed and comprehen-
sive analyses of the nuclear composition.
D. General purpose equations of state
In this section we describe EoSs which cover the full
thermodynamic parameter range necessary for astrophys-
ical simulations of CCSNe or NS mergers. Such EoS not
only have to be available for finite temperatures and dif-
ferent charge fractions, but should include a description
of non-uniform matter at subsaturation densities where
nuclei appear and a description of homogeneous matter
at high densities and/or temperatures.
There exist only a few such EoSs. To give an overview,
we summarize their particle content, disregarding lep-
tonic degrees of freedom here and in the following, and
some key properties for cold NSs of the different models
in Table III. We indicate if the EoS is publicly available in
tabulated form or as a computer code (see appendix A.1
for a list of different online resources). Key nuclear mat-
ter properties of the nuclear interaction models, which
are used in the EoS models of Table III, are given in
Table IV.
We remark that all of the presently available general
purpose EoSs are included in the discussion, even though
many of them are in strong disagreement with some
astrophysical, experimental, or theoretical constraints.
However, several of them are still used for reference appli-
cations. Any ‘benchmarking’ of EoSs depends on which
constraints are chosen from the many available in the
literature, and there is not a single model that fulfills
all of them, and not even the very limited set of con-
straints that we will consider below. A general purpose
EoS with particular deficits can be interesting because
it depends very much on the astrophysical context and
the specific application whether a constraint is relevant
or not. For example, cluster formation at low densities
seems to be more important than the neutron matter EoS
for the dynamics of CCSNe (see Sec. VI.B.1) but in NS
mergers probably the opposite is the case. Due to the
very limited number of general purpose EoSs and their
importance for astrophysical applications, we first give a
complete overview. A critical discussion follows at the
end in Sec. V.D.3.
1. Nucleons and nuclei as degrees of freedom
a. H&W The EoS of Hillebrandt et al. (1984);
Hillebrandt and Wolff (1985) is one of the first EoSs
that was suitable for CCSNe simulations and which is
still in use today (Janka, 2012). At low densities, a
NSE model based on the work of El Eid and Hillebrandt
(1980) is applied including 470 different nuclei: in
addition to neutrons, protons and α-particles, about
450 isotopes with charge numbers Z between 10 and
32 and neutron numbers N ranging from stability to
neutron drip as well as 20 heavier nuclei from the Zr and
Pb region are included. To account for excited states,
nuclear level densities have been constructed based
on HF potentials using the Grand Partition Function
approach (Huizenga and Moretto, 1972; Wolff, 1980).
For densities above 3× 1012 g/cm3, the EoS is computed
in the SNA, see Sec. III.C.2, using the thermal HF
method. The nuclear interaction is of the Skyrme type
using the parameter set SKa (Ko¨hler, 1976).
b. LS The EoS by Lattimer and Swesty (1991) consid-
ers nucleons, α-particles and heavy nuclei in the SNA,
see Sec. III.C.2, as degrees of freedom. The latter are
described with a medium-dependent liquid-drop model.
For nucleons, non-relativistic Fermi-Dirac statistics is
used, and a simplified momentum-independent nucleon-
nucleon interaction is employed which results in constant
effective nucleon masses equal to the applied vacuum
masses. Interactions between the gas of nucleons, α par-
ticles and heavy nuclei are taken into account through
an excluded volume mechanism. α-particles are treated
as hard spheres of volume vα = 24 fm
3 forming an ideal
Boltzmann gas, neglecting excited states. As the den-
sity increases, nuclei undergo geometrical shape deforma-
tions, until they dissolve in favor of homogeneous nuclear
matter above approximately saturation density. The for-
mation of non-spherical nuclei and bubble phases is de-
scribed by modifying the Coulomb and surface energies
of nuclei. The phase transition to bulk nuclear matter
is treated by a Maxwell construction between the two
phases.
The LS EoS exists for three different parameteriza-
tions of the nucleonic interaction, which are usually de-
noted according to their value of the incompressibility K
of 180, 220, and 375 MeV. Nowadays the version with
K = 220 MeV is considered the most relevant of the
three, since it is the best compatible with the various
constraints on the EoS, see Sec. V.D.3.
c. STOS The EoS by Shen et al. (1998); Shen et al.
(1998, 2011) is another widely used general purpose EoS.
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TABLE III Characteristic properties of the currently existing general purpose EoSs. Top part: EoSs containing nucleons and
nuclei, bottom part: EoSs including additional hadronic or quark degrees of freedom. Listed are the nuclear interaction model
used, the included particle degrees of freedom, the maximum massMmax of cold, spherical (non-rotating) NSs and their radii at
a fiducial gravitational mass MG of 1.4 M⊙. We have included in addition the compactness Ξ = GMG/R of the maximum mass
configuration. In nuclear interactions labeled with *, the nucleon masses have been changed to experimental values without a
refitting of the coupling constants. This induces a marginal change of the interaction.
Model Nuclear Degrees Mmax R1.4M⊙ Ξ publ. References
Interaction of Freedom (M⊙) (km) avail.
H&W SKa n, p, α, {(Ai, Zi)} 2.21
a 13.9 a n El Eid and Hillebrandt (1980); Hillebrandt et al. (1984)
LS180 LS180 n, p, α, (A,Z) 1.84 12.2 0.27 y Lattimer and Swesty (1991)
LS220 LS220 n, p, α, (A,Z) 2.06 12.7 0.28 y Lattimer and Swesty (1991)
LS375 LS375 n, p, α, (A,Z) 2.72 14.5 0.32 y Lattimer and Swesty (1991)
STOS TM1 n, p, α, (A,Z) 2.23 14.5 0.26 y Shen et al. (1998); Shen et al. (1998, 2011)
FYSS TM1 n, p, d, t, h, α, {(Ai, Zi)} 2.22 14.4 0.26 n Furusawa et al. (2013b)
HS(TM1) TM1* n, p, d, t, h, α, {(Ai, Zi)} 2.21 14.5 0.26 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)
HS(TMA) TMA* n, p, d, t, h, α, {(Ai, Zi)} 2.02 13.9 0.25 y Hempel and Schaffner-Bielich (2010)
HS(FSU) FSUgold* n, p, d, t, h, α, {(Ai, Zi)} 1.74 12.6 0.23 y Hempel and Schaffner-Bielich (2010); Hempel et al. (2012)
HS(NL3) NL3* n, p, d, t, h, α, {(Ai, Zi)} 2.79 14.8 0.31 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)
HS(DD2) DD2 n, p, d, t, h, α, {(Ai, Zi)} 2.42 13.2 0.30 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)
HS(IUFSU) IUFSU* n, p, d, t, h, α, {(Ai, Zi)} 1.95 12.7 0.25 y Hempel and Schaffner-Bielich (2010); Fischer et al. (2014a)
SFHo SFHo n, p, d, t, h, α, {(Ai, Zi)} 2.06 11.9 0.30 y Steiner et al. (2013a)
SFHx SFHx n, p, d, t, h, α, {(Ai, Zi)} 2.13 12.0 0.29 y Steiner et al. (2013a)
SHT(NL3) NL3 n, p, α, {(Ai, Zi)} 2.78 14.9 0.31 y Shen et al. (2011b)
SHO(FSU) FSUgold n, p, α, {(Ai, Zi)} 1.75 12.8 0.23 y Shen et al. (2011a)
SHO(FSU2.1) FSUgold2.1 n, p, α, {(Ai, Zi)} 2.12 13.6 0.26 y Shen et al. (2011a)
LS220Λ LS220 n, p, α, (A,Z),Λ 1.91 12.4 0.29 y Oertel et al. (2012); Gulminelli et al. (2013)
LS220π LS220 n, p, α, (A,Z), π 1.95 12.2 0.29 n Oertel et al. (2012); Peres et al. (2013)
BHBΛ DD2 n, p, d, t, h, α, {(Ai, Zi)},Λ 1.96 13.2 0.25 y Banik et al. (2014)
BHBΛφ DD2 n, p, d, t, h, α, {(Ai, Zi)},Λ 2.11 13.2 0.27 y Banik et al. (2014)
STOSΛ TM1 n, p, α, (A,Z),Λ 1.90 14.4 0.23 y Shen et al. (2011)
STOSYA30 TM1 n, p, α, (A,Z), Y 1.59 14.6 0.17 y Ishizuka et al. (2008)
STOSYA30π TM1 n, p, α, (A,Z), Y, π 1.62 13.7 0.19 y Ishizuka et al. (2008)
STOSY0 TM1 n, p, α, (A,Z), Y 1.64 14.6 0.18 y Ishizuka et al. (2008)
STOSY0π TM1 n, p, α, (A,Z), Y, π 1.67 13.7 0.19 y Ishizuka et al. (2008)
STOSY30 TM1 n, p, α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)
STOSY30π TM1 n, p, α, (A,Z), Y, π 1.67 13.7 0.19 y Ishizuka et al. (2008)
STOSY90 TM1 n, p, α, (A,Z), Y 1.65 14.6 0.18 y Ishizuka et al. (2008)
STOSY90π TM1 n, p, α, (A,Z), Y, π 1.67 13.7 0.19 y Ishizuka et al. (2008)
STOSπ TM1 n, p, α, (A,Z), π 2.06 13.6 0.26 n Nakazato et al. (2008)
STOSQ209nπ TM1 n, p, α, (A,Z), π, q 1.85 13.6 0.21 n Nakazato et al. (2008)
STOSQ162n TM1 n, p, α, (A,Z), q 1.54 n Nakazato et al. (2013)
STOSQ184n TM1 n, p, α, (A,Z), q 1.36 —b n Nakazato et al. (2013)
STOSQ209n TM1 n, p, α, (A,Z), q 1.81 14.4 0.20 n Nakazato et al. (2008, 2013)
STOSQ139s TM1 n, p, α, (A,Z), q 2.08 12.6 0.26 y Sagert et al. (2012a); Fischer et al. (2014b)
STOSQ145s TM1 n, p, α, (A,Z), q 2.01 13.0 0.25 y Sagert et al. (2012a)
STOSQ155s TM1 n, p, α, (A,Z), q 1.70 9.93 0.25 y Fischer et al. (2011)
STOSQ162s TM1 n, p, α, (A,Z), q 1.57 8.94 0.26 y Sagert et al. (2009)
STOSQ165s TM1 n, p, α, (A,Z), q 1.51 8.86 0.25 y Sagert et al. (2009)
aValues taken from Marek and Janka (2009).
bMmax below 1.4 M⊙.
It assumes the same degrees of freedom as the LS EoS:
neutrons, protons and α-particles as well as one heavy
nucleus in the SNA. For nucleons a RMF model with
nonlinear meson self-interactions is used with the param-
eterization TM1 (Sugahara and Toki, 1994). α-particles
are again described as an ideal Maxwell-Boltzmann gas
with excluded-volume corrections. Excited states of α-
particles are neglected. The properties of the represen-
tative heavy nucleus are obtained from Wigner-Seitz cell
calculations within the Thomas-Fermi approximation for
parameterized density distributions of nucleons and α-
particles. The translational energy and entropy contri-
bution of heavy nuclei is not taken into account.
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TABLE IV Nuclear matter properties of the parameteriza-
tions for the nuclear interaction used in the general pur-
pose EoS of Table III. Listed are the saturation density nsat,
binding energy Bsat, incompressibility K, skewness coefficient
Q = −K′, symmetry energy J , and symmetry energy slope
coefficient L at saturation density at zero temperature
.
Nuclear nsat Bsat K Q J L
Interaction (fm−3) (MeV) (MeV) (MeV) (MeV) (MeV)
SKa 0.155 16.0 263 -300 32.9 74.6
LS180 0.155 16.0 180 -451 28.6a 73.8
LS220 0.155 16.0 220 -411 28.6a 73.8
LS375 0.155 16.0 375 176 28.6a 73.8
TM1 0.145 16.3 281 -285 36.9 110.8
TMA 0.147 16.0 318 -572 30.7 90.1
NL3 0.148 16.2 272 203 37.3 118.2
FSUgold 0.148 16.3 230 -524 32.6 60.5
FSUgold2.1 0.148 16.3 230 -524 32.6 60.5
IUFSU 0.155 16.4 231 -290 31.3 47.2
DD2 0.149 16.0 243 169 31.7 55.0
SFHo 0.158 16.2 245 -468 31.6 47.1
SFHx 0.160 16.2 239 -457 28.7 23.2
aThe value for the symmetry energy J given here is different from
the value of 29.3 MeV in Lattimer and Swesty (1991). They com-
puted J as the energy difference between neutron and nuclear mat-
ter whereas we are calculating J as the second derivative with re-
spect to Yq for symmetric matter at nsat, see also Steiner et al.
(2013a).
Zhang and Shen (2014) investigated the accuracy of
the parameterized density distributions of STOS in com-
parison with fully self-consistent Thomas-Fermi calcula-
tions. The authors concluded that overall there are only
small differences. In detail it was found that the free en-
ergies of the original STOS EoS are slightly too low com-
pared to the self-consistent solutions. This and other
differences were related to a too small value of the co-
efficient of the (surface) gradient energy of the density
distribution used in STOS for the description of nuclei,
which is not consistent with the employed TM1 inter-
action. In addition, Zhang and Shen (2014) studied the
effect of a possible bubble phase for the transition to uni-
form nuclear matter and found that the transition can be
shifted to slightly higher densities.
d. FYSS The EoS of Furusawa et al. (2011, 2013b) can
be seen as an extension of the STOS EoS at subsat-
uration densities. The same RMF parameterization
TM1 is employed for the nuclear interaction as in the
STOS EoS. A distribution of various light nuclei and
heavy nuclei up to Z ∼ 1000 is included. Heavy nu-
clei are not described by the Thomas-Fermi approxi-
mation as in STOS but by a liquid-drop type formula-
tion with temperature-dependent bulk energies. Shell ef-
fects are incorporated by extracting the difference of the
liquid-drop binding energies compared to experimental
(Audi et al., 2003) and theoretical values (Koura et al.,
2005). A phenomenological density-dependence of the
shell effects is introduced, assuming that these vanish at
nsat. For light nuclei, it incorporates the Pauli-blocking
shifts of Typel et al. (2010). Furthermore, light nuclei
receive self-energy shifts originating from the mesonic
mean-fields. As an additional phenomenological inter-
action, excluded-volume effects are applied for nucleons,
light nuclei and heavy nuclei. In addition to standard
spherical nuclei, also a bubble phase with low-density
holes in matter of higher density is considered. The FYSS
EoS has been used to explore the effect of light nuclei in
CCSN simulations (Furusawa et al., 2013a).
e. HS The basic model of the HS EoS
(Hempel and Schaffner-Bielich, 2010) belongs to the
class of extended NSE models and describes matter as a
“chemical” mixture of nuclei and unbound nucleons in
NSE. Nuclei are treated as classical Maxwell-Boltzmann
particles, nucleons with RMF models employing different
parameterizations. Several thousands of nuclei are con-
sidered, including light ones. Binding energies are either
taken from experimental measurements (Audi et al.,
2003) or from various theoretical nuclear structure
calculations (Mo¨ller et al., 1995; Lalazissis et al., 1999;
Geng et al., 2005). The latter are chosen such that they
were calculated for the same RMF parameterization as
the one applied to nucleons if available, otherwise the
data from Mo¨ller et al. (1995) are used. The following
medium modifications are incorporated for nuclei:
screening of the Coulomb energies by the surrounding
gas of electrons in Wigner-Seitz approximation, excited
states in the form of an internal partition function using
the level density of Fa´i and Randrup (1982), which is
adapted from the NSE model of Ishizuka et al. (2003),
and excluded-volume effects. Note that further explicit
medium modifications of nuclei are not considered in HS.
Since the description of heavy nuclei is based on experi-
mental nuclear masses, the HS EoS includes the correct
shell effects of nuclei in vacuum. On the other hand,
the use of nuclear mass tables limits the maximum mass
and charge numbers of nuclei, see Buyukcizmeci et al.
(2013).
The first version (Hempel and Schaffner-Bielich, 2010)
used the RMF parameterization TMA (Toki et al.,
1995). A few aspects of the model have been changed
in the later versions (Hempel et al., 2012), namely a
cut-off for the highest excitation energy of nuclei is
introduced, experimental nucleon masses are used, and
only nuclei left of the neutron dripline are considered.
At present, EoS tables are available for the following
RMF parameterizations: TM1 (Sugahara and Toki,
1994; Hempel et al., 2012), TMA (Toki et al., 1995;
Hempel and Schaffner-Bielich, 2010; Hempel et al.,
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2012), FSUgold (Todd-Rutel and Piekarewicz, 2005;
Hempel et al., 2012), NL3 (Lalazissis et al., 1997;
Fischer et al., 2014a), DD2 (Typel et al., 2010;
Fischer et al., 2014a), and IUFSU (Fattoyev et al.,
2010; Fischer et al., 2014a). We will denote them by
“HS(x)”, where “x” indicates the nuclear interaction
employed.
f. SFHo and SFHx Two additional EoSs based on HS
were published by Steiner et al. (2013a), SFHo (“o” for
optimal) and SFHx (“x” for extreme) with new RMF pa-
rameterization that were fitted to some NS radius deter-
minations. These two EoSs result in rather compact NSs
and have moderately, respectively very low values of the
slope parameter of the symmetry energy L (Steiner et al.,
2013a; Fischer et al., 2014a; Hempel et al., 2015).
g. SHT(NL3), SHO(FSU), and SHO(FSU2.1) The EoSs of
G. Shen et al. (2011b,a) are based on different underlying
physical descriptions in different regimes of density and
temperature. Uniform nuclear matter at high densities
and temperatures is described by a RMF model. At in-
termediate densities, the same RMF model is used within
calculations of non-uniform matter, generating a repre-
sentative heavy nucleus and unbound nucleons, but no
light nuclei. At low densities and temperatures, a special
form of the virial EoS is used which includes virial coeffi-
cients up to second order among nucleons and α-particles.
The virial EoS is not using Fermi-Dirac statistics for nu-
cleons, but only incorporates corrections for it as part of
the virial coefficients. Nuclei with mass numbers A = 2
and 3 are not considered as explicit degrees of freedom,
but 8980 nuclei with mass number A ≥ 12 are included.
The contribution of heavy nuclei in NSE is modeled as
a non-interacting Maxwell-Boltzmann gas without con-
sidering excluded volume effects. Coulomb screening is
included for heavy nuclei, but not for α-particles. Note
that α-particles are only present in the virial part of the
EoS, which is completely independent of the RMF inter-
action. The three different prescriptions are merged to
a single table by minimizing the free energy. In addi-
tion, a smoothing and interpolation procedure is applied
(Shen et al., 2011b,a).
The EoSs of G. Shen et al. are available for two
different RMF interactions, NL3 (Shen et al., 2011b)
(SHT(NL3)) and FSUgold (Shen et al., 2011a). A den-
sity dependence of the scalar meson-nucleon coupling was
introduced below 5 × 10−3 fm−3 in case of the NL3 in-
teraction in order to match the energy per nucleon of
a unitary neutron gas (Shen et al., 2010). Since the
FSUgold parameterization leads to a maximum NS mass
of only 1.7 M⊙, an additional phenomenological pres-
sure contribution was introduced for densities above 0.2
fm−3, leading to a sufficiently high maximum mass of
2.1 M⊙. This EoS was called “FSU2.1” and we abbre-
viate it SHO(FSU2.1), and the EoS with the unmodified
FSUgold parameterization SHO(FSU).
2. Including additional degrees of freedom
An EoS covering the whole thermodynamic parame-
ter range relevant for CCSNe and NS mergers should of
course be able to correctly describe cold β-equilibrated
NSs. As discussed in Sec. V.A.2, it might turn out that
only nucleonic matter is present in cold NSs. This does,
however, not mean that additional degrees of freedom
could not occur in stellar core-collapse events and NS
mergers, where matter is strongly heated in addition to
being compressed to densities above nuclear matter sat-
uration density. The temperatures and densities reached
can become so high that a traditional description in terms
of electrons, nuclei, and nucleons is no longer adequate.
Compared with the cold NS EoS, temperature effects fa-
vor the appearance of additional particles such as pions
and hyperons and they become abundant in this regime.
A transition to quark matter can also not be excluded. In
recent years, some models have been developed extend-
ing existing purely nuclear models as discussed in the
previous section, including pions, hyperons, or quarks.
Let us start with the models including hyperons. In
Ishizuka et al. (2008) and Oertel et al. (2012) the whole
baryon octet is considered. The former EoS is an exten-
sion of the STOS EoS by Shen et al. (1998) and the latter
of the LS220 EoS (Lattimer and Swesty, 1991), see the
previous section. In Ishizuka et al. (2008), the hyperonic
interactions are fixed following a standard procedure for
RMF models. For the vector couplings, symmetry con-
straints are imposed, assuming SU(6) flavor symmetry
following Schaffner and Mishustin (1996) in the isoscalar
sector and isospin symmetry in the isovector one. The
remaining scalar couplings of hyperons to nucleons are
adjusted to reproduce standard values of the single par-
ticle hyperonic potentials in symmetric nuclear matter at
saturation density, extracted from hypernuclear data, see
Sec. III.A.1. These single particle potentials are given by,
see Sec. III.B.2.a,
Uj = Vj − Sj , (38)
involving scalar and vector self-energies. Standard values
for UΛ = −30 MeV and UΞ = −15 MeV are assumed,
whereas the situation for UΣ the situation is ambiguous
and Ishizuka et al. (2008) have presented several versions
of the EoS with UΣ = −30, 0, 30, 90 MeV (“STOSYxxx”,
where “xxx” indicates the value of the potential, and a
prepended “A” if it is attractive). In the following dis-
cussion, we will keep the version with UΣ = +30 MeV.
In Oertel et al. (2012) hyperons are added by extending
the model by Balberg and Gal (1997) to finite temper-
ature. This model is a non-relativistic potential model
similar to the one in Lattimer and Swesty (1991) for the
nuclear part. The hyperonic couplings are readjusted to
remain compatible with the single particle hyperonic po-
tentials in nuclear matter, but, at the same time, predict
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FIG. 11 The lines delimit regions where the number density fractions of Λ hyperons exceed 10−4 for the different models
discussed in the text. The figures correspond from left to right to a fixed hadronic charge fraction Yq = 0.1, 0.3, 0.5 and
show the relevant regions as functions of temperature and baryon number density. Λ hyperons appear at high densities and
temperatures, i.e., in the upper right part of the figure.
maximum NS masses in approximate agreement with the
observation in Demorest et al. (2010).
Ishizuka et al. (2008) and Oertel et al. (2012) present
models, in which pions are also included. The former
will be denoted by “STOSYπxxx”. Pions are treated
as an ideal Bose gas. Obviously, without interactions,
π− will form a Bose condensate below some critical tem-
perature, depending on the density, as discussed exten-
sively (Migdal et al., 1990; Glendenning, 1997). It is
now commonly assumed, that there is an s-wave πN
repulsion, preventing probably pions from condensing.
Ishizuka et al. (2008) show that indeed, adding an ef-
fective πN interaction, the domain in temperature and
density where pions condense is strongly reduced. The
main effect of pions on the EoS occurs, however, at high
temperature and the ideal gas should be a good approx-
imation in this regime. A simplified version, including
only pions in the LS220 EoS is used in Peres et al. (2013)
(“LS220π”). Nakazato et al. (2008) extend the STOS
EoS in the same way (“STOSπ”).
Subsequently different models including only Λ-
hyperons have been developed. The first one is the work
by Shen et al. (2011) (“STOSΛ”), which is very similar
to the work by Ishizuka et al. (2008), except that slightly
different hyperon interactions are employed. The moti-
vation is that the Λ represents, together with the Σ−-
hyperon, probably the most important hyperonic degree
of freedom in hot dense supernova matter. Thus, in-
cluding the Λ allows for discussing general features of
the effects coming from the hyperonic degrees of free-
dom without the necessity of resolving the complicated
particle composition in the presence of many different
hyperons. In addition, the ΛN and ΛΛ interactions are
the best constrained from experimental data. And, since
less degrees of freedom are populated, the NS maximum
mass is less reduced from that of purely nucleonic EoSs.
An extended version of the LS220 EoS including only
Λ-hyperons (“LS220Λ”) is discussed in Gulminelli et al.
(2013); Peres et al. (2013). It has the feature that a
strangeness driven first order phase transition occurs at
the onset of hyperons (Schaffner-Bielich and Gal, 2000;
Schaffner-Bielich et al., 2002; Gulminelli et al., 2012;
Oertel et al., 2016), see Sec. III.D. In Banik et al. (2014)
two different extended versions of the HS statistical
model are constructed including Λ-hyperons. The den-
sity dependent RMF parameterization DD2 is employed
and the setup for the hyperonic couplings is similar
to Ishizuka et al. (2008), i.e., assuming SU(6) symmetries
for the vector couplings. The value of the Λ single par-
ticle potential in symmetric nuclear matter determines
the remaining scalar couplings. The basic model is de-
noted as “BHBΛ” and the version including additional
short-range repulsion in the ΛΛ-channel by “BHBΛφ”.
The onset density for hyperons lies between two and
three times nsat at low temperatures. As expected,
upon increasing the temperature, the density domain
where hyperons appear is enlarged, in particular above
15 − 20 MeV, see Fig. 11. We note that due to the
presence of light nuclei in the BHBΛφ EoS (Banik et al.,
2014), hyperons appear at much higher temperature in
a large density domain than in the other models. Pi-
ons become more abundant at high temperatures, too.
This can also be seen from Fig. 12. In the bottom pan-
els, the different particle number fractions are shown
as a function of temperature for nB = 0.15 (e) and
0.3 fm−3 (f) and for Yq = 0.1. The influence of Yq
on the appearance of (neutral) Λ-hyperons is less im-
portant than for charged particles. The more asym-
metric the matter, the higher is the charge chemical
potential, the higher the abundance of charged parti-
cles. In neutron-rich matter the charge chemical po-
tential is negative, favoring negatively charged particles.
This is the reason why in NS matter, Σ− or Ξ− can be-
come enhanced with respect to Λ-hyperons, even if they
have a higher mass. Thermal effects alleviate the influ-
ence of the chemical potential, see Ishizuka et al. (2008);
Oertel et al. (2012). If the baryon number density re-
mains constant, the overall hyperon fractions decrease
with increasing Yq (Prakash et al., 1997).
Concerning the influence on thermodynamic proper-
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FIG. 12 Thermodynamic quantities as functions of temperature for nB = 0.15 fm
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ties, pressure and energy density are shown as func-
tions of temperature for different models in the upper
and middle panel of Fig. 12. The STOS (Shen et al.,
1998), LS (Lattimer and Swesty, 1991), and HS(DD2)
EoSs are compared with their corresponding versions
including hyperons (Ishizuka et al., 2008; Shen et al.,
2011; Gulminelli et al., 2013; Banik et al., 2014) and/or
pions (Ishizuka et al., 2008; Nakazato et al., 2008;
Peres et al., 2013). As can be seen from Fig. 12, the
effect of the additional particles on the thermodynamic
quantities is not negligible for high density and temper-
ature. The main effect is a reduction of pressure due to
the additional degrees of freedom.
There exist EoSs in which the nuclear model of
Shen et al. (1998) has been supplemented with a phase
transition to quark matter at high density and tempera-
ture,too. In Nakazato et al. (2008, 2013) and the work by
Sagert et al. (2009); Fischer et al. (2011); Sagert et al.
(2012a); Fischer et al. (2014b) the MIT bag model
(Chodos et al., 1974; Farhi and Jaffe, 1984) is applied to
the quark matter phase. The transition from hadronic
matter to quark matter is described by a Gibbs con-
struction in both cases, see Sec. III.D. In addition to
the nuclear interaction, the parameters of the model are
the bag constant B and the strange quark mass, and
possibly the coupling constant of strong interaction cor-
rections. These parameters determine the densities for
the onset of the quark-hadron phase coexistence region
and the pure quark phase. It can be observed that the
onset density for the mixed phase is noticeably lowered
with decreasing charge fraction. In particular, this means
that the critical density in asymmetric CCSNe or NS
matter can be lower than in symmetric matter. Fur-
thermore, it was found that the critical density is sig-
nificantly reduced due to weak equilibrium with respect
to strangeness. A value close to nuclear saturation or
even below is thus not in contradiction with any terres-
trial experiment from HICs. This fact is exploited in the
model of Sagert et al. (2009), where the bag constant has
been chosen such that the strongly asymmetric matter
in compact stars leads to almost pure quark stars with
only a thin hadronic layer. These models are labeled as
“STOSQxxxs”, where “xxx” indicates the value of the
bag constant B1/4 in MeV, and “s” stands for Sagert et
al. The models of Nakazato et al. (2008) lie in a param-
eter range (B1/4 = 209 MeV) where the critical density
is much higher, such that the resulting NSs have only a
small quark core. Strong interaction corrections are not
used in this model. If a thermal pion gas is included
in the hadronic phase, the transition to quark matter
occurs at considerably higher densities (Nakazato et al.,
2008) due to the softening of the hadronic EoS by the
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FIG. 13 (color online) Slope parameter of the symmetry en-
ergy L versus value of the symmetry energy J at normal nu-
clear matter density. The dark gray region is the constraint
of Lattimer and Lim (2013), the light gray region is taken
from Fig. 8. The different symbols show the values of the nu-
cleon interactions of Table IV that are applied in the general-
purpose EoSs of Table III. FSU2.1 gives the same value as
FSUgold.
pions. The latter models are labeled “STOSQxxxn” for
the one with quarks and “STOSπQxxxn” for the one with
quarks and pions. Nakazato et al. (2013) calculated ad-
ditional hybrid EOS tables for B1/4 = 162 and 184 MeV.
Because the corresponding maximum masses of 1.54 and
1.36 M⊙ are well below the observed pulsar masses, in
the following we consider only the table with B1/4 = 209
MeV as an representative example of the hybrid EoSs of
Nakazato et al. (2008, 2013). The thermodynamic prop-
erties are strongly influenced by the possible existence
of quark matter at high densities and temperatures, and
in particular the phase transition can have an important
effect on the dynamics of CCSNe, see Sec. VI.B.1.
3. Compatibility with experimental and observational
constraints
In this subsection we compare the results of the general
purpose EoSs presented above with several constraints,
that have been introduced in Sec. IV. As can be seen
from Table IV, most of the employed interactions give
reasonable properties for compressibility, saturation den-
sity and binding energy of symmetric matter, except that
LS180 has a compressibility at the lower end of the al-
lowed range and LS375 and TMA have values above the
allowed range. However, some models give symmetry en-
ergies and slopes far off the best present constraints, see
Fig. 13, i.e., the dependence of the EoS on Yq is prob-
ably not correctly described. DD2, SFHo, IUFSU and
FSUgold(2.1) are in best agreement.
NS masses, see Fig. 14, Fig. 15, and Table III, probably
represent the presently most reliable observational con-
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FIG. 14 Mass-radius relations of spherically symmetric
NSs for the different EoSs that cover the full thermo-
dynamic parameter range and include only nucleonic de-
grees of freedom, cf. Table III. The two horizontal bars
indicate the two recent precise NS mass determinations,
PSRJ1614-2230 (Demorest et al., 2010) (hatched blue) and
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FIG. 15 Same as Fig. 14 for EoS models including additional
degrees of freedom. The onset of additional degrees of freedom
is visible as a change in the slope.
straint on the compact star EoS. LS180 and the models
based on FSUgold give too low masses and HS(IUFSU)
is only marginally compatible. It should be noted that
the maximum mass does depend only very little on the
treatment of the inhomogeneous part of the EoS, such
that all models with the same nuclear interaction give
essentially the same maximum mass. This is not the case
for the radii of intermediate mass NSs, which are more
sensitive to the treatment of the crust. Here slight dif-
ferences can be observed, e.g., between HS(TM1), STOS
and FYSS, which are all based on the TM1 interaction,
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FIG. 16 (color online) Pressure as a function of baryon density within the EoS models listed in Table III for symmetric nuclear
matter (right) and pure neutron matter (left). The results are compared with the theoretical calculation for neutron matter
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see Fig. 14 and Table III. Since the H&W is not pub-
licly available, in Fig. 14 the results of the model by
Gulminelli and Raduta (2015) are plotted. This model is
based on the same Skyrme interaction SkA. Note that the
radius of a 1.4 M⊙ NS of Gulminelli and Raduta (2015)
differs by about 1 km compared to the value of H&W as
given in Table III. In Sec. IV we have outlined the diffi-
culties in determining reliable NS radii and that presently
no consensus on the allowed range of values can be ob-
tained. Let us mention, however, that if small radii for
1.4 M⊙ NSs of the order 10-12 km were confirmed, see,
e.g., O¨zel et al. (2016), then some of the hadronic models
shown here could be excluded, in particular those based
on TM1, NL3 and LS375.
As can be seen from Fig. 15 and the data given in
Table III, the NS maximum masses of most of the ex-
tended models with additional non-nucleonic degrees of
freedom are not compatible with a 2 M⊙ star. BHBΛφ,
STOSπ, STOSQ139s, and STOSQ145s are the only ones
with NS maximum masses above 1.97 M⊙. As discussed
above, for hyperonic EoSs this is related to the hyperonic
interactions used. Recent studies for cold NS EoSs over-
come the maximum mass problem but these models for
the interaction have not yet been applied to compute a
complete EoS covering the whole range of temperature,
hadronic charge fraction and baryon density. Anyway,
with increasing temperature the effect of the interactions
becomes less important and most models agree qualita-
tively for the particle composition, cf. Figure 12, whether
or not compatible with a 2 M⊙ NS.
The situation becomes even more severe if additional
constraints are included in the benchmarking. In the
right panel of Fig. 16 the experimental flow constraint of
Danielewicz et al. (2002) for the pressure as a function
of baryon number density in symmetric nuclear matter is
depicted. For neutron matter (left panel), the constraint
from the χEFT calculation of Hebeler et al. (2013) is
shown, cf., Sec. IV.B. These constraints are compared
with the EoS of symmetric and neutron matter obtained
at T = 0 from the different models. It is obvious that
none of the present models is perfectly compatible with
the neutron matter results from Hebeler et al. (2013) be-
low saturation density. However, the error band shown in
the left panel of Fig. 16 is perhaps too small, see Fig. 6,
rendering some of the models at least marginally com-
patible, such as DD2, SFHo or FSUgold. The LS180
and LS220 models are in reasonable agreement with the
constraint for nB >∼ 0.1 fm
−3 but give too low pressures
at lower densities. The models SFHo and SFHx have
been fitted to some NS radius determinations giving radii
around 12 km for 1.4 M⊙ (Steiner et al., 2010, 2013a). In
the extreme model SFHx, it has been tried to make these
as small as possible, within the employed class of RMF
interactions. This is the reason why they have very low
(SFHx) or moderate pressure (SFHo) for neutron mat-
ter around nsat and correspondingly low and moderate
values of L. Similar observations as for neutron matter
can be made from the comparison of the flow constraint
with the EoS of symmetric nuclear matter: Many present
models for the general purpose EoS seem to give a too
large pressure at suprasaturation densities.
The neutron matter EoS is a crucial anchor point
for the NS EoS, and thus also of great significance for
NS mergers. However, for CCSNe, matter is generally
more symmetric and nuclear clusters are an important
contribution to the subsaturation EoS. In Fig. 5, see
Sec. IV.A.4, several of the general purpose EoSs are in-
cluded in a comparison with experimental data for clus-
ter formation. The LS220 EoS shows a notable underpro-
duction of α-particles, and SHT(NL3) and SHO(FSU2.1)
an overproduction at high temperatures. The other gen-
eral purpose EoSs FYSS, SFHo, STOS and HS(DD2), are
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more or less in reasonable agreement with the constraint.
The current experimental data do not allow to make
further judgements about details of the medium modi-
fications of nuclear clusters, e.g., to distinguish classical
excluded volume effects from quantum statistical Pauli
blocking. For a further discussion, see Hempel et al.
(2015).
To conclude, there is not a single general purpose EoS
that is compatible with all constraints, even though we
considered only a few of them. However, from the purely
nucleonic models SFHo, HS(DD2), and SHO(FSU2.1)
are at least approximately consistent. From the EoS with
additional degrees of freedom, only BHBΛφ, which is also
based on DD2, would be acceptable. Nevertheless these
EoS have further drawbacks and weaknesses: in the mod-
els based on HS (SFHo, HS(DD2), BHBΛφ) the treat-
ment of light nuclei is not as advanced as in the quantum
statistical model (Sec. III.C.4) or generalized relativistic
density functional (Sec. III.C.5), and it does not include
an explicit medium dependence of the nuclear binding en-
ergies of heavy nuclei, which one could extract, e.g., from
nucleons-in-cell-calculations (Sec. III.C.6). Other EoSs
(e.g. FYSS or SHO/SHT) are more advanced in some
of these aspects, but they do not fulfill, e.g., constraints
for the maximum mass or L. The SHO(FSU2.1) is com-
patible with the maximum mass constraint only because
of an ad-hoc modification of the pressure at high den-
sities. Furthermore, of all possible light nuclei only the
α particle is included in this model. Detailed nucleons-
in-cell-calculations are used for heavy nuclei, but only at
intermediate to high densities, and light nuclei are not
taken into account in this regime at all. The usage of
different prescriptions in different regimes of T and nB
can also lead to problems in the thermodynamically con-
sistent construction of transitions. The state of the art in
modeling the general purpose EoS is thus not really satis-
factory. There is still need for new general purpose EoSs,
that employ modern EDFs (or even beyond) with good
nuclear matter properties, that tackle the problem of ad-
ditional degrees of freedom at high densities and temper-
atures, and that give a detailed description of clustering
at subsaturation densities.
VI. APPLICATIONS IN ASTROPHYSICS
A. Binaries and binary mergers
Coalescing relativistic binary systems containing com-
pact objects, either NSs or BHs, are very interesting in
the context of the EoS of dense and hot matter. They are
likely to be important sources of detectable gravitational
waves (GW) by advanced LIGO/VIRGO and KAGRA,
possibly before 2020. NS-NS and NS-BH mergers are be-
lieved to produce short gamma-ray-bursts (sGRB). In ad-
dition, they may represent the major source for the main
component of heavy r-process elements in the universe,
see, e.g., the recent reviews of Shibata and Taniguchi
(2011); Faber and Rasio (2012); Rosswog (2015) and ref-
erences therein. All three, the GW signal, the sGRBs,
and the r-process abundances, contain information on the
EoS.
During the late inspiral phase of both, NS-NS and
NS-BH systems, NSs become tidally deformed to an ex-
tent that depends on the underlying EoS. Numerical
models suggest that the GW frequency is very sensi-
tive to the tidal deformation and thus to the underly-
ing EoS (Shibata and Taniguchi, 2011; Faber and Rasio,
2012). However, the rate of NS-BH inspirals is very
uncertain (to date no such system has been observed),
and the tidal effects from these systems are probably
not visible for next-generation detectors since they oc-
cur at too high frequencies outside the range where the
detectors are most sensitive (Pannarale et al., 2011). On
the contrary, after the first detection of GW emission
from a BH-BH merger (Abbott et al., 2016), there ap-
pears to be a good chance for binary NS mergers to be
detected in the near future, and the tidal deformability
has probably a strong enough impact on the GW sig-
nal (Read et al., 2013). Additional information on the
EoS can be obtained from the post-merger phase, in cases
where the EoS supports the formation of a hypermassive
NS. The frequencies of NS normal modes after the merger
are sensitive to the EoS and visible in the GW signal,
see, e.g., Sekiguchi et al. (2011); Bauswein et al. (2012);
Takami et al. (2014). Measurements of their frequencies
could tightly constrain NS masses and radii since they
are strongly correlated. Fig. 17 illustrates the correla-
tion between the dominant GW frequency in the post
merger phase, normalized to the total mass of the binary
system, and the radius of a cold nonrotating NS with
M = 1.6 M⊙. It could even be possible to give an esti-
mate for the NS maximum mass (Bauswein et al., 2013a,
2014; Bauswein and Stergioulas, 2015).
Fryer et al. (2015) and Lawrence et al. (2015) propose
another test of the EoS in binary NS mergers. Numer-
ical models suggest that a sGRB is produced in such a
merger only if a BH forms sufficiently fast. The fate of
the core of the remnant, and thus the BH formation time,
depends on the maximum mass supported, and thus on
the EoS. Although other factors influence the maximum
mass, for instance, the spin rate or the angular momen-
tum distribution inside the core (Kastaun and Galeazzi,
2015), the authors suggest that it is possible to relate
the existence of a sGRB to the maximum mass of a cold
non-rotating NS. Assuming NS binary mergers to be the
dominant source of sGRB, a combined analysis of the
observed burst rate and the total merger rate with GW
detectors, would then allow for constraining the EoS.
Compact binary mergers eject initially extremely neu-
tron rich matter, and have therefore already very early
been identified as possible source of r-process elements
in the universe (Lattimer and Schramm, 1974). Recent
calculations show that the conditions are favorable for
producing a robust r-process abundance pattern of heavy
nuclei that is close to the solar, see, e.g., Rosswog (2015).
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FIG. 17 Relation between the dominant GW frequency in
the post-merger phase of a NS-NS binary merger event and
the radius of a non-rotating NS with a gravitational mass
of M = 1.6 M⊙. The frequency has been normalized with
respect to the total mass of the system. Different symbols
refer to different total masses, where equal-mass binaries are
assumed. Fig. taken from Bauswein et al. (2016) with kind
permission of The European Physical Journal (EPJ).
The r-process production rates, the final abundances, and
the amount of ejected material depend on the chemical
composition and the thermodynamic conditions in the
ejecta, and thus on the EoS, see, e.g., Bauswein et al.
(2013b); Wanajo et al. (2014); Sekiguchi et al. (2015).
The radioactive decay of the freshly produced r-process
elements should produce an electromagnetic transient,
called a kilonova/macronova. Recently, a first candi-
date event has been reported, associated with the sGRB
130603B (Tanvir et al., 2013). Assuming an almost equal
mass NS-NS merger as source, Hotokezaka et al. (2013b)
show that an EoS giving R1.35 <∼ 13.5 km is preferred
in order to match the inferred relatively large values of
ejecta masses and velocities. This result, however, de-
pends strongly on the initial mass ratio. Although ex-
pected to occur much less frequently, a compact binary
merger, NS-NS or NS-BH, with an initial mass ratio sub-
stantially different from unity, naturally produces high
ejecta masses and velocities (Oechslin et al., 2007), with-
out giving any particular constraint on the EoS. It might
be possible to obtain reliable information about the un-
derlying EoS from the final nucleosynthesis outcome with
more observations and more detailed simulations.
B. Core-collapse Supernovæ
1. Dynamics
The dynamics of CCSNe results from a complex inter-
play between hydrodynamics, neutrino transport, weak
interactions and the EoS. The general expectation, called
Mazurek’s law, is that due to the strong feedback, a small
modification of one of the ingredients does not qual-
itatively change the dynamics (Lattimer and Prakash,
2000). However, the quantitative differences induced
by different EoS can be large enough to govern, e.g.,
the presence or absence of an explosion (Janka, 2012;
Suwa et al., 2013).
Since in the early phase electron pressure dominates
and later on the collapse proceeds homologously, the dy-
namics of the infall epoch has only a mild direct depen-
dence on the baryonic part of the EoS. It is sensitive
to the electron fraction Ye and the entropy. Changes of
Ye result from electron captures (EC) on nuclei and free
protons and therefore depend on the composition, in par-
ticular the abundances and the mass and charge of the
appearing nuclei. The mass of the inner core at bounce,
Mic, is roughly proportional to 〈Y
2
L(e)
〉, the mean fraction
of trapped leptons squared (Lattimer et al., 1985) which
is fixed and given by Ye at the moment where neutrino
trapping sets in.
Many studies, including those employing a statistical
model for the EoS, use the single nucleus approximation
within the simplified EC rates from (Bruenn, 1985) in
order to determine the evolution of Ye. In this simple
model, the reactionQ-value, determining the phase space
available for the capture reaction, is approximated by the
difference in proton and neutron chemical potentials,
µˆ ≡ −µQ = µn − µp , (39)
which strongly depends on the EoS. Roughly, the larger
µQ the larger the electron capture rate. This quantity is
illustrated for different EoSs in Fig. 18. An entropy per
baryon of s = 1 has been chosen, corresponding to a typ-
ical value before shock formation and a baryon number
density of nB = 10
−3 fm−3. It is evident that not the
saturation properties of cold matter within the EoS are
relevant to determine µQ, but the treatment of inhomo-
geneous matter, i.e., nuclei. For instance, the difference
between the model HS(TM1) and STOS, using the same
interaction and having the same saturation properties, is
much larger than between HS(DD2) and HS(TM1) which
have very different nuclear properties but share the same
treatment of nuclei. This has already been pointed out in
Lattimer and Prakash (2000) where it was shown within
a simple analytical model that µQ was much more sensi-
tive to surface energies than to the bulk symmetry energy.
The EC rates also depend on entropy. Already at pro-
genitor level small differences in entropy arise between
the EoS employed for core-collapse and the progenitor
model, in general based on a nuclear reaction network. In
addition, in STOS, the entropy contribution of the ther-
mal motion of heavy nuclei is missing, see Sec. V.D.1.c,
reducing the entropy and thus underestimating the delep-
tonization.
Another effect is that within the (Bruenn, 1985) de-
scription, the EC rate decreases strongly with the neu-
tron number N . Since in general the distribution of nu-
clear abundances is large in statistical models, the aver-
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FIG. 18 A comparison of the values of charge chemical poten-
tial µQ for different EoSs and typical thermodynamic condi-
tions in the infall epoch. The proton fraction has been varied
at constant entropy per baryon s = 1 and constant baryon
number density, nB = 10
−3 fm−3.
age heavy nucleus can be very different from the single
heavy nucleus in the SNA, see Sec. III.C.2 and Fig. 10.
In HS(TM1), for instance, N is in general smaller than
in STOS, where the average mass of heavy nuclei is over-
estimated (related to the Thomas-Fermi approximation
and the used value for the gradient energy coefficient, see
Sec. V.D.1.c), leading to a higher EC rate in the domain
where EC on nuclei is dominant (Hempel et al., 2012).
A remark of caution is in order here. It has been
demonstrated clearly that it is not sufficient to use one
average heavy nucleus in order to determine the global
EC rate on nuclei, because of shell effects on individ-
ual rates which are not correctly reproduced within
this approximation, see, e.g., Langanke et al. (2003);
Juodagalvis et al. (2010) Better calculations for indi-
vidual rates, attenuating in particular the strong sup-
pression of EC on neutron rich nuclei present in the
(Bruenn, 1985) prescription, change the infall evolution
and the bounce properties, too. The individual EC rates
can change by an order of magnitude from one nucleus
to another which has an important effect on the final
YL, see, e.g., Hix et al. (2003); Furusawa et al. (2013a);
Sullivan et al. (2016); Raduta et al. (2016).
Hempel et al. (2012) performed a detailed analysis of
the different stages during the infall epoch comparing
the LS180, STOS, and HS(TM1) EoS confirming within
a simulation the different effects discussed above. At the
time of bounce, only small differences can be observed
between the different EoSs. A low central Ye correlated
with a low core mass, see, e.g., Sumiyoshi et al. (2005);
Janka (2012); Suwa et al. (2013); Steiner et al. (2013a).
A smaller core mass at bounce leads to a weaker shock
forming closer to the center. Naively, this would lead
to a situation less favorable for an explosion. In addi-
tion, more mass overlays the core in this case rendering
an explosion still more difficult. However, different ef-
fects compete. For instance, a stronger deleptonization
leads to a higher neutrino luminosity which in turn heats
the shock more strongly. Therefore no clear statement
is possible and most studies in spherical symmetry con-
clude on a minor effect of the EoS on the overall dynamics
(Sumiyoshi et al., 2005; Hempel et al., 2012; Suwa et al.,
2013; Janka, 2012; Steiner et al., 2013a; Fischer et al.,
2014a; Togashi et al., 2014). In particular, it is difficult
to relate single nuclear matter parameters of the EoS
to CCSN dynamics, unless one compares EoS that show
very pronounced differences. The fact that the existing
general purpose EoS often differ in several properties,
also because of correlations among different parameters,
see Sec. IV, makes systematic investigations difficult. In
addition, as illustrated above, the treatment of inhomo-
geneous matter, properties of nuclei and thermal effects
are found to be equally important as the very neutron
rich and dense part of the EoS (Fischer et al., 2014a).
This might be different for BH formation, where the PNS
maximum mass is decisive, cf. Sec. VI.B.3.
A more compact and more rapidly contracting PNS
resulting from a “softer” EoS 6 generally seems to be fa-
vorable for explosions in multi-dimensional simulations.
In particular, neutrinos are emitted with higher fluxes
and higher energies, see, e.g., Marek et al. (2009). This
not only enhances neutrino cooling in 2D, but favors the
formation of more violent hydrodynamical instabilities
and stronger convection (Suwa et al., 2013; Janka, 2012).
This is illustrated in Fig. 19, where the evolution of the
PNS radius (upper panel) and the shock radius (lower
panel) is shown for three different EoSs within a 2D sim-
ulation by the Garching group. It is evident that in this
case the EoS decides upon the explosion.
There might be an imprint of the EoS on the neutrino
and GW signal. For instance, the faster deleptonization
during the infall epoch leads to an enhancement in the
neutrino luminosity at early times. The higher neutrino
fluxes and higher energies of the emitted neutrinos from
a more compact PNS should lead to differences in the
neutrino spectra, too. From a galactic supernova, these
differences should indeed be observable with present de-
tectors, see Sumiyoshi et al. (2005); Marek et al. (2009);
Suwa et al. (2013). A more compact PNS leads to higher
frequencies and larger amplitudes for the emitted GW,
too (Marek et al., 2009; Scheidegger et al., 2010). How-
ever, the EoS is not the only varying parameter, for ex-
ample the unknown progenitor structure or the treatment
of neutrino transport can induce modifications in the evo-
lution of the CCSN, such that it seems very difficult to
identify unambiguously one particular effect.
Recent 1D studies of CCSNe with non-nucleonic de-
grees of freedom focus on BH formation, see Sec. VI.B.3,
where sufficiently high temperatures and densities are
reached so that these degrees of freedom are expected
6 Please note that the terms “soft” and “stiff” for the EoS are
not necessarily related to the incompressibility of cold symmetric
nuclear matter or any other nuclear matter parameter due to
thermal effects. It means here simply that the overall PNS is
more compressible for a “soft” EoS.
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to have a notable effect on the dynamics. An excep-
tional case for regular supernova explosions, i.e., without
BH formation, could be the onset of non-nucleonic de-
grees of freedom via a strong first order phase transition
occurring close to saturation density. As pointed out
by Gentile et al. (1993) and confirmed by Sagert et al.
(2009) with detailed Boltzmann neutrino transport, in
spherically symmetric simulations a second shock can be
formed as a direct consequence of a phase transition to
quark matter. This second shock was found to be strong
enough to unbind the outer layers once it merges with
the standing accretion shock (Sagert et al., 2009). In
this way, a CCSN explosion is triggered due to the phase
transition to quark matter. Furthermore, the passage of
the second shock leads to a second neutrino burst that
is dominated by electron anti-neutrinos, measurable with
present-day detectors (Dasgupta et al., 2010).
However, the NS maximum masses of the EoSs ap-
plied by Sagert et al. (2009) (STOSQ162s, STOSQ165s)
are well below 2 M⊙, and thus ruled out by NS observa-
tions. In the subsequent works exploring this scenario,
see, e.g., Sagert et al. (2010); Fischer et al. (2011, 2012);
Nakazato et al. (2013); Fischer et al. (2014a), explosions
could not be obtained if the maximum mass of the em-
ployed EoS is sufficiently high. It is clear that the re-
quired stiffening in the quark phase to reach 2 M⊙ typi-
cally does not allow for a strong first-order phase transi-
tion that seems to be necessary in this scenario to trigger
explosions. This can be related to the so-called masquer-
ade problem (Alford et al., 2005), known for the mass-
radius relation of NSs where quark matter could behave
very similar to hadronic matter. On the other hand, it
has not been shown yet that a SN explosion induced by
a phase transition is ruled out by the latest pulsar mass
measurements.
Overall, there are still many uncertainties and open
questions about the CCSN explosion mechanism, such
as the dependency on the progenitor, effects of magnetic
fields and rotation, numerical convergence, the strength
and scale of intrinsic multi-dimensional hydrodynamic ef-
fects (turbulence, convection, SASI, etc.), or an accu-
rate treatment of neutrino interactions and their trans-
port, see, e.g., (Mezzacappa, 2005; Janka et al., 2007;
Kotake et al., 2006; Ott, 2009; Janka, 2012; Burrows,
2013). The EoS is one of them. Its role is not yet fully
understood, partly due to the high complexity of the sys-
tem and the interplay of all the aforementioned aspects.
2. Proto-neutron stars, neutrino-driven winds & nucleosynthesis
A neutrino-driven wind (NDW) is the emission of a
low density, high entropy baryonic gas from the sur-
face of a newly born PNS in a CCSN. It is driven
by energy deposition of neutrinos emitted from deeper
layers and sets in after the launch of the SN explo-
sion. It remains active in the first seconds up to min-
utes. The NDW is of great importance for the nucle-
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FIG. 19 Figures taken from Janka (2012). The top panel
shows the evolution of the PNS’s radius for a two-dimensional
CCSN simulation employing the LS180, the H&W, and the
STOS EoSs. The bottom panel shows the evolution of the
shock radius.
osynthesis of heavy elements, as it has been considered
as one of the most promising sites for the r-process,
see for example the review by Arcones and Thielemann
(2013). However, previous sophisticated long-term sim-
ulations of CCSNe (Fischer et al., 2010; Hu¨depohl et al.,
2010) have shown that the matter emitted in the NDW
is generally proton-rich, allowing only for the so-called
νp-process (Fro¨hlich et al., 2006a,b; Arcones et al., 2007;
Roberts et al., 2010; Arcones and Thielemann, 2013),
which is not able to produce the most heavy nuclei.
Martinez-Pinedo et al. (2012) and Roberts (2012);
Roberts et al. (2012a) realized that these long-term sim-
ulations of the PNS deleptonization phase and the NDW
neglected the effect of nuclear interactions in the charged-
current (CC) interaction rates of neutrinos with unbound
nucleons. As outlined in Sec. III.B.2, the nucleon single
particle energies within mean field models can be written
as the sum of a kinetic part which has the form of a free
gas, depending on an effective mass, and an interaction
potential Vi,
Ei = E
kin(m∗i ) + Vi . (40)
The difference of neutron and proton energies, which de-
termines the energy available for (anti)neutrinos from CC
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reactions, depends on ∆V = Vp−Vn. In asymmetric mat-
ter within the hot PNS, ∆V can be as large as 50 MeV.
It does not affect neutral current reactions, unless ∆V
carries an additional energy dependence and one has an
inelastic reaction.
The simulations of Martinez-Pinedo et al. (2012) and
Roberts (2012); Roberts et al. (2012a) found that includ-
ing Vi correctly modifies the evolution of neutrino spec-
tra and the deleptonization of the PNS. ∆V induces an
increase of the anti-neutrino energies and a decrease of
the neutrino energies. This leads to slightly neutron-rich
conditions in the NDW. Because ∆V is related to the
potential part of the symmetry energy (Hempel et al.,
2015), (anti)neutrino spectra and the conditions in the
NDW are sensitive to the isospin dependence of the EoS.
Although the correct treatment of mean-field effects
in the CC reactions favors less proton rich conditions
in the NDW than previously determined, the values
of 0.46 < Ye < 0.5
7 obtained in the simulations
of Roberts et al. (2012a); Mart´ınez-Pinedo et al. (2014)
with different EoSs are still not low enough for a robust
r-process nucleosynthesis. Similar conclusions have been
obtained within the QCD phase transition scenario, see
Sec. VI.B.1, where again a slightly proton rich NDW is
produced, leading to a weak r-process (Nishimura et al.,
2012). However, there are still many open questions, e.g.,
the employed approximations in the neutrino transport
and reaction rates, a possible progenitor dependence or
the role of light nuclei in the envelope of PNSs.
For instance, Arcones et al. (2008) found that the en-
velope composition is dominated by nucleons, deuterons,
tritons and α-particles, in agreement with other works,
see, e.g., Sumiyoshi and Ro¨pke (2008); Hempel et al.
(2012); Fischer et al. (2014a). Arcones et al. (2008)
showed that light nuclei other than the α-particle (mainly
deuterons and tritons) lead to a small reduction of the
average energy of the emitted electron neutrinos.
The long-term deleptonization and cooling of the PNS,
see, e.g., Prakash et al. (1997) and Pons et al. (2001),
contains further interesting aspects related to the EoS.
Within the delayed BH formation scenario, the loss of
thermal energy and in particular the deleptonization
destabilizes the PNS, cf. Sec. VI.B.3. For an exploding
CCSN, convection in the subsequently contracting and
cooling PNS is very sensitive to the EoS, as in the early
postbounce phase. Since convection depends strongly on
the variation of pressure with lepton fraction YL(e) at con-
stant nB, the EoS dependence is mainly characterized
by the symmetry energy (Roberts et al., 2012b). The
authors showed that the symmetry energy leaves an im-
print in the neutrino count rates of present-day neutrino
detectors for a galactic CCSN.
7 Note that the Ye-values are different compared with the values
reported by Roberts et al. (2012a), due to a previous computa-
tional error which was later corrected (L. Roberts, presentation
at the MICRA workshop in Trento, 2013).
In the simulation of Suwa (2014) the long-term evolu-
tion of the PNS was followed in a self-consistent manner
starting from its birth in the CCSN up to ∼70 s. It is
the first time that such a simulation entered the regime of
conditions where the formation of the crust is expected.
3. Black hole formation
In a stellar core-collapse event a NS is formed if the
exploding star successfully unbinds the ejected material
after bounce. In a so-called failed CCSN, the outcome
may equally be a stellar mass black hole (BH) if the ex-
panding shock is not able to break through the infalling
material and accretion pushes the PNS over its mass-
limit on the timescale of seconds. Alternatively, there
can be a delayed BH formation process, where either the
cooling PNS becomes unstable or the fall back of ejecta
causes the collapse to a BH in the minutes following the
bounce. Numerical studies of BH formation in core col-
lapse have a long history, see, e.g., O’Connor and Ott
(2011) and references therein.
All scenarios have in common that the formation of an
apparent horizon is accompanied by a significant drop in
neutrino luminosity since most of the neutrino emitting
material is swallowed up by the BH. The GW signal could
be interesting, too, in this context, being sensitive to os-
cillations in the hot PNS (Cerda´-Dura´n et al., 2013) and
thus to the EoS. In Pons et al. (2001); Nakazato et al.
(2010a) it has been demonstrated that for a galactic
event, the time between bounce and BH formation, tBH,
is possibly observable from the neutrino signal in the
Super-Kamiokande detector. However, the evolution of
the core collapse and tBH crucially depends also on the
progenitor structure. O’Connor and Ott (2013) showed
that it might be possible to get information about the
compactness of the core of the progenitor star from the
neutrino spectra and luminosities, which would allow to
disentangle the effects of the progenitor and of the EoS
to some extent. Rotation can strongly change not only
the time until BH formation, but also the neutrino signal
itself (Sekiguchi and Shibata, 2011). In particular, neu-
trino emission continues on a reduced level well after BH
formation from the newly formed accretion disk, render-
ing the interpretation of the neutrino signal less obvious.
The EoS, as well, strongly influences the time until BH
formation, since it determines the maximum mass sup-
ported by the hot PNS. There are two different physical
mechanisms leading to the final gravitational instability:
either the collapse is accretion-induced or due to delep-
tonization and/or cooling.
In the latter case, it is not necessarily the reduced
thermal pressure which destabilizes the cooling PNS,
but deleptonization. In the hot PNS, due to the pres-
ence of trapped neutrinos, matter is very lepton rich
and Ye can be as high as 0.4 (see, e.g., Prakash et al.
(1997); Pons et al. (1999)). This leads to a sup-
pression of additional degrees of freedom containing
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strangeness (Prakash et al., 1995), such as hyperons, a
kaon condensed phase and/or a delayed phase transi-
tion to quark matter, see also Sec. V.D. Consequently,
meta-stable PNSs could exist, whose maximum mass is
above that of cold, β-equilibrated NS (Prakash et al.,
1997). During the deleptonization of the hot PNS,
the fraction of hyperons or quarks increases, eventu-
ally inducing a loss of stability and a collapse to a BH,
see, e.g., Keil and Janka (1995); Baumgarte et al. (1996);
Pons et al. (2001).
For an accretion induced collapse in a failed CCSN,
tBH is too short for considerable deleptonization. Here,
the PNS cannot support the additionally accreted mass.
The sensitivity of tBH to the EoS has been demon-
strated in many studies, see, e.g., Sumiyoshi et al.
(2007); Fischer et al. (2009); O’Connor and Ott (2011);
Suwa et al. (2013). However, there is no straight for-
ward relation between any property of a given EoS, for
instance the maximum mass of a cold β-equilibrated NS,
and the PNS mass at the onset of BH collapse. The rea-
son is that BH formation is a dynamical process, and
the temperature, density and Ye distribution in the hot
PNS depends on many factors and is in particular very
different from that of a cold and β-equilibrated NS. In
Hempel et al. (2012); Steiner et al. (2013a) an interest-
ing ansatz has been proposed: employing an extensive
set of nuclear EoSs in simulations with a 40 M⊙ so-
lar metallicity (Woosley and Weaver, 1995) progenitor,
it was shown that for the given setup, tBH can be corre-
lated with the maximum mass of a β-equilibrated isen-
tropic PNS at s = 4. However, the evolution of a CCSN
does not only depend on the EoS, but on many other
factors (as discussed above) which makes it difficult to
unambiguously relate tBH to the EoS.
Failed CCSNe have larger accretion rates than their
exploding counterparts, such that higher temperatures
and densities are reached within the PNS. As discussed
in Sec. V.D, this could lead to an sustained production
of additional degrees of freedom such as quarks or hyper-
ons. Subsequently, the EoS is softened, supporting less
mass and reducing tBH compared with a purely nuclear
EoS, see, e.g., Ishizuka et al. (2008); Sumiyoshi et al.
(2009); Nakazato et al. (2010b); Nakazato et al. (2012);
Peres et al. (2013); Char et al. (2015). Since these non-
nucleonic degrees of freedom appear only deep inside
the PNS, apart from tBH no considerable difference in
the neutrino signal is to be expected with respect to
a purely nuclear EoS, except if the appearance of ad-
ditional particles is accompanied by a phase transi-
tion (Nakazato et al., 2010b; Peres et al., 2013).
Thus, although it is a promising field, there is still work
needed before we can conclude from the neutrino signal
on the EoS. We emphasize again that such difficulties are
rather typical for observables of CCSNe; cf. Sec. VI.B.1.
VII. SUMMARY AND CONCLUSIONS
Describing properties of matter in compact stars, their
formation and merger processes is a very challenging
task. The wide range of densities, temperatures and
charge fractions to be covered includes extreme values,
out of reach in terrestrial experiments. Therefore one has
to rely on theoretical modeling. However, dense hadronic
and quark matter is difficult to describe since the many-
body problem with strongly interacting particles has to
be solved. In this review, we have discussed theoretical
and phenomenological approaches to address these diffi-
culties.
In addition, we reviewed constraints on the EoS that
have been obtained from experiments, astrophysical ob-
servations and ab initio calculations. Let us mention here
some particularly important constraints. First, the re-
cent observation of two NSs with precisely and reliably
determined masses of about 2 M⊙ has triggered inten-
sive discussions on the composition of matter in the cen-
tral part of NSs. These results put strong constraints on
the high-density and low-temperature part of the EoS.
Secondly, considerable progress has been made in recent
years concerning theoretical ab initio calculations of pure
neutron matter up to roughly saturation density, thus
constraining the neutron rich part of the EoS in this den-
sity regime. Thirdly, laboratory experiments are begin-
ning to converge to a common prediction for the symme-
try energy and its slope around the saturation density.
There exist plenty of EoSs for cold NSs. To a lesser ex-
tent this still holds for EoSs for homogeneous hot matter
in PNSs. In this review, the emphasis has been put on
EoSs that cover the entire range of thermodynamic vari-
ables, which is relevant for simulations of CCSNe and
compact binary mergers. They are much more rare, al-
though in recent years much effort has been devoted to
the development of new models, focussing on two aspects.
First, the treatment of cluster formation and inhomoge-
neous matter at low densities and temperatures has been
considerably improved. It was realized that light nuclei,
which were ignored previously, can be important. Subse-
quent CCSN simulations have shown that differences in
the cluster description induce differences in the dynami-
cal evolution which are as important as those arising from
different nuclear interaction models. Secondly, improved
interactions and additional particles have been consid-
ered for the high density and temperature part, such as
hyperons, mesons, and quarks. These non-nucleonic de-
grees of freedom influence in particular black hole forma-
tion, and NS-NS and NS-BH mergers.
Despite all efforts, there is much room for improve-
ment. The cluster treatment is often based on a purely
phenomenological description with several approxima-
tions and simplifications, see Sec. III.C. The interaction
models employed cannot be considered definite. For in-
stance, no presently existing model is consistent with all
available constraints. However, it is clear that some of
the constraints have to be regarded with care. Not all
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of them have the same reliability as the 2 M⊙ NS mass
measurements, see the discussion in Sec. IV.
The quality of constraints is expected to improve in
the future. For example, the current efforts to deter-
mine NS radii with an unprecedented 5% precision by
projects such as ATHENA+, NICER, LOFT and others
promise rich information regarding the inner NS struc-
ture. GW astronomy has the potential to give new and
completely independent insights about compact stars and
their underlying EoS. New laboratory experiments and
experimental facilities such as RIKEN, FRIB, FAIR or
NICA will provide new constraints for high density mat-
ter. We emphasize that all available “general purpose”
EoSs are based on phenomenological approaches due to
the computational and conceptual complexity of more
microscopic methods. In the future, the increase in com-
putational power is likely to allow the latter to provide
EoSs suitable for astrophysical simulations, too.
To conclude this review, let us mention, without claim-
ing to be exhaustive, some important questions, which
have to be addressed to develop a more “realistic” EoS.
Due to the large range of variables covered in simulations,
very different domains are encountered.
• Can we obtain a reliable description of all basic
baryonic few-body interactions?
• How and under which conditions do non-nucleonic
degrees of freedom appear?
• When does nuclear matter deconfine?
• Can we develop a QCD-based framework that cov-
ers the relevant range of variables?
• How to better treat spatially inhomogeneous mat-
ter and cluster formation?
• How to describe phase transitions consistently?
Answers to any of these problems will result in bet-
ter models for the astrophysical EoS and will help to
understand various fundamental phenomena such as the
composition and dynamics of NSs, the explosion mech-
anism of CCSNe, the threshold to BH formation, the
nature of gamma-ray bursts, or the origin of heavy ele-
ments and the related galactical chemical evolution. In
turn, these astrophysical insights are potentially relevant
for the analysis of (ultra-) relativistic HICs and possibly
for the search of QCD phase transitions.
Appendix A: Resources
1. EoS Data Bases
Here we present a list of publicly available EoS data
bases. A number of authors provide their EoSs online,
among them many of those presented in Sec. V.D:
• Lattimer and Swesty (1991–2012)
http://www.astro.sunysb.edu/dswesty/lseos.html
The original LS EoSs is available in form of a com-
puter program. Several authors have generated
tabulated versions from it, that can be found in
the other databases. The various tables can differ
in the range of thermodynamic variables covered
and the details of the underlying calculation.
http://www.astro.sunysb.edu/lattimer/EOS/main.html
Four unpublished general purpose EoSs are (as far
as we know) tabulated at this website, where, ac-
cording to their names, three of them are based on
the Skyrme interactions SKI’, SKa, and SKM*, and
the fourth has an incompressibility of 370 MeV.
• Sumiyoshi (1998–2014)
http://user.numazu-ct.ac.jp/˜sumi/eos/index.html
(hosts data of Ishizuka et al. (2008) as well)
• Shen and Horowitz (2010–2015)
http://cecelia.physics.indiana.edu/gang shen eos/
• Hempel (2011 ff.)
http://phys-merger.physik.unibas.ch/˜hempel/eos.html
The resources listed above provide data in the full
space of temperature, density and asymmetry. Websites
that offer EoS tables for NS matter are
• Potekhin and Haensel (2013)
http://www.ioffe.ru/astro/NSG/nseoslist.html
Different groups maintain online EoS collections with
additional features. Here, we provide the links with a
small synopsis as found at the corresponding web sites:
• STELLARCOLLAPSE.ORG
(O’Connor and Ott, 2008–2014)
http://www.stellarcollapse.org
“..., a website aimed at providing resources support-
ing research in stellar collapse, core-collapse super-
novae, neutron stars, and gamma-ray bursts.”
STELLARCOLLAPSE.ORG provides not only
tabulated EoS data but hosts valuable resources,
information and freely available open source code
for stellar collapse and related phenomena. The
available open source codes are listed in section A.2.
• CompOSE
(Typel et al., 2015; Kla¨hn et al., 2013–2014)
http://compose.obspm.fr
“The online service CompOSE provides data ta-
bles for different state of the art equations of state
(EoS) ready for further usage in astrophysical ap-
plications, nuclear physics and beyond.”
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CompOSE has been developed by the authors of
this review with support of the ESF-funded net-
work CompStar, and the successive COST Action
MP1304, NewCompStar. The community behind
these research networks consists of EoS developers
and users. A driving idea behind CompOSE is not
only to host a wide range of EoS data but to provide
it in a flexible, multiple purpose and reusable data
format applicable for, e.g., NS and CCSN EoS. The
CompOSE team encourages and supports the au-
thors of free simulation software in the development
of interfaces for the CompOSE data format. The
Lorene library (Gourgoulhon et al., 1997–2014) is
CompOSE compatible.
• EOSDB
(Ishizuka et al., 2015)
http://aspht1.ph.noda.tus.ac.jp/eos/index.html
“Our aim is to summarize and share the cur-
rent information on nuclear EoS which is available
today from theoretical/experimental/observational
studies of nuclei and dense matter.”
EOSDB offers the possibility to search, compare
and graphically represent nuclear matter EoS and
related quantities online.
2. Open Source Simulation Software
EoSs are a crucial input to many astrophysical sim-
ulations. We present a list of publicly available codes
treating problems related to this review.
• Lorene
(Gourgoulhon et al., 1997–2014)
http://www.lorene.obspm.fr
“... a set of C++ classes to solve various problems
arising in numerical relativity, and more generally
in computational astrophysics.”
• RNS
(Stergioulas, 1996–2014)
http://www.gravity.phys.uwm.edu/rns/
“... constructs models of rapidly rotating, relativis-
tic, compact stars using tabulated equations of state
which are supplied by the user.”
• STELLARCOLLAPSE.ORG
(O’Connor and Ott, 2008–2014)
http://www.stellarcollapse.org
offers several codes:
– GR1D
Spherically-Symmetric Code for Stellar Col-
lapse to Neutron Stars and Black Holes.
– GR1Dv2
Spherically-Symmetric Neutrino Radiation-
Hydrodynamics.
– SNEC
The SuperNova Explosion Code
– CCSNMultivar
Multivariate Regression Analysis of Gravita-
tional Waves from Rotating Core Collapse
• AGILE-IDSA
(Liebendo¨rfer, 2011–2015)
https://physik.unibas.ch/˜liebend/download
“... provides tools to run a rudimentary and ap-
proximate model of a core-collapse supernova with
neutrino transport in spherical symmetry through
the phases of stellar collapse, bounce, and early
postbounce evolution.”
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