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Anomaly Detection in Automated Vehicles Using Multistage
Attention-based Convolutional Neural Network
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Mohib ullah Khan, and Mohammad Sayad Haghighi, Senior Member, IEEE
Connected and Automated Vehicles (CAVs), owing to their
characteristics such as seamless and real-time transfer of data,
are imperative infrastructural advancements to realize the
emerging smart world. The sensor-generated data are, however,
vulnerable to anomalies caused due to faults, errors, and/or
cyberattacks, which may cause accidents resulting in fatal ca-
sualties. To help in avoiding such situations by timely detecting
anomalies, this study proposes an anomaly detection method that
incorporates a combination of a multi-stage attention mechanism
with a Long Short-Term Memory (LSTM)-based Convolutional
Neural Network (CNN), namely, MSALSTM-CNN. The data
streams, in the proposed method, are converted into vectors and
then processed for anomaly detection. We also designed a method,
namely, weight-adjusted fine-tuned ensemble: WAVED, which
works on the principle of average predicted probability of mul-
tiple classifiers to detect anomalies in CAVs and benchmark the
performance of the MSALSTM-CNN method. The MSALSTM-
CNN method effectively enhances the anomaly detection rate in
both low and high magnitude cases of anomalous instances in
the dataset with the gain of up to 2.54% in F-score for detecting
different single anomaly types. The method achieves the gain of
up to 3.24% in F-score in the case of detecting mixed anomaly
types. The experiment results show that the MSALSTM-CNN
method achieves promising performance gain for both single and
mixed multi-source anomaly types as compared to the state-of-
the-art and benchmark methods.
Index Terms—Anomaly Detection, Connected and Automated
Vehicles (CAVs), Convolutional Neural Network (CNN), In-
telligent Transportation System (ITS), Multi-source Anomaly
Detection.
I. INTRODUCTION
CONNECTED and Automated vehicles (CAVs) technol-ogy is among the most focused research areas because of
its potential for decreasing the likelihood of accidents, enhanc-
ing human satisfaction, maintaining a sustainable environment,
and improving the effectiveness of Intelligent Transportation
System (ITS) [1]. The ITS ecosystem is an amalgamation of
several communication channels such as Vehicle-to-Vehicle
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(V2V), Vehicle-to-Infrastructure (V2I), and Vehicle-to-Cloud
(V2C) [2]. According to a study on connected vehicles and
cybersecurity, it is expected that CAV technology will reduce
vehicle crashes by 80%, as well as reduces the 6.9 billion hours
that Americans spend in traffic annually [3]. However, this
depends upon the provision of appropriately designed data-
driven and associated services offered by CAVs [4], [5], [6].
The correct functioning of these services is heavily dependent
on the accuracy and quality of data [7], [8]. The erroneous and
anomalous readings, generated through errors or attacks, can
disrupt key functionalities such as acceleration, current speed,
current position, braking, and adaptive controls. Moreover,
some difficult situations such as multiple sorts of traffic,
transfer stations, and some harsh weather conditions can
happen [9]. Therefore, designing and analyzing an appropriate
anomaly detection method is critical for CAVs.
Several anomaly detection and classification methods have
been studied in the literature, primarily employing the premise
of artificial intelligence [1], [4], [10]. A study carried out on a
critical examination of the probability of the crash occurrence
due to cyberattacks [11]. The methodologies also support IoT
frameworks that rely on cyber-physical systems [12]. These
methods, however, have limitations such as (i) poor detection
performance over lower magnitudes of anomalous data and for
single as well as mixed anomaly types using deep learning
methods in CAVs and (ii) absence of a suitable ensemble
machine learning approach to substantiate the performance of
the method designed to detect anomalies addressing limita-
tion (i). To effectively detect various types of anomalies in
CAVs by addressing the above-cited limitations, maintain a
strategic check for detecting a dynamic behavioral change,
and prevent the effect of irregular readings, this paper makes
the following contributions:
• We design a method that comprises of multi-stage atten-
tion mechanism with Long Short-Term Memory (LSTM)-
based fine-tuned Convolutional Neural Network (CNN),
namely, MSALSTM-CNN to classify multi-source sensor
readings as anomalous or normal. The MSALSTM-CNN
method focuses on different parts of streaming input data
to learn paying attention to only the significant parts.
• We also design a method, namely, WAVED, that com-
prises a weight-adjusted ensemble of distinct classifiers.
The method is designed to detect anomalies in multi-
sensor streams of data by using the optimal weight
vector of classifiers to assign unique voting weight to the
prediction of each classifier to detect anomalous behavior.
• The results of the experiments demonstrate that
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the MSALSTM-CNN method effectively enhances the
anomaly detection rate, both generally and in the case
when there is lower magnitude of anomalous data in-
stances in the input streams. The MSALSTM-CNN
method achieves the gains of 2.54%, 1.85%, 1.36%, and
0.37% in F-score for detecting instant, constant, gradual-
drift, and Bias anomalies in the case of single anomaly
types as compared to the baseline approach [1]. The
MSALSTM-CNN method achieves the gains of 3.24%,
1.79%, 1.63%, and 1.15% in F-score for detecting instant,
constant, gradual-drift, and bias anomalies in the case of
mixed anomaly types. This makes the detection process
robust; hence, decreasing the likelihood of fatal accidents
that could originate due to anomalous data.
The rest of the paper is organized as follows. Section II
offers a brief overview of the state-of-the-art related work.
Section III provides the details of the selected network model,
dataset, and other preliminaries. Section IV formulates the
problem and elucidates our proposed anomaly detection meth-
ods. The evaluation criteria and results of the proposed meth-
ods are presented in Section V. Finally, Section VI concludes
the work of this paper and highlights the future direction.
II. RELATED WORK
Wyk et al. studied a method of anomaly detection in CAVS
by employing CNN along with Kalman-Filter with an X2
detector [1]. Lee et al. presented an algorithm to detect attacks
on vehicular networks using Kalman-filter [10]. Basiri et al.
proposed two algorithms, namely, Rolling Window Detec-
tor (RWD) and Novel Residual Detector (NRD), based on
Kalman-filter for the detection of real-time attacks and attack-
free states in CAVs [13]. A novel observer-based method
was proposed by Y. Wang et al. to improve the security
of CAVs by utilizing an adjustable extended Kalman filter
[4]. Y. Wang et al. proposed to use an augmented extended
Kalman filter to stabilize sensor readings in a nonlinear car-
following motion model through time delay [2]. The anomaly
detection in vehicles is also studied [12]. Ruoying et al.
studied effectiveness of deep learning techniques for anomaly
detection [14]. The path of the next vehicle is utilized by the
subject vehicle to distinguish sensor irregularities. A standard
X2 fault detector is formulated in aggregation with Adaptive
Extended Kalman filter (AEKF) for anomaly discovery [2].
B. Du et al. proposed a deep convolutional residual LSTM
network model for city traffic passenger classification [9].
Kordestani et al. proposed a sensor-based security manage-
ment system (SMS) for an industrial steam turbine using deep
learning techniques [15]. Mozaffari et al. studied the efficiency
of cyber-physical system (CPS) using machine and deep learn-
ing models for the detection of anomaly readings [16]. The
review of the related work shows that deep learning methods
with LSTM and Kalman filter have been explored. However,
to our knowledge, the multistage attention-based CNN has
not been studied in CAVs for anomaly detection. Moreover,
The dataset we used in this study is examined for anomaly
detection by Wyk et al. [1]. The dataset contains different types
of values with low and high magnitudes. Unlike other studies,
we test our methods on different configurations of dataset
anomalies for different anomaly types by comparing it with
the baseline study. Yet our method clarifies that normalization
of data along-with model tuning yields better performance.
The results, unlike previous studies [11], [1], [2], show that
our proposed method is robust in detecting anomalies even
when magnitude of anomalous instances is less in the training
dataset. Another major limitation is lack of research-based
evidence that examines the utilization of machine learning-
based ensemble classifier to substantiate the performance of
CNN-based anomaly detection methods [2], [4], [11].
To bridge the above-cited research gaps, we first present the
MSALSTM-CNN method that can effectively detect anomalies
with low magnitude to assure the high reliability of the fused
data. In addition to this, a machine learning-based ensemble
method, WAVED, is designed and evaluated to demonstrate
the effectiveness of the MSALSTM-CNN method to more
accurately detect anomalies.
III. NETWORK MODEL, DATASET, AND PRELIMINARIES
A vehicular sensor network, namely, SN = {S1, S2, ...Sn},
contains n number of sensors to gather sensor readings to
connect and control the components of the vehicle. Each Si
in SN provides a tuple of readings, R =< R1, R2, ...Rn > in
the form of M ×N , where M represents the number of rows
and N represents the number of columns. Let T be the set
of target classes (i.e., normal, instant, constant, gradual drift
and bias anomalies) to be identified using predictive model,
i.e., CNN in this case, against each test instance. The model
returns a label from the target class Ti reporting the current
test instance as normal or anomalous. Hence the feature matrix




Where F represents a feature matrix, mi denotes instances
of the feature ni. Since the range of values of raw sensor data
varies, it is important to scale and normalize dataset, wherever









is the normalized feature matrix, fnimi denotes
the numerical value of a feature that is subtracted from the
minimum value of a feature fnimi . In the denominator, the
maximum value of the feature fnimi is subtracted from the
minimum value of the feature fnimi . The scaled data is used
in the WAVED method. The data set used in this study was
initially explored by Wyk et al. for anomaly detection [1]. The
dataset consists of three features, namely, (i) speed: calculated
by vehicle speedometer, denoted by sensor 1; (ii) GPS speed:
denoted by sensor 2 and (iii) acceleration: calculated on the
basis of in-vehicle speed, denoted by sensor 3. Since the
original Safety Pilot Model Deployment (SPMD) dataset [17]
did not include anomalies, Wyk et al. [1] used simulations
to add 4 types of anomalies, i.e., (i) instant, (ii) constant,
(iii) gradual drift, and (iv) bias to the SPMD dataset. State-
of-the-art studies mention that these anomalies can cause
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TABLE I: List of key notations
Notation Description
CNN Convolution Neural Network
CV Context Vector
IC Class of Each Instance
ICC Instance Class Count
KF Kalman-Filter
LSTM Long short-Term Memory
NTL Total Target Classes
PC Predicted Confidence
SPMD Safety Pilot Model Deployment
SV Sequence Vector
SVM Support Vector Machine
TC Targeted Confidence
TL Target Lable
WAVED Weight-Adjusted Fine-Tuned Ensemble
malfunctions in the vehicular services such as speed and
acceleration due to faults and cyberattacks [18], [19]. We,
therefore, focus on four key types of anomalous readings
consistent with the existing research works [1], [20], [21].
Instant anomaly type, among these four anomaly types,
represents a sudden and unknown change that is noticed
between the readings of two successive CAV sensors. Constant
anomaly types represents an uncorrelated behavior that con-
notes the irregularities in the values of sensors. The gradual
drift anomaly represents a small change during a specified
period. The bias anomaly represents a constant offset for a
particular time in a sensor. The dataset contains anomalies
generated at different frequencies (i.e., 1%, 5%) and added
to the ground truth value of the normal readings. The dataset
contains two types of data: (i) single anomaly type and (ii)
mixed anomaly type. Single anomaly type represents specific
types of anomalies (i.e., instant, constant, gradual drift, and
bias), whereas the mixed anomaly type includes various types
of anomalies. These categories of anomalies are from the list
of malicious attacks that could cause malfunctions in CAVs
and may lead to severe consequences [22], [23]. Key notations
of this study are listed given in Table I .
IV. METHODS
This section elucidates the concepts of CNN, LSTM, Ran-
dom Forest, AdaBoost and Support Vector Machines (SVM),
as they are the building blocks of our proposed methods.
Fig. 1 depicts the functionality of our presented framework.
The classifiers are selected based on their capability to cover
different aspects such as small, large, and noisy datasets, and
detection rate improvement of weak learning classifiers.
A. Multistage Attention with LSTM-based CNN
The CNN takes input data instances, processes them through
numerous hidden layers, and then classifies them [24]. The
requirement of pre-processing in CNN is relatively lower in
comparison to other classification algorithms. The attention-
based CNN has slightly different architecture as compared to
the normal CNN architecture. Below we define the structure






atjk = softmax(fn(hk, sj−1)) (4)
fn(hk, sj−1) = tanh(W [hk, sj−1]) (5)
The context vector, (3), denotes the significant data that is
used to predict target labels [25]. The notation T denotes the
context vector size, atjk represents the attention weight score
given to the sequence, and hk represents the current state of the
sequence. The attention score given to the vectors is shown
in (4), where sj denotes the previous hidden states and the
attention alignment function is given in (5) [25].
The process begins by converting the target labels into
one hot encoding using one-hot-transformer, where labels are
converted into label vectors of 1’s and 0’s. Sensor data is next
converted into scaled data using the standard scaler function.
Next the data labels are transformed into a sequence. The data
are reshaped into 3 dimensional sequences to be fed to the
CNN model. The 3D-sequence data are passed to the CNN
model, where CNN layers extract the significant information
from the data and also tune the weights accordingly. Extracted
features are converted into vectors from the obtained matrix,
which are fed to the LSTM layer where aspect relation in
sequence data points is checked and attention mechanism is
mounted on the LSTM layer. Attention mechanism applies
weight scoring in those vectors and then context vector is
created by multiplying the vectors by the weight score. Then
sum of those values is computed. The context vector is used to
predict the target labels. The process is shown in (6) to (11).
γf = σ(Wfg[Pre − st−1, ht−1, ht] + bfg) (6)
γi = σ(Wig[Pre − st−1, ht−1, ht] + big) (7)
γo = σ(Wog[Pre − st−1, ht−1, ht] + bog) (8)
ht = γo+ tanh(st) (9)
∼
St= tanh(Wst[ht−1, ht] + bst) (10)
St = γf × st−1 + γi×
∼
St (11)
The notation W , in (6) to (11), represents the weights of
the neural network, ht denotes the current input, ht−1 is
the information passed from one cell to another, and b is a
bias. The forget gate layer is given in (6), which specifies
the sigmoid function, (σ), that decides the importance of the
information. The sigmoid and tanh layers, in (7) and (10),
represent as input gate that is used to decide which values
are going to be updated and to create a new candidate vector
which is added to the
∼
St, respectively.
The proposed anomaly detection method consists of 5
hidden layers, three CNN Layers contain 64 neurons in the
1st layer, 32 in the second and third layers. 75% of data
instances are used for training, 10% for validation, and 15%
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Fig. 1: An overview of the proposed framework
for test purposes. These parameters enable a model to achieve
highest detection rates. The performance of the proposed
method can be affected by various hyper-parameters involved
in the network. We tuned those parameters to attain the best
performance. To avoid over-fitting, we used L2-regularization
weight decay method. The 20% dropout probability was
used in the network layer. The non-linear activation function
Rectified Linear Unit (Relu) was employed in the network. A
Batch size of 200 with 200 epochs was used. For optimization,
we used Adam, a method for stochastic optimization, with a
decay rate of 0.025. To select the best weights, we introduced
a checkpoint to record all the weights in a file whenever the
loss was detected. In the last output layer, we used a sigmoid
function because of the binary output. The purpose of the
attention layer was to create a context vector for input [26].
1) MSALSTM-CNN Algorithm
Let D denote the dataset containing instance I =
{i1, i2, . . . , in} and H represents the one-hot encoding trans-
former function to convert the labels into vectors, V . To
normalize data, the first step is to subtract the mean, µ, from
data and then normalize the variance σ. The next step is
conversion of data to a 2D matrix using the NumPy function.
The third step is the weight initialization, using the Gaussian
variable, where the number of layers is represented as L, the
number of features as n and weight matrix is represented
as W . The dimension of the Weight matrix is represented
as x ∗ y. In the next step, the 2D matrix, D2, contains
the training dataset that is converted into a 3D matrix, D3,
using the reshape function and is then fed into the CNN.
Furthermore, the CNN model produces the feature map F ,
which is converted further into vectors V after max-pooling. It
is given as input to the LSTM model, where aspect and context
ac between data sequences are analyzed. This information is
used by attention mechanism to assign scores, WS, to each
sequence vector, SV . Those vectors are then multiplied with
their scores and summed up in the form of the context vector,
CV , to predict the target label, TL.
The target labels are converted into one-hot encoding.
Next, the dataset is scaled with the standard scaling method.
Data points are converted into data sequences and passed to
MSALSTM-CNN in 3 dimensions. The features are extracted
and than the feature vectors are fed into the LSTM memory
units after max-pooling. The sequence patterns of anomalies
are then learned and with the help of attention mechanism,
scores are assigned to the data based on their significance. This
process improves the learning procedures and helps to achieve
the higher accuracies in the anomaly detection process.
B. Ensemble Learning
The idea behind ensemble methods is to combine various
classifiers and use the majority voting strategy (e.g., average
predicted probability) to estimate the target labels. A voting
classifier is one of the ensemble methods. These methods
are helpful in balancing the individual weaknesses of well-
performing classifiers [27]. To make the intrusion anomaly de-
tection process more efficient, our ensemble method combines
the predicted results of the multiple classifiers and outputs the
results using a majority voting strategy. Each classifier is tuned






t ), . . . , Nc(y
n
t )) (12)
where Nc(yt) represents the class that receives the highest
number of votes. We evaluated several models such as Random
Forest (RF), AdaBoost, and Support Vector Machine (SVM).
Random Forest: achieves a reduced variance by aggregat-
ing the diverse decision trees, sometimes at the cost of slightly
higher bias [28]. In practice, however, the reduction of variance
is often significant and results in a better classifier model. The
model provides functionality to work with complex data unlike
traditional classifiers. The RF generates various decision trees
and each decision tree votes for the best target label. The
prediction is done by majority voting. The parameters used
in our ensemble method are the following: bootstrap = true,
criterion = entropy, max-depth = 100, max-leaf-nodes = 2,
max-samples = 1000, min-samples-leaf = 1, min-samples-split
= 2, n-estimators = 100, n-jobs = 10, and random-state = 2.
AdaBoost: is a classier that combines weak-learning classi-
fiers to enhance the performance [29]. AdaBoost is adaptive in
a sense that successive weak learners are pushed in favor of
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Algorithm 1 Multi-stage Attention mechanism with a Convo-
lutional Neural Network (CNN)
Input: data ← CAV Sensor Readings
Output: Normal, Anomalous
1: V ← H(data) # One Hot Encoding
2: µ← 1/m ∗
∑
i=1X
(i) # Data scaled
3: X ← X − µ




5: X/ = σ2
6: D2 ← np.array(Df) # Matrix Convergence
7: for l in range(1, len(L)) do # Weight Initialization




9: D3 ← ReshapeMatrix(D2) # CNN Model
10: F ← STATE(D3)
11: V ←MaxPooling(F ) # Vector Conversion






16: for i in range(1, len(TL) do






21: for each epoch in range (10): do
22: Evaluate Loss, Validation Loss
23: Evaluate Accuracy and Validation Accuracy




those occurrences that are miss-classified by weak learners.
AdaBoost is good for noisy data and outliers. Adaboost
parameters used in the ensemble weak learners model are
administered by the varying n-estimators. Learning rate de-
cides the participation of the weak-learners, but by default,
these weak-learners are decision stumps. A number of weak
learners can be specified through a base estimator. Adaboost
n-estimators parameter is the number of weak learners that
are to be trained iteratively. Adaboost parameters used in our
ensemble method are algorithm = SAMME.R, base-estimator
= SVC & RF learning-rate = 1.0, n-estimators = 100, random-
state = 5)
Support Vector Machine: is a supervised machine learning
classification and regression method [30]. It uses kernels to
transform data to figure out the optimal boundary between
the samples. It maps the data points in a higher dimension
space to separate required categories which are divided by
a boundary-line or hyper-plane. It works rather well in non-
linearly separable problems by the help of kernels. The best
parameters used in our ensemble method are: regularization
parameter (C) = 1.0, kernel = rbf, polynomial-degree = 3,
Kernel-coefficient (gamma) = scale, coeff = 0.0, (shorten
training time) shrinking = True, probability-estimates = true,
stopping criterion (tol) = 0.001, size of the kernel-cache = 200,
verbose = false, decision-function-shape = ovr. When solving
hard problems, max-iter=-1 is used to not have the maximum
number of iterations by the optimizer.
The test instance is passed through each model which makes
prediction. The final decision is based on the number of
predictions of a class. If the percentage of a class predictions
is above 50%, then it would be the final prediction for that
test instance. The ensemble method limitation may occur when
none of the prediction votes is above 50%. Then the method
is considered not to predict stably. The method can still give
prediction value based on the number of votes even though
the highest prediction is below 50%.
1) WAVED Algorithm
Let D represent the dataset containing instances I =
{i1, i2, . . . , in}. The predicted confidence of each classifier
is denoted by PC and TC represent the targeted confidence
that is set as a threshold to evaluate the PC of each classifier.
Let TL represent the target class labels to be predicted by
each classifier and NTL denote the total target classes. The
notation IC represents the class of each instance, whereas
ICC represents the instance class count that is incremented
when a classifier votes for the class label. Each instance in
I is given as input to the classification model for prediction
as anomaly or normal and appended in IC. The confidence
of ICC and TL is then evaluated. Each classifier provides
a vote against each observation. The ground truth value of
80% is set to compare the confidences. The data instances
need to achieve ground truth score of 80% or more to fall in a
particular class. If the requirement is not fulfilled, then another
instance is added until the threshold is reached. In the case,
more than one class is participating in the classification result,
which is the case when 2 or more classes have same number
of votes, then any one of those can be randomly selected. If
CL is greater than the defined threshold, the target class is
then considered as a label of that instance.
V. RESULTS
We first evaluate the performance of our designed, i.e.,
MSALSTM-CNN and WAVED methods on different anomaly
types. We then compare the results with a state-of-the-art
method [1]. The performance evaluation metrics include (i)
accuracy, (ii) sensitivity, (iii) precision, and (iv) F1 score [1].
These standard performance metrics are primarily chosen to
testify the capability of the models in accurately distinguishing
between normal and anomalous instances.
A. Single Anomaly Types
The detection capability of the MSALSTM-CNN and
WAVED methods is examined for the individual types of
anomalies, namely, (i) instant, (ii) constant, (iii) gradual drift,
and (iv) bias. For this set of experiments, we followed the
experiment pattern of Wyk et al. [1].
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TABLE II: Instant anomaly detection through MSALSTM-CNN and WAVED methods
WAVED(%) MSALSTM-CNN(%)
Anomaly Magnitude Acc Sens Prec F1 Acc Sens Prec F1
base value + 25 x N (0,0.01) 81.01 53.42 96.81 68.84 84.10 54.63 98.12 70.18
base value + 100 x N (0,0.01) 93.87 86.54 98.03 91.92 95.8 89.60 98.43 93.80
base value + 500 x N (0,0.01) 96.82 99.59 98.18 98.26 96.02 99.79 97.86 99.02
base value + 1000 x N (0,0.01) 98.81 96.99 99.87 98.41 98.98 98.16 99.21 98.68
base value + 10000 x N (0,0.01) 99.7 99.41 99.61 99.52 99.43 98.93 99.75 99.34
TABLE III: Constant anomaly detection through MSALSTM-CNN and WAVED methods
WAVED(%) MSALSTM-CNN(%)
Anomaly Magnitude Duration, d Acc Sens Prec F1 Acc Sens Prec F1
base value + U (0,5) 3 94.38 89.56 98.87 93.99 95.05 90.25 99.51 94.65
base value + U (0,5) 5 95.07 91.63 99.24 95.28 95.40 92.30 98.97 95.51
base value + U (0,5) 10 95.56 94.12 98.93 96.46 96.61 95.61 99.28 97.41
base value + U (0,3) 10 95.32 93.78 99.04 96.33 96.44 95.44 98.93 97.15
base value + U (0,1) 10 90.84 86.81 98.65 92.35 93.02 90.76 98.69 94.55
TABLE IV: Gradual drift anomaly detection through MSALSTM-CNN and WAVED methods
WAVED(%) MSALSTM-CNN(%)
Anomaly Magnitude Duration, d Acc Sens Prec F1 Acc Sens Prec F1
base value + linespace (0,4) 10 95.08 93.41 99.16 96.19 96.01 95.85 99.14 97.46
base value + linespace (0,4) 20 96.08 95.39 99.31 97.59 96.21 96.03 99.27 97.62
base value + linespace (0,2) 10 93.58 91.02 99.51 94.90 94.36 93.09 99.07 95.58
base value + linespace (0,2) 20 93.50 93.68 98.48 96.02 94.09 92.78 99.52 96.03
Algorithm 2 Weight-adjusted Ensemble of Distinct Classifiers
Input: Reading ← CAV SensorReadings
Output: Normal, Anomalous
Evaluation Measures: Accuracy, F-Score, Recall, Preci-
sion
1: i← [Reading] # Current Instance
2: TI ← [] # Total Instances
3: PC ← [] # Predicted Confidence
4: TC ← 80 # Targeted Confidence
5: TL← [Normal,Anomalous] # target class labels
6: CL← NULL # Confidence Level
7: NTL← len(TL) # Total target class labels
8: IC ← NULL # Instance class
9: ICC ← NULL # Instance class Count
10: for each i in I do
11: TI ← TI ++
12: IC ← getClassification(i)
13: ICC[TL]← IC ++
14: (CL,NTL)← getHighestConfidenceLevel(ICC, TL)
15: if (CL ≥ TC) then





Table II shows the capabilities of the MSALSTM-CNN
and WAVED methods in detecting instant anomalies. The
performance of the MSALSTM-CNN and WAVED methods
consistently increases with the increase in the magnitude of
anomalous instances. For lower magnitudes of anomalous
sensor values, the methods show moderate performances, as
indicated in rows 1 and 2 of Table II. Nevertheless, for smaller
values, the variance among the abnormal and normal sensor
reading values are usually considerably less to show any
considerable risks in the functionality of the vehicle. For those
magnitudes that can impact significantly in terms of danger to
the functionality of a vehicle, i.e., rows 3 to 5, the methods
can identify abnormal responses with high performances. As
it is obvious from Table II, the methods show nearly similar
performances for instant anomalies with high magnitudes.
The maximum F1-Score is observed in row 5, i.e, 99.52%
by the WAVED method when the magnitude is maximum
while also achieving the maximum accuracy of 99.7%. The
minimum F1 score is observed by the WAVED method when
anomaly magnitude is the least in row 1. In conclusion,
it can be observed that for low anomaly magnitudes, the
MSALSTM-CNN method performs better than the WAVED
method. This trend continues in the case of high magnitude,
except when the anomaly magnitude is as high as base value +
10000 × N(0, 0.01), where the WAVED method shows better
performance. However, the performance gain in this case by
the WAVED method is just 0.18%.
2) Constant
Table III shows the constant anomaly category results.
Referring to rows 1 to 3 of Table III, the performance of both
MSALSTM-CNN and WAVED methods steadily increases,
provided the anomaly magnitudes are projected from the
original random variable. In this case, the MSALSTM-CNN
method outperforms the WAVED method. Furthermore, as
given in rows 3 to 5, having constant anomaly duration, i.e.,
d = 10, the performance of both WAVED and MSALSTM-
CNN methods is more proficient in the cases of high magni-
tude of anomalous instances. The MSALSTM-CNN method,
however, has significant gains in F1-score throughout this set
of experiments. Furthermore, the MSALSTM-CNN method
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outperforms the WAVED method in terms of accuracy, sen-
sitivity, and F1-score across all experiments. The WAVED
method shows gradual variation in the performance, but the
MSALSTM-CNN method shows consistency. However, both
methods show descending performance in the last row. The
advanced neural network attention method still gets the best
feature sequence, which helps to generate more accurate
results. The WAVED method tends to perform well as the num-
ber of instances increases, but the MSALSTM-CNN method
performs well in most of the cases. The maximum F1-Score
is observed in row 3, i.e, 97.41% by the MSALSTM-CNN
method. The minimum F1-score is observed in row 5 by
the WAVED method. This shows the better performance of
the MSALSTM-CNN method over the WAVED method is
achieved due to increase in duration. To better synthesise the
data sequence in the process, the LSTM comes into action to
better learn and adapt the pattern to make the MSALSTM-
CNN method better in identifying constant anomalies more
effectively.
3) Gradual Drift
Table IV highlights the results of the gradual drift anomaly
detection by the MSALSTM-CNN and WAVED models. The
MSALSTM-CNN and WAVED methods perform reasonably
well. The maximum F1-Score is observed in the row 2, i.e,
97.62% by the MSALSTM-CNN method when the duration
is 20 epochs and the anomaly magnitude configuration is
(basevalue + linespace(0, 4)). The minimum F1-score is
observed when the anomaly magnitude is least in row 3, i.e,
94.90% by the WAVED method. Moreover, the MSALSTM-
CNN method maintained consistency in the performance,
with minor variation, throughout the experiments, but the
WAVED method shown more variations. The superiority of
the MSALSTM-CNN over WAVED method is mainly because
the gradual drift is challenging data to work with, but by
employing the advance attention method with CNN to figure
out the best feature enables LSTM to handle complex patterns.
4) Bias
Table V presents the results of the bias anomaly detection
by the MSALSTM-CNN and WAVED methods. The results
in rows 1 to 3 show the ascending performance of the
MSALSTM-CNN and WAVED methods to detect anomalies.
Similarly, in rows 3 to 5, the performance of both the
MSALSTM-CNN and WAVED methods descend when the
magnitude of the abnormal values randomly decreases. The
maximum F1-Score is observed in row 3, i.e, 97.37% by the
MSALSTM-CNN method when the magnitude is maximum,
while also having the maximum accuracy of 96.56%. The
minimum F1-score is observed when the anomaly magnitude
is least in row 1 by the WAVED method. However, a side
by side comparison of the MSALSTM-CNN and WAVED
methods shows that the MSALSTM-CNN method performs
better than the WAVED method, due to its capabilities such as
advance neural network performs better with large data, long
duration, and with complex sequences of data. Our designed
method is generic in nature such that with the assistance of
attention mechanism, it handles the short duration complex
data and figures out the significant patterns to identify the
anomalies.
B. Mixed Anomaly Types
In this section, we examine the performance of the
MSALSTM-CNN method in the case of mixed anomaly types.
As shown in Table VI, the MSALSTM-CNN method performs
well in detecting mixed anomaly types. We test our method
with instant, constant, gradual drift, and bias anomalies with
different parametric configurations and sensors. Each category
has 3 sensors whose anomaly values are tested. In the case of
the instant anomaly type, the model shows the highest F1-
score of 78.11% for sensor 1. Similarly, in the case of the
constant anomalies, MSALSTM-CNN shows the highest F1-
score of 90.43% for sensor 1. In the case of the gradual drift
anomalies, MSALSTM-CNN shows the highest F1-score of
84.30%. In the case of the bias anomalies, MSALSTM-CNN
shows the highest F1-score of 90.45% for sensor 1. The F1-
score shows varying behavior in different anomaly types and
sensors. The highest observed F1-score is 90.45% for detecting
the bias anomalies. The overall variance in values is mainly
because of different configurations, but the values illustrate the
promising performance.
C. Comparative Overview
As shown in Table VII, our method shows promising results
for mixed anomaly types. In all cases, i.e., instant, constant,
gradual drift, and bias, our method outperforms the baseline
approach, except for sensor 2 in the case of Bias anomaly type.
Table VIII shows a detailed comparison of the MSALSTM-
CNN and WAVED methods with the baseline approaches,
i.e, KF and CNN-KF. It can be observed from Table VIII,
that the overall performance boost is achieved in terms of
accuracy and F1-score by the MSALSTM-CNN method with a
maximum F1-score of 98.68% in detecting instant anomalies,
97.41% in detecting constant anomalies, 97.62% in gradual
drift anomalies, and 97.37% in detecting bias anomalies. Fig.
3 shows the graphical depiction of the detailed comparison
between the MSALSTM-CNN and the baseline competitor:
KF-CNN. The comparison is based on F1 - Score. It can
be seen from the graph the MSALSTM-CNN method shows
a step ahead performance than the baseline approach in the
case of mixed anomalies. Senor 1, Sensor 2, and Sensor 3
represent the In-Vehicle Longitudinal speed sensor, in-Vehicle
Longitudinal acceleration sensor, and GPS speed sensor.
Fig. 3 shows the graphical depiction of the detailed com-
parison between the MSALSTM-CNN and the baseline com-
petitor: KF-CNN [1]. This comparison is based on F1 - Score.
It can be seen from the graph the MSALSTM-CNN method
shows a step ahead of performance than the baseline approach
in the case of mixed anomalies.
Table VIII shows a detailed comparison of the MSALSTM-
CNN and WAVED methods for single anomaly types with the
baseline approaches , i.e, kalman filter (KF) and convolutional
neural network-based Kalman filter (CNN-KF) [1]. It can
be observed from Table VIII, that the overall performance
boost is achieved in terms of accuracy and F1-score by the
MSALSTM-CNN method with the highest F1-score of 99.02%
in detecting instant anomalies, 97.41% in detecting constant
anomalies, 97.62% in gradual drift anomalies, and 97.37%
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TABLE V: Bias anomaly detection through MSALSTM-CNN and WAVED methods
WAVED(%) MSALSTM-CNN(%)
Anomaly Magnitude Duration, d Acc Sens Prec F1 Acc Sens Prec F1
base value + U (0,5) 3 94.12 88.05 99.73 93.52 95.10 90.53 99.47 94.78
base value + U (0,5) 5 95.33 92.34 98.87 95.44 95.51 91.99 99.55 95.62
base value + U (0,5) 10 94.87 92.34 98.87 95.44 96.56 95.74 99.06 97.37
base value + U (0,3) 10 93.57 90.76 99.42 94.89 94.99 93.82 98.50 96.10
base value + U (0,1) 10 86.20 79.51 98.62 88.03 88.55 85.81 95.89 90.57
(a) Instant anomaly detection performance (F1-Score) comparison (b) Bias anomaly detection performance (F1-Score) comparison
(c) Constant anomaly detection performance (F1-Score) comparison (d) Gradual drift anomaly detection performance (F1-Score) comparison
Fig. 2: The performance comparison with the baseline method [1].
TABLE VI: Performance of the MSALSTM-CNN method in
the case of mixed anomaly types
Anomaly Type Sensor Acc Sens Prec F1
1 91.34 64.51 98.91 78.11
Instant, 1000 x N (0,0.01) 2 88.8 60.17 94.88 73.38
3 89.92 48.03 97.89 64.44
1 95.64 88.13 92.87 90.43
Constant, U (0,5), d = 20 2 91.35 71.52 93.66 81.10
3 91.30 67.35 92.08 77.79
1 93.61 77.38 92.59 84.30
GD linespace(0,4),d=20 2 91.89 72.16 94.56 81.35
3 89.94 68.04 86.93 76.33
1 96.02 88.93 92.04 90.45
Bias, U (0, 5), d = 10 2 93.10 72.74 97.83 81.43
3 90.40 63.09 96.11 76.17
in detecting bias anomalies. Fig. 2a, 2b, 2c, and 2c show
comparison of the MSALSTM-CNN and WAVED methods
with the baseline approaches, namely, KF-CNN and KF. In
the case of instant anomalies, Fig. 2a shows the highest F1-
TABLE VII: Performance comparison of the training methods
with the baseline approach [1] for mixed anomaly types.
MSALSTM-CNN Baseline [1]
Anomaly Type Sensor Acc F1 Acc F1
1 91.34 78.11 91.1 77.9
Instant, 1000 x N (0,0.01) 2 88.8 73.38 88.1 72.8
3 89.92 64.44 85.4 61.2
1 95.64 90.43 95.3 90.1
Constant, U (0,5), d = 10 2 91.35 81.10 90.9 80.7
3 91.30 77.79 89.2 76.0
1 93.61 84.30 92.5 83.3
GD linespace(0,4),d=20 2 91.89 81.35 90.6 80.2
3 89.94 76.33 88.2 74.7
1 96.02 90.45 94.8 89.3
Bias, U (0, 5), d = 10 2 93.10 81.43 91.7 82.1
3 90.40 76.17 89.3 75.1
score of 99.02%, dominating all approaches except when the
anomaly magnitude is “base value + 10000 x N (0,0.01)” by
MSALSTM-CNN. Similarly, in the case of constant anoma-
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TABLE VIII: Comparison of MSALSTM-CNN and WAVED with baseline approach [1] for single anomaly type
KF [1] CNN-KF [1] WAVED MSALSTM-CNN
Anomaly Type Anomaly Magnitude Duration, d Acc F1 Acc F1 Acc F1 Acc F1
base value + 25 x N (0,0.01) - 95.7 48.5 80.0 67.4 81.01 68.84 84.10 70.18
base value + 100 x N (0,0.01) - 98.6 85.3 93.6 91.7 93.87 91.92 95.8 93.80
Instant Anomaly base value + 500 x N (0,0.01) - 99.7 97.3 98.3 96.82 98.26 98.18 96.02 99.02
base value + 1000x N (0,0.01) - 99.8 98.1 98.8 98.4 98.81 98.41 98.98 98.68
base value + 10000 x N (0,0.01) - 99.9 99.8 99.7 99.5 99.7 99.52 99.43 99.34
base value + U (0,5) 3 98.5 95.0 94.9 94.5 94.38 93.99 95.05 94.65
base value + U (0,5) 5 98.5 96.7 95.1 95.2 95.07 95.28 95.40 95.51
Constant Anomaly base value + U (0,5) 10 97.8 97.3 96.2 97.0 95.56 96.46 96.61 97.41
base value + U (0,3) 10 95.7 94.6 95.3 96.2 95.32 96.33 96.44 97.15
base value + U (0,1) 10 88.8 85.1 91.2 92.7 90.84 92.35 93.02 94.55
base value + linespace(0, 4) 10 94.7 93.4 94.7 96.1 95.08 96.19 96.01 97.46
Gradual Drift Anomaly base value + linespace(0, 4) 20 92.2 93.8 96.0 97.4 96.08 97.59 96.21 97.62
base value + linespace(0, 2) 10 90.3 87.9 93.0 94.2 93.58 94.90 94.36 95.58
base value + linespace(0, 2) 20 83.1 86.7 93.7 95.9 93.50 96.02 94.09 96.03
base value + U (0,5) 3 98.5 95.7 94.6 94.2 94.12 93.52 95.10 94.78
base value + U (0,5) 5 98.5 94.8 94.9 95.2 95.33 95.44 95.51 95.62
Bias Anomaly base value + U (0,5) 10 97.3 96.6 95.9 96.7 94.87 95.44 96.56 97.37
base value + U (0,3) 10 95.9 94.8 94.4 95.5 93.57 94.89 94.99 96.10
base value + U (0,1) 10 90.1 86.9 88.0 90.0 86.20 88.03 88.55 90.57
Fig. 3: The performance comparison of the training methods
with the baseline approach [1] for mixed anomaly types.
lies, Fig. 2c shows the highest F1-score of 97.41% when the
anomaly magnitude is “base value + U (0,5) and duration 3”
by MSALSTM-CNN. In the case of gradual drift anomalies,
Fig. 2d shows the highest F1-score of 97.62% by MSALSTM-
CNN. In the case of bias anomalies, Fig. 2c shows the highest
F1-score of 97.37% by MSALSTM-CNN. It is obvious from
the graphs that the MSALSTM-CNN method performs better
in detecting anomalies of lower magnitude and outperforms
other approaches with a considerable gain in performance.
VI. CONCLUSION AND FUTURE WORK
Connected and Automated Vehicles are pivotal elements
of modern smart cities. The sensors, installed within the
automated vehicles, in this paradigm generate big amount of
data that are used for offering different related services. The
sensor-generated data may possess anomalies due to faults,
errors, or cyberattacks, which need to be accurately detected.
In this paper, we designed and evaluated a framework to detect
anomalous sensor readings in automated vehicles based on
the Multi-Stage Attention mechanism with a Long Short-Term
Memory (LSTM)-based CNN. A fine-tuned ensemble method,
namely, WAVED, with optimum parameters, is also designed
and analyzed to show the effectiveness of the MSALSTM-
CNN method. Results show that the proposed method effec-
tively enhances the anomaly detection rate with low magnitude
of anomalous instances in the dataset. In the future work, we
intend to design and analyze probabilistic confidence methods
to substantiate the outcome of our proposed framework.
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