A “differential” derivation of the recurrence relations for the classical orthogonal polynomials  by Slavyanov, S.Yu.
Journal of Computational and Applied Mathematics 49 (1993) 251-254 
North-Holland 
251 
CAM 1442 
A “differential” derivation 
of the recurrence relations 
for the classical orthogonal polynomials 
S.Yu. Slavyanov 
Max-Planck-Institut fiir Metallforschung, Stuttgart, Germany 
Received 22 January 1992 
Abstract 
Slavyanov, S.Yu., A “differential” derivation of the recurrence relations for the classical orthogonal polynomi- 
als, Journal of Computational and Applied Mathematics 49 (1993) 251-254. 
The recurrence relations for classical orthogonal polynomials are derived in a new way by using two fruitful 
tools. One tool is a specially chosen commutator algebra for certain simple operators. The other tool is a 
confluence process. No other formula except a differential equation for polynomials is used. Jacobi polynomi- 
als and Laguerre polynomials are taken as examples. 
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In most textbooks the derivation of recurrence relations for classical orthogonal polynomials 
is based on “global” features. Paradigms of this traditional approach are Rodrigues’ formula or 
integral representation [1,3]. At the same time these relations are in fact widely used for 
computational purposes in relation with a differential equation serving as its eigenfunction. 
Motivated by this background we present here a simple “differential” derivation of recur- 
rence relations based on commutator algebra; the only “global” feature explicitly used is the 
knowledge of the (trivial) first polynomial. In principle this approach is known as the “alge- 
braic” or the “group-theoretical” approach to special functions. Since the presented treatment 
demonstrates considerable simplifications of existing results [2,4], we hope that our study has its 
own merits. 
We start with the differential equation for Jacobi polynomials Jn(a,b): 
(l-z’)y”(z)+ [p-a-(a+P+2)z]y’(z)+.Ay(z)=o, 
assuming that 
IY(fl)l<? a> -1, p> -1. 
(I) 
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For convenience we redefine the parameters as 
WZ+s=CX, m-s=P. 
The following operators are introduced: 
(2) 
Q=z, T=l-z2. (3) 
In these terms the initial equation (1) now takes the form 
(L +h)y(z) = 0, L = TD2 - 2(m + 1)QD - 2sD. 
A simple commutator algebra for basic operators (31, 
[R Q] = 1, [R T] = -2Q, [Q, T] = 0, 
(4) 
(5) 
leads to some more complicated relations: 
[L, Q] = 2TD - 2(m + 1)Q - 2s, [L, TD] = -2QL+2mTD. (6) 
The existence of eigenfunctions y,(z) of (4) and corresponding eigenvalues A, can be proven 
in a rather general way. Then any function (of corresponding class) can be expanded in series 
of these eigenfunctions. So, for instance, 
QY, = 2 anjyj, TDy, = e b,,jyj. (7) 
j=O j=O 
Lemma 1. The coefficients of expansions (7) satisfy the linear system 
2bnj - (2(m + 1) + (A, - hj))anj = 2sanj, (2m - (An - Aj))bnj + 2A,anj = 0, (8) 
where 13,~ is the Kronecker symbol. 
The proof is based on (6). Using (6) and (71, we have 
LQy, = ( - QA, + 2TD - 2(m + 1)Q - 2s)y, = 5 - Aja,jyj, 
j=O 
LTDy, = (2&A, - 2TDA, + 2mTD)y, = 2 - A,b,jyj. 
j=O 
The linear independence of the functions yj can now be used in order to prove that relations 
(8) hold. Setting j = n, we calculate from (8) the coefficients arm, bn,: 
ms Ad 
a =- nn A,+m(m+l)’ b,, = A,+m(m+l)’ (9) 
For j = n - 1 the system (81, (9) is homogeneous; postulating that its determinant is equal to 
zero, we get a difference equation for the eigenvalues 
4A,=(A,_,-A,-2(m+l))(A,_,-A,+2m). (10) 
A basic eigenfunction y0 and the corresponding eigenvalue A, can be easily verified as 
y, = const ., A, = 0. 
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Now the solution of (9) has the form 
A, = n* f n(2m + 1). 
For positive integer m the coefficients unn, b,, are bounded only with upper sign; so finally we 
have 
h,=n(n+2m+l), (11) 
which implies the simplification in (9): 
-ms 
a b,, = 
ns(n + 2m + 1) 
nn = (n + m)(n + m + 1) ’ (n+m)(n+m+l)’ (12) 
For j = n + 1 the same equation (10) for eigenvalues holds. For I j - n I > 1 it follows that 
a,j = b,, = 0. 
The next step is the evaluation of u,,~_~, b, n_l, a,, n+l, b, n+ 1. This calculation depends on 
normalisation of y(n). 
Lemma 2. The coefficients b,j, a,j, j = n f 1, satisfy the linear system 
b n,n-On-l(1) +b,,,+A+1(1) = -b,,Y,(l), 
a n,n-IYn-l(1) + a n,n+lYn+l(l) = (1 - %,)Yn(l). 
(13) 
Setting z = 0 in (71, the proof follows immediately. The solution of system (13) reads 
n(n+m-s) 
a n,n-1 = 
YS) b 
(n +m)(2n + 2m + 1) y,_,(l) ’ n,n-l = (n + 2m + l)~-~, (14) 
(n + 2m + l)(n + m + s + 1) 
a 
y,(l) 
n,n+l = (n +m + 1)(2n + 2m + 1) y,+,(l) ’ bn++l = -nan3+1* (15) 
Formulas (7), (12), (141, (15) give in fact the recurrence relations for Jacobi polynomials 
normalised in an arbitrary way. Instead of normalisation at the point z = 1, one can choose an 
alternative normalisation at the point z = - 1. Denoting the corresponding coefficients by aAj, 
bLj, we obtain from (7): 
a’ =ann, nn b;, = b,,, akj = -anj(m 7 -S), b~j= -b,j(m, -S), j=nfl. 
(16) 
The recurrence relations for Chebyshev and Legendre polynomials are a special case of our 
considerations. In principle, the same procedure can be applied in dealing with Laguerre 
polynomials. 
It is, however, very instructive to use for Laguerre polynomials another fruitful tool, that is, 
of a confluence procedure. Consider in (2) the limit (Y + m, which implies m + m and s + 03. 
For this sake a new variable x is introduced: z =x/m - 1. This choice corresponds to a 
mapping of [ - 1, l] onto [0, 031. The following limiting relations can be verified: 
(2m)-‘T,D,2 + Q,o,‘, 
-m-l((m + l>Q, +s)D, + (P + I- Q,)D,, 
where z stands for the z-variable and x stands for the x-variable. 
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As a consequence, a new equation arises in the x-variable. It reads 
(L,+v=o, lC=Q,D~+(j3+1-Q,)DX. (17) 
The eigenfunctions of (17) are Laguerre polynomials. The corresponding eigenvalues according 
to (11) are 
E_L~ = lim (2m)-‘h, = IZ. 
rn+m (18) 
The expansions (7) transform into 
m m 
Q,D,w, = C gnjwj> Q,w~ = C a’nj * (19) 
j=O j=O 
Here, 
6,;=2-’ lim b’. 
r?l+rn nJ’ 
Gnj = JmlWm(a;j + ani). 
From (12)~(1.5) and (19), (20) one obtains in a straightforward calculation that 
(20) 
&I =p+2n+1, &,, =n, (21) 
a’ =--yI 
w,(O) - wm - 
n,n-1 wn_l(o) = b,,,n-1, &z,n+l = -(P + n+ 1) wn+l(o> y bwz+l =O. 
(22) 
This completes our “differential” derivation of recurrence relations for classical orthogonal 
polynomials. The reader can use the confluence procedure to obtain the relations for Hermite 
polynomials for his own sake. 
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