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in partial fulfillment of the requirements for the degree of Master of Science, Depart-
ment of Electrical Engineering, M. I. T. , May 1965.
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of Electrical Engineering, M. I. T., May 1965.
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partial fulfillment of the requirements for the degree of Master of Science, Department
of Electrical Engineering, M. I. T. , May 1965.
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This study has been completed by M. A. Lipman. It was submitted as a thesis in
partial fulfillment of the requirements for the degree of Electrical Engineer, Depart-
ment of Electrical Engineering, M. I. T. , May 1965.
H. L. Van Trees
6. ACTIVE SONAR IN REVERBERATION-LIMITED ENVIRONMENTS
This study has been completed by T. S. Seay. It was submitted as a thesis in par -
tial fulfillment of the requirements for the degree of Master of Science, Department
of Electrical Engineering, M. I. T., May 1965.
H. L. Van Trees
7. STATISTICAL STUDY OF EVOKED NEURAL ACTIVITY IN CRAYFISH
CAUDAL PHOTORECEPTORS
This study has been completed by R. E. Olsen. It was submitted as a thesis in par-
tial fulfillment of the requirements for the degree of Bachelor of Science, Department
of Electrical Engineering, M. I. T. , May 1965.
H. L. Van Trees
8. OPTIMUM FILTERING IN QUANTIZATION SYSTEMS WITH GAUSSIAN INPUTS
This study has been completed by R. C. Drechsler. It was submitted as a thesis
in partial fulfillment of the requirements for the degree of Master of Science, Depart-
ment of Electrical Engineering, M. I. T. , May 1965.
J. D. Bruce
B. TIME JITTER IN TUNNEL DIODE THRESHOLD-CROSSING DETECTORS
1. Introduction
We have been concerned with learning the mechanism by which time jitter arises in
physical threshold-crossing detection circuits. A few of the devices and circuit config-
urations which can be used for threshold-crossing detection are the tunnel diode, the
unijunction transistor, and various regenerative circuits (flip-flop and Schmidt trigger,
among others).
Most of these systems can be made to exhibit a negative resistance, "S-shaped" i-v
relation in terms of which switching can be visualized. At any point on this i-v curve
the total noise (such as shot, thermal, and 1/f) can be evaluated, if not by theoretical
computation, then by direct measurement.
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In this report we present a model that relates the switching jitter to the noise that is
present near the peak of the i-v curve for a tunnel diode threshold detector. Experimen-
tal measurements of jitter in a tunnel diode switching circuit were used as a guide in
deriving the model. The results of these experimental observations are compared with
those predicted by the model.
The tunnel diode is especially suited for this study, since it has a negative resistance
"S-shaped" curve and its equivalent circuit and noise models are well understood.
2. Basic Switching Operation
Consider the tunnel diode in Fig. XII-1 and the static tunnel diode i-v characteristics
shown in Fig. XII-2. The circuit is driven by the ramp atu- 1 (t). After t = 0, the
atu 1 (t) RL
TUNNEL
DIODE
Fig. XII- 1.
a Ts
Ip
Basic tunnel diode switching circuit.
SLOPE 1
/ RL
Fig. XII-Z. i-v relation for tunnel diode with various load
lines indicated.
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operating point will move up the i-v curve away from the origin. The tunnel diode
"switches" when the point reaches position A 2 on the peak of the curve and jumps to
position A 3.
If we were to perform this "switching" experiment a number of times, we would find
that T s , the time of switching, is a random variable, taking on values centered around
some mean.
Measurements of the distribution and standard deviation of the jitter were made as
a function of slope, a, of the current ramp and load resistance, RL. A model was then
devised which relates the jitter to the shot noise that is present in the device at the peak
of the i-v curve (thermal and other noise is much smaller and can be neglected in
this region). Rather good agreement has been obtained between quantities predicted
by the model and those experimentally measured thus far. We shall describe briefly
the experimental methods that were used, give some of the experimental results, and
present the theoretical model together with comparisons between experiment and
theory.
3. Measurement of the Tunnel Diode Jitter
The basic circuit used for generating the "ramp" at is shown in Fig. XII-3. If at
t = 0 the switch S is opened, the waveform
v s(t) = E(1-e t/T) ul(t) (1)
results, where T RsC , and E >> R I (see Fig. XII-4). Ip is the tunnel diode peak
ss Lp p
current. When vs(t) reaches the switching level VT (VT = IpRL), the diode switches and
Rs  RL
E Cs C SWITCH v (t) TO MEASURING
- T S- EQUIPMENT
Rs << RL
Fig. XII-3. Basic circuit for generating the ramp at.
v(t) jumps from Vp to Vf. Since the jitter is extremely small (T < T, where oT is the
standard deviation of the jitter), the exponential can be approximated by a straight line
of slope a in the switching region.
The switch S is actually a transistor which is turned off and on periodically by a
rectangular wave.
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vs (t)
SWITCHING-
LEVEL
VT
v(t)
Fig. XII-4. Exponential ramp vs(t) and tunnel diode voltage v(t).
4. Measurement of the Jitter
To obtain acceptable accuracy, a differential method was used for measuring the jit-
ter, since the range of the jitter was so small compared with the interval from t = 0 to
t = T s (T/Ts= 10-).
Two tunnel diode switching circuits were actuated by the same ramp, as shown in
Fig. XII-5. By looking at the difference in their respective switching times, the jitter
-1
would be measured with respect to a much smaller interval (crT/interval = 10 ). (See
Fig. XII-6.) The two circuits were designed to differ enough so that one diode would
R L
s<< 2
RI I
RL I L I
v1 (t) I 2  (t) I
II
I I I
I I I
L -_1L_------ _-----
SWITCHING SWITCHING
CIRCUIT CIRCUIT
NO.1 NO.2
Fig. XII-5. Circuit for measuring jitter differentially.
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Vs (t)
E
VT2
VT1
v2 (t)
0 Ts2
Fig. XII-6. Switching waveforms corresponding to the differential
circuit of Fig. XII-5.
always switch before the other.
There are several other advantages in using this differential scheme. Noise present
on the ramp has negligible effect on the difference between the two switching times, since
it is highly correlated at those times. Furthermore, the initial value of the ramp at
t = 0 need not be accurately controlled, since the switching time difference is independ-
ent of initial value.
Of course, by observing the difference in the switching times, we lose information
concerning the mean values of TS1 and TS2 (where TS1 and TS2 are random variables
representing the respective switching times of the two detectors). We do, however, have
information concerning the variances. Since it is reasonable to assume that TS1 and TS2
are independent and have nearly identical distributions, we can write
VAR(TS1-T 2 ) = VAR(TS 1 ) + VAR(TS 2)
= 2 VAR(TSI)
= 2 VAR(TS 2 ), (2a)
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where VAR(x) denotes "variance of the random variable, x." Furthermore, the distri-
bution P (TS1 TS)(T) of TS1 - TS2 can be written
P (T) = PT (T) P (T) (2b)(Ts -Ts) T TS1S2 S1 S2
where ® indicates the operation of convolution, and P 1 (T) and P TS(T) are the distri-
butions of TS 1 and TSZ. If PT(T) = PT(T) = PT(T), then P (TSITS (T) is the auto-
correlation of P (T).
S
If P (T S(T) is observed to be Gaussian (as was the case), it is very likely in
this physical situation (although probably not necessary) that P T(T) is also Gaussian.
5. Measurement of the Distribution
A time-to-height converter was constructed which produced a pulse of amplitude
P(TS-T S2 ) , where P is a constant. Thus, the time jitter of the difference (TS1-TSZ)
was converted to an amplitude "jitter."
These amplitude-varying pulses were fed into a 400-channel pulse-height analyzer.
The analyzer observed approximately 100, 000 pulses and then digitally read out the dis-
tribution of amplitudes in increments corresponding to 2. 2 nsec.
The over-all measuring system was very linear and noise introduced by the system
corresponded to jitter of standard deviation far less than the 2. 2-nsec channel width.
6. Results of Measurement
Jitter distributions were obtained as a function of slope, a, for several values of
load resistance, RL. Two typical distributions are shown in Fig. XII-7.
When these distributions were integrated and plotted on probability paper straight
lines resulted, thereby indicating that the distributions were Gaussian.
In Fig. XII-8, the jitter standard deviation, 0 T, is plotted against slope, a, for
R = 4k2.
Measurement was also made of aT as a function of capacitance across the tunnel
diode for single values of RL and a. The results are summarized below.
7. Summary of Experimental Results
(i) The standard deviation of the jitter, aT' is approximately given by
1 (3)
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1.0 10.0
a , SLOPE ( amps/sec )
Fig. XII-8. Jitter standard deviation 0-T versus slope a for
100.0
RL = 4k2.
where . 76 < p - . 80, the result depending on the value of RL which is used. aT showed
this dependence over the three-decade measurement range.
(ii) For the one set of measurements which has been made thus far, the variation
of aT with C is approximately given by
1
T .28'C
over the one and one-half decade measurement range.
external) capacitance across the tunnel diode.
(iii) The jitter distribution, PT (T), was Gaussian.
C is the total (junction plus
(iv) aT showed no essential change (to first order) as R L was varied from 1 to 10 k 2.
8. Theoretical Model for Predicting the Jitter
I,2
A commonly accepted model for the tunnel diode is shown in Fig. XII-9.1, We con-
sider i(v), the familiar static tunnel diode i-v curve, to be the instantaneous relation
between i and v (that is, i(v) is memoryless). C(v) may be considered constant in the
region near the current peak. Ieff is the effective shot-noise current; in the vicinity of
the peak, Ief = I 1,2 Since the jitter was observed to be essentially independent of
eff p
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n(t)
SHOT NOISE, WHITE,
OF SPECTRAL HEIGHT
q eff
Fig. XII-9. Equivalent-circuit model for tunnel diode threshold detector.
RL we set RL = oo (by leaving it out).
Using Kirchhoff's current law, we may write for the network of Fig. XII-9
dvCd + i(v) = at + n(t).dt
If we translate our coordinate system so that its origin is
expand i(v) about that point, keeping only terms of second
relation,
at the peak of i(v), and also
order, we obtain a new i-v
i'(v) = -kv (6)
where k is the curvature at the tunnel diode peak, and v and t are understood to be
new variables. Substituting for i(v) in Eq. 5, we obtain
dv 2C dt kv = at + n(t), (7)
where n(t) is white noise of spectral height, N o . This equation describes the diode volt-
age in the vicinity of the current peak, where the coupling between the noise and the
switching time is important.
9. Solution by Dimensional Analysis
By making one fairly reasonable assumption, we can, by suing dimensional analysis
only, obtain an expression for the standard deviation, T', of the jitter.
By suitably grouping a, C, and k, we can obtain the new dimensionless variables
v 
-
\Ca / v
t' = k /3t
N'= (C N. (8)0o T 2 0
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Upon substitution of these variables in Eq. 7, we obtain the dimensionless equation
dv' 2t' v' = t' + n'(t), (9)
where n'(t) is white noise of spectral height N'o
Now the assumption that we make is the following: If n'(t) is small enough, then the
jitter varies linearly with the noise. That is, if we multiply the noise by a constant, X,
then the standard deviation of the jitter is multiplied by X. This means that if N' is0
small enough, we can write
a' = A \ ,Io (10)
where A is a dimensionless constant, and c- is the standard deviation of the jitter in
the dimensionless domain.
By transforming cT and N' of Eq. 10 back into the dimensional domain, we obtain
an expression relating crT to N o and to the circuit parameters a, C, and k.
Since 0-T is a time length, we can write, using Eq. 8,
ka_ 1/3
T (2) T' (11)
Then, using (11) and (8), we can substitute for c- and N' in (10) to obtain
AN1/2kl/6
T =  (12)
a 5/6C1/3
10. Computer Simulation of Switching Action
In order to check the linearity assumption made above and to compute the magnitude
of the scalar constant A of (10) and (12), we are now solving (9) on the computer. Noise
is introduced by using a random number generating routine. The equation is solved sev-
eral thousand times, and that many values of the random variable T S are obtained. Then
the standard deviation, mean, and distribution of T S are computed. Preliminary results
indicate the validity of our linearity assumption.
11. Comparison of Theoretical and Experimental Results
As we have indicated, the experimentally observed dependence of 0 T on slope, a,
and capacitance, C, can be approximated by
1
a' 1 (13)
T apc.28 '
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where . 76 - p < . 80. This is quite close to the result of Eq. 12, as predicted by the
model.
12. Conclusion
With respect to measurements made thus far, the model presented here describes
quite well the jitter occurring in a tunnel diode threshold-crossing detector. It is
expected that a similar approach can be used to obtain models for describing jitter in
other threshold-crossing detectors that exhibit a negative-resistance i-v characteris-
tic. Thus we may be able to describe jitter in flip-flops, Schmidt triggers, and in cir-
cuits employing any of the many other negative-resistance devices.
D. E. Nelsen
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C. ANALOG COMMUNICATION OVER RANDOM DISPERSIVE CHANNELS
We shall summarize some preliminary results on the problem of analog communica-
tion over randomly time-variant dispersive channels. In this report we shall assume
that the readers are familiar with the authors' work on optimum demodulation theoryl' 2
and with that of Bello 3 on random channel characterization.
The communication system of interest is shown in Fig. XII-10. The message to be
transmitted is a(t), a sample function from a zero mean, not necessarily stationary,
Gaussian random process with covariance function Ka(t, u). Before transmission, it is
modulated by a no-memory, not necessarily linear, device whose output is s(t, a(t)).
The channel is characterized by an impulse response g(t, ) which is a sample func-
tion from a two-variable Gaussian process. (For simplicity, we will discuss real
No 2
n(t) volts  / cps
2
MODULATOR s(ta(t)) CHANL RECEIVER
Fig. XII- 10. Communication channel model.
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processes. Actual channels are bandpass and a complex formulation is appropriate.
The modifications are obvious.) The function g(t, ) represents the output at time t,
because of an impulse input at time t- . If we assume that g(t, ) is from a zero-mean
process (physically, this implies that there is no specular component), then it is com-
pletely characterized by its covariance function.
R (t, u: , ) E[g(t, ) g(u, qn)]. (1)
The channel output is corrupted by additive, white Gaussian noise volts2/cps )
Thus, the received signal available for processing is
r(t) = g(t, ) s(t- , a(t-g)) d + n(t). (2)
To find the optimum processor, we first compute the conditional covariance.
Kr(t,u:a(. )) _ E{[r(t) la( )][r(u)fa(.)]}. (3)
Substituting Eq. 2 in Eq. 3 and using Eq. 1, we have
N
Kr(t, u:a( )) = dadl Rg(t, u: , T) s(t- , a(t-,)) s(u-rl, a(u-g)) + 6(t-u)
N
K s(t, u:a( )) + - 5(t-u). (4)
In general, in order to find the MAP estimate of a(t), which we denote by (t), one
must solve an integral equation containing the inverse kernel Qr(t, u:a(•)).
Recall that
5 K (t, u:a( )) Qr(u, z:a(. )) du = 6(t-z). (5)
There are some cases 4 in which the inverse kernel can be found explicitly.
We consider here the special case in which the largest eigenvalue of the first term
in Eq. 4 is much less than N /2. This is commonly called the "threshold" case, and5 6
has been studied in the detection and estimation theory context by Price, and Middleton.
Under these conditions, one can show that
a(z) u= o (z) 2 ( ) r(t) Ks(t, u:a( )) r(u) dtdu
No [ Ks(t, t:(.))dt+ 5 K (t,u:a( .-)) dtdu]} (6)
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where
oo
a(t) = a.ii(t). (7)
i= 1
The 4i(t) and i i are the eigenfunctions and eigenvalues of Ka(t, u).
Substituting Eq. 4 in (6) and observing that
oo
Ka(Z, t-) = Li z) 4(t-), (8)
i= 1
we obtain
a(z) = N dt du d dil Ka(z, t- ) r(t) r(u) R (t, u:t, )(t-T)
kol '9 a a g 8a(t-a)
s(u-n, A(u-rn)) + f( (. )). (9)
The function f(a(t)) is the bias term obtained by differentiating the second and third
term in (6). It never depends on the data. (In many useful cases, it is zero. )
We now want to interpret (9) and the resulting receiver structure for some interesting
special cases.
Case 1: Uncorrelated Scatterer Channel (US)
In this case, the reflections from different delays are uncorrelated.
Then,
R (t, u:g, r ) P (t, u: 9) 6( -r). (10)g g
Substituting (10) in (9), we obtain
a(z) = dt du d K (z, t-g) r(t) r(u) P (t, u: ) s(t t-)
a g a(t-)
- s(u-6, 2(u-5)) + f(9( . )). (11)
In Fig. XII-11, we indicate a receiver structure containing densely tapped delay lines
and unrealizable filters that corresponds to Eq. 11. An actual receiver could be obtained
by using a discrete approximation for the delay lines and realizable approximations to
the filters. The filter approximations have been discussed previously. 1
Case 2: Gaussian No-Memory Channel
In this case, the reflections all arrive with the same delay. This corresponds
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to the Rayleigh channel in the bandpass case.
Now,
(12)P (t, u:) = P'(t,u) 5(e).
g g
This has the effect of eliminating the delay lines in Fig. XII- 11. It is worth while
to observe in this case that the small eigenvalue assumption is unnecessary for the solu-
tion of this case.7
Aa
Pg (t, u: i  )
( LINEAR FILTER )
\r(t)
Ra  ( z: t - i )
LINEAR FILTER )
'(t)
Fig. XII-11. Optimum receiver structure.
Case 3: Stationary Uncorrelated Scatterer Channels (SUS)
In this case the time variation at each delay corresponds to a stationary process.
Let u = t - T. This implies
P (t, u:f) Pg(t, t-r:l) P (T:). (13)
The structure in Fig. XII-11 remains the same but the filters are simplified. The
function on the right side of (13) is related to the familiar scattering function of a
channel by a double Fourier transformation.
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The purpose of this report was to summarize briefly how one formulates the problem
of analog communication over a dispersive channel and to study the threshold case in
some detail.
Many questions with respect to actual receiver performance, modulation signal
design, the value of channel measurement signals and channel characterization are not
completely answered and are the subject of current study.
H. L. Van Trees
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D. AN APPLICATION OF AN EQUATION FOR THE CONDITIONAL PROBABILITY
DENSITY FUNCTIONAL OF MARKOV PROCESSES TO NONLINEAR MINIMUM
VARIANCE FILTERING AND ESTIMATION
1. Introduction
An equation exists for the conditional probability density functional of Markov proc-
esses. It has been recognized for some time that the equation can be applied to the fil-
tering and estimation problem. Except for some Russian contributions, which will be
discussed in this report, such applications apparently have not been made. Our purpose
now is to report on some initial applications. For these applications, we shall consider
a problem of very limited scope as far as the full potential of the approach is concerned;
generalizations and extensions will appear in a subsequent report.
We wish to consider the minimum-variance estimation of a process, a(t), contained
in an observed process, r(t), of the form
r(t) = s[t:a(t)] + n(t), (1)
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where n(t) is a white Gaussian noise process, of spectral height N 0 /2 and independent
of a(t), and a(t) is a Gaussian process with spectrum Sa( ) = -2 The term s[t: a(t)]
( +1
represents an arbitrary no-memory transformation of a(t). a(t) can be interpreted as
a message, and r(t) as a received signal, in which case s[t:a(t)] stands for a variety of
modulation schemes of which some examples are
s[t: a(t)] = Aa(t) no modulation
s[t:a(t)] = Aa(t) sin w0 t suppressed-carrier AM
s[t:a(t)] = a(t) fl(t) + f 2 (t) general linear modulation
s[t:a(t)] = I- A sin [w0 t+pa(t)] phase modulation
It is assumed that the received signal is available from an initial time, t O, untii the
present time, t. The entire received waveform, r(T):TE(t 0 , t), will be denoted r0, t .
We wish to determine: (i) the structure of the estimator (demodulator) for obtaining
amy(t), the minimum-variance estimate of a(t), given r 0 ,t; and (ii) the performance of
the estimator.
The types of estimation problem which we shall discuss have been studied in the past
by the method of maximum a posteriori (MAP) estimation theory, of which a detailed
account has been given by Van Trees. The MAP approach has certain disadvantages
that are obviated by the minimum-variance approach. The principal disadvantage is that
the MAP procedure leads to a physically unrealizable estimator, which, in practice, is
approximated by a cascade of a realizable processor and an unrealizable filter; the
approximation holds closely when the input signal-to-noise ratio is high. A similarity
exists between the modified MAP estimator and the minimum-variance estimator
obtained here. Namely, the realizable portion of the cascade approximation is identical
to the minimum-variance estimator when the input signal-to-noise ratio is high.
2. Equation for p(at; t lr 0 ,t)
An equation for the conditional probability density functional, p(at; t r 0 ,t), where
a t = a(t), has been correctly derived by Kushner 2 ' 3 ; that the density is a function of
time is indicated by explicitly including the time variable, t.
A discussion of the historical development of the equation is in order since a number
of incorrect derivations have appeared. Kushner 4 and Stratonovich 5' 6 originally pub-
lished an equivalent equation, which was found later to be incorrect by Kushner (see the
discussion of this point by Kushner2, 3 and Wonham7). As Mortensen observed, the deri-
vation in Stratonovich 9 is erroneous. More recently, an equation has been derived by
Kashyap0,11; his equation is essentially the same as that in Stratonovich5,6Kashyap ; his equation is essentially the same as that in Stratonovich and is also
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incorrect.
The equation developed by Stratonovich has been applied among Russian writers to
estimation problems of the type that we shall consider. Some of the Russian applications
6, 12,13 14,15
are given by Stratonovich 12, 13 and by Kul'man. Because of the error in
Stratonovich's equation, some caution should be exercised in the use of these results.
The message process to which we are restricting our attention satisfies the stochas-
tic differential equation
da = -a dt + NI-da, (2)
where a(t) is a zero-mean Wiener process with covariance function R (t-u) = E[a(t)a(u)]=
It-u . And the observed process satisfies the stochastic differential equation
dy = s[t:a(t)] dt + dw, (3)
N
where w(t) is a zero-mean Wiener process with the covariance function Rw (t-u)=- 2It-ul.
The actually observed process is r(t) = dy/dt. We note for future reference that up to
N
terms of order dt, E[(dy) 2 ] = dt.
Formally dividing Eqs. 2 and 3 by dt results in the more familiar looking equations
a = -a + 1i (4)
and
r = y = s[t:a] + n, (5)
where k(t) and n(t) are white Gaussian processes with spectral heights of 1 and N /2,
respectively. Kushner 3 and Wonham 7 discuss the errors that may arise with this formal
operation when applied to stochastic differential equations.
When the message and observed processes are expressed as in Eqs. 2 and 3, they
are seen to form a two-dimensional continuous Markov process. Using this observa-
tion, Kushner 3 has derived the following equation for p(at; t r 0 ,t), which we shall abbre-
viate as P
a
aaPt a 2 P tPt+dt _ t a dt + a dt + Pt{dy-E[s(t:a)]dt}{s(t:a)-E[s(t:a)] },  (6)
a a aa aa 0
where the indicated expectations are with respect to P . Just as for Eqs. 2 and 3, pre-a
cautions must be exercised in the formal division of Eq. 6 by dt.
3. Minimum-Variance Estimation
An equation for the minimum-variance estimate, mv(t), can be obtained in a
straightforward way from Eq. 6. Multiply Eq. 6 by a and integrate, making use of the
fact that mv(t) = aPt da, the conditional mean. The result is:
my a
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(t+dt) (t)d (t)- (t) dt + 2 {dy-E[s(t:a)]dt} E[(a- (t))s(t:a)]  (7)a mv d t) - a'*' =(t)   = m N0
my my my my Ea my
Equation 7 cannot be solved for general modulation schemes; therefore, we shall
consider a perturbation solution. We assume that s[t:a(t)] can be expanded in series
form as
S 1 02 2 ]
s[t:a] s[t: mv] + (a-a my I  (a-a mv + ... (8)
my a
my
The expectations in Eq. 6 are then given by
E[s(t:a)] = S s(t:a) P da" s[t:mv] +-2 min(t) 2 + ... (9)
a
my
and
= t 2 as]E[(a- mv)s(t:a)] (a- mv )s(t:a)P da = 0Tmin(t) - + .... (10)
a
my
We now make the following assumption.
ASSUMPTION 1: The error, a(t) - ^a m(t), is small. This assumption can be
expected to be valid when the input signal-to-noise ratio is high. We also make use of
t
the fact that the probability density, Pa, is Gaussian when the error is small, as can
be demonstrated by manipulation of Eq. 5.
Substituting Eqs. 9 and 10 in Eq. 7 and neglecting moments of higher order than the
second on the basis of Assumption 1 results in
da (t) = -a (t) dt + 2 min (t) {dy-s t: a (t) t -as
my my N0 mm L myv j 8a
my
where a (t) is an approximation to amv which holds exactly for linear modulation and
my my
closely for nonlinear modulation when the signal-to-noise ratio is high.
Formally dividing Eq. 10 by dt results in
d a (t) = 2-a (12)dta m(t) + a (t) N 2min(t){r(t)s[t:amv (t)]} s (12)dt my my m mala
my
Equation 12 can be represented in the block diagram form shown in Fig. XII-12. When
the modulation process is linear, Eq. 11 can be obtained directly from the equations of
Kalman and Bucy.16
(2 . (t), which occurs as an unknown in Eqs. 11 and 12, and as a time-variant
mmin 2
gain in Fig. XII-12, remains to be determined. An equation for o-min(t) can be
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2 (t)
mi n
a* (t)
mv
S Lt:amvi
Fig. XII-12. Minimum-variance demodulator (high SNR).
obtained by multiplying Eq. 6 by [a-mv (t)] 2 and integrating. The integration to be per-
formed on the right side of Eq. 6 is straightforward and results in
right side = -2 (t) dt + 2dt +2 {dy-E[s(t:a)]dt}{E[(a- m(t))s (t: a) ]- 2in(t) E [s (t: a)] }.
min N my13)
(13)
4Substituting Eq. 8 in Eq. 13 and using Assumption 1, and keeping terms up to armi (t),mmresults in
results in
2 2 4
right side = -2Zm (t) dt + 2dt + (t)min N mmin {dy-s[t:a (t)] dt}js
We now examine the left side of Eq. 6. Using
[a-m(t)] 2 = [a-am(t+dt)]2 + 2[a-^a (t+dt)] da v(t) + [da (t)] 2 ,
where da (t) = a (t+dt) - a (t), we find that the integration results in
my my my
2 2left side = min(t+dt) + [dam (t)] 2  m in(t).
Combining Eqs. 14 and 15 results in
2
2 2 2 4dmin(t) + [da (t) ] = -2 (t) dt + 2dt + 2min my min N mm (t) dy-s t:am (t) ] 
d 2
Imv aa
An expression for da (t) can be obtained by squaring Eq. 11.
[ 22 22 2 4 - s Zda' (t) = (4 4 (t) my J Nmin 8a
my
(dy)2 + 0[(dt) ],
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as _as y3 2
where ' aa Kushner 3 has shown that terms like (dy) can be replaced by8 a a= a
my my N
their expected value. We therefore replace (dy)2 by - dt. Making these substitutions
in Eq. 16 and formally dividing by dt results in
d i2 (t) + 2 2 (t)= 2 - T4 in (t) a r(t)-s t:a () a s .(17)
dt mm mm min a my (27)
mv/ aamvJ
Equation 17 can be represented in the block diagram form shown in Fig. XII-15. When
the modulation process is linear, Eq. 17 can be obtained directly from the equations of
Kalman and Bucy. 1 6
Equations 12 and 17, and the corresponding processors shown in Figs. XII-12 and
2
+ s+2 min
) 
2
m[da2 s da a
my my
Fig. XII-13. Processor for generating loop gain for the minimum-variance
demodulator of Fig. XII- 14.
XII-13 constitute a first approximation to the minimum-variance estimator which holds
closely when the input signal-to-noise ratio is high. We shall now examine some special
cases.
a. Special Case 1: Steady State
We shall assume that a(t) and n(t) are sample functions from ergodic processes. As
the initial observation time, to, approaches -oo, the minimum-variance will approach
2
a constant, a-. . This constant value can be determined by examination of the opera-
tion of the processor of Fig. XII-13 in the steady state.
The quantity z(t), indicated in Fig. XII-13, is given by
2 s 2
z(t)- a 2 r(t)-s t:a mv) a ]
Sa my
my
Since r(t)- s(t:a m)= r(t) - s(t:a) -s (t:a )-s(t:a), we have
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2
- as
z(t) s
aa my
2 2
n(t) + s s(t:a)-s t:a 1
,2 Lmy a
a
mv
Thus, in the steady state, the input to the loop filter of Fig. XII- 13 is
2 + min a n(t) + s(t:a)-s :a - as
Za +a mm
maa aa my m J
(18)
In the steady state, the output of the loop filter is one-half the time average of Eq. 18,
which we shall examine term by term. We replace time averages by ensemble averages
on the basis of ergodicity. Using the fact that n(t) is a white process, we can show that
amy(t) depends only on the past of n(t), and not on its present value. Therefore, the
expectation, E n(t), can be expressed as the product of two expectations, one
aa mvj
of which is E[n(t)]. Since n(t) is zero-mean, the second term of Eq. 18 has a zero time
average.
By making use of Eq. 8, it can be seen that the third term in Eq. 18 is at least of
: 4
order a - a . When the second term is multiplied by mn. , the result will be of the
my mm
order of the fifth moment, which can be neglected.
The time average of the last term is R (0)= Eli sdd(0
s s - a
Combining these results, we conclude that the steady-state output of the loop filter
14 2is 1 --_ Oin R (0). Equating this to -min leads to a quadratic equation for the
variance. It can be solved to give
variance. It can be solved to give
2
mmin
1 + [1
(19)
4 (0) /
2
0 ss
amv (t)
S t:a m]
Fig. XII-14. Minimum-variance estimator (steady state).
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In the steady state, we therefore have the minimum-variance estimator shown in
Fig. XII-14. This estimator is identical to the realizable portion of the MAP estimator
obtained by Van Trees.I
b. Special Case 2: No Modulation, Steady State
For no modulation, s[t:a(t)]= a(t) and Rd d (0) = 1. The exact steady-state minimum-
ss
variance estimator in this instance is shown in Fig. XII-15. The estimator is of the
2
2 +1 N o
r + 1 s+ 1 a- - (t)
S 1++ my
No
Fig. XII-15. Minimum-variance estimator (no modulation, steady state).
form of the processor obtained by Kalman and Bucyl6 and is functionally equivalent to
the processor obtained by the Wiener mean-square filtering approach.
c. Special Case 3: Phase Modulation, Steady State
For phase modulation, s[t:a(t)] = N A sin [w0 t+pa(t)] and Rd d (0) = A2p 2 .
s s
approximate steady-state, minimum-variance phase estimator is shown in Fig.
r(t) +
The
XII- 16.
a (t)
iTIV
2 Asin ot + a
Fig. XII-16. Minimum-variance estimator (phase modulation, steady state).
With reference to Fig. XII-16, the signal NT A sin [wot+a v(t)] is to be subtracted
from the received signal, r(t). The result of the subsequent multiplication is a signal
at twice the carrier frequency. This double-frequency term will be removed by the loop
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filter. Consequently, the feedback branch producing 42 A sin [w0t+pa(t)] can be elimi-
nated without deteriorating the quality of the phase estimation. The resulting processor
is a phase-lock loop.
In Section XII-E, an exact analysis of the optimum phase-lock loop obtained here is
presented.
4. Conclusion
We have obtained a first approximation to the minimum-variance estimator of a one-
dimensional Gaussian-Markov process. Two extensions are possible: The effect of
higher order terms in the perturbation expansion and the minimum-variance estimation
of higher order Gaussian-Markov processes can both be investigated. These two exten-
sions will be presented in a subsequent report.
D. L. Snyder
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E. ANALYSIS OF A MINIMUM-VARIANCE PHASE ESTIMATOR BY MEANS OF THE
FOKKER-PLANCK EQUATION
Consideration is given in this report to the performance of a minimum-variance esti-
mator of a message, a(t), contained in a received signal, r(t), of the form
r(t) = NF2 A sin [wot+pa(t)] + n(t), (1)
where n(t) is a white Gaussian process, of spectral height N /2 and independent of a(t),
(2 2
and a(t) is a Gaussian message process with spectral density Sa( 2) The mes
w +1l
sage is transmitted by phase modulation, with the modulation index, P.
A good approximation to the minimum-variance estimator for a(t), given the entire
past of r(t), is the phase-lock loop diagrammed in Fig. XII-17. The constant y is
defined by
y2 = 1 +-2-2 . (2)
Viterbil and Van Trees 2 have shown that the functional operation of a phase-lock
loop upon the message, a(t), can be represented in the form of a nonlinear feedback
system. The system for our present case is shown in Fig. XII-18. The additive
noise in the forward loop, n' (t), is white Gaussian with spectral height No/2A2 and is
independent of a(t). The estimation error, a(t) - a (t), is denoted 4 (t).
Viterbi and Tikhonov 3, 4 have studied the behavior of phase-lock loops operating in
the steady state, by means of the Fokker- Planck equation associated with continuous
Markov processes. Both Viterbi and Tikhonov examined cases with no message, that
is, a(t) = 0, and in which nonoptimum phase demodulators were used. We shall extend
their studies to nonzero messages and optimum demodulators.
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Fig. XII-17.
2 1 Co *
a* (t)
+ 7 s+l
os [ ot + pa (t)]
NONLINEAR
NO-MEMORY
Optimum-phase estimator.
Fig. XII-18. Nonlinear feedback system operating on a(t).
The differential equation satisfied by the estimation error will now be derived. From
the block diagram of Fig. XII-18 we see that
d *
dt amy(t) +
4A 2
am(t) = 4AN +) [sin p (t)+n'(t)].
amy~t N(I+)
Since a (t) = a(t) - #(t), we have
my
d d 4A2(t) + t) = -a(t) + a(t) N (l+y) [sin p (t)+n'(t)].
The message process, a(t), is described by the differential equation
d a(t) + a(t) = 2 k(t)
dt
where k(t) is a white Gaussian process of unit spectral height and independent of n'(t).
Combining (4) and (5), we obtain
ddy k(t) + (t) =
4A 2p
N (1+y) sin p 4(t) + (t),
O
4A2
where (t)= Y (t) - N (l+y) n'(t) is a white Gaussian process of spectral height 4/1+y.
0
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As described by Eq. 4, p(t), the estimation error, is seen to be a one-dimensional,
continuous Markov process. Consequently, p( ), the steady-state error probability
density, satisfies the one-dimensional, time-independent, Fokker-Planck equation
d N (l+y) sin p(4)
2y d p(,)
+ = 0,
1 + y d4 2
with the boundary condition, p(oo) = 0, and the normalization requirement, J~ p( ) d4 = i.
2.0 r
A = 1000
A = 100
A = 0.01
A= 1000
A o 100
Fig. XII-19. Probability density of phase-estimation error.
24A -2 2 3(=2; AN 10 , , and 10.)
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A= 106
A- =104
2n 37 47 57 67 77 87
Fig. XII-20. Probability density of phase-estimation error.
24A= 3 4 6(p10; A= =10 , 10 , and 10 .)
It is ordinarily expected I that the dimension of the Fokker-Planck equation is equal
to the sum of the order of the message process and the order of the loop filter, each of
which is one in this instance. That the Fokker-Planck equation is one-dimensional,
rather than two-dimensional, results from the use of an optimum processor. The fact
that the equation is one-dimensional is important because two-dimensional Fokker-Planck
equations cannot generally be solved exactly.
The solution to (7) is fairly straightforward but lengthy; therefore, it will not be given
here. The final result is
0
2 2A
p(4) exp - I No y cos
S= exp - k2
k=-o
N =0
No#0
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where I k is a Bessel function of order k. 24A
Some plots of p(4), for different values of P and A= , are given in Figs. XII-19
and XII-20. A is the input signal-to-noise ratio in the message bandwidth. The following
observations can be made:
1. p(p) is not periodic, as was the case in Viterbi's and Tikhonov's studies.
2. The central lobe of p( ) is always larger than the side lobes; this implies that
the error has a strong tendency to return to zero when cycles are skipped.
3. p( ) has a Gaussian envelope with variance 2y/l+y, which equals 2 for large input
signal-to-noise ratio.
4. For large signal-to-noise ratio, the central lobe of p(4) is Gaussian with vari-
ance 2/1+y.
5. The derivation of the minimum-variance phase estimator was made with the
assumption of phase synchronization at the receiver. If, however, there exists an initial
phase error of 2kT, then the probability density, p(4), is centered around 2k7T rather than
around zero. Furthermore, if the receiver phase error is not a multiple of 2rr, the loop
will fail to lock.
D. L. Snyder
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