As a prototypical one-dimensional electron system, self-assembled indium (In) nanowires on the Si(111) surface have been believed to drive a metal-insulator transition by a charge-density-wave (CDW) formation due to electron-phonon coupling. Here, our first-principles calculations demonstrate that the structural phase transition from the high-temperature 4×1 phase to the low-temperature 8×2 phase occurs through an exothermic reaction with the consecutive bond-breaking and bond-making processes, giving rise to an energy barrier between the two phases as well as a gap opening. This atomistic picture for the phase transition not only identifies its firstorder nature but also solves a long-standing puzzle of the origin of the metal-insulator transition in terms of the ×2 periodic lattice reconstruction of In hexagons via bond breakage and new bond formation, not by the Peierls instability-driven CDW formation. [3, 4] , and superconductivity [5, 6] at low temperatures. Specifically, metalatom adsorption on semiconductor surfaces provides a unique playground for the exploration of such exotic physical phenomena [7, 8] . We here focus on a prototypical example of quasi-one-dimensional (1D) systems, self-assembled indium (In) atom wires on the Si(111) surface [9] [10] [11] . Each In wire consists of two zigzag chains of In atoms [see the left panel of Fig. 1(a)] [10]. Below ∼120 K, this quasi-1D system undergoes a reversible phase transition initially from a 4×1 structure to a 4×2 one, then to an 8×2 structure [9, 12] , showing a period doubling both parallel and perpendicular to the In wires. This (4×1)→(8×2) structural phase transition is accompanied by a metal-insulator (MI) transition [9, 13, 14] . For the explanation of such a MI transition, the CDW mechanism due to a Peierls instability was initially proposed [9, [13] [14] [15] , but subsequently other mechanisms based on an orderdisorder transition [19, 20] and many-body interactions [21] have been proposed. Despite such debates, the CDW mechanism has been most widely believed to drive the observed MI transition [9, [13] [14] [15] [16] [17] [18] . It is noted that the CDW formation invokes the strong coupling between lattice vibrations and electrons near the Fermi level E F , caused by Fermi surface nesting with a nesting vector 2k F = π/a x (a x : the 4×1 lattice constant along the In wires) [9, 22] . The resulting Peierls dimerization was believed to occur on each chain, and the two dimerized chains further interact with each other, leading to a coupled double Peierls-dimerized chain model [23] [see Fig. 1(b) ].
As a prototypical one-dimensional electron system, self-assembled indium (In) nanowires on the Si(111) surface have been believed to drive a metal-insulator transition by a charge-density-wave (CDW) formation due to electron-phonon coupling. Here, our first-principles calculations demonstrate that the structural phase transition from the high-temperature 4×1 phase to the low-temperature 8×2 phase occurs through an exothermic reaction with the consecutive bond-breaking and bond-making processes, giving rise to an energy barrier between the two phases as well as a gap opening. This atomistic picture for the phase transition not only identifies its firstorder nature but also solves a long-standing puzzle of the origin of the metal-insulator transition in terms of the ×2 periodic lattice reconstruction of In hexagons via bond breakage and new bond formation, not by the Peierls instability-driven CDW formation. Low-dimensional electronic systems are of great interest in contemporary condensed-matter physics because of their susceptibility to charge density wave (CDW) instability [1] , non-Fermi liquid behavior [2] , spin ordering [3, 4] , and superconductivity [5, 6] at low temperatures. Specifically, metalatom adsorption on semiconductor surfaces provides a unique playground for the exploration of such exotic physical phenomena [7, 8] . We here focus on a prototypical example of quasi-one-dimensional (1D) systems, self-assembled indium (In) atom wires on the Si(111) surface [9] [10] [11] . Each In wire consists of two zigzag chains of In atoms [see the left panel of Fig. 1(a) ] [10] . Below ∼120 K, this quasi-1D system undergoes a reversible phase transition initially from a 4×1 structure to a 4×2 one, then to an 8×2 structure [9, 12] , showing a period doubling both parallel and perpendicular to the In wires. This (4×1)→(8×2) structural phase transition is accompanied by a metal-insulator (MI) transition [9, 13, 14] . For the explanation of such a MI transition, the CDW mechanism due to a Peierls instability was initially proposed [9, [13] [14] [15] , but subsequently other mechanisms based on an orderdisorder transition [19, 20] and many-body interactions [21] have been proposed. Despite such debates, the CDW mechanism has been most widely believed to drive the observed MI transition [9, [13] [14] [15] [16] [17] [18] . It is noted that the CDW formation invokes the strong coupling between lattice vibrations and electrons near the Fermi level E F , caused by Fermi surface nesting with a nesting vector 2k F = π/a x (a x : the 4×1 lattice constant along the In wires) [9, 22] . The resulting Peierls dimerization was believed to occur on each chain, and the two dimerized chains further interact with each other, leading to a coupled double Peierls-dimerized chain model [23] [see Fig. 1(b) ].
Regarding the phase transition of the In/Si(111) system, there are still some unsettled issues. Although it is well established that the structural model of the 8×2 phase is constituted by the basic building block of In "hexagon" [see the right panel of Fig. 1(a) ], the microscopic mechanism of the hexagon formation is so far unclear whether it is driven by the Peierls dimerization on the two chains [9, 23] or by a shear distortion where neighboring chains are displaced in opposite directions [19] . Recently, it was also reported that both the covalent bonding and van der Waals (vdW) interactions between the two chains play crucial roles in forming In hexagons [24] . Moreover, the order of the phase transition has been controversial whether it belongs to firstorder [25] [26] [27] or second-order [19, 20, 28, 29] . According to the mean-field theory [22] , the CDW or order-disorder mechanism can be classified as the second-order phase transition. However, existing scanning tunneling microscopy (STM) experiments have reached the conflicting conclusions
Typeset by REVT E X between the first-order [25] and second-order [28, 29] transitions, whereas a recent high-resolution low-energy electron diffraction (HRLEED) study [27] observed a robust hysteresis of diffraction spot intensities as the sample temperature slowly increases and decreases during the (4×1)↔(8×2) phase transition. The latter observation [27] obviously indicates the existence of energy barrier between the two phases, representing the first-order transition [30] . All of these controversies on the microscopic mechanism of the hexagon formation and the order of the phase transition reflect our incomplete understanding of the origin of the phase transition in the In/Si(111) system. In this paper, using first-principles density-functional theory (DFT) calculations, we propose the atomistic picture for the phase transition of the In/Si(111) system to resolve the existing problems such as the microscopic mechanism of the hexagon formation, the order of the phase transition, as well as the origin of the MI transition. We find that the hexagon formation is driven by an exothermic reaction with the consecutive bond-breaking and bond-making processes, giving rise to an energy barrier as well as a gap opening. This atomistic picture not only reveals the first-order nature of the (4×1)↔(8×2) phase transition, but also illustrates how the observed solitons [23, 31, 32] can be created at the boundary of two differently oriented hexagon structures. Our findings clarify that the MI transition of the In/Si(111) system is attributed to the ×2 periodic lattice reconstruction of In hexagons via the bond breakage and the new bond formation, rather than the CDW formation arising from Fermi surface nesting [9, [13] [14] [15] 23] .
To properly predict the energetics of the 4×1, 4×2, and 8×2 structures [24, 33, 34] , we have performed the van der Waals energy corrected [35] hybrid DFT calculations using the FHI-aims [36] code that gives an accurate, all-electron description based on numeric atom-centered orbitals, with "tight" computational settings. For the exchange-correlation energy, we employed the hybrid functional of HSE06 [37, 38] . The k-space integrations in various unit-cell calculations were done equivalently with 64 k points in the surface Brillouin zone of the 4×1 unit cell. The Si(111) substrate (with the Si lattice constant a 0 = 5.418Å) below the In chains was modeled by a 6-layer slab with ∼30Å of vacuum in between the slabs. Each Si atom in the bottom layer was passivated by one H atom. All atoms except the bottom layer were allowed to relax along the calculated forces until all the residual force components were less than 0.01 eV/Å.
According to the previously proposed CDW mechanism [9, [13] [14] [15] 23] of the structural phase transition, the ground state of the In wire was described by a double Peierls-dimerized chain model with a zigzag interchain coupling between two chains [see Fig. 1(b) ]: that is, below ∼120 K, the In wire undergoes a period doubling CDW transition through the Peierls dimerization on both chains. Since there are the two dimerization directions that form "A" phase with a positive displacement ∆ and "B" phase with a negative ∆ [see Fig. 1(b) ] on the two chains [i.e., chain "1" and chain "2" in Fig. 1(b) ], the 23 and vice versa, as discussed below. Since there are four different bonds on chain 1 (or 2) within the 4×2 unit cell, four degenerate hexagon structures can be generated as shown in Fig. 2(b) , which correspond to AA, BA, BB, and AB configurations in Ref. [23] . The present atomistic model of the hexagon formation is expected to have an energy barrier for the consecutive bondbreaking and bond-making processes. To find this energy barrier, we calculate the energy profile along the transition path between the 4×1 and 4×2 structures by using the nudged elastic-band method [39] . The calculated energy profile is displayed in Fig. 3(a) . We find that the transition (T ) state is higher in energy than the 4×1 structure by 5.4 meV per 4×1 unit cell, yielding an energy barrier (E b ) of ∼11 meV on going from the 4×1 to the 4×2 structure. Since the 4×2 structure is more stable than the 4×1 structure by 13.6 meV per 4×1 unit cell (see Table I ), we can say that the hexagon forma- tion occurs through an exothermic reaction with bond breakage and new bond formation. It is noted that the 8×2 structure is further stabilized over the 4×1 structure by 32.9 meV per 4×1 unit cell (see Table I ), and E b is reduced to be ∼8 meV on going from 4×1 to 8×2, which is much smaller than that (E b = 40 meV) obtained by a previous DFT calculation with the local-density approximation [26] . The existence of the energy barrier for the (4×1)→(8×2) phase transition is consistent with a recent HRLEED experiment [27] where the energy barrier was confirmed by the observation of a hysteresis of diffraction spot intensities upon slow increase and decrease of the sample temperature at the (4×1)↔(8×2) phase transition. Thus, the present theory and the previous HRLEED experiment support the first-order nature of the phase transition, contrasting with the second-order nature deduced from the CDW [28, 29] or order-disorder mechanism [19, 20] . 23 . It is noticeable that such bond-breaking and bond-making processes leading to the hexagon formation were not taken into account in the coupled double Peierlsdimerized chain model [23] . Thus, unlike the present atomistic model of the hexagon formation, the latter model [23] does not properly describe the hexagon structure of the indium wire.
The calculated surface band structures along the transition path between the 4×1 and 4×2 structures are also displayed in Fig. 3(b) . We find that the 4×1 structure has the three surface bands S 1 , S 2 , and S 3 crossing the Fermi level, showing a metallic feature. On the other hand, it is clearly seen that the band gap opens during the bond-breaking and bondmaking processes. Specifically, the gap opening starts from the I state, leading to a band gap (E g ) of 0.27 (0.31) eV at the 4×2 (8×2) structure: see Fig. 3(b) (Fig. 5S of the Supplemental material [40] ). These values of E g agree well with those (∼0.3 eV) obtained from surface transport measurements [41] and scanning tunneling spectroscopy [20] . Based on a coupled double Peierls-dimerized chain model [see Fig.  1(b) ], a tight-binding Hamiltonian analysis showed that the Peierls dimerization on both chains hybridizes the S 1 and S 2 states to produce a gap opening [23] . However, this Peierls instability-driven gap opening is characteristically different from the present gap opening driven by the ×2 periodic lattice reconstruction of In hexagons that involves the bond-breaking and bond-making processes within the In wire. Since the former Peierls chain model [23] is lacking in the atomic description of the hexagon structure as discussed above, we believe that the CDW mechanism would not be the origin of the MI transition of the In/Si(111) system. Finally, it is noteworthy that the coupled double Peierls chain model classified three types of topological edge states at the domain boundary between two different CDW phases [23] : i.e., right-chiral, left-chiral, and nonchiral solitons among the total twelve possible solitons arising from four degenerate CDW phases. However, there remain the ques- In the top panel, the initial bond-breaking and bond-making positions are marked (X), and the arrows represent the propagations of In hexagons. In the inset, the soliton configuration AA→BA between the AA and BA CDW phases is from Ref. [23] . The corresponding soliton structure is sketched based on the hexagon model, together with the possible bond-breaking and bond-making processes for the soliton movement. The kink atom indicated by the small arrow in the inset is drawn with bright color. tion of how the multiple CDW phases and the resulting solitons can be created from the 4×1 phase along the In wires. Based on the present atomistic picture for the phase transition, we speculate that around the phase transition temperature the bond breakage takes place at random sites of the 4×1 phase, initiating the hexagon formation which then propagates along the In wire (see sketch in the upper panel of Fig. 4) . This speculation is supported by our calculation with a larger 4×8 supercell, where after the formation of a single hexagon it is converged to the 4×2 hexagon structure without any barrier. Indeed, the propagation of the hexagon structure was observed by an ultrafast time-resolved reflection high energy electron diffraction experiment [26] where adsorbates trigger the propagation of the phase front of the 8×2 structure with a constant velocity of 82 m/s. Therefore, a soliton is expected to be created at the midpoint between two bond-breakage positions after the propagation of two different hexagon structures [see Fig. 2(b) ] in the opposite directions. Moreover, the created solitons can move along the In wire by the activation of bond-breaking and bond-making processes. For instance, one soliton structure corresponding to the AA→BA configuration in Ref. [23] is sketched in Fig. 4 , together with its movement. Future theoretical and experimental works are anticipated to investigate the detailed kinetics of solitons such as the activation energy for the soliton motion, the propagation speed of solitons, the transformation of soliton configurations, and so on.
In summary, based on first-principles DFT calculations, we have proposed the atomistic picture for the phase transition of the In/Si(111) system, where the low-temperature hexagon structure is formed through an exothermic reaction with the consecutive bond-breaking and bond-making processes. During such bond breakage and new bond formation, we found the existence of an energy barrier as well as a gap opening. Therefore, we revealed not only the first-order nature of the (4×1)↔(8×2) phase transition but also the origin of the MI transition in terms of the ×2 periodic lattice reconstruction of In hexagon, rather than the prevailing Peierls instabilitydriven CDW mechanism. We anticipate that our findings will stimulate future theoretical and experimental works to reinterpret many of the existing controversial issues in the prototypical 1D In/Si(111) system in the light of the presently proposed atomistic picture for the phase transition. 
