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Flexible Corticospinal Control of Muscles
Najja J. Marshall
The exceptional abilities of top-tier athletes – from Simone Biles’ dizzying gymnastics to
LeBron James’ gravity-defying bounds – can easily lead one to forget to marvel at the
exceptional breadth of everyday movements. Whether holding a cup of coffee, reaching out
to grab a falling object, or cycling at a quick clip, every motor action requires activating
multiple muscles with the appropriate intensity and timing to move each limb or counteract
the weight of an object. These actions are planned and executed by the motor cortex,
which transmits its intentions to motoneurons in the spinal cord, which ultimately drive
muscle contractions. A central problem in neuroscience is precisely how neural activity
in cortex and the spinal cord gives rise to this diverse range of behaviors. At the level
of spinal cord, this problem is considered to be well understood. A foundational tenet
in motor control asserts that motoneurons are controlled by a single input to which they
respond in a reliable and predictable manner to drive muscle activity, akin to the way that
depressing a gas pedal by the same degree accelerates a car to a predictable speed. Theories
of how motor cortex flexibly generates different behaviors are less firmly developed, but the
available evidence indicates that cortical neurons are coordinated in a similarly simplistic,
well-preserved manner. Yet a potential complication for both these old and new theories are
the relative paucity of diverse behaviors during which motor cortex and spinal motoneurons
have been studied. In this dissertation, I present results from studying these two neuronal
populations during a broader range of behaviors than previously considered. These results
indicate, in essence, that diverse behaviors involve greater complexity and flexibility in
cortical and spinal neural activity than indicated by current theories.
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Chapter 1: Introduction
The primary motor cortex (M1) contains 1.3 billion neurons1. Principally responsible for plan-
ning and executing voluntary movement2, M1 drives motor functions though the excitation and
inhibition of U-motoneurons in the spinal cord. Each motoneuron innervates and controls a set of
muscle fibers; the neuron and its fibers are collectively called a motor unit (MU)3. MUs constitute
the functional atoms of the neuromuscular system, with hundreds of MUs controlling the activation
of each muscle4. Fundamentally, this dissertation concerns the control and coordination of these
two neuronal populations – M1, and MUs dedicated to a particular muscle – for flexibly driving
behavior.
The Soviet neurophysiologist Nikolai Bernstein defined coordination as, “a problem of master-
ing the very many degrees of freedom involved in a particular movement – of reducing the number
of independent variables to be controlled5.” This concept, of reducing degrees of freedom to sim-
plify control, underlies emerging theories of M1 and the canonical understanding of MUs. It would
certainly be outlandish to suggest that every individual neuron or MU operates independently of its
companions; the issue at hand, rather, is a matter of degree. How many neural degrees of freedom
underlie M1 or MU activity? If not a billion, then millions? If not hundreds, perhaps dozens? A
recent theory, based on multiple lines of evidence, posits that M1 flexibly recombines a few (order
tens) well-preserved neural modes to generate a diverse range of behaviors6. Similarly, nearly a
century of research has established the perception that MUs are driven by one degree of freedom
as a principle of neural science7. These perspectives argue for a simplistic and rigid view of motor
control.
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1.1 Outline of dissertation
In this dissertation, I present work revealing greater complexity and flexibility in M1 and MU
control than previously considered. In the remainder of chapter 1, I provide additional context for
the present understanding of these neuronal populations. I review models of how M1 generates
movement in section 1.2 and the evidence suggesting that M1 may rely on relatively few degrees
of freedom to produce different behaviors in section 1.3. I then review MUs and their inputs in
section 1.4, the various forms of MU diversity in section 1.5, the evidence underlying the canon-
ical description of MU control as rigid and one-dimensional in section 1.6, and the literature on
apparent exceptions to the rigid description of MU control in section 1.7.
In chapter 2, I present my work on flexibility in MU control. I introduce a novel behavioral
paradigm that facilitates investigations of MU activity across a diverse range of behaviors. Using
this paradigm, I present results indicating that multiple degrees of freedom underlie MU control.
Motivated by our empirical findings, I describe a simple model that supports an alternative hypoth-
esis for MU control separate from the canonical description.
In chapter 3, I present my work on complexity in M1. Using the same behavioral paradigm
and high-density recordings of neural activity, I present results revealing that M1 produces differ-
ent behaviors by employing many neural degrees of freedom, at least an order of magnitude higher
than previous estimates.
In chapter 4, I provide concluding remarks and discuss potential future directions.
2
1.2 Models of motor cortex
Conceptual frameworks for how motor cortex produces movement have evolved considerably
over several decades. Initial hypotheses posited that motor cortex encodes high-level movement
parameters in the patterns of single-cell discharge. Under this representational hypothesis, the
firing rate of neuron 8 at time C is given by
A8 (C) = 58 (Θ(C)) (1.1)
where 58 is the ‘tuning’ function for neuron 8, and Θ is a set of general parameters. Across vari-
ous behavioral tasks, including flexion-extension rotations of the wrist8–14, ballistic point-to-point
reaches15–19, or continuous arm movements20, single-neuron firing rates correlate well with end-
point force or its derivative8–11, muscle activity12,13, joint position12, movement direction12,14–17,
or linear combinations of hand kinematics18–20. These parameters were all proposed as potential
candidates for Θ (eq. (1.1)). Yet it is possible to find individual neurons that correlate well with
any conceivable movement parameter12, and representational models do not explain how neural
correlates with behavior causally drive movement. Further complicating matters, single-cell tun-
ing functions ( 58) vary with arm posture21, movement speed and time22. Additionally, single-cell
correlations with kinematic parameters incidentally emerge from a mechanistic model in which
cortical neurons drive arm movements by controlling muscle activity23. These confounding obser-
vations for the representational hypothesis argued for an alternative model of motor cortex.
An alternative view of motor cortex proposed that it operates as a dynamical system to generate
the appropriate patterns of muscle activity that ultimately drive movement24,25. Under this dynami-
cal systems hypothesis, the firing rate of a population of # neurons, r(C) = [A1(C), A2(C), . . . , A# (C)],
evolves according to some set of lawful dynamics:
¤r(C) = 5 (r(C)) + u(C) (1.2)
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where 5 is some function and u(C) an external input. As a ‘population-level’ view, by definition,
the dynamical systems hypothesis was largely facilitated by methods for visualizing the activity
of many neurons in a low-dimensional space, such as principal component analysis (PCA). PCA
identifies an orthogonal set of dimensions that capture the largest (highest variance) signals in some
data. If ' ∈ R(
∑
2 )2)×# contains the response of each neuron across multiple experimental condi-
tions (e.g., reach directions), where )2 is the duration of condition 2, then principal components
(PCs) of ' can be obtained through an eigendecomposition of its # × # covariance matrix, Σ:
*,Λ,*> = Σ (1.3)
where Λ = diag(_1, _2, . . . , _# ) and * =
[
u1 u2 · · · u#
]
. Each u8 is an eigenvector (PC),
sorted in descending order by its corresponding eigenvalue (_8). The leading PCs of ' thus cap-
ture the largest patterns of neural coactivation. A common technique for visualizing those patterns
involves applying PCA (or related variations) to neural activity, projecting activity onto its leading
components (e.g., ['u1, 'u2]), then plotting the projections against one another.
Analyzing and visualizing the largest neural signals during behavior has proven invaluable for
assessing competing models of motor cortex. One of the most salient features that emerges from
low-dimensional projections of motor cortex activity is strong and robust rotational dynamics in the
largest neural signals during reaching24,26–30 (fig. 1.1) and cycling31. Rotations do not arise triv-
ially from smoothed neural responses or correlations across time, conditions, or neurons32. Recur-
rent neural networks (RNNs) develop rotational dynamics when trained to produce reach-related
muscle activity33. Rotations also appear in reach-velocity-tuned models of neural activity, pro-
vided that they include sufficient variability in neuron-kinematic latencies34. However, rotations in
velocity-tuned models persist after permuting the responses of each neuron across conditions while
preserving the overall neural covariance structure, whereas the same control destroys rotations in
RNNs and motor cortex data, indicating that rotational dynamics in motor cortex depend on the
4
Figure 1.1: Projections of the neural population response. a, Projection for monkey B (74 neu-
rons; 28 straight-reach conditions). Each trace (one condition) plots the first 200 ms of movement-
related activity away from the preparatory state (circles). Traces are coloured on the basis of
the preparatory state projection onto jPC1. a.u., arbitrary units. b, Projection for monkey A (64
neurons; 28 straight-reach conditions). c, Monkey J, data set 3 (55 neurons; 27 straight- and
curved-reach conditions). d, Monkey N (118 neurons; 27 straight and curved-reach conditions).
e, Monkey J-array (146 isolations; 108 straight and curved-reach conditions). f, Monkey N-array
(218 isolations; 108 straight and curved-reach conditions). (Reproduced from Churchland et al.,
2012, with permission).
underlying structure of neural activity across conditions34. Large rotational signals increase the
noise robustness of RNNs, and muscle activity can be linearly read out from smaller signals riding
on top of rotational dimensions31. These findings indicate that motor cortex is better explained as
a dynamical system that generates movement, rather than as a collection of neurons that represent
high-level movement parameters.
1.3 Low-dimensional cortical manifolds in motor control
The broad motor repertoire of humans and other creatures along with the understanding of
motor cortex as a movement-generating dynamical system raises an important question: how does
motor cortex flexibly generate different behaviors? On the one hand, motor cortex could operate
5
as a “generalist”, simply reusing a small number of neural modes (patterns of neural coactivation)
to produce different movements; on the other hand, motor cortex might operate as a “specialist”,
relying on entirely unrelated neural modes to subserve different behaviors. This question really has
two components: how many cortical modes are involved in motor control and how well preserved
are those modes across different behaviors? The first component has received considerably more
attention than the second, though the available evidence for both tends to favor the generalist view
of motor cortex.
A common method for estimating the number of neural modes that underlie behavior involves
simply counting the number of PCs that capture the most variance in neural activity. This can be
achieved by identifying where the proportional cumulative variance explained by each neural PC
exceeds some threshold. That is, given Λ (eq. (1.3)) and some threshold U, the putative number of
neural modes is the = for which ∑=
8=1 _8
Tr(Λ) > U. (1.4)
Relatively few signals (10-20; less than 10% of recorded neurons) are required to explain most of
the variance (≥ 75%) in motor cortex during point-to-point wrist or arm movements26,32,35. Similar
insights were provided by Sadtler and colleagues, who trained monkeys to perform point-to-point
cursor movements using a brain-computer interface (BCI)36. Sadtler et al. recorded activity in
motor cortex as monkeys passively observed automatic cursor movements, then used factor anal-
ysis to map neural activity to a 10-dimensional ‘intrinsic manifold’ that monkeys quickly learned
to use to perform the task, absent any hand movements. The first 4 orthonormalized factors cap-
tured roughly 75% of the variance in neural activity – similar to previously discussed findings in
non-BCI studies. However, Sadtler et al. also provided some of the first insights into how well pre-
served cortical modes might be across different behaviors. The central question of their study was
whether perturbations of the BCI that remained within the intrinsic manifold were easier to learn
than perturbations off the intrinsic manifold. Within-manifold perturbations changed the mapping
between factors and cursor kinematics (preserving the relationship between neural activity and fac-
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tors), while off-manifold perturbations changed the mapping between neural activity and factors
(preserving the relationship between factors and cursors kinematics). Monkeys quickly adapted
to within-manifold perturbations, but failed to learn off-manifold perturbations, even after 1000
attempts (“trials”) to move the cursor from one point to another36. These findings argue that it
is not only possible to reuse existing neural modes to generate new behaviors, but that learning
new modes requires extensive synaptic rewiring, which may be computationally disadvantageous
or cumbersome for the central nervous system. To date, only one study has directly investigated
whether neural modes are preserved across different behaviors. Gallego and colleagues found that
a 12-dimensional manifold identified during one type of wrist movements explained nearly all of
the variance in neural activity during different wrist movements35. These results have been taken
to suggest that motor cortex activity modulates along a low-dimensional manifold to generate dif-
ferent behaviors6.
It remains unclear whether low-dimensional cortical manifolds for motor control reflect sim-
plicity in cortical processing or simplicity in the tasks typically employed to study motor cortex.
Shedding light on this matter would have profound implications for our understanding of motor
cortex, future experimental designs, or both. If low-dimensional manifolds reflect cortical sim-
plicity, then that would suggest an exceptionally high degree of redundancy among the 1.3 billion
neurons in human M1. Conversely, if low-dimensional manifolds reflect behavioral simplicity,
then that would argue that new tasks will be needed to better understand how motor cortex flexibly
drives different behaviors. Gao and Ganguli recently explored these matters, observing from a liter-
ature review that neural manifolds with dimensionality of roughly 10% of recorded neurons have
not only been reported in motor cortex, but also in olfactory, prefrontal, somatosensory, visual,
hippocampal, and brainstem areas37. To develop a general framework for considering neural di-
mensionality, the authors note that a neural manifold is an embedding of a task parameter manifold
in neural activity space (fig. 1.2). Intuitively, the dimensionality of neural activity is fundamen-
tally limited by the dimensionality of the set of stimuli or behaviors employed by experimenters
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Figure 1.2: (a) For a monkey reaching to different directions, the trial averaged behavioral states
visited by the arm throughout the experiment are parameterized by a cylinder with two coordinates,
reach angle \, and time into the reach C. (b) Trial averaged neural data is an embedding of the task
manifold into firing rate space. The number of dimensions explored by the neural data manifold is
limited by its volume and its curvature (but not the total number of neurons in the motor cortex),
with smoother embeddings exploring fewer dimensions. The [neuronal task complexity] NTC is
a mathematically precise upper bound on the number of dimensions of the neural data manifold
given the volume of the task parameter manifold and a smoothness constraint on the embedding.
(c) If the neural data manifold is low dimensional and randomly oriented w.r.t. single neuron axes,
then its shadow onto a subset of recorded neurons will preserve its geometric structure. We have
shown, using random projection theory [38,39,40] that to preserve neural data manifold geometries
with fractional error n , one needs to record " ≥ (1/n) log(NTC) neurons. The figure illustrates
a  = 1 dimensional neural manifold in # = 3 neurons, and we only record " = 2 neurons. Thus,
fortunately, the intrinsic complexity of the neural data manifold (small), not the number of neurons
in the circuit (large) determines how many neurons we need to record. (Reproduced from Gao and
Ganguli, 2015, with permission).
to evoke neural activity; the number of recorded neurons may or may not reach that fundamental
task-imposed limit. Gao et al. make this concept concrete by defining a neuronal task complexity
(NTC) measure, which captures the maximum number of dimensions neural activity could ex-
plore given the constraints of the tasks38. The NTC depends on the range of task parameters (e.g.,
reach duration and angles) and the autocorrelation length of neural activity with each parameter
(i.e., how quickly neural activity can change with each parameter). Using data collected by Yu et
al. from two monkeys during reaching39, Gao et al. compute the NTC as approximately 10, closely
matching the original estimate38. From this finding, the authors conclude, “if we were to record
more neurons, even roughly all 500 million neurons in macaque motor cortex, the dimensionality
of the neural manifold in each monkey would not exceed 10.5 and 8.6 respectively38.” These re-
sults argue that the prevailing low-dimensional view of motor cortex may simply reflect the narrow
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range of behaviors that have been studied. Given that most studies of motor cortex employed brief,
point-to-point reaching paradigms15–19,24,26–30, considering new tasks may push the boundary on
our understanding of the cortical control of movement.
1.4 Motor units and their inputs
If motor cortex is the coach – observing the team from the sidelines, planning their next move
and calling the plays – then motor units are the players on the field, doing the physical work of
bringing each play to life. A limb muscle is composed of hundreds of thousands of fibers, each con-
taining the contractile machinery needed to shorten the fiber and generate tension in the muscle7.
Yet the anatomy of the neuromuscular system does not permit each fiber to contract independently.
Multiple fibers within a muscle are innervated by a single U-motoneuron, located in the ventral
root of the spinal cord3. Synaptic transmission from motoneuron to its fibers essentially never fails
in humans40. Thus, the motoneuron and its fibers operate in tandem; an action potential emit-
ted by a motoneuron causes all of its fibers to concurrently contract. The motoneuron, its axon,
and the muscle fibers it innervates are collectively called a motor unit (MU) – the smallest func-
tional element of the neuromuscular system3. The motoneurons that collectively innervate all of
the fibers within a muscle are distributed along vertical columns in the spinal cord called motor
neuron pools41.
MUs receive input from multiple descending pathways, originating from the brainstem and
cerebral cortex, as comprehensively reviewed by Lemon42. Brainstem pathways include the tecto-,
reticulo-, vestibulo-, and rubrospinal tracts, which largely mediate bilateral postural control and
some flexion-based movements of distal limbs, such as the elbow and wrist. Cortical pathways in-
clude the corticobulbar tract, which provides input to the brainstem, and the corticospinal tract. The
corticospinal tract fulfills multiple functions, including modulating sensory afferents; autonomic
control; trophic functions; gain control of spinal reflexes; long-term plasticity of spinal circuits;
and excitation and inhibition of MUs42. M1 provides input to MUs through the corticospinal tract,
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with most of its projections arriving polysynaptically (i.e., routing through one or more spinal in-
terneurons). In humans and some primates, a small proportion of corticospinal neurons constitute
the corticomotoneural (CM) tract and synapse monosynaptically onto MUs controlling muscles of
the shoulder, elbow, and finger43. The functional significance of the CM system remains unclear,
but is thought to facilitate fine motor control42.
In addition to descending inputs, MUs receive a morass of proprioceptive and spinal inputs.
Windhorst motivates his comprehensive summary of spinal networks with the following ominous
statement from Gerald Loeb:
Those who believed the spinal cord and peripheral motor plant to be well-understood
and thus turned their attentions to higher centers of motor planning and coordination
(e.g., cerebral cortex and cerebellum) now find that their edifices are built upon ‘the
shifting sands of spinal segmental circuitry’. (Windhorst, 2007)44
U-motoneurons receive mono- and polysynaptic inputs from each group (I-IV) of sensory affer-
ents (fig. 1.3). Ia afferents innervate muscle spindles, discharging in response to changes in mus-
cle length, and provide monosynaptic feedback to U-motoneurons through the commonly studied
stretch reflex circuit. W-motoneurons modulate the sensitivity of Ia discharge. Ib afferents inner-
vate Golgi tendon organs, located at the musculo-tendinous junction, and discharge in response
to changes in muscle tension, providing polysynaptic input to U-motoneurons via Ib interneurons.
Renshaw cells recurrently inhibit U- and W-motoneurons. Presynaptic inhibition, mediated by sep-
arate GABAergic interneurons, modulates the synaptic efficacy of Ia and Ib afferents. Fatiguing
muscle fibers evoke reflex effects from groups III and IV afferents, which modulate U- and W-
motoneurons, Ib interneurons, Renshaw cells, and presynaptic inhibition. These numerous input
sources contribute to diversity among MUs (section 1.5) and also depend on behavioral context.
As Windhorst describes, stretch reflexes were originally characterized by Sherrington using decer-
ebrate preparations, wherein the brainstem in anesthetized animals is surgically transected, which
disconnects the brain from the spinal cord while enhancing the drive to extensor U-motoneurons44.
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Figure 1.3: Simplified diagram of influences exerted by groups III–IV afferents from extensor
muscles on spinal moto- and interneurons. Each neural element represents a population. Excita-
tory neurons are symbolized by open circles and their synapses by T junctions. At the bottom,
a hindleg is sketched with outlines of the ankle flexor muscles (left) and ankle extensor muscle
(right). The muscles contain muscle spindles symbolized as straight lines with coils (primary
sensory endings) around their middle portions. Spindles lie in parallel to the main skeletal muscle
fibers. They receive a motor innervation from U-motoneurons and from branches of V-motoneurons
(here called U-motoneurons, see footnote 2). Group Ia afferents originate from primary endings
on muscle spindles and project to the spinal cord, in which they make monosynaptic excitatory
connections to U-motoneurons of their own (homonymous) muscle and of synergistic muscles
(Section9.4.4). Also included are some pathways from extensor group Ib afferents from Golgi ten-
don organs, which during rest inhibit extensor U-motoneurons and facilitate flexor U-motoneurons
(via inhibitory and excitatory interneurons, respectively), while during the stance phase facilitating
extensor U-motoneurons via excitatory interneurons, which also in part receive convergent group
Ia afferent inputs (for details see text). For simplicity, spindle group II afferents have been omitted.
Furthermore, interneurons mediating presynaptic inhibition of sensory afferents are indicated by
filled circles denoted “PS”. Group III–IV afferents are symbolized by black dotted arrowed lines
and may have oligo- and polysynaptic, excitatory or inhibitory effects (for details see text). Abbre-
viations: PS, interneurons mediating presynaptic inhibition; RC, Renshaw cell. (Reproduced from
Windhorst, 2007, with permission)
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In decerebrate preparations, extensor Ib afferents inhibit extensor U-motoneurons and excite flexor
U-motoneurons; yet the reverse action also occurs during locomotion, indicating that alternative re-
flex pathways may be involved in different motor tasks. Ia afferents also appear to have differential
effects in intact animals, with some evidence suggesting that Ia feedback is significantly reduced
during walking but greatly enhanced during sprinting. The discharge of W-motoneurons, Ren-
shaw cells, and presynaptic inhibition are also all normally modulated by descending commands,
including those arriving via the corticospinal tract44.
1.5 Motor unit diversity
There exists considerable diversity in the morphology, physiology, and inputs to MUs. The
most well studied source of diversity is in size. MU size can, somewhat confusingly, refer to mul-
tiple quantities: the cell size (diameter) of the U-motoneuron, the diameter of its axon, the number
of fibers it innervates, or the diameter of its fibers. By all accounts, these quantities scale propor-
tionally with one another45. But conventionally, MU size refers to the number of muscle fibers
innervated by the motoneuron, commonly called its ‘innervation ratio’46. Innervation ratios vary
exponentially over a 100-fold range within a motor neuron pool, such that most MUs have small
innervation ratios46. Physiologically, the innervation ratio principally determines a MU’s maximal
force capacity47. To clarify terminology, an impulse emitted by an U-motoneuron drives all of
its muscle fibers to concurrently contract, which generates a brief rise and fall in muscle tension
with a stereotyped temporal profile. This muscle-tension response to one MU impulse is called its
twitch response48. Repeated, high-frequency discharge causes individual MU twitches to fuse into
a ‘tetanic’ response. The force generated by the tetanic response grows linearly at low discharge
frequencies, then sigmoidally at higher frequencies49. The saturation point in this force-frequency
curve is the peak tension, or maximal force capacity of the MU. Like measures of size, maximal
force capacity and the amplitude of the twitch response (‘peak twitch’) scale proportionally with
each other and are essentially interchangeable; if the peak twitch for one MU is larger than that
of another, then its maximal force capacity will also be larger49. Thus, MUs differ in how many
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muscle fibers they control, which determines the maximum force generated by a single impulse or
sustained discharge.
MUs differ not only in size, but also in speed, due to the mechanical properties of their fibers.
One measure of MU speed is its contraction time: the latency between an impulse and the twitch
response reaching its peak50. Contraction times vary over a 7-10-fold range50,51, and larger, more
forceful MUs tend to control faster contracting muscle fibers51. Intriguingly, whereas it was once
thought that fiber types are fixed, extensive work demonstrates that muscle fibers are exquisitely
plastic, capable of undergoing dramatic, type-specific transitions, as reviewed by Pette52. All mus-
cle fibers are uniformly slow contracting in early development3. Initial diversification is driven by
innervation, and muscle fibers innervated by the same motoneuron are generally homogeneous53.
Buller first showed that MU types are not immutable, even well after development; switching
the nerves that supply slow and fast muscle fibers causes the originally slow fibers to contract
more quickly and the fast fibers to contract more slowly54. Fiber type transitions due to cross-
reinnervation are now understood to be driven by the pattern of motoneuron activation52. Fast fibers
can be converted into slow fibers through chronic, low-frequency muscle stimulation (mimicking
the typical tonic pattern of slow MU activity); slow-to-fast transitions are harder to evoke, but can
be achieved with high-frequency stimulation following denervation or nerve blocks55. Fiber type
transitions are not limited to invasive manipulations. Endurance training increases the prevalence
of slow fibers and some evidence indicates that high-intensity sprint training increases the preva-
lence of fast fiber types56. Thus, muscle fiber contractile properties vary broadly across MUs and
are adaptable to external stimuli and functional demands.
The distribution of input sources affords one final form of MU diversity to be considered.
As briefly aforementioned (section 1.4), Renshaw cells mediate recurrent inhibition between U-
motoneurons. In fact, the strength of recurrent inhibition varies widely between motoneurons. By
intracellularly recording from type-identified motoneurons following nerve stimulation, Friedman
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found that recurrent inhibitory postsynaptic potentials are 5-fold larger in slow-twitch (S) than in
fast-twitch, fast-fatiguing (FF) MUs57. From these results, he surmised that
. . . as more FF units are recruited, as in forceful phasic movements, S unit activity
is suppressed by recurrent inhibition from the FF units. Such a relationship would
appear to be advantageous under certain conditions, since S motor units may require
more than 100 ms to reach peak tension and, hence, could compromise vigorous phasic
movement. (Friedman, 1981)57
Slow MUs are also known to receive stronger input from Ia afferents via the stretch reflex44. Thus,
the spinal circuitry supports diversification of inputs into MUs of different sizes and speeds.
1.6 Orderly motor unit recruitment
The nervous system modulates the force generated by a muscle in two ways: MU recruitment
and rate coding. Recruitment refers to exciting a MU above its critical firing threshold, into a
state of active force production, and rate coding refers to modulating its discharge rate49. Based
on the preceding discussion in sections 1.4 and 1.5 – the multitude of descending, intraspinal,
and feedback pathways that converge onto MUs; the broad range in MU size and force capac-
ity; the diversity and plasticity in muscle fiber types; and the non-uniform distribution of input
strengths mediated by different pathways – one might assume that the nervous system leverages
this diversity to control MUs in a flexible and task-specific manner. For example, perhaps it prefer-
entially recruits fast MUs and/or suppresses the discharge of slow MUs to perform fast behaviors,
as suggested by Friedman57. This assumption might be further bolstered by the realization that the
corticospinal tract alone contains 1.1 million axons42, outnumbering the 60,000 MUs dedicated to
limb muscles58 by a ratio of 18 to 1. Granted, it can be difficult to gauge the functional significance
of an input pathway based on a single statistic. In the case of the corticospinal tract, it does ful-
fill multiple roles and contains a relatively small proportion of CM cells that make monosynaptic
connections with MUs42. On the other hand, the maximal CM post-synaptic potentials evoked by
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stimulating cortex in baboons are larger than the post-synaptic potentials from Ia afferents; and the
effectiveness of CM synapses increases with stimulation frequency, which does not occur for Ia
afferents59. Nevertheless, the canonical understanding of MU control largely disregards much of
the diversity among MUs and the functional capacity for motor cortex to leverage that diversity.
The canonical description of MU control rests upon Henneman’s size principle7, though the
seeds of that description were sowed well before Henneman. Due to the reliable transmission
from U-motoneuron to its fibers (section 1.4), muscles essentially act as biophysical amplifiers of
the spinal cord; MU impulses can be identified as time-localized waveforms in electromyographic
(EMG) signals recorded from the muscle60. In 1929, Denny-Brown and Phil found that they could
recruit MUs, one at a time, by gradually stretching the soleus of a decerebrate cat (effectively
exciting MUs through the monosynaptic stretch reflex)61. They further found that releasing the
stretch de-recruited MUs in the reverse order that they were recruited, indicating the existence of
a well-preserved recruitment order. Interestingly, stretching or releasing the muscle affected MU
recruitment, but did not modulate the firing rates of recruited MUs61. In the same year, Adrian and
Bronk recorded EMG signals during voluntary muscle contractions in humans62. They observed
that increasing contraction strength both recruited new MUs and increased all of their firing rates.
Several decades later, Henneman provided a tentative explanation for the sequence of MU
recruitment. While recording from U-motoneuron axons in isolated ventral root filaments of a de-
cerebrate cat, he electrically stimulated its ipsilateral sciatic nerve and found that the amplitude of
newly recruited motoneurons’ action potentials increased with the stimulation current63. In a land-
mark 1965 study, Henneman extensively investigated the link between MU size and recruitment
order through the use of the stretch reflex45. He found that progressively stretching and then releas-
ing the triceps surae in decerebrate cats recruited motoneurons in increasing order by the size of
their action potential, then de-recruited motoneurons in the reverse order (fig. 1.4). This ordering
was not strictly inviolate, but the correlation between size and recruitment order was statistically
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Figure 1.4: Stretch-evoked responses of five alpha motoneurons recorded from a filament of the
first sacral ventral root. Small numerals above action potentials indicate rank of units according to
size. (Reproduced from Henneman, 1965, with permission)
significant and he reasoned that any deviations were merely due to experimental errors, such as
damaging the isolated filaments. Thus, he wrote: “Translating impulse size into fiber diameter
and fiber diameter into cell size, we may conclude that there is a general rule or principle apply-
ing specifically to motoneurons and perhaps to all neurons, according to which the size of a cell
determines its threshold45.” In subsequent studies, Henneman and colleagues found that multiple
spinal reflex pathways64,65, nerve66 and supraspinal67 stimulation in cats all recruited motoneurons
in accordance with a ‘size principle’, wherein small motoneurons are recruited before larger ones.
Henneman interpreted these findings as reflecting a computationally advantageous strategy for the
nervous system68. Since there are practically infinitely many ways that hundreds of MUs could be
combined to generate a particular output, dramatically reducing the number of degrees of freedom
– to one – would greatly reduce the burden on a central controller. Therefore, Henneman argued
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that the size principle represented an all-purpose solution:
It has been suggested that the various inputs converging on a motoneuron pool may
be capable of activating it differentially. It seems unlikely, however, that nature would
evolve a highly ordered pool, organized as a fixed hierarchy, with all its related proper-
ties, just for reflex use. The formidable problems of selection and combination already
noted exist for all types of input and would probably compel the CNS to use the same
general solution in all cases. It is not obvious, moreover, that a more flexible, selective
system would offer any advantages for control of muscles. The necessity for firing all
smaller, more slowly contracting motor units along with the larger, faster ones, as the
fixed rank order demands, may appear to be a limitation, but does not, in our opinion,
introduce any serious difficulties in control or in economy of operation. The available
evidence from this laboratory suggests that the motoneuron pool is used in the same
way by all inputs. (Henneman, 1974)68
Henneman and colleagues leveraged isolated animal preparations to directly relate the size of a
motoneuron to its susceptibility to discharge. Yet the size principle makes specific predictions
about the coordinated activation of MUs that can be readily tested even without measurements of
cell size.
Fundamentally, Henneman’s size principle predicts that MU recruitment is a rigid, orderly pro-
cess: MUs are activated and deactivated in one consistent order, regardless of the type of input
provided to the motoneuron pool. Orderliness in MU recruitment during voluntary contractions
was first reported by Adrian and Bronk, but they did not conduct a detailed analysis of the phe-
nomenon62. In 1973, Milner-Brown and colleagues provided the first direct evidence that MU
recruitment is an orderly process during voluntary isometric contractions of the first dorsal in-
terosseous (a small hand muscle) in humans69. Specifically, they found that MU peak twitch
forces are strongly positively correlated with recruitment thresholds (i.e., the force level at which
a MU begins discharging). Since MU maximal force capacity and size are themselves positively
17
correlated47, the finding of Milner-Brown et al. indicated that the applicability of the size principle
was not limited to isolated preparations of large, postural muscles in cats.
The size principle describes the order in which MUs are recruited/de-recruited to increase/de-
crease muscle force, but does not describe how MU discharge rates are modulated with changes in
muscle force. The first insights were provided by De Luca and colleagues, who analyzed MU fir-
ing rates as humans gradually increased and decreased the strength of voluntary contractions over
several seconds70. They found that the firing rates of all MUs belonging to one muscle increase
and decrease together with concurrent changes in muscle force and are also highly correlated on
small timescales. This observation was interpreted as indicating that MUs within a motor neuron
pool are driven by a common input, which specifies the amplitude of the desired muscle force71.
Orderly MU recruitment and the hypothesis of a “common drive” are two sides of the same
coin. Orderly recruitment describes the typical behavior of MUs, either due to artificial inputs45,63–66
or during voluntary contractions69, whereas common drive describes the control scheme used by
the nervous system to modulate MU activity70. Multiple followup studies spanning several decades
corroborated the predictions of orderly MU recruitment and common drive during steady voluntary
contractions51,72–78. Taken together, these two principles were considered to relieve supraspinal
centers from the burden of regulating the activity of individual MUs separately7,71,79. Instead,
cortex could simply provide a one-dimensional input to a motor neuron pool and passively rely
on the physiological differences between MUs (i.e., their size) to determine their recruitment and
discharge rate for generating the desired level of muscle force.
1.7 Apparent violations of orderly MU recruitment
The limitations of the size principle have been actively contested for decades. Broadly speak-
ing, violations of orderly recruitment have been studied in two contexts: volitional MU control and
task- or context-dependent variations in MU recruitment during natural behavior.
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Several studies report that humans can learn to voluntarily control individual MUs. In 1962,
Harrison and Mortensen pioneered investigations of volitional MU control in the tibialis anterior80.
When provided auditory and/or visual feedback of EMG signals, subjects quickly learned to mod-
ulate the overall firing rate of individual MUs and even produce precisely timed single, double,
triple or quadruple discharge patterns. Some subjects were also able to independently recruit and
control up to six different MUs80. Similarly fine-grained MU control has been observed in muscles
of the hand81–84 and in the biceps85,86. These findings directly conflict with the hypothesis that MU
recruitment is an orderly process51,69–78 strictly enforced by the spinal circuitry45,65,67, suggesting
instead that MU recruitment can be altered at will. An important methodological detail shared by
these conflicting bodies of work is that subjects always performed steady, low-intensity muscle
contractions, usually isometrically (i.e., preserving muscle length by preventing limb movement
with a molded cast or brace).
By the mid 80s, there was growing interest in whether the typical orderliness of MU control
merely reflected the narrow range of behaviors typically employed in laboratory settings. Nardone
first reported the recruitment of fast-twitch MUs and concurrent de-recruitment of slow-twitch
MUs in the gastrocnemii during rapid dorsiflexion in humans87. Similar recruitment patterns were
reported during running in rats88,89 and cycling in humans90. These studies suggest that the man-
ner in which MUs are controlled during steady isometric contractions differs during dynamic tasks.
Other studies considered variations in MU recruitment based on the type of movement or direc-
tion of exerted forces. ter Haar Romeny and colleagues found that MU recruitment in the long
head of the biceps depends on the motor action; some MUs are recruited exclusively during elbow
flexion or forearm supination, while other MUs are recruited based on the linear (or nonlinear)
combination of flexion/supination forces91. Herrmann and Flanders found that MUs in the biceps
and deltoid are “directionally tuned”. In subjects generating forces in a 3-dimensional workspace,
MUs are preferentially recruited for one or two different force directions92. These findings all
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seem to refute the notion of a fixed, rigid recruitment order. However, some important technical
and scientific caveats have prevented much of this work from substantially altering the canonical
view of MU control.
The most direct way to measure MU activity requires inferring MU spike times. Each MU
detected by EMG electrodes generates a unique spatiotemporal waveform in the EMG signals ev-
ery time the MU emits an action potential (“spike”)60. Inferring all of the unique action potential
waveforms contained within the EMG signals and the times that they occur therefore provides pre-
cise information about the neural discharge of individual MUs. Increasing the intensity of muscle
contractions tends to recruit new MUs and increase the firing rate of all recruited MUs, which sub-
stantially increases the chances that two MUs will discharge coincidentally. Coincidental discharge
of one or more MUs causes their signature waveforms to overlap on the EMG signals, which com-
plicates identifying each individual MU60. Consequently, directly measuring MU activity during
dynamic movements is extremely difficult. Most studies of MU recruitment during dynamic tasks
circumvented this issue, instead relying on indirect measures of MU activity. Nardone compared
individual MU firing rates with the overall activity of the muscle and could not resolve instances
of overlapping MU waveforms87. More recent investigations88–90 leveraged an entirely different
method of inferring MU activity based on time-frequency decompositions of EMG signals93. This
method does not provide direct measurements of MU spike times, but affords some information
about the relative activation of slow- and fast-twitch MUs94,95. Yet the extent to which MU re-
cruitment during natural behaviors can be reliably studied based on spectral properties of EMG
signals alone is controversial96. Aside from these technical matters, scientific caveats have also
complicated the interpretation of prior work suggesting flexibility in MU recruitment.
As originally conceived, the size principle applies to an anatomically defined motor neuron
pool (i.e., those motoneurons which innervate all the fibers belonging to one muscle)45,97. Yet there
are known cases in which one muscle is functionally segregated into “task groups”98. In general,
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muscles are used in one of three kinematic contexts – isometric (preserving muscle length), con-
centric (shortening muscle), and eccentric (lengthening muscle) – which, due to the various non-
linear properties of muscle fibers and sensory organs, represent very different operating regimes.
For example, muscle spindles provide strong afferent input to U-motoneurons during isometric
and lengthening contractions, but spindle afferents turn off with high rates of muscle shortening98.
Thus, Loeb proposed: “When a muscle is required to perform more than one kinematic type of
task (e.g. active lengthening vs active shortening), it may solve the control circuit problem by
functionally dividing itself into two separate task-orientated groups.98” The action of the sartorius
muscle during walking is a prime example. Sartorius is a biarticular muscle that is divided into
two anatomically distinct compartments (corresponding to two different motor neuron pools); the
anterior head flexes the knee and the medial head extends the knee99. Yet within the anterior head
itself, there are two distinct groups of motoneurons, one which is active during the stance phase of
a step cycle and the other is active during the swing phase99. This finding would conflict with the
size principle under a strict anatomical definition of a motor neuron pool but not under a refined
definition that accounts for task groups in multifunctional muscles:
The simplifying “size principle” apparent in the inputs to and the recruitment of the
motor pools of unifunctional muscles could still hold for the motoneurons comprising
each group. The traditional concept of “motor pool,” which stemmed from purely
anatomical considerations, would thus be replaced with the concept of task-specific
groups of motoneurons whose properties would be defined on functional, in addition
to morphological, criteria. (Hoffer et al., 1987)99
It has therefore been argued that apparent violations of the size principle be evaluated under
an “operational” definition of a motor neuron pool100. Much of the work demonstrating task-
dependent91,92 or volitional83,85,86 MU control were conducted in multifunctional muscles. In
some cases, the authors explicitly noted that volitional MU control was only achievable in multi-
functional muscles (but not in unifunctional muscles)84 or when subjects were allowed to change
postures82,85. Thus, it remains unclear whether meaningful violations of orderly recruitment ac-
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tually occur or merely reflect the known properties of multifunctional muscles100. Furthermore,
analyses of the mechanical properties of muscles in response to different artificially induced pat-
terns of MU recruitment indicates that selectively recruiting fast-twitch MUs may not actually
confer any functional advantage101. It also remains controversial whether fast-twitch MUs are, in
fact, selectively recruited during rapid voluntary contractions102. Thus, as described in C.J. Heck-
man’s comprehensive survey of motor units, despite “some suggestions that certain conditions
require some flexibility [in motor unit recruitment]103”, the general consensus remains that MU
recruitment during voluntary contractions adheres to the predictions of Henneman’s size principle.
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Chapter 2: Flexible Neural Control of Motor Units
Voluntary movement requires communication from cortex to the spinal cord, where a dedi-
cated pool of motor units (MUs) activates each muscle. The canonical description of MU function,
established decades ago, rests upon two foundational tenets. First, cortex cannot control MUs inde-
pendently7 but supplies each pool with a common drive that specifies force amplitude70,71. Second,
as force rises, MUs are recruited in a consistent order51,62,69,72–78 typically described by Henne-
man’s size principle45,63,64,66,68. While this paradigm has considerable empirical support, a direct
test requires simultaneous observations of many MUs over a range of behaviors. We developed an
isometric task that allowed stable MU recordings during rapidly changing force production. MU
responses were surprisingly flexible and behavior-dependent. MU activity could not be accurately
described as reflecting common drive, even when fit with highly expressive latent factor models.
Neuropixels probe recordings revealed that, consistent with the requirements of fully flexible con-
trol, the cortical population response displays a surprisingly large number of degrees of freedom.
Furthermore, MUs were differentially recruited by microstimulation at neighboring cortical sites.
Thus, MU activities are flexibly controlled to meet task demands, and cortex has the capacity to
contribute to that ability.
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2.1 Introduction
Primates produce myriad behaviors, from acrobatic maneuvers to object manipulation, all re-
quiring precise neural control of muscles. Each muscle is controlled by a motor neuron pool con-
taining hundreds of anatomically and functionally diverse motor units (MUs)4. One MU is defined
as a spinal U-motoneuron and the muscle fibers it uniquely innervates3. MUs are highly heteroge-
neous104, differing in size (large MUs innervate more fibers), duration of generated force104, and
the muscle length where force is maximal105.
Optimality suggests using MUs best suited to the specific situation92. Yet such flexibility would
necessitate non-trivial computational resources, including participation by brain areas aware of the
full movement and context. A simpler alternative is a spinally implemented recruitment strategy
that approximates optimality in limited contexts. Supported by nearly a century of research, this
alternative has become the canonical conception of MU control7,106. In decerebrate cats, MUs are
recruited and de-recruited in a consistent order61 from smallest to largest according to Henneman’s
size principle45,63,64,66,68. Orderly MU recruitment is similarly observed following supraspinal
stimulation in cats67 and during voluntary muscle contractions in humans51,62,69,72–78. MU firing
rates increase monotonically with force and display correlated fluctuations70, arguing that MUs are
jointly controlled by a one-dimensional (1D) ‘common drive’71. This ‘rigid control’ hypothesis –
common drive followed by small-to-large recruitment – is codified in standard models of muscle
activation49,107.
Rigid control is believed to relieve cortex from the burden of controlling MUs independently68,71.
Small-to-large recruitment minimizes fluctuations during constant force production and is thus op-
timal in that context108–110. In idealized form, rigid control describes each muscle and its MU
pool. There are known exceptions91,92,98,111,112 when a ‘multifunctional’ muscle pulls in different
directions (necessitating more than one common drive92,111) or drives movement across two joints
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and participates in multiple synergies91. These properties are compatible with rigid control under
an operational definition of an MU pool100,113,114; descending commands can remain simple (spec-
ifying force direction92 or synergy activation91) and small-to-large recruitment holds for any given
force direction.
The alternative to rigid control is highly flexible MU recruitment that adapts to situational de-
mands. Some flexibility has been observed during locomotion88,89, where it may reflect the need to
control force when a muscle lengthens under load87,98,115. It also seems intuitive that recruitment
should favor fast-twitch MUs when forces change rapidly. Yet it remains controversial whether
speed does100,103,116 or should101 influence recruitment.
Rigid control is thus believed to govern the vast majority of cases101, with exceptions being
rare and/or inconsistent across studies100,103. An accepted caveat is that critical tests have yet to
be performed100. Due to the difficulty of recording many MUs during swiftly changing forces116,
no study has directly addressed the key situation where rigid and flexible control make divergent
predictions: when a subject skillfully performs diverse movements, is MU recruitment altered to
suit each movement? An additional key test also remains. Fully flexible control would require,
in addition to spinal mechanisms, some influence from areas aware of overall context. Flexible
control thus makes the strong prediction that altering cortical activity should alter recruitment.
This does not occur in cat67, but remains to be examined in primate.
2.2 Results
2.2.1 Pac-Man Task and EMG recordings
We trained one rhesus macaque to perform an isometric force-tracking task. The monkey
modulated force to control the vertical position of a ‘Pac-Man’ icon and intercept scrolling dots
(fig. 2.1a). We could request any temporal force profile by appropriately selecting the dot path.




Figure 2.1: Experimental setup and MU spikes. (a) Dynamic experiments. A monkey modu-
lated the force generated against a load cell to control Pac-Man’s vertical position and intercept a
scrolling dot path. A variety of force profiles were used, a subset of which were also employed
during muscle-length and microstimulation experiments. (b) Muscle-length experiments. The ma-
nipulandum was positioned so that the angle of shoulder flexion was 15◦ (long) or 50◦ (short).
(c) Stimulation experiments. Intracortical microstimulation was delivered through a linear array
inserted in sulcal motor cortex. (d) Behavior and MU responses during one dynamic-experiment
trial. The target force profile was a chirp. Top: generated force. Middle: eight-channel EMG
signals recorded from the lateral triceps. 20 MUs were isolated across the full session; 13 MUs
were active during the displayed trial. MU spike times are plotted as circles (one row and color per
MU) below the force trace. EMG traces are colored by the inferred contribution from each MU
(since spikes could overlap, more than one MU could contribute at a time). Bottom left: waveform
template for each MU (columns) and channel (rows). Templates are 5 ms long. As shown on an
expanded scale (bottom right), EMG signals were decomposed into superpositions of individual-
MU waveform templates. The use of multiple channels was critical to sorting during challenging
moments such as the one illustrated in the expanded scale. For example, MU2, MU5, and MU10
had very different across-channel profiles. This allowed them to be identified when, near the end
of the record, their spikes coincided just before the final spike of MU12. The ability to decompose
voltages into a sum of waveforms also allowed sorting of two spikes that overlapped on the same
channel (e.g., when the first spike of MU6 overlaps with that of MU10, or when the first spike
of MU9 overlaps with that of MU5). Multiple channels also guarded against mistakenly sorting
one unit as two if the waveform scaled modestly across repeated spikes (as occurred for a modest
subset of MUs).
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ployed many force profiles including slow and fast ramps and sinusoids (fig. S2.6). Muscle-length
experiments (fig. 2.1b) investigated whether MU recruitment reflects joint angle/muscle length,
using a subset of force profiles. Microstimulation experiments (fig. 2.1c) artificially perturbed de-
scending commands using microstimulation delivered via a linear electrode array in sulcal primary
motor cortex (M1).
On each of 38 sessions, we recorded from multiple custom-modified percutaneous thin-wire
electrodes closely clustered within the head of one muscle. Recordings were made from the tri-
ceps and deltoid (dynamic experiments); deltoid (muscle-length experiments); and triceps, deltoid,
and pectoralis (microstimulation experiments). It is notoriously difficult to spike sort EMG signals
during dynamic tasks; movement threatens recording stability and vigorous muscle contractions
cause MU action-potential waveforms to superimpose60. Three factors enabled us to identify the
spikes of multiple single MUs, even during high-frequency force oscillations (fig. 2.1d). First,
the isometric task facilitated stable recordings even when force changed rapidly. Second, activity
intensity could be titrated via the gain linking force to Pac-Man’s position. Finally, a given MU
typically produced a complex waveform spanning many channels (fig. 2.1d, bottom), which we
identified by adapting recent advances in spike sorting117–119, including methods for resolving su-
perimposed waveforms118 (section 2.6.1).
We isolated 3-21 MUs in each session (356 total units). Analyses considered only simulta-
neously recorded neighboring MUs, for two reasons. First, many of our recordings were from
the deltoid, where different regions pull in different directions and physically distant MUs thus
have different ‘preferred force directions’92. Second, across-session behavioral variability could
conceivably make recruitment order appear inconsistent in pooled data. We thus compared only
amongst simultaneously recorded neighboring MUs within a single muscle head, with all forces
generated in one direction.
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2.2.2 Motor unit activity during behavior
Rigid control applies to the behavior of the full MU pool, yet provides constraints that can be
visualized at the level of MU pairs. MUs should be recruited in a consistent order45,68 and changes
in their activity should not be strongly opposing72,77. Responses of MU pairs were typically con-
sistent with these predictions during gradually changing forces at a single muscle length. For
example, in fig. 2.2a, MU88 is recruited before MU90 and the activity of both increases monoton-
ically with increasing force. Both become less active as force decreases, with MU88 de-recruited
last. The predictions of rigid control sometimes held during swiftly changing forces (fig. 2.2b).
However, violations were common when comparing rapidly and slowly changing forces. For ex-
ample, in fig. 2.2e, MU309 is more active during the sinusoid (left) than during the ramp (right),
while the opposite is true for MU311. Thus, which of the two MUs contributes the most to force
production depends on context.
Recruitment incompatible with rigid control also occurred within individual conditions if force
changed at different rates during different epochs. In fig. 2.2c, MU109’s activity rises threefold in
anticipation of sudden force offset, even as MU108’s activity declines. In fig. 2.2d, over the last
three cycles of a chirp force profile, MU324’s activity decreases as MU329’s activity increases.
These examples are inconsistent with common drive, which cannot simultaneously increase and
decrease. For both pairs, the key violation (activity decreasing for one MU while increasing for
another) was not observed when holding a static force. Instead, activity reflected whether forces
were, or soon would be, rapidly changing. Yet it was rarely the case that MU activity simply
reflected the derivative of force. The rate of MU109 (fig. 2.2c) rises while force is constant. And
while MU329 (fig. 2.2d) and MU309 (fig. 2.2e) are more active during higher-frequency forces,
they do not phase lead their neighboring MUs. Activity reflecting not just force, but the overall
situation, was particularly evident with changes in muscle length, both when activity was swiftly
changing (fig. 2.2f) and when it was static (fig. 2.2g). Changes in recruitment with muscle length
could be large (e.g., an MU becoming inactive for a given posture) but could also be more modest,
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Figure 2.2: Example MU re-
sponses. Each panel displays the
trial-averaged force (top), mean
firing rate with standard error
(middle) and spike rasters (bot-
tom) for a pair of concurrently
recorded MUs during dynamic (a-
e), muscle-length (f,g), and stim-
ulation (h-j) experiments. Verti-
cal scale bars indicate 8 N (forces)
and 20 spikes/s (firing rates). Hor-
izontal scale bars indicate 250 ms.
Columns within panels correspond
to different conditions. In h-
j, labels indicate the stimulation
electrode. Bars (with shaded re-
gion overlapping rasters) indicate
stimulation duration. On aver-
age (across all sessions and experi-











allowing us to confirm recording stability (fig. S2.7).
2.2.3 Cortical perturbations
Many aspects of the flexibility that we observed (especially those reflecting muscle length)
are likely due to spinally implemented flexibility. Yet recruitment reflected factors beyond force
and its instantaneous derivative, including whether force would soon change or was overall high
frequency, suggesting that supraspinal mechanisms may contribute. If so, it should be possible
to alter recruitment by artificially perturbing descending cortical commands120. The opposite pre-
diction is made by the classical hypothesis that rigid control is fully enforced at or near the MU
pool45. If so, perturbation-induced activity, while unnatural in time course, should display orderly
recruitment67. We manipulated M1 activity using microstimulation (57 ms, 333Hz). Penetration
locations and electrode choices were optimized to activate the recorded muscle.
Cortical perturbations often produced unexpected recruitment patterns. For example, given
recruitment during a slow force ramp (fig. 2.2h, left), any common drive that activates MU295
(blue) should also activate MU289 (red). Yet stimulation on electrode 24 activated MU295 but not
MU289 (center). When MU289 was already active during static force production, stimulation had
an effect consistent neither with common drive (it differed for the two MUs) nor with natural re-
cruitment (where MU289 was always more active). Similarly, in fig. 2.2i, stimulation on electrode
24 selectively activated MU224, although MU221 was lower-threshold during a force ramp. Oc-
casionally, cortical perturbations produced hysteresis (fig. 2.2i, right), likely reflecting persistent
inward currents121. Unlike the direct effect of stimulation, hysteresis rarely altered recruitment
order (activity was higher for MU221, as during natural recruitment)103.
Thus, in primates, MU recruitment is readily altered by cortical perturbations. Indeed, neigh-
boring MUs, recorded on the same set of closely-spaced electrodes, were often differentially re-
cruited by physically proximal stimulation sites (100 `m electrode spacing). For example, in
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fig. 2.2j, electrode 23 recruits MU208, electrode 27 recruits MU215, and electrode 24 recruits
both. It remains unclear to what degree the capacity for fine-grained control is typically used
(stimulation is an intentionally artificial perturbation), but cortex certainly has the capacity to in-
fluence recruitment.
2.2.4 State space predictions of rigid control
The predictions of flexible and rigid control can be evaluated by plotting the activity of two
MUs jointly in state space. Under rigid control, MU activity increases nonlinearly but monoton-
ically with force magnitude49,73,107 (fig. 2.3a). Thus, when represented as a point in state space,
activity should move farther from the origin with increasing force, tracing a curved (due to the non-
linearities) monotonic one-dimensional (1D) manifold. The manifold is 1D because the activity
of every MU varies with a common drive. The manifold is monotonic because, as common drive
increases, the rate of every MU increases (or stays the same if unrecruited or at maximal rate).
Because each MU has a static link49,107 function (transforming common drive into a firing rate)
manifold shape is preserved across situations. This formulation simply restates the fundamental
tenets of rigid control: different MUs are recruited at different times and in different ways, but all
have activity that is a monotonic function of a common drive. Thus, under rigid control, the 1D
manifold can take any monotonically increasing shape, but activity should always lie on the same
manifold (fig. 2.3b). In contrast, flexible control predicts that activity will exhibit many patterns
that cannot be described by a monotonic 1D manifold (fig. 2.3c).
We used the state-space view to examine the joint activity of MU pairs, including many of
those from fig. 2.2. Examining activity in both formats helps determine whether apparent depar-
tures from rigid control are real and nontrivial. Under rigid control, the identity of the most-active
MU may reverse if the later-recruited MU has a steeper link function. Without close inspection,
this might appear to violate rigid control when plotting activity versus time. In contrast, the state






Figure 2.3: State space predictions for rigid and flexible MU control. (a) Schematic illustrating
firing rates for a pair of hypothetical MUs that are consistent with rigid control. (b) Firing rates
of the same hypothetical MUs, plotted in state space, for the condition in a (purple) and another
idealized condition (green). Lines are shaded light-to-dark with the passage of time. Because these
hypothetical MUs obey rigid control, activity lies on a 1-D monotonic manifold. (c) Schematic of
how MU activity could evolve if control is flexible rather than rigid. Activity does not lie on
a 1-D monotonic manifold. (d) State-space plots for three MU pairs recorded during dynamic
experiments. (e) State-space plots for three MU pairs recorded during muscle-length experiments
for a 250 ms ramp down force profile. (f) State-space plots for three MU pairs recorded during
microstimulation experiments.
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MUs with different latencies could create brief departures from a monotonic 1D manifold, but the
lack of a true violation would be apparent when plotting activity versus time.
When considering only slowly changing force profiles, activity typically approximated a mono-
tonic 1D manifold (fig. 2.3d, left). During rapidly changing forces, activity often deviated from
a monotonic 1D manifold either within a condition (fig. 2.3d, center) or relative to conditions
with slowly changing forces (right). ‘Looping’ within a single rapid cycle could reflect latency
differences rather than a true violation. However, rigid control is inconsistent with the differently
oriented loops across cycles within a chirp force profile (fig. 2.3d, center) and with the very differ-
ent trajectories during a 3 Hz sinusoid and a slow ramp (right). Large deviations from a monotonic
1D manifold were also observed across muscle lengths (fig. 2.3e). Cortical perturbations often
drove deviations, both when comparing among electrodes and when comparing with natural re-
cruitment (fig. 2.3f).
Quantification across all simultaneously recorded MU pairs confirmed that departures from a
monotonic 1D manifold were usually small when considering only slowly changing forces within a
single muscle length. Departures were larger when also considering rapidly changing forces, both
muscle lengths, or cortical perturbations (figs. S2.8 and S2.9). This effect was seen in 36 of 38
sessions. This quantification was highly conservative; departures were nonzero only if they could
not be attributed to latency differences when comparing just two moments of time. To consider
how well rigid control describes MU activity across all times and conditions, we leveraged a model-
based approach.
2.2.5 Latent factor model
The central tenet of rigid control is that all MUs within a pool are controlled by a common
drive; different MU activities arise from MU-specific link functions of that drive. We wished to
quantitatively evaluate how well this model can account for the joint activity of all simultaneously
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recorded MUs. Conceptually this approach is simple: the model should be rejected if it fits the
data poorly even when granted full expressivity (no constraints other than those inherent to rigid
control). Existing models of MU control employ idealized link functions (rectified linear49 or
sigmoidal107). While reasonable, those choices limit expressivity. We instead employed a proba-
bilistic latent factor model (fig. 2.4a) where the rate of each MU is a function of common drive:
A8 (C) ∼ 58 (G(C+g8)). Model fitting used black box variational inference122 to infer G(C) and learn the
MU-specific 58 and time-lag, g8. 58 was unconstrained other than being monotonically increasing.
The resulting model obeys rigid control but is otherwise highly expressive; it can assume es-
sentially any common drive and set of link functions. Because MUs can have different latencies,
it can produce some departures from a monotonic 1D manifold. The model provided good fits
during slowly changing forces (fig. 2.4b, top). Fit quality suffered in all other situations, including
cortical perturbations (fig. 2.4b, bottom), because the model could not account for the manifold
changing flexibly across situations.
For each session, we fit the activity of all MUs during the 4-second increasing ramp condi-
tion, either alone or collectively with other conditions. Error was always computed during the
4-second increasing ramp only. This allowed us to ascertain whether the model’s ability to account
for activity during a ‘traditional’ situation was compromised when it had to also account for other
situations. Fit error was cross-validated (using random data partitions) and thus should be zero on
average for an accurate model. That property was confirmed using an artificial MU population that
could be described by one latent factor but was otherwise realistic (accomplished by reconstructing
each MU’s response from the first population-level principal component, followed by a rectifying
nonlinearity). Fit error was indeed nearly zero for the artificial population (fig. 2.4c, filled circles)
regardless of how many conditions were fit.




Figure 2.4: Latent Factor Model. (a) The premise of rigid control is that MU firing rates are
fixed ‘link functions’ of a shared, 1-D latent input. If so, it should be possible to infer link functions
and a latent that account for the observed rates. We assessed the degree to which this was true,
with essentially no constraints other than that link functions be monotonically increasing. (b)
Illustration of model fits for simplified situations: the activity of two MUs during a slow ramp
(top) or following cortical stimulation on three different electrodes (bottom). (c) Quantification of
model performance when accounting for the activity of the full MU population. Cross-validated
error was the median (across MUs) dot product of the model residuals (difference between actual
and model MU activity) for random splits of trials during the slow-ramp condition alone. Cross-
validated error was computed when the model only had to fit the ramp condition, or also had to
fit other conditions. Left. For dynamic experiments, the other conditions were the different force
profiles. Center. For muscle-length experiments, the other conditions were different force profiles
using the same muscle length (a subset of the force profiles used in the dynamic experiments) or
all force profiles across both muscle lengths. Right. For microstimulation experiments, the other
conditions involved cortical stimulation (on one of 4-6 electrodes) during static force production
at different levels. Error bars indicate the mean ± standard deviation of the cross-validated error
across 10 model fits, each using a different random division of the data to compute cross-validated
error. Circles indicate fit error when the model was fit to an artificial population response that
truly could be described by rigid control, but otherwise closely resembled the empirical population
response. (d) Proportion of total MUs that consistently violated the 1-latent model when fit to
pairs of conditions. Each entry is the difference between the proportion of consistent violators
obtained from the data and the proportion expected by chance. Left: dynamic experiments; right:
muscle-length experiments.
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during the 4-second increasing ramp (fig. 2.4c, purple). Fits were compromised when the model
had to also account for dynamically changing forces, different muscle lengths, or cortical pertur-
bations. This combination of findings explains why the hypothesis of rigid control was appealing
(it can describe responses when forces change slowly) while also demonstrating that it fails to de-
scribe MU activity once a broader range of behaviors is considered.
We used a complementary approach, focused on single trials, to further explore when the model
of rigid control failed. We fit the model to single-trial responses from two conditions at a time. We
defined an MU as a ‘consistent violator’ if its activity was overestimated for trials from one con-
dition and underestimated for trials from the other condition, at a rate much higher than chance.
Consistent violators indicate that recruitment differs across conditions in a manner inconsistent
with rigid control. Consistent violators were relatively rare when two conditions had similar fre-
quency content (fig. 2.4d, left, dark entries near diagonal), but became common when conditions
had dissimilar frequency content. Additionally, consistent violators became common when com-
paring across muscle lengths (fig. 2.4d, right).
2.2.6 Neural degrees of freedom
If a one-degree-of-freedom (common) drive cannot account for MU activity, how many degrees
of freedom must one assume (fig. 2.5a)? To identify a lower bound, we fit models with multiple
latent factors for two dynamic-experiment sessions (those with the most simultaneously recorded
active MUs: 16 and 18). Cross-validated fit error (fig. 2.5b) reached zero around 4-6 factors. Thus,
describing the activity of the 16-18 MUs required 4-6 degrees of freedom. Because we recorded a
minority of MUs (the triceps alone contain a few hundred) from a localized region during a sub-
set of behaviors, there are likely many more degrees of freedom even for a given muscle. Neural
control of the arm may thus be quite high-dimensional, with dozens or even hundreds of degrees




Figure 2.5: Quantifying neural degrees of freedom. (a) We considered the number of latent
inputs that drive MU activity. (b) Cross-validated fit error for models with 1-10 latent factors.
Cross-validated error (fig. 2.4c) was computed across all dynamic-experiment conditions. Error
bars indicate the mean ± standard deviation of that median error across 10 model fits, each using
a different random division of the data to compute cross-validated error. (c) We recorded neural
activity in M1 using 128-channel Neuropixels probes. (d) Two sets of trial-averaged firing rates
were created from even and odd trials. Traces show the projection of the even (green) and odd
(purple) population activity onto three principal components (PCs) obtained from the even set.
Traces for PCs 1 and 50 were manually offset to aid visual comparison. (e) Reliability of neural
latent factors. Two sets of trial-averaged data were obtained from random partitions of single
trials. Both data sets were projected onto the principal components (factors) obtained from one
set. The reliability of each factor was computed as the correlation between the projection of each
data set onto the factor. Traces indicate the mean and 95% confidence intervals (shading) for 25
re-samples of M1 activity (blue) and simulated data with 50 (yellow), 150 (orange), and 500 (red)
latent signals.
It is unclear how many of these degrees of freedom are influenced by descending control.
Anatomy suggests it could be many. The corticospinal tract alone contains approximately one mil-
lion axons42, and our perturbation experiments reveal a potential capacity for fine-grained control.
A counterargument is that descending commands must be drawn from dimensions occupied by
cortical activity, which is typically described as residing in a low-dimensional manifold25,35,36. In
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standard tasks, 10-20 latent factors account for most of the variance in M1 activity26,32,35,36,123.
Yet the remaining structure, while small, may be meaningful22 given that descending commands
appear to be small relative to other signals31.
We reassessed the dimensionality of activity in M1, aided by three features. First, our task
involves force profiles spanning a broad frequency range, potentially revealing degrees of free-
dom not used in other tasks. Second, we considered an unusually large population (881 sulcal
neurons) recorded over multiple sessions using the 128-channel version of primate Neuropixels
probes (fig. 2.5c). Third, to assess whether a latent factor is meaningful, we focused not on its
relative size (i.e., amount of neural variance explained) but on whether it was reliable across trials
(fig. 2.5d) using a method similar to that of Stringer and colleagues124. When analyzing a subset of
neurons, a small but meaningful signal (e.g., one that could be reliably decoded from all neurons)
will be corrupted by spiking variability but will still show some nonzero reliability across trials.
We defined reliability, for the projection onto a given principal component, as the correlation be-
tween held-out data and the data used to identify the principal component (fig. 2.5d).
The first two hundred principal components all had reliability greater than zero (fig. 2.5e). To
put this finding in context, we analyzed artificial datasets that closely matched the real data but
had known dimensionality. Even when endowed with 150 latent factors, artificial populations dis-
played reliability that fell faster than for the data. This is consistent with the empirical population
having more than 150 degrees of freedom, an order of magnitude greater than previously con-
sidered26,32,35,36,123. For comparison, if M1 simply encoded a force vector, there would be only
one degree of freedom; all forces in our experiment were in one direction. Encoding of the force
derivative would add only one further degree of freedom. Thus, the M1 population response has
enough complexity that it could, in principle, encode a great many outgoing commands beyond
force per se. Direct inspection of individual-neuron responses (fig. S2.10) supports this view;
neurons displayed a great variety of response patterns.
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2.3 Discussion
The hypothesis of rigid control – a common drive followed by size-based recruitment – has re-
mained dominant7,106 for three reasons: it describes activity during steady force production51,62,69,72–78,
would be optimal in that situation109, and could be implemented via simple mechanisms45,68. It has
been argued that truly flexible control would be difficult to implement and that “it is not obvious...
that a more flexible, selective system would offer any advantages.68” Yet there has existed evi-
dence, often using indirect means, for at least some degree of flexibility in specific situations103.
Our findings argue that flexible MU control is likely a normal aspect of skilled performance in
the primate. Recruitment differed anytime two movements involved different force frequencies or
muscle lengths.
An appealing hypothesis is that flexibility reflects the goal of optimizing recruitment for each
behavior. To test the internal validity of this hypothesis, we employed a normative model of force
production by an idealized motor pool where MUs varied in both size and how quickly force
peaked and decayed (Supp. Materials). The model employed whatever recruitment strategy max-
imized accuracy, using knowledge of future changes in force. During slowly changing forces, the
model adopted the classic small-to-large recruitment strategy (fig. S2.12). During rapidly changing
forces, the model adopted different strategies that leveraged heterogeneity in MU temporal force
profiles. From this perspective, the size principle emerges as a special case of a broader optimality
principle.
Optimal recruitment would require cooperation between spinal and supraspinal mechanisms.
Our data support this possibility. Flexibility driven by changes in muscle length presumably de-
pends upon spinally available proprioceptive feedback114. During dynamic movements, some as-
pects of flexibility reflect future changes in force, which would likely require descending signals.
The nature of the interplay between spinal and descending contributions remains unclear, as is
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the best way to model flexibility. Flexibility could reflect multiple additive drives to the MU pool
and/or modulatory inputs that alter input-output relationships121 (i.e., flexible link functions). Both
mechanisms could have spinal and/or supraspinal sources.
The hypothesis that descending signals influence MU recruitment has historically been con-
sidered implausible, as control might be unmanageably complex unless degrees of freedom are
limited68,71. Indeed, descending control has typically been considered to involve muscle syner-
gies125, without even the ability to independently control individual muscles. Consistent with that
view, recruitment order is unaltered by supraspinal stimulation in cats67. Recruitment can be al-
tered using biofeedback training in humans80,81, although it is debated whether this ability reflects
unexpected flexibility or simply leverages known compartmentalization of multifunctional mus-
cles84,126.
In our view there is little reason to doubt the existence of descending influences on MU recruit-
ment. The corticospinal tract alone contains on the order of a million axons42, including direct
connections onto U-motoneurons42,43 from neurons whose diverse responses127 reflect the context
in which a force is generated128. Our findings supply three additional reasons to suspect rich de-
scending control. First, during a learned task performed skillfully, recruitment is far more flexible
than previously thought. Second, stimulation of neighboring cortical sites can recruit neighboring
MUs, disproving the assumption that “the brain cannot selectively activate specific motor units7”.
Third, M1 activity has a surprisingly large number of degrees of freedom that could potentially
contribute descending commands. Future experiments will need to further explore whether MU
recruitment is fully or partially flexible, the level of granularity of descending commands, and how





All protocols were in accord with the National Institutes of Health guidelines and approved by
the Columbia University Institutional Animal Care and Use Committee. Subject C was an adult,
male macaque monkey (Macaca mulatta) weighing 13 kg.
During experiments, the monkey sat in a primate chair with his head restrained via surgical
implant and his right arm loosely restrained. To perform the task, he grasped a handle with his
left hand while resting his forearm on a small platform that supported the handle. Once he had
achieved a comfortable position, we applied tape around his hand and velcro around his forearm.
This ensured consistent placement within and between sessions. The handle controlled a manip-
ulandum, custom made from aluminum (80/20 Inc.) and connected to a ball bearing carriage on
a guide rail (McMaster-Carr, PN 9184T52). The carriage was fastened to a load cell (FUTEK,
PN FSH01673), which was locked in place. The load cell converted one-dimensional (tensile and
compressive) forces to a voltage signal. That voltage was amplified (FUTEK, PN FSH03863)
and routed to a Performance real-time target machine (Speedgoat) that executed a Simulink model
(MathWorks) to run the task. As the load cell was locked in place, forces were applied to the
manipulandum via isometric contractions.
The monkey controlled a ‘Pac-Man’ icon, displayed on an LCD monitor (Asus PN PG258Q,
240 Hz refresh, 1920 x 1080 pixels) using Psychophysics Toolbox 3.0. Pac-Man’s horizontal po-
sition was fixed on the left hand side of the screen. Vertical position was directly proportional to
the force registered by the load cell. For 0 Newtons applied force, Pac-Man was positioned at the
bottom of the screen; for the calibrated maximum requested force for the session, Pac-Man was
positioned at the top of the screen. Maximum requested forces (see: Experimental Procedures,
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below) were titrated to be comfortable for the monkey to perform across multiple trials and to acti-
vate multiple MUs, but not so many that rendered EMG signals unsortable. On each trial, a series
of dots scrolled leftwards on screen at a constant speed (1344 pixels/s). The monkey modulated
Pac-Man’s position to intercept the dots, for which he received juice reward. Thus, the shape of the
scrolling dot path was the temporal force profile the monkey needed to apply to the handle to obtain
reward. We trained the monkey to generate static, step, ramp, and sinusoidal forces over a range of
amplitudes and frequencies. We define a ‘condition’ as a particular target force profile (e.g., a 2 Hz
sinusoid) that was presented on many ‘trials’, each a repetition of the same profile. Each condition
included a ‘lead-in’ and ‘lead-out’ period: a one-second static profile appended to the beginning
and end of the target profile, which facilitated trial alignment and averaging (see below). Trials
lasted 2.25-6 seconds, depending on the particular force profile. Juice was given throughout the
trial so long as Pac-Man successfully intercepted the dots, with a large ‘bonus’ reward given at the
end of the trial.
The reward schedule was designed to be encouraging; greater accuracy resulted in more fre-
quent rewards (every few dots) and a larger bonus at the end of the trial. To prevent discouraging
failures, we also tolerated small errors in the phase of the response at high frequencies. For exam-
ple, if the target profile was a 3 Hz sinusoid, it was considered acceptable if the monkey generated
a sinusoid of the correct amplitude and frequency but that led the target by 100 ms. To enact this
tolerance, the target dots sped up or slowed down to match his phase. The magnitude of this phase
correction scaled with the target frequency and was capped at ± 3 pixels/frame. To discourage in-
appropriate strategies (e.g., moving randomly, or holding in the middle with the goal if intercepting




After task performance stabilized at a high level, we performed a sterile surgery to implant
a cylindrical chamber (Crist Instrument Co., 19 mm inner diameter) that provided access to M1.
Guided by structural magnetic resonance imaging scans taken prior to surgery, we positioned the
chamber surface-normal to the skull, centered over the central sulcus. We covered the skull within
the cylinder with a thin layer of dental acrylic. Small (3.5 mm), hand-drilled burr holes through
the acrylic provided the entry point for electrodes.
Intracortical recordings and microstimulation
Neural activity was recorded with Neuropixels probes. Each probe contained 128 channels
(two columns of 64 sites). Probes were lowered into position with a motorized microdrive (Nar-
ishige). To facilitate inserting the probe, a ‘sharp’ microelectrode (FHC) was used to poke through
the dura by hand before lowering the Neuropixels probe. Pre-poking the dura was done with the
metal guide tube in place (resting on the surface of the cortical tissue) and the Neuropixels probe
floating above and off-axis from the guide tube. Pre-poking was often sufficient to ensure smooth
entry into cortex with the Neuropixels probe. Recordings were made at depths ranging from 5.6 -
12.1 mm relative to the surface of the dura. Raw neural signals were digitized at 30 kHz and saved
with a 128-channel neural signal processor (Blackrock Microsystems, Cerebus).
Intracortical electrical stimulation (20 biphasic pulses, 333 Hz, 400 s phase durations, 200 s
interphase) was delivered through linear arrays (Plexon Inc., S-Probes) using a neurostimulator
(Blackrock Microsystems, Cerestim R96). Each probe contained 32 electrode sites with 100 m
separation between them. Probes were positioned with a motorized microdrive (Narishige). We
estimated the target depth by recording neural activity prior to stimulation sessions. Each stimula-
tion experiment began with an initial mapping, used to select 4-6 electrode sites to be used in the
experiments. That mapping allowed us to estimate the muscles activated from each site, and the
associated thresholds. Thresholds were determined based on visual observation and were typically
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low (10-50 `A), but occasionally quite high (100-150+ `A) depending on depth. Across all 32
electrodes, microstimulation induced twitches of proximal and distal muscles of the upper arm,
ranging from the deltoid to the forearm. Rarely did an electrode site fail to elicit any response, but
many responses involved multiple muscles or gross movements of the shoulder that were difficult
to attribute to a specific muscle. Yet some sites produced more localized responses, prominent only
within a single muscle head. Sometimes a narrow (few mm2) region within the head of one muscle
would reliably and visibly pulse following stimulation. Because penetration locations were guided
by recordings and stimulation on previous days, such effects often involved the muscles central
to performance of the task: the deltoid and triceps. In such cases, we selected 4-6 sites that pro-
duced responses in one of these muscles, and targeted that muscle with EMG recordings. EMG
recordings were always targeted to a localized region of one muscle head (see below). In cases
where stimulation appeared to activate only part of one muscle head, EMG recordings targeted
that localized region.
EMG recordings
Intramuscular EMG activity was recorded acutely using paired hook-wire electrodes (Natus
Neurology, PN 019-475400). Electrodes were inserted ∼ 1 cm into the muscle belly using 30 mm
x 27 G needles. Needles were promptly removed and only the wires remained in the muscle dur-
ing recording. Wires were thin (50 `m diameter) and flexible and their presence in the muscle is
typically not felt after insertion, allowing the task to be performed normally. Wires were removed
at the end of the session.
We employed several modifications to facilitate isolation of MU spikes. As originally manu-
factured, two wires protruded 2 mm and 5 mm from the end of each needle (thus ending 3 mm
apart) with each wire insulated up to a 2 mm exposed end. We found that spike sorting benefited
from including 4 wires per needle (i.e., combining two pairs in a single needle), with each pair
having a differently modified geometry. Modifying each pair differently meant that they tended
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to be optimized for recording different MUs129; one MU might be more prominent on one pair
and the other on another pair. Electrodes were thus modified as follows. The stripped ends of one
pair were trimmed to 1 mm, with 1 mm of one wire and 8 mm of the second wire protruding from
the needle’s end. The stripped ends of the second pair were trimmed to 0.5 mm, with 3.25 mm
of one wire and 5.25 mm of the second wire protruding. Electrodes were hand fabricated using
a microscope (Zeiss), digital calipers, precision tweezers and knives. During experiments, EMG
signals were recorded differentially from each pair of wires with the same length of stripped insu-
lation; each insertion thus provided two active recording channels. Four insertions (closely spaced
so that MUs were often recorded across many pairs) were employed, yielding eight total pairs.
The above approach was used for both the dynamic and muscle-length experiments, where a chal-
lenge was that normal behavior was driven by many MUs, resulting in spikes that could overlap
in time. This was less of a concern during the microstimulation experiments. Stimulation-induced
responses were typically fairly sparse near threshold (a central finding of our study is that cortical
stimulation can induce quite selective MU recruitment). Thus, microstimulation experiments em-
ployed one electrode pair per insertion, with minimal modification (exposed ends shorted to 1 mm).
Raw voltages were amplified and analog filtered (band-pass 10 Hz - 10 kHz) with ISO-DAM
8A modules (World Precision Instruments), then digitized at 30 kHz with a neural signal processor
(Blackrock Microsystems, Cerebus). EMG signals were digitally band-pass filtered online (50 Hz
- 5 kHz) and saved.
Experimental procedures
Cortical recordings were performed exclusively during one set of experiments (‘dynamic’, de-
fined below), whereas EMG recordings were conducted across three sets of experiments (dynamic,
‘muscle length’, and microstimulation). In a given session, the eight EMG electrode pairs were
inserted within a small (typically ∼ 2 cm2) region of a single muscle head. This focus aided sorting
by ensuring that a given MU spike typically appeared, with different waveforms, on multiple chan-
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nels. This focus also ensured that any response heterogeneity was due to differential recruitment
among neighboring MUs.
In dynamic experiments, the monkey generated a diverse set of target force profiles. The ma-
nipulandum was positioned so that the angle of shoulder flexion was 25◦ and the angle of elbow
flexion was 90◦. Maximal requested force was 16 Newtons. We employed twelve conditions
(fig. S2.6) presented interleaved in pseudo-random order: a random order was chosen, all con-
ditions were performed, then a new random order was chosen. Three conditions employed static
target forces: 33%, 66% and 100% of maximal force. Four conditions employed ramps: increasing
or decreasing across the full force range, either fast (lasting 250 ms) or slow (lasting 4 s). Four
conditions involved sinusoids at 0.25, 1, 2, and 3 Hz. The final condition was a 0-3 Hz chirp.
The amplitude of all sinusoidal and chirp forces was 75% of maximal force, except for the 0.25
Hz sinusoid, which was 100% of maximal force. Recordings in dynamic experiments were made
from the deltoid (typically the anterior head and some from the lateral head) and the triceps (lateral
head).
In muscle-length experiments, the monkey generated force profiles with his deltoid at a long or
short length (relative to the neural position used in the dynamic experiments). The manipulandum
was positioned so that the angle of shoulder flexion was 15◦ (long) or 50◦ (short), while maintain-
ing an angle of elbow flexion of 90◦. Maximal requested forces were 18 N (long) and 14 N (short).
Different maximal forces were employed as it appeared more effortful to generate forces in the
shortened position. To ensure enough trials per condition, we employed only a subset of the force
profiles used in the dynamics experiments. These were 2 static forces (50% and 100% of maximal
force), the slow increasing ramp, both increasing and decreasing fast ramps, all four sinusoids and
the chirp. These were presented interleaved in pseudorandom order for multiple trials (∼ 30 per
condition) for the lengthened position (15◦) before changing to the shortened position (50◦). In
most experiments we were able to revert to the lengthened position (15◦) at the end of the session,
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and verify that MU recruitment returned to the originally observed pattern. Recordings in muscle-
length experiments were made from the deltoid (anterior head).
Microstimulation experiments employed recordings from the lateral deltoid and lateral triceps.
Both these muscles exhibited strong task-modulated activity, as documented in the dynamic and
muscle-length experiments. We also included recordings from the sternal pectoralis major, which
showed only modest task-modulated activity, as we found cortical sites that reliably activated it.
The manipulandum was positioned so that the angle of shoulder flexion was 25◦ and the angle of
elbow flexion was 90◦ (as in dynamic experiments). Maximal force was typically set to 16 N, but
was increased to 24 N and 28 N for two sessions each in an effort to evoke greater muscle activation.
Microstimulation experiments employed a limited set of force profiles: four static forces (0,
25%, 50% and 100%), and the slow (4 s) increasing ramp. The ramp was included to document the
natural recruitment pattern during slowly changing forces. Microstimulation was delivered once
per trial during the static forces, at a randomized time (1000-1500 ms relative to when the first
dot reached Pac-Man). Because stimulation evoked activity in muscles used to perform the task,
it sometimes caused small but detectable changes in force applied to the handle. However, these
were so small that they did not impact the monkey’s ability to perform the task and appeared to
go largely unnoticed. These experiments involved a total of 17-25 conditions: the ramp condition
(with no stimulation) plus the four static forces for the 4-6 chosen electrode sites. These were
presented interleaved in pseudorandom order.
2.4.2 Data processing
Signal processing and spike sorting
Cortical voltage signals were spike sorted using KiloSort 2.0130. A total of 881 neurons were
isolated across 15 sessions.
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EMG signals were digitally filtered offline using a second-order 500 Hz high-pass Butterworth.
Any low SNR or dead EMG channels were omitted from analyses. Motor unit (MU) spike times
were extracted using a custom semi-automated algorithm. As with standard spike-sorting algo-
rithms used for neural data, individual MU spikes were identified based on their match to a tem-
plate: a canonical time-varying voltage across all simultaneously recorded channels (example tem-
plates are shown in fig. 2.1d, bottom left). A distinctive feature of intramuscular records (compared
to neural recordings) is that they have very high signal-to-noise (peak-to-peak voltages on the order
of mV, rather than `V, and there is negligible thermal noise) but it is common for more than one
MU to spike simultaneously, yielding a superposition of waveforms. This is relatively rare at low
forces but can become common as forces increase. Our algorithm was thus tailored to detect not
only voltages that corresponded to single MU spikes, but also those that resulted from the super-
position of multiple spikes. An example of this is illustrated in fig. 2.1d (bottom right): the third
spike from MU12 coincides with that of MU1, and both are successfully detected. Detection of
superposition was greatly aided by the multi-channel recordings; different units were prominent
on different channels. Further details are provided in section 2.6.1.
Trial alignment and averaging
Single-trial spike rasters, for a given neuron or MU, were converted into a firing rate via con-
volution with a 25 ms Gaussian kernel. One analysis (fig. 2.4d) focused on single-trial responses,
but most employed trial-averaging to identify a reliable average firing rate. To do so, trials for a
given condition were aligned temporally and the average firing rate, at each time, was computed
across trials. Stimulation trials were simply aligned to stimulation onset. For all other conditions,
each trial was aligned on the moment the target force profile ‘began’ (when the target force profile,
specified by the dots, reached Pac-Man). This alignment brought the actual (generated) force pro-
file closely into register across trials. However, because the actual force profile could sometimes
slightly lead or lag the target force profile, some modest across-trial variability remained. Thus,
for all trials with changing forces, we realigned each trial (by shifting it slightly in time) to min-
48
imize the mean squared error between the actual force and the target force profile. This ensured
that trials were well-aligned in terms of the actual generated forces (the most relevant quantity for
analyses of MU activity). Trials were excluded from analysis if they could not be well aligned
despite searching over shifts from -200 to 200 ms.
2.4.3 Data Analysis
Quantifying motor unit flexibility
We developed two analyses that quantified MU-recruitment flexibility without directly fitting a
model (model-based quantification is described below). These two analyses were used to produce
the results in figs. S2.8 and S2.9, respectively. Both methods leverage the definition of rigid control
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denote the population state at time C, where A8,C denotes the
firing rate of the 8th MU. If rC traverses a 1-D monotonic manifold, then as the firing rate of one MU
increases, the firing rate of all others should either increase or remain the same. More generally,
the change in firing rates from C to C′ should either be nonnegative or nonpositive for all MUs.
If the changes in firing rate were all nonnegative with some increases, then we could infer that a
common input drive increased from C to C′. Equivalently, we could conclude that the common drive
decreased from C′ to C. Both these cases (all nonnegative or all nonpositive) are consistent with
rigid control because there exists some 1-D monotonic manifold that contains the data at both C′
and C.
On the other hand, departures from a 1-D monotonic manifold can be inferred as moments
when the firing rates of one or more MUs increase as others’ decrease. Both our analyses seek to
quantify the magnitude of such departures while being very conservative. Specifically, the size of
a departure was always measured as the smallest possible discrepancy from a 1-D manifold, based
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on all possible 1-D manifolds. To illustrate the importance of this conservative approach, con-
sider a situation where the firing rate of MU1 increases considerably while MU2’s rate decreases
slightly from C to C′. This scenario would be inconsistent with activity being modulated solely by a
common input, yet it would be impossible to know which MU reflected an additional or separate
input. Perhaps common drive decreased slightly (explaining the slight decrease in MU2’s rate) but
MU1 received an additional large, private excitatory/inhibitory input. This would indicate a large
departure from rigid control. Yet another possibility is that common drive increased considerably
(explaining the large increase in MU1’s rate) and that MU2’s rate failed to rise because it was
already near maximal firing rate. This would not explain why MU2’s rate went down, but if that
decrease was small it could conceivably be due to a very modest departure from idealized rigid
control. Thus, to be conservative, one should quantify this situation as only a slight deviation from
the predictions of rigid control. Both methods described below were designed to do so; when MU
activities were anticorrelated, we identified the largest increase and decrease in firing rates, then
reported the change that was smaller in magnitude.
For the first analysis, we computed the largest nonnegative change in firing rates from C to C′
for a population of = MUs as
ΔA+(C, C′) = max
(
0, A1,C − A1,C ′, A2,C − A2,C ′, . . . , A=,C − A=,C ′
)
. (2.1)
If a 1-D monotonic manifold can be drawn through rC and rC ′, then either ΔA+(C, C′) or ΔA+(C′, C)
will be zero. Otherwise, ΔA+(C, C′) will capture the largest increase (across MUs) in rate from C to C′
while ΔA+(C′, C) will capture the largest decrease. Thus, we computed departures from a monotonic
manifold at the level of an individual MU as





As examples, consider a population of two MUs with rC = [10, 10] and rC ′ = [15, 25]. These
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states would be consistent with an increase in common drive from C to C′, so  (C, C′) = 0 (fig. S2.8a,
left). Conversely, rC = [10, 10] and rC ′ = [9, 30] (fig. S2.8a, center) suggests a violation of rigid
control, but that violation might be small; one can draw a manifold that passes through [10, 10] and
comes within 1 spike/s of [9, 30]. In this case,  (C, C′) = 1. Finally, rC = [10, 10] and rC ′ = [0, 30]
(fig. S2.8a, right) argue for a sizable violation; [0, 30] is at least 10 spikes/s distant from any
monotonic manifold passing through [10, 10], so  (C, C′) = 10.
It is worth emphasizing that eq. (2.2) can readily be computed for a population with more than
two MUs, but the analysis ultimately reduces to a comparison of two MUs: one whose firing rate
increased the most and the other whose firing rate decreased the most across a pair of time points.






 (C + g, C′ + g′)
)
(2.3)
where C′ indexes over all other times and conditions, and g and g′ are time lags. The inclusion of
time lags ensures that departures from a monotonic manifold cannot simply be attributed to modest
differences in response latencies across MUs. In our analyses, we optimized over g, g′ ∈ [−25, 25]
ms. 3MU is exceedingly conservative; it makes no assumptions regarding the manifold other than
that it is monotonic, and identifies only those violations that are apparent when comparing just two
times.
An advantage of the 3MU metric is interpretational simplicity; it identifies pairs of times where
the joint activity of two MUs cannot lie on a single 1-D monotonic manifold. A disadvantage is
that it does not also capture the degree to which multiple other MUs might also have activity in-
consistent with a 1-D monotonic manifold. To do so, we employed a second metric that quantifies
MU-recruitment flexibility at the population level. Under the assumptions of rigid control, the
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magnitude of common drive determines the population state and therefore the summed activity of
all MUs or, equivalently, its L1-norm, ‖r‖1. Increases and decreases in common drive correspond,
in a one-to-one manner, to increases and decreases in ‖r‖1.Violations of rigid control can thus be
inferred if a particular norm value, _, is associated with different population states. Geometri-
cally, this corresponds to the population activity manifold intersecting the hyperplane defined by
‖r‖1 = _ at multiple locations.






‖rC1+g1 − rC2+g2 ‖1
)
, Ω = {C : |‖rC ‖1 − _ | < Y} (2.4)
where 3, 32 are time lag vectors, of the same dimensionality as r, and Y is a small constant. Con-
ceptually, the dispersion identifies the pair of time points when the population states are the most
dissimilar, while having norms within Y of _. As when computing 3MU(C), we minimized 3MNP(_)
over time lags so as to only consider dispersions that could not be simply attributed to latency
differences across MUs. For our analyses, we set Y = 1 and optimized over 31, 32 ∈ [−25, 25] ms.
Latent factor model
We developed a probabilistic latent variable model of MU activity. Let GC be the unknown
latent variables at time C, which are shared between all MUs. We can fit this model with one latent
(fig. 2.4; GC can be a single value) or multiple latents (fig. 2.5). Let H8,C be the activity of the 8th MU
at time C, given by
H8,C ∼ N( 58 (GC+g8 ), n) (2.5)
where 58 denotes the link function for the 8th MU and g8 denotes the lag between its response and
the shared latent variables. We constrained g8 ∈ [−25, 25] ms. To identify flexible, monotonically
increasing link functions with nonnegative outputs, we parameterized 58 as a rectified monotonic
neural network. More precisely, we fit each 58 using a two-layer feedforward neural network in
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which the weights were constrained to be positive. The positivity constraint was achieved by let-
ting each weight F = ln(1 + 4D), where the values of D were fit within the model. During model
training, the output of the neural network was passed through a ‘leaky rectified linear unit’ (i.e., so
that the output was never exactly zero). After training was completed, we used standard rectifica-
tion on the output.
When predicting held-out data, we encouraged temporal smoothness in the latent space to
improve generalization performance by letting xC ∼ N(xC−1, f), where smaller values of f en-
couraged greater smoothness. We set f to 0.01 for our analyses.
To infer the most likely distribution of latent variables given the data (i.e., the model posterior,
?(x|y)), and to learn the link functions and other parameters, we used variational inference with
a mean-field approximation for the posterior approximation. As an inference method, we used
black-box variational inference122, which performs gradient descent to maximize the model’s ev-
idence lower bound. We iterated between (1) optimizing the posterior and all parameters while
holding response lags fixed and (2) optimizing the response lags. Post model-fitting, when predict-
ing MU activity, we used the mean of the posterior distribution as the latent input at each time.
Prior to fitting the model, the firing rate of each MU was normalized by its maximum response
across conditions. Normalization did not alter the ability of the model to fit the data, but simply en-
couraged the model to fit all MUs, rather than just the high-rate units. Additionally, the likelihood
of each time point was weighted by the duration of the experimental condition, so that each con-
dition mattered equally within the model regardless of duration. When fitting to single trials, we
also weighted each condition by its trial count, again so that each condition had equal importance.
All model fits were done within individual sessions.
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Residual error plots
To compute the cross-validated model residuals, we first randomly split the single-trial firing
rates for each MU into halves, and computed the trial-average responses for each half: y8,1 and
y8,2. We then fit the latent variable model to each half, which yielded a pair of predicted responses,
ŷ8,1 and ŷ8,2. The cross-validated model residuals were calculated as the dot product between the
residual errors of each half: (y8,1 − ŷ8,1)>(y8,2 − ŷ8,2). We computed the median cross-validated
residuals across all MUs and sessions for a given partitioning of the data. The above steps were
then repeated for 10 different random splits of trials and we reported the mean ± standard error of
the median error across re-partitions and fits.
As a control (fig. 2.4c), we modified the data so that a single latent variable could fully account
for all responses. To do so, we reconstructed the firing rates using only the first principle com-
ponent of the trial average firing rates. For example, if w is the = × 1 loading vector for the first
principal component, then .1, the 2C × = matrix of responses for one partitioning of the data, was
reconstructed as [.1ww>]+, where the rectification ensures that all firing rates are non-negative.
Using these reconstructed firing rates, we performed the same residual error analysis. Because
of the rectification, the modified data are not one-dimensional in the linear sense (there would
be multiple principal components with non-zero variance). Yet because the data will lie on a one-
dimensional monotonic manifold, cross-validated error should be near zero when fitting the model,
which is indeed what we observed.
Consistency plots
We fit the model to the activity of single trials. We aimed to determine whether, when fit
to two conditions, the model consistently overestimated the true firing rates in one condition and
underestimated the firing rates in the other condition. To do so, we calculated the mean model error
across time on every trial for each condition. Let  (1, CA) and  (2, CA) denote the mean errors for a
particular MU, pair of conditions (indexed by 1 and 2), and trial CA . We calculated the consistency
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for the MU and conditions as
 = max
[(

























= is the total number of trials across both conditions, and 1 is the indicator function (1 if  is
true; 0 otherwise). Eq. (2.6) determines the fraction of times one condition had negative errors
and the other had positive errors, while accounting for trials with no error. Prior to performing
this consistency calculation, we set all  ( 9 , CA) with absolute value less than 0.01 to 0, so that the
sign of negligible errors was not considered. We also removed  (1, CA) or  (2, CA) in which the
MU had zero actual and predicted activity, because it was impossible for the predicted activity to
undershoot the true activity in this setting.
We calculated the fraction of MUs that had  > 0.8 and an average error of at least 0.01 across
trials (to ensure that outlier trials did not lead to false positives of consistent errors). We excluded
MUs who had zero activity in > 80% of trials in the two conditions being analyzed. Consequently,
the number of MUs included in the analysis) varied for each pair of conditions.
To calculate a chance-level baseline (fig. 2.4d), for each MU, we calculated the probability
that greater than 80% of the included trials would have a positive or negative error, assuming
that each trial has an independent 50/50 chance of being positive or negative. More precisely, let
 (:; =, ?) be the cumulative density function of a binomial distribution of having : successes in
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= Bernoulli events, each event with probability ? of being a success. We calculate %8 = 2(1 −
 (ceil[0.8=8]; =8, 0.5)), where =8 is the number of total trials included for MU 8 and ceil[] gets the
next integer. The total expected fraction of MUs with  > 0.8 by chance is thus
∑
8 %8.
Cross-validated reliability dimensionality estimate
To estimate the dimensionality of M1, we randomly split the single-trial firing rates for each
neuron into two groups and averaged over trials within each group. Let.1 and.2 denote the)×#
matrices of trial-averaged responses for each partition () condition-times and # neurons). Let
w8 (an # ×1 vector) denote the 8th principal component (PC) of .1. The reliability of PC 8 was com-
puted as the correlation between .1w8 and .2w8. We repeated this process for 25 re-partitions over
trials to obtain confidence intervals. Our method is inspired by Churchland et al.22 and conceptu-
ally similar to but distinct from the cross-validated PCA analysis of Stringer et al., which estimates
the stimulus-related (‘signal’) neural variance based on spontaneous activity across many neurons
on single trials124.
To create simulated data sets with dimensionality : , we computed . : = .&:&>: , where .
is the matrix of M1 firing rates averaged over all trials, and &: denotes the first : columns of a
random orthonormal matrix. Simulated single-trial spikes were generated for each neuron using
an inhomogeneous Poisson process with rate given by the corresponding column of . : . Simulated
spikes were smoothed using a 25 ms Gaussian kernel, and the cross-validated reliability metric
applied as described above.
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2.5 Supplementary Figures
Supplementary Figure S2.6: Force profiles. Single-trial (gray), trial-averaged (black), and target
(cyan) forces for one session of dynamic experiments. Vertical scale bars indicate 4 N. Horizontal




Supplementary Figure S2.7: Example MU responses and waveforms across muscle lengths.
(a) Firing rate of a pair of simultaneously recorded deltoid MUs plotted against each other for three
different conditions (columns) with the deltoid in a lengthened (blue) or shorted (red) posture. (b)
Left. Template of MU157 across the 5 EMG channels used during this session. Right. The 20
waveforms identified in each posture that were most similar to the template. = denotes the total





Supplementary Figure S2.8: MU displacement. (a) Schematic illustrating, in three situations,
the size of the displacement (3MU) for a two-dimensional population state at two times. Left.
3MU(C) = 0 because a monotonic manifold can pass through rC and rC ′. Center. Any monotonic
manifold passing through rC is restricted to the green zone, and thus cannot come closer than 1
spike/s to rC ′. Right. A manifold passing through rC can come no closer than 10 spikes/s from rC ′.
(b) Probability density function (PDF) of 3MU(C) for one session for each experiment. 3MU(C) was
evaluated at every time during the 4 s increasing ramp condition alone, at one muscle length, (pur-
ple) or including other conditions. Left. For dynamic experiments, the other conditions were the
different force profiles. Center. For muscle-length experiments, the other conditions were differ-
ent force profiles using the same muscle length (a subset of the force profiles used in the dynamic
experiments) or all force profiles across both muscle lengths. Right. For microstimulation exper-
iments, the other conditions involved cortical stimulation (on one of 4-6 electrodes) during static
force production at different levels. (c) Maximum displacement (across time) for each condition
group shown in b for all sessions. Thin gray lines correspond to different sessions and the thick





Supplementary Figure S2.9: Motor neuron pool (MNP) dispersion. (a) Firing rate of MU309
vs. MU311 during the 4 s increasing ramp and 3 Hz sinusoidal conditions. The line defined by
‖r‖1 = 30 intercepts the activity manifold at several different moments; of those, r1 and r2 are
the most separated along the contour line. The MNP dispersion for _ = 30 is the L1-norm of
the difference between r1 and r2: 40 spikes/s. (b) Scatter plot of 3MNP versus _ for one session
for each experiment. 3MNP was evaluated at every time during the 4 s increasing ramp condition
alone, at one muscle length, (purple) or including other conditions. Left. For dynamic experiments,
the other conditions were the different force profiles. Center. For muscle-length experiments,
the other conditions were different force profiles using the same muscle length (a subset of the
force profiles used in the dynamic experiments) or all force profiles across both muscle lengths.
Right. For microstimulation experiments, the other conditions involved cortical stimulation (on
one of 4-6 electrodes) during static force production at different levels. (c) Maximum dispersion
(across _) for each condition group shown in b for all sessions. For each session, 3MNP(_) was
restricted to the greatest common _ across all condition sets before computing the maximum.
Maximum dispersions were normalized by the maximum L1-norm of the MNP response across
all times/conditions. Thin gray lines correspond to different sessions and the thick black line












Supplementary Figure S2.10: Example primary motor cortex (M1) neuron responses. (a)
Trial-averaged forces for 11 of 12 conditions (intermediate static force condition is omitted for
space). Vertical scale bar indicate 8 N. Horizontal scale bar indicates 1 s. (b-j) Trial-averaged
firing rates with standard error (top) and single-trial spike rasters (botom). Vertical scale bars
indicate 20 spikes/s. Horizontal scale bars indicate 1 s.
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2.6 Supplementary Materials
2.6.1 EMG Signal Decomposition
Introduction
An impulse emitted by an U-motoneuron initiates an action potential in each of its innervated
muscle fibers that propagates bidirectionally towards the tendons, driving the fibers to concurrently
contract129. The propagating muscle fiber action potentials can be detected by an electromyo-
graphic (EMG) electrode inserted percutaneously in the belly of the muscle. The EMG signal
registers the fiber potentials as a brief waveform whose shape depends on multiple factors (includ-
ing the number and physiological characteristics of the fibers, their distance from the electrode
and their geometric arrangements), but typically remains constant across repeated discharges60,131.
Synaptic transmission at the neuromuscular junction rarely fails, even during maximal muscle con-
tractions40, meaning that each unique waveform in the EMG signal reliably identifies the discharge
of one MU.
MU spike events can be extracted from EMG signals through the process of ‘spike sorting’60.






F8, 9 (ℓ)B 9 (C − ℓ) + [8 (C) (2.7)
where G8 (C) is the voltage signal recorded at (discrete) time C by the 8th EMG electrode, F8, 9 is
the waveform of the 9 th MU as registered on the 8th electrode over ! time steps, B 9 (C) is a binary
indicator of whether or not the MU emitted a spike, and [8 (C) is additive background noise. For
multi-channel EMG signals, the discharge of each MU is still captured by a single delta function
train, but its single-channel waveform F8, 9 is instead modeled as a spatiotemporal filter, describing
the characteristic signature of its spikes on each channel132. The goal of spike sorting amounts to
inferring the set of spike trains, {1,2 , . . . ,# }, for the # MUs detected by the EMG signal(s).
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While spike sorting is not unique to EMG data, EMG signals pose some unique challenges
compared to other forms of data. Spike sorting is also often applied to extracellular voltage sig-
nals recorded in the brain to extract the spike times of individual neurons. Considerable efforts
have advanced spike sorting methodologies to keep up with big data133, yielding several end-to-
end algorithms that perform well for high-density electrodes implanted in cerebral tissue119,134,135.
Yet while the principles of spike sorting data recorded from cerebral or skeletal muscle tissue are
the same, the practical challenges posed by either endeavor differ substantially. Relative to MUs,
action potential waveforms recorded from cerebral neurons are typically shorter in duration (1-2
ms), smaller in amplitude relative to the background noise, simpler (biphasic) and more similar in
shape across neurons136. Moreover, for certain brain regions, neural spikes are sufficiently sparse
events that the superposition of multiple action potential waveforms does not considerably hin-
der identifying a particular neuron, especially in the high-dimensional channel space afforded by
high-density electrodes134. In contrast, MU spike waveforms can be quite long in duration (5-10
ms), vary in amplitude over an order of magnitude, and are often complex and multiphasic (due to
variations in fiber conduction delays)60. Furthermore, overlapping waveforms poses the greatest
challenge for spike sorting EMG signals, particularly during forceful muscle contractions. The
problem is not only that the rate of coincident spiking increases with contraction intensity, due to
MU recruitment; it is also that high-threshold MUs (by definition) only ever appear in the EMG
signal superposed with other MUs. Consequently, it can be nearly impossible to ever obtain an
isolated view of such MUs’ characteristic waveform and thereby infer their discharge times. To
extend the cocktail party problem used to analogize spike sorting137, it can be ambiguous whether
the room grew louder (EMG signal power increased) only because everyone began talking louder
(MU firing rates increased) or because new, raucous people entered the room (high-threshold MUs
were recruited).
Recent work using convolutive blind source separation132 has pushed the limits of EMG de-
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composition accuracy during forceful muscle contractions. However, this approach has only been
tested during steady, prolonged voluntary contractions (5-30 s) and is recommended for signals
lasting at least 10 seconds. In our experience, blind source separation provided accurate decom-
position when forces changed slowly, but struggled to identify MUs that spiked only occasionally
when forces were modulated rapidly. Thus, to meet the particular demands of the behavioral task
employed in this report, we developed a novel approach to spike sorting EMG signals. Our ap-
proach is multi-step and modular, drawing from aspects of spike sorting approaches for cerebral
voltage signals117–119 with several modifications and innovations tailored to EMG signals. Our
procedure fundamentally consists of two parts: obtain the best possible estimate of each MU’s
waveform template, then deconvolve the EMG signals with the templates to infer each unit’s spike
train. Below, we provide a description of each step in our pipeline (“myosort”).
Myosort Pipeline
Preprocessing Raw signals were filtered with a second-order, 500 Hz high-pass Butterworth
filter.
Detection Spike sorting typically begins with the detection of all putative spike events. This is
often accomplished by identifying the samples on each electrode when the voltage signal exceeded
some threshold117,119. We found that thresholding alone performed poorly for EMG signals due to
the duration, complexity, and range in amplitude of MU action potential waveforms. Setting the
threshold too small caused the extracted waveforms to be wildly misaligned; using too large of a
threshold inevitably caused small-amplitude waveforms to go undetected that were discernible by
eye. Instead, we denoised each channel, then used a peak finding algorithm to detect spike events.
Each channel was rectified, normalized, and denoised as
G̃8 (C) =

|G8 (C) | /f8 if |G8 (C) | /f8 > Θ
0 otherwise
, 8 = 1, 2, . . . , 2 (2.8)
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where G8 (C) denotes the EMG signal recorded on the 8th channel at time step C and Θ is a threshold.
f8 = median ( |x8 |/0.6745) is an estimate of the standard deviation of the background noise117,
where x8 denotes the EMG signal on the 8th channel for all time steps. Setting Θ to 6 worked for
most data sets, but was dialed up or down for recordings with exceptionally low SNR or large range
in waveform amplitudes. Next, we averaged x̃8 across channels, then smoothed the resulting vector
with a Gaussian kernel with a standard deviation of 500 `s. This yielded a new vector, y, whose
peaks captured transients on timescales longer than 500 `s occurring on any x8. Spike indices were
inferred as peak locations in y with peak amplitudes greater than one (findpeaks, MATLAB).
Alignment Let ( = {B1, B2, . . . , B# } denote the (sorted) set of spike times returned by the detec-










G1(B: − !/2) G1(B: − !/2 + 1) · · · G1(B: + !/2 − 1)
G2(B: − !/2) G2(B: − !/2 + 1) · · · G2(B: + !/2 − 1)
...
G2 (B: − !/2) G2 (B: − !/2 + 1) · · · G2 (B: + !/2 − 1)

where ! denotes the waveform duration, which was set to 3 ms. Unless otherwise noted, we
will use “waveform” to refer to the multi-channel waveform matrix ,: (as opposed to the single-
channel waveform w8,: ).
To assign ,: to a particular MU (i.e., an observation of its characteristic waveform template),
it is necessary to perform some type of cluster analysis. The success of clustering largely depends
on how well aligned the ,: are to one another. Aligning neural spike events is often either not
needed119 or involves shifting B: so that it coincides with the maximum of ,:117. Aligning to a
maximum also performed poorly for our purposes due to the multiphasic nature of MU waveforms.
Instead, we developed a procedure to optimally align waveforms to one another based on their full
spatiotemporal profile.
65
Since our method for spike detection pools information across channels, it is likely to obtain
multiple estimates for a given spike event (i.e., B: and B 9 such that B: − B 9 << !). Thus, as the
first step in the alignment procedure, we removed likely duplicate spike events. The magnitude
of each waveform was computed as 0: = 2−1
∑2
8=1
w8,: 2 /f8. We then computed the difference
between consecutive pairs of spikes: Δ: = B:+1 − B: . For any Δ: < !, we removed B: from ( if
0: < 0:+1; otherwise, we removed B:+1. This process repeated until all Δ: ≥ !. We biased the
removal of spike events corresponding to smaller magnitude waveforms for two reasons. For one,
the smaller waveform could have been due to the spike being temporally farther from the wave-
form’s absolute maximum, such that the extracted waveform contained more of the background
EMG noise on each channel. For two, larger amplitude waveforms tend to correspond to higher
threshold (and therefore less frequently observed) MUs65,138. (Although, we should note that this
relationship is not absolute as the distance of muscle fibers from the EMG electrode also affects
spike amplitude131.)
Following the removal of duplicate spikes, remaining spike events were shifted to maximally
align all ,: to each other. For two waveforms, this is a straightforward process: simply shift one
of their spike indices by the lag that maximizes their cross-correlation function. For more than
two waveforms, however, the process becomes dicier. A naive approach would be to randomly
sample a pair of waveforms from the population and align them to one another, then iterate until
convergence. Yet random sampling will inevitably select a pair of waveforms that are minimally
correlated, such that aligning to maximize their cross correlation could effectively align to noise
signatures in their traces. This approach could (with high likelihood) yield poor alignment, incur
large shifts that prevent the algorithm from converging, and require recomputing the cross corre-
lation for the same pairs of waveforms, which would be computationally expensive. Instead, we
sought a process that was deterministic, only required computing the correlation between any pair
of waveforms once, and was guaranteed to converge after a small number of iterations.
66
To develop some intuition for our approach, consider a case in which we have multiple noisy
observations of waveforms originating from MU1 and MU2. It would not much matter for the
purposes of clustering exactly how the waveforms from MU1 are aligned relative to those from
MU2, so long as all waveforms from MU1 are well aligned to one another (and same for MU2).
We can also assume that a waveform from M1 will look more similar to another from MU1 than to
a waveform from MU2. Thus, we could envision shifting spikes in a sequence of steps. First, we
shift spikes to align each waveform with its most similar match. In subsequent steps, we require
that aligned waveforms are shifted in lockstep. Thus, if we repeat this process, prioritizing align-
ment of waveforms to their most similar match (it bringing additional waveforms along with it),
we can safely align all waveforms to one another while also ensuring that waveforms belonging to
a particular MU are well aligned with themselves.
To make the above concrete, let W = {,1,,2, . . . ,,# }. For each,: ,, 9 ∈ W, we computed
their cross-correlation function,
':, 9 (g) =
2∑
8=1
(w8,: ∗ w8, 9 ) (g), g ∈ [−!, !] . (2.9)
For computational efficiency, eq. (2.9) was evaluated for 9 > : (because symmetry) and by pre-
transforming each w8,: into the Fourier domain so that the cross-correlation could be computed via
multiplication. Our goal was to identify a series of time shifts for each spike:
: =
[








maximizes the correlation between all pairs of waveforms.
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The core of our alignment algorithm (“shift seek”) is displayed in Listing 2.1. In the first block,
the variables pkXC and optLag are matrices with elements
pkXC(k,j) = max
g
':, 9 (g) , optTau(k,j) = argmaxg ':, 9 (g) .
In the second block, a shift sequence is constructed for each B: by first mapping,: to its “nearest
neighbor” (most similar other waveform). In subsequent steps, nearest neighbors are identified
across groups; all waveforms within a pair of groups are mapped according to one pair of nearest
neighbors across the groups. In other words, once a waveform has been mapped with another, their
spikes are shifted together. This process repeats until all waveforms have been grouped together.
Since this process relies on halving the number of independently “shiftable” waveforms at each
iteration, the process terminates after no more than log2(#) iterations. Note that spikes are not ac-
tually shifted during this process; each row in shiftSeq simply provides a sequence by which to
shift each spike such that its corresponding waveform will be maximally correlated with all others.
A sequence of time lags (eq. (2.10)) was constructed by replacing each element in shiftSeq
(defining a shift : ↦→ 9) with the corresponding lag from optLag. Each spike was then aligned
by summing over time lags, as eq. (2.11).
Since computing eq. (2.9) becomes computationally expensive for large # , we processed wave-
forms in batches. To increase the likelihood of similar waveforms being included in the same batch,
we re-sorted the waveform arrays by a weighted sum of their norms: 0̃: = 2−1
∑2
8=1(8 · (1000/2)) ·w8,: 2 /f8. Waveforms were then processed, in order, in batches no larger than 100 (performance
was not noticeably different for larger batches, but runtime does increase with the square of the
batch size). After the waveforms in each batch were aligned, a new batch was created using the
mean waveform template from the first 100 batches and alignment repeated. This process contin-
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1 %% Compute waveform cross-correlation
2 pkXC, optTau = wavexcorr(waveforms); % symmetric and anti-symmetric
3 N = size(pkXC,1);
4 pkXC(1:(1+N):N^2) = -Inf; % remove diagonal elements from shift candidates
5
6 %% Construct shift sequence
7 shiftSeq = (1:N)’;
8 while length(unique(shiftSeq(:,end))) > 1
9 shiftFrom = unique(shiftSeq(:,end));
10 shiftTo = shiftFrom;
11 [~,bestMatch] = max(pkXC(shiftTo,shiftTo),[],2);
12 for ii = 1:length(shiftTo)
13 shiftTo(ii) = shiftTo(bestMatch(ii));
14 end
15 [~,mapIdx] = ismember(shiftSeq(:,end),shiftFrom);
16 shiftSeq = [shiftSeq, shiftTo(mapIdx)];
17 end
Listing 2.1: Shift seek alignment algorithm (MATLAB)
ued until all waveforms were aligned.
Clustering To cluster the aligned waveforms, we adapted the density-based algorithm (ISO-
SPLIT) used by the MountainSort package119,139. ISO-SPLIT leverages the observation that clus-
ters in an #-dimensional space can be identified by projecting the data onto a one-dimensional (1D)
axis and testing whether the resulting distribution is unimodal. One challenge of the approach re-
quires knowing how to find the optimal projection axis. To tackle this problem, the authors adopt a
bottom-up, or agglomerative approach: the data are over clustered (using k-means with an exces-
sively large k), and the projection axis is chosen as that which connects the centroids of a pair of
clusters. At each iteration, a pair of clusters are either merged (if the distribution of 1D projections
is unimodal) or split (if the distribution is not unimodal). This process repeats until the cluster
assignments stabilize. Some drawbacks of this approach are that it requires a sufficiently large
initial choice of k, so that all true clusters are separated; there is no way to know how large k needs
to be for a given data set; and since clusters can be split or merged at each iteration, there is also
no way of knowing how long it will take for the algorithm to converge.
Instead, we adopted a top-down approach, which we describe generally first, then specifically in
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the next paragraph. Independent components of the data matrix were identified using Hyvärinen’s
stabilized fixed-point algorithm with a tanh contrast function140. Each independent component was
used as a projection vector for the ISO-SPLIT algorithm139. ISO-SPLIT uses Hartigan’s Dip Test
as a statistical test of unimodality141. For any projection vectors for which the null hypothesis (that
the distribution of 1D projections is unimodal) was rejected with ? < 0.001, we kept the vector
that produced the largest separation and split the labels along the optimal split point (where the
spacings between the ordered 1D projections is largest). If the null hypothesis was not rejected,
then the cluster labels were preserved. This process repeated until all clusters were deemed uni-
modal. We refer to this algorithm as DCAPP (divisive cluster analysis via projection pursuit).
Waveforms were clustered in two steps. In the first step, we initialized all waveforms with the








∈ R#×! . .8 was projected onto its first two principal components (PCs)
and each row augmented with ‖w8,: ‖2. This transformed .8 ↦→ /8 ∈ R#×3. Label assignments
were updated using DCAPP to cluster /8. This process was repeated for each channel, carrying
over the updated labels to each channel. Thus, each channel afforded the opportunity to further
split the existing clusters. In the second step, we used the multi-channel waveforms to provide
one final opportunity to split clusters. We constructed . ∈ R#×(2!) , where each row contained
each waveform’s single-channel traces stacked end to end. . was projected onto its top three
PCs, and the resulting set of features and existing label assignments passed to DCAPP for further
refinement. By design, this approach over splits the waveforms. However, in contrast with ISO-
SPLIT, our approach does not require pre-specifying how many clusters to split. Furthermore, in
this stage, labels were only split, but never merged, which reduces runtime. We resolved spuriously
split clusters in the next stage of the pipeline.
Merging We used relatively short waveform durations for alignment and clustering (! = 3 ms).
This overly tight window was chosen to reduce the influence of noise and only focus on the most
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salient waveform features in the preceding stages. After the clustering stage, we re-extracted wave-
forms using a longer window (! = 10 ms), which served as the final template duration.
Using the updated waveforms, we searched for spuriously split clusters to merge. We computed
the similarity (maximum absolute cross-correlation) between the waveform templates (mean over
observations) for each pair of clusters. Working from most to least similar pairs of templates, if
their similarity exceeded a threshold (0.7), then the waveforms from both clusters were pooled,
projected into their first three PCs and the resulting set of features passed to DCAPP. If the feature
distribution was determined to be unimodal, then the cluster labels were merged and the waveform
template similarities updated. Otherwise, the cluster labels were preserved. This process repeated
until all pairs of waveform templates failed to exceed the similarity threshold or were identified as
multi-modal by DCAPP. Thus, in this step, clusters were either merged or no action was taken.
Triaging By this stage, we will have obtained a set of waveform clusters, each putatively be-
longing to one MU. It is likely, however, that each cluster contains outliers – noisy observations
of the stereotyped MU action potential waveform, either due to improper cluster assignments or
superpositions with waveforms belonging to different MUs. We therefore triaged outliers to re-
fine our estimate of each waveform template. Any cluster containing fewer than 5 observations
was considered noise and discarded. For each remaining cluster, we projected its waveforms onto
their first three PCs and binned the features in a 3D grid using 100 equally spaced bins per di-
mension. Bin counts were smoothed with a 3D Gaussian blur (imgaussfilt3, MATLAB) to
estimate the density of each observation in the feature space. We then removed the bottom quintile
of observations based on their estimated density.
Noise covariance estimation In subsequent stages, we deconvolved EMG signals with our wave-
form templates. Deconvolution algorithms often require an estimate of the spatiotemporal noise
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is the auto-/cross-correlation matrix (a Toeplitz matrix) for noise segments from
channels 8 and 9 .
The (8 were extracted from the lowest energy segments in the EMG signals. To identify these
segments, we split the EMG signals into bins whose edges were determined by a 500 ms buffer
around each initially detected spike. Within each bin, we computed the average (over samples and
channels) of the signal energy on each channel (normalized by the noise standard deviation, f8).
The multi-channel signals were then re-ordered based on their mean energy. We set (8 as the first
1 s segment of the re-ordered signals from the 8th channel.
Auto-curation We automatically curated our set of templates by running the deconvolution al-
gorithm on short segments of data and removing MUs that exhibited irregular spiking statistics,
caused the residual energy in the reconstructed segments to increase, or were simply unused. We
implemented deconvolution using Bayes optimal template matching (BOTM) with subtractive in-
terference cancellation (SIC) to resolve instances of overlapping waveforms118.
In each curation round, 30 random 10-s long segments of data (30 “trials”) were deconvolved.
One MU was discarded if it met any of following criteria (ordered by priority): (1) its median
(across trials) interspike interval coefficient of variation exceeded 1, (2) the ratio of its residual
energy to the energy of the raw EMG signal exceeded 1.1 on any channel for 10% of trials, or (3)
no spikes were detected on any trial. If multiple MUs met one of the thresholds, then the worst
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offender was removed. This process repeated until no MUs met any of the removal thresholds.
Manual curation Following automatic curation, templates were inspected by hand using a cus-
tom MATLAB GUI to split, merge, or remove clusters as needed.
Deconvolution The full set of EMG signals were deconvolved with the remaining waveform
templates using BOTM and SIC to obtain the final spike times for each MU.
2.6.2 Optimal Motor Unit Recruitment
Introduction
What determines the manner in which MUs are recruited and coordinated to produce an output?
In certain circumstances, Henneman’s size principle reflects the computationally optimal recruit-
ment strategy. Neural control signals are corrupted by ‘signal-dependent noise’ (SDN) whose
standard deviation increases linearly with the mean of the signal143. The accumulation of SDN
over the course of a movement incurs undesirable variability in the final position. Voluntary forces
generated via isometric muscle contractions are characterized by SDN, which is not observed dur-
ing neuromuscular stimulation, suggesting that SDN arises from volitional MU recruitment, rather
than peripheral sources109. This likely relates to large MUs requiring bigger input currents than
smaller MUs to reach their critical firing (recruiment) threshold45,64,144. As a computational proof
of principle, models of isometric force production in which MU recruitment follows the size prin-
ciple (small MUs recruited before larger MUs) produce less noise than models in which the re-
cruitment order is reversed or randomized109. The size principle can therefore be understood as
the minimum-variance recruitment strategy110.
Though static force production is most optimally achieved via the size principle, it is unclear
whether it remains optimal when forces need to change quickly. MUs are morphologically and
physiologically heterogeneous, varying in both size and speed. MU size conventionally refers to
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its innervation ratio (the number of muscle fibers innervated by the U-motoneuron)46, whereas
speed relates to the contractile properties of its muscle fibers104. The size of a MU determines
its maximal force capacity47 and its speed determines the activation and relaxation dynamics of
its muscle fibers145. Fiber activation (and, particularly deactivation) dynamics negligibly impact
muscle performance during slow tasks, but limit muscle power in rapid tasks146, most substantially
in muscles composed primarily of slowly contracting muscle fibers147. These findings suggest
that the contraction dynamics of a muscle should match the frequency of the movement that it
propels and some evidence indicates that coordination across muscles is influenced by movement
speed148,149. It has further been suggested that this principle ought to apply at the level of MU
recruitment87,89, and our empirical recordings demonstrate that flexible recruitment does occur
during dynamic force production. Yet this hypothesis has not been explored computationally. More
generally, it remains unclear how MU size and speed properties might interact such that the size
principle is the optimal MU recruitment strategy in some circumstances, but not in others. Here,
we use an model of muscle force generated by an idealized motor pool, including heterogeneity
in MU size and speed, to derive optimal recruitment strategies for a broad range of muscle force
profiles.
Muscle model
An action potential emitted by an U-motoneuron causes all of its innervated fibers to concur-
rently contract, causing a brief rise and fall in muscle tension. This muscle-tension response to a




C41−C/)8 , 8 = 1, 2, . . . , # (2.13)
where %8 and )8 are the peak tension (maximum force generated by the twitch) and contraction time
(latency from impulse to peak tension) and 8 indexes over a motor pool of # MUs. We expressed
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the force generated by repeated discharges of the 8th MU as150
58 (C) = (ℎ8 ∗ B8) (C) =
:∑
9=1
ℎ8 (C − C 9 ) (2.14)
where B8 (C) indicates the motoneural response function, which is one at times C 9 and zero otherwise.
Over multiple trials of the same behavior, the average force is given by
5̄8 (C) = (ℎ8 ∗ A8) (C) =
∫ C 5
C8
dg ℎ8 (C − g)A8 (g) (2.15)
where A8 (C) is the trial-averaged firing rate and C8 and C 5 indicate the beginning and end of the trial.






We would like to determine the set of MU firing rates ' = {A1(C), A2(C), . . . , A# (C)} that opti-
mally produces a particular force profile, 5̂ (C). We define the optimal ' as that which minimizes
the mean-squared error between the motor pool and desired forces,
 (') = E
[(
5MNP(C) − 5̂ (C)
)2]
(2.17)
which can be decomposed as151
=
(




( 5MNP(C) − E [ 5MNP(C)])2
]
= Bias2 [ 5MNP(C)] + Var [ 5MNP(C)] . (2.18)
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Eq. (2.18) captures the fundamental trade-off in force accuracy and precision that principally deter-
mines the qualitative form of the solutions. We also imposed additional regularization constraints.
















where %8 = ℎ8 ()8). The first term discourages an over reliance on any particular unit by penalizing
muscle contractions via the weighting %8 and the second term imposes smoothness in the firing
rates; _< and _3 are free parameters.
To combine eqs. (2.18) and (2.19), we assume that the B8 (C) arise from independent inhomoge-
neous Poisson processes. Then, Var [ 5MNP(C)] =
∑#
























A8 (C) ≥ 0 ∀ C ∈ [C8, C 5 ] .
The non-negativity constraint in eq. (2.20) makes obtaining an analytic solution intractable. How-
ever, we can readily obtain numerical solutions by re-expressing the cost in a more convenient




dC 5 2MNP(C) −2 5̂ (C) 5MNP(C) +
#∑
8=1













Next, we re-write eq. (2.21) in matrix form. For this, note that the convolution can be expressed in
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terms of matrix multiplication:
(ℎ8 ∗ A8) (C) =
∫ C 5
C8
dg ℎ8 (C − g)A8 (g) =

ℎ8 (0) 0 · · · 0









A8 (C8 + ΔC)
...
A8 (C 5 )

= 8r8




(ℎ8 ∗ A8) (C) =
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5̂ (C8), 5̂ (C8 + ΔC), . . . , 5̂ (C 5 )
]>
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0 0 0 · · · −1 1




A8 (C8 + ΔC)
...
A8 (C 5 )

= r8 (2.24)
where the final row of zeros in  ensures that r8 has dimensions ) × 1. To apply eq. (2.24) for
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all # firing rate functions, we let
̃ = 1# ⊗ (_3) (2.25)
where 1# is the # × # identity matrix and ⊗ denotes the Kronecker product. Similarly, let  ∈
R#×# denote a matrix with entries 08 9 = X8 9%8, where X8 9 is the Kronecker delta. Then let
̃ = (_<) ⊗ 1) . (2.26)
Using eqs. (2.22), (2.23), (2.25) and (2.26), eq. (2.21) can be rewritten as
 (') = '>̃>̃' − 2f̂>̃' + (̃  ̃)' + '> ̃' + '>̃>̃'
= '>
(




(̃  ̃) − 2f̂>̃
)
', ' ≥ 0. (2.27)
where  is the Hadamard product.





with or without bounds and constraints on x. Quadratic programming is a standard class of opti-
mization problems, for which various solution methods have been developed. Thus, we can readily
obtain numerical solutions to eq. (2.20) using the form given in eq. (2.27).
Results
We considered a motor neuron pool (MNP) containing five MUs. Their twitch responses were
simulated using eq. (2.13) with
%8 = 4








Supplementary Figure S2.11: Twitch responses. (a) Twitch parameters for each simulated MU.
(b) Simulated twitch responses (ℎ8). Traces are colored to match the set of parameters in a used to
generate them.
as described by Fuglevand et al.49, where )! denotes the maximum contraction time, %' denotes
the range of peak tensions, and )' denotes the range of contraction times. We set )! = 150,
%' = 100, and )' = 5, in accordance with empirically measured twitch responses51. The twitch
responses and their parameters are shown in fig. S2.11.
We numerically derived the optimal firing rates that minimized the mean-squared error be-
tween the MNP force and a particular force profile. We considered several force profiles that were
employed during experiments: slow (4 s) and fast (250 ms) increasing and decreasing ramps, a
sinusoid with constant frequency (3 Hz) and another with linearly increasing frequency (0-3 Hz).
Solutions were obtained using quadprog (MATLAB) to solve eq. (2.27). The target and model-
generated force profiles are shown in fig. S2.12a, indicating that the model accurately matched the
target force over the range of profiles considered.
The predicted firing rates are shown in fig. S2.12b. For slow (4 s ramp) force profiles, the
model predicted that MUs should be recruited in accordance with the size principle. Namely, the
MU with the smallest/slowest twitch response (fig. S2.12b, red traces) was recruited first and all
others were successively recruited in order by the amplitude of their twitch responses, ending with





Supplementary Figure S2.12: Optimization predictions. (a) Target forces ( 5̂ (C); cyan traces)
and simulated motor pool force ( 5MNP(C); black traces). (b) Predicted firing rates for each unit
(solutions to eq. (2.20)). Trace colors match that of the MU twitch responses shown in fig. S2.11b
(e.g., red corresponds to the MU with the smallest/slowest twitch response). (c) Predicted MU 3
rate plotted against MU 2. Traces are shaded from light to dark to indicate the progression of time.
for a fast (250 ms) increasing ramp force, but leveraged more flexible strategies for other target
forces. For the fast decreasing ramp force (fig. S2.12b, fourth column from the left), the smallest
MU was de-recruited first and the largest MU de-recruited last, immediately prior to force offset.
This contrasts with the classical “first-in-last-out” recruitment ordering employed by the model for
the slow ramp forces as well as empirically observed MU activity patterns during steady force pro-
duction7. Generating rapidly oscillating forces also involved flexible MU recruitment. During the
3 Hz sinusoidal force (fig. S2.12b, fifth column), the smallest MU (red) was essentially not used
at all, while the largest MU (violet) was roughly three times more active than predicted during
a slowly increasing ramp force. Gradual shifts in recruitment were predicted as force frequency
linearly increased (fig. S2.12b, right-most column), with the smallest MUs becoming less active as
the largest MUs became more active.
We used the state space view to visualize pairwise MU activity patterns. Fig. S2.12c shows the
predicted firing rate of MU 3 versus MU 2 for each force profile (corresponding to the green and
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Supplementary Figure S2.13: Recruiting fast MUs increases force accuracy. The firing rate for
one MU, A8 (C), was obtained by deconvolving (ℎ8 ∗ A8) (C) = 5̂ (C), where 5̂ (C) was a 2 Hz sinusoid
(dashed traces, top row). The directly obtained firing rates are the dashed traces, bottom row. Left
corresponds to MU1 (slowest/smallest) and right corresponds to MU5 (fastest/largest). To correct
for the moments when firing rates are negative, they can simply be rectified (solid traces, bottom
row). Convolving the rectified firing rates with each MU’s twitch response generates new forces
(solid traces, top row). The new force is more accurate for MU5 (faster) than MU1 (slower).
orange traces in fig. S2.12b, respectively). As described in [main text], their activity trajectory
traversed a 1-dimensional monotonic manifold, as expected, for steady forces. Modest departures
from that manifold were observed during rapid force offset, corresponding to the reversal in the
classical de-recruitment order, with more dramatic departures observed for sinusoidal force pro-
files.
Intuitively, the predicted changes in recruitment strategy during rapid force offset arises from
the need to recruit MUs whose activation-deactivation dynamics (speed of twitch force rise and
fall) match the dynamics of the generated force152. To demonstrate why this affects the model
predictions, we considered generating a high-frequency (2 Hz) sinusoidal force with one of two
MUs: the slowest (MU1) or fastest (MU5) in our model. That is, we sought to obtain A8 (C) such
that (ℎ8 ∗ A8) (C) = 5̂ (C). In an ideal world, A8 (C) can be straightforwardly obtained by deconvolving
the target force with the twitch response. These solutions are shown in fig. S2.13 (bottom, dashed
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traces); convolving each solution with its corresponding twitch response reproduced the intended
sinusoid (top, dashed traces), as expected. However, these optimal firing rates involved moments
when the functions became negative to compensate for the twitch deactivation dynamics. This phe-
nomenon occurred for both MUs, but was largest for MU1 (fig. S2.13, left), which had a slower
twitch response. Since firing rates can not, of course, become negative, a naive solution would be
to rectify each firing rate function (fig. S2.13, bottom, solid traces). When the rectified firing rates
were then convolved with the twitch responses, the force generated by MU5 was largely unchanged
(fig. S2.13, top right, solid trace), but deviated much more dramatically from the intended force
profile for MU1 (top left, solid trace). Thus, generating rapid forces with fast MUs maximizes
force accuracy.
Optimal MU recruitment, as predicted by our model, fundamentally involves a trade off in bias
and variance (eq. (2.18)). When forces change slowly, the optimal strategy is to rely on small
MUs, since they incur less variance due to signal-dependent noise109. In these situations, MU
activation-dynamics negligibly impact incurred bias. On the other hand, naively relying on small
MUs in the same manner when forces need to quickly terminate can incur substantial mean errors,
as demonstrated in fig. S2.13. These errors can be avoided to a certain degree by phase advancing
the activation of slow MUs, but when forces need to change rapidly enough, the only feasible
strategy is to recruit and control MUs more flexibly.
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Chapter 3: High-dimensional neural manifolds for complex muscle control
The dimensionality of a neural population – the ‘degrees of neural freedom’ – reflects the
complexity of internal computations as well as the number of signals that can be ‘read out’ down-
stream. Recent studies of primary motor cortex (M1) have suggested that neural activity resides
in a low-dimensional manifold that is preserved across different tasks26,32,35,36,123. On the other
hand, we recently reported hundreds of neural modes in M1 during an isometric force-tracking
task using a cross-trial reliability measure (chapter 2). Here we investigate the reason for this high
dimensionality. We find a reorganization of neural activity patterns across force conditions, similar
to the reorganization observed across preparatory and movement epochs during reaching32. In par-
ticular, neural activity unfolded in orthogonal subspaces during the generation of static forces and
rapidly oscillating force profiles. These findings indicate that the high dimensionality observed in
M1 indicates that unrelated neural activity modes are used to generate different behaviors.
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3.1 Introduction
Animals are capable of flexibly generating different movements. Early efforts to elucidate the
neural mechanisms of movement considered a relatively restricted range of behaviors. Evarts pio-
neered investigations of neural activity in the primary motor cortex (M1) of monkeys performing
alternating flexion-extension movements of the wrist8 or generating static torques against an ex-
ternal load9. During these tasks, single-cell responses vary primarily with the pattern of muscle
activation and the direction or rate of change of exerted force. In similar tasks involving one-
dimensional control of a manipulandum, neural activity in M1 correlates well with muscle activ-
ity13, force or its derivative10,11, joint position or intended movement direction12,14. It was sug-
gested that the usage of simplistic, one-dimensional tasks might limit the understanding of cortical
control of multiple degree-of-freedom joints in two or three dimensions17. Yet during ballistic
reaches15–19 or continuous arm movements20, neural activity patterns remained largely understood
as encoding kinematic or kinetic parameters.
The conceptual and mathematical models of motor cortex have predominantly shifted from a
representational to a dynamical systems perspective25, based on an understanding that the goals
of motor cortex are to plan, generate and control movement2,153,154. Pursuant to its goals, mo-
tor cortex constitutes a dynamical system that governs the time evolution of neural activity24,33.
Neural dynamics in motor cortex exhibit several robust features across different species and tasks.
First, during arm reaches24,26–30,34,155 and pedaling31, the largest signals in the population response
display a condition-invariant translation and/or strong rotations. Rotational structure does not triv-
ially arise from correlations across times, neurons or conditions156. Second, motor cortical pop-
ulation activity has the geometric property of low ‘trajectory tangling’, meaning that a particular
activity pattern never leads to multiple dissimilar states31. Relative to motor cortex, tangling is
dramatically higher in visual cortex, somatosensory cortex, and electromyographic (EMG) signals
recorded from arm muscles31. The disparity in tangling across areas may reflect that motor cor-
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tex can be well approximated as a dynamical system whose computations principally rely on its
internal recurrence, rather than external inputs157. Third, preparatory activity unfolds in a neural
subspace orthogonal to that occupied for movement execution26,32. Stated more simply, neurons
that co-modulate as one prepares to move are completely unrelated as movement unfolds. Despite
this reorganization in the neural covariance structure across temporal epochs within a movement,
it does not appear to be the case that similar reorganization occurs across movements.
How motor cortex flexibly produces different behaviors remains largely unclear. On one hand,
it could rely on completely different computations to generate different movements; on the other,
it could simply reuse a relatively small number of neural modes. For example, neurons whose
activity tend to increase together during one behavior might decrease together for another behavior
– the individual activity patterns differ across behaviors, while preserving the neural covariance
structure. The available evidence favors the latter interpretation. Monkeys trained to control vir-
tual cursor movements by modulating neural activity mapped to a 10-dimensional manifold can
quickly adapt to within-manifold perturbations of the decoder (i.e., preserving the neural covari-
ance structure), but fail to learn off-manifold perturbations36. And relatively few signals (10-20)
are required to explain most of the variance in hundreds of motor cortical neurons during one or
more behaviors26,32,35,36. The ability of a small number of signals to explain most of the variance
in a large population of neurons appears not to be unique to the motor system, as similar find-
ings are observed in somatosensory, olfactory, visual, prefrontal, and hippocampal systems6,37. In
light of these observations, it has been recently proposed that motor cortex generates movement
by activating a few neural modes confined to a low-dimensional manifold, thereby simplifying the
control problem6. Though computationally appealing, the simplicity observed in the neural control
of movement could instead reflect simplicity in the behavioral tasks used by experimenters, rather
than a fundamental property of motor cortex37.
Recent evidence indicates the presence of hundreds of neural modes in M1 during an isomet-
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ric force-tracking task (chapter 2). This could have one of two interpretations: either many of
the observed dimensions are incidentally evoked by the task, or the task taps into a previously
unexplored regime in motor control, wherein a large number of signals are leveraged to generate
fundamentally different behaviors. Here we investigate these possibilities, revealing evidence that
favors the latter interpretation. We observe not only a large number of neural modes, but also that
neural activity unfolds in orthogonal subspaces for the most dissimilar behaviors.
3.2 Results
3.2.1 Task and behavior
A rhesus macaque generated isometric forces to modulate the vertical position of a cursor and
intercept a scrolling dot path (fig. 3.1a). Each behavioral condition corresponded to one of twelve
instructed force profiles: three static forces, over a range of amplitudes; four linearly ramping
forces, increasing or decreasing, quickly (250 ms) or slowly (4 s); four sinusoidal forces with con-
stant frequency (0.25, 1, 2, and 3 Hz); and one sinusoidal force whose frequency linearly increased
from 0 to 3 Hz (a “chirp” signal).
We recorded from 1257 neurons in M1. Most neurons (881) were recorded using 128-channel
Neuropixels probes (fig. 3.1b) and the remainder with 32-channel linear probes. The responses
of multiple MUs were isolated from multi-channel EMG signals recorded from the deltoid and
(a) (b)
Figure 3.1: Task and neural recordings. (a) A monkey modulated the force generated against
a load cell to control the vertical position of Pac-Man and intercept a scrolling dot path. (b)
Neuropixels probes were used to record neural activity in M1.
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triceps, as described previously (chapter 2). In three sessions, Neuropixels recordings were con-
ducted simultaneously with EMG recordings from the lateral head of the triceps. In a separate
session, we recorded EMG signals from eight different muscles of the upper arm (not concurrently
with neural recordings).
EMG signals generally resembled the force profiles, albeit with some differences across mus-
cles and conditions (fig. S3.9). The lateral triceps correlated most strongly with force across all
conditions. All muscles were maximally activated during sinusoidal conditions, yet some were
preferentially recruited for moderate (1 Hz) or high (3 Hz) frequency forces. Similar differences
were observed within a condition. For example, the deltoids were primarily activated during the
first and last phase of the chirp force, whereas the triceps were most active during the final phases.
3.2.2 Single-neuron response features
The response features of some neurons were consistent with those observed during simple and
complex tasks. The firing rate of some neurons resembled force (fig. 3.2a) or the rate of change of
force, as observed during flexion-extension tasks8,9. For example, unit 1183 tracked force ampli-
tude across all conditions (fig. 3.2b); unit 341 varied inversely, but reliably with force amplitude
(fig. 3.2c); and unit 862 was minimally modulated during steady force conditions, but discharged
transiently when force changed quickly (fig. 3.2d). Many neurons also displayed consistent, mul-
tiphasic responses, as observed during cycling31. For example, units 1183 and 862 displayed
double-peaked responses during each period of the 2 Hz sinusoidal condition (figs. 3.2b and 3.2d).
Consistent response features could also be observed across conditions. For example, the response
of unit 443 during the first period of the chirp condition closely resembled its response during the
first period of the 1 Hz sinusoid, whereas its response during the final (higher frequency) periods
of the chirp condition better matched the 3 Hz sinusoid (fig. 3.2e).












Figure 3.2: Example primary motor cortex (M1) neuron responses. (a) Trial-averaged forces
for 11 of 12 conditions (intermediate static force condition is omitted for space). Vertical scale bar
indicate 8 N. Horizontal scale bar indicates 1 s. (b-j) Trial-averaged firing rates with standard error
(top) and single-trial spike rasters (botom). Vertical scale bars indicate 20 spikes/s. Horizontal
scale bars indicate 1 s. (reproduced from fig. S2.10)
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larly when comparing across multiple conditions. For example, units 443, 111, and 648 discharged
transiently during a rapid ramp force (figs. 3.2e to 3.2g), which might suggest that they encoded
the rate of change of force. However, relative to its response during a fast decreasing ramp, unit
443 was more active during a slow decreasing ramp, not at all active when force oscillated at 2
Hz, but comparably active when force oscillated at 3 Hz (fig. 3.2e). Similarly, whereas units 111
and 648 both discharged transiently during a fast increasing ramp, their responses predominantly
linearly decreased or increased when force oscillated at 3 Hz (figs. 3.2f and 3.2g). As additional
examples, the firing rate of unit 36 resembled force amplitude during low frequency (1 Hz) oscilla-
tions, but varied linearly over a large range (∼ 40 spikes/s) when force was maintained statically at
a low amplitude (fig. 3.2h); and units 206 and 267 exhibited putative preparatory activity in certain
conditions, but not others (figs. 3.2i and 3.2j).
3.2.3 Neural correlates with behavior
Previous efforts to relate motor cortical activity to the motor output used extrinsic movement
parameters, such as force8–11,13 or limb kinematics15–20. This representational view of motor cor-
tex has largely fallen out of favor25, but since U-motoneurons constitute the final neural layer in the
motor pathway, relating M1 activity with that of motoneurons could provide a more direct means
of determining whether motor cortex merely encodes motor output. To investigate and quantify
the relationship between motor cortex and behavior, we fit single-neuron responses to force or
motor unit activities. The firing rate of each neuron was fit to an encoder model of the form22
A8 (C − g) ∼ #>x(C). In the force-encoding model, x(C) was a two-element vector containing force
and its first derivative. In the motor-unit-encoding model, x(C) contained the firing rates of all
simultaneously recorded motor units. Encoder models were fit to single-trial data, which meant
that only a subset of all neurons (173) could be fit to motor units. For the force-encoding model,
95% of all neurons had an '2 < 0.2 (fig. 3.3a). For neurons recorded simultaneously with motor
units, '2 values were significantly larger for the motor-unit-encoding model than the force model
(? = 0.007, t-test), but were also mostly low (fig. 3.3b; 95% < 0.2). Thus, single M1 neurons did
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(a) (b)
Figure 3.3: Encoder models of single-neuron responses. (a) Distribution across neurons of the
'2 when each response was fit to force and its derivative. Marker color indicates the size of the
regularization parameter used in ridge regression. (b) Scatter plot of the '2 when each neuron was
fit to force and its derivative or to motor unit responses. Each point corresponds to one M1 neuron
that was simultaneously recorded with motor units isolated from the lateral triceps.
not encode motor output, either at the level of force or motor unit activities.
Individual neurons correlating weakly with motor outputs does not preclude those outputs from
being linearly read out by the neural population, but those readout dimensions may be small. Dur-
ing cycling, muscle readout dimensions capture a small fraction of the variance in M1 (∼10%
of the variance captured by its two leading principal components)31. It is conceivable that in a
one-dimensional, isometric task, readout dimensions capture a larger share of neural variance. To
investigate, we used ridge regression to decode force, EMG or motor unit signals from neural
activity (pooling data across sessions). In principle, downstream circuits could decode behavior
from neural activity using one of many readout dimensions, each carrying different strengths and
weaknesses. A readout dimension might rely only on a small number of neurons whose activity
patterns most closely resemble the behavior. Such readouts would optimally predict the behavior,
but would be less robust to noise or injury in the few select neurons contributing to the readout.
On the other hand, a readout dimension might try to leverage information from many neurons,
potentially sacrificing predictive power for robustness. Mathematically, these options relate to the
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(a) (b)
Figure 3.4: Bias-variance tradeoff in readout dimensions. (a) Generalization '2 (10-fold cross
validated) for predicting force amplitude from neural activity versus the proportion of neural vari-
ance explained by the force readout dimension. (b) Same as a, but for predicting the first principal
component in triceps MU activity.
bias-variance tradeoff in regularized linear regression151. We explored this trade off by computing
the generalization performance of each decoder (10-fold cross validated) and the neural variance
explained by the readout dimension over a range of regularization parameters. For small regular-
ization parameters, mean force could be accurately decoded, but the decode dimension captured an
infinitesimally small proportion of neural variance (fig. 3.4a; 0.58%). Increasing the regularization
parameter increased the variance captured by the decode dimension, but caused the generalization
performance to plummet. Moreover, the amount of variance captured only increased modestly
(12.16%). Similar results were obtained when decoding the first principal component (PC) of MU
activity in the triceps (fig. 3.4b), deltoid (figs. S3.10b and S3.10c), or multi-muscle EMG sig-
nals (fig. S3.10a). Thus, linear readout dimensions necessarily capture a small fraction of neural
variance in M1, even during isometric force production.
3.2.4 Population structure
We explored the structure of population activity by projecting trial-averaged neural activity into
its PC space. Projecting activity into the first three PCs revealed several notable features. The neu-
ral states during the three static force conditions were arranged roughly along a force-magnitude
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axis (fig. 3.5, bottom left, blue traces). Specifically, the neural state during the intermediate static
force condition was situated between the neural states during the low and high static force condi-
tions. And the neural state during the low static force condition was closer to the initial state during
other conditions that started at zero force. Despite this consistent arrangement with respect to the
behavior, the neural states associated with all static force conditions occupied a small region of the
space defined by the first three PCs, further reflecting that the largest signals in the population were
not related to force. Also apparent in the leading PC space was that neural state during sinusoidal
conditions (fig. 3.5, bottom left, warm-colored traces) separated from static activity along PC 1,
but displayed little clear structure otherwise. Yet clearer rotational structure during sinusoidal con-
ditions did emerge in PCs 5 and 6 (bottom right). Since rotations are typically one of, if not the
largest signals in neural activity31,155, the fact that rotational structure was buried in the 5th and 6th
PCs was unexpected. This could have one of two interpretations: either rotations are not a domi-
nant feature of neural activity during isometric force production or they occur in a subspace that is
misaligned with neural activity from other conditions.
Figure 3.5: M1 activity visualized in a low-dimensional subspace. Principal components (PCs)
were obtained from the trial-averaged firing rates of all neurons across all conditions. Condition
force profiles are displayed on the top row. Condition start/end is indicated by open circles/closed
squares, with endpoint force amplitude indicated by symbol brightness (e.g., light open circles
indicate a low-force start). Neural activity was projected onto three of the six leading PCs (bottom
row), with neural trajectories displayed using the same convention as the force profiles.
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Figure 3.6: M1 activity in three different subspaces. The top row displays condition force
profiles using the same convention as fig. 3.5. PCs were obtained from the trial-averaged firing
rates of all neurons across one of three sets of conditions: ‘static’ (blue traces), ‘ramp’ (green
traces), and ‘fast sine’ (warm-colored traces). Neural activity from each condition set (columns)
was projected onto its first three PCs or those of the other condition sets (rows).
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To further dissect population structure within and across conditions, we visualized neural ac-
tivity in one of three subspaces defined by non-overlapping groups of conditions. These condition
groups included the three static conditions, four ramp conditions, and three fastest sinusoidal con-
ditions (2 Hz, 3 Hz and 0-3 Hz chirp). We then projected activity from each condition set into
its own subspace or those defined by the other groups of conditions. When data from each set
(‘static’, ‘ramp’, or ‘fast sine’) was projected into the top 3 PCs of its own subspace (fig. 3.6, di-
agonal), robust features emerged that were either diminished or entirely absent in the top 3 PCs
of the full-condition subspace (fig. 3.5, bottom left). Static data were again arranged according to
force amplitude (fig. 3.6, top left); data during slow and fast ramps rotated in the PC 1-2 plane and
separated by speed along PC 3 (center); and fast sine data exhibited a condition-invariant trans-
lation and were ordered by speed along PC 1 and displayed robust rotations in the PC 2-3 plane
(bottom right). In contrast, much of this structure was lost when either data set was projected into
the top 3 PCs of the other two groups (off diagonals). Static data occupied a small portion of the
ramp and fast sine subspaces, and the rotational structure and arrangement by speed or frequency
were no longer observable in the ramp or fast sine data when projected into foreign subspaces.
3.2.5 Neural subspace alignment
The discrepancies between population-level features of neural activity projected into its own
space or that associated with different conditions reveals a reorganization of neural coactivation
patterns across conditions. Fig. 3.6 indicates that such reorganization occurs within the largest
(i.e., highest variance) dimensions. To quantify this reorganization, we measured the alignment
between the neural subspaces for various groups of conditions, including but not limited to those
shown in fig. 3.6. Given two data sets,  and , the alignment index quantifies the amount of
variance in  explained by the first 10 PCs of , normalized by the total variance explained by the
first 10 PCs of 32. Fig. 3.7 shows the alignment indices across conditions groups; yellow squares
indicate subspaces that are completely aligned, while blue squares indicate orthogonal subspaces.
Note that some comparisons involved overlapping sets of conditions (e.g., sinusoidal versus fast
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sinusoidal conditions; see Methods for a description of each condition set). The alignment indices
revealed that the static subspace was nearly orthogonal to the subspace for every other set of con-
ditions, most of all that including fast sinusoidal conditions. Yet other subspaces were also poorly
aligned (alignment index < 0.5), such as the fast sinusoidal and slow ramp spaces or the slow si-
nusoidal and fast spaces. These results indicate that the dominant patterns of neural activity vary
across conditions.
The alignment index succinctly quantifies the similarity between the largest neural signals, but
does not consider the remaining smaller signals. It could be that neural activity quickly converges
towards greater similarity beyond the 10th PC; or the small dimensions could be just as misaligned
across conditions as the largest dimensions. To dissociate between these possibilities, we computed
the cumulative proportion of total variance in one set of data captured by its PCs or those of other
sets. 90% of the variance in static (fig. 3.8, left), ramp (center), or fast sine (right) data were
Figure 3.7: Subspace alignment across conditions. Alignment index (Elsayed et al.32) computed
for trial-averaged neural activity across different sets of conditions. Each square indicates the
amount of variance in ‘data’ (column) explained by the first PCs of ‘subspace’ (row), normalized
by the amount of variance explained by the first 10 PCs of ‘data’.
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Figure 3.8: Variance explained across conditions. Cumulative proportion of variance in static
(blue), ramp (green), or fast sine (red) data explained by each PC obtained from static (left), ramp
(center), or fast sine (right) data.
captured by their leading 74, 48, and 29 PCs, respectively. In contrast, the cumulative variance
in the ramp or fast sine data captured by the static subspace grew approximately linearly with
each PC (fig. 3.8, left), indicating that the structure of neural covariance completely realigned
between the static and other condition groups. Similar results were observed when quantifying the
variance in static data captured by the fast sine subspace (fig. 3.8, right). Beyond the first ∼20 PCs,
the variance in static or fast sine data captured by the ramp subspace also grew close to linearly
(fig. 3.8, center). In contrast, MU activity was much better aligned across conditions (fig. S3.11).
Taken together, these findings indicate that most of the structure in neural activity undergoes at
least three substantial reorganizations across conditions within this task.
3.3 Discussion
We found that generating isometric forces with various temporal profiles engages multiple,
unrelated neural modes in M1. Prominent features in the population activity during one set of
conditions (static, linear ramp, or fast sinusoidal force profiles) were not observed when activity
was projected into the subspace obtained from a different set of conditions. On the farthest ends
of the spectrum, neural activity unfolded in orthogonal subspaces during static and fast sinusoidal
force production. These findings help contextualize our previous report that M1 contains hundreds
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of neural dimensions in this task (chapter 2), which likely reflects the extensive reorganization of
neural activity across different behaviors.
Despite the ubiquitous ability of tens or fewer signals to capture most of the neural variance
during movement26,32,35,36 and other cortical processes6,37, several lines of evidence suggest that
motor cortex may not necessarily be confined to a low-dimensional manifold. Motor cortical activ-
ity unfolds in orthogonal subspaces during the planning and execution of ballistic reaches26,32 and
during sustained rhythmic movements of one arm versus the other158. Additionally, during posture
or movement tasks, the response gain of individual M1 neurons changes randomly with externally
applied loads159. This was interpreted as indicating that the brain uses specialized processes for
posture and motor control, which accords with our finding that neural activity occupies orthog-
onal subspaces during the generation of static or rapidly oscillating muscle forces. Beyond the
motor system, recent work challenges the perception that cortex is confined to a low-dimensional
manifold. In recordings of 10,000 neurons in mouse visual cortex, neural activity occupies a multi-
dimensional space whose variance scales as a power law with the number of visual input stimuli124.
These findings reveal that a large number of neural modes underlying cortical processes can emerge
under the appropriate circumstances.
What are the necessary conditions for high-dimensional neural activity in motor cortex? And,
more fundamentally, why does such structure emerge in the first place? The power-law scaling
observed in the visual system reflects the proportion of neural variance allocated to representing
coarse and fine stimulus features. It was argued that this balance is tuned to maximize the efficiency
(by increasing dimensions dedicated to fine features) and smoothness (by increasing dimensions
dedicated to coarse features) of the neural code124. This interpretation accords with recent find-
ings that illuminate the functional importance of the largest (highest variance) dimensions in motor
cortex. Neural smoothness can be measured with trajectory tangling; high tangling occurs when
a particular neural state leads to dissimilar states at future time points31. Tangling can be reduced
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by adding large signals that provide a scaffolding for smaller dimensions. In simulations, neural
networks trained to have low tangling possess greater noise robustness relative to more highly tan-
gled networks. And empirically, tangling in motor cortex is characteristically low during reaching
and cycling30,31. We also observed that tangling was consistently much lower in M1 relative to
motor units from one muscle (fig. S3.12a) or EMG signals from multiple muscles (fig. S3.12b).
The consistently low tangling across a range of behaviors – isometric muscle contractions, ballistic
reaches, and rhythmic cycling – indicates that preserving neural smoothness for the sake of noise
robustness may be a significant driver for increasing the size or number of large dimensions to
generate different behaviors. This may explain why the largest dimensions were nearly or entirely
orthogonal across dissimilar behaviors, but does not address why the behaviors required so many
different patterns of neural activity in the first place.
The neural manifold associated with a particular task can be conceptualized as an embedding of
the task parameter manifold in neural space37. Consequently, neural dimensionality is fundamen-
tally limited by that of the task. Task dimensionality can be mathematically described as depending
on the autocorrelation length of each parameter, including but not limited to the duration of each
behavioral condition38. Intuitively, neural activity can only explore as many dimensions as time
permits. Time almost certainly underlies some of the complexity observed in the present task.
Relative to point-to-point reaches, which unfold over several hundred ms24,35, our conditions var-
ied from 2-6 seconds in duration. Yet the cycling task also employed long conditions31, so time
cannot be the only factor at work. Given that the greatest disparity in neural activity was observed
between static and high-frequency sinusoidal conditions, it is tempting to suggest that movement
speed or frequency directly underlies cortical complexity. Neural response patterns also vary with
speed during reaching22, but individual neurons are not fit particularly well to movement kine-
matics22, nor were they well fit to muscle force or its derivative (fig. 3.3a). Motor cortex may
instead switch between different feedback control policies, which govern the form of its internal
dynamics. The particular control policy could conceivably depend on any combination of the form
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of task and feedback inputs, goal-related constraints imposed by the task, and some measure of
behavioral complexity. Resolving these matters is paramount to fully understanding the breadth
and depth of cortical control of movement. Given that we observed hundreds of neural modes dur-
ing one-dimensional isometric force control, we may have only scratched the surface of the neural




All protocols were in accord with the National Institutes of Health guidelines and approved by
the Columbia University Institutional Animal Care and Use Committee. Subject C was an adult,
male macaque monkey (Macaca mulatta) weighing 13 kg.
The monkey performed the Pac-Man Task, as described in detail previously (chapter 2).
Briefly, the monkey sat in a primate chair with his head restrained via surgical implant and his
right arm loosely restrained. To perform the task, he grasped a manipulandum connected to a load
cell on a ball bearing carriage mounted on a guide rail. Pac-Man was displayed on an LCD monitor
at a fixed horizontal position. The monkey exerted force against the manipulandum to control Pac-
Man’s vertical position and intercept a scrolling dot path, which cued the temporal force profile
that the monkey needed to produce to receive a juice reward.
We trained the monkey to generate static, step, ramp, and sinusoidal forces over a range of
amplitudes and frequencies. We define a ‘condition’ as a particular target force profile (e.g., a 2 Hz
sinusoid) that was presented on many ‘trials’, each a repetition of the same profile. Each condition
included a ‘lead-in’ and ‘lead-out’ period: a one-second static profile appended to the beginning
and end of the target profile, which facilitated trial alignment and averaging (see below). Trials
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lasted 2.25-6 seconds, depending on the particular force profile. Juice was given throughout the
trial so long as Pac-Man successfully intercepted the dots, with a large ‘bonus’ reward given at the
end of the trial.
Target forces ranged from 0-16 Newtons. We employed twelve conditions presented inter-
leaved in pseudo-random order: a random order was chosen, all conditions were performed, then
a new random order was chosen. Three conditions employed static target forces: 33%, 66% and
100% of maximal force. Four conditions employed ramps: 0-to-16 or 16-to-0 Newtons, either fast
(lasting 250 ms) or slow (lasting 4 s). Four conditions involved sinusoids at 0.25, 1, 2, and 3 Hz.
The final condition was a 0-3 Hz chirp. All sinusoidal and chirp forces ranged from 0-12 Newtons,
except for the 0.25 Hz sinusoid, which ranged from 0-16 Newtons.
Surgical procedures
After task performance stabilized at a high level, we performed a sterile surgery to implant
a cylindrical chamber (Crist Instrument Co., 19 mm inner diameter) that provided access to M1.
Guided by structural magnetic resonance imaging scans taken prior to surgery, we positioned the
chamber surface-normal to the skull, centered over the central sulcus. We covered the skull within
the cylinder with a thin layer of dental acrylic. Small (3.5 mm), hand-drilled burr holes through
the acrylic provided the entry point for electrodes.
Cortical recordings
Neural activity was recorded in each session with S-Probes (Plexon) or Neuropixels probes.
S-Probes contained 32 electrode sites with 100 m separation between them. Neuropixels probes
contained 128 channels (two columns of 64 sites). Probes were lowered into position with a motor-
ized microdrive (Narishige). Recordings were made at depths ranging from 5.6 - 13 mm relative to
the surface of the dura. Raw neural signals were digitized at 30 kHz and saved with a 128-channel
neural signal processor (Blackrock Microsystems, Cerebus).
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EMG recordings
In multiple sessions, intramuscular EMG activity was recorded acutely from one muscle us-
ing closely spaced, modified paired hook-wire electrodes (Natus Neurology, PN 019-475400).
Electrodes were modified to create quadrifilar electrodes by threading two pairs of wires into one
needle, as described previously (chapter 2). Four quadrifilar electrodes were inserted ∼ 1 cm into
the muscle belly using 30 mm x 27 G needles. Needles were promptly removed and only the wires
remained in the muscle during recording. Wires were thin (50 `m diameter) and flexible and their
presence in the muscle is typically not felt after insertion, allowing the task to be performed nor-
mally. Wires were removed at the end of the session. Recordings were made from the anterior and
lateral heads of the deltoid and the lateral head of the triceps.
In an additional session, intramuscular EMG was recorded acutely from eight muscles of the
upper arm: superior trapezius, sternal pectoralis, deltoid (anterior and lateral heads), triceps (lat-
eral and long heads), and biceps (short and long heads). Recordings were made using standard
paired hook-wire electrodes (Natus Neurology, PN 019-475400) inserted percutaneously into each
muscle. Wires were removed at the end of the session.
Raw voltages were amplified and analog filtered (band-pass 10 Hz - 10 kHz) with ISO-DAM
8A modules (World Precision Instruments), then digitized at 30 kHz with a neural signal processor
(Blackrock Microsystems, Cerebus). EMG signals were digitally band-pass filtered online (50 Hz
- 5 kHz) and saved.
3.4.2 Data processing
Signal processing and spike sorting
Cortical voltage signals were spike sorted using KiloSort 2.0130. A total of 1257 neurons were
isolated across 31 sessions. For the single-muscle recording sessions, EMG signals were digitally
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filtered offline using a second-order 500 Hz high-pass Butterworth. Any low SNR or dead EMG
channels were omitted from analyses. Motor unit (MU) spike times were extracted using a custom
semi-automated algorithm, as described previously (chapter 2). For the multi-muscle recording
session, EMG signals were rectified and smoothed with a 25 ms Gaussian kernel.
Trial alignment and averaging
Single-trial spike rasters, for a given neuron or MU, were converted into a firing rate via convo-
lution with a 25 ms Gaussian kernel. To facilitate trial averaging, trials for a given condition were
aligned temporally and the average firing rate, at each time, was computed across trials. Stimula-
tion trials were simply aligned to stimulation onset. For all other conditions, each trial was aligned
on the moment the target force profile ‘began’ (when the target force profile reached Pac-Man).
This alignment brought the actual (generated) force profile closely into register across trials. How-
ever, because the actual force profile could sometimes slightly lead or lag the target force profile,
some modest across-trial variability remained. Thus, for all trials with changing forces, we re-
aligned each trial to minimize the mean squared error between the actual force and the target force
profile. This ensured that trials were well-aligned in terms of the actual generated forces (the most
relevant quantity for analyses of MU activity). Trials were excluded from analysis if they could
not be well aligned despite searching over shifts from -200 to 200 ms.
3.4.3 Data Analysis
Encoder models
For the force-encoding model, the firing rate of M1 neuron 8 was modeled as
AM18 (C − g) = V1 5 (C) + V2 ¤5 (C) (3.1)
where 5 (C) is the force and ¤5 (C) is its first derivative.
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For the motor-unit-encoding model, the firing rate of M1 neuron 8 was modeled as








is the firing rate of the 9 th MU that was simultaneously recorded with neuron 8.
Parameter weights for both models were fit to single-trial data using ordinary least squares.
Prior to fitting, covariates and responses were mean-centered across trials. g was optimized over
[−200, 200] ms in 20 ms steps. Figs. 3.3a and 3.3b show the fit '2 for the optimal g,
Preprocessing
Prior to the following population-level analyses, data were mean centered across conditions.
M1 and MU activities were then soft normalized with a softening factor of 5, and smoothed EMG
signals fully normalized, as has been used previously29,31,158.
Bias-variance tradeoff in readout dimensions
For all data variables (M1 or MU responses, EMG signals, and forces), single-trial data was
arranged as - B,2 ∈ R)2×#B×!B,2 , where )2 is the number of samples in condition 2, #B is the number
of “units” (neurons, MUs, EMG channels, or 1 for the forces) recorded in session B, and !B,2 is
the number of trials for condition 2 in session B. To facilitate assessing model generalization using
data pooled across sessions, each - B,2 was used to construct - B,2
:
∈ R)2×#B (: = 1, 2 . . . , ^) by av-
eraging over every ^ th trial, starting with trial : (^ was set to 10 to create 10 folds). For each : , - B,2
:







Ridge regression was used to find a readout dimension
#: = ('>!:'!: + _1)
−1'>!:y!: (3.3)
where '!: ∈ R((^−1)∗
∑
2 )2)×# is the vertical concatenation of all but the : th trial-averaged fold of M1
responses (i.e., -: for M1 responses). The response y!: ∈ R((^−1)∗
∑
2 )2)×1 was either the session-
averaged forces (i.e., averaging -: across # , then vertically stacking all but the : th fold) (fig. 3.4a),
or PC 1 of lateral triceps MUs (i.e., projecting -: onto its first PC, then vertically stacking all but
the : th fold projection) (fig. 3.4b), PC 1 of EMG channels (fig. S3.10a), PC 1 of anterior deltoid
MUs (fig. S3.10b), or PC 1 of lateral deltoid (fig. S3.10c), mean centered across times. _ was
logarithmically sampled between 1 and 107 in steps of 25. The predicted response for each fold
was then computed as ŷ: = ':#: .





where y = [y>1 , y
>
2 , . . . , y
>
^ ] and ŷ = [ŷ>1 , ŷ
>
2 , . . . , ŷ
>
^ ].




where # = [#>1 , #
>
2 , . . . , #
>
^ ]> ∈ R^#×1 and Σ = cov( ['1, '2, . . . , '^]>) ∈ R^#×^# .
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Subspace alignment








where 1 is a # × 10 matrix containing the first 10 principal components of the trial-averaged
responses from the ‘subspace condition set’ (fig. 3.7, rows), Σ2 is the # × # covariance matrix
for the trial-averaged responses from ‘data condition set’ (fig. 3.7, columns), and f2(:) is the : th
eigenvalue of Σ2. The conditions included in each set were as follows:
• static: low, middle, and high static conditions
• slow: all statics, increasing and decreasing slow (4 s) ramps, and 0.25 Hz sinusoid
• slow sine: 0.25 and 1 Hz sinusoids
• slow ramp: increasing and decreasing slow ramps
• ramp: increasing and decreasing slow and fast (250 ms) ramps
• fast ramp: increasing and decreasing fast ramps
• fast: increasing and decreasing fast ramps; 1, 2, and 3 Hz sinusoids; and 0-3 Hz chirp
• fast sine: 2 and 3 Hz sinusoids and 0-3 Hz chirp
• sine: 0.25, 1, 2, and 3 Hz sinusoids; and 0-3 Hz chirp
Orthogonality across conditions
To assess the orthogonality of neural activity across conditions, PCA was applied to trial-
averaged firing rates from the ‘static’, ‘ramp’, or ‘fast sine’ conditions (as defined above). The
responses from each condition set were then projected onto the PCs from the same or different set
and the variance in each projected dimension normalized by the total variance.
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Tangling
Tangling (fig. S3.12) was computed as described in (Russo et al.)31:
&(C) = max
C ′
‖ ¤xC − ¤xC ′‖2
‖xC − xC ′‖2 + Y
(3.7)
where xC was the 8-dimensional neural state at time C and ¤xC is the derivative of the neural state.
For computational efficiency, x was first downsampled to 250 Hz (every 4th sample). The constant






Supplementary Figure S3.9: Multi-muscle EMG activity. (a). Trial-averaged forces for 11 of
12 conditions (intermediate static force condition is omitted for space). Vertical scale bar indicate
8 N. Horizontal scale bar indicates 1 s. (b) Rectified and smoothed EMG signals recorded from 8





Supplementary Figure S3.10: Bias-variance tradeoff in motor readouts. (a). Generalization
'2 (10-fold cross validated) for predicting the first principal component of multi-mucle EMG
signals (fig. S3.9b) from neural activity versus the proportion of neural variance explained by
the EMG component readout dimension. (b) Same as a, but for the first principal component in





Supplementary Figure S3.11: Motor unit variance explained across conditions. Cumulative
proportion of variance in static (blue), ramp (green), or fast sine (red) data explained by each
PC obtained from static (left), ramp (center), or fast sine (right) data. Data corresponds to trial-
averaged firing rates of (a) lateral triceps, (b) anterior deltoid, or (c) lateral deltoid MUs.
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(a) (b)
Supplementary Figure S3.12: Trajectory tangling. (a) Trajectory tangling of M1 versus MUs
from the lateral triceps (green), lateral deltoid (orange), and anterior deltoid (blue). (b) Trajectory




In this dissertation, I presented my work on the neural degrees of freedom underlying activity
in the primary motor cortex (M1) and motor units (MUs) that control one muscle. In chapter 2,
I presented an isometric force-tracking task (the ‘Pac-Man Task’) that enabled us to cue a mon-
key to generate muscle forces with diverse temporal profiles (static, ramp, and sinusoidal with
constant or changing frequency). According to Henneman’s size principle, MU activities should
modulate in lockstep (i.e., varying along one degree of freedom), regardless of the context68 (re-
viewed in section 1.6). MU responses adhered to this canonical description when forces were
generated slowly with the arm in one posture, consistent with standard experimental conditions
that supported the size principle51,62,72–78,160. Yet MU activity exhibited greater flexibility when
forces changed swiftly or were generated with the arm in different postures. MUs also responded
flexibly to supraspinal input. Intracortical microstimulation could substantially alter the patterns
of MU coactivation and disrupt the recruitment order observed during steady force production.
High-density recordings within M1 revealed hundreds of neural activity modes, at least an order
of magnitude higher than previous estimates26,32,35,36,123, demonstrating that cortical degrees of
freedom were not a limiting factor in flexible MU control. We used a latent factor model to rigor-
ously test how well the canonical description of MU control fit our data. When the factor model
was limited to one degree of freedom, but free to infer any one-dimensional latent drive and learn
any set of flexible MU link functions, it was unable to account for the diversity of MU responses,
indicating a fundamental shortcoming of the hypothesis of rigid MU control (i.e., the size princi-
ple45,68 and common drive71). Optimal MU recruitment strategies were predicted using a simple
model of isometric force production by an idealized motor neuron pool that incorporated some
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known diversity in MU size and speed (reviewed in section 1.5). Optimal recruitment strategies,
based on the premise of minimizing total force error, agreed with the size principle for slow force
profiles, but predicted more flexible MU activity patterns when forces changed swiftly, as observed
empirically. These observations indicate that a broader optimality principle may guide MU control.
In chapter 3, I investigated neural activity in M1 and its relationship with behavior in the Pac-
Man Task. In some respects, this task closely resembled those employed by Evarts in the first
studies of M1, with the motor output varying along one dimension (i.e., force amplitude)8,9 via
isometric muscle contractions9. As Evarts reported that most M1 neurons resembled force am-
plitude or its derivative8,9, it may not have been surprising to find similar results in the Pac-Man
Task. Nevertheless, the firing rate of most neurons correlated poorly with force and its derivative
across all conditions in the Pac-Man Task. M1 neurons correlated slightly stronger, albeit similarly
weak overall, with the firing rate of simultaneously recorded MUs. Motor outputs – force or the
first principal component of multi-muscle EMG signals or intramuscular MU activities – could be
linearly read out from the M1 population, but readout dimensions captured very little variance in
neural activity (≤ 12%), even when aggressively regularized. These observations further indicated
that M1 is poorly described by a ‘representational model’ (reviewed in section 1.2). Conversely,
the population response exhibited rotational structure and low tangling – characteristics of the ‘dy-
namical systems model’ of M124,26–31. But the central question of chapter 3 was whether the
hundreds of neural activity modes observed in M1 (reported in chapter 2) reflected meaningful
organization in how it generates different behaviors, or simply reflected a better method to quan-
tify neural modes. Low-dimensional projections of neural activity into the principal component
space identified from responses during static, ramp, or fast sinusoidal conditions exhibited clear
and robust structure, but that structure was lost when neural activity from one set of conditions
was projected into the subspace associated with a different set of conditions. The largest signals
during static and fast sinusoidal conditions were nearly orthogonal, as measured with an alignment
index32, and each pair of condition-specific subspaces were poorly aligned, as measured by the
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cross-condition variance explained with principal component analysis. All together, these obser-
vations indicate that M1 leverages unrelated neural activity modes to generate different behaviors,
in contrast with recently proposed low-dimensional theories of M16.
4.2 Future Directions
4.2.1 Optimal motor unit recruitment
The optimality hypothesis for MU control proposed in chapter 2 requires additional evidence
before definitive conclusions can be drawn. One of the most compelling lines of evidence would be
to relate the contractile properties of empirically recorded MUs with their activity patterns in dif-
ferent contexts. For example, the optimal recruitment model (and general intuition) predicted that
fast-twitch MUs are preferentially recruited when forces change quickly. But does this actually oc-
cur? Addressing this question requires some estimate of each MU’s twitch response. One approach
that has been employed during voluntary contractions involves taking a MU-spike-triggered aver-
age of the measured force51,69. However, the spike-triggered average (STA) distorts the estimated
force and speed parameters of estimated twitch responses, even at relatively low discharge rates (5
spikes/s)161. Moreover, these distortions affect different types of MUs to an unequal degree, mean-
ing that even conclusions based on relative contractile properties would likely be dubious. This
consideration largely precluded investigating this question with my current data set, since most
MUs that were preferentially active during rapid force conditions were not observed during static
conditions. Another consideration is potential sources of contamination. In previous approaches,
forces were generated by a single muscle (first dorsal interosseous)51,69. Yet it is clear that the
Pac-Man Task engages multiple muscles (fig. S3.9), which may also distort STAs for MUs from
one muscle. Alternative approaches to the STA include intraneural or intramuscular stimulation162,
which may necessitate investigating this question in man.
There are several ways in which the optimal recruitment model (section 2.6.2) could be ex-
tended. The current force model only incorporates one (agonist) muscle, but of course most joints
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are crossed by multiple muscles. It also assumes an inverse relationship between MU size and
speed (i.e., small MUs are slow and large MUs are fast), which is a reasonable approximation
for some muscles49,51, but does not always hold162. An additional consideration is that the dis-
tribution of fiber types differs widely across muscles. For example, the soleus contains primarily
of slow-twitch fibers while the gastrocnemii contain more heterogeneous fiber types163. In fact,
in cats, the soleus is more active than the lateral gastrocnemius during the maintenance of static
posture, but this relationship reverses during rapid paw shakes148. Thus, flexible MU recruitment
might be more pronounced in certain muscles, which may be predicted by a model that incorpo-
rates multiple diverse muscles. With regard to the optimization procedure, optimal recruitment in
the current model is predicated on minimizing the total mean-squared error between the generated
and desired force profile. This assumption may not be entirely unreasonable here, since the cur-
rent form of the Pac-Man Task requires the monkey to constantly track the cued force profile, and
he is encouraged to remain as close as possible to the underlying dot path (reward was delivered
stochastically and scaled inversely with the distance between Pac-Man’s and the target dots’ cen-
ters). Yet a more general formulation might consider only minimizing task-relevant variability, as
in optimal feedback control153. If cortex does mediate certain aspects of flexible MU recruitment,
it may only do so when necessary or relevant for the task at hand. These predictions could also
be investigated empirically via task modifications (see below). On the other hand, perhaps certain
aspects of flexible recruitment are wired into the spinal circuitry and only emerge during certain
behaviors that activate pathways not normally engaged during steady force production or postural
maintenance, as suggested by Friedman57 (see section 1.4). Incorporating feedback and recurrence
to the motor neuron pool model, along with a more realistic cost function, may help guide future
investigations to resolve the extent to which descending inputs or spinal mechanisms guide flexible
MU recruitment.
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4.2.2 Sources of high dimensionality in cortex
A central question raised by the results of chapter 3 is what exactly is driving neural activity
to be high dimensional? Possible explanations include the complexity of the visual stimuli or
the need to control MUs in flexible manners. Preliminary modeling work in the lab, using deep
networks trained to perform the Pac-Man Task in a similar manner as the monkey, indicates that
the visual input may play a large role in driving high dimensional neural activity. Yet similar high
dimensionality has not been observed in motor cortex during other tasks that use complex visual
stimuli, such as cycling31. This suggests that the precise manner in which the visual stimuli are
used to perform continuous tracking may be the root cause. One simple control to address this
would be to include “catch” trials, wherein the same dot path scrolls across the screen, but the
monkey is actively discouraged from generating any forces. More broadly, perhaps motor cortex
leverages dramatically different feedback control policies depending on the demands of the task or
context. This may underlie the observed orthogonality between neural activity while maintaining
force statically or modulating force quickly. Investigating these questions thoroughly may require
additional task modifications, as discussed below.
4.2.3 Task elaborations
I believe that the Pac-Man Task is ripe for exploration. I will refrain from detailing specific
hypotheses, but will simply note several aspects of the task that can be readily tuned and how they
might relate to particular areas of interest. Considering fewer, but longer conditions could facilitate
the study of fatigue. Some evidence indicates that the characteristic feature of fatigue – namely,
a reduction in the maximal force capacity of a muscle – involves supraspinal and spinal mecha-
nisms44. At least one obvious complication with studying the neural basis of fatigue is the inability
to extract large trial counts to facilitate trial averaging, as commonly precedes neural analyses. Yet
recent advancements in high-density electrodes capable of recording thousands of neurons within
a session130, combined with methods for extracting meaningful population-level signals on single
trials164, might mean that the optimal time to study the neural mechanisms of fatigue is rapidly
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approaching.
Another potential area of interest relates to optimal feedback control. As described above, this
framework predicts that an optimal controller only aims to correct task-relevant variability153. As
also described, the current version of the task encourages uniform variability over the full course of
the dot path. This constraint could be relaxed by, for example, replacing the circular target dots with
vertically oriented ellipses and varying their curvature, either continuously within a condition or
across conditions. Other readily tunable parameters include the force gain; Pac-Man and/or target
dot jitter, size, and opacity; target scroll speed; and the presence of obstacles. These parameters
might also be used to investigate feedback control and/or motor adaptation. Undoubtedly, there are
several interesting directions one could imagine.
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