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ABSTRACT 
The surgical profession has undergone significant changes in recent years propelled by 
advances in technology such as the introduction of the minimal access techniques. This is 
also influenced by recent restructuring of surgical training along with obligatory 
reduction of doctors' working hours proposed by the European working time directive 
and the modernisation of medical careers. All these pose a great challenge for acquiring 
specialised surgical skills for aspiring surgeons. This is especially true for Minimally 
Invasive Surgical (MIS) training which requires surgeons to overcome many challenges 
of the procedure including the monoscopic visualisation of the operative field, reduced 
haptic feedback, and the fulcrum effects of the MIS instruments. Surgical training needs 
to become more focussed and tailored towards the trainees' requirement, particularly in 
elucidating subtle visuornotor behaviours in complex procedures. 
The purpose of this thesis is to identify new methods of improving the delivery and 
assessment of MIS, particularly under the constraint of monoscopic MIS visualisation. In 
this thesis, the role of visual spatial ability in the acquisition of surgical skills is first 
investigated. A psychometric test is used to elucidate the correlation between spatial 
ability and complex tasks, and highlight the need for more quantitative assessment of 
visuornotor behaviours in laparoscopic procedures. To this end, a wavelet-based analysis 
framework for instrument trajectory analysis is developed for extracting intrinsic motion 
behaviours. This is used to provide an insight into subconscious integration of the visual 
and motor axes in a depthless operative field. The issue of monoscopic visualisation of 
the operative field in MIS is also addressed and a method of improving depth perception 
by digitally enhancing a "weak" shadow cast by a secondary light source is proposed. By 
performing experiments on MIS novices, significant improvements in depth perception 
by the use of the proposed technique are demonstrated. Finally, eye tracking is used to 
study the difference in visual behaviour between laparoscopic novices and experts. A 
distinct visual behaviour of instrument tool-tip tracking during instrument manoeuvring is 
observed among the novices but not the experts, and this behaviour is shown to be 
repeatable in both groups. These results provide an important insight into how the 
cognitive, motor and visual stimuli are integrated during MIS surgery, as well as how the 
surgeons compensate for the depthless operative field. These findings can be used for the 
development of more focussed training curricula and the development of improved MIS 
instruments for its safe practice. 
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Chapter 1 
Introduction 
The National Health Service (NHS) has seen a great attempt of modernisation in 
recent years. The introduction of "clinical governance" in 1997 [11 aims not only 
to make sure that high standards are maintained throughout the NHS but to also to 
ensure that this high quality service is continuously improved. An important 
element of clinical governance focuses on post-graduate education and efficient 
development of specialist skills. With an obligation of significantly shortening 
doctors' working hours by 2009 following the new European working time 
directive [2], there is a pressing need to modernise the delivery of postgraduate 
education. To comply with the shorter training hours, the Department of Health 
has now introduced a new training initiative known as modernising medical 
careers (MMC). The surgical specialty is likely to be affected the most by these 
changes as it requires trainees to acquire not only a wide spectrum of clinical, 
cognitive and decision making skills, but also a range of fine motor skills which 
no doubt require significant practice. One example of such skills that require 
significant practice is related to Minimally Invasive Surgery (MIS), which 
represents the main focus of this thesis. 
The aims of this thesis are: 
0 To investigate the role of spatial ability on the acquisition of MIS skills 
and identify appropriate spatial ability tests that can be used to identify 
talented individuals and those who are likely to benefit from additional 
training. 
To develop more robust methods of motor skill assessment which can 
be used to detect normal and aberrant motor behaviours during MIS? 
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* To develop methods of improving visualisation and depth perception 
of the operative field by enhancing existing or introducing additional 
visual cues. 
9 To define favourable visual behaviour during MIS tasks and 
investigate the role of experience and other factors on the variation of 
this behaviour. 
The layout of the thesis is as follows: 
Chapter 2 gives an introduction to the topic of MIS and its current training 
schemes. The advantages and disadvantages of different training approaches are 
summarised. In this chapter, an extensive literature review is provided on the topic 
of spatial ability and an introduction to depth perception and its relevance to MIS. 
Chapter 3 is concerned with the basic anatomy of the human eyes and an 
overview of how the visual system works, as well as current theories on visual 
perception. This chapter also introduces the oculornotor behaviours of the human 
eyes and the existing technologies for tracking eye movements and visual 
attention. Furthermore, the importance of the integration of cognitive, motor and 
visual perceptual behaviours in the acquisition of MIS skills is discussed. 
Chapter 4 presents the first study of investigating the role of visual-spatial ability 
in the acquisition of laparoscopic skills. By studying laparoscopic novices, the 
association between levels of spatial ability measured using psychometric tests is 
correlated with actual laparoscopic performance. The results from the experiments 
show significant correlation between performance in these tests and MIS surgical 
task performance. A similar study of comparing spatial ability with the acquisition 
of plastic surgical skills is also presented in Appendix D, where spatially complex 
tasks such as z-plasty and other local skin flap design show statistical correlation 
with psychometric testing. 
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Chapter 5 presents an alternative method of assessing surgical skill in MIS by 
motor skill analysis. By using laparoscopic instrument trajectory analysis, a 
wavelet based framework is described which aims to extract fine motor behaviour 
during a laparoscopic task. The effect of different visualisation of the operative 
field is also assessed. Using the proposed method, specific motor behaviours such 
as jitter and motion compensation are identified. These are shown to be indicative 
of the efficiency of depth extraction and its effect on the visual-motor axis. 
Chapter 6 addresses the issue of loss of binocular vision in MIS and presents a 
method of improving monoscopic depth perception by the introduction and digital 
enhancement of shadows within the operative field. The effectiveness of this 
method for depth perception is assessed by using eye tracking. The benefit of this 
method in improving depth perception is clearly established and the eye tracking 
data is used to explain the intrinsic visual search behaviour by demonstrating how 
scan-path pattern changes as a result of the addition of the digital shadow in the 
operative field. 
Chapter 7 presents a paradigm of extracting underlying strategies and visual 
behaviour of laparoscopic novices in performing a simple simulated task. The 
same experiment is then repeated by using experienced laparoscopists and the 
differences in visual behaviour are analysed. Using eye tracking, distinct 
differences in visual behaviour between these two MIS groups are demonstrated. 
MIS novices compensate for the reduced depth perception of the operative field 
by following the instrument tip throughout the task (this serves as a motor control 
error correction mechanism guided by visual-feedback), whereas experts who 
have become accustomed to the monoscopic operative field do not show this 
visual behaviour. Finally, the same framework is used to demonstrate the exact 
same behaviour differences between experts and novices while performing a real 
surgical task of laparoscopic cholecystectomy on a porcine model. 
In Chapter 8, we conclude the thesis with a summary of the findings and a 
discussion about potential limitations and future directions of this research. 
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Chapter 2 
Minimally Invasive Surgery 
2.1 Introduction 
Minimally Invasive Surgery (MIS) is typically performed using small incisions 
and tiny instruments attached to fibre-optic viewing devices known as endoscopes 
[Greek for look inside]. It represents the most important revolution in surgical 
technique since the early 1900s [3] and the introduction of aseptic technique or 
safe anaesthesia [4]. Figure 2.1 illustrates a typical setup for performing the 
cholecystectomy procedure. The abdominal cavity is firstly inflated via a carefully 
inserted needle using carbon dioxide gas and then a number of instrument 
conduits (known as ports) are inserted into the abdominal cavity through small 
skin incisions. A specially adapted camera with complex optics (endoscope) 
relays video from the operative field onto a visual monitor which the surgeon can 
use to navigate the elongated instruments and perform the surgical procedure. 
Figure 2.1 A typical laparoscopic setup for the cholecystectomy procedure showing two 
laparoscopic instruments (A and B), the camera (C) and the air insufflation needle (ins). 
I? I? 
Early endoscopes were simple and rioid. They used reflected candle light Cor Z-- Zý 
illumination. Their description dates back to 1868 Mien the first diagnostic 
gastroscopy of a sword-s\vallower was pert'ormed [5]. In 1901. Kellino used I 
rigid cystoscope illuminated by hot elements at its tip to pcrt'orm the first 
laparoscopy 161. In 1930. Heinrich Lamin (a German doctor) reported transmittinO 
the imaoes of a lioht bulb throuoh a short bundle of' optical fibres. t IntlOrtunatel%, 
the quality was poor, and the outbreak of the 2 Ild World War halted l'urther 
progress [7]. It wasn't until the 1950s when Harold Hopkins. a Cambridge 
physicist (and ex-Imperial College lecturer) together with Narinder Kapany (see 
Figure 2.2) made a landmark discovery Ior the flexible endoscope 181. They 
described the efficient transmission of light throuoh a solid quartz rod, leadino to 
Fig tire 2.2 'Narkider Kapam ( 1,: 1 t) aII Li 11,110 1kII lo I) km, (i I ii) ,II nipciiai Lo Ileg c, I ýondon 
hose work led to the discover) of the first 1'1hrC-0j)( IC C11CIONCOI)c 
Storz built on Kapany's and Hopkins' discovery to improve light dcli\er\- throtioll 
the fibre-optic cable [6,91. In 1987, the French gynaecologist MOUret pert'Ornied 
the first laparoscopic cholecystectomy'. an event that started the MIS revOlUt1011 
10,11]. Since then, significant research has (, one into improving the technoloo\ z1- 
' This pioneering event was later retrospective ly attributed to Whe in 1985 110,111 
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the discovery of the first fibre-optIC CMIOSCOI)c IQ 1. 
and safetN of MIS but the following four discoveries were pivotal in its current 
success and clinical uptake: 
1) The development of miniaturised Charge Coupled Device (CCD) cameras 
alloxNing the transmission of high resolution images via the optical scope, 
2) The discoverv of high luminance xenon or halogen light sources allowing 
good illumination of the operative field, 
3 3) Improxement in the design and ergonomics of endoscopic surgical 
instruments 
4) The deNelopment of gas insufflation devices which allowed controlled 
distension of bodý cavities, thus improving the workspace for the surgeon. 
Further impro\ements and optimisations are continually being made to address 
some of the issues that surgeons face. especially those related to the limitations of Z1- 
fine instrument manipulation and control. Some of the recent advances include 
robotically assisted MIS and inteoration \vith intra-operative imaging modalities 
for more precise and targeted instrument manipulation and guidance. 
Since its first use for stereotactic neurosurgery, robotic surgery no doubt offers the 
most promising advance in this field. allowing stereoscopic visualisation of the 
operative field. improved 3D accuracy. higher precision, tremor elimination, 
motion scaling and more natural instrument movement with up to seven degrees 
of freedom [13.141. Furthermore, it has empowered surgeons to perform 
otherwise difficult procedures such as in paediatrics or in-utero where instrument 
stability in limited space is vital. Robotic surgery is currently being increasingly 
used in a number of other surgical specialties such as orthopaedics. cardiothoracic 
and urology. The master-slave remote system has the additional advantage of 
allowing the remote manipulation of instruments, i. e., surgeon and patient being 
thousand miles apart (tele-surgery) 113]. Figure 2.3 demonstrates a modem 
robotic master-slave based set-up. 
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Figure 2.3 The da Vinci(& surgical robotic system showing the master and slave console 
Radiological advances especially in Magnetic Resonance Imaging (MRI) as well 
as ultrasound and faster Computed-Tomography (CT) have popularised minimally 
invasive radiology by allowing visualisation beyond the "visible" operative field, 
thus providing more effective intra-operative guidance. The ability of accurately 
overlaying pre-operative radiological data onto the operative field, a process 
known as augmented reality, promises to further transform MIS [ 13,15]. 
Over the last 20 years, the popularity of MIS among clinicians and patients has 
increased dramatically to encompass a large number of procedures across many 
specialties such general surgery, urology, neurosurgery, plastic surgery and 
gynaecology. Figure 2.4 demonstrates the changing trends of MIS in preference to 
the open surgery equivalent for the cholecystectomy procedure in the USA. Table 
2.1 shows a list of procedures currently primarily performed by MIS techniques 
[12], whereas Table 2.2 highlights procedures that have an established 
laparoscopic approach and those are still under evaluation. 
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Figure 2.4 Graph to dernonstrate the chanoin- trends ol'cholecystectomN %%ith tile open technique 
losing popularity over a 10 year period in preference to the laparoscopic procedure in tile USA 
(data from Ambulatory and inpatient procedures according to place, sex, age and type of 
procedure, 1991-2002 http: //www. cdc. gov/nchs/data/hus/liusO4trend. pdf#097). 
Procedure Number performed Percentaue done hN M P, 
Nissen funcloplication 47,087 9 
Cholecystectomy 1,084,882 8 
Paediatric urology 25,000 80 
Nephrectomy 44.863 75 
Lung biopsy 90,000 75 
Adhesiolysis 215.760 72 
myomectoniý 64.997 70 
Table 2.1 Example list ot'procedures primarilý perf'ormed in 1999 bý M IS (data from 1121). For 
a brief description of each procedure, see Table A. I in Appendix A. 
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1991 2001 
Established technique 
" Laparoscopic cholecystectomy 
" Diagnostic laparoscopy 
" Laparoscopic appendicectomy 
" Laparoscopic Nissen Fundoplication 
" Laparoscopic Heller's myotomy 
" Laparoscopic adrenalectomy 
" Laparoscopic splenectomy 
" Thoracoscopic sympathectomy 
" Laparoscopic rectopexy 
Technique under evaluation 
" Laparoscopic hernia repair 
" Laparoscopic colectomy 
" Laparoscopic nephrectomy 
" Parathyroidectomy 
" Laparoscopic repair of duodenal perforation 
Prospects 
" Sentinel node biopsy 
" Hepatic resection 
" Gastrectomy 
Table 2.2 List of established laparoscopic techniques and those are still under evaluation [31 
For a brief description for each procedure, see Table A. I in Appendix A. 
2.2 Advantages and disadvantages of MIS 
The growing popularity of MIS is mainly attributed to its primary advantage of 
performing major or complex surgery using tiny incisions. This results in reduced 
post-operative pain, improved early post-operative mobility and consequentially 
reduced post-operative complications such as deep vein thrombosis and wound 
infection and other morbidity. The shorter convalescence enables the patient to 
return to work and an active lifestyle quicker, which has significant financial 
implications from both the patient and state perspectives. The much smaller scars 
are also an important aesthetic consideration especially for the younger patients. 
From a technical point of view, the endoscope can provide good visualisation and 
hence effective targeting of otherwise inaccessible areas. Minimised tissue 
handling significantly reduces local trauma and inflammation [4]. Table 2.3 
summarises the advantages and disadvantages of MIS. 
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Advantages Disadvantages 
Smaller incisions (less trauma) 
Faster recovery 
Lower surgical stress 
Less pain 
Lower incidence of wound infection and 
dehiscence 
Lower incidence of adhesions and incisional 
Reduced depth perception of the operative 
field relayed on monitor 
Visual-motor axes misalignment can cause 
disorientation 
Reduced tactile feedback 
Fulcrum effect of the instruments 
Free blood may easily degrade encloscopic 
hernias 
Better access to some inaccessible areas e. g. 
pelvis 
Superior cosmetic results 
image 
Sharp leaming-curve 
Difficult extraction of large specimens 
High equipment costs 
Table 2.3 Advantages and disadvantages of MIS 
Excluding the high equipment costs and physiological sequelae of creating a gas 
filled cavity inside the body (pneumoperitoneum), the biggest disadvantage of 
MIS is operator dependency. MIS is technically more demanding, requiring more 
concentration and operative time than open surgery. This increases the surgeon's 
fatigue and stress due to the remote interface of the laparoscopic technique [16]. 
The representation of the three-dimensional (3D) operative scene on a two- 
dimensional (213) visual display can be extremely challenging especially for 
novices, yet there is a requirement to perform delicate manoeuvres in 3D using 2D 
visual cues. Furthermore, the misalignment of the visual and motor axes, as 
illustrated in Figure 2.5, along with angular rotations increases the complexity of 
the task, resulting in a higher error rate and faster mental fatigue [ 17,181. 
The task is further perplexed by the elongated instruments as the tip of which 
moves in opposite direction to the handle (known as the "fulcrum effect"). Tactile 
feedback is also significantly reduced [16,19,201. In addition, magnification of 
the operative field by the endoscope requires that the surgeon mentally scales the 
instrument movements appropriately [21]. Although both open surgery and MIS 
have a "learning curve", defined as the number of procedures an average surgeon 
need to perform independently before achieving a reasonable outcome, there is 
evidence to support that the leaning curve for MIS is steeper than that of open 
surgery [221. 
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Figure 2.5 Right: A typical MIS setup. During the procedure, the surgeon is required to integrate 
knowledge of the anatomy and procedure (cognitive part) and dexterity (motor part) guided 
primarily by 2D visual cues from a display unit (perceptual part). The misalignment of the visual 
and motor axes (arrows) makes this process even more challenging. Left: the interaction of the 
three worlds: perceptual, cognitive and motor. 
To further provide familiarisation of the "unnatural" environment of MIS, trainees 
go through regular and intense training using animate and inanimate models and 
their competency can be assessed on several bench models. With computers 
becoming increasingly more powerful and affordable in recent years, many 
computer based training kits have been developed (known as Virtual Reality (VR) 
simulators). The improved photorealistic graphics rendering of such simulators 
can simulate the videoscopic interface of real MIS. A typical VR simulator uses 
specialized controls that resemble real laparoscopic instruments and are interfaced 
with a computer. During a training task, these instruments send infon-nation of 
their 313-location and rotational position. Using the appropriate software, users 
can perform a variety of exercises ranging from touching virtual spheres to tying 
virtual knots on photo-realistic surfaces simulating real instrument handling and 
object interaction. There is evidence to support that psychornotor skills acquired 
using VR simulators are transferable to real MIS [23] with improved speed and 
reduced errors [24]. This form of training is becoming increasingly more popular 
among training centres world-wide especially due to the lower costs, continuous 
availability and more ethical training. 
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2.3 Skills assessment in MIS 
Ackerman suggested three categories that affect motor skill performance in 
general: general intelligence ("general ability"), perceptual speed ability and 
psychornotor ability. The first category includes cognitively orientated abilities 
such as acquiring, combining, storing and retrieving memory-related processes. 
Perceptual speed refers to an individual's facility of solving problems of 
increasing complexity whereas motor ability is related to the speed and accuracy 
of movements that place little or no cognitive demand on the person [251. Spencer 
argued that surgery is 75% decision making and 25% dexterity [261 but other 
qualities such as spatial ability, personality are also of great significance. Thomas 
recently proposed that surgical education should aim to produce trainees with a 
sound knowledge base, good communication skills, excellent clinical judgement 
and proficient technical skills [271. In reality, senior surgeons frequently note that 
surgical trainees differ not only in general competence but also in specific ability 
patterns [28]. Kaufman [291 proposed that the choice of a trainee in surgery 
should be based at least partially on his innate abilities and suggested that spatial 
ability is one of the important underlying abilities in surgical skills. It was also 
suggested that it can be demoralizing for a trainee to embark on a surgical career 
only to find that he or she is hampered by the lack of ability that cannot be 
improved by practice or training. It was further argued that potential surgeons may 
select themselves based on an unconscious appreciation of their own spatial 
ability [30]. 
2.3.1 Motor ability 
Motor ability is defined as the capacity of an individual that is related to his or her 
performance of a variety such skills or tasks [3 1 ]. Since different motor abilities 
underlie the performance of motor skills, an individual's performance for a 
specific motor skill is dependent on the possession of a relevant motor ability for 
this particular skill. Research has also suggested that individuals have many motor 
abilities which are relatively independent. Fleishman [321 attempted to identify 
these motor abilities and proposed the taxonomy of human perceptual-motor 
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abilities which were broadly divided into perceptual motor and physical 
proficiency abilities as shown in Table 2.4. 
Perceptual Motor abilities Physical Proficiency abilities 
Multi limb co-ordination Static strength 
Control precision Dynamic strength 
Response orientation Explosive strength 
Reaction time Trunk strength 
Speed of arm movement Gross body co-ordination 
Rate control Extent flexibility 
Manual dexterity Dynamic flexibility 
Finger dexterity Gross body co-ordination 
Arm-hand steadiness Stamina 
Table 2.4 The taxonomy of motor abilities as described by Fleishman[3 )2] 
Overall, people differ in the amount of each ability they possess and this 
influences the potential for achieving specific skills. 
2.3.2 Acquisition of motor skills 
Motor learning is defined as a change in the ability of a person to perform a skill 
that must be inferred from a relatively permanent improvement in performance as 
a result of practice or experience that is dependent on the presence of motor 
ability [31]. Numerous theories have been proposed on how motor skills are 
leamt. In 1890, William James observed that when a skill is first learnt, an 
effortful conscious process of each step is required. With experience, this becomes 
effortless and automatic [33]. In 1964 Fitts and Posner presented a three stage 
model for motor skills leaning. These three overlapping phases are summarised in 
Table 2.5. 
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Phase Description 
Cognitive The learner works out what needs to be done 
and plans the tasks e. g. a medical student talks 
himself through step by step on how to tie a 
surgical knot 
Integrative This is when a learner practices the knowledge 
learned in the first phase often re-enforced by 
feedback from seniors. 
Autonomous With sufficient practice, performance becomes 
smooth, automatic and stress resistant 
Table 2.5 Summarises the three phases of motor leaming as suggested by Kopta [341 
In the cognitive phase, perceptual awareness, understanding of the spatial relationships of 
the task and comprehension of the underlying mechanical principle are most important. 
Speed, efficiency and precision only become important in the integrative phase. Once 
automation is achieved, actions occur at a subconscious level and are difficult to 
decompose back into component parts, which may explain how some experienced 
surgeons find it difficult to demonstrate their task to others [35]. 
Furthermore, learning complex motor skills has been shown to involve functional re- 
organisation within the primary motor cortex ("hardwiring") and attempting to correct 
poorly leant skills becomes extremely difficult. It is thus imperative that a high level of 
cognitive input is employed during the early stages of learning surgical skills [36]. 
There are many similarities between cognitive and motor learning: both improve with 
practice (and decay in its absence), become automatic with experience and their 
component abilities are task specific. Furthermore, transference can occur to related tasks 
but not completely different ones. This is particularly important in surgery as competence 
in one type of procedure, e. g. laparoscopic cholecystectomy, facilitates the learning of 
other laparoscopic procedures [36]. 
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2.3.3 Motor assessment 
Due to the technical challenges of MIS, it is imperative that trainees reach a 
competency level before allowed to operate on real patients to ensure patient 
safety. This is especially important as the surgical profession has come under 
scrutiny in recent years due to highly publicized cases (such as the Bristol 
paediatric cardiac unit enquiry) and the suggestion that poor outcomes were the 
result of inadequate surgical skills [37]. Consequently, there has been a public 
drive for developing objective and independent assessment of surgical skills. 
Thomas has outlined the primary aim of this assessment which is not so much to 
identify the surgeons who have below average surgical skills as by definition 50% 
of the population would qualify, but rather to eradicate the -maverick" surgeons 
and to improve the overall surgical standards [27] (see Figure 2.6). 
Average 
Learn from failures Spread good practice 
Eradicate Emulate 
Mavericks Geniuws 
Figure 2.6 Assuming the distribution of surgical competence being normal, the objective of 
assessment is to identify and eradicate "maverick" surgeons, emulate "genius" surgeons and shift 
the curve to the right. Redrawn from [27]. 
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Thus far, several methods have been developed for objective assessment of 
surgical skills in MIS. They can be broadly divided into motion analysis systems 
and video-based assessment tools. Dexterity analysis can be performed by 
tracking and analyzing hand or instrument movements [20] as these are limited in 
MIS due to the instrument constraints. The Imperial College Surgical Assessment 
Device (ICSAD) (see Figure 2.9a), for example, is an electromagnetic tracker 
which when worn on the hands can provide the x, y and z co-ordinates ofeach 
hand at a frequency of 20 Hz (see Figure 2.7). From this data, the total path length 
of the hand required to perforin a task can be easily calculated. The time taken and 
the number of movements are also recorded. Studies have shown that expert 
laparoscopists required fewer movements than laparoscopists with minimal 
experience and novices to complete both simple and real tasks [38,39]. The 
correlation between these movement metrics and the level of experience has also 
been demonstrated in open surgery [401 and bench models [41] (see also Figure 
2.8). 
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Figure 2.7 A typical ICSAD recording trace of an individual tying a surgical knot showing the 
temporal changes in position of the left hand (green trace) and right hand (red trace). (image 
courtesy of Mr Leff). 
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Figure 2.8 The effect of experience on the total path len-th and number of hand movements as 
measured by ICSAD for tying a surgical knot (Graphs courtesy ot'Mr Left). 
The Advanced Dundee Endoscopic Psychornotor Tester (ADFPT) (see Figuire 
2.9c) is another coin puter-contro I led endoscopic perf'ormance assessment sýstcm 
and measures parameters such as time, flight tra ectorv of instruments and errors 
during simple laparoscopic tasks [42]. Using this tool, it has been shoNNII diat there I 
is a good correlation between ADEPT scores and clinical performance 1431 
including the level of experience [44]. Another dexteritN assessment device %\as 
also described. \khich consists of specialised laparoscopic instruments connected 
to sensors (see Figure 2.9b) capable of relaying intorniation abou -I I. 
t tile 'D position 
of the instrument tips within an accuracy of 0.0 1 nini. BN LIS111,11 such a "Nstelil. tile 
authors demonstrated the effect oftraining on tile accuracy and time to complete a 
laparoscopic task [201. 
I -r. ()I, " 
It -I 
C 
E 
0 
.0 
z 
0 
I- 
(c). 
Figure2.9 (a)1hc Imperial Collc,, e Sur-ical Assessment Device OCSAD) with tile sional ZN -- -1 
oenerator (A) and the two hand sensors (B). (b) A device consisting of' two laparoscopic 
instruments wired using special sensors to sense the 31) position of the instrument lip 
Immersion Medical, MD, USA] (c) The ADEPT surgical assessment device 1421 
j) 
Video-based assessment requires the subject to perform a specific laparoscopic 
task which is recorded. The video recording is subsequently assessed by a panel of 
trained experts who use checklists to grade the performance. A correlation 
between level of experience and overall checklist score (see Table 2.6) has been 
previously shown for laparoscopic cholecystectomy [451. This type of assessment 
can be used to track the learning curve of surgeons in training, assess the efficacy 
of training models and curricula, and also provide a means of self-assessment. 
Unfortunately, its greatest disadvantage is its complexity and that developing the 
appropriate rating scales is time consuming [461. 
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Score sheet Points Error Sheet Points 
Initial Exposure Gallbl adder 
41 Placement of fundus grasper 2 a Gallbladder injur. N 1 
Placement of body grasper 3 (mechanical or cauten) 
Retraction of fundus cephalad 2 0 Unintentional release of' the I 
Retraction of body anterolateral 3 gallbladder %% ith grasper 
Initial Dissection a Gallbladder inJur) mith 10 
" Start dissection of' body 5 spillage 
infinclibularjunction Liver 
" Identification ofthe cystic duct 5 0 I. i%er injurý (no bleeding) I 
" Circumfcrential dissection of' 5 0 I. i%er injur) %% ith bleeding 5 
duct 0 MaJor vascular in. jur-% 50 
Cystic Duct Dissection 0 ClID/Ilepatic duct Injur) too 
" Adequate length of duct 8 Cystic Duct 
" Proximal Clip 2 Additional attempt at clipping 
" Distal clip/ligature placement 2 duct 
I 
" Division of duct 5 Additional attempt at 
Cystic Duct Cannulation ductotom) I 
Ductotomy 8 Additional attempt at c) i . %tic I 
Catheter placement 8 
duct carmulation 
Secure Catheter 2 Misplaced clip 2 
Remove Catheter 2 11 nintcntional renim al of 5 
catheter Cystic Artery Dissection 
0 Unintentional cý%tic duct 
" Identify cystic artery 5 transaction 
10 
" Circumferential dissection 5 0 Failure to cannulate patent 10 Adequate length (enough clips 5 cNstic duct 
and transaction) Cystic Artery 
Proxima[ clip 2 a Additional attempt at clip Distal clip 2 placement on arter) I Transection ofartery 5 a Additional attempt at cutting Gallbladder Fossa Dissection cy stic artery I 
" Areolar tissue division 10 0 Misplaced clip 2 
" Inspect liver bed 4 0 M istaking arter) tor duct 5 
" C%stic arterN fear 15 Miscellaneous 
0 Injur) to other abdominal 25 
% 
Prolonged operatke time 
(>90minutes) 10/15min 
Table 2.6 Score and error sheets used for the objective assessment of the laparoscopic 
cholecystectomy procedure during video-based assessment. Adapted from [45) 
Finally, VR simulators can also be used and it has been shown that they can be 
used to benchmark the operative performance of surgeons [ 161. 
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2.3.4 Cognitive influence and decision making 
Decision making is defined as the cognitive process leading to the choice of a 
course of action among alternatives. It is a reasoning process which can be 
rational or irrational, and can be based on explicit or tacit assumptions [47]. In 
medicine, this process requires that the doctor makes a diagnosis and very 
importantly, selecting the appropriate treatment. This process is complex but with 
experience it becomes quick and automatic to the point that is subconsciously 
applied. Critical thinking is an important parameter of complex-problem solving. 
It is defined as focused, organized thinking about the logical relationships among 
ideas, the soundness of evidence, and the differences between fact and opinion 
[48]. In recent years, limitations of traditional determinants has encouraged a new 
process in medical decision making, known as evidence-based medicine (EBM) 
which aims to provide useful solutions to clinical problems by using current and 
valid information. EBM is defined as the process of systematically finding, 
critically appraising, and effectively applying contemporary research published in 
the scientific literature as a basis for decision making regarding individual patient 
care and health care policy [49]. Unfortunately, despite adequate evidence, 
clinicians do make errors which can result in adverse events. Inexperience, new 
techniques and stress are some of the predisposing factors to making errors [501. 
Such incidents pose considerable challenges to an organisation that needs to 
respond intelligently to their occurrence and also deals with the aftermath. 
Learning from other industries such as aviation, recent research on patient safety 
attempts to address the issues of how to investigate clinical incidents and learn 
useful lessons from them in order to avoid these errors 1511. 
2.3.5 Perceptual aspects: innate ability 
Despite adequate real life and simulated operative training, different surgeons are 
able to adapt differently to the unique operating environment of MIS and acquire 
laparoscopic skills at different pace. The question arises whether more efficient 
individuals have an innate advantage (an aptitude) over their slower counterparts. 
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Significant research has been perfori-ned over the years in an eftort to identify 
factors that are responsible for innate ability in general. One of the earliest 
accounts was from the 1920s when McFarlane described the correlation between 
the possession of "practical ability" and judging concrete spatial relations over 
and above general intelligence. This aptitude was later described as -spatial 
ability" and its importance in some occupations was extensively studied in the 
1940s. The first clear evidence for the existence of spatial abilities resulted from 
tests administered to the army air force personnel initiated by L. G. Humphries 
around 1947 [52]. Shuttleworth showed a positive correlation between high 
grades at technical school and spatial ability, whereas Martin ( 1945) predicted job 
achievement from spatial relations tests among 45 car mechanics. Furthermore, 
the US employment service listed 4 job categories requiring high levels of spatial 
ability including engineering, science, drafting, and designing [53]. 
2.3.5.1 Spatial ability 
This is defined as the skills of generating, tran#brming, representing and 
recalling symbolic, non-linguistic inji)rmation [54]. Currently, there are three 
factors that affect spatial ability: spatial orientation, spatial visualisation and 
spatial cognition. 
Spatial orientation is defined as the comprehension of arrangement of elements 
within a visual stimulus and the aptitude to remain unconfused by the changing 
orientation in which the spatial orientation may be presented [53]. A stunt pilot 
demonstrates good spatial orientation by his ability to know exactly where the 
ground is during a manoeuvre [55]. 
Spatial visualisation is defined as the ability to mentally rotate, manipulate, twist 
or invert a pictorially presented stimulus [531. In other words, this is the ability to 
manipulate an object in an imaginary 3D space and recreate a representation of the 
object from a new viewpoint [551. 
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Spatial cognition is the underlying mental process that allows an individual to 
develop spatial abilities [55]. Piaget described the 4 stages of spatial cognition 
based on age as follows: 
a The sensorimotor (0-2 years), the child exhibits an egocentric view ofthe 
world and knowledge is gained by perceptual sensation. 
* The preoperational stage occurs from ages two to about seven and the 
child gains knowledge by touch. 
o The concrete operational stage occurs between 7-12, where the child 
develops spatial thoughts which are independent From images but require 
object manipulation. 
* Theformal operational state occurs from 13 to adulthood and individuals 
can make use of infinite spatial possibilities and complex mathematical 
concepts [55]. 
Anastakis attempted to further classify visual spatial ability into edge and surface 
extraction, edge orientation encoding, whole object recognition, and imagery 
involving the spatial relations of object parts in 2D and imagery involving 2D and 
3D whole object spatial rotation and translation [56]. 
There are a range of standardized psychological measures which assess general 
cognitive ability and more specific aptitudes, as well as personality and work 
style. A large number of tests have been developed over the years and Figure 2.10 
shows several examples of these tests. 
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(a) I 
(C) 
(b) 
(d) 
Figure 2.10 A variety of psychometric tests: (a) Mental rotation test, (b) touching block tests, (c) 
Ginger bread man test, and (d) Surface development test 
Mental rotation is one of the most researched components in spatial visualisation. 
It is described as the imagined version of a physical rotation whereby a given 
object is translated about an imagined pole in either 2 or 3 dimensional space 1561. 
Shepard el al [571, who described the principle of mental rotation first, 
demonstrated that matching drawings of rotated 3D objects took increasingly 
more time as the angular difference increased, especially in the depth plane. 
Mental rotation has been described by many as the gold standard for measuring 
spatial cognition in humans [58] and is believed to be a vital skill t1or completing 
both simple everyday tasks such as navigating the world, as well as more complex 
tasks such as problem solving [56]. 
Studies have shown that up to 10% of the population may have poor spatial ability 
skills [591. There is much controversy whether spatial ability is genetically 
predetermined or it can improve with tuition. Although several studies have 
shown that spatial ability cannot be taught 155], others have demonstrated some 
improvement following some specific training tasks. Most professionals in 
engineering graphics have come to accept that spatial visualisation skills can be 
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improved through experience [55]. Alias [54] suggested that Frequent sketching 
and drawing among architects and engineers improved spatial visuallsation 
ability. Blade and Watson [531 demonstrated significant improvement could be 
found in spatial visualisation scores during an engineering course. In addition, 
actively playing video games was found to improve spatial ability scores 1531. In 
medicine, Kopta demonstrated improvement in psychornotor skills among 
orthopaedic surgeons [34]. Conversely, Graham et al suggested that spatial ability 
was remarkably stable over time and with incremental training in surgical 
techniques [60]. 
2.3.5.2 Factors affecting spatial ability 
Table 2.7 summarises the factors affecting spatial ability: 
Strong Association Weak Association No association 
Sex Inheritance IQ 
Luteinizing Hormone Right-handedness 
Androgens Age 
Environmental factors 
Short sightness 
Table 2.7 Summary of factors affecting spatial ability 
- IQ: 
o Spatial ability seems to be unrelated to overall academic 
achievement, and intelligence quotient [28,60]. 
- Genetics: 
o There is evidence that spatial ability is equally or more 
heritable than verbal ability [531 and may be influenced by an 
X-linked recessive gene [61,621. However, there is also good 
evidence to suggest that spatial ability varies little across racial- 
ethnic groups [53]. 
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Sex: 
0 There is significant evidence to prove male superiority in 
spatial ability especially in mental rotation tasks 1631. Gladue 
el al demonstrated significantly better performance in males in 
mental rotations among 289 volunteers 1641. Astur el al 1651 
tested 61 undergraduates on a number of spatial memory tasks 
and found that males were significantly better than females on 
mental rotation tasks as did Sanders [661 using card rotation 
tests. Roberts et al [67] also showed significant male 
superiority at 3D mental rotation tasks and concluded by 
analysing EEG recordings that men and women may use 
different neurological strategies for 2D and 3D mental rotation 
tasks. McGinty [551 also showed that women were 2-3 times 
more likely to lag behind males in 3D visualisation tasks. In 
medicine, Schueneman [281 demonstrated the inferiority of 
female surgical residents in visuo-perceptual and psychomotor 
abilities despite equivalent pure motor skills and superior 
verbal ability than their male counterparts. The decreased 
spatial ability in women may help to explain why fewer women 
go into professions requiring high spatial ability such as 
engineering or other technical fields. 
0 McGee [531 suggested that the superiority of males in spatial 
tests could be hormonal. although the correlation between high 
levels of androgenicity and spatial performance was found to 
be negative in men and positive in women. Petersen [531, 
suggested that a minimum androgen level is required for 
normal spatial ability. Gordon et al [681 found negative 
correlation of follicle stimulating hormone (FSH) levels and 
positive correlation of levels of luteinizing hormone (1.11) and 
visuo-spatial tests in 32 young men. A weaker negative 
correlation of FSH and visuo-spatial ability was also observed 
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in women. The male superiority in these tests is not apparent 
until puberty. An alternate proposal explains this difterence by 
the differential maturational rates of' verbal and perceptual 
motor abilities especially as women mature more rapidly than 
men and language abilities develop at a faster rate than 
perceptual and motor function [281. Interestingly, sex 
difference on metal rotation tasks seems to develop between 
childhood and adulthood [69]. In addition, men have a greater 
hemispheric specialization than females who tend to have more 
bilateral representation of both verbal and perceptual abilities 
[281. It is suggested that spatial ability may benefit from 
hemispheric specialization. 
- Handedness: 
0 There is some weak evidence to suggest that left-handedness is 
associated with an inferior spatial ability, probably due to 
decreased hemispheric lateralization in left-handed individuals 
[531. Gladue [64], however, found no correlation of handedness 
and spatial ability in 289 volunteers. 
- Age: 
0 Normal aging is associated with declines in numerous cognitive 
processes including spatial learning and it has been suggested 
that this is secondary to age-related degeneration of the neural 
circuitry especially the hippocampal formation [581. However, 
some investigators have shown a positive correlation between 
age and spatial visualisation performance [551. In a study by 
Roberts [691, an age advantage was found in performing 2D 
and 3D mental rotation tasks especially in male subjects when 
comparing thirty-two 8-year olds and thirty-two college 
students. 
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o There is evidence to suggest that spatial ability decreases at old 
age and this is linked to reduced levels of bio-available 
testosterone with aging. In a study by Cherrier el ul 170], 25 
male volunteers (50-80 years) were randomized to receive 
weekly intra-muscular injections of testosterone or saline t*or 
six weeks. The subjects that had received testosterone showed 
an overall improvement in spatial ability as measured by the 
Wechsler Adult Intelligence Scale (WAIS-111) test. The 
injected testosterone produced an increase of the endogenous 
Insulin like growth factor (IGF-I and IGF-11) which may be one 
of the chemicals responsible for maintaining spatial ability. 
Similar finding were reported by Cherier [701. llo%k, evcr, other 
circulating steroids seem to have deleterious effects on 
particular domains of cognition as seen among patients with 
Cushing's syndrome [58]. 
0 In medicine, Schueneman [281 analysed the motor and visual- 
spatial performance in 141 surgical residents and found that 
although motor speed declines with age. perceptual, perceptual- 
motor and non-verbal ability did not alter significantly. Experts 
continue to outperforrn novices despite the age disadvantage 
possibly because the creation of a complex cognitive network 
with experience that facilitates improved prediction, awareness 
and cognitive representation of tasks. This suggests that both 
experience and spatial ability play a prominent role in its 
creation [711. 
Environmental factors: 
o Environmental factors seem to affect spatial ability. Berry 
(1966) demonstrated that Eskimos had higher spatial ability 
than individuals from a tribe in Africa and argued that this 
might have developed from a necessity to travel in a featureless 
landscape. In addition, Deno [551 showed non-academic 
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activities such as model building and sketching and assembly 
of parts had a higher correlation with spatial visualisation 
especially among men (but not women). 
Other factors: 
o Dufour [72] showed improved mental rotation performance 
among near sighted subjects (n=60), arguing enhanced reliance 
on non-visual infon-nation in near sighted individuals and 
improved spatial representation. 
2.3.5.3 Neurophysiology of spatial ability 
Many neurophysiological studies have been carried out over the last thirty years to 
elucidate the exact mechanism of mental rotation and the brain resources used in 
order to explain the gender and age differences observed [561. The hippocampus 
has been long implicated as being critical for creating and maintaining spatial 
cognitive maps. Rats and pigeons with damages in the hippocampus displayed 
spatial navigation impairments [651. For mental rotation, the general consensus is 
that the parietal lobe is most frequently activated in mental rotation tasks. Roberts 
et al [671, used electroencephalographic recordings in 32 college students ( 16 
male and 16 female) during a 2D and 3D mental rotation task and demonstrated 
that 3D mental rotations were associated with greater right parietal lobe activation 
than left in both men and women, although in 2D rotation men used the left 
parietal lobe more. Cohen [671 used fMRl to demonstrate that mental rotation 
tasks caused more activation of the parietal and frontal eye field. Harris el 111 [731, 
measured cerebral blood flow using PET in 77 healthy volunteers pert*onning 
mental rotation tasks and found significant activation in the right posterior parietal 
lobe centred on the intraparietal sulcus (Brodmann area 7). Other investigators 
also found impaired mental rotation ability in patients with right parietal lobe 
brain lesions although it has been proposed that the left hemisphere contribution is 
likely to be dependent on the complexity/familiarity of the stimulus and task, 
which may become increasingly adept in mental rotation task with practice [731. 
Jordan [74] found no activation outside of the parietal core regions by different 
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mental rotations. Others have also shown the importance ofthe parietal lobe in 
mental rotation [561. 
2.3.5.4 General research on spatial ability 
For many years, researchers have been investigating the role of spatial 
visualisation in specific "practical" occupations. In fact, spatial visualisation has 
been established as a predictor of success in several technology related disciplines 
[55]. This ability influences academic achievements in engineering related 
subjects such as structural design, integral calculus, mathematics, computer-aided 
design, chemistry [54] and sketching and drawing. It is therefore desirable to 
ensure a high spatial visualisation ability among engineering students [541. Naval 
pilots have been also shown to have a significantly better spatial ability than non- 
aviator college students, and experienced pilots scored significantly better than did 
student pilots [75]. In addition, high spatial ability has been shown to be related to 
school geometry performance and quantitative thinking, common in shop 
mechanics and fine watchmakers. Whether this relationship reflects training or 
self-selection remains unknown [761. Spatial ability testing has so far been used 
for the selection of personnel in managerial and professional groups including 
selection of managers in the NHS and for the selection of surgical trainees [771. 
2.3.5.5 Research on spatial ability in medicine 
Extensive research has been conducted over the last few years to investigate the 
role of spatial ability and performance in specific medical and surgical tasks for 
identifying "talented" individuals for specific medical specialties. 
In radiology, Berbaum el al [781 showed a good correlation between combined 
diagnostic scores and performance in visual spatial tests among radiology 
residents (Form test n=16), and Smoker et al demonstrated similar findings 1791. 
Berbaum el al [801 demonstrated the predictive value of visual testing (facial 
recognition test) among pathology residents and Garg et al [811 demonstrated the 
importance of visual spatial ability of medical students in learning anatomy of the 
carpal bones. 
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Dashfield el al [82] found that scores attained in computerized psychornotor tests 
by 16 anaesthetic trainees correlated well with initial proficiency in fibre-optic 
endoscopy but did not determine the rate of progress in early training. In another 
paper, Dashfield [831 found no correlation between the same computer tests and a 
non-minimally invasive task performance (epidural anaesthesia), indicating that 
this type of psychornotor skills are more important for complex tasks with 
restricted visualisation. 
In surgery, Risucci [84] investigated whether surgeons have a higher degree of' 
visual ability in general. He performed 4 visual spatial tests on 301 surgeons and 
compared them to 251 non-surgeons/laypeople. He found that the surgeons were 
significantly better in two of the tests (mental rotation and touching blocks). It has 
been postulated that surgeons are perhaps a self-selected group who are required 
to have high levels of spatial ability due to the tasks that they are faced with on a 
daily basis. Murdoch el al [851 assessed 37 surgical trainees performing a 
microsurgical training task and compared it to visual spatial test score (Space 
relations test). They found significant correlation between surgical task 
performance and spatial ability. Wanzel et al [861 measured the spatial ability of 
37 surgical residents and then assessed their competency in performing a spatially 
complex surgical procedure (the z-plasty). Their study found an important 
correlation among spatial ability, initial competency, and improved performance 
with increasing task complexity, although residents with lower spatial ability 
scores eventually completed the task at a similar level with more practice and 
feedback. This suggests that residents with lower spatial ability may need 
supplementary practice and feedback. Francis el id [441 compared the 
performance of 20 master surgeons and 20 junior trainees on a previously 
validated psychomotor tester and found significantly lower instrument rates 
among the master surgeon groups but no significant difference in execution time 
and task completion score. However. the average age difference between the two 
groups was 25. Steele [30] assessed 10 junior surgical trainees performing five 
small bowel anastomoses and found a significant positive correlation between 
improvement and visuo-spatial ability (r--0.76), suggesting that this ability was 
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more important than pure motor ability in predicting the capacity to perform an 
anastomosis. Schueneman [87] compared subjective performance scores of 120 
surgical residents based on skills exhibited during the course of 1445 procedures 
with visuo-spatial tests and found a significant correlation between the two 
(r--0.68). Wanzel assessed 27 dental students, 12 plastic surgeons and 8 
craniofacial surgeons while performing a rigid fixation of a mandible bench model 
and compared this with a number a visual spatial tests. It was shown that high 
visual spatial ability was associated with skilled performance on spatially complex 
tasks only among novices but not experts, suggesting that surgical experience may 
supplant the influence of visual spatial ability over time [881. 
In the field of MIS, Grantcharov el al [89] studied 25 surgical residents who were 
novice laparoscopists using a VR simulator. By analyzing parameters such as 
time, errors and economy of hand movement, he found that right handed 
individuals of male gender with prior computer experience had better overall 
performance. Rosenberg assessed laparoscopic performance in II medical 
students who were also assessed playing 3D video games. He found a correlation 
in performance between video game and laparoscopy [ 19] but gaming practice for 
two weeks did not significantly improve laparoscopic performance. Enochsson 
[90] studied 17 medical students performing a virtual reality gastroscopy and 
found that there was a significant correlation between efficiency of bowel 
screening, prior game experience and visual spatial test performance (PicCOr). 
Risucci et al [71] investigated the relationship between visual perception and 
laparoscopic surgical dexterity in 102 surgeons attending a course. They reported 
a significant correlation of visual perception (r--0.51) and time to complete the 
surgical tasks. Finally, Risucci [911 showed significant correlation between 
aspects of spatial perception and speed of certain laparoscopic skills of 39 surgical 
residents. 
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2.3.5.6 Implications of identifying innate ability in surgery 
Unfortunately, there is no strong consensus for the link between surgical 
performance and spatial ability. At present, it is unclear whether psychornotor 
tests can identify those who have the potential to become successful surgeons 143, 
60]. The greatest challenge is therefore to find visual-spatial tests that measure 
constructs relevant to the level of skills involved in specific surgical tasks. 
Identifying individuals who have a specific "talent" in perfon-ning this task early 
on and predicting a high end-of-training performance has significant implications 
in the selection and training of these individuals [431. 
2.4 Depth perception 
Humans like most diurnal creatures depend on the sense of vision. While other 
senses such as hearing and touch are essential, visual information dominates our 
perception [92]. Our perception of the world is three-dimensional yet the images 
that are projected onto the retinae only have two spatial dimensions. The third 
dimension, depth, is inferred by the human brain from a variety of visual cues 
derived from the retinal images [931. It follows from this that the 2D images on 
the retinae have countless interpretations in 3D. However, the uniform depth 
reconstruction is possible due to adherence to a set of visual rules that are not 
taught, but rather acquired early in life in a genetically predetermined sequence 
requiring visual experience [941. 
These visual cues important for depth perception can be broadly divided into the 
following four categories: 
Monocular cues 
Cues arising from motion parallax 
Binocular cues 
Cues arising from proprioceptive feedback 
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2.4.1 Monocular cues 
These are depth cues that only need one eye: 
- Relative size: the projected image of an object onto the retina 
diminishes in size as the object is moving away from the observer-, 
Interposilion: overlapping or occlusion occurs when an object obscures 
part of another object which the brain interprets as being further away; 
Familiar size: the distance of a known object from the observer can be 
gauged by comparing the apparent size to the expected one; 
Texture gradient: the texture of a surface becomes smoother and finer 
as it goes into the distance; 
Linear perspective: objects that are further away subtend a smaller 
angle and parallel lines are perceived converging at one point in the 
distance; 
Aerial perspective: objects at a greater distance appear to have 
different colour (e. g. the hazy bluish tint of distant mountains)-, 
Shadow: this clue can provide useful infon-nation about an object such 
as dimension, orientation and depth. The principle relies on the fact 
that objects usually do not allow light to pass through and therefore 
cast a shadow. The direction and magnitude of the shadow depends on 
the intensity, angle and number of light sources available. There is 
some evidence to suggest that stereoscopic shadow fusion from objects 
with different shadows may also enhance stereoscopic depth 
perception; 
Relative brightness: brighter objects appear nearer [95,961. 
Figure 2.11 illustrates an example image where multiple monocular cues 
used for depth perception are highlighted. 
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Figure 2.11 Image to show the various monocular cues of' depth perception. 1.11 Linear I 
Perspective. Sh Shadow, Sz- Familiar Size, ov Overlap and I' IOSS Of' tC\tUre crispiness %% ilh 
depth. 
2.4.2 Motion Parallax 
This monocular cue relies on tile apparent different speCdS Of Ob. leCIS lOCatCd at 
different distances from ail observer %N, Iillst the observer is Ili motion. Nearer 
objects appear to move faster than obJects further muý , thus proN iding a cue to 
their distance. Objects nearer than fixations durino head translation nio\e Ili 
opposite directions oil the observer's retinae. \01ereas obJects further a\uy than 
fixation move in the same direction as the observer's translation. I-or a nio\ing 
observer. motion parallax is the most important visual cue flor depth perception 
and seems to rely on the slow eye movement s\ steni (see section '1. -1.6) 197 1. 
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2.4.3 Cues arising from proprioceptive feedback 
Oculomotor feedback occurs from ocular convergence (or divergence) via motor 
efferent or sensory feedback as the observer follows or scans an object. However, 
such extra-retinal information is of little value when used in isolation but may 
provide useful adjuvant information in combination with the retinal cues 
described above [98,99]. Finally, ocular accommodation may also contribute to 
depth perception. 
2.4.4 Binocular cues 
In binocular vision, the images that are projected onto the retinae of the left and 
right eyes are slightly displaced relative to each other. They reflect the world from 
two slightly different vantage points [100]. These positional differences between 
the locations of matching features on the retinae are known as "binocular 
disparitics". Generally, binocular disparities can be affected by factors such as 
gaze angle, viewing distance, eye alignment and the structure of the 3D world 
[101]. There are two types of binocular disparities that have been described: 
horizontal and vertical. 
Figure 2.12 summarizes the principle of horizontal disparity which is one of the 
most important and accurate depth cues that give rise to vivid depth perception 
[93,100,102]. Vertical disparity is the difference in vertical extent of an image in 
one eye compared to the other [ 103]. Although its contribution to depth perception 
may be limited, it may be of value for maintaining the ocular alignment and 
viewing distance estimation [ 1041. 
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161N-ItX)h 
Figure 2.12 A diagramatic demonstration of the principle of horizontal disparity. When the 
observer fixates on point A, the image from point B will have a horizontal disparity of d degrees. 
The Vieth-Muller circle (VM) (or horopter) describes the locus of points in space that produce 
corresponding points on both retinae (ie zero horizontal disparity) Redrawn from reference 79. 
The relative estimation of depth with respect to a fixation point known as 
stereoscopic depth perception or stereopsis (Greek for solid vision) was realized 
by Wheatstone, the inventor of the stereoscope [1001 in the lg'h century. The 
process of combining the two different retinal images into one is known as fusion 
and the resultant depth-aware view is frequently termed as "cyclopean", named 
after the one-eyed giant from Homer's Odyssey called Polyphemus, foe of 
Odysseus even though the unfortunate monocular Cyclops never experienced 
stereoscopic depth (see Figure 2.13, Figure 2.14)[1021. This fusion takes place 
when the object in the retinae is the same. When the objects are different 
suppression, superimposition or binocular rivalry may occur. Suppression occurs 
to eliminate one image and prevent confusion. Superimposition results in one 
image presented on top of another and binocular rivalry describes alternating 
suppression of the two eyes resulting in alternating perception of the two images. 
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Figure 2.13 A sketch of one of' I lomer's Cyclops. A ccordim, to some Nersions ofeark OIN mpian 
history, the Cyclopes were failed attempts bý Mother Farth to create a race of mortals to populate 
the planet. 
Depth can be perceived in the complete absence 01' 1110110CLIkir cues as 
demonstrated by the randorn dot stereo g, ram s (RDS) invented bN JuIcs/. 11051 
even thOLIL-, h these monocular cues I'acilitatc it. In RDS, a set of' randoill dots is 
shown in each eye (each set %%ith a small degree of' horizontal displacement). 
When the two sets are fused, the observer perceives a sense ot'depth e\ ell thOLI,, Il 
-ices each set in isolation contains no int'Ormation \%hatsoc\er abOLIt the visible surt'l 
11061. 
1; -7) 
1 
Left superior I 
coliculus 
Left LGN P% 
Optic radiation 
Kht optic nerve 
Right optic chiAsm 
Right optic tr&ct 
Figure 2.14The dia-ram clemonstrates ho%ý the process of binocular vision occurs duc to the ZN 
presence ot'liorizontal disparitN oil the retinal iniages. Ali o%mic\ý kit' the major neural patli\ka\s 
ofthe I IVS is also shown. 
For stereopsis to occur. the binocular disparitý has to fall N%ithin a specific regloll 
known as Panum's Cusional area othem ise phN stological diploj)la Occurs. I his, 
area which measures 10-40 minutes ofarc represents tile total range ot'dispantics 
that can be fused about the fixation distance \% ithout tile help of' eye tllo% elliellts 
11021. 
2.4.5 Correspondence and neurophysiolog) of stereopsis 
The exact mechanism of' ho-vý the brain Cuses the disparate images (knkmil as 
correspondence) has been extensivek rcsearched LISill" I'llatlICIllatiCal 1110dels 
1101.107.1081. Barlový and Pettlorc\% %\orked oil tile ncurophýslologlcal basis of' 
stercopsis since the 1960s and published the first reports of' tile disparit) -selecti\ e 
neurons in VI (primary visual cortex) of' cats. . FhCSC authors demonstrated that 
diflIcrent neurons sional distinct ranges ofbinocular disparities and proposed that a 
population of' neurons could encode a range ot'ob*ect positions ill depth. Work ill Zý .1 
fixating monkeys by Poggio et ed 11011 established tile presence ot'4 basic classes 
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of neurons: (i) Tuned-excitatory neurons which respond optimally to objects with 
zero disparity; (ii) tuned-inhibitory cells which respond to all objects but the ones 
with zero disparity; (iii) near cells that respond to objects to the front of the 
horopter (see Figure 2.12); and (iv) far cells, for object that lie behind it. Further 
research in primates has also shown that such neurons are present in VI, V2, V3, 
MT, MST and IT areas of the cortex however the contribution of each area to 
stereopsis is yet to be clearly defined [10 11. 
2.4.6 Binocular function 
Stereoscopic depth perception is degraded by a number of factors including 
optical defocus and decreases in stimulus contrast [ 109]. An estimated 30% of the 
population may suffer from a degree of stereoanomaly [I 10,111], defined as the 
failure to see differences in depth when the viewer is presented with stimuli 
having magnitudes of stereoscopic disparity. Although poor stereopsis is not 
really disadvantageous in daily life, highly temporal constraint situations such as 
fast ball games can suffer significantly [112]. It is also unclear whether stereo 
anomalous people develop altemative strategies over time to improve depth 
perception to compensate for the weak stereopsis. Mazyn el al [ 1121 found no 
such improvement when he found that normal people were able to catch the ball 
better than stereo-anomalous people under both stereoscopic and monoscopic 
conditions. Interestingly, binocular function is tested before allowing admission to 
some occupations such as the US army (army aviation medical standards). Among 
surgeons, undiagnosed isolated binocular visual pathology may adversely affect 
the performance of surgery that strongly relies on binocular cues such as 
microsurgery. Ophthalmologic referral in such cases may be necessary to exclude 
treatable causes [I 10]. 
2.4.7 Development of 3D vision 
Kellman studied the development of 3D vision in infants. There is evidence that 
the evolution of 3D perception starts as early as one month of age as evidenced by 
infants blinking when something moves towards the eyes on the collision course. 
By three month infants use visual motion to construct boundaries of objects and 
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by four months, they use motion and stereovision to construct the 3D shape of 
objects. By seven months, they also use shading, perspective, interposition and 
prior familiarity with objects to construct depth and shape [941. 
2.4.8 Stereoscopy and minimal invasive surgery 
As already mentioned previously, one of the greatest disadvantages of MIS is the 
reduction of depth perception. Novices are particularly handicapped by this and 
may make potentially dangerous past-pointing errors causing unnecessary tissue 
damage [113]. Although the reduced depth perception is primarily due to the loss 
of binocular cues from images on a 2D display, monocular cues may also suffer 
from low resolution cameras, dirt or fogging of the endoscope, and lack of motion 
parallax due to limited movements of the endoscope [1141. However, recent 
evidence suggests these small laparoscope movements may somewhat contribute 
to the motion parallax cue [1151. In addition, the coaxial arrangement of the light 
with the camera results in an apparent "shadowless" operative field as the shadow 
falls behind and is hidden by the instruments. 
Many methods have been researched in recent years for enhancing the surgeon's 
perception of depth of the operative field. They include: 
- Stereoscopic endoscopy: the principle simply relies on two images 
with appropriate disparity being sent to each eye so when fused they 
can create the perception of depth. 
- Digital image processing: this improves the contrast by digitally 
enhancing the outlines thereby creating a 3D effect. 
- Improving the quality of images: this allows for better visualisation of 
finer details and texture and can improve depth perception 
- Introducing shadow in the operative field: this compensates for the 
absence of an important monocular cue. 
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2.4.9 Improving depth perception in MIS 
To achieve endoscopic stereovision, two images from the operative field have to 
be created either by using true stereo-endoscopes (two cameras instead of one) or 
by dividing one image stream into two using a prism. The two image streams with 
the correct disparity are then shown to the surgeon on specialized head mounted 
displays (one stream displayed on an LCD screen in each eye) or specialized 3D 
screens. The latter requires the surgeon wearing specialized fast shuttered glasses 
(50-6OHz), which alternatingly obstruct the view of each eye as the image from 
each camera is displayed on the 3D screen. An infrared transmitter synchronizes 
the shutters of the glasses so that the correct image is displayed to each eye 
causing the brain to perceive depth. The use of passive polarizing glasses can 
achieve the same effect by using a 3D screen with a polarizing filter that alternates 
the polarization. 
There is conflicting evidence about the benefits of stereoscopic surgery. Herron et 
al [ 116] assessed 50 laparoscopic novices performing specific laparoscopic tasks 
using four different display configurations: standard, 3D monitor, 2D and 3D head 
mounted displays. Apart from a clinical insignificant reduction of the number of 
errors using 3D imaging, the 3D methods were not shown to have great benefit in 
the task performance. Hanna et al [ 117] evaluated 2D and 3D visualisation 
systems in 10 experienced surgeons performing enterotornies on porcine models. 
The study showed no significant advantage of the 3D system in terms of 
execution time, leakage pressure and suture placement, but the inter-system depth 
perception was rated similarly with the 3D system causing the highest visual eye 
strain of all the systems. Further work by the same authors showed no net benefit 
of 3D systems by looking at four surgeons performing 60 laparoscopic 
cholecystectomy procedures [118]. Similarly, Mueller et al [1191 compared 
conventional laparoscopy with 3D laparoscopy in 20 inexperienced and 10 
experienced surgeons and found no significant advantages of the 3D system. 3D 
systems were also associated with a higher incidence of headaches, fatigue and 
required longer familiarisation time. In a small study of 8 laparoscopic surgeons 
no measurable benefit was observed in task performance by the 3D system [ 1201. 
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Conversely, van Bergen et al 1998 showed significant performance advantage of 
3D systems over 2D systems based on data from 350 subjects, concluding that 
such systems can result in faster and safer laparoscopic tasks especially for 
complex procedures [121]. Newer 3D systems based on special non-eye occluding 
monitors have been shown to significantly improve the laparoscopic precision of 
novices and experts with no side-effects reported in earlier systems [ 1131. They 
also introduce no extra levels of fatigue [122] especially in robotic laparoscopy 
[123]. 
Other methods for enhancing depth perception include digital enhancement of 
laparoscopic images achieved by real-time image processing, which improves the 
chromatic quality and 3D effect. Most digital cameras are equipped with this 
feature and the level of processing can change to improve different lighting 
conditions. Wenzi et al [124] demonstrated the advantages of this method during 
difficult endoscopic procedures which resulted in less blood loss, fewer 
unnecessary movements and no complications. Similarly, Kawaida el al [1251 
showed the superiority of such endoscopic systems compared to conventional 
ones when used for diagnostic purposes. 
There have also been reports of use of high resolution digital cameras in 
laparoscopy (HDTV). Although the improved resolution cannot achieve the depth 
perception of stereoscopic systems, it still provides an advantage over 
conventional systems by improving the quality of the monoscopic cues described 
above [126]. 
Introducing shadows within the operative field has also been attempted. Hanna el 
al [127] tested 20 medical students performing some arbitrary tasks using an 
endoscopic simulator. A secondary light source was introduced through a separate 
port from the camera so as to cast shadows within the operative field. The study 
demonstrated a significant improvement in task performance when shadow is 
introduced in the operative field. It was argued that such systems may be useful 
for laparoscopic novices and help reducing fatigue for experienced surgeons. 
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Further work by Mishra et al [ 128] also demonstrated the net advantage of the 
shadow inducing system on task performance and identified the optimal position 
and contrast for casting shadows. This was found to occur when the illumination 
was overhead (i. e. the shadow was in a vertically down position) with 22-44% 
shadow contrast. 
Schurr et al [129] introduced supplemental light sources inside the abdomen by 
using an illuminating cannula in the camera port to provide a diffuse lateral 
illumination of the objects. They showed significant enhancement of the 
impression of shape and spatial correlation of these objects. 
2.5 Conclusions 
Over the last 20 years, the development of MIS has created a significant paradigm 
shift on how some surgical procedures are performed. The reduced hospitalisation 
of patients owing to the smaller scars, less pain, and hence faster patient 
mobilisation and recovery has popularised MIS among patients and doctors alike. 
Despite all the net benefits to the patient, human factors still remain the major 
disadvantage of MIS. Training surgeons to perform this type of surgery is long 
and challenging due to the foreign nature of MIS with the reduced depth 
perception, visual and motor axes dissociation and the fulcrum of effect of the 
endoscopic instruments. 
In today's climate of clinical governance where patient safety is the primary 
priority, there is a requirement for training to become more effective and efficient. 
There is also a growing requirement for surgical trainees to continuously undergo 
assessment of their technical skills in order to ensure that high standards of 
surgical ability are acquired and maintained. This is especially true for surgical 
skills that have a steeper learning curve such as MIS. In this type of surgery, 
motor skills are not the only ones that the surgeons have to master. Perceptual 
factors such as the monoscopic nature of visualising the operative field on a 2D 
monitor, with the dissociation of the motor and visual axes requires the surgeon to 
adapt efficiently to this foreign environment, adjust for the motor-visual axes 
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decoupling and develop efficient strategies for extracting depth from monoscopic 
cues. Fortunately, the development of computer-based virtual reality simulators in 
recent years has accelerated the development and improvement of basic 
psychornotor skills outside the operating theatre. 
In addition to technical skills, another important part of MIS training is the 
cognitive ability. Anatomical and diagnostic knowledge, but most importantly the 
development of analytical and critical thinking leading to the development of 
ethical decision making, is considered to be equally important to, if not more than, 
the technical skills. In recent years there has been a great attempt in improving the 
critical decision making by the practice of evidence-based medicine as well as the 
principle of learning from critical incidents and medical errors. 
To what extent these cognitive, perceptual and motor aspects of MIS are innate or 
can be taught or trained has perplexed researchers for many years. One such 
perceptual component that has been suggested to influence the speed of MIS skills 
acquisition is perceptual spatial ability. This ability implies that the surgeon can 
constantly mentally rotate visual imagery without getting disorientated. Such 
rotated imagery is a common feature in MIS where the camera can accidentally be 
rotated by the assistant. The remote interface of MIS makes vision by far the main 
sense for learning, and the most critical component of acquiring MIS skills is 
visual perception and in particular the ability of efficiently extracting depth from 
monoscopic cues. The surgeon is expected to accurately locate and manoeuvre the 
instruments in 3D space based solely on 2D images of the operative field 
displayed on a 2D video monitor. In order to improve visualisation techniques and 
facilitate the surgeon's task, it is important to firstly understand how the human 
visual system functions and the next chapter concentrates on a detailed analysis of 
human visual system and the basic principles of visual perception and eye 
tracking. 
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Chapter 3 
Human Visual System (HVS) 
In the previous chapter, an overview of MIS was provided along with a discussion 
of the three key elements responsible for its effective delivery - the perceptual, 
cognitive and motor components. MIS surgery requires a tighter integration of 
these behaviours during training as compared to open surgery primarily because 
of its "foreign" environment. This is caused by the use of elongated instruments 
manipulated through a fulcrum, the remote interface with decoupling of the visual 
and motor axes, and the depthless operative field. Their compounding effect is 
responsible for the steep learning curve in MIS. Out of all these components. the 
most significant part is vision. 
Vision is the physiological sense of sight by which the form, colour. size, 
movements, and distance of objects are perceived. It is perhaps the most important 
of the five senses. Significant work has been carried out over the years to 
understand the physiological processes that occur during perception from the time 
that light reaches the retina and subsequent functional processing in the visual 
cortex. Even the simplest of tasks require a significant amount of visual 
processing. Both the visual and motor centres are intimately developed from birth 
in order to provide the fine hand-eye co-ordination control required for any task 
performance. This integration is especially important for performing critical tasks 
such as MIS. Thus far, MIS skills assessment has overlooked many of the subtle 
behaviours encoded within this delicate integration. The purpose of this chapter is 
to understand how the human visual system works, how depth perception affects 
the hand-eye co-ordination, and the potential of eye tracking for extracting certain 
visual search behaviours. 
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3.1 Anatomical and functional considerations of the HVS 
3.1.1 Anatomy of the eye 
The eyeballs are the organ of vision and light perception, with a spherical shape 
measuring about 2.5cm in diameter and embedded inside bony orbit surrounded 
by fat. The eyes have six degrees of freedom including three translations within 
the socket and three rotations [130] controlled by three antagonistic pairs of extra- 
ocular muscles, which include the superior, inferior recti, the medial and lateral 
recti and the superior and inferior oblique muscles (see Figure 3.1 ). These muscles 
are capable of movement along three axes: horizontal, vertical and torsional. 
Three cranial nerves (the oculornotor (111), trochlear (IV) and abducent (Vl)) 
innervate these muscles. The oculomotor nerve supplies motor innervation to all 
extrinsic muscles of the eyes except the superior oblique which is supplied by the 
trochlear nerve and the lateral rectus, which is supplied by the abducent nerve. In 
addition, the oculomotor nerve supplies the levator palpabrae superioris which 
elevates the upper eyelid and via its parasympathetic supply the sphincter pupilae 
and ciliary muscles which are involved pupil and lens control [ 13 11. There is 
increasing evidence that position sensors within the ocular muscles provide 
sensory proprioceptive feedback via these three cranial nerves to different parts of 
the brain. This extraretinal eye position sense is believed to play a role in spatial 
localization [99]. 
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Figure 3.1 a) The position of the eyeball within the bony orbit demonstratin, _, the 4 of' the 6 
extra-ocular muscles: Superior Rectus (SR), Lateral Rectus (1, R) and Inferior Rectus OR), Interior 
Oblique (10) b) The attachments of the six muscles in relation to the eve ball. (MR medial rectus, 
SO-Superior Oblique) [Modified front [ 132]] 
The ocular tissue is composed of three different coats InClUding: 
The ribrous coat: this is made up of a posterior ý, vhite opaque part called the 
sclera (five sixths) and an anterior transparent part called the coi-nea (one sixth). 
The former serves primarily a structural role whereas the latter is largely 
responsible for the refraction of light entering the eye. 
The vascular-pigmented coat: this includes the il-iS, Cifl(W. 1' bO(ýV MILI tile 
choroid. The iris is a thin, contractile. pigmented diaphragni N\ith a central 
aperture known as the pupil. It controls the amount of light entering tile C\e. The 
ciliarj, body, in part contains muscles that directly control the shape of tile 
crystalline lens facilitating accommodation. The ciliar. v /)rocesses are responsible 
for secreting aqueous humour, a watery fluid that fills up tile eye. The choroi(I is a 
dark brown membrane located between the sclera and the retina. It contains 
venous plexuses and layers of capillaries that are responsible for nutrition of tile 
adjacent layers of the retina. 
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a) 
The nervous coat is known as the reiina. This is a verý thin and delicate 
membrane. Histolooically, the retina is divided into 10 distinct histological layers 
although functionally it can be divided into aii outer piomemed cell Imer and 
internal neural layer. The light sensitive neural element extends Lip tO the POStC[-iOl- 
part of the ciliary body. 
Within the o1nicjUndus (the posterior part ofthe retina) is tile ol7fic ilisc or blinil 
smi (see Figure 3.2). This is where the optic nerve enters the eve hall spreading 
into the neural layer. The absence of' photoreceptor cells renders tills part 
insensitive to light. Lateral to the optic disc is a small. oval, yellowish area called 
the macula Infea. The central depressed part of the retina is kno\k n as tile fo\ Ca 
(Figure 3.2). It is located about 41-ni-n lateral and slightly ult'erlor to tile optic disc 
and corresponds to the point where tile visLial axis from the lens and tile cornea 
meet the retina, consequently is subject to the least refractor\ distortion. 
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Figure 3.2 a) An ()vcl-\, ic\% ofthe "etilla a,, seen from the pupil. Note the 10vea 0- ) and the optic 
disc (D). b) A cross section of the retina at tile le\, cl of optic disc and the t1ovea c) I'lle histological 
appearance of the fovea (F) 
To complement this, the foveal retina is modified to obtain the maximuni 
photoreceptor sensitivity and offers the highest visual discrimination as illUstrated 
in Figure 3.33. 
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Figure3.3 The distribution of visual acuity around the fovea [redrawn from [13311 
An estimated 100,000 colour sensitive photoreceptors, called cones can be found 
in this area which is devoid of retinal blood vessels and has laterally flattened 
inner layers to maximize light penetration [134]. Cones require an adequate level 
of illumination for proper functioning (hence they are part of the photopic 
system). The other main type of light sensitive photoreceptor is known as rods. 
There are around 125 million such photoreceptors the appearance of which is very 
similar except from a region known as the outer segment (see Figure 3.44D) the 
shape of which gives the photoreceptor its name. The outer segment contains a 
stack of membrane disks which contain the photopigment responsible for 
initiating the process of phototransduction (Figure 3.40). There are many more 
discs found in rods than in cones, which make them 100 times more sensitive to 
light and are responsible for night vision (scotopic) as opposed to the colour 
photopic vision of cones. Bipolar cells connect rods and cones to ganglion cells, 
the axons of which on convergence form the optic nerve. Horizontal and amacrine 
cells are largely responsible for interconnections between receptor and neural cells 
[1321. 
3.1.2 Physiology of vision 
Figure 3.4 summarised the physiological process of vision. The first step of the 
process is the refraction of light by the crystalline lens, focusing it onto the retina 
(Figure 3.40). Here light penetrates through various layers of the retina to reach 
the photoreceptor cells. Within these cells, light energy is ultimately converted 
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into electrical signals at the synaptic terminals via the chemical process of 
phototransduction (Figure 3.40). 
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Figure 3.4 Overview of the physiological processes of vision. 0 Light is retracted hN tile 
crystalline lens and focused on the retina 0 The different layers and cells of' tile retina ID I'lle 
structure of the photoreceptor cells: rod and cone 0 An overview of the mechanism of photo- 
transduction (see text). 
The rod photoreceptors contain a protein known as rhodopsin which is composed 
of a glycoprotein (opsin, 38000 Daltons) and an aidehyde of retinol (Vitamin AI) 
known as II -cis-retinal. Within 20ps of light absorption by the rhodopsin, the CI I 
atom of the aldehyde is sterically changed in several stages to produce 
metarhodopsin 11. The latter reacts with Gs-protein ("tranducin") which activates 
cyclic guanosine diphosphate (cGDP) phosphodiesterase (PDE) and results in a 
reduction of the intracellular cGMP concentration causing signal amplification. 
Typically, one rhodopsin molecule can result in the hydrolysis of up to I million 
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cGMP per second. The reduced cGMP concentration causes sodium channels in 
the cell membrane to close resulting in membrane hyperpolarisation initiating 
electrical signalling at the photoreceptor synaptic end. Studies have shown that 
even a single photon of light can cause rod cell excitation. Metarhodopsin 11 
ultimately breaks down into its components and rhodopsin is bleached in the 
process, but can be regenerated with the expenditure of energy. In addition, rod 
hyperpolarisation can help explain why the process of dark adaptation takes 
approximately 25 minutes. During this time, bleached rhodopsin is regenerated 
(increasing the sensitivity a million fold), the pupil dilates and the retinal 
functional circuitry is adjusted. During light adaptation, these processes are 
reversed. The transduction mechanism of cones is very similar although the visual 
pigment within the cone discs contains 3 types of opsin sensitized by light of 
different wavelength: 430run (blue), 530nm (Green) and 560nm (Red) [1351. In 
contrast, the peak sensitivity of rhodopsin is 500nm (blue-green under photopic 
conditions). The theory of colour perception was firstly presented by Thomas 
Young in 1802 when he proposed that the retina was composed of three different 
"particles" (now known as photopigments) that could vibrate in response to red, 
yellow and blue light. However, it wasn't until later when Helmoholtz resurrected 
this theory that it became popularized and known as the Young-Helmoholtz 
trichromatic theory [94]. 
3.2 Visual processing 
Visual processing starts at the retina. Light entering through the pupil sensitizes 
the rods and cones and via the release of neurotransmitters stimulates bipolar 
cells. These activate the ganglion cells and visual information is sent to the brain 
for further processing. Since there are 100 million rods and 4 million cones but 
only I million ganglion cells, some information processing is done in the retina 
[133]. The pre-processed signals from the retina are diverged to several brain 
structures via the optic chiasm and the optic tract to reach the primary visual 
cortex and surrounding regions for further processing. 
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3.2.1 Retinal processing 
Due to its orderly structure, the retina is one of the fe%k, parts of the nervous 
system in which function is well correlated with structural organization 11361. In a 
sense, the processing of visual information in the retina involves the formation of 
three images: on the photoreceptors, in bipolar cells and in ganglion cells. The 
stimulation of the photoreceptors by light is passed directly to synapsing bipolar 
cells under the influence of horizontal cells. The image signal from bipolar cells is 
then passed onto the synapsing ganglion cells under some direct or lateral 
influence from adjacent amacrine cells [1351. Signal transmission from 
photoreceptor to ganglion cell occurs by electrotonic conduction but not action 
potential, thus allowing a graded conduction in signal strength depending on the 
intensity of illumination [137]. There are two types of bipolar cells: depolarizing 
(ON) and hyperpolarizing (OFF). which feed the visual signal to the ganglion 
cells. Apart from direct stimulation from a cluster of photoreceptor cells. each 
bipolar cell may be inhibited by surrounding horizontal cells. The area of' the 
retina stimulated by light changes the bipolar cells membrane potential. This is 
known as the receptive field, which is divided into a central part (directly 
stimulated by rods or cones) and a concentric surrounding area influenced by 
horizontal cells known as receptive field surround. The receptive field size varies 
throughout the retina but renders maximum sensitivity in the central retina. The 
antagonistic stimulation/inhibition response of ON and OFF bipolar cells ensures 
high visual accuracy, avoiding non-specific wide signal distribution. The precise 
contribution to the amacrine cells in the ganglion cell receptive fields is yet to be 
elucidated [1381. 
There are three distinct groups of ganglion cells designated as M, P and nonM- 
nonP types. P-cells constitute 90% of the ganglion cells whereas M and nonM- 
nonP are 5% each. M-type ganglion cells have a larger receptive field and are 
more sensitive to low-contrast stimuli and respond with a transient burst of action 
potentials. In contrast, P-type cells respond with a sustained discharge as long as 
the stimulus is on. It is believed that M-cells are important for the detection of 
stimulus movement while P cells are more sensitive to stimulus form and fine 
detail. P and nonM-nonP type ganglion cells play an important role of retinal 
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differentiation of colours. These colour-sensitive neurons demonstrate opponency 
as their response to one wavelength in the receptive field is cancelled by showing 
another wavelength in the receptive field surround. In P cells. the opponent 
colours are red and green and in nonM-nonP cells blue and yellow 11381. 
Therefore colour analysis begins in the retina and is not solely a function of' the 
brain [1371. 
3.2.2 Neural pathway 
The ganglion cells axons leave the retina and pass backward through the optic 
nerves which leave both eyes. Having passed through the optic foramina of' the 
bony orbit, they combine to form the optic chiasm just superioranteriorly to the 
pituitary gland. At the optic chiasm, the optic nerve fibres from the nasal halves of" 
the retinae cross to the opposite side, where they join the fibres from the opposite 
temporal retinae to form the optic tracts (see Figure 2.124) [1371. The fibres of' 
each optic tract then synapse in the dorsal lateral geniculate nucleus (LGN) and 
from here geniculocalcarine fibres pass by way of the optic radiation to the 
primary visual cortex in the calcarine area of the occipital lobe. A small number of' 
optic tract axons peel off to form synaptic connections with cells in the 
hypothalamus (affecting the circadian rhythm) and another 10% continue to 
innervate a part of the midbrain tecturn called the superior colliculus. The latter 
has important interconnections with motor neurons and plays a role in eye and 
head movements in an effort to bring the image of a point in space onto the t1ovea. 
3.2.3 Extra-retinal visual processing 
At the LGN, retinal ganglion cells project a detailed spatial representation of the 
retina onto the six well defined LGN layers (retinotopy). P-type ganglion cells are 
mapped to layers 3-6 (parvocellular layers) whereas M-type cells are mapped to 
layers I and 2 (magnocellular layers). NonM-nonP cells get mapped on the 
koniocellular layers. On each side, layers 1,4 and 6 receive input from the 
contralateral eye whereas layers 2,3 and 5 receive input from the ipsilateral eye. 
In each layer, there is a precise point-to point representation of the retina and all 
six layers are in register so that along a line perpendicular to the layers, the 
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receptive fields of the cells in each layer are almost identical 1139 1. It should be 
noted that 80% of the input to the LGN comes from the visual cortex and not the 
retina; however the exact role of this massive corticofugal feedback pathway is 
unknown. Brainstern neurons innervating the LGN play a role in alertness and 
attentiveness. 
LGN's major synaptic target is the visual cortex. This is divided into the primary 
visual cortex (VI or striate cortex) lying in the occipital lobe around the calcarine 
fissure and the secondary areas lying anterior, lateral, superior and inferior to V 1. 
VI retains asymmetric retinotopic organization, with signals from the t1ovea 
terminating near the occipital pole and occupying several hundred times more 
space than signals arising from the peripheral retina which terminate 
concentrically anterior to the pole. It should be noted that the upper retina is 
represented superiorly and the lower portion inferiorly [ 1371. Microscopically, the 
visual cortex has 6 layers, although layer IV has 3 further layer subdivisions. The 
neurons from the magnocellular layer and many from the parvocellular layer of' 
the LGN end in layer IVC, whereas those from the koniocellular layer end up in 
layers 11,111. The latter layers contain a cluster of neuronal cells arranged in 
mosaic that are rich is cytochrome oxidase and are known as blobs. They are 
concerned with colour vision. There are two types of cells, i. e., simple and 
complex cells, found in layers LIIJILV and VI. They function as feature detectors 
as they respond to bars of light, lines or edges with a particular orientation. In fact, 
the visual cortex is arranged in vertical columns concerned with orientation 
(orientation columns). This angle dependent stimulation in simple cells (unlike 
complex cells) is dependent on the stimulus position within the visual field. 
Neurons in layer IV of the visual cortex are not stimulus orientation dependent but 
like ganglion cells in the retina, neurons in the LGN respond to stimuli in their 
receptive fields with on centres and inhibitory surrounds or vice versa 11391. In 
this layer, neurons are organized in ocular dominance columns. They receive 
alternating input from the right and left eyes 11401. Hubel and Wiesel 11411 
proposed a further structural organization of the human cortex. They showed that 
the image of a point in space falls within the receptive fields ofneurons across a 
2x2 mm chunk of cortex known as a hypercolumn. Each hypercolumn contains 
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two complete sets ofocular dominance COILIIIIIIS, 16 blobs and a set ol* 190 depree,, 
of' orientation COILMIns as shown in FiOUre 31.5. This unit has all the neural 
machinery to analyze the participation ot'the point in orientated/coloured colunins 
viewcd in cither cyc. MUItIPIC 1110dUles are reqUired t'01- SMILlItallCOLIS processing 
of a scene, with each processing a small part. I ILlbcI and Wiesel's \\ork in 
decipherino the visual cortex \\as re\\arded mill tile Nobel Prilc Ill or 
medicine in 1981. 
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functions ofsonic these areas (see FII'Lirc 3.6). Cells in area V2 seem it) rcspOIILI 10 
111LIsory contours. Area V4 seenis to lii, %e a role in colour perception and maý act 
as an intcrnicciiary of' spatial-frcCJLICIICý processing in VI and V-2 and paticrii 
rccognition from the inflerior temporal (I F) area. V-5 or medial temporal (M V) arca 
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in shape and texture analý sis ol'oh. 1ccts [ 1331. 
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Figure 3.6 Localisation of multiple visual areas in the human brain using 17M RI [ 142 1. 
3.2.4 Visual fields and visual acuity 
A visual field is the area visualized by the immobile eye with the head fixed. 
Although it should theoretically be circular, it is cut off medially by the nose and 
superiorly by the roof of the orbit. 
Visual acuity is the ability of the eye to distinguish between two nearby objects 
and depends primarily on the spacing of photoreceptors in the retina and the 
precision of ocular refraction. The distance across the retina can be described in 
terms of degrees of visual angle defined as: 
0 =2 arctan S/2D 
where E) is the visual angle, S the size of the object, and D the distance of the 
object from the cornea as shown in Figure 3.7. A typical visual angle subtended 
by foveal vision is 1.3' (the equivalent of a thumbnail at an arm's length) [ 1301. 
Xýl 
Figure 3.7 The relationship between the visual angle (0), the size of an object (S) and the 
distance of the object from the cornea (D). 
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3.2.5 Critical Fusion Frequency 
This is the maximum rate at which stimuli can be presented and still be perceived 
as separate stimuli, above this rate stimuli are seen as continuous [ 143]. 
3.2.6 Eye movements 
Since much of the visual field is binocular, a high degree of co-ordination of 
movements of the two eyes is necessary [143]. As discussed above, only a tiny 
circular part accounts for high resolution vision sensed by the cones in the fovea. 
Thus eye movements can direct the fovea to new objects of interest (known as 
"foveation") or compensate for disturbances that cause the fovea to move away 
from a point of interest. There are six types of conjugate eye movements that have 
been described (see Table 3.1) and their neural control and function is summarised 
below: 
Movement Speed Function 
Saccadic Rapid (up to 7000/s) 
Miniature -90Hz 
Optokinetic -30'/s 
Smooth-pursuit Depends on target 
speed (max 15"/s) 
To change the point of fixation 
Unknown: correct displacement, 
fixational errors, receptor 
adaptation 
To stabilise vision when rotating 
patterns encountered 
To follow moving targets 
Vestibulo-ocular slow To stabilise vision when the head 
is rotating (slowly) 
Vergence, Slow To enable images fall on the 
same point of the foveae 
Table 3.1 Table surnmarising the function of the 6 main classes of eye movements 
3.2.6.2 Saccadic movements 
Saccades are rapid, ballistic eye movements that abruptly change the point of 
fixation. They can occur both unconsciously and voluntarily. Their amplitude 
ranges from the small movements made while reading to much larger movements 
while watching for example a theatrical scene. During this type of eye movement, 
acceleration of up to 40,000'/s 2 and a peak velocity of 600'/s can occur [1441. In 
human eyes, these acceleration and velocity can be achieved with the highest 
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degree of accuracy. Figure 3.8 demonstrates a typical saccade- fixation gaze-plot 
of a person observing a face. 
Figure 3.8 A typical gaze-plot of a person observing a face recorded by all Cý e tracker. The I 
saccades are indicated by the blue lines where as the fixations indicated by the green circles 
The orchestration of such movements is very complex and depends on two 
separate factors - controlling the amplitude and direction of movement. The 
amplitude is controlled by the duration of neuronal activity in the lower motor 
neurons of the oculornotor nuclei. The direction is determined by which muscles 
are activated, and the coordination of which is controlled by two gaze centres in 
the midbrain as shown in Figure 3.9. These gaze centres include the paramedian 
pontine reticular fon-nation (PPRF) or horizontal gaze centre and the rostral 
interstitial nucleus or vertical gaze centre. A saccade in one direction (for example 
to the right) requires that the PPRF stimulates the right abducens nucleus and via 
the medial longitudinal fasciculus the left oculomotor nucleus so that the right 
lateral rectus and left medial rectus muscles would rotate the eye to the right. In 
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addition, an inhibitory mechanism arising from the PPRF would cause relaxation 
of the antagonistic muscles, thus facilitating movement in the desired direction. 
The excitation is achieved by a special type of neurons known as the burst 
neurons. Their activity is characterized by a vigorous volley of action potentials 
typically 8-12ms before each eye movement. Another type of neurons are the 
omnipause neurons. These neurons which are located in the nucleus raphe 
interpositus in the pons become silent just before and during the saccade, and their 
activity acts to inhibit saccade initiation thus maintaining the position attained 
[145]. Neural integrator neurons act to integrate the horizontal saccadic pulses. 
Their output is a step signal that makes it possible for extraocular muscles to 
sustain a tonic contraction and hold the eyes in its new position [ 146]. 
Two further structures that project to the gaze centres (regulating burst and 
omnipause activity) are important for the initiation and accurate targeting of 
saccadic eye movements - the superior colliculus (SQ of the midbrain and the 
frontal eye field which lies in the frontal lobe. Both of theses structures contain 
topographical motor maps which signify that stimulation of a particular area 
produces a saccade of specific amplitude and direction which is always the same. 
In addition, these areas contain cells that respond to visual stimuli. In the SC, an 
orderly map of the visual space is mapped to the motor map that generates eye 
movements. Thus a stimulus in a specific part of the visual space can result in a 
saccade that would align the fovea vision. Furthermore, the SC responds to 
somatic and auditory stimulation and sensory maps from the appropriate centres 
are also mapped onto the eye control motor maps so as to provide localization 
control. A lesion of the SC abolishes short latency reflexive saccades known as 
"express saccades". The frontal eye field controls eye movements by activating 
selected populations of SC neurons, although they can also control eye 
movements independently. A lesion in the frontal cortex can result in an inability 
of voluntary movement away from a stimulus, known as an "anti-saccade". They 
are also important for the systematic scanning of the visual field to locate a point 
of interest within an array of distracting objects [139,145]. 
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Figure 3.9 Diagram to demonstrate the neural mechanism for the horizontal movernent of the eye 
(adapted from [1391). 
3.2.6.3 Miniature movements 
Three types ofinvoluntary miniature movements continually occur ul the eyes and 
their presence has introduced strong debates arriong scientists for many years. 
They include tremors, drifts and microsaccades. Tremor (or physiological 
nystagmus) is a periodic wave-like motion ofthe eyes OCCUrring, at a frequencý of 
90Hz and is thought to be independent in the two eyes. Its contribution to Visual 
perception is so far unclear. Drifts are slow motions of the eye, which Occur 
simultaneously with tremors and during the epochs bet,. veen rnicrosaccades. It has 
been suggested that they provide a compensatory role in maintaining accurate 
visual fixation in the absence of microsaccades. Finally, fixational i-nicrosaccades, 
or flicks, occur during voluntary fixation and they shift the retinal image from 
several dozens to hundreds photoreceptor widths and are about 25ms in duration. 
Their functions include the correction of eye displacement produced by the drifts 
and recently it has been suggested that they may help to Counteract receptor 
adaptation on a short tirnescale and to correct fixational errors on a longer 
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timescale [147]. Figure 3.10 demonstrates di ago rani matica IIý, a tý I-) I ca I 
drift/microsaccade pattern. 
........... 
0.05mm 
Figure 3.10 A section of the fovea to shoý% tile typical slow drift movements (curved lines) and the 
microsaccades (straight lines). The latter are fast Jerk-like movements which aim to bring tile 
image back towards the centre of vision. Redrawn from [ 1481. 1 
3.2.6.4 Optokinetic movements 
This type of movement is also known as optokinetic nysta, 1111US. It was first 
described by Purkinje in 1825 by Studying the eves of a crowd "atchIng a 
procession of cavalry. It occurs when observing repeated rotating patterns (retinal 
slip) and is characterized by a saw-tooth Ocular movernent of Lip to -` at about 
30'/s about the horizontal or vertical axis of the eye [1491. The movement has a 
slow and a fast phase. During the slow phase, the eyes conipcrisate 11or movements 
in the visual field whereas during the fast phase, the eyes are returned to a more 
central position. It is most effective in rotations of' ohýjects belo\\ II lz. Although 
involuntary, subýjects can generate optokinetic movements in the presence of' a 
rotating stimulus, although a feNA can do so in its absence. The neural stimulation 
and control for this type of movement seems to arise from the pretecturn in the 
midbrain. Here neurons encode both the velocity and direction ofthe retinal slip. 
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From here the signals are transmitted via pontine and medullary relays to the 
vestibular nuclei and thus share a common motor circuitry with vestibular stimuli 
discussed below. In combination with the smooth pursuit and vestibulo-ocular 
reflex, they attempt to stabilize of vision across a wide range of head and object 
movements [145]. 
3.2.6.5 Smooth pursuit movements 
Although the saccadic system can bring the fovea in brief contact with the moving 
target, no stabilization can be achieved by this shift of gaze if the target continues 
to move. The smooth pursuit system is a much slower tracking movement 
designed to keep a moving stimulus on the fovea. It has many similarities to the 
optokinetic reflex but unlike the latter, where the entire visual world is in motion, 
the stimulation occurs from a moving target occupying only a small part of the 
retina. Smooth pursuit on its own works up to target velocities of 15'/s. Beyond 
this speed, pursuit is supplemented by saccades until 100' /s where the saccadic 
system takes over[150]. The pursuit is also subject to a delay between 100-150 
ms, known as the pursuit latency, which is largely due to time delay in the visual 
system. The neural circuitry involved is not clearly understood but requires 
derivation of both the target and ocular velocities in order to calculate the desired 
velocity and direction of eye movement. The calculated eye velocity signal is 
passed to the oculomotor nuclei which co-ordinate the ocular muscle movement. 
Two different hypotheses have been suggested as the source of the continuous 
dynamic control signal [145]. They both receive the retinal slip as input and 
construct an integrated acceleration command, which is sent to the motor nuclei 
for action. Their difference is based on the method of how this acceleration 
command is computed. The first was inspired by Robinson [ 15 1 ], which derives 
its dynamic force by a computationally exhaustive analysis of the visual target in 
the cortex. The second one proposed by Krauzlis [152] requires that the input 
information is sent to multiple parallel pathways of visual motion processing that 
provide acceleration. 
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The direction and velocity of moving stimuli is thought to be computed in 
secondary visual areas such as MT and MST. Information on velocity and 
direction is then passed onto the dorsolateral pontine nucleus and from there onto 
centres in the cerebellum (flocculus and vermis), the vestibular nuclei and nucleus 
prepositus hypoglossi. They project to the oculomotor and abducens nuclei which 
stimulate ocular motion. 
Recent evidence suggests that the saccadic and pursuit systems share similar 
functional architecture with many common or similar pathways guided by a 
variety of higher order processes such as attention, expectation, perception and 
memory [153]. 
3.2.6.6 Vestibulo-ocular movements 
The aim of this type of movements is to stabilize the eyes relative to the external 
world, thus compensating for head movements. This vestibulo-ocular reflex is 
possible via stimulation of neurons arising from the semi-circular canals in the 
inner ear during head rotation in a particular direction. The sensory signals travel 
via the 8'h cranial nerve to the ipsilateral vestibular nucleus. From here the 
appropriate abducens and oculornotor nuclei are stimulated and inhibited so as to 
achieve movement of the eyes in the opposite direction of head movement [ 139]. 
The sensory and motor coupling (gain) which achieves this movement seems to be 
adaptable and it has been thought to be under the control of vision. When visual 
stabilization in not matched to head rotation, the gain is increased or decreased 
accordingly. Vestibulo-ocular movements are especially effective in stabilizing 
head movements over I Hz but are inadequate when the rotation is 0.1 Hz. At this 
lower frequency, the optokinetic and smooth pursuit systems are used to stabilize 
vision [145]. 
3.2.6.7 Vergence movements 
The vergence system is responsible for convergence and divergence of the eyes so 
that the point of interest falls at the same point of the foveae of both eyes (i. e. 
horizontal disparity of zero) and is important for binocular vision. Unlike the other 
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ocular movements, vergence movements are disconjugate but symmetric. When a 
subject observes a near object, a near reflex triad (accommodation reflex) is 
observed. This includes convergence, accommodation of the lens to focus the 
object and pupillary constriction to increase the depth of field [139,1451. The 
neural control of vergence movement is not well understood but seems to be under 
the influence of several extrastriate areas in the occipital lobe. Information about 
the binocular disparity is relayed from the occipital lobe to the vergence centres in 
the brainstem which command the appropriate burst neurons to cause convergence 
or divergence [ 13 9]. 
3.3 Visual Perception 
Over the years many theoretical models have been developed in an effort to 
explain how the fluctuating patterns of light reaching the eyes are processed to 
yield information about the surrounding world [154]. The foundations of modem 
theories of vision were laid in the 17 th century by Descartes who established the 
principles of optics thus distinguishing physical properties of light and images 
from the psychological properties of visual experience. Perception can be simply 
defined as the mental organization and interpretation of sensory information into 
meaningful units. 
3.3.1 Perceptual Organisation 
Perceptual organization integrates sensations into meaningful perceptual units, 
locating them in space and preserving their meaning as the perceiver examines 
them from different vantage points [1551. There are four important aspects of 
perceptual organization - form perception, depth perception, motion perception 
and perceptual constancy. 
Form perception refers to the organization of sensory stimuli into meaningful 
shapes and patterns and was extensively studied by Gestalt psychologists in the 
early 20th century. They proposed a number of basic perceptual rules (known as 
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the law of Prdgnanz) that the brain automatically and unconsciously follows 
during the organization. 
These can be summarized as follows: 
* Proximity: The brain tends to group together objects that are close to one 
another 
" Similarity: The brain tends to group similar objects together 
" Continuity: The brain organizes stimuli into continuous patterns or lines 
" Closure: Incomplete figures can be perceived as complete 
" Simplicity: People tend to perceive the simplest pattern possible 
" Common fate: elements moving together are perceived as belonging 
together 
Irving Biederman tried to explain how the brain combines the simple features 
detected in VI into larger units that can be used to identify objects. He suggests 
that 3D objects are perceived and categorized by breaking them down into 36 
basic geometric shapes such as cylinders and blocks (known as geometric ions or 
geons) and matching them to templates of similar objects stored in memory. This 
implies that if we can visually recognize the basic shapes of an object then we can 
completely recognize the object itself. 
Depth perception deals with the organization of perception in three dimensions 
and has been already discussed in section 2.4. Motion perception, on the other 
hand, deals with the perception of movement and pursuit of objects and has been 
already been discussed in section 3.2.6.5. Finally, perceptual constancy refers to 
the perception of objects as relatively stable despite changes in the stimulation of 
sensory receptors. There are three types of perceptual constancy: size, shape and 
colour constancy. Size constancy refers to the fact that objects do not appear to 
change in size when viewed from different distances. Shape constancy means that 
we have a tendency to see an object as the same shape no matter what angles is 
viewed from. Finally, colour constancy refers to the inclination to perceive 
familiar objects as retaining their colour despite changing illumination [ 155,1561. 
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3.3.2 Perceptual interpretation 
The task of perceptual interpretation is to generate certain meanings from sensory 
experience. To what extend experience influences perception is still a point of 
debate and extensive research. Nativists like Kant argue that knowledge of 
6'space", time and causality is inborn (or divinely given). On the other hand, 
empiricists such as Locke believe that perception is constructed through a process 
of learning, experience and association. Overall, the empiricist tradition has 
dominated modem thinking in psychology. The modem theories of visual 
perception can be broadly divided into the following groups: 
Bottom-up (data-driven) model: This refers to processing that starts at the 
"bottom" with raw sensory data that feed "up" the brain. A bottom-up 
explanation of visual perception argues that the brain forms perceptions by 
combining input from neurons lower in the visual system with multiple 
feature detectors responses in VI[ 155]. 
Top-down (conceptual ly-driven) model: In this model, processing starts at 
"top" with the observer's expectations and knowledge. Supporters of this 
model maintain that the brain uses prior knowledge to begin organizing 
and interpreting sensation as soon as the information comes in rather than 
analyzing step-by-step of their isolated features. A demonstration of this 
model suggests that once features resembling eyes are detected, the brain 
expects a face and looks for other features such as nose and mouth. 
Gregory suggested that perception is not determined simply by a stimulus 
pattern but rather a dynamic search for the best interpretation of the 
available sensory data with much filtering to avoid perceptual overload 
[95]. This perception is affected by a number of factors such as 
motivation, emotion, values and beliefs, cognitive style and expectations 
[95,155]. 
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Combined bottom-up and top down models: Neisser proposes that 
perception is an interactive process which involves both bottom-up feature 
analysis and top-down expectations [95]. His model came to be known as 
the analysis-by-synthesis model. However, many consider that the most 
important development in perception theory in recent years is the one 
proposed by David Marr. His computational theory of visual perception 
grew out of artificial intelligence also has both bottom-up, top-down and 
gestalt features. He described visual perception as the transformation of a 
pattern of light on the retina into awareness of the visible world. Both 
image and awareness can be described as 'grey-level' and symbolic 
representations of the world. So in effect light intensity and hue can be 
processed into representations of positions, motions and identities of 
objects. He suggested that visual processing was modular and could be 
decomposed into a number of separate sub-processes working in series, 
each of which taking one representation and converting to another until the 
overall task of vision has been accomplished. Visual processing begins by 
the conversion of light at the retina into a primal sketch representing light 
intensity changes over spaces in the image and organizing them into a 2-D 
representation of image regions and boundaries between them. This 
representation takes into account visual information of motion, shading, 
shape and texture. Subsequently, the layout of object surfaces (relative 
distances and orientations) forms a 2Y: D sketch. A 3D model 
representation is then derived from the 2Y: D sketch using stick-figure 
representations composed of lines running down the centre of jointed or 
generalized cylinders. This computed cylindrical representations are 
further compared to an array of mentally stored representations of objects. 
When there is a match, the object is recognized [95,154]. Marr's work 
still remains the widest-ranging computational account of object 
recognition. 
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Figure 3.11 An overview of Marr's perceptual model for image processing demonstrating the 4 
processing modules. Top right is the representation of 3D objects using cylinders. Redrawn from 
reference 125 (adapted from [157]). 
3.3.3 Visual search and attention 
Visual search is the act of searching for a target \vithin a scene. It takes time and is L_ t- 
governed by knowledge. interests and expectations of the scene. As already 
mentioned, the visual response of the human eye is non-Lind'orni and the highest r_1 
resolution visual acuity is confined to only 1-2 deorees ot'visual angle (see Figure Z: ý 
3.3 ). In order to understand a scene. the eyes have to nlove in order to toveate on 
areas of this scene. This scanning action is not random but rather strate6cally 
controlled by the brain so that the eyes fixate on particular areas of interest and 
move between them to extract information and perflorm cognitive function such as 
feature detection, pattern analysis and eventually object identification. The 
movement of the eyes from one point of interest to the other is achieved by 
saccudes as described in 3.2.6.2 and the temporary dwell ofthe eves I'Or I OOrns or 
more is called afixation. This, in effect, represents the minimum time required for 
the brain to register what it is -seeing- as Dodge showed in the 1900. I)uriii,, 
saccades, we are effectively blind[] 50]. This selective activity of tile eyes of 
concentrating on certain parts of a scene is known as -v1sual attention" I 130,1441 
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Eye-trackers are devices that determine when and where fixations occur by 
tracking the foveal vision. By carefully studying the temporal relationship of these 
fixation patterns, one can begin to understand the process of visual search and 
attention and provide an insight into how human perception and visual attention 
occur. 
Historically, the study of visual attention can be dated more than 100 years ago 
and its development can be divided into the following four eras: 
0 1897-1920: many basic eye movement facts such as saccadic 
suppression, latency and the size of the perceptual span are first 
discovered; 
0 1930-1959: more applied research was directed towards behaviourist 
movement in applied psychology; 
0 1970-1998: extensive improvement in eye tracking systems; 
0 1998-now: the emergence of interactive applications [130]. 
Figure 3.12 One of the first eye tracking experiments performed by Yarbus (circa 1960). The 
subject was asked to observe the figure on the left for two minutes. The right image shows a plot 
of the subject's eye movements (from [ 15 8]). 
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3.3.4 Psychophysical models for visual search 
Visual perception is an extremely complex process and has been challenging 
researchers for many years. One of the simplest problems that the researchers 
have been concentrating on for years is how the identification of an object from 
among different distracters occurs. This is closely related to how different visual 
features such as colour, size, curvature, and shading affect the response time (RT) 
for identification. It has been found that when the target object is significantly 
different to the distracters, the RT is independent of the size of the distracter set. 
Otherwise, the RT is significantly influenced by the similarity between the target 
and distracter, as well as their relative population. In an attempt to explain this 
phenomenon, Triesman and Gelade [159] developed the Feature Integration 
Theory (FIT). The FIT states that people shift attention serially from one object to 
the next deciding for each whether it is the target. The parallel processing implies 
that the objects are processed concurrently. Putting this into perspective, the FIT 
suggests that the human vision system processes each individual feature in parallel 
encoding them into feature maps with information about their location, spatial 
distribution with other features (known as the pre-attentive stage). A serial search 
(known as the attentive stage) through the master map is then required in order to 
identify the relationship between the features. To address limitations of the FIT on 
the strict dichotomy of parallel/serial search, Wolfe proposed the guided search 
model. In this model, an early parallel stage is closely linked to a later serial 
mechanism. The master feature map is pre-attentively created by a bottom-up 
(stimulus-driven) or top-down (user-driven) process. 
Fixations are now believed to be governed by intention with areas containing 
more information being preferred. Furthermore, Kahneman classified eye 
movements into two general types depending on the situation they occur. 
" Spontaneous looking: the subject has no specific task in mind; 
" Task-relevant looking: the eye movements are guided by a particular 
response in mind[ [1601]. 
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Based on their work in radiology, Nodine and Kundel have proposed the global- 
focal model which suggests that the perception requires an analysis of the total 
retinal image to identify areas that are outside the observer's norm and that specific 
analyses of those selected areas ensue [144]. 
3.4 Eye tracking 
As already mentioned, the aim of an eye tracking system is to measure and record 
eye movements either relative to the head or relative to the Point of Regard 
(POR). Historically, the first eye tracking recording was made by Delabarre in 
1898 using a mechanical lever secured to the eye using a ring of plaster of Paris. 
Huey improved the ocular attachment using suction cups and used it to record eye 
movements during reading as illustrated in Figure 3.13. In 1901, Dodge and Cline 
developed a new method of recording eye movements based on the use of the 
corneal reflection and photography [161], which remained the standard method of 
recording eye movements for 50 years [ 15 01. 
Figure 3.13 Left, one of the earliest eye-tracking systems described by Huey in 1898. A lever was 
attached to a pen and to the eye using an eyecup. As the eye moved, the pen would make marks on 
a rotating smoked drum. Right, an engraved impression of the traces marked on the smoked drum 
of a person reading [ 162]. 
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3.4.2 Eye tracking hardware 
Over the years. many different systems have been developed in all effort to 
improve accuracy and usability and can be broadly grouped in the folio-%\ ing three 
cateoories. 
" Systems that use a scleral contact lens/search coil, 
" I"Ilectro-oculo(iraphic trackers, 
" Photo-oculographic /Video-oculooraphic trackers. 
3.4.2.1 Seleral Electro-oculographic systems 
These systems use mechanical or optical reference objects mounted on a contact 
lens which is worn directly on the eye. These retcrence olýjects move in synchrony 
with the eye and by recording their trajectories. the ocular movement can 
therefore be determined. Earlier systems such as the ones proposed by Delabarre 
in 1898 used a plaster-of-Paris contact lens linked to a bristle writing on a smoked 
drum. Fortunately, mechanical techniques such as this were quickly superseded in 
preference to optical ones such as mirrors, light bulbs, reflecting phosphors and 
line diagrams. Robinson, for example. put a wire coil in the lens and placed the 
in Ii ire '. 4. subject in horizontal and vertical alternating fields as shown `"L$1 
Overall, this type of technique boasts a high accuracy in eye tracking (5 are- 
seconds) recording, but is generally limited to only 5 de-rees 01' Visual Angles 
(VA). The method is hiphly invasive, uncorritortable. and only detects eve 
position relative to the head but not the position of the eye in space I1 '10.149. 
150,161]. 
Figure 3.14Ma-nctic scleral scarch coils being applied to thc C\C (a) and it', appearance atter I-- 
application (b). (c) The electromagnetic field producing cage the SUbjects have to wcar for the 
measurements to be made. [C(Skalar Medical, Delft, Hollandl 
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3.4.2.2 Electro-oculographic systems 
Electro-oculo,, raph,. (EOG) was the commonest technique of measuring eye 
movements relative to the head position some 40 years ago. It relies on detecting 
changes in potential difference of the skin as the eyes move. This is primarily due 
to a permanent potential deference between the cornea and fundus (see Fioure 
33.15a) which can set up a changing electrical field in the tissues surrounding the 
eyes as they move. This field can thus be detected Using several electrodes taped 
around the eyes (see Figure 3.15b). Today. this technique is rarely used as it is 
fairly invasive and only measures eye movements relative to the head position. 
Without a head tracker the point ofregard cannot be determined [130.1491. 
Retina 
(Fundus) 
,,, cornea 10-30mv + 
(a) 
Figure 3.15 (a) The potential difference (V) between the cornea and thC 0CLIkII- I'LIMIUS I'dW-le" 
between 1 0-30mV. (b) Photo-raph showing the positioning of' the recording electrodCS dUrin', ali 
FOG session 
3.4.2.3 Photo or video-oculographic systems 
Photo-oculography (POG) and video-oculography (VOG) encompasses a number 
of eye tracking devices based on the use of distinguishable ocular tcaturcs such as 
apparent shape of the pupil. the position of the HrnbLIS or corneal reflections trorn 
a fixed source of light (often infra-red) either via serial photos or a video stream. 
The ocular characteristics can then be derived either automaticallN or manually 
(e. g. by inspecting the recorded eye movements through a video streani frarne by 
frame). Older POG or VOG based trackers cannot determine the POR and are of 
limited use today. More modern systems can now determine the 110R. Most such 
systems use VOG technology and digital electronics and can achie'. ed LIP to 0.5- 
I' VA accuracy between the real fixation and the determined POR. To achieve 
this, head motion during a tracking session needs to be accounted for. The head 
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can be stabilized using a bite bar or chin rest so as to disambiguate head 
movements from eye rotations, or the eye tracker can be head mounted to 
maintain a fixed eye tracking camera/eye relationship. Alternatively, both eye and 
head motion can be tracked using an electromechanical devices (e. g. flock of birds 
by Ascension Inc) or by optical means. This information can then be used to work 
out a more accurate POR. 
Most infrared-based VOG systems use the corneal reflection to determine the 
location of the centre of the pupil. This reflection occurs when light from the 
external source falls onto the shiny and convex cornea, thus creating an image of 
the external point source (known as the first Purkinje image). Since the centre of 
the rotation of the eye is not identical to the centre of the curvature of the cornea, 
when the eye moves the apparent location of this image will move as well. 
Secondary reflected images can also be formed as light traverses the cornea to 
reach the retina by the posterior part of the cornea and the anterior and posterior 
surfaces of the ocular lens (termed as the second, third and fourth Purkinje 
images). Figure 3.16 shows the relative positions of the Is' Purkinje reflection as 
recorded by the camera as the subject is looking at the four comers of the screen. 
Following appropriate calibration, it is possible to use algorithms to calculate the 
centre of pupil and consequently the subject's POR. 
P2 
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Light Sou 
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Figure 3.16 (a) The formation of the four Purkinje images (P I -P4) when an incident beam of I ight 
falls onto the comea. PI is the brightest of the four [redrawn from [ 149]]. (b) The relative positions 
of the right pupil and the I't Purkinje reflection (white circle) as seen from the camera as the 
observer fixates on the 4 comers of the screen and centre. 
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Most modem VOG systems are either desktop or head-mounted (see Figure 3.17). 
The former usually consists of a table mounted visual display, where the 
experimental images can be shown to the subject. An infra-red light source and 
camera are used to track the subject's eyes. After calibration, the subject's gaze 
can be overlaid onto the original images shown to the subject during the 
experiment. With this approach, excessive head movement can affect the tracking 
accuracy although modem systems can account for a degree of movement by 
optically tracking facial features and compensating in the calculation. 
Furthermore, some systems are able to track both eyes thus improving the overall 
fixation accuracy. 
Unlike desktop based eye trackers which are mainly used for experiments using 
images or videos, head-mounted eye trackers are popular for experiments that 
require the subject to move and interact with real objects. The hardware usually 
consists of two cameras, one for tracking the eyes and the other for continuously 
recording the subject's field-of-view. The use of a scene camera allows eye 
position estimates to be superimposed on images of the scene, allowing real-time 
viewing of the subject's point-of-gaze. Recent advances in CCD technology with 
improved image quality and miniaturization have made head-mounted eye 
trackers smaller and more accurate. Unfortunately, the accuracy of the system is 
affected when the subject's depth of fixation changes significantly, although this 
can be corrected for by using re-calibration at new depth planes. 
Figure 3.17 (a) A commercial desktop eye tracker consisting of TFT screen and a eye tracking 
infrared camera (arrow). (b) A prototype of a head mounted eye tracker with two cameras: one to 
record the subject's eyes (red arrow) and a scene camera (yellow). 
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3.4.3 Applications of eye tracking 
The availability of highly accurate, portable, and affordable eye trackers in recent 
years has increased their popularity exponentially. They are currently used in a 
large number of applications. Broadly speaking, eye tracking applications can be 
divided into real-time interactive and off-line systems. The former requires 
immediate determination of the user's gaze in order to allow interaction whereas 
the latter relies on recording the data for subsequent analysis [144]. Some of the 
areas that they are currently used for are briefly mentioned below. 
3.4.3.1 Psychology and cognitive neuroscience 
One of the first applications of eye tracking was in reading [163]. It has been 
shown that during normal reading, the gaze typically moves in a series of saccades 
of 7-9 letters in length. A typical fixation between these saccades lasts about 
225ms and the average speed of reading has been calculated to be around 300 
words per minute [ 150]. Similar findings have been found for music reading and 
typing. Other information-processing tasks such as scene perception and the 
perception of art and visual search have also received significant research 
attention. Mial and Tchalenko studied how artists and novices sketch a portrait 
and demonstrated how an experienced artist alternates more regularly between 
sitter and sketch concentrating at one feature at a time[164]. Significant work has 
also been done to investigate visual behaviour during driving. Difference has been 
shown between the point of gaze whilst driving around a bend between novices 
and instructors with an overall reduced functional field of view early in learning 
[150]. In sports, eye tracking has been used to show how efficiently racket sport 
players or cricketers can predict the landing points of a moving ball [ 150]. Land et 
al [ 1651 used eye-tracking to study behaviour during activities of daily living such 
as tea and food making. They showed that saccades were exclusive to objects 
involved in the task, concentrating on one object at a time. Eye tracking has also 
been used extensively in attentional neuroscience primarily for investigating 
neuronal activity related to fixational eye movements. More recently, eye 
movement recording and functional brain imaging (fMRI) have been used to track 
a subject's fixation point while simultaneously recording cortical activity during 
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attentional tasks in order to identify functional brain structures implicated in 
attentional behaviour [130]. 
3.4.3.2 Medical training 
Extensive research has been done in the field of radiology especially in studying 
how experts differ from novices in the assimilation of different visual cues to 
reach a confident diagnosis. Much of the work in this area has been done by 
Kundel and Nodine who proposed the global-focal model already discussed in 
section 3.3.4. 
3.4.3.3 Diagnostic medicine 
Research in eye tracking has also been conducted in psychiatric disorders such as 
schizophrenia, obsessive compulsive disorder, dementias, attention deficit 
disorder and autism [ 1441. 
3.4.3.4 Human-computer interaction 
One of the most common uses of eye tracking is to aid disabled people such as 
quadriplegic patients by allowing them to interact with a computer screen by 
using eye gaze as a means of user input. Eye tracking has also been used in the 
assessment of complex working environments such as flight simulator cockpits 
and help design more visually ergonomic environments [ 144,1661. 
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3.5 Conclusions 
The HVS is responsible for one of the most valuable of the human senses: vision. 
By complex visual processing, the brain is able to translate fluctuations of light 
intensity into meaningful stimuli. This higher level of processing is also known as 
visual perception. Visual search forms part of the visual perception and is a highly 
complex process which reflects the mechanism of scene understanding. It is 
pivotal for motor co-ordination and plays an important role in many cognitive 
functions such as learning. By tracking eye movements, it is possible to gain an 
insight into the underlying cognitive processes that occur, for example, during 
MIS surgery. This is achieved by monitoring saccadic eye movements and 
observing the relative positions and duration of fixations with respect to surgeon's 
field-of-view. 
Before improving MIS skills training, it is important to consider the intimate 
interaction among cognitive, motor and visual behaviours. This is especially true 
for MIS due to the multiple foreign constraints that the surgeon has to overcome 
during training. Unlike open surgery where stereoscopic visual and motor cerebral 
centres have undergone optimal refinement since birth, MIS suffers from the use 
of elongated instruments with reduced tactile feedback operated through a fulcrum 
and a monoscopic and depthless visualisation of the operative field that is 
decoupled from the normal motor-visual axes. These unfamiliar parameters 
require extensive neural retuning via a long training process in order to achieve an 
efficient integration of the visual, motor and cognitive cues. Furthermore, MIS is 
complicated by the constantly changing visual imagery arising from the 
movement of the ensdoscopic camera. The surgeon is required to mentally adjust 
and rotate these images in order to recognise the underlying surgical anatomy and 
provide feedback to the motor centres so that accurate navigation and control of 
the laparoscopic instrument is possible. These mental adjustment and space 
localisation abilities are also known as spatial abilities. They are important 
prerequisites for the leaming of MIS as will be shown in the next chapter. 
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Chapter 4 
Visual-spatial Perception and MIS 
4.1 Introduction 
In the previous chapters, we have introduced advantages and disadvantages of 
MIS and highlighted the importance of effective surgical training. Ultimately, 
efficient learning requires a seamless integration of three major principles - 
perception, cognition, and fine motor control. In this chapter, we will focus on the 
assessment of visual perceptual skills related to surgery. 
As discussed in Chapter 2, visual-spatial or Spatial Ability (SA) encompasses 
spatial perception, mental rotation, and spatial visualisation. The fon-ner is related 
to the ability to determine spatial relations in the presence of distracting 
information whereas mental rotation is related to the ability of mentally rotating 
objects in 3D. Spatial visualisation is defined as the ability to manipulate complex 
spatial information when several stages are needed [167,1681. Over the last few 
years, the topic of spatial ability has attracted significant interest among 
researchers in investigating its role in professional skills development. The 
introduction of MIS techniques and the increasing competitiveness of the field 
have sparked extensive research in the role of spatial ability in the acquisition of 
surgical skills. Surgeons are heavily reliant on their visual-spatial skills for camera 
manipulation and instrument control during MIS procedures. Visual-spatial skills 
have been suggested by several investigators as being the major determinant of 
technical performance in MIS [29,34] despite the equivocal evidence suggested. 
It has been suggested that surgeons may have a higher-degree of spatial ability 
when compared to others [84]. Other studies, however, found such discrepancy 
insignificant by using different psychometric tests for SA [591. High visual-spatial 
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ability does not necessarily equate to an individual becoming an excellent surgeon 
especially as surgical competence is multi-faceted and encompasses other factors 
such as personality traits, presence of specific motor abilities (see section 2.3.1), 
cognitive abilities, and decision making-skills [1681. The possession of the right 
balance of all these factors, however, does play a part in the overall surgical 
performance. 
Research has also shown that spatial ability can influence how quickly surgical 
skills are acquired especially when performing complex tasks such as the design 
of z-plasty [861, microsurgery [85], small bowel anastomosis [30], and jaw wiring 
[88]. These findings suggest that many aspects of spatial ability have a role in the 
acquisition of general surgical skills especially in MIS. The ability to measure an 
individual's surgically relevant SA levels can have marked implications on the 
individual's long term skill proficiency. Individuals with very low SA levels may 
find learning a specific surgical skill difficult whereas others with above average 
SA levels may have a greater chance of success in relevant professions. On this 
ground, such testing in the recruitment of surgical trainees (especially in MIS) 
would be desirable to ensure a very high quality of surgical care [ 168]. 
4.1.1 Measuring spatial ability 
Over the last several years a number of tests have been developed in order to 
measure specific aspects of SA. A summary of the most important ones is 
provided below. 
4.1.1.1 Mental rotation test (MRT) 
This test has been originally described by Shepard et al and received extensive 
attention among SA researchers [57]. It has also been included in the cognitive 
laterality battery of neuropsychological tests which has been used in different 
types of research [169]. The task requires the subject to study a number of the 
same three-dimensional drawings, which are either rotated or inverted then 
rotated, to identify the pair that only involves rotation (see Figure 4.1 ). Shepard's 
original study found that the greater the rotational angle difference by the non- 
inverted pairs the greater was the time for a correct identification. 
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Figure 4.1 An example of a mental rotation trial. The observer is required to identify the pair that 
is identical but rotated in 3 dimensions. In this example the correct answer is shape 2 and 3. 
4.1.1.2 Touching blocks test (TBT) 
This test measures the ability to perceive the depth and structure of three- 
dimensional objects depicted on a two-dimensional plane. It was originally 
described by MacQuarrie [170] and had also been included in the cognitive 
laterality battery [169]. In this test, subjects are generally required to observe a 
drawing depicting a large cube constructed by 8-10 identical stacked blocks. One 
of the blocks in numbered and the subjects are required to count the number of 
other blocks the labelled block is directly touching (see Figure 4.2). The time 
taken to perform this task is important. 
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Figure 4.2 A trial from the touching block test. The observer is asked to count the number of 
other blocks the labelled block "C" is directly touching. The correct answer in this case is 5. 
4.1.1.3 The surface development (SDT)/paper folding test 
This test was originally published by Esktrorn et al [ 17 1] and is part of the Kit of 
Factor-Referenced Cognitive Tests offered by the US College Board. In this test, 
the subject looks at a drawing of a paper "cut-out" of a3 dimensional object as 
well as the fully folded object. The cut-out has labelled edges and an orientation 
arrow to cue to the degree of rotation present. The observer is required to mentally 
fold the "cut-out" and match the numbered edge on the folded object to the 
corresponding label on the cut-out (see Figure 4.3). The test is designed to 
measure one's ability to reconstruct a 3D object from 2D pattern and mentally 
rotate it in space. 
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Figure 4.3 An example from the surface development test. The object on the left is created by 
folding the paper "cut-out" on the right. The observer is required to match the numbered edge of 
the block (14) to a lettered edge on the "cut out". An orientation arrow is also provided to cue to 
the degree of rotation present. In this example, edge 14 matches to edge D on the -cut-out". 
A variation of this test is the space relations test developed by the Psychological 
Corporation Limited (UK) which instead of using labelled edges, uses coloured 
faces (see Figure 4.4). 
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Figure 4.4 The space relations test. The observer is required to identify the labelled 3D object 
that would result when the paper -cut-out" on the right in folded. The correct answer in this case is 
"U'. (Adapted from [168]) 
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4.1.1.4 Other tests 
Other tests have also been described and they include variations of the above, 
which include the Minnesota revised paper-form test and the embedded figure 
test. The latter has been developed by the Department of Psychology, University 
of Victoria Canada, and it requires the observers to identify as quickly as possible 
simple figures located in a series of complex and confusing forms (see Figure 
4.5). This type of test is known as field articulation test and is designed to assess 
cognitive style and analytical ability of the subject. Individuals with field 
dependence and independence have been found to have different personality 
characteristics [ 168]. The purpose of this chapter is to investigate the relationship 
between the level of spatial ability and the acquisition of MIS skills among 
novices based on SA tests. 
CD AFý 
Figure 4.5 An example of an embedded Figures Test. The observer is asked to identify whether 
the figure on the left is located within the more complex figure in the middle. The answer is shown 
on the right. 
4.2 Methods 
4.2.1 Subjects 
A homogenous sample group of ten second year medical students was recruited 
for this study which was ethically approved by the St Mary's local research ethics 
committee (LREC). All participants had no prior laparoscopic experience and 
informed consent was obtained. A brief introduction to MIS was provided to each 
subject prior to the study. 
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4.2.2 Measuring SA 
All subjects had their visual-spatial ability measured using 4 different tests. An 
attempt was made to select tests that were likely to measure SA that was 
important to MIS. As previously mentioned, visualisation of the operative field in 
MIS is impaired because of the loss of stereopsis. The surgeon is thus required to 
extract depth from two-dimensions using pictorial cues. Additionally, frequent 
rotation/movement of the endoscopic camera during MIS requires that the 
operator mentally rotates the operative field to re-orientate the anatomical area of 
interest. Therefore, the SA tests selected measured primarily the individual's 
ability to extract depth from 2D and mentally rotate images. Three of these tests 
were variations of previously described tests: mental rotation test (MRT) (see 
section 4.1.1.1), touching blocks test JBT) (see section 4.1.1.2) and the surface 
development test (SDT) (see section 4.1.1.3). The fourth test used was the 
Imperial College Cube Mating Test (ICMT) which was developed in-house and 
consisted of a combination of the mental rotation and touching blocks test. For 
this test, the observer was required to mate one of three 3D objects with an 
incomplete cube so as to complete it (see Figure 4.6). 
7 
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Figure 4.6 The Imperial College Cube Mating Test-an in-house spatial ability test in which the 
observer was required to mate one of the three 313-objects in the lower part of the image with the 
incomplete cube on top so as to complete it. The correct answer in this case is 3. 
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To ensure similar testing conditions for each subject and high quality of data 
collection with no transcription errors, proprietary software was developed. This 
web-based software displays a question as an image in an Internet browser 
window presenting the subject with multiple answers, among which only one was 
correct. Using a mouse. subjects were required to select one answer by clicking on 
it using the left mouse button (see Figure 4.7). Both the subject's answer and 
time-taken were recorded into a database prior to the following question being 
displayed. Important demographic information, such as the sex, handedness were 
also recorded at the beginning of the test. An animated demonstration was then 
shown with the sample answer in order to ensure that subjects understood the rule 
of the test. At the start of each experiment, the subject was informed that both 
accuracy and speed were important. In order to ensure that the test was not 
unfairly prolonged, each image was blanked after 45 seconds. 
Figure 4.7 The custom-made software used to measure the subjects' spatial ability. The main 
image was presented in the middle of the screen with the question and the possible answers 
directly below it. Subjects could proceed to the next question by simply clicking on one of the 
answers. A countdown timer was also displayed. In this question the correct answer is 2 and 3. 
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4.2.3 The surgical task 
As none of the subjects had any prior laparoscopic experience, each participant 
received an one-on-one introduction by the same tutor on the basic principles of 
MIS. This was followed by two 30-minute practice sessions (on different days) by 
using a VR laparoscopic simulator (Lapsim, Surgical Science AB, Gothenburg 
Sweden). This is a well validated computer-based simulator which consists of a 
generic platform on which various modules can be added. Each module contains 
specific tasks that can be conducted in a relatively realistic anatomical 
environment using specially adapted laparoscopic instruments (Immersion, San 
Jose, CA, USA) (see Figure 4.8). The software contains a number of basic and 
complex laparoscopic exercises as well as associated performance indices 
including instrument path lengths, time-to-complete-task, and tissue injury. 
All subjects had to complete a number of specific exercises on the VR simulator 
(see Table 4.1). Appropriate exercises were selected progressing from simple 
instrument navigation tasks (touching coloured balls with the tip of the 
instrument) to more complex tasks such as grasping, clipping and cutting of a 
blood vessel. All metrics provided by Lapsim were recorded at the end of each 
exercise for post-processing. 
Figure 4.8 The Lapsimg VR simulator with the specialised laparoscopic instruments (left) 
demonstrating a vessel grasping, clipping and cutting task 
105 
Task 
Day I Lapsim instrument navigation (2xeasy, I xmedium level) 
Lapsirn grasping task (I xeasy level) 
Lapsirn cutting task (I xeasy level) 
Lapsirn vessel clamping task (I x) (see Figure 4.9 (a)) 
Day 2 Lapsirn vessel clamping task (5x ) 
Vessel cutting task in box trainer using an inanimate blood vessel (see 
Figure 4.9 (b)) 
Table 4.1 The laparoscopic curriculum that each subject had to undertake during the study. Each 
day session lasted approximately 30 minutes. 
At the end of VR training on Day 2, all subjects were asked to perform a surgical 
task in a box trainer. The task consisted of a simulated blood vessel (made of 
sugary material) with two coloured targets at a fixed distance. The model was 
placed in a homemade box-trainer. Video footage was streamed from a high- 
definition web-camera from the box to a computer screen at 20 frames per second. 
The subjects were given a real laparoscopic grasper in the left hand and scissor-tip 
instrument (Smith and Nephew, USA) in the right hand. They were asked to grasp 
the left target with the left hand and cut the right target with the scissor-tip 
instrument (see Figure 4.9b). The video was recorded Cor post-process atialysis. 
Figure 4.9 (a) The vessel clamping and cutting task in Lapsim and (b) the simulated vessel 
cutting task in the box trainer. 
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4.2.4 End-point measures 
Table 4.2 surnmarises the metrics used to measure the subjects' laparoscopic 
performance on the VR simulator. 
Exercise Metries 
Lapsim instrument navigation 
Lapsim grasping task 
Lapsim cutting task 
Lapsim vessel clamping task 
Left hand time 
Left hand path 
Left hand angular path length 
Right hand time 
Right hand path 
Right hand angular path length 
Left hand time 
Left hand path 
Left hand angular path length 
Right hand time 
Right hand path 
Right hand angular path length 
Total Time 
Cutter path length 
Cutter angular path length 
Grasper path length 
Grasper angular path 
Tissue damage 
Total time 
Left hand time 
Left hand path 
Left hand angular path length 
Right hand time 
Right hand path 
Right hand angular path length 
Blood loss 
Table 4.2 Summary of the metrics used to measure performance during VR exercises. 
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For the non-VR task, the total time to perform the surgical task was used as an 
end-point. The subjects' spatial ability was measured by expressing the number of 
correct answers for each of the four tests as a percentage of the total. 
4.2.5 Statistical analysis 
Statistical analysis was carried out using SPSS Version 14 [SPSS 2006]. All the 
tests used were two-sided with level of significance set to 0.05. Prior to specific 
testing, all recorded variables were tested for normality using the Kolmogorov- 
Smimov test. For normally distributed variables, parametric tests were used 
otherwise non-parametric tests were employed. In order to investigate the 
association of spatial ability metrics with laparoscopic performance the Pearson 
product-moment correlation (parametric) or Spearman rank coefficient (non- 
parametric) were computed. 
4.3 Results 
4.3.1 Demographics 
A total of II right-handed 2d year medical students participated in this study (6 
male, 5 female) with an average age of 19.4. One subject had to withdraw before 
completing the study due to university commitments and was excluded from the 
analysis. 
4.3.2 SA tests 
Table 4.3 summarises the descriptive statistics for the 4 SA tests used. All 4 SA 
tests results were found to be normally distributed (Kolmogorov-Smimoff test 
p>0.05). 
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Mean SD Kolmogorov- 
(%) Smirnov test 
MRT 61.9 19.3 p=0.692ý 
TBT 78.1 12.7 p=0.9340 
SDT 49.5 13.3 p=0.8844 
ICMT 52.5 15.7 p=0.99f 
Table 4.3 The descriptive statistics of the 4 SA test used in the study. § signified that the results 
are normally distributed. 
4.3.3 Association between gender and spatial ability 
Table 4.4 summarises the performance of male compared to female subjects in 
each of the four SA tests. The mean score of each group was tested for statistical 
significance using the independent sample t-test for difference between sample 
means. In all the SA tests, male subjects outperformed female subjects but the 
result was only significant in the TBT test. 
SA test Male: mean (SD) Female: mean (SD) 
MRT 65.5(13.6) 59.6(20.5) 
TBT *p=0.021 88.1(2.4) 71.4(11.3) 
SDT 51.2(17.3) 48.4(8.0) 
ICMT 60(11.7) 47.5(14.6) 
Table 4.4 Descriptive statistics of spatial ability testing grouped by sex. * signifies that the mean 
score difference was statistically significant at the P<0.05 level. 
4.3.4 Association between SA and VR performance 
To investigate the correlation between SA performance and Lapsim VR metrics, 
the Pearson correlation coefficient was calculated for each of the metrics and each 
SA test for the following VR exercises - Instrument navigation (see Table 4.5), 
grasping task (Table 4.6), cutting task (Table 4.7) and vessel clamping exercise 
(Table 4.8). Where the results of a metric were not normally distributed, the 
Spearman's rank coefficient was computed instead. 
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Left 
hand 
time 
Left 
path 
length 
Left 
angular 
path 
length 
Right 
hand 
time 
Right 
path 
length 
Right 
angular 
path 
length 
Ist MRT 0.08 T -0.58 -0.63 -0.50 -0.58 -0.67 
attempt TBT -0.261 -0.39 -0.39 -0.52 -0.77 -0.72 
SDT -0.1 3T 0.19 0.21 -0.07 0.21 -0.61 
ICMT -0.401 -0.34 -0.29 -0.55 -0.63 0.13 
2 no MRT -0.57 -0.45 -0.53 -0.621 -0.51 -0.57 
attempt TBT -0.31 -0.36 -0.33 -0.26T -0.42 -0.34 
SCIT 0.11 0.14 0.13 0.19T 0.10 0.13 
ICMT -0.33 -0.27 -0.24 -0.10, -0.34 -0.30 
3ro MRT -0.22 -0.05 -0.14 -0.37 0.10 -0.23 
attempt TBT -0.06 -0.07 -0.06 -0.45 -0.34 -0.43 
SDT 0.23 0.34 0.35 -0.06 0.02 0.04 
ICMT 0.07 0.20 0.16 -0.38 -0.03 -0.12 
Table 4.5 Pearson's correlation coefficients using performance metrics for the instrument 
navigation exercise of Lapsim versus the spatial ability tests. t signifies that Spearman's signed 
rank non-parametric testing was used. Bolded values show statistical significance at the p<0.05 
level 
Left Left Left Right Right Right 
hand path angular hand path angular 
time length path time length path 
length length 
MRT -0.43 -0.37 -0.66 -0.08 -0.27 -0.49 
TBT -0.22 -0.57 -0.21 0.08 0.01 -0.11 
SDT -0.52 -0.02 0.01 0.54 0.76 0.71 
ICMT -0.47 -0.52 -0.26 -0.01 -0.12 -0.21 
Table 4.6 Pearson correlation coefficients for the Lapsirn grasping task. Bolded values show 
statistical significance at the p<0.05 level 
Total Time Cutter path Cutter Grasper path Grasper 
length angular path length angular path 
length length 
MRT -0.16 -0.13 -0.12 -0.17 -0.21 
TBT -0.05 0.09 0.11 -0.56 -0.59 
SDT 0.21 0.30 0.30 -0.01 -0.07 
ICMT -0.22 0.11 0.15 -0.65 -0.66 
Table 4.7 Pearson correlation coefficients for the Lapsim cutting task. Bolded values signify 
statistical significance at the p<0.05 level 
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Total 
Time 
Left 
path 
length 
Left 
angular 
path 
length 
Right 
path 
length 
Right 
angular 
path 
length 
Ist MIRT -0.04 -0.06 -0.05 -0.08 -0.13 
attempt TBT 0.25 -0.05 -0.11 0.22 0.14 
SDT 0.29 0.39 0.40 0.39 0.45 
ICMT -0.06 -0.03 -0.11 -0.01 -0.05 
Sth MRT 0.36 0.19 0.30 0.48 0.45 
attempt TBT -0.37 -0.19 -0.08 -0.45 -0.4 
SIDT 0.08 0.33 0.24 -0.04 0.02 
ICMT -0.17 0.02 0.12 -0.25 -0.20 
Table 4.8 Pearson correlation coefficients for the Lapsim vessel grasping and cutting task. None 
of these coefficients was statistical significant at the p<0.05 level 
The results show an overall negative correlation between SA performance and VR 
metrics, suggesting that subjects who performed best at SA tests took the least 
time to complete the task with fewer instrument movements. However, the 
strength of this association is low and in most situations not statistically 
significant. Furthermore, in the case of SDT the correlation is paradoxically 
positive and for certain metrics statistically significant. This implies that 
individuals, who performed best at this test, were the slowest and required more 
instrument movement to complete the task. 
4.3.5 Association between SA and non-VR task 
When comparing SA tests with the time-to-complete the box-trainer surgical task 
of vessel grasping and cutting, Table 4.9 summarises the results. The "total time" 
variable passed normality testing. 
Total time Significance 
MRT -0.63 p=0.05 
TBT -0.39 p=0.27 
SDT 0.21 p=0.56 
ICMT -0.44 p=0.21 
Table 4.9 Pearson correlation coefficients for the real (non-VR) surgical task of grasping and 
cutting a blood vessel. Bolded values signify statistical significance at the p<0.05 level 
III 
From the 4 SA tests, all but the SDT showed negative correlation, the strongest 
seen with the MRT test, the result of this being statistically significant. Figure 
4.10 shows the scatter plot of performance at this test versus the time to complete 
the surgical task. 
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Figure 4.10 Scatter plot of time to complete the grasping and cutting of a "blood-vessel" versus 
the percentage performance at the MRT test of SA. 
4.4 Discussion and conclusions 
The surgical specialty has undergone major changes in recent years primarily due 
to the new technologies introduced for providing faster, safer, and better surgical 
care. The advent of MIS has fundamentally changed the way that certain 
procedures are performed. Such technological advances, however, are associated 
with sharper learning curves and require much more extensive training than 
conventional surgical procedures [16]. With the competition of enrolling into a 
surgical training program at its highest, there is a need to select the best suited 
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candidates that are likely to excel in their specialty. The reliance on the selection 
of a practical profession solely on academic criteria is flawed and should be 
replaced by objective assessment of key relevant skills. To this end, identification 
of these abilities with validated tests is imperative. In MIS, the ability to integrate 
different visual cues of the operative field for determining the spatial deformation 
of the organs coupled with an efficient, accurate and purposeful fine motor control 
of the instruments are important factors to consider. 
In this chapter, four different psychometric SA tests have been used to assess the 
performance of MIS tasks using both VR and non-VR based simulations. The four 
specific SA tests were selected due to their ability in assessing an individual's 
ability in extracting depth from different visual cues and mentally rotating such 
cues to obtain the correct orientation of an object. This is particularly important in 
MIS as the visualisation of the operative field is monoscopic and frequently 
rotated by the surgeon or assistant during a procedure. 
The SA tests derived in this chapter seem to suggest that male subjects 
outperformed female subjects in the four tests used. This is generally in 
concordance with prior research discussed in section 2.3.5.2. Only the TBT test, 
however, was statistically significant, therefore the results should be interpreted 
with caution due to the small sample size used. By examining the results between 
SA and VR tasks, there seem to be an overall negative correlation between SA 
performance and the metrics provided by the VR simulator. This implies that 
subjects who scored higher at the SA tests tend to need less time and motor 
movement to complete the task. However, the negative correlation was only 
statistically significant in a few cases, especially for earlier tasks and occurs more 
frequently in the MRT test. A statistically significant, yet paradoxical positive 
correlation was observed for the SDT test and right hand metrics in the VR 
grasping task. 
For non-VR tasks, the only measurable end-point for performance that could be 
used for technical reasons was the time to complete a task. By examining the 
correlation between this and SA perfonnance, a negative correlation was also 
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observed for all but one test (SDT). The strongest correlation was again seen with 
the MRT test which was statistically significant. Yet again, these results should be 
interpreted with caution as the speed of performing a task does not necessarily 
correlate with the quality of performance. This was demonstrated by one of the 
participants who frequently crashed the instrument into the soft tissue. This carries 
the potential for tissue damage, which is not reflected in the "time to complete 
task" variable. 
Overall, the results from this chapter are in-line with the findings of other 
investigators [84,90,91]. The lack of consistent statistical significance is largely 
due to the relatively low power of the study and the fact that the behaviour metrics 
used are highly abstracted whereas in real MIS procedures a range of visual-motor 
factors can affect the overall performance of the subject. This highlights the fact 
that general SA tests are only useful for assessing overall abilities of the surgeons 
in a coarse manner, they don't tend to provide subtle, idiosyncratic behaviours 
that lead to the actual performance of the task. In this regard, it would be 
necessary to study in detail how visual perception and motor control are used in 
effectively managing instrument-tissue interaction. 
It is worth noting that an additional study of investigating the association between 
SA and plastic surgical skills has also been carried and the details of the study are 
provided in Appendix D of this thesis. The results derived demonstrate a 
correlation between SA and spatially complex surgical tasks such as the design of 
skin flaps (z-plasty, rhomboid and bilobed flaps). 
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Chapter 5 
The Effect of Depth Perception on 
Visual-Motor Compensation in 
MIS 
5.1 Introduction 
In the previous chapters, we have discussed the main advantages and 
disadvantages of MIS. Despite the low power of the study and a lack of consistent 
statistical significance, the results provided in Chapter 4 indicate the importance 
of specific spatial abilities in the acquisition of MIS skills. The study also 
highlights the fact that measuring surgical performance by means of end-point 
metrics can be misleading as it does not account for any abnormal behaviour 
occurring at various phases of the task. One such behaviour may be encoded 
within depth perception and the temporal instrument movement in 3D. 
Vision and proprioception are two important sources of feedback involved in 
motor control and motor skills learning in general. Vision dominates the control 
of co-ordinated, voluntary movements and is especially important for movement 
adjustment based on the initial limb/body position and the characteristics of the 
environment. It also provides error-correction to ensure that a specific movement 
is achieved in the highest possible accuracy. In addition, extensive research in 
deafferented animals has shown that performance of specific known motor skills 
is affected when proprioceptive feedback is reduced, which highlights the 
importance in precision and timing of motor commands [3 1 ]. In MIS, the surgeon 
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has to rely primarily on vision for motor learning and control as tactile feedback is 
greatly reduced and the elongated instruments become insensate extensions of the 
hands, thus further reducing the usefulness of proprioceptive feedback. 
As already discussed in section 2.2, vision is greatly affected in MIS primarily 
due to a reduction in depth perception because of the monoscopic visualisation of 
the 3D operative field. This is further hampered by the misalignment of visual- 
motor axis as the 2D monitor is typically located away from the main operating 
field. The loss of stereoscopy and the absence of essential monoscopic visual cues 
(see Table 5.1) can significantly prolong the motor learning process for novices. 
This is coupled by the fact that MIS requires the performance of delicate surgical 
manoeuvres inside a body cavity with extremely accurate motor control. 
Present Absent 
Overlapping Shadow 
Size familiarity Linear perspective 
Texture gradient Stereoscopy 
Motion Parallax 
Table 5.1 Summary of the visual cues for depth perception present and absent during MIS 
The reduction in depth perception increases the risk of potentially dangerous past- 
pointing errors, which can result in inadvertent tissue damage [1131. The 
improvement of the surgeon's depth perception is therefore important if the 
leaming process is to be accelerated along with improved patient safety. Extensive 
research has been conducted in recent years for enhancing the depth perception of 
the operative field in MIS, which has already been described in section 2.4.9 and 
summarised in Table 5.2. 
Enhancing stereoscopic perception Enhancing monoscopic perception 
Stereoscopic surgery using two video streams Improve image quality (using high definition 
(one for each eye) e. g. da Vinci robot, or camera and/or monitor) 
pseudo-3D systems using polarizing glasses Enhance monoscopic depth cues using digital 
image processing 
Introduce visible shadow 
Table 5.2 Methods of improving depth perception in MIS 
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Current research has shown that true stereoscopic systems such as the ones found 
in robotic systems allow faster and more precise instrument navigation and task 
performance [ 172]. Such systems, however, are expensive and not widely 
available. Thus far, the evidence about the visual perceptual advantage of early 
generation pseudo-3D systems that require the operator wearing active or passive 
polarizing glasses is conflicting [118]. These systems are also associated with a 
higher incidence of visual disturbance, fatigue, and require a longer 
familiarization time. Recent development based on glass-free 3D system has 
shown to significantly improve the laparoscopic precision with reduced side- 
effects. To compare the effects of such systems on performance, motor control 
and motor learning, it is necessary to establish an objective measure to quantify 
improvement or progress is to be achieved. Most studies have thus far relied on 
comparing different methods of visualisation using experienced surgeons who 
have already adapted to the conventional 2D systems and may have an unfair 
familiarisation and preference to those. Using novices with no prior laparoscopic 
experience can potentially remove this bias and also provide an insight into the 
motor learning process in these individuals. To this end, different methods have 
been proposed to measure performance indices such as task execution time, hand 
metrics (path length, hand movements) and instrument metrics (path length) but 
no consideration has so far been given for the detailed visual-motor compensation 
involved. 
The purpose of this chapter is to assess the effect of depth perception on visual- 
motor compensation in MIS. Our objective is to objectively assess the effect of 
three visualisation techniques including conventional 2D, 2D with enhanced depth 
cue based on shadow, and active 3D displays for novices with no prior adaptation 
to laparoscopic visualisation techniques. A wavelet based paradigm is proposed, 
which offers further insights into the effect of depth perception and visual-motor 
compensation when performing MIS instrument manoeuvres. 
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5.2 Instrument trajectory analysis 
An object trajectory is derived from positions of an object moving through space 
and it provides a rich spatio-temporal relationship about the object's activity. This 
relationship carries information about the object's behaviour, the action performed 
and the interaction among other groups of objects. Trajectory-based analysis has 
gained popularity in recent years in a variety of disciplines including video 
tracking, global position systems, and animal mobility experiments. In surgery, 
simple motion analysis has been previously described with respect to hand motion 
when performing laparoscopic procedures [1731 or by simple kinematic analysis 
of the robotic arm. Motion metrics such as time, path-length, number of 
movements, and velocities have been used to demonstrate differences between 
experienced and inexperienced surgeons, as well as between robotically assisted 
and conventional laparoscopy [ 174,175]. 
5.2.1 Shape descriptors 
One of the greatest challenges in trajectory analysis is the identification of similar 
trajectories. The difficulty arises by the fact that consecutive points in 2D or 3D 
Euclidean space have different representations when captured from different 
view-points. Any scaling, translation, rotation or shear can produce a different 
representation of the same trajectory unless the trajectory data is represented in an 
affine-invariant feature space. The ability to match 3D trajectories regardless of 
their position, scale or orientation has an important role in trajectory clustering 
and identification for a variety of applications including the study of surgical 
behaviour. 
In recent years, various algorithms have been developed to address this problem 
and the focus has been concentrated on two areas - the development of distance 
functions and the design of shape signatures. The former concentrates on the 
unique characteristics of the trajectory data such as sampling rate, outliers or 
different sequence length. Some examples of distance functions proposed include 
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the Dynamic Time Warping (DTW) and the Longest Common Sub-Sequence 
(LCSS). 
Representing the shape of an object or a trajectory is largely based on identifying 
the effective and perceptually important shape features. In general, this shape 
classification can be broadly divided into two classes of methods: contour-based 
methods and region-based methods, and Figure 5.1 surnmarises the hierarchy of 
this classification ( 176]. 
Shape 
Contour-based 
Structural 
Chain Code 
Polygon 
B-spline 
Invariants 
Global 
Perimeter 
Compactness 
Eccentricity 
Shape Signature 
Hausdolf Distance 
Fourier Descriptors 
Wavelet Descriptors 
Scale Space 
Autoregressive 
Elastic Matching 
Region-based 
Global 
Area 
Euler Number 
Eccentricity 
Geometric Moments 
Zemike Moments 
Pseudo-Zernike Moments 
Legendre Moments 
Generic Fourier Descriptor 
Grid Method 
Shape Matrix 
Structural 
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Media Axis 
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%I \ Im. " 
Figure 5.1 Ciassification of shape representation and description techniques (redrawn from 
[1761) 
Shape signature is an important contour-based technique which allows a 
transformation invariant analysis. Developing shape signatures for trajectory data 
involves creating multiple representations of one or more dimensions of the same 
data [177] so that shape matching for a new trajectory can be achieved by 
searching through the signature database. Many shape signatures exist such as 
centroidal profile, complex coordinates, tangent angle, cumulative angle, chord 
length, curvature and centroid distance [ 176]. The latter two are discussed below. 
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5.2.2 Curvature scale space (CSS) 
An object trajectory is essentially a 3D signal having x, y and z co-ordinates. 
Therefore, a trajectory is essentially a parametric curve represented by the object 
3D locations expressed as: 
r(t) = jx(t), Y(t), Z(t)] 
and curvature K is expressed as: 
Lrx-F-l 
r13 
At each level of scale governed by the increasing standard deviation of the 
Gaussian kernel, curvature of evolved trajectory is computed. Then the function 
implicitly defined by 
r, [k; a] =0 
is the curvature scale space (CSS) of the trajectory. This curvature is invariant 
under planar rotation and translation of the curve as it is computed from the dot 
and cross products of parametric derivatives, which are effectively local 
quantities. These products are only based on the lengths and angles between 
vectors, they are therefore independent of rigid transformations of the co-ordinate 
system. Given a 3D trajectory, the evolved version of the trajectory in terms of 
scale-space is defined by: 
rý (t) = IX(tl 01) , y(t, 0, ), Z(t, a) 1 
where 
X[t; u] = X[t] 0 g[t; 0'] 
Y[t; u] = Y[t] (D g[t; 0, ] 
Z[t; u] = Z[t] o g[t; u] 
where y[t, u] is a symmetric Gaussian kernel used for smoothing [178]. CSS is 
very robust in a "noisy" trajectory data set caused by small camera motions and jitters in 
tracking [ 179]. 
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5.2.3 Centroid Distance Function (CDF) 
CDF is expressed by the distance of each point in trajectory from the centroid of 
the trajectory: 
c[k] = IV[x[k] - X,. 
]2 + [y[k] - y,. f+ [z[k] - z, 
1 
where 
i N-1 vII N-I 
x, =-1: x[kly,. = -I 
ýý 
y[k], z,. =-1: z[k] 
Similarly to CSS, CDF is rotational, translational, and scale invariant (see Figure 
5.2). It is suggested that the shape of trajectory conveys a lot more information 
than the 'speed' or the absolute world co-ordinates regions in which the activity is 
performed. CDF has an extra advantage of allowing simplified visualisation of the 
projected trajectory compared to CSS as shown in Figure 5.2. 
iv °° °° (C) by 45b 
,ý-ý-. e 
Figure 5.2 Various trajectories for a laparoscopic manoeuvre (a) with two rotated views (d)(g) 
and their corresponding centroid distance function (CDF) (b)(e)(h) and curvature scale-space 
(CSS) graphs (c)(f)(i). Note the rotation, translation and scale invariance of the CDF and CSS 
graphs. 
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5.2.4 Wavelet analysis 
According to the Fourier theory, any signal can be expressed as the sum of an 
infinite series of sines and cosines, known as Fourier expansion. Unfortunately, 
this expansion has frequency resolution but no time resolution. This implies that 
although all the frequencies in a signal can be determined, their temporal relation 
cannot, therefore such method is best suited for analysing stationary signals. 
Wavelet analysis (WA) is one of the most recent solutions to address the problems 
associated with Fourier transform. It determines a collection of time- 
frequency/scale representations of a signal with a resolution matched to its scale. 
WA is mainly used for signal analysis or source coding in engineering, computer 
science and scientific research in areas such as molecular dynamics, astrophysics, 
quantum mechanics and image processing. In medicine, WA has been used for the 
detection of key diagnostic features on cardiac sounds, electrocardiograms (ECG), 
electroencephalograms (EEG), signal analysis, noise filtering in hearing aids and 
mammograms, as well as in blood-pressure and heart-rate analyses. Furthermore, 
wavelet transform is responsible for the dramatic reduction of the file size of 
digital images by offering a lossless compression method. This allows the 
efficient storage and transmission of patient images [ 1801. 
Wavelets were first introduced by Morlet and Grossman in the early 1980s to 
bridge a gap between two extreme ways of representing a signal - its time 
expansion over the Dirac masses: 
f f(u)b(t - u)du R 
and its frequency representation or Fourier transform which is its expansion over 
complex exponentials: 
f(t) ý(w)e'-'dw 
In the first formula, the value f(t) represents a signal intensity at time t but 
contains no frequency information due to the fact that the Dirac distribution 
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function 6(t) has an infinitely high spatial resolution but no frequency resolution. 
In the second formula, the converse is true for complex exponentials e"", where 
frequency information is accurately given without any time information [1811. 
Wavelets aim to represent non-stationary signals between these extremes in which 
the two types of information are given explicitly. They do this by expanding, 
contracting and shifting an appropriate single prototype function known as the 
"mother wavelet" of the signal [ 180]. 
5.2.5 Wavelet transform (WT) 
The "mother wavelet" is a function zp EV (R) with a zero average (V (R) is the 
space of finite energy functions): 
,X ý)(t)dt 
which is dilated with a scale parameters and translated by u: 
1 
V, (t -u 
, fs- s 
Its Fourier transform is: 
(w) = e'/ (sw) 
The WT is an operation that transforms a function by integrating it with modified 
versions of the mother wavelet. The modifications are translations and 
compressions of this wavelet. For a function to qualify as a mother wavelet, it 
must be admissible: 
owl I ! --ýw < rx) 
w 
where c, is the admissibility constant to the function V#). Given an admissible 
function ýb(t), the wavelet transform IVf (u, s) of a function fEV (R) at a time u 
and scale s can be written as: 
+t-U, " Tvf (U. S) f (-)at 
8 
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It could be considered as a convolution with (t) 
, /S- 
I Vf (u, S) =f* V). ý (U) 
WTs are broadly classified into the discrete wavelet transform (DWT) and the 
continuous wavelet transform (CWT) as shown in Figure 5.3. The principal 
difference between the two is the continuous transform operates over every 
possible scale and translation whereas the discrete uses a specific subset of all 
scale and translation values. 
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Figure5.3 An example of the continuous wavelet transform (from [1811) 
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5.2.6 The dyadic wavelet transform 
This is a translation-invariant wavelet transform originally proposed by Mallat 
[182] and has been extensively used for pattern recognition and image 
segmentation. By using a continuous translation parameter u, and the "Algorithme 
6 trous" [182], it is possible to analyse a given signal by discretising the scale s 
along a dyadic sequence f2l 1, E Z. So the dyadic WT of fE V(R) is defined by: 
xIt-u TVf, (u, 2') ff (t) = ? P( )dt 
f* 7P2j(U) 72 jT 
With: V'2j(t) = 02J-O = -r2j 'P(-) T 
By using filter-banks and inserting zeros between signal samples, it is possible to 
construct the fast dyadic WT as shown in the Algorithme 6 trous. 
5.2.7 Wavelet selection 
The choice of the "mother wavelet" (y/) to be used in signal analysis largely 
depends on the nature of the signal to be analysed and the aim of the analysis such 
that a wavelet for image compression is different to the one for singularity 
detection. The main factors to be considered for wavelet selection are the number 
of vanishing moments, the compact support of the wavelet and its regularity. 
Some examples of common "mother wavelets" used are shown in Figure 5.4. 
These graphs demonstrate how wavelet analysis of the signal identifies not only 
the temporal features of the behaviour but also it allows the observation of its 
time-frequency properties. In the case where the signal represents the instrument 
trajectories, the time-frequency components can be translated into jittering and 
compensation movements. 
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Figure 5.4 Examples of three types of common "mother wavelets": (a) Gaussian (b) Mexican hat 
and (c) Morlet. Their corresponding wavelet transform from a typical laparoscopic instrument 
trajectory is also shown on the right. I 
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Wavelet Transform using a Gauss wavelet 
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As mentioned earlier, the main purpose of this chapter is to introduce a new 
framework for elucidating motor behaviour characteristics as affected by 
variations in the visualisation of the operative field. By using wavelets to perform 
instrument trajectory analysis, the same motion characteristics can be determined 
even when the position and direction of an instrument manoeuvre changes. This is 
because wavelet features used are scale and translation invariant. In this study, the 
surgical task is to be simulated with a plastic "box trainer" and behaviour 
variations detected are primarily the result of changes in the visualisation 
conditions and depth perception or the underlying visual-motor axes coupling of 
individual subjects. 
5.3 Methods 
5.3.1 Surgical task and experimental setup 
A homogeneous sample of sixteen medical students (8 male, 8 female, mean age 
21.9 years) with no prior real laparoscopic experience volunteered to take part in 
this study. Subjects were informed about the aims of the study but no information 
was revealed about the methods of visualisation used during the experiment. All 
subjects underwent a short instrument familiarization training prior to undertaking 
the experimental task. The elementary surgical task required participants to grasp 
each of three metallic pins and touch with its tip in a clockwise manner three 
small 2mm metallic targets embedded in a realistic simulated environment (see 
Figure 5.5b). Each target was wired to a custom made sensor board to provide a 
time-stamped event log when the target it hit. The experiment described was 
performed by each subject a total of 6 times (twice with each method of 
visualisation in a random sequence). Three laparoscopic visualisation methods 
were used for this study, which include a conventional 2D endoscopic 
visualisation (213), a 2D visualisation using a naturally created shadow by the 
addition of a secondary fibre-optic light source (2D+shadow), and a state-of-the- 
art 3D laparoscopic system with passive polarizing glasses (3D). For all 
experiments, a Karl Storz laparoscopic stack was used [Storz, Germany] with the 
images displayed on a21" CRT monitor (Sony GDM-F520). 3D visualisation was 
achieved by the use of an active screen polarization filter alternating at I OOHz and 
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passive polarizing glasses. The switching between 3D and 2D was achieved by 
swapping the polarizing glasses with a non-polarizing pair and in all cases except 
for (2D+shadow), the secondary light source was switched off. 
To accurately determine the laparoscopic instrument trajectories during the 
experiment, a tracking device was rigidly attached to the instrument handles and 
tracked using the Polaris 60Hz 6-DOF infra-red based IR tracker (Northern 
Digital Inc, Ontario). The absolute 3D position of the tool-tip was then calculated 
by applying the offset position for each instrument tip from the corresponding 
infra-red markers. The standard deviation of the position of the tip was found to 
be less than I mm in all axes. 
In order to qualitatively assess the effect of the method of visualisation on the 
visual behaviour, a Tobii ETx50 clip-on eye tracker was also used. This is an 
infra-red based video-oculographic device that has a typical accuracy of 0.5 
degrees visual angle at 50Hz sampling rate and was placed below the monitor 
approximately 60cm away from the subject. 
Figure 5.5 An overview of the experimental setup (a) and a vie%k of the operative field 
demonstrating the three targets (blue arrows) that each of the numbered pin must touch (b). 
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5.3.2 Motion trajectory analysis 
To observe the effect of different modes of visualisation on subject behaviour, 
detailed trajectory fluctuations of the tool tip as the subject moving towards the 
target were analyzed. To analyse these 3D trajectories, the 'trajectory profile' 
describing the Euclidian distance from the tool tip to the target was used (Figure 
5.9 shows examples of 3D trajectories and their corresponding trajectory profiles). 
In general, a subject who is confident about the position and 3D perception of the 
target would generally move smoothly as the target gets nearer, whereas a subject 
with weaker depth perception would fluctuate more when locating the target in 
order to gauge the 3D relationship of the instrument and the target. The location 
and magnitude of fluctuations can provide an understanding of the subjects' 
behaviour in visual-motion compensation. In order to observe this effect 
quantitatively, wavelet transform of the trajectory profile has been used as it 
provides a multi-scale time-frequency representation. This is achieved by 
integrating the trajectory curve with scaled and translated versions of the wavelet 
function vy.., (t) . 
In this work, the dyadic wavelet transform has been used as it allows the 
construction of a translation-invariant wavelet transform of a given signal by 
discretising the scale s (along a dyadic sequence) and uses a continuous 
translation parameter u, and the "Algorithme a trous" [ 182] was used to construct 
a fast version of the transform. This algorithm is similar to the bi-orthogonal 
wavelet transform in terms of using filter banks. However, rather than sub- 
sampling the signal after filtering, the filters are stretched (zeros inserted). By 
using a dilated and scaled mother wavelet V, _(t), the wavelet coefficients 
for a 
given scale s and a translation parameter u can be expressed as: 
WAU, S) 
+-f 
(t) uldt f 
-1 
rs- s 
To provide an indication of where the fluctuations are occurring, the extrema of 
multi-scale wavelet coefficients were used. These were found by a hill climbing 
algorithm. From these extrema, a percentage was selected for statistical analysis. 
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This was obtained by selecting a threshold T and finding for each scale the local 
extrema such that the magnitude of the extrema was outside the limits of 
[M - Ta, M+ Ter], where M is the mean of the wavelet transform coefficients at 
scale sand o, is the standard deviation. The locations of the extrema (Y) were 
calculated for each scale varying from high frequency scales (s = 1), to lower 
frequency scales (s = 6). Figure 5.6 shows examples of the trajectory analysis of a 
novice and an experienced laparoscopist demonstrating different motion 
behaviour derived from the analysis. Under the proposed analysis framework, the 
skewness of the distribution of the extrema can provide a measure of the location 
and scale of signal fluctuations, where skewness for extrema Y,, Y ..... y, 
is defined 
as: 
skewness 
where ýF the mean, s the standard deviation, and N the number of data points. 
Negative values for the skewness indicate data that are skewed left (a longer tail 
to the left) whereas positive values for the skewness indicate data that are skewed 
right. Zero skewness indicates a symmetric distribution. 
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Figure 5.6 (a) Laparoscopic instrument trajectory profile of a novice and (c) and experienced 
surgeon. The wavelet transform (b) and (d) showing the differences in the laparoscopic behaviour 
with the novice laparoscopist showing elements of jitter (high frequency motion) and motion 
compensation (low frequency) throughout the manoeuvre (b) whereas the experienced user shows 
a more smoother final approach (no extrema) suggestive of confidence. 
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As an example, Figure 5.7 shows three different instrument movement trajectories 
and their corresponding wavelet extrema distributions, as well as the resultant 
skewness profile across different scales. A negative skewness at a certain scale 
would reflect that the motion compensation is towards the end of the signal when 
the instrument is nearer to the target. From the observation of the raw data, it is 
evident that this corresponds well to the behaviour of the trajectory curve in blue. 
On the other hand, positive skewness across different scales reveals early jitters or 
compensations at the beginning of the manoeuvre (as shown in the red and green 
curves). This is typically associated with behaviour that deploys early visual- 
motor compensation to establish the 3D reference framework for subsequent 
movement. This in general is a preferred manoeuvre as late compensation can 
potentially run the risk of past-pointing errors. In Figure 5.7(c) of the proposed 
wavelet skewness graph, regions associated with different targeting behaviours 
are highlighted. 
In order to further investigate the underlying visual strategies employed, eye 
tracking data analysis was performed. Gaze plots of specific events were produced 
with the Clearview software [Tobii, Sweden] by using fixation data superimposed 
on a representative video frame. For this study, the fixation clustering was set to 
P visual angle (corresponding to 33 pixels diameter for the current experimental 
setting) and 40ms minimum fixation duration. 
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Figure 5.7 Example trajectory profiles showing different patterns of motion when approaching a 
target (a), and the corresponding extrema of the dyadic wavelet transform at four different scales 
(b). Figure (c) illustrates the wavelet extrema skewness of the trajectories shown in (a), 
demonstrating how early/late j itter/compensation are reflected in the graph. 
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5.4 Results 
Figure 5.8 demonstrates the usefulness of wavelet analysis by demonstrating the 
distinct behaviour of a novice performing the same laparoscopic task under 
conventional and depth-enhancing visualisation conditions. For the former, the 
subject has to significantly adjust and readjust the instrument in order to approach 
the target (compensation). This is reflected in the mid/low wavelet scale extrema. 
In the depth enhancing visualisation condition, this motor compensation is much 
reduced and is replaced predominantly by a higher frequency jitter as the subject 
is able to approach the target in a much smoother trajectory. 
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Figure 5.8 A trajectory from a novice performing a laparoscopic task under conventional (a) and 
(c) shadow enhanced visualisation conditions. Looking at the wavelet transform analysis, there is 
significant compensation as reflected by the extrema in the mid and low frequency scales under 
conventional conditions (b), but under shadow-enhanced conditions there is less compensation and 
jittering as reflected by the high frequency extrema (d). 
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In addition to detailed trajectory analysis, global performance measures based on 
the total number of successful contacts and the average time for task completion 
and average instrument path length were also calculated. At the end of each 
session, subjects were also asked to rate with a visual analogue score to show 
subjectively how easy they found each method of visualisation for performing the 
task. As data was normally distributed, parametric tests using one-way repeated 
measures analysis of variance was performed with pair-wise comparison using the 
Holm-Sidak method. All the tests used were 2-sided with level of significance set 
to 0.05. 
Table 5.3 summarizes the global performance scores of the study which include 
the mean target hit-rate, mean task completion-time, mean subjective preference- 
score (0- 10, lower is better), and the mean path-length for completing al I the tasks 
involved. All four measures showed favourable metrics for 2D+shadow when 
compared to 2D or 3D. In all cases, except for the mean path-length measurement, 
this difference was statistically significant when comparing (2D+shadow) with 
other modes of visualisation. 
(213) (2D+shadow) (3 D) 
Mean target hit-rate 9.47 11.47* 8.65 
Mean completion-time 142.4 127.1 138.3 
(S) 
Mean preference-score 5.1 3.3 5.5 
Mean path-length (mm) 5595 5175 5450 
Table 5.3 A comparison of global objective and subjective measures for all three modes of 
visualisation (* signifies statistical significance p<0.05). 
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Figure 5.9 The 3D trajectories of two of the subjects studied (subjects 12 (a) and 16 (d)) and the 
corresponding trajectories when approaching the target with the three modes of visualisation (b-e). 
Figs (c) and (f) show the wavelet extrema skewness graphs for these trajectories for each method 
of visualisation (redý21D, green=2D+shadow, blue=3D). 
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In addition to the global metrics derived, Figure 5.9 shows detailed skewness 
analysis for two of the subjects studied (subjects 12 and 16). This demonstrates 
the effect of different modes of visualisation on the subject's behaviour. In this 
figure, Figure 5.9 (a) and (e) show the 3D trajectories of the subjects colour-coded 
according to different modes of visualisation. It is evident that it is difficult to 
observe the underlying differences of these trajectories by direct 3D visualisation. 
However, by looking at the distance trajectories and the associated wavelet 
skewness graph, the differences become much clearer. Subject 12 seems to be 
similar for the three visualisation methods although there is some motion 
compensation at the beginning of the blue curve (31) visualisation), and the 
subject jitters more while approaching the target. The wavelet skewness graph 
further reveals that with 3D display (the blue curve), the subject has considerably 
higher jitter at the beginning of the manoeuvre and larger degree of late 
compensation. Figure 5.9 (c) therefore provides a much easier analysis for 
quantifying the behavioural changes during the task. The graphs for subject 16, on 
the other hand show a rather different approach. By the use of the conventional 
2D laparoscopic display, the subject jitters significantly when approaching the 
target, reflecting the lack of confidence in 3D perception. The subject, however, 
shows more control during the 3D and (2D+ shadow) visualisation. This is 
reflected both by the speed that he completed the task and the effective use of late 
compensation (negative skewness towards large scale) for navigating towards the 
target. Although this is not an ideal strategy, the introduction of depth cuing 
seems to improve his general visual-motor compensation behaviour. The 
trajectory length (reflected in Figure 5.9(b) and (e)) also shows a difference 
between the two subjects, as subject 16 seems to be quicker using the 
(2D+shadow) visualisation. However, subject 12 in general showed a better 
overall performance. 
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Figure 5.10 An exemplar gaze plot taken from one of the subject studied, demonstrating the visual 
behaviour by means of temporal fixations (circles) between 2D (a), 2D+shadow (b) and 3D (c) 
visualisation methods moments before the pin touching the target (arrow). Differences in the 
possible depth extraction strategies can be further demonstrated between 2D+shadow (d) versus 
2D (b) and 3D (f). 
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5.5 Discussion and conclusion 
In this chapter, we have assessed the visual-motor compensation behaviour during 
laparoscopic tasks by using a wavelet based analysis framework. The method 
provides a novel way of identifying the user's temporal motor behaviour in a 
quantitative manner. Wavelet analysis treats instrument trajectories as input 
signals and creates time-frequency/scale representations with a resolution that is 
matched to its scale. The main advantage of this technique is that it allows for the 
accurate recognition of instrument manoeuvre patterns during a task as it can cope 
with variations in both scale and direction of the movement. In other words, the 
same movement behaviours can be identified in similar surgical tasks occurring at 
different surgical planes with different amplitudes that commonly occur in real 
MIS. Such an approach offers a unique way of assessing laparoscopic 
performance, and the proposed method offers significant advantage over 
conventional end-point methods of laparoscopic performance assessment such as 
instrument path length and task completion time. This is because these traditional 
methods only provide a crude, global measurement and do not account for the 
details of the process itself. Wavelet based tra ectory analysis provides accurate 
temporal evaluation and identification of movement patterns during the entire 
task. By using this technique, aberrant movements can be identified and 
eliminated while at the same time suggesting efficient and safe movements during 
training. 
From the experimental results of performing the described surgical task, four 
types of movement behaviours have been identified: high frequency movements 
Oitter) or low frequency movements (compensation) occurring either early or 
late during the task. The identification of these movements is important as it 
provides an insight into the subliminal visual-motor processes that occur during 
the MIS procedure. For example, poor depth extraction is characterised by the 
presence of late motion compensation during which the subject is required to re- 
adjust the instrument position in order to hit the target. This can be explained by 
the heavy reliance of the subject on a visual feedback-motor readjustment loop to 
compensate for the absence of strong depth cues. Where depth extraction is more 
efficient, this visual-motor feedback loop is no longer as important. This is 
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demonstrated by the absence of the late motor compensation behaviour. In a 
similar manner, by applying this analysis framework to determine subtle motor 
behaviour, it is possible to identify factors that facilitate or hinder surgeons' depth 
perception, thus providing an objective method of assessing new MIS instrument 
designs. By the use of in situ eye-tracking analysis, further insights into how the 
underlying depth cues are integrated by different observers can also be assessed. 
In the next chapter, we will concentrate on one such visual depth cue, i. e., 
shadow, and investigate its effect on the performance of MIS. 
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Chapter 6 
Improving Depth Perception with 
Invisible Shadows 
6.1 Introduction 
In the previous chapters, we have highlighted the underlying reasons for the 
increasing popularity of MIS. However, MIS requires a higher degree of 
competency from the surgeons due to the presence of a number of constraints. 
Among them, vision is the primary consideration. The surgeon is required to 
reconstruct the 3D operative field and perform instrument navigation through the 
narrow monoscopic two-dimensional (21)) field-of-view provided by the 
endoscope. The perceptual cues that a surgeon uses are complex, and it is well 
understood that a variety of cues are utilized for surgical navigation and depth 
perception. The visual system typically infers depth based on information relating 
to the vergence of the eyes, as well as visual patterns projected onto the retinas 
[183]. 
The particular cues that facilitate the perception of depth have been investigated 
extensively [184,185] and they are often classified as primary (physiological) 
cues, such as binocular disparity, convergence, and accommodation, and 
secondary (pictorial) cues, such as linear perspective, elevation, shading and 
shadow, texture and texture gradients, and reference frames [1831. It is not clear, 
however, how these cues are assimilated in MIS. This is because the majority of 
cues are subtle and difficult to detect in the operative environment presented to the 
surgeon. Furthermore, there is a direct reduction in perceptual information that is 
available at any moment in time due to an ever-evolving surgical scene as a result 
of laparoscope translations and anatomical deformations. Ultimately, the 
monoscopic field-of-view provided by the laparoscope limits the 3D perception 
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by presenting information in 2D planes alone. It has been observed that surgeons 
tend to compensate for the lack of depth perception by developing new strategies 
such as groping forward and backward with instruments to gauge the relative 
depths of organs by touching them (Figure 6.1). The combined visual and haptic 
feedback helps to confirm the instrument position and orientation. This navigation 
approach, however, is not ideal particularly when undertaking delicate surgical 
manoeuvres that require subtle control of the instruments to avoid tissue damage 
[186]. 
Figure 6.1 Operative stills representing a collision sequence during MIS. In this sequence, the 
surgeon advances the instrument into the vessel to establish position before straddling the vessel 
instrument to transect it. 
Currently. there is a constant requirement for surgery to become safer and more 
precise, particularly under the current climate of clinical governance. Practically, 
safety can be achieved by improved training as well as by reducing the constraints 
set by the MIS technique itself. Improving 3D visualisation and facilitating 
instrument navigation should therefore become a high priority. Although advances 
in stereoscopic surgery aim to improve 3D perception, such systems have 
practical limitations as they tend to be extremely expensive and not widely 
available. For these reasons, it is useful to investigate other alternatives for 
conveying depth information and enhancing existing monocular visual cues. One 
of the primary cues that the visual system utilizes to infer depth is shadow [ 1971. 
Shadow can provide useful information about object shapes. relative 3D position, 
and surface characteristics within a scene [188-191]. Unfortunately, this visual 
cue is unavailable for MIS due to the coaxial alignment of the lens and light 
bundle of traditional rigid endoscopes. Under this setup. the operative field is 
generally shadowless (see Figure 6.2a and b) [1281. It has been shown that 
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inducing shadow by the introduction of a secondary light source within the 
surgical field (see Figure 6.2c and d) improves endoscopic performance [ 1271. Z=I 
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Figure 6.2 Diagram to show the coaxial arrangement of camera optics and light source in the 
endoscope (En). In a conventional setup (a), the resultant shadow (sh) from a laparoscopic 
instrument (1) is hidden by the body of the instrument when viewed from the endoscope optics as 
shown in (b). By adding a secondary light source as shown in (c), it is possible to produce a visible 
shadow (sh2) as shown in (c) and (d) which can be used to further enhance depth perception. 
A number of methods have been proposed for producing a shadow in the 
operative field either via an illuminating endoscopic cannula or a shadow- 
producing endoscope [129]. In both cases, the position of the secondary light 
source is sub-optimal [ 128] and the position and direction of the resultant shadow 
offers limited improvements to the perception of depth, occasionally obscuring 
important tissues. It is for these reasons that first generation shadow producing 
systems have failed to gain acceptance among MIS surgeons. 
The purpose of this chapter is to introduce a new framework for improving depth 
perception for MIS by introducing a secondary light source. The unique feature of 
the proposed method is that it only casts a weak shadow of the laparoscopic 
instrument that is almost invisible under normal viewing conditions. During 
instrument manoeuvre, this "invisible shadow" is dynamically enhanced which 
introduces a strong depth cue from which the distance between the instrument and 
tissue can be accurately determined. This naturally avoids the use of the 
instrument to "crash" on the tissue surface to gauge the tissue-instrument 3D 
relative position whilst maintaining normal laparoscope viewing condition when 
instrument depth cuing is not required. 
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6.2 Shadow detection 
A shadow is a region of relative darkness within an illuminated area. It occurs 
when an object partially or totally blocks out the light [1921. It occupies all the 
space behind an opaque object with light in front of it. Its presence can convey 
important information about the size, shape and position of an object in 3D space 
and is an important monoscopic visual depth cue. 
6.2.1 Detection algorithms 
In video sequence processing for object tracking, shadows usually represent a 
problem due to the potential of misclassification of shadow points as foreground, 
which can lead to errors in determining both the shape and object location. 
Furthermore, shadows can cause shadow merging, object shape distortion and 
occasionally object loss [193]. In practice, segmenting shadows from objects is 
challenging as they both share two important visual features. Shadow and object 
points are significantly different to background and are typically detected as 
foreground points. Secondly, shadows have the same motion as the original 
casting objects [193]. In computer vision, effective shadow removal is an 
important research topic and some of the existing applications include building 
recognition from aerial images, 3D object orientation detection, and light source 
direction [193]. For example, the use of a statistical model based on colour 
invariance has been proposed and takes advantage of the fact that the shadow 
rarely alters the hue of the background pixels. Other methods use the luminance 
changes in the background for the detection of shadows, and Salvador el al 
proposed a method of applying edge detection to the shadow luminance and its 
colour features [1941. It is also possible to separate the shadow from the object 
using multiple view projection geometry. 
6.2.2 Self-adaptive algorithms 
Unfortunately, most of the methods described above rely on the presence of 
specific lighting conditions. The degradation of the image quality by the 
quantisation and compression makes such a task more challenging. The MIS 
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operative field represents an environment where lighting conditions are constantly 
changing due to camera and tissue movements and organ deformation. In order to 
robustly track the instrument within the operative field, the algorithm must be 
adaptive to all these changes. Many of the existing tracking algorithms that have 
been described in the literature offer self-adaptive solutions to the above 
problems. For example, Lo et al, suggested a neuro-fuzzy shadow filter which 
combines several aspects of visual characteristics for shadow removal. The 
method relies on real-time cross-referencing of different filter responses in order 
to achieve a self-adaptive and learning framework for shadow recognition [ 1951. 
Unfortunately, this method has intrinsic difficulties which preclude its use for 
practical applications in MIS. Jien et al, proposed a variation of this method, in 
which context-dependence on neighbouring pixels is combined in their hidden 
Markov models (HMM) in order to separate shadows from foreground and 
background objects [196]. An alternative self-adaptive method which can 
incorporate high-level knowledge to achieve its effect is called contextual 
feedback in a Bayesian network framework [ 197]. 
6.2.2.1 Bayesian Networks 
Bayes' theorem states the relationship between two events (A and B) even though 
the probability of an event A conditional on another event B is generally different 
from the probability of B conditional on A: 
Pr(A I B) = 
Pr(B I A) Pr(A) 
Pr(B) 
where Pr(A) is the prior probability of A, Pr(AIB) is the conditional probability of 
A given B, Pr(BIA) is the conditional probability of B given A, and Pr(B) is the 
prior probability of B. A good example for understanding the above formulation is 
to have A represent a specific disease, and B represent a constellation of signs, 
symptoms and diagnostic findings. 
A Bayesian Network (13N) is a graphical representation of a model reflecting the 
probabilistic relationships of the variables in the domain of interest. It consists of 
three components: the probabilities, structure and inference algorithm. The 
graphical structure consists of nodes (denoting a variable) and arcs (denoting the 
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stochastic dependency between the connected variables). A simple example of a 
BN as applied to the diagnosis of breast cancer based on mammography can be 
represented in Figure 6.3. 
Figure 6.3 A complex Bayesian network for mammoglraphy. Ca- -calcification, 
LN=Intramammary lymph node, P/A/O=present, absent or partially obscured. HRT -hormone 
replacement therapy, FHx=family history of breast cancer [Redrawn from [19811 
The network structure can be derived from the observed data using certain 
structure-learning algorithms [197]. Occasionally, not all evidences can be 
observed although these variables may have direct effects on inferencing. These 
unobserved variables may be introduced in the network to improve its structural 
accuracy and they are termed as hidden nodes [199]. Although hidden nodes can 
be inserted manually into the network, it is advantageous to construct them 
automatically during the structure learning process. This can be achieved by 
calculating the correlation between variable pairs using data from the training set. 
Pearson's correlation coefficient is chosen as the mean of measuring the 
dependency between a variable pair, as follows: 
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Correlation(A, B) = 
Co Var(A, B) 
ýVar(A) x Var(B) 
where, for n data points 
Var(A) 
a, 
n 
and 
Co Var(A, B) 
(a-a, )(b-b, ) 
1 
Using data from the training set, the correlation between each variable pair, except 
the root nodes, is first computed. The pairs are then sorted in descending order 
with respect to their correlation coefficients. The resulting list of variable pairs is 
called the arc list, since its content will later be selected as the arcs in the BN, 
similar to that in the Maximum Weight Spanning Trees (MWST) algorithm 
described by Chow et al [2001. A threshold is used to filter out poorly correlated 
pairs from the list. Arcs are then inserted to the BN as per MWST where variable 
pairs are linked ordered by their correlations provided that there are no loops in 
the resulting structure. In addition, a second threshold is introduced to ensure that 
each pair of variables in the resulting sub-network is correlated. As a result, a 
cluster or clusters of nodes are formed and hidden nodes are then inserted as the 
parent of each cluster. Root nodes are finally added as the parent of the hidden 
nodes in order to complete the structure. Once the structure is constructed, the 
directions of the arcs is then assigned according to the relationship between at 
least three variables (e. g., testing triplet (A-B-C) for multiple parents 
(A--+B-C)), and arrows are propagated throughout the network. Figure 6.4 
shows an example BN with hidden nodes. 
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Figure 6.4 An example Bayesian Network with hidden nodes (H). 
The BN can then be trained by using a set of training data. As the hidden nodes 
are imaginary variables, no statistics can be calculated in order to determine the 
conditional probabilities. This information has to be learnt from the data thrOU"h 
an iterative or error minimising process. Such a technique has been described by 
Kwoh el al [2011 and this is the one used for the proposed method below. 
Contrary to most applications that require shadow detection for its removal, this 
chapter concentrates on the detection of a weak shadow within the operative field 
so as to digitally enhance it. This is done in order to improve the surgeon's depth 
perception in the operative field whilst having the option of not being visual for 
other non-depth critical tasks to avoid distraction. The algorithm used for this 
digital shadow enhancement and its effect on depth perception are discussed in 
detail in the following sections. 
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6.3 Materials and Methods 
To emulate the laparoscopic environment, a laparoscopic box trainer was 
constructed, within which a silicon based tissue surface model was placed. The 
surface was coated with silicone rubber mixed with acrylic to give it a specular 
finish that is similar to wet tissue. The scene was illuminated primarily from the 
endoscope itself and a secondary light source was placed directly above the 
surface but away from the endoscope. The intensity of this source was carefully 
adjusted so as to cast a near invisible shadow to the surface in order to avoid any 
interference to the normal viewing condition. A laparoscopic instrument was held 
over the surface in different positions and the vertical distance from the tip to the 
surface was measured to the nearest half centimetre. The video stream from this 
environment was recorded for post-processing (see Figure 6.5). 
Endoscope+ 
primary light 
sou. rce 
To video 
capture card 
Secondary Moving 
light Instrument 
cru irt-in 
Figure 6.5 The experimental setup: an overhead secondary light source was used to cast a %keak 
shadow of a moving laparoscopic instrument over an uneven surface. Video footage was relayed 
from the endoscopic camera to a PC capture card for storage and post-process analysis. 
6.3.2 Shadow enhancement algorithm 
Figure 6.6 outlines the main components of the algorithm used for dynamic 
shadow enhancement. 
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Figure 6.6 A schematic illustration of the shadow enhancement filter design to generate the 
computer enhanced shadow. 
6.3.2.2 The video stream (A) 
Video from a simulated surgical environment was captured using a Dyonics(t 
10mm 30' endoscope (Smith+Nephew, USA) and was digitised using the Radeon 
9600 AGP-based PC capture card (ATI, USA). The video stream was recorded in 
MPEG-4 format and saved onto the hard-disk for post processing. A 
representative image from the sample stream can be seen in Figure 6.7(a). 
6.3.2.3 Bayesian shadow removal (B) 
For this part, a naYve BN filter was used which fuses four low level visual cues to 
classify shadow and foreground objects. These cues include: 
" intensity difference, 
" intensity gain, 
" angle between RGB vectors and 
" colour difference. 
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Intensity difference is the absolute difference between the current image and the 
statistical background image B(x, y) calculated from the peak probability density 
function (PDF) of each pixel: 
D(x, y) =I I(x, y) - B(x, y) 
where D(x, y) is the filter output. The use of intensity difference is biased towards 
the extraction of shadows in bright regions. For shadows in darker regions, 
however, one has to rely on the relative intensity attenuation between I(x, y) and 
B(x, y), given by 
G(x, y) 
I(x, Y) 
B(x, y) 
Based on the property of shadow colour invariance, two colour filters working in 
the RGB space have also been adopted: 
R(x, y) = 
(i P) 
117111FIl 
where I and B are the RGB vectors of the background images. The final filter 
uses a colour invariant model and addresses the limited colour quantization steps: 
Ri 
c, = arctan 
ý 
max (Gi, Bi) 
Gi 
c. 
2 = arctan 
max(Ri, Bi)j 
Bi 
cý, = arctan 
max(Ri, Gi)l 
b, = arctan 
Rb ý 
max (Gb, Bb) 
b2 = arctan 
Gb 
max(Rb, Bb)l 
= aretan 
Bb 
max(Rb, Gb)l 
V(x, y) = (c, - b, )' + (c, - 
where (Ri, Gi, Bi) and (R b, Gb, Bb) are the RGB components of a given pixel of 
the current background [202]. V(x, y) is the colour invariant model proposed by 
Salvador et al [ 1941. 
For retraining the BN, the following contextual rules were used [2021: 
e If the shadow likelihood measurements are "high", the corresponding 
pixel is an object pixel. 
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* If the shadow likelihood measurements are all "low", the 
corresponding pixel is a shadow pixel. 
If a shadow pixel is surrounded mainly by object pixels and the 
likelihood measurements are not "low" then reclassify pixel as an 
object 
If an object pixel is surrounded mainly by shadow pixels and the 
likelihood measurements are not "high" then reclassify the 
corresponding pixel as a shadow pixel. 
A visual example of the effect of this filter on an input image can be in Figure 
6.7(b). In effect this filter segments the laparoscopic instrument from both the 
background and the instrument shadow. 
6.3.2.4 Statistical background removal (C) 
The filter is based on the modelling of the temporal PDF of the initial video 
stream. This filter can eliminate any stationary objects. For laparoscopic 
instruments, this filter is able to remove the background e. g. organs. A visual 
example of the effect statistical background removal on an input image can be in 
Figure 6.7(c). The filter eliminates the static background, so what remains in 
effect is the instrument and its shadow. 
6.3.2.5 Shadow enhancement (D) 
In order to enhance the "invisible shadow", information from both statistical 
background removal filter (C) and Bayesian shadow removal (B) filters is used. 
Subtracting B from C isolates the instrument shadow. The co-ordinate information 
of the position of the isolated shadow can now be applied to the input image and 
the corresponding pixel intensity reduced resulting in a "digitally" enhanced 
shadow effect (see Figure 6.7(c)). 
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Input 
Output 
Figure 6.7 The algorithm of Figure 6.6 in action. (a) is the input image (b) is the Bayesian 
shadow removal algorithm, (c) is the background subtraction algorithm (removes all but the 
instrument and its shadow). (d) is produced by subtracting (b) from (c) in order to detect the 
position of the shadow and by decreasing the light intensity of the corresponding pixels. 
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6.3.3 Evaluation of the effect of the shadow on depth perception 
In order to evaluate the effect of shadow enhancement for improved depth 
perception, an experiment was carried out by comparing shadow enhanced to 
shadow unenhanced images. Ten volunteers with experiences in surgical imaging 
were recruited for this study. They were blinded to the aims of this study and 
asked to serially assess 36 images taken from the experimental setup described 
above on a 2D display. Each image showed part of the laparoscopic instrument 
over a surface and the subjects were asked to estimate to the nearest half 
centimetre the vertical distance from the tip of the instrument to the surface, with 
their answers recorded. The first 18 images were raw images (similar to those 
shown in Figure 6.8a) taken from the endoscope, whereas the remainder images 
were obtained by applying the described shadow enhancement algorithm (Figure 
6.8b). For a better appreciation of the scaling and perspective, a 5cm marker with 
I cm graduations was placed directly onto the surface in line with the z-axis. 
To elucidate the underlying visual behaviour of the users under normal and 
shadow enhanced viewing environments, gaze tracking was performed on all 
subjects performing the above task using a Tobii ET 1750 eye tracker (Tobii, 
Sweden). This is an infra-red video-based binocular eye-tracking system 
recording the position of gaze in the work plane (screen) at up to 30 samples per 
second with an accuracy of I degree across the work plane [203]. The eye gaze 
data was analyzed qualitatively using the Clearview software (Tobii, Sweden). 
The algorithm for determining fixations is summarised in Appendix B. 
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Figure 6.8 (a) A series of raw images showing a laparoscopic instrument tip (T) as it approaches 
the silicon surface. (b) The same images following shadow (S) enhancement. Note the 5cm scaling 
aid to the left of each image. 
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6.4 Results 
To determine the perceptual accuracy, the absolute difference of the perceived 
distance of the tool-tip from the surface from the mean measured distance for all 
images for each subject was calculated. The mean difference for all subjects was 
1.36cm for raw and 1.02cm for shadow enhanced images indicating an 
improvement in depth perception after shadow enhancement. This difference, 
however, was not statistically significant (t-test p=0.115). The results indicate 
that the users are able to gauge large relative instrument distance to the surface 
when there are secondary visual cues. When the instrument is close to the tissue 
surface, however, the visual cues appreciable by the user are diminished if 
dynamic shadow enhancement is not applied. For this study, when the distance 
between the instrument and tissue surface is within lcm (see Figure 6.9) (a 
situation that is most critical for relying on tactile distance ranging), the mean 
errors for this group of observers were 1.283 and 0.709 (standard deviation 0.64 
and 0.32) for raw and shadow enhanced images respectively (t-test p=0.020). This 
result was statistically significant. In addition, overall subjects were able to 
estimate depth faster from shadow enhanced images compared to raw images 
(5.8s versus 7.9s). 
2.5 
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Figure 6.9 Bar charts comparing the mean distance difference from reality perceived for raw and 
shadow enhanced images for each subject when the distance between the tool tip and tissue surface 
was set within I cm. 
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Verbal assessment of the participants has also shown that all of them admitted that 
the enhanced "invisible" shadow had significantly facilitated their perception of 
depth. When a shadow was not present, most subjects based their answer on the 
relative change of the instrument tip size in order to estimate its position in space. 
It is evident from Figure 6.9 that not everybody's depth perception improved 
following shadow enhancement. In order to provide further insight into the 
underlying reasons, the visual behaviour of three subjects was further analysed by 
using the eye tracking data. It could be seen that Subject 6 showed dramatic 
improvement in depth perception following shadow enhancement (see Figure 
6.10). It was also observed that Subject 10 showed similar depth perception in 
both the raw and shadow enhanced images see (Figure 6.11) whereas in Subject 3, 
depth perception marginally deteriorated with shadow enhancement (see Figure 
6.12). Interestingly in all three cases, the gaze-plot shows similar visual 
behaviour in shadow enhanced images with the tip of the shadow receiving 
significant visual attention. The behaviour between raw and shadow enhanced 
images seems different. Although it is impossible to determine whether fixating 
on the position of the tip of the shadow was incorporated in the decision process, 
failure to accurately determine the correct depth in Subject 3 may be explained by 
the effect of linear perspective on the correct dimension of the vertical distance. In 
other words, the subject could detennine the relative depth but could not relate to 
the actual scale, hence overestimating. 
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Figure 6.10 The raw (a) and shadow enhanced (c) test images observed by subject 6 who showed 
dramatically improved depth perception following shadow enhancement. In this example, the 
subject was able to accurately estimate the vertical distance from the surface following shadow 
enhancement but overestimated by 3.5cm in the raw images. (c) and (d) are gaze plots showing the 
sequence and position of the fixations (green circles) during the task. (e) and (f) are hot spot plots 
showing the relative concentration of the fixational attention during the task. 
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Figure 6.11 The raw (a) and shadow enhanced (c) test images observed by subject 10 who showed 
similar depth perception despite shadow enhancement. In this example, the subject overestimated 
the vertical distance of the tool-tip from the surface by lcm in both images. (c) and (d) are gaze 
plots showing the sequence and position of the fixations (green circles) during the task. Note the 
effect of the shadow on the gaze plot. (e) and (0 are hot spot plots showing the relative 
concentration of the fixational attention during the task. 
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Figure 6.12 The raw (a) and shadow enhanced (c) test images observed by subject 3 who showed 
worse depth perception with shadow enhancement. In this example, the subject overestimated the 
vertical distance of the tool-tip from the surface by 1.5cm in shadow enhanced image but was 
accurate in the raw one. (c) and (d) are gaze plots showing the sequence and position of the 
fixations (green circles) during the task. Note the effect of the shadow on the gaze plot. (e) and 
are hot spot plots showing the relative concentration of the fixational attention during the task. 
Further examples from the eye tracking data show how the apex of the shadow 
provides direct cuing for depth perception with the subject drawing a visual line 
between the apex and tool tip (Figure 6.13 a and b). The real distance in this 
image is 2cm and the subject whilst underestimating to I cm in the raw image was 
able to estimate the exact distance correctly after shadow enhancement. Figure 
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6.13c and 6.13d show a pair of images without and with "invisible shadow" 
enhancement when the instrument is in fact touching the surface. Without shadow 
enhancement, the perceived distance was 2.5 cm whereas by the use of shadow 
enhancement the perceived distance was 0.5cm, which is much closer to the 
ground truth. 
Figure 6.13 An eye-gaze path demonstrating the fixations (white circles, the first fixation is 
coloured yellow) recorded during the experiment. The effect of the "invisible shadow" 
enhancement to the accuracy of perceived tissue-instrument distance can be clearly demonstrated. 
In (a) and (b), the real distance in this image is 2cm and the subject whilst underestimating to I cm 
in the raw image was able to estimate the exact distance correctly after shadow enhancement, 
whereas in (c) and (d) without shadow enhancement, the perceived distance was 2.5 cm whereas 
by the use of shadow enhancement the perceived distance was 0.5cm, which is much closer to the 
ground truth. 
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6.5 Conclusion 
In this chapter, we have demonstrated the effect of shadow on the accuracy of 
depth perception. This is achieved by using an image processing algorithm 
detecting an "invisible" shadow created by careful use of a weak secondary light 
source followed by digital enhancement. From a practical point of view, a faint 
shadow can be easily created by the introduction of a secondary light source 
through one of the accessory laparoscopic ports inserted during the procedure. 
During instrument manoeuvre, this "invisible shadow" can then be dynamically 
enhanced, thus introducing a strong depth cue from which the distance between 
the instrument and tissue can be accurately determined. Such an improvement in 
depth perception when the instrument is near the tissues is extremely important in 
avoiding the use of an instrument to probe the relative distance of the instruments 
and tissue surface. This is undesirable for many delicate surgical manoeuvres that 
require subtle control of the instruments to avoid inadvertent tissue damage such 
as during sharp dissection near blood vessels or suturing near fragile inflamed 
tissues. 
The results of this study suggest that the artificial shadow enhancement can be a 
useful to the perception of depth from 2D cues. Subjectively, all subjects agreed 
that the presence of a digital shadow had improved their depth perception of the 
location of a laparoscopic instrument. Objectively, the results from the depth 
estimation study show that shadow enhanced images offered better depth 
perception than raw images. The difference was more marked (and statistically 
significant) when the instrument was within 1cm of the phantom surface. This is 
an important finding for in vivo applications, as being unable to gauge depth 
accurately when the instrument is within lcm of an organ or tissue may lead to 
accidental injury to these sensitive tissues. 
Further investigation of the visual-motion behaviour provides additional 
information of how digital shadows affect hand-eye coordination. All subjects 
fixated on the tip and other parts of the shadow. The behaviour was different when 
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the shadow was absent from the images. Therefore, eye tracking data may provide 
a plausible explanation as to why one of the subjects showed an overall 
deterioration of depth perception following digital shadow enhancement. This 
subject showed very similar visual behaviour to everybody else (see Figure 6.12), 
spending significant time fixating on the tip and body of the shadow. It is possible 
that the reason for over or under-estimation of depth may have been a 
misinterpretation of the scale given the pronounced effect of perspective in the 
images. 
One problem associated with the current approach is the occasional segmented 
nature of the digitally enhanced shadow. This is due to interference in the shadow 
detection algorithm caused by the differential illumination of the 3D surface 
resulting in an uneven primary shadow. As a consequence, occasionally the 
enhanced shadow has a segmented appearance, as illustrated in Figure 6.14c and 
6.14d. Although a segmented shadow may appear to be less effective than a 
continuous shadow on a static image, in a dynamic environment where the 
instrument and shadow move together over the surface, the strength of depth 
improvement with this approach is accentuated. 
Figure 6.14 The various shapes of the digital shadow showing continuous (a, b) and segmented 
patterns (c, d). 
The invisible shadow enhancement approach proposed in this chapter also has 
additional benefits to MIS. Occasionally, the shadow can be in the way and 
obstruct the view of the surgeon interfering with the surgical task. In these 
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situations, the surgeon may easily choose to disable the digital enhancement or 
decrease the shadow intensity. Furthermore, digital enhancement has other 
advantages such as the ability to change the shadow colour which may facilitate 
its identification over dark tissues. 
In summary, we have focussed on addressing one of the major limitations of MIS 
due to limited depth perception of the operative field. Advances in computer 
vision and computer hardware have pen-nitted real-time algorithms can be used to 
enhance existing visual cues in order to improve the surgeon's ability in depth 
perception. In this chapter, we have proposed a self-adaptive algorithm which 
detects the shadow created by a weak secondary light source to provide an 
addition visual depth cue. We have evaluated the performance of this algorithm in 
detailed experimental settings with 10 subjects. Eye tracking data clearly 
demonstrated that the extra visual cue was incorporated in the visual behaviour of 
these subjects which was significantly different to normal MIS settings. These 
results are encouraging which outlines a unique way of altering the existing MIS 
hardware setup to significantly enhance the 3D perception of the operative field. 
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Chapter 7 
Saccadic Transition for Attention 
Segregation and Task Strategy 
7.1 Introduction 
In the previous chapter, we have discussed different methods of improving depth 
perception in MIS. As already discussed, the surgeon's direct view of the 
operative field in MIS is often restricted, thus requiring a higher degree of manual 
dexterity. The complexity of the instrument controls, restricted vision and 
mobility, difficult hand-eye co-ordination, and the lack of tactile perception are 
major obstacles in MIS. Thus far, a number of techniques have been developed for 
objective assessment of operative skills during laparoscopic surgery [204]. Most 
existing techniques are concentrated on the assessment of manual dexterity and 
hand-eye coordination with the combined use of virtual and mixed reality 
simulators. These environments offer the opportunity for safe, repeated practice 
and for objective measurement of performance. Using these assessment tools, the 
effect of surgical experience in terms of faster task completion times, shorter 
instruments path lengths, and fewer hand movements and errors has been 
demonstrated [205]. Limited research, however, has been carried out in assessing 
how attention and different visual cues are integrated. There are many adverse 
events that go unnoticed in the operating room and many of them are not only 
associated with dexterity but also attention and visual-spatial perception. Both 
performance and safety are affected due to constraints imposed on the surgeon in 
laparoscopic surgery [206]. These have become a growing problem for healthcare 
organizations around the world [207]. 
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During laparoscopic procedures, the primary constraint is the narrow monoscopic 
field-of-view. To navigate the procedure and execute appropriate motor 
commands, the surgeon has to rely on limited visual cues through perspective 
changes in anatomy, occlusion, and variations in lighting and surface textures 
[2081. The procedure also involves three entirely distinct, spatial environments or 
"domains" that include internal (the point of operation), external (the external 
surgical field and the operating theatre) and the 2-13 laparoscopic video [209]. To 
understand the underlying perceptual and cognitive processes involved, it is 
necessary to examine in detail the visual search behaviour during different 
surgical steps. 
Visual search is the act of searching for a target within a scene that involves both 
eye and head movement. It has become a reactive rather than deliberative process 
for most normal tasks. As has been mentioned in the introductory chapters, the 
best visual acuity of the human eye falls within a visual angle of one to two 
degrees. This is called foveal vision, and for areas that we do not direct our eyes 
towards when observing a scene, we have to rely on a cruder representation of the 
objects offered by non-foveal vision, of which the visual acuity drops off 
dramatically from the centre of focus. When we try to understand a scene we 
fixate our eyes on particular areas and move between them. The intrinsic 
dynamics of eye movements are complex and saccadic eye movements are the 
most important to consider when studying visual search. It has a fast acceleration 
at approximately 40,000 degrees/second 2 and a peak velocity of 600 
degrees/second. The objective of a saccade is to foveate a particular area of 
interest in a search scene [144]. 
The manner in which a surgeon assimilates information from different visual cues 
has been studied at a basic level mainly through video examination and interview. 
Experienced surgeons seem to have unparalleled capabilities in mastering visual- 
spatial capabilities by integrating a number of visual and motor cues. They make 
extensive use of ancillary and corroborative landmarks to plan for each 
manoeuvre and compensate for the loss of depth perception due to video 
projection. The study of the exact mechanism that underpins these behaviours, 
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however, has proved to be difficult as many actions and perceptual filtering that 
occurs, are rapid and happen at an unconscious level. The process is further 
hampered by the fact that visual features are difficult to describe and assimilation 
of near-subliminal information is cryptic. These drawbacks call for the use of eye 
tracking for assessing detailed visual search behaviour during surgery. It is well 
understood that the main function of the oculomotor system is to keep the centre 
of gaze very close to the point of greatest interest being temporally and spatially 
coupled to the task at hand [165] and analysis of saccades can reveal much about 
the underlying cognitive mechanisms that guide them [210]. The use of eye 
tracking has already enjoyed a certain level of success in decision support in 
radiology [211 ] and distinct visual behaviour differences have been identified 
between novice and expert radiologist reading mammograms. Expert radiologists 
do not scrutinize a radiograph thoroughly but rather linger on key areas, leaving 
large areas of the image unexamined. It has also been shown that experts examine 
fewer fixation points compared to trainees or unskilled observers [212,213]. 
The purpose of this chapter is to present a new paradigm of analyzing surgical 
competence by extracting underlying task strategies through the analysis of 
saccadic eye movements that lead to visual attention whilst performing 
laparoscopic tasks. Furthen-nore, this framework will be used to compare the 
visual behaviour of both novice and expert laparoscopists during a simple 
simulated task in an inanimate model. Finally, this analysis framework will be 
applied to the more complex surgical task of performing a laparoscopic 
cholecystectomy procedure on a porcine model. 
7.2 Methods 
7.2.1 Theoretical background 
The analysis of saccadic eye movements adopted in this chapter is based on 
Markov chains. A Markov chain describes the states, S= 1819S21"" , s, 
I of a 
system at successive times. A state can be any temporal event that is relevant to 
the analysis of the system e. g. the surgeon looks at the instrument tip or the 
surgeon looks at a specific anatomical landmark. During these times, the system 
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may have changed from one state to another or stayed in the same state. These 
changes are termed as transitions. By recording these transitions the conditional 
probability of moving from one state to another can thus be calculated. If the 
chain is currently in states,, then it moves to state s, at the next step with a 
probability denoted by &, and this probability does not depend upon which states 
the chain was in before the current state. The probabilities p, are called transition 
probahilities. The process can also remain in the state it is in and this occurs with 
probabilityp, To build a Markov Chain Model after defining the states, the 
transition frequency Fk needs to be recorded. This is done by counting the 
number of transitions from statej to state k in one step. A one-step transition 
matrix is constructed as follows [214]: 
'F, 
, ... ... F 
F21 F2, 
rt 
F= 
From F, a probability matrix can be derived as follows: 
P11 ... ... Pill, 
P21 p2yn 
p P, 
Itlilt 
where 
Fk I'll 
if E Fk >0 
Fjk J-1 
Pjk =I J=j 
0 if Fjk ý0 
j=l 
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Markov chains have been used extensively in modelling physical, biological, 
social and engineering systems such as manufacturing systems, queuing networks 
and population dynamics. One of its main advantages is that it is general enough 
to capture the dominant factors of system uncertainty and is also mathematically 
trackable [215]. For this purpose, Markov chains were used for the following 
experiments. 
7.2.2 Experimental setup of the laparoscopic trainer 
A homogenous sample group of ten second year medical students (4 male, 6 
female, mean age=20) were recruited to participate in this study. Ethics approval 
was granted by St Mary's local research ethics committee (LREC) with informed 
consent being obtained from all participants. All participants had no prior 
laparoscopic experience. The elementary surgical task required participants to 
grasp a coloured section of a simulated blood vessel fixed on a plastic skin pad 
and transect it at a subsequent coloured section using real laparoscopic 
instruments including grasper and scissors, as shown in figure 7.1c. The skin pad 
was placed within a custom-made laparoscopic box trainer which also contained 
laparoscopic ports for the insertion of the instruments. The operative field was 
recorded using an analogue camera fixed within the box and live video footage 
was streamed via a computer onto a 2D video screen. The participants were 
required to perform the task by manipulating the instruments and obtaining visual 
feedback of their actions on the screen. The displayed video was recorded in 
digital format on the hard disk of a computer for subsequent analysis. The two 
targets on the simulated blood vessel and both tool tips were differently coloured 
as to allow the automatic extraction and tracking of these 4 features from the 
recorded video footage. Gaze positions were also recorded during the procedure 
using an eye tracker. A diagram and a photo of the overall hardware set-up can be 
seen in Figure 7.1 (a) and (b). 
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Figure 7.1 (a) Experimental setup of the laparoscopic trainer used for this study, and (b) a 
schematic diagram showing the main data/command flow during real-time eye tracking with a 
Tobii remote eye tracker. (c) Shows an example of the laparoscopic view of the setup with 
foveation points super-imposed. 
Gaze tracking was performed using a Tobii ET 1750 eye tracker. This is an infra- 
red video-based binocular eye-tracking system recording the position of gaze in 
the work plane (screen) at 30 samples per second. A fixed infra-red light source is 
beamed towards the eye whilst a camera records the position of the reflection 
(known as the Purkinje reflection) on the cornea surface relative to the pupil 
centre. The infra-red images are real-time digitized and processed. Following a 
calibration procedure, the point of regard can then be determined with an accuracy 
of I degree across the work plane. This allows accurate tracking of the position of 
gaze of subjects standing approximately 60cm away from the equipment looking 
at the video screens as indicated in Figure 7.1a. The system allows a certain 
amount of head movement, thus providing a realistic setting for the laparoscopic 
procedure. In this study, we used the screen to feed live video footage of the 
procedure. Good motion compensation combined with binocular eye tracking 
allows a seamless integration of eye tracking into the training procedure, and the 
average calibration time required is twenty seconds approximately [203]. 
In order to identify any difference in behaviour between laparoscopic novices and 
experts in perfon-ning the same task, 6 expert laparoscopists visiting the lab were 
asked to perform exactly the same grasping and cutting task as outlined in the 
above experiment. To ensure that the visual behaviour was reproducible, one 
subject performed the procedure twice. The visual behaviour was again recorded 
using the same setup described above. 
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7.2.3 Porcine laparoscopic cholecystectomy 
In order to identify whether the same visual behaviour is present in a more 
complex but realistic surgical environment, a further study was conducted using 
experienced/intermediate laparoscopists. These surgeons had performed extensive 
laparoscopic procedures on patients. An animal model was chosen for this study, 
and the surgical task was a laparoscopic cholecystectomy procedure on a porcine 
animal model inside a box-trainer. In total, four expert surgeons were recruited: a 
consultant general surgeon, two senior Specialist Registrars (SpR4) and a junior 
specialist registrar (SpRI). They were each required to perform repeated 
laparoscopic cholecystectomy procedures in three sessions. Three medical 
students with basic psychomotor laparoscopic skill training were also recruited to 
perform this procedure and acted as controls. As they had never performed a 
laparoscopic cholecystectomy procedure, a video of the procedure was shown to 
each novice and they were verbally guided if in difficulty by the investigator 
during the task. 
During the procedure, video from the laparoscopic environment was displayed 
onto a 17 inch TFT screen with an incorporated eye-tracker (ET1750) as in the 
previous experiments. With the surgeon standing approximately 60cm away from 
the screen (see Figure 7.2), this configuration allowed for the accurate capture of 
the visual behaviour exhibited during the procedure. 
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Figure 7.2 The setup for experiment 3: An experienced laparoscopist and trained assistant 
perform a laparoscopic cholecystectomy on a porcine model placed in a box trainer. The 
incorporated screen and eye tracker is also shown. 
The model consisted of a porcine liver which was placed onto a metallic plate 
with a holding frame so as to maintain the gallbladder in the human anatomical 
position. A diathermy contact pad was also placed under the plate. In order to 
make the surgical task as realistic as possible, a variety of laparoscopic 
instruments were provided for the surgeon to use during the procedure including: 
a tiger-jaw and non-traumatic graspers, a Petelin grasper, a curved scissor tip 
laparoscopic tools (Smith+Nephew, USA) and a clip stapler (Endo Clip 11 ML 
10mm, Tyco, USA). Each of theses instruments (except the stapler) could be 
connected to a monopolar diathermy kit (Force 2, Valleylab, Tyco, USA) during 
the procedure. All subjects were instructed to perform a cholecystectomy 
procedure by firstly identifying, dissecting, clipping and cutting the cystic duct 
and then dissecting the gallbladder from the liver bed (see Figure 7.3). There were 
no time restrictions imposed to complete the procedure. 
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Figure 7.3 The initial steps for performing the laparoscopic cholecystectomy procedure: (a) 
Firstly the anatomy is identified: the gallbladder (GB), cystic duct (CD) and cystic artery (CA) 
and common bile duct (CBD) [not shown]. (b) three clips (C) are then securely placed onto the 
cystic duct and the duct is transected between the clips. (c) The gallbladder is then carefully 
dissected off the liver bed and exteriorised. 
7.2.4 Analysis of Fixation and Visual Search Strategy 
The areas of interest (AOI) for a basic simulated laparoscopic task have been 
previously assessed [216] and we used this to determine the AOI for the study. 
The instrument tip (A), the target anatomy (B) and the feature space in-between 
(C) represented the AOL For a detailed analysis of visual search and hand/eye 
strategy, the surgical task was decomposed into two steps: vessel grasping (task 1) 
and vessel transection (task 2). Each AOI was defined by different colours and 
automatically tracked by colour segmentation by hue-saturation space filtering 
previously described [195]. The coordinates of each A01 were combined with the 
gaze data and using developed software we determined on which AOI foveal 
vision (2' visual angle) was centred. In order to extrapolate intrinsic information 
of each individual's dynamic eye movements, Markov modelling was used to 
investigate the sequence of temporal fixations [211,217]. In this chapter, we are 
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mainly focussed on a discrete time, discrete state space model (DTMC) based on a 
first-order Markov process. The evaluation of a DTMC [218] is achieved by an 
observation at time i as a random variable x, variables XO, XI 7 X2,. .. x, For all 
states x, the following applies: 
Pr(X., = xlX =x X, = x X, = xo) 
= Pr (X =x IX =x. ) 
In this study, areas A, B, C were designated as the states for the Markov model for 
both the grasping and the transection task. In the first instance, we examined the 
total number of fixations and transitions between all of the states for i and j for 
each participant. To further analyse the transition probabilities py, between the 
states i and j were calculated by determining the number of fixations per AOL 
The total numbers of transitions were normalized for both the task and for each 
sub task. To observe the transition probabilities between states intrastate 
transitions were excluded. Only three independent states were considered. The 
following approach was taken: 
P12ý 
t12 
P13 
t13 
t12 t 13 t2l 
t[2 + t13 t12 +t13 
t], * t23 P21 = P23 
t23 
t3l t32 
t2l + t23 
t 
t2l + t13 
P31 = 
t3l 
P32 32 
t3l + t32 t3l + t32 
The transition probabilities for the group were further analysed by averaging the 
sum of the matrices for each task to obtain the arithmetic mean. To demonstrate 
the spatial-temporal behaviour of the individuals in terms of how strategy evolved 
over the course of the task, we compared the performances of two participants for 
a single task. The slowest and fastest participants were selected for temporal 
analysis. 
174 
7.3 Results 
7.3.1 Laparoscopic trainer for novices 
All ten novice laparoscopists successfully completed the vessel grasping and 
cutting task. In one of the subjects, the eye tracking recordings were poor with 
significant missing data and were excluded from further analysis. 
In order to study the visual behaviour during the laparoscopic grasping and cutting 
task, a gaze-plot for each of the novice laparoscopists was firstly plotted. Since the 
background during the task was largely unchanged apart from minor movements 
of the simulated vessel, all fixations from the start to the finish of the task were 
superimposed on a time-sliced image. This image showed the extreme positions of 
the vessel relative to the background. The resultants plots for each of the nine 
subjects are shown in Figure 7.4. It is interesting to see the great variability in 
visual behaviour between subjects. Subject B, shows a large number of peripheral 
fixations (see Figure 7.4b) as opposed to subject G which requires fewer fixations 
to complete the same task (see Figure 7.4g). 
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Figure 7.4 Gaze-plots for nine laparoscopic novices performing the grasping and cutting task. 
The yellow circles represent fixation points and the white lines the saccades. A red circle 
represents the first fixation. Dwell times are not shown in this plot. 
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For each of the participants we calculated probability transitions matrices for the 
task as a whole, and the sub-tasks including grasping and transection of the vessel. 
We focused on transitions between states but not self transitions. All of the other 
features in the space (C) were classified as a single state. 
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Figure 7.5 Fig. 3. Lxaniple Markov matrices derived for a participant where A, -- Task ( 1&, 2) A, 
- Task I (Grasping), A; - Task 2 (transection). Only interstate transitions were considered with the 
thickness of the line representing the strength of the relationship between states. 
The transition data for the participants represents the feature states that formed the 
underlying strategy of the participants. A dominant strategy was observed for tile 
proportion of individuals, with key transitions between A>B and B>A 
corresponding to both the instrument and the vessel. The eye saccades between 
the two states, with each feature (A, B) receiving the proportion of fixations. 
Consequently. each feature receives maximum attention, as the fovea, the area of 
the eye with highest acuity. is centred on the feature. The mean transitions ofthe 
group followed this underlying strategy. Figure 7.6a illustrates the mean strate Z-- gy 
for the task with two states being more dominant than the rest. Decomposition of 
the task into two subtasks: oraspinu (I) and transection task (2), show that there is 
little change in strategy with predominant saccadic activity continuing bemeen 
the states A>B and B>A. as illustrated in Figure 7.6b. 
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Figure 7.6 (a) Mean transition probabilities for the participants performing the surgical task. 
Transitions between the vessel and instrument were the clear method adopted. There are further 
saccades between the vessel, instrument and surrounding feature space. (b) Decomposed mean 
transition probabilities for the group for task I and 2. Data clearly illustrates the similarities in 
strategy for both task one and two. 
The temporal and spatial coupling of saccadic behaviour of the individuals draws 
out characteristics differences in their underlying strategy and execution of the 
task. This can be further demonstrated by looking at two subjects who completed 
the same task the fastest (subject G) and slowest (subject B). For participant G 
gaze alternates between instrument (A) and vessel (B) as shown by the waveform 
of Figure 7.7. Five seconds in, the faveal vision is centred on the vessel whilst the 
grasper tip is fine tuned into position. A distinct change in behaviour occurs (5s) 
coupled to the task of executing the grasping of vessel once having attuned the 
grasper to the correct distance. The behaviour of participant B is distinctly 
different with most time at the beginning of the task being spent fixating on the 
instrument (see Figure 7.8). Between 6-16 seconds gaze shifts between the two 
with some alternate behaviour at 16-20s, guiding the instrument to the vessel. 
From 20 seconds, like participant G, fixation is concentrated on the vessel, whilst 
the instrument homes in, void of gaze supervision. 
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Figure 7.7 Data representing the temporal and spatial coupling of eye behaviour for participant 
G. 
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Figure 7.8 Data representing the temporal and spatial coupling of eye behaviour for participant 
C. 
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To further demonstrate the palindromic movements of fixations between the target 
and the instrument tip, a time-lapse gaze-plot image sequence was rendered for 
subjects C and G. Figure 7.9 demonstrates participant C's visual behaviour during 
the grasping sub-task. There is an obvious alternation of visual fixations from the 
orange target on the vessel to the tool-tip. This is likely to represent this 
individual's subconscious method of extracting depth from the monoscopic cue of 
scaling. However, as can be seen in Figure 7.8 significantly more attention has 
focused on the instrument tip rather than the vessel target and as can been seen 
from the time-lapse sequence, the instrument fails to efficiently reach the target. It 
can be seen from Figure 7.7 that although participant G shows a similar 
palindromic behaviour between the instrument tip and vessel target, far fewer 
fixations are required to grasp the vessel with a much more symmetrical 
alternation. This visual strategy proved to be far more efficient, as the subject is 
able to progressively navigate to the target in a straight course and grasp the target 
in a shorter period of time (see Figure 7.9). 
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Figure 7.9 Time-lapse video sequence for participant C attempting to grasp the orange target on 
the simulated blood vessel. Sequential fixations are shown as yellow circles (the first fixation is 
highlighted in red). A link between fixations in different images is also shown as white dotted line. 
Each image is taken every 3 seconds. 
Figure 7.10 Time-lapse video sequence for participant G attempting to grasp the orange target on 
the simulated blood vessel. Sequential fixations are shown as yellow circles (the first fixation is 
highlighted in red). A link between fixations in different images is also shown as white dotted line. 
Each image is taken every 3 seconds. 
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7.3.2 Laparoscopic trainer for experts 
In this experiment, the visual behaviour of all 6 expert laparoscopists was 
analysed similarly to the previous experiment for novices. Firstly, a gaze-plot for 
each manoeuvre was rendered onto a single time-lapse image as shown in Figure 
7.11. It is evident that the overall visual behaviour of the expert laparoscopists is 
distinctly different to the one of novices as experts do not show any instrument 
following behaviour. In contrast, experts concentrate on the final target probably 
relying primarily on both the proprioceptive feedback and peripheral vision to 
home the instrument into position and grasp the vessel. This is best demonstrated 
with Subject I (see Figure 7.1 la) who centred his fixations exclusively on the two 
vessel targets: the area he needed to grasp and the area he needed to cut. When the 
same expert repeated the same task, an identical visual behaviour was observed 
(see Figure 7.11b). Similar behaviour is also shown by the experts who 
concentrate their fixations primarily on the targets on the simulated blood vessel. 
As these experts showed no instrument following behaviour (with the exception 
of Expert 4 who had a brief fixation as the instrument appeared Figure 7.11 e) , the 
Markov transition matrix analysis used in the novice experiment could not be 
used. The results from the laparoscopic trainer for both novices and experts 
suggest that experts and novices demonstrate distinct behaviour when performing 
an identical task. Interestingly, novice participant G (Figure 7.9g) who showed the 
most comparable visual behaviour to the experts completed the task in the most 
efficient way. 
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Figure 7.11 Gaze plots from 6 expert laparoscopists performing a grasping and cutting task of a 
simulated blood vessel. The yellow circles represent fixations (red dot=first fixation) and the white 
lines represent saccades. To ensure that the visual behaviour was repeatable, subject I performed 
the procedure twice. As can be seen in (a) and (b), his visual behaviour was identical in both 
attempts. 
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7.3.3 Porcine laparoscopic cholecystectomy 
The results in the above experiments clearly show distinct visual behaviour 
characteristics between novices and experts performing a simple simulated 
laparoscopic task. To investigate whether the same behaviour can be observed in a 
more realistic surgical environment, the experiment was repeated using porcine 
laparoscopic cholecystectomy model. To provide a better comparison with the 
results of box trainer experiments, a similar manoeuvre to the grasping and cutting 
task was selected for the analysis, i. e., the transection of the cystic duct during the 
laparoscopic procedure. The episode used for this analysis was defined from the 
time the instrument appeared in the peripheral field-of-view to the time the jaws 
of the laparoscopic scissors closed in order to transect the duct (see Figure 7.3b 
and c). 
In total, 4 experts and 3 novices performed a number of laparoscopic 
cholecystectomies on the porcine model. The most senior expert (a consultant), 
could only complete two procedures due to time constraints whereas the others in 
the expert group were able to complete 6 or 7 procedures each. Procedures were 
repeated in-order to verify that visual behaviour during a subtask was consistent. 
Novices performed this procedure once. 
Similarly to the box trainer experiments, gaze-plots for each of the subjects were 
rendered to represent the distribution of fixations during the cystic duct cutting 
manoeuvre. Figure 7.12 represents the two attempts of the most senior surgeon. A 
number of fixations are present here but are all concentrated over the clipped part 
of the cystic duct with no fixations in the periphery despite the instrument course 
from the top left part of the screen. The distribution of fixations is very similar in 
both of the separate attempts to transect the cystic duct (Figure 7.12). 
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Figure 7.12 Gaze-plots of the cystic duct cutting manoeuvre performed by the most senior expert 
in two separate attempts. Green circles represent the fixations during the procedure with the red 
circle representing the first fixation. 
Figure 7.13 and Figure 7.14 are gaze plots for each of the seven attempts 
performed by the two senior SpRs. It can be observed that although the 
distribution of fixations is different in the two subjects, the vast majority of 
fixations are again concentrated over the target area of the cystic duct to be 
transected. This is especially obvious in Figure 7.13 where almost all fixations are 
exclusively concentrated on the transection spot. Each subject demonstrated an 
almost identical behaviour for each of their attempts suggestive of a high 
behavioural repeatability. 
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Figure 7.13 Gaze-plots of the cystic duct cutting manoeuvre performed by one of the senior SpRs 
for each of the seven attempts. Green circles represent the fixations during the procedure with the 
red circle representing the first fixation. Note how similar the visual behaviour was throughout the 
task. 
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Figure 7.14 Gaze-plots of the cystic duct cutting manoeuvre performed by the second senior SpR. 
The visual behaviour was again consistent throughout all seven attempts. 
187 
Figure 7.15 shows the corresponding gaze-plots for the junior of the SpRs. Again 
the visual behavior was consistent for each attempt. There are fixations on the 
instrument tip during the procedure, but these are not as marked as previously 
seen in novices in the box trainer experiment. 
Figure 7.15 Gaze-plots of the cystic duct cutting as performed by the most junior of the SpRs. 
Although visual behaviour was different to his more senior colleagues, it was consistent 
throughout all six cholecystectomy procedures. 
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Figure 7.16 Gaze-plots of the cystic duct cutting by three novices (medical students). The visual 
behaviour demonstrated here has a strong element of tool-tip following behaviour and this is 
distinctly different to the one shown by the expert laparoscopists. 
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Finally, Figure 7.16 demonstrates the visual behaviour of novices performing the 
same task. As shown in the box trainer experiment, a strong element of instrument 
tip tracking behaviour can be seen which is distinctly different to any of the 
experts. As previously suggested this may serve the purpose of extracting depth 
by the use of size familiarity and scaling visual cues so that the instrument can be 
more easily navigated to its position. 
7.4 Conclusions 
In this chapter, we have presented a framework for the analysis of visual search 
behaviour in performing typical MIS tasks. In the box trainer experiment 
presented, a simple task of grasping and cutting a simulated blood vessel was used 
to demonstrate the distinct visual behaviour among a group of laparoscopic 
novices. Using qualitative eye tracking data, two salient features were identified 
during the task - the instrument tool tip and the final target on the blood vessel. In 
all cases, foveal fixations alternated between these two salient points. Such 
behaviour is likely to offer an insight on the strategy for extracting depth from 
monoscopic cues. The changing size of the tool-tip and its relation to the tissue 
may act as a feedback method for adjusting the motor direction and magnitude of 
movement of the laparoscopic instruments (error-correction). 
In addition to the qualitative analysis provided, the results were quantified using 
Markov chain transition analysis for evaluating the temporal sequence of foveal 
fixations during the task. Differences between individuals were also demonstrated 
whereby a more symmetric alternation resulted in more efficient task completion. 
This may have resulted from an individual's enhanced depth extraction from 2D 
as well as to a more fine visual axis-motor coupling control. This implies that the 
underlying mental processes controlling visual-guided execution of the task and 
subsequently determine the timely nature by which the task in conducted. 
Temporal analysis distinguishes the strategic approach and more importantly it 
highlights the disparities between individuals. These are important to the 
understanding of the exact nature of how the task was conducted. 
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In the box trainer experiment for trained surgeons, a distinct visual behaviour for 
performing the same task was demonstrated among laparoscopic experts. By 
assessing qualitatively the eye tracking data and spread of fixations during the 
vessel grasping and cutting task, there was no instrument tip pursuit behaviour 
and alternation of foveal fixations between the instrument and target. In contrast, 
experts' fixations focus almost exclusively on the target blood vessel. This may be 
due to a shift in the balance of relying on different monoscopic visual cues for 
extracting depth from 2D scenery. Furthermore, it is possible that years of training 
may have finely tuned the use of proprioceptive feedback from the hands to 
provide accurate localisation of the instrument tool tip within the operative field 
with minimal visual confirmation and error-correction feedback. It is possible that 
this visual confirmation may come from the para-foveal/peripheral vision, and 
such extended processing requires years of experience and practice to 
subconsciously develop. 
The porcine laparoscopic cholecystectomy experiment provides further evidence 
that this behaviour is inherent in a more realistic surgical environment. Similarly 
to box trainer experiment, there was no instrument following behaviour observed 
in the expert group. By examining the cystic duct cutting sub-task, it was evident 
that the spread of fixations was almost exclusively concentrated on a single target 
- the area on the duct to be transected. Repeated procedures showed a highly 
consistent behaviour for each subject and although there were minor differences in 
the localisation of fixations between subjects, their behaviour was very similar. In 
contrast, laparoscopic novices showed an instrument tip tracking behaviour, thus 
proving that the behaviour observed in a simulated environment is also observed 
in a more realistic environment. 
In conclusion, we have presented a framework for extracting visual search 
behaviour by the analysis of eye movements and transitions between areas of 
interest within a simple laparoscopic surgical task. As the surgical profession is in 
need of a reliable and valid method of assessing operative skill that is distinct 
from most subjective assessments [165], an understanding of the implicit 
strategies and features that guide an individual may provide information on the 
disparities in performance, ultimately quantifying the precise differences between 
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individuals. Understanding the exact nature of these differences may provide a 
basis by which to attain procedural knowledge critical to optimize task 
performance. A system that can provide unbiased and objective measurement of 
surgical precision could help training, complement knowledge based 
examinations, and provide a benchmark for certification [2191 as well as 
objectively assessing the effect of modem visualisation technologies. Such a 
system would have wider implications in guiding the development of safety 
protocols and the current study is an important step towards the development of 
such an integrated framework. 
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Chapter 8 
Conclusions and Future Work 
8.1 Achievements of this thesis 
In recent years, the surgical profession has undergone extensive changes with the 
introduction of new technologies, the practice of evidence based medicine, and the 
reorganisation of surgical training. The most notable technological transform has 
undoubtedly been the introduction of MIS. In the last 20 years, it has completely 
changed how certain procedures are performed with much improved patient 
recovery and prognosis. Unfortunately, MIS can impose great challenges to the 
surgeons and the method is associated with a very sharp learning curve. This is 
due to the fact that visualisation of the operative field in MIS is monoscopic and 
the surgeon is required to rely on the extraction of depth from monoscopic 
images. This is further complicated by the manipulation of long endoscopic 
instruments with minimal haptic feedback and the difficulties of handling the 
fulcrum effect. 
With the introduction of the new deal Calmanisation, the European working time 
directive and the modemisation of medical careers, surgical training is now 
becoming shorter with a threat of limited operating theatre experience for the 
surgeons during training. To balance the reduced hours, training is required to 
become more focused and better delivered. In addition, training is likely to be 
more effective and faster if only talented individuals are identified and encouraged 
to undertake surgery as a career. As stated by Sir John Chamley [2201, some 
individuals are more naturally equipped for acquiring special skills than others 
although given time these special skills can be acquired by everyone with hard 
work and time, the latter being currently at risk. 
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This thesis has focussed on the issue of training and the development and 
assessment of methods of identifying individuals with special MIS aptitude, as 
well as developing a new framework for the assessment of motor and perceptual 
behaviour. In addition, a method of improving monoscopic visualisation of the 
operative field has been developed. The evaluation results suggest its potential 
implications to improved instrument design and training in MIS. 
In Chapter 4 of the thesis, we have discussed the topic of spatial ability and 
assessed the implications of identifying of individuals with high spatial ability on 
the acquisition of MIS skills. Four different psychometric tests on spatial ability 
were evaluated on laparoscopic novices and their performance in these tests 
compared with their performance on VR and non-VR surgical MIS tasks. 
Significant correlation was found between performance in one of these tests and 
the surgical tasks. This implies that psychometric tests may be able to predict 
surgical performance and may be useful for selective trainees and identifying 
those who may require supplementary training. Similar results have also been 
presented in Appendix D, where a positive correlation between performance at 
spatial complex surgical tasks (e. g. design of z-plasty, rhomboid and bilobed 
flaps) was found with certain spatial ability tests. 
In Chapter 5, we have developed a wavelet based method for extracting intricate 
laparoscopic motor behaviour by analysing instrument trajectory during surgical 
tasks. An experiment using laparoscopic novices has shown the potential value of 
this technique over conventional methods of motor assessment such as time to 
execute task and path length. In this experiment, the effect of three different 
methods of visualisation (conventional, conventional with an added shadow from 
a secondary light source and pseudo 3D) on motor behaviour was analysed using 
this framework and different types of motor compensation identified. Analysis of 
visual behaviour derived from eye tracking data also demonstrated the changes in 
visual behaviour between the visualisation with shadow technique and the others 
suggestive that this visual cue may have been incorporated in the subconscious 
depth extraction process with an enhanced result. 
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In chapter 6, a novel method of improving monoscopic depth perception in MIS 
has been proposed and its effectiveness assessed. The method re-introduces an 
"invisible" shadow within the operative field by the introduction a weak 
secondary light source. This shadow is then detected using sensitive self-adaptive 
image processing algorithms, digitally enhanced and redisplayed. The effect of 
this digital enhancement was evaluated by performing an experiment in which 
static images of a laparoscopic instrument over a silastic surface were enhanced 
using this technique. Ten subjects were then asked to estimate the vertical height 
of the tool-tip from the surface in both shadow enhanced and raw images. 
Subjects were found to be able to predict more accurately the correct depth in 
shadow enhanced images, especially when the instrument tip was within lcm of 
the surface. Eye tracking data provided additional proof of how shadow was 
incorporated into the visual cuing process. The benefits of conferring better depth 
perception using this technique are important for both the surgeon and the patient 
as instrument navigation during a procedure could be facilitated resulting a faster 
operation with less accidental tissue damage which may have been caused by a 
more depthless operative field. 
The final chapter investigates visual behaviour differences between laparoscopic 
novices and experts. As vision is by far the most important sensory modality for 
acquisition of endoscopic skills in MIS, differences in behaviour between novices 
and experts are likely to provide an insight on how the learning process develops 
over time. Using simulated laparoscopic tasks (VR and non-VR), distinct 
differences in visual behaviour between novices and experts were demonstrated. 
The most obvious difference is that novices compensate for the decreased depth of 
the operative field by concentrating much of the foveal fixations on tracking the 
instrument tool-tip during a laparoscopic task. This behaviour, however, is not 
seen in experts performing the same surgical task. This may be explained by the 
subconscious use of different visual cues to extract depth from 2D. Frequent 
reference to the tool-tip as the tool-tip moves may serve an error-correction 
feedback mechanism whereby relative size changes conveys information of the 
direction of movement. In experts whose proprioceptive feedback is finely tuned 
with experience, only lower resolution visual feedback occurring at the retinal 
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periphery is required to achieve the same effect. Furthermore, it is possible that 
other visual cues such as texture gradient become more efficiently used with 
experience. The same visual behaviour differences were also demonstrated in a 
porcine cholecystectomy model. These visual behaviours were also shown to be 
repeatable in each subject. This suggests that subjects slowly develop an efficient 
visual behaviour for performing a specific task over time and practice which they 
subconsciously re-use when repeating the task. The knowledge of how visual 
behaviour changes with experience has important implications for training and 
identification of individuals who fail to progress and could be used to deliver 
more focussed training. 
8.2 Future perspectives 
This thesis has explored a variety of areas of skills assessment and examined the 
basic principles of monoscopic depth perception in MIS. This is the first 
comprehensive attempt in linking visual-spatial behaviour, motor learning, and 
visual search for MIS training and skills assessment. By building on the results 
derived in this thesis, a range of future developments are necessary. 
With regards to spatial ability, further work is required to assess the effect of 
possessing higher spatial ability on the acquisition of surgical skills over a 
prolonged period of time. This will undoubtedly provide evidence on whether the 
advantage of possessing such an aptitude is easily compensated with practice and 
quantify the amount of practice required. 
Further work is also recommended for the wavelet based analysis of instrument 
trajectories. This framework should be used to determine differences in motor 
behaviour between novices and experts. Furthermore, this framework could form 
the basis of a wider machine learning framework which may be able to identify 
motion characteristics and alert the surgeon of dangerous manoeuvres. 
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It should be stressed that the behaviours observed in this thesis are the result of an 
amalgam of both the motor and visual learning. Further work is therefore required 
to decouple motor from visual learning. This can be achieved by selecting tasks 
that have a very long motor learning curve such as performing a MIS task through 
either image mirroring or rotation. This effectively enhances dissociation between 
the motor and visual axes, thus allowing them to be studied in isolation. 
The results of the shadow enhancement framework also require further 
optimisation before being used in the operating theatre. Possible future work 
includes the development an efficient method of delivering light in the operative 
field. This should be followed by the development of a hardware based platform 
that will be able to run the optimised algorithm and perform shadow enhancement 
in real-time. Once such a system is developed, its effectiveness should be 
objectively assessed and compared over conventional MIS systems as well as true 
and pseudo stereoscopic ones. 
Finally, building on the work of Chapter 7, the visual behaviour analysis 
framework developed could be applied to follow-up novices' progress as they 
become more experienced in MIS. Although the framework described in this 
thesis uses desktop eye-trackers, the development of mobile eye trackers will no 
doubt allow a more realistic evaluation of the surgeon's interaction with the real 
enviroturnent (theatre staff, equipment), the operative field and enable us 
understand how the cognitive, perceptual and motor aspects are integrated in real 
MIS surgery. 
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Appendix A 
Explanation of surgical procedures 
Operation Description 
Adhesiolysis An operation for dividing abdominal adhesions. Adhesions are 
bands of scar tissue joining two internal body surfaces together 
Adrenalectomy An operation for removing an adrenal gland 
Cholecystectomy An operation for removing the gallbladder 
Colectomy An operation for removing (part of) the large intestine 
Gastrectomy An operation for removing (part of) the stomach 
Nephrectomy An operation for removing a kidney 
Heller's myotomy Heller's myotomy is an operation used to treat achalasia, a 
condition where the lower part of the oesophagus fails to relax 
during swallowing). It involves complete division of the circular 
muscle at the level of the oesophagogastric junction. 
Hepatic resection An operation for removing (part of) the liver 
Laparoscopy An operation in which the abdominal cavity is visualised 
Myomectomy An operation in which uterine fibroids (benign muscle tumours) 
are surgically removed from the uterus 
Nissen An operation in which the top portion of the stomach (fundus) is 
Fundoplication wrapped around the back of the oesophagus to prevent acid 
flowing upwards from the stomach. 
Parathyroidectomy An operation for removing the parathyroid glands in the neck 
Rectopexy An operation in which a prolapsing rectum is secured in its proper 
position by suturing 
Sentinel node biopsy An operation in which lymph nodes are removed from an area 
adjacent to a cancerous mass in order to assess spread potential 
Splenectomy An operation for removing the spleen 
Thoracoscopic An operation in which part of the sympathetic nervous system in 
Sympathectomy the chest is destroyed in order to control symptoms related by its 
over activity e. g. blushing, over sweating of hands and armpits 
Table A. 1 A short explanation for the surgical procedures mentioned in this thesis. 
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Appendix B 
Eye gaze algorithm used 
Figure B. 1 shows the algorithm used to calculate the position and duration of fixations. 
The eye position data is firstly filtered to ensure high reliability of the tracking data. 
Consecutive filtered data is then passed though the algorithm and in order to calculate 
both the duration and centroid of the fixations. In Clearview software [Tobii, Sweden] 
both the maximum fixation diameter in pixels as well as the minimum fixational time 
(typically I OOms) has to manually entered before filtering. In the custom software, the 
distance of the head from the screen was used to dynamically vary the maximum 
fixational distance so as to maintain a constant visual angle (typically set to around 1.5'). 
Start a new potential fixation 
Take the next gaze point 
Is this gaze point valid? ->ý-O 
yes 
--Ts the point vvithin 
pixels distance from the No w 
I I 
evious potential fixation 
point? 
Add filtered gaze point to 
potential fixation. Recalculate 
the potential fixation centre as 
the average of all filtered gaze 
points in the fixation 
Figure B. 1 The eye tracking algorithm used to determine the position of fixations for this thesis 
[modified from the Tobii ET 1750 manual [20 11] 
Appendix C 
Circuitry for automatic registration of events 
Figure C. I shows the automatic event recorder schematic. 
w 
LEJ 
ex iqndul 5o)nuV 
cc 
Figure C. 1 The schematic diagram of the Microprocessor based event recorder used for the study 
in chapter 5. The circuit can detect up to 18 states (9 with each instrument). The data was sent via 
the serial port to custom software where the events were recorded on the hard-disk for processing. 
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This is an 18F452 microcontroller based circuit (Microchip. USA) with 9 
analogue inputs. Each of the two laparoscopic instruments is supplied with either 
5V or 3V. The five metallic targets described in section 5.3.1 are connected to 
corresponding analogue inputs. As each laparoscopic instrument touches one of 
the targets, a circuit is completed. The analogue input acts like a voltmeter 
measuring the voltage across the circuit. The input is then digitised (ADC) and 
on-board software (Mikrobasis, Mikroeletronika) transmits and identifier of which 
instrument touched which target to a PC via the serial port. Custom made software 
run on the PC records and timestamps this event for post processing. Figure C. 2 
demonstrates the target/instrument layout and the development board used for the 
circuit. 
Figure C. 2 Left: An instrument with a 5V supply at its tip, touching a metallic target (T) wired to I 
one of the analogue (ADC) inputs of the micro-processor. Right: the development board used to 
design and program the circuit 
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Appendix D 
Visual spatial perception and plastic surgery skills 
D. 1.1 Introduction 
In order to evaluate the association between SA (see section 2.3.5.1) and surgical 
skill in plastic surgery, a study was performed over a period of 4 years. 
D. 1.2 Methods 
The study took place at the Basic skills in plastic surgery courses organised by the 
Royal College of surgeons of England from 2003-2006. In total data from 7 
courses was collected from 112 training junior/middle grade surgeons [Senior 
House Officers or junior Specialist Registrars] (average age 30.0,97 Male, 15 
Female). The subjects completed two SA tests during the 2 day course using 
custom made software (see Figure 4.7). MRT (see Figure 4.1) was used for III 
candidates, Touching Blocks (see 4.1.1.2) for 78 and ICMT (see Figure 4.6) for 
29.6 subjects did not complete the SA tests and were excluded from further 
analysis. In order to assess the subjects' surgical skills, a 7-station assessment was 
performed. Table DA and Figure DA summarises each of stations. Candidates 
were allowed a maximum of 10 minutes to complete the surgical task at each 
station. During this time a consultant plastic surgeon would observe the subjects' 
actions and score their performance using checklist-based score sheets. These 
were adapted from [46] (see Figure D. 2 and Figure D. 3). This assessment was 
performed twice: once at the beginning of the course and once at the end of the 
course in order to assess the course's effectiveness. 
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Station Skills assessed 
I Design of a two flap Z-plasty to correct a facial scar on paper 
2 Design of local flaps (Rhomboid, bilobed) on paper and on a 
Mannequin head (day 2) 
3 Interrupted suturing of a wound on porcine skin 
4 Continuous subcuticular wound suturing (on foam) 
5 Flexor tendon repair (using porcine tendon) 
6 Harvesting of Split thickness skin graft (day 1-foam, day 2-porcine 
skin) 
7 Excision of lesion from a rubber glove 
Table DA The 7 skills stations used for the study. 
Figure DA The seven skills assessment station used in the study. For a description of each station 
see the corresponding entry in Table D. 1. 
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Figure D. 2 A sample global rating scale questionnaire used to assess the tendon repair station 
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Care Skills in Plastic Surgerý 
Octobtr 2004 
Assessment 
Z-Plauý; - Exercise 2 
. Preferred Jorename. . -Surname- 
Cýdwg 
14j%ýip. 
13 1 Good 0 Ommed w ciuaLmt 
1'1 F2« 11 
IaIII! 13 
Phis a 60' Z-plasfy on the scar ilastrated inclading angles aad lengthi. 
Draw a Z-plasrý to correct the star across the muslabui crease. 
Marks KýZ-Ptzsrv' 
: md. aws learth wd - A& of 5ap. ' 
5.1snies shortmat! md le"themass' 
Maks Z-Plastvl across awol3btal creme ýffecdy' 
i East mad speed odemon' 
ccomeaft 
Or. rIupmu.. 
Toler. 
Figure D. 3 A sample task-specific scoring sheet used for the Z-piasty station 
D. 1.2 Data analysis 
The data was collected and stored in database at the end of each course as t'olloWs: 
the SA test scores were computed automatically from the custorn software 
whereas the surgical skills scores were manually calculated by adding lip tile 
points for each questionnaire. Some of the skills stations were slightly amended 
during the course of the three years, therefore only data from the same layout were 
included in the analysis. Statistical analysis was carried out usins, SIISS sofmare 
[SPSS 2006]. All the tests used were 2-sided with level ot'significance set to 0.05. 
In order to investigate the association of spatial ability metrics with surgica 
performance the Pearson product-moment correlation coefficient \%as computed. 
Parametric tests were employed for data that was nornially distributed as 
computed using the Kolmogorov-Smirnoff test. Similarly non-parailletric tests 
(e. g. Spearman rank coefficient) were employed for non-nornially distributed 
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variables. In order to assess whether the course made any improvement on the 
subjects' surgical skills, pre-course and post-course metrics were compared using 
parametric Student' paired t-test or non-parametric Wilcoxon signed-rank test as 
necessary. 
D. 1.3 Results 
D. 1.3.1 Effect of tuition on surgical skills 
Table D. 2 summarises the subjects average performance per station pre-course 
(day 1) and post-course (day 2). It is apparent that all surgical skills improved 
following tuition with the design of Z-plasty and rhomboid/bilobed flap 
improving the most. The difference in all cases was statistically significant. 
Test 
Average 
Score Day 1 
(SD) 
Average 
Score Day 2 
(SD) 
Improvement T-test 
Z-plasty design 3 9.2 * (16.7) 69.6* (22.8) 
77.6% P<0.001 
n=111 n=110 
Flap design 46.8* (19.3) 65.3(14.6) 
39.5% P<0.00 I§ 
(Rhomboid/bi lobed) n=93 n=95 
Interrupted suturing 61.5 * (16.7) 72.3 (9.7) n=95 17.6% P<0.00 I 
n=96 
Continuous suturing 63.7(14.3) 71.1(12.6) 11 6% <0 00 I§ 
n=112 n=110 . 
P . 
Split thickness skin 60.4 * (16.7) 73.2* (16.5) 
21.2% P<0.00 I 
graft harvest n=95 n=95 
Flexor Tendon repair 55.9* (13.1) 74.9 * (16.6) 34% P<0.00 I 
n=95 n=95 
Excision of lesion from 62.7(21.3) 80.9(13.0) 
29% P<0.00 I§ 
glove n=109 n=111 
Table D. 2 Table to show the average score, standard deviation and sample size pre and post 
course. Symbol * signifies that this variable is normally distributed. ý signifies that non-parametric 
(Wilcoxon signed-rank) test was used. 
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D. 1.3.2 SA tests 
The subjects SA performance was measured using two tests: the MRT test and 
either the TBT test (early courses) or the ICMT test (late courses). Table D. 3 
surnmarises the subject's performance in these tests. 
Test Average Score (SD) Number of subjects 
MRT 51.3* (25.9) 110 
Touching blocks 82.8(16.9) 78 
ICMT 53.6* (21.3) 28 
Table D. 3 Descriptive statistics for the three SA tests used in the study. * signifies that the 
results are normally distributed (K-S test) 
In order to assess the correlation between MRT and either ICMT or TBT tests, the 
correlation coefficient was calculated using parametric and non-parametric tests as 
indicated in Table DA MRT showed statistically significant strong correlation 
with ICMT but not the blocks test. Since ICMT replaced the TBT test in the last 
two courses, the correlation between them was non computed. 
TBT ICMT 
MRT 0.125 (Spearman's rho) 0.641 * (Pearson Correlation) 
p=0.280 (n=110) p<0.001 (n=28) 
Table DA A correlation matrix between MRT and the two other SA tests used. * signifies that 
the result is statistically significant 
D. 1.3.3 Correlation between SA performance and surgical skills 
Since as shown in section D. I. 3.1 tuition was effective and since all subjects 
received equal supervised tuition both in the form of a lecture and a practical 
session, in order to minimize the effect of prior knowledge only the post-course 
surgical skill assessment data was used to investigate the association between SA 
performance and surgical skill performance. Correlation coefficients were 
calculated for each SA test and each of the surgical skill tested. Table D. 5 
summarises the results. As it can be seen the only statistically significant 
correlation was between the skin flap and Z-plasty design and the MRT test. A 
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much weaker correlation was also seen between the same SA test and the excision 
of lesion from glove station. 
Flap 
Design 
Z-plasty 
design 
Interrupted 
suturing 
Subcuticular 
suturing 
Split 
thickness 
skin 
grafting 
Tendon 
repair 
Excision 
of lesion 
from 
glove 
0.437ý 0.503" -0.03W 0.143' 0.020T 0.056 
T 0.270' 
MRT 
P<0.001 P<0.001 p=0.777 p=0.137 p=0.845 p=0.593 p--0.004 
0.227ý 0.01 5ý 0.08§ -0.031 
ý 0.1790 0.0490 -0.009§ TBT 
p=0.076 p=0.896 p=0.954 p=0.789 p=0.164 p=0.705 p=0.936 
-0.0W 0.25 1 0.193* 0.0770 -0.256" 0.300* -0.348* ICMT 
p=0.638 p=0.198 p=0.326 p=0.697 P=0.189 P=0.120 p=0.070 
Table D. 5 A correlation matrix between the different SA tests and the surgical skill assessment 
results. *are Pearson correlation coefficient whereas § are Spearman's rho coefficients. Bolded 
values are statistically significant. 
D. I. 4 Discussion 
The results of this study suggest that tuition at these courses was effective as there 
was significant improvement in the average performance in each of the seven 
surgical skill areas taught and tested. Although this is an expected result, there is 
now objective evidence with a measurable level of improvement. Furthermore, 
such validated tests and questionnaires can be used as assessment tools for 
trainees. 
With respect to the association between SA and these specific basic plastic 
surgical skills, the results suggest that mental rotation as measured by the MRT 
test is an important component when performing tasks that require geometric 
mental planning such as rhomboid and bilobed skin flap and z-plasty design. The 
correlation between Z-plasty design and MRT has also been shown to exist by 
others[86] where it has been shown that surgeons with higher SA scores were able 
to transfer their skills easier and faster than individuals with lower SA who 
required additional practice and feedback. 
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Furthermore, the SA measured by the other tests does not seem to have an 
association with the other surgical skills tested. This could be explained by a 
lesser requirement for complex geometric mental planning for these tasks as the 
surgical result can be achieved by a simpler step-by-step approach. 
A criticism for the design of this study is the fact that the original objective 
structured assessment of technical skills required video-based blinded assessment 
by two examiners [461. This is an extremely time consuming exercise for the 
faculty and since there is evidence that the difference between blinded and 
unblinded assessment is not statistically significant. [221,222] we proceeded by 
performing it in a realistic unblinded way. 
These results support that SA is an important aspect of specific surgical skills. 
Being able to identify individuals with such specific SA has important 
implications regarding resident's selection, career counselling, technical skills 
training and identification of individuals that may benefit by additional training in 
specialties that require these specific skills. It is hopped that the results provided 
in this thesis can offer certain insight into how the cognitive, motor and visual 
stimuli are integrated during MIS surgery and how the surgeons compensate for 
the depthless operative field. These findings can be used for the development of 
more focussed training curricula and the development of improved MIS 
instruments for its safe practice. 
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