Recently the order scheduling (OS) problem is concerned by the research community. However, the OS study with more than one criterion is only few. In view of this limitation, we address an OS problem in which the objective is to find a schedule to minimize the sum of total flowtime and the maximum tardiness. The complexity of this problem is very difficult. Thus, we use five heuristics including three modified heuristics, an iterated greedy (IG) method, and a particle swarm colony (PSO) algorithm for finding approximately solutions. Finally, the statistical results and comparison performances of all five heuristics are reported. Key words: order scheduling; particle swarm optimization; iterated greedy; total flowtime; maximum tardiness
Introduction
In the recent days, the issue of customer order scheduling has grown a hot toptic of research. Some applications of the OS model have existed in the production of integrated circuits and in the manufacturing of semifinished lenses (see Ahmadi et al. 1 ). The OS literature on minimizing the total completion time criterion, readers can refer to Leung et al. 2, 3 , Wagneur and Sriskandarajah 4 , Wang and Cheng 5 , and Sung and Yoon 6 ; The OS works on minimizing the total weighted order completion time, readers may refer to focus on discussing the complexity of the problem on two machines by Sung and Yoon 6 and
Ahmadi and Bagchi 7 , and to on analysing some approximation algorithms and worst bounds by Leung et al. [8] [9] [10] [11] , Wang and Cheng
5
, and Chen and Hall 12 , etc. As the OS literature involving due dates, we refer readers to Blocher et al. 13 , Erel and Ghosh completion time of the orders of one agent, with the restriction that the total completion time of the orders of the other agent cannot exceed a given limit. In light of the above OS literature focuses on single criterion, however, there are common encountered more than two criteria in many real situations. This motivates us to explore minimizing the sum of the total flowtime and maximum tardiness as the objective function. Minimizing the total completion time means that the system can yield an efficient task planning to reduce carrying costs, while, minimizing the maximum tardiness of all jobs means that managers reduce the penalty costs from outside customers. To be best our knowledge, this problem has not been explored until now. The remainder of this study is organized as follows: In Section 2, we define the proposed model. In Section 3, we introduce the details of IG and PSO algorithms and several heuristics. In Section 4, we provide observations of all the proposed algorithms. We draw the conclusions and offer suggestions in the last section.
Problem statement
The study can be formally described as follows. Consider n orders which are operated on m different machines. Those machines are designed in parallel. Pre-emption and machine breakdown are not allowed. Let ik t be the processing time on machine M k and let be the due date for order i. All the n orders are ready at time zero. The objective function of this study is to find a schedule to minimize the sum of the total flowtime and maximum tardiness, i.e., minimize
. This problem is also NP-hard because the total flowtime minimization OS problem has been shown as NP-hard by Ahmadi et al.
1
. Therefore, we propose some heuristics, an IG algorithm, and a PSO for near-optimal solutions.
Methods
Due to the fact that this problem is not easily to find the optimal solution in a short time, we then propose three heuristics which are modified from Smith 20 and Van Wassenhove and Golders 22 . The main idea of three heuristics is that we replace the processing time by the maximum value, the mean value, and the minimum value among m machines, respectively. Then we apply Van Wassenhove and Golders's algorithm to find all possible feasible solutions, at last, we choose the one with the minimum objective solution among all the feasible solutions. They are recorded as VW-H1, VW-H2, and VW-H3. For more details of Van Wassenhove and Golders's algorithm, readers may refer to Van Wassenhove and Golders
22
. In what follows, we then propose an IG and a PSO to find near-optimal solutions. For the details of IG method, readers may refer to Ruiz and Stützle 24 , while for the details of PSO, readers may refer to Shi and Eberhart 25 and Eberhart and Kennedy
26
. According our preliminary instances, the parameters adopted in the IG algorithm, namely the controlling temperature parameter (T), the number of neighborhood improvements (M), and the number of destructions (d), are set to T=0.75, M=600, and d=n/2. Meanwhile, based on the experimental pretests of Xu et al. 19 , the parameters (w, B1, B2, N, NN, ITRN) = (0.5, 0.5, 0.5, N, NN/2, 600) were used in the PSO method.
The tested results
In this section we test and report a computational experiment to evaluate the performances of all proposed five methods over the small and big numbers of orders, respectively. The processing times of orders are generated from a uniform distribution U (1, 100) based on the designed in Leung et al. 17 , Lee 16 and Xu et al.
19
, while the due dates of orders are generated from another uniform distribution , where
, is noted the tardiness, and R is noted the range of the due dates.
The values of ( , R In what follows, we will evaluate the performance levels of the branch-and-bound and five heuristics for small number of orders. We examine two order sizes at n = 12 and 14 and three machine sizes at m = 2, 3, and 4. One hundred instances were tested for each case. A total of 3600 instances were tested for small numbers of orders. For each heuristic method, we report the average gap (AGP), where, Vi is the objective function yielded by each heuristic, and * V is the smallest value of the objective function among the five proposed algorithms. The results are summarized in Tables 1-3 .
As shown in Tables 1 and 3 , the AGPs of five heuristics increase as the value of m or R increases. On the other hand, Table 2 reports that the AGPs of five heuristics decrease as the value of τ increases. Next, we examine the performances of all five proposed algorithms for large numbers of orders. We set the order sizes at n = 50 and 100 and the machine sizes at m = 5, 10, and 20. Tables 4-6 . Tables 4 and 6 release that the AGPs of five heuristics increase as the value of m or R increases. Meanwhile, the AGPs of five heuristics decrease as the value of τ increases from Table 5 . Finally, we investigate the statistical differences in the performance levels of the five algorithms. We apply one-way analysis of variance for small and large orders. The results are provided in Tables 7 and 8 . In view of the fact that the p-values are less than 0.05, one can refer to the row "Algorithm" under "Source of Variation" in Tables 7 and 8 , to confirm that the performance differences of the proposed five algorithms are significant at the 0.05 level, regardless of the order size. To further compare the quality of solutions among the five algorithms, SAS (version 9.4) was used to execute Fisher's least significant difference tests. The results are provided in Tables 9  and 10 . As shown in Table 9 These results report that the mean AGP for small orders or for large orders of the IG algorithm is the smallest (best), whereas VW-H3 is the largest (worst) for both of small and big orders, at the 0.05 significance level. Additionally, the IG has the least dispersion of the five algorithms, as shown in Figs 1 and 2 . These results show that the solutions obtained from the proposed IG have both high accuracy and high stability. 
Conclusions and suggestions
The literature releases that OS problems exist in numerous manufacturing and service environments. Production managers commonly should consider optimizing multiple objectives instead of a single objective in many real-life situations. Thus, we address an order scheduling model to minimize the sum of the total flowtime and the maximum tardiness. Different from existed papers assuming that the orders are paid attention on single criterion, this paper addresses the bi-criteria objective function. We then propose five heuristics such as IG, PSO, VW-H1, VW-H2, and VW-H3 methods to find near-optimal solutions. It is noted that IG and PSO are two metaheuristics instead of heuristics. Sometimes, they are not easily to construct. The test results confirm that IG can find a good quality of solutions in terms of their high accuracy and stability for both small and large numbers of orders.
