This paper proposes a new interpretation of intervals as classes of functions having the same domain. Interval operations are seen as operations on these classes. This approach allows to recover Markov's directed interval arithmetic by taking into account the monotonicity of the functions.
Introduction: why function-based calculus of intervals
This paper proposes a new interpretation of intervals as classes of functions having the same domain. Interval operations are seen as operations on these classes. This approach allows to recover Markov's directed interval arithmetic by taking into account the monotonicity of the functions.
Why do we interpret intervals as classes of functions? One of the main objectives of interval computations is [1, 6, 7, 14] : From this viewpoint, the resulting interval [y, y] means that we have a function whose range is contained in this interval. In other words, it seems reasonable to associate each interval y = [y, y] with the set of all continuous functions whose range is equal to y.
A problem with this definition is that computing the exact range is difficult; the problem of computing the range is, in general, NP-hard (see, e.g., [8] ). As a result, in practice, our main objective is not necessarily to compute the exact range, but rather to compute an enclosure [ For every arithmetic operation (+, ·, etc.), we can define, for every two functions f (x) and g(x), the result f g as a function for which, for every
, and then for every two classes F and G, we can define
We will show that this definition leads to standard interval arithmetic.
Markov showed (see, e.g., [11, 12] ) that if we consider classes of monotonic functions, we get Kaucher arithmetic (originally proposed in [2] [3] [4] [5] 15] ). This is a very interesting result because Kaucher arithmetic has many applications: e.g., it is useful in solving systems of interval linear equations [9, 13, 16, 17] , and in practical problems related to interpolation [13] , to system identification under uncertainty [16, 17] , and to control [16] .
In this paper, we propose a general definition of functional intervals, describe explicit expressions for arithmetic operations with such "intervals", and show that these expressions lead to Markov's directed intervals and Kaucher arithmetic.
Describing this idea in formal terms

Simplest case
The simplest case of the above problem of interval computations is when we consider functions f (x) of only one variable x = x 1 , and we take the simplest possible interval
Resulting definition
In this case, the range is f ([0, 1]), and each interval [a, a] is associated with the class of all continuous functions f :
. In other words, we arrive at the following definition:
where C denotes the class of all continuous functions.
Operations on intervals
Standard operations of interval arithmetic can be naturally interpreted in this functional form. Indeed, for every arithmetic operation (+, −, ·, etc.), we can define:
• for every two functions f (x) and g(x), the result f g as a function for which, for every x, (f g)(x) = f (x) g(x) (i.e., a componentwise operation); and then • for every two classes F and G, we can define
How are these operations related to standard operations on intervals? It turns out that this definition leads to standard interval arithmetic, for example:
Proof. To prove the equality of the two sets, we must prove that every element from the left set belongs to the right set, and vice versa. Adding the two displayed inequalities, we conclude that for every x ∈ [0, 1], we have 
In other words, we have
. We want to define the function F (z) in such a way that for every real number z for which this function is defined, we have a F (z) a (this is true for any mapping to the interval [a, a]) and b z − F (z) b.
Then, we will automatically have
We define this function F (z) as follows:
In this case,
• when a + b z a + b, then, by subtracting a = F (z) from all three terms in this inequality, we conclude that b z − F (z) b.
In both cases, z − F (z) ∈ [b, b], so we get the desired function F (z). The theorem is proven.
Comment. Similar results can be proven for other operations of interval arithmetic (e.g., for subtraction, the proof is basically the same as for addition). So, from the viewpoint of interval computations, we can simply identify each interval [a, a] with the corresponding class of functions [a, a] F .
Beyond standard intervals
We have already mentioned that sometimes, we succeed in getting the exact range, but most often, we get an enclosure. It is desirable to separate these two cases, i.e., to consider, in addition to the formula (1), the class of functions for which the range is exactly equal to [a, a]. We will denote this class bẏ
An important case when we can easily compute the exact range is when a function f (x) is monotonic:
• If we know that the function f (x) is nondecreasing (denoted f ↑), then we can compute the range as
It is therefore reasonable to consider the corresponding sets of monotonic functions:
[a, a]
Crudely speaking, the class [a, a] → describes not only the interval itself, but also the direction in which a function f (x) covers this interval.
We will see that naturally defined operations on these classes of functions lead to directed interval arithmetic as defined by Markov (see, e.g., [11, 12] ). Thus, these classes can be naturally associated with Markov's directed intervals.
Beyond standard operations
As we have mentioned, if we know that the function is monotonic, then this information drastically simplifies the problem of computing the range of this function. Sometimes, in addition to (or instead of) knowing that the original functions are monotonic, we also know that some intermediate computational results are monotonic. To capture such situations, in addition to the operations (2), it makes sense to consider new "directed" operations in which we additionally require that the functions are monotonic.
Formally, if be an arithmetic operation, and F and G are function classes, then, in addition to the class F G as defined by the formula (2), we can also define the following classes:
It is also reasonable to consider the case when the resulting function h is monotonic, but we do not know whether it is non-increasing or nondecreasing, i.e., to consider the class
In the following sections, we will see that the new definitions provide a new interpretation of "directed" operations between directed intervals -as defined by Markov.
Comment. It is worth mentioning that this paper is not simply a new interpretation of Markov's operations: our approach also enables us to extend these operations to new types of intervals.
Technical comment: what is the functional analogue of interval hull?
Problem
We started with the traditional interval arithmetic. In our interpretation, the traditional interval arithmetic corresponds to the situation when we consider function classes of type (1) (they are analogues of intervals), and to these classes, we apply arithmetic operations of type (2) (they are analogues of arithmetic operations with intervals). The above theorem 1 says that in this manner, we indeed get a new interpretation of interval (1) and apply an arithmetic operation to these classes -as defined by the formula (2) -then the result is again a class of type (1) After that, we have expanded both the objects and the operations. Specifically, instead of simply considering classes of type (1), we now consider classes of types (1), (3)- (7); instead of considering only operations of type (2), we now also consider operations of types (8)- (10) .
A natural question is: if we apply one of the new operations to one of the new classes, will we still get a class of one of the known types (1), (3)- (7)? It turns out that the answer to this natural question is negative: namely, the class A
is not equal to any of the classes (1), (3)-(7).
Indeed, by definition of the operation + ↔ (formula (10)), the class A consists of all monotonic (non-increasing or nondecreasing) functions with a range in [0, 1]. One can see that this class is indeed different from any of the classes (1), (3)-(7). 
Similar problem
For continuous functions, this works well, because the range of a continuous function
is always an interval. However, if we consider discontinuous functions, e.g., the sign function sign(x) defined as 1 for x > 0, −1 for x < 0 and 0 for x = 0, then its range is not necessarily an interval. For example, X def = sign([−1, 1]) = {−1, 0, 1}. How is this problem similar to the problem described in the previous subsection? In both cases, we started with a class of objects and a class of operations that is closed in the sense that the result of applying each of the given operations to each of the given objects results in the object of the given class. Then, we extended our classes, and we no longer have closeness:
• in the above case, we get a function class that is different from one of the classes (1), (3)- (7); • in the sign case, we get a range that is different from an interval.
In view of this similarity, in order to solve the above problem, we will recall how the similar problem is solved in traditional interval arithmetic, and extend the main idea behind this solution to our case (of function classes).
Usual solution
When the range X of a function (like sign(x)) is not an interval, and we want to stay within interval arithmetic, we take the narrowest interval enclosure instead of the original range X. In other words, instead of the set X, we take its interval hull [X] that is defined as the intersection of all the intervals that contain the set X:
The possibility to define the interval hull as the intersection comes from the fact that the intersection of an arbitrary family of intervals is also an interval (unless, of course, it is empty set). For example, for the above range X = {−1, 0, 1}, the interval hull is equal to
Natural idea
It is natural to define, for functional interval classes, an interval hull of a given set as the intersection of all interval classes which contain this set.
Minor problem
We are not yet ready to implement this idea because, for this idea to work, we must make sure that the intersection of interval classes is always an interval class, and this is not always the case: the intersection of the class [a, a] → of all nondecreasing functions and the class [a, a] ← of all non-increasing functions is the set of all constant functions, which is neither a directed nor an undirected interval:
It is therefore necessary to add such classes to our list of interval classes, i.e., define
Comment. At first glance, it may look like we also need to define a clasṡ
However, thus defined class is non-empty only if the two endpoints a and a are equal, and the corresponding class (12) is covered by formula (11).
Let F denote the family of all classes of the type (1), (3), (4)- (7) and (11) . Then, it is easy to prove that the resulting family is closed under intersection: Theorem 2. The family F is closed under intersection.
Proof. (Main idea)
. In order to prove that the intersection belongs to the family, we can first intersect functional intervals belonging to the same type, and then take the intersection of the results.
First, we prove, for each type, that within this type, the intersection belongs to the same family (if it is non-empty at all); this is straightforward.
Then, by enumerating all possible pairs of types, we prove that their intersection is also one of the standard functional intervals; this is somewhat tedious but also straightforward. Now, we are ready for the final definition:
Final definition
For each operation (such as +, + ← , etc.), we define the new operation F as follows:
This is the operation that we will be using.
Example: Markov's explanation of Kaucher arithmetic reformulated
Following Markov, let us consider intervals of the type[a, a] ← and[a, a] → . To get Kaucher's arithmetic, in this section, we will:
• identify a proper interval [a, a] (a a) with[a, a] → , and
As an operation +, we take + ↔ F . The following result shows that we do get Kaucher arithmetic (see, e.g., [5] ): Theorem 3. In the above interpretation, for arbitrary real numbers a 1 , b 1 , a 2 and b 2 , we have
Proof. We want to prove that for arbitrary real numbers a 1 , b 1 , a 2 and b 2 , we have
To prove this result, let us recall what an interval [a, b] means in our functional interpretation:
• When a b, this interval means the set of all nondecreasing functions f (x) for which the range is exactly [a, b] . Since the function is nondecreasing, its smallest value is attained at x = 0 and its largest value is attained at x = 1, hence f (0) = a and f (1) = b.
• When a > b, this interval means the set of all non-increasing functions f (x) for which the range is exactly [a, b] . Since the function is non-increasing, its largest value is attained at x = 0 and its smallest value is attained at x = 1, hence f (0) = a and f (1) = b.
In both cases, f (0) = a and f (1) = b.
In this interpretation, + is interpreted as the set of all monotonic functions h that can be represented as h = f 1 + f 2 , where
The function h is monotonic, so, we have two possibilities: 
What did we gain? Some understanding
We can produce similar results for operations with different interval classes. As a result, we get a uniform description of different interval operations. It is always a good idea to have a uniform explanation for several different things; but, as we will show, on top of that, we gain some deeper understanding of interval operations.
Example: interval arithmetic lacks some algebraic properties of operations with real numbers, e.g., in general, there is no distributivity:
The traditional explanation of this nondistributivity is that in interval arithmetic,
Our functional interpretation enables us to provide an additional (qualitative) explanation for this nondistributivity. For example, let us consider the interpretation from the previous section in which each operation is interpreted as ↔ ; in other words, the functions corresponding to all the intermediate results must be monotonic. Hence:
• In both sides, we compute, for every x ∈ [0, 1], the same value
• These are two different monotonicity assumptions, so no wonder we sometimes get different results.
What next?
In our definitions, as the domain of all the functions, we used the simplest possible case when we have only one variables, and we the simplest possible interval -the interval -the original class (1) in which we impose no restrictions on how the function f (x) depends on x; -the class (3) in which we impose the restriction that the function f (x) be nondecreasing in x, and -the class (4) in which we impose the restriction that the function f (x) be nonincreasing in x.
In n-dimensional case, for each of n variables x i , we can impose one of the similar three restrictions. Specifically:
-first, we can consider all continuous functions irrespective of how they depend on x i ; -second, we can impose the restriction that the function f (x 1 , . . . , x i , . . . , x n ) be nondecreasing in x i , and -third, we can impose the restriction that the function f (x 1 , . . . , x i , . . . , x n ) be nonincreasing in x i .
Selecting one of these restrictions for each of the n variables, we get 3 n different classes of functions. It would be interesting to determine what happens if we apply an arithmetic operation to two classes of different (or even same) type.
