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“O propósito da programação matemática é insight, não números.” 
(Geoffrion A. M.) 
  
RESUMO 
Este trabalho aborda três variantes multiatributo do problema de roteamento de 
veículos. A primeira apresenta frota heterogênea, janelas de tempo invioláveis e tempos de viagem 
determinísticos. Para resolvê-la, são propostos algoritmos ótimos baseados na decomposição de 
Benders. Estes algoritmos exploram a estrutura do problema em uma formulação de programação 
inteira mista, e três diferentes técnicas são desenvolvidas para acelerá-los. A segunda variante 
contempla os atributos de frota heterogênea, janelas de tempo flexíveis e tempos de viagem 
determinísticos. As janelas de tempo flexíveis permitem o início do serviço nos clientes com 
antecipação ou atraso limitados em relação às janelas de tempo invioláveis, com custos de 
penalidade. Este problema é resolvido por extensões dos algoritmos de Benders, que incluem novos 
algoritmos de programação dinâmica para a resolução de subproblemas com a estrutura do 
problema do caixeiro viajante com janelas de tempo flexíveis. A terceira variante apresenta frota 
heterogênea, janelas de tempo flexíveis e tempos de viagem estocásticos, sendo representada por 
uma formulação de programação estocástica inteira mista de dois estágios com recurso. Os tempos 
de viagem estocásticos são aproximados por um conjunto finito de cenários, gerados por um 
algoritmo que os descreve por meio da distribuição de probabilidade Burr tipo XII, e uma 
matheurística de busca local granular é sugerida para a resolução do problema. Extensivos testes 
computacionais são realizados em instâncias da literatura, e as vantagens das janelas de tempo 
flexíveis e dos tempos de viagem estocásticos são enfatizadas. 
 
Palavras-chave: Problema de roteamento de veículos. Programação matemática. Algoritmos.  
Programação estocástica.
  
ABSTRACT 
This work addresses three multi-attribute variants of the vehicle routing problem.  
The first one presents a heterogeneous fleet, hard time windows and deterministic travel times.  
To solve this problem, optimal algorithms based on the Benders decomposition are proposed.  
Such algorithms exploit the structure of the problem in a mixed-integer programming formulation, 
and three algorithmic enhancements are developed to accelerate them. The second variant 
comprises a heterogeneous fleet, flexible time windows and deterministic travel times. The flexible 
time windows allow limited early and late servicing at customers with respect to their hard time 
windows, at the expense of penalty costs. This problem is solved by extensions of the Benders 
algorithms, which include novel dynamic programming algorithms for the subproblems with the 
special structure of the traveling salesman problem with flexible time windows. The third variant 
presents a heterogeneous fleet, flexible time windows and stochastic travel times, and is 
represented by a two-stage stochastic mixed-integer programming formulation with recourse.  
The stochastic travel times are approximated by a finite set of scenarios generated by an algorithm 
which describes them using the Burr type XII distribution, and a granular local search matheuristic 
is suggested to solve the problem. Extensive computational tests are performed on instances from 
the literature, and the advantages of flexible windows and stochastic travel times are stressed. 
 
Keywords: Vehicle routing problem. Mathematical programming. Algorithms. Stochastic 
programming. 
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INTRODUÇÃO 
O problema de roteamento de veículos (PRV) é um problema central na otimização de 
operações logísticas e consiste em um dos temas mais estudados da área de pesquisa operacional. 
Em sua versão clássica, introduzida por Dantzig e Ramser (1959), o objetivo é a determinação de 
rotas de custo mínimo para uma frota homogênea de veículos com capacidade limitada, de modo a 
atender a demanda de um conjunto de clientes geograficamente dispersos. Dada a sua importância 
prática, uma vasta literatura foi desenvolvida para o PRV, como evidenciam os livros editados por 
Golden et al. (2008) e Toth e Vigo (2014).  
Em transporte de curta distância, o PRV tem um papel importante nas áreas de logística 
e de gerenciamento da distribuição. Tais áreas são responsáveis por altos volumes de vendas, por 
exemplo, a empresa Fedex Ground reportou vendas totais de 16,574 bilhões de dólares em 2016 
(Fedex, 2016). O transporte de curta distância considera pequenas áreas geográficas nas quais uma 
frota de veículos realiza coletas e entregas de mercadorias (Ghiani et al., 2013), enquanto o 
transporte de longa distância abrange distâncias de pelo menos 300 km. 
No transporte de longa distância, há um ou mais depósitos de origem e, no transporte 
fracionado de cargas, as mercadorias têm diferentes destinos. Neste caso, é comum a adoção da 
estratégia de cross-docking, na qual cargas de diferentes caminhões são descarregadas em docas e 
recombinadas com outras cargas que têm o mesmo destino. Este processo envolve uma duração 
máxima de 24 horas, diferenciando-se das operações em depósitos de armazenagem longa. Se o 
destino da carga é uma área urbana próxima, então o PRV envolve coletas e entregas que chegam 
e saem das docas. Quando este processo envolve mais de um cross-docking, constitui-se um 
sistema de distribuição de múltiplos níveis, com um PRV associado a cada cross-docking 
(Gonzalez-Feliu, 2013). 
O progresso da pesquisa envolvendo o PRV e suas variantes, aliado ao avanço 
computacional, permitiu o desenvolvimento de softwares logísticos especializados que, 
atualmente, são utilizados por grandes empresas tais como Walmart, Coca-Cola e DHL (Hall e 
Partyka, 2016). Coelho et al. (2016) apresentam um levantamento de diversas aplicações reais do 
PRV entre os anos de 2000 e 2015 abrangendo cinco áreas, a saber, (i) petróleo e gás, (ii) 
distribuição, (iii) coleta e gerenciamento de resíduos, (iv) serviços postais e entregas de pequenas 
encomendas, e (v) distribuição de alimentos. A integração do PRV com outros componentes de 
23 
 
 
sistemas de transporte tem gerado problemas mais complexos. Neste contexto, surgem os modelos 
chamados de ricos (rich), cujo objetivo é incorporar ao PRV diferentes características de problemas 
reais (Lahyani et al., 2015). 
Dentre as diferentes características incorporadas nos modelos ricos, destacam-se 
algumas de grande importância prática, a primeira delas relacionada com o uso de frota 
heterogênea. Hoff et al. (2010) analisam aspectos industriais do PRV e apontam que, na prática, as 
frotas raramente são homogêneas. Os autores listam diversos fatores da indústria que impõem a 
necessidade de frotas heterogêneas e descrevem os principais atributos que diferenciam os tipos de 
veículos utilizados, dentre os quais podem-se destacar custos fixos e variáveis, dimensão, 
capacidade e compatibilidade do veículo com diferentes tipos de mercadoria. Por exemplo,  
a revista americana Transport Topics, especializada na área de logística, listou as 100 empresas 
com as maiores frotas privadas operando na América do Norte no ano de 2017. Em primeiro lugar, 
encontra-se a empresa PepsiCo Inc. com uma frota composta por 11225 caminhões trator,  
18468 reboques, 3605 caminhões rígidos, 17100 caminhonetes e furgões (Transport Topics, 2017). 
A segunda característica consiste na inclusão de restrições de janelas de tempo para o 
serviço em cada cliente, que origina uma das variantes mais estudadas deste problema, o PRV com 
janelas de tempo (PRVJT). Na formulação clássica do PRVJT, as janelas de tempo são 
consideradas invioláveis (hard), isto é, o veículo pode chegar ao cliente antes do início de sua 
janela e esperar, porém, não é permitida a chegada após o término da janela de tempo. Entretanto, 
em diversas situações práticas, as janelas de tempo podem ser violadas mediante um custo de 
penalização (Chiang e Russell, 2004). Este tipo de janela de tempo é chamado violável (soft) e suas 
violações podem assumir qualquer valor. Uma situação mais realista é considerada pela adoção de 
janelas de tempo flexíveis (flexible), para as quais são permitidas violações limitadas a uma dada 
tolerância (Taş et al., 2014c). 
Outra característica relevante diz respeito à natureza dos parâmetros do PRV. Embora 
a maior parte dos estudos publicados pressuponha parâmetros determinísticos, em diversas 
aplicações reais, tais parâmetros são de natureza estocástica (Gendreau et al., 2014). Em particular, 
os tempos de viagem são bastante sensíveis a incertezas, por diversos fatores, tais como trânsito e 
condições climáticas (Gendreau et al., 2016). 
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OBJETIVOS DO TRABALHO 
Dada a importância das três características do PRV anteriormente destacadas, este 
trabalho irá abordar variantes deste problema com frota heterogênea, janelas de tempo flexíveis e 
tempos de viagem estocásticos. 
O primeiro objetivo deste trabalho é a proposição de um método exato para o problema 
de roteamento de veículos com frota heterogênea e janelas de tempo (PRVHJT). Neste problema, 
é considerada uma frota heterogênea fixa e janelas de tempo invioláveis são prescritas para cada 
cliente.  
O segundo objetivo consiste na extensão do método anteriormente proposto para o 
problema de roteamento de veículos com frota heterogênea, janelas de tempo flexíveis e tempos 
de viagem determinísticos (PRVHJT-Flex). Neste problema, é utilizada a janela de tempo flexível 
proposta por Taş et al. (2014c). O objetivo é minimizar a soma dos custos de transporte e dos custos 
de serviço. Os custos de transporte abrangem os custos fixos dos veículos e os custos variáveis 
referentes à distância percorrida, enquanto os custos de serviço correspondem às penalidades 
decorrentes da violação das janelas de tempo dos clientes. 
O terceiro objetivo deste trabalho consiste em desenvolver um método de solução 
baseado em programação estocástica de dois estágios com recurso (Birge e Louveaux, 2011) para 
o problema de roteamento de veículos com frota heterogênea, janelas de tempo flexíveis e tempos 
de viagem estocásticos (PRVHJT-Flex-TVE). 
CONTRIBUIÇÕES DO TRABALHO 
Inicialmente, o trabalho apresenta contribuições relacionadas às três características do 
PRV estudadas. Embora todas sejam de grande importância prática, escassos são os trabalhos que 
as abordam na literatura. Um recente estudo conduzido por Braekers et al. (2016) analisou 277 
artigos publicados entre 2009 e 2015 em periódicos relevantes e evidenciou que, deste montante, 
apenas 16,51% envolvem frota heterogênea, 7,34% abordam janelas de tempo violáveis ou 
flexíveis e 2,75% consideram tempos de viagem estocásticos. 
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Adicionalmente, não existem métodos exatos publicados especificamente para o 
PRVHJT na literatura (Koç et al., 2016). Os dois algoritmos que mais se aproximam deste contexto, 
a saber, Ferland e Michelon (1988) e Bettinelli et al. (2011), foram projetados para casos especiais 
deste problema com frotas ilimitadas de veículos e com múltiplos depósitos, respectivamente.  
Detalhes sobre estes algoritmos são apresentados na revisão bibliográfica do Capítulo 1, mais 
especificamente, na Seção 1.2.1. 
Por fim, os problemas PRVHJT-Flex e PRVHJT-Flex-TVE são estudados pela 
primeira vez neste trabalho. As publicações decorrentes desta Tese de Doutorado são listadas no 
Apêndice A. 
ORGANIZAÇÃO DO TRABALHO 
No Capítulo 1, é apresentada uma revisão bibliográfica sobre problemas de roteamento 
com frotas heterogêneas de veículos. O Capítulo 2 introduz o referencial teórico utilizado, baseado 
na área de otimização de sistemas de grande porte, e propõe dois algoritmos ótimos para o 
PRVHJT. No Capítulo 3, são propostas técnicas de aceleração para os algoritmos ótimos 
supracitados, enquanto o Capítulo 4 estende tais algoritmos e acelerações para o PRVHJT-Flex.  
O Capítulo 5 apresenta uma revisão bibliográfica sobre variantes do PRV e do PRVJT com tempos 
de viagem estocásticos e compila as diferentes distribuições de probabilidade utilizadas na 
literatura para a descrição destes parâmetros. O Capítulo 6 introduz um modelo de programação 
estocástica de dois estágios com recurso para o PRVHJT-Flex-TVE e propõe uma heurística 
baseada em programação matemática para a sua resolução. Ao final dos Capítulos 2, 3, 4 e 6 são 
apresentados resultados computacionais referentes aos algoritmos propostos nos mesmos.  
O Capítulo 7 conclui o trabalho e aponta novas direções de pesquisa.
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CAPÍTULO 1  
 
PROBLEMAS DE ROTEAMENTO DE VEÍCULOS COM 
FROTA HETEROGÊNEA 
Existem duas principais categorias de problemas de roteamento com frotas 
heterogêneas de veículos, a saber, o problema de dimensionamento e roteamento de frota 
heterogênea (PDRFH) e o problema de roteamento de veículos com frota heterogênea (PRVH). 
Para o primeiro tipo, introduzido por Golden et al. (1984), há uma frota heterogênea de tamanho 
ilimitado cujo dimensionamento é uma decisão integrada ao roteamento dos veículos. Três 
variantes do PDRFH são propostas na literatura com base em diferentes funções objetivo, que 
podem incluir: (i) apenas custos fixos (Golden et al., 1984), (ii) apenas custos variáveis (Taillard, 
1999), ou (iii) custos fixos e variáveis (Ferland e Michelon, 1988). Os custos fixos relacionam-se 
aos custos de aquisição ou depreciação dos veículos (Hoff et al., 2010), enquanto os custos 
variáveis são proporcionais às distâncias percorridas para o atendimento dos clientes e podem ou 
não depender do tipo de veículo utilizado. Revisões bibliográficas bastante completas sobre as 
variantes do PDRFH podem ser encontradas em Baldacci et al. (2008) e em Koç et al. (2016). 
O segundo tipo, introduzido por Taillard (1999), consiste no roteamento dos veículos 
de uma frota heterogênea fixa ou pré-determinada. Nosso enfoque é sobre os problemas deste tipo, 
em particular, sobre a extensão dos mesmos que inclui restrições de janelas de tempo (PRVHJT). 
Portanto, para melhor embasar este trabalho, as seções subsequentes apresentam revisões da 
literatura do PRVH e do PRVHJT. 
1.1 PROBLEMAS COM FROTA HETEROGÊNEA FIXA 
De maneira análoga ao PDRFH, o PRVH também apresenta diferentes tipos de função 
objetivo, que podem incluir somente custos variáveis (Taillard, 1999) ou uma combinação de 
custos fixos e variáveis (Li et al., 2007). Desde o artigo seminal de Taillard (1999), diversos 
algoritmos foram propostos para a solução desta variante, incluindo métodos exatos e heurísticos. 
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1.1.1 Métodos exatos 
Os dois primeiros métodos de solução apresentados nesta seção não foram projetados 
especificamente para o PRVH, mas consistem em algoritmos ótimos propostos para o PDRFH que 
podem ser adaptados para a resolução deste problema. Choi e Tcha (2007) formulam o PDRFH 
como um problema de cobertura por conjuntos e propõem um método de geração de colunas. 
Algoritmos de programação dinâmica usualmente utilizados em métodos de geração de colunas 
para o PRV são modificados para se tornarem mais efetivos para o PDRFH e um esquema de 
branch-and-bound é incorporado ao método para a obtenção de soluções inteiras. Experimentos 
computacionais demonstram a superioridade deste método exato em relação a diversas heurísticas 
propostas para o PDRFH na literatura até aquele momento.  
Pessoa et al. (2009) obtêm soluções ótimas para instâncias do PDRFH sugeridas por 
Golden et al. (1984) com até 75 clientes por meio de um algoritmo de branch-and-cut-and-price. 
Seja  0,1,...,n=  um conjunto de nós no qual 0  denota o depósito, e cada  nó  1,...,i n  representa 
um cliente com demanda iq . Assuma ainda que  ( , ) : , ,i j i j i j=    é um conjunto de arcos 
interligando estes nós. O problema é formulado com base em caminhos denominados q-rotas 
(Christofides et al., 1981c), que se iniciam no depósito, percorrem uma sequência de clientes cujo 
somatório das demandas é limitado por um valor máximo Q , e retornam ao depósito. Estes 
caminhos não são necessariamente elementares, ou seja, alguns clientes podem ser visitados mais 
de uma vez. As q-rotas definem uma sequência de arcos indexados da seguinte forma. Inicialmente, 
o arco (0, )Qj  conecta o depósito 0 ao primeiro cliente visitado j , tal que Q  é o somatório das 
demandas de todos os clientes visitados na q-rota. A partir daí, cada arco ( , )qi j  é sucedido por um 
arco  ( , ) j
q q
j
−
, no qual  é o cliente visitado imediatamente após j . Por exemplo, considere 4Q =  
e clientes com demanda unitária, a q-rota 0 1 2 3 2 0→ → → → →  corresponde à sequência de arcos 
( ) ( ) ( ) ( ) ( )( )4 3 2 1 00,1 , 1,2 , 2,3 , 3,2 , 2,0 . 
Considere a seguinte notação: 
Q : conjunto de arcos ( , )
qi j  para todo ( ), , 1,..., ii j q Q q = − ; 
( )i − : subconjunto de arcos ( , )q Qi j    incidentes no nó i ;                
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qa : subconjunto de arcos ( , )qi j  para um índice q  em particular; 
q
ac : custo associado ao arco 
qa ; 
q
ax : variável binária que assume valor 1
q
ax = , se o arco 
qa  é utilizado na solução do problema, 
caso contrário, 0qax = ; 
, 1,...,j j p = : variáveis não-negativas associadas a cada q-rota factível; 
j
q
ab : coeficiente binário que assume valor 1
j
q
ab = , se o arco 
qa  pertence à j-ésima q-rota j ,  
caso contrário, 0
j
q
ab = . 
A formulação do problema baseada nas q-rotas é dada por: 
 min
q
Q
q q
a a
a
c x


 
  (1.1) 
 
( )
 1 1,...,
q
q
a
a i
x i n
 −
= 
 
     (1.2) 
                 
1
0
j
p
q q q
a j a Q
j
b x a
=
− =         (1.3) 
 0 1,...,j j p  =     (1.4) 
  0,1q qa Qx a        (1.5) 
A função objetivo (1.1) minimiza o custo total das rotas. As restrições (1.2) asseguram 
que todo cliente é visitado uma única vez, enquanto as restrições (1.3) relacionam as variáveis j  
e q
ax . Em (1.4) e (1.5), encontra-se o domínio das variáveis de decisão. Relaxando-se a 
integralidade das variáveis binárias q
ax  e eliminando-as do problema com base nas relações 
estabelecidas pelas restrições (1.3), obtém-se a seguinte formulação de particionamento de 
conjuntos: 
 
1
min
j
q
Q
p
q q
a a j
j a
b c 
= 
 
 
 
 
 
 
   (1.6) 
                 
( )
 
1
1 1,...,
j
q
p
q
a j
j a i
b i n


−= 
 
=  
 
 
 
 
      (1.7) 
 0 1,...,j j p  =     (1.8) 
que apresenta um número exponencial de variáveis j , mas pode ser resolvida de forma eficiente 
por geração de colunas. Neste caso, cada subproblema de geração de colunas tem como objetivo 
encontrar a q-rota de menor custo reduzido, sendo o custo reduzido q
ac  de um arco ( , )
q qa j i=  
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calculado pela expressão  q q
a a ic c = −  em que i  denota a variável dual associada à restrição (1.7). 
Os subproblemas são resolvidos por um algoritmo de programação dinâmica de complexidade 
pseudopolinomial. Como a resolução do problema (1.6) – (1.8) por geração de colunas não gera 
uma solução necessariamente inteira, é necessário que se aplique a técnica de branch-and-bound 
para a obtenção da solução inteira ótima. Pessoa et al. (2009) ainda propõem cortes para fortalecer 
a formulação supramencionada e uma rotina de enumeração de rotas, que é utilizada como uma 
heurística para obtenção de limitantes superiores para o problema. 
Baldacci e Mingozzi (2009) sugerem uma abordagem unificada para o PDRFH e para 
o PRVH que também se baseia em uma formulação de particionamento de conjuntos. Considere o 
mesmo conjunto de nós  0,1,...,n=  definido na formulação de Pessoa et al. (2009) e um conjunto 
 1,...,m=  com m  tipos distintos de veículos, tal que km  veículos são disponibilizados no 
depósito para cada k , com capacidades kQ  e custos fixos kf . Assuma ainda que 
kR  denota 
o conjunto de rotas factíveis para o tipo de veículo k . Uma rota factível ( )1 2, ,..., RR i i i=  
consiste em um caminho elementar, iniciado e finalizado no depósito, isto é, 
1 0Ri i= = , e que não 
excede a capacidade do tipo veículo que o percorre, isto é, 
1
2
j
R
i k
j
q Q
−
=
 . Cada rota kR  é associada 
a um custo 
kc  e a notação 
k k
iR R  é utilizada para representar o subconjunto de rotas factíveis 
associadas ao tipo de veículo k  nas quais o cliente i  é visitado. Seja 
kx  uma variável binária que 
assume valor 1
kx = , se a rota 
kR  é escolhida na solução do problema, e 0
kx = , caso contrário. 
A formulação de particionamento de conjuntos é descrita a seguir: 
 ( )min
k
k k
k
k R
f c x
 
+     (1.9) 
                  1 1,...,
k
i
k
k R
x i n
 
=          (1.10) 
                 
k
i
k
k
R
x m k

        (1.11) 
  0,1 ,k kx R k       (1.12) 
A função objetivo (1.9) minimiza o custos fixos dos veículos utilizados e de suas 
respectivas rotas. As restrições (1.10) especificam que cada cliente deve ser visitado por uma única 
rota, e as restrições (1.11) impõem que o número de rotas associadas a um determinado tipo de 
veículo k  não exceda km . Em (1.12), encontra-se o domínio das variáveis de decisão. Note 
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que as expressões (1.9) – (1.12) contemplam tanto o PDRFH, quando km n=  para todo k , 
quanto o PRVH, em situações nas quais os parâmetros , ,km k  limitam o tamanho da frota. 
Baldacci e Mingozzi (2009) utilizam três relaxações desta formulação, a saber: (i) a relaxação 
linear, que é resolvida por duas heurísticas lagrangeanas; (ii) uma relaxação que consiste em um 
modelo de programação inteira (PI), resolvido por um algoritmo de programação dinâmica; e  
(iii) uma relaxação linear fortalecida por desigualdades válidas, resolvida por um método de 
geração de cortes e de colunas. Os limitantes inferiores gerados pelas relaxações são utilizados para 
eliminar variáveis da formulação (1.9) – (1.12), reduzindo sua dimensão e viabilizando sua 
resolução por um solver de programação inteira mista (PIM). Experimentos computacionais 
conduzidos com instâncias propostas por Golden et al. (1984) e Taillard (1999) demonstram que 
este algoritmo supera os métodos exatos acima citados. Os autores ainda aplicam o algoritmo a 
outras variantes do PRV com atributos tais como restrições de dependência de acessibilidade (site 
dependency) (PRVRDA) e múltiplos depósitos (PRVMD). 
Outra abordagem unificada é sugerida por Pessoa et al. (2018), abrangendo os mesmos 
problemas tratados por Baldacci e Mingozzi (2009), isto é, PDRFH, PRVH, PRVRDA e PRVMD. 
Trata-se de um método de branch-cut-and-price que combina os elementos do algoritmo de Pessoa 
et al. (2009) com a técnica de memória limitada proposta por Pecin et al. (2017) para o PRV.  
Seja  1,...,S n  um subconjunto de clientes associados a multiplicadores ˆ 0, ,i i S    o corte de 
Chvátal-Gomory de Posto 1 denotado por 
1
ˆ ˆ
j
p
q
i a j i
j i S i S
b  
=  
   
   
   
  
  
 
pode ser gerado a partir das restrições (1.7) e consiste em uma desigualdade válida para a 
formulação (1.6) – (1.8) (Petersen et al., 2008). Estes cortes são uma generalização dos cortes de 
subconjuntos de linhas (subset row cuts) propostos por Jepsen et al. (2008) e melhoram 
substancialmente a qualidade dos limitantes inferiores do método de geração de colunas, com a 
contrapartida de prejudicarem o desempenho do algoritmo de programação dinâmica utilizado para 
gerar as q-rotas. Pecin et al. (2017) utilizam uma estrutura de memória para modificá-los de forma 
que os coeficientes das variáveis 
j  podem apresentar valores inferiores a ˆ
j
q
i a
i S
b

 
 
 

 
. Embora mais 
fracos, os cortes modificados têm um impacto reduzido no desempenho dos algoritmo de 
programação dinâmica supracitado e, com isso, Pecin et al. (2017) obtêm soluções ótimas para 
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instâncias do PRV com até 360 clientes disponíveis na biblioteca CVRPLIB  
(http://vrp.atd-lab.inf.puc-rio.br/). Ao adaptar a técnica de memória limitada ao contexto de frotas 
heterogêneas e aplicá-la em seu algoritmo de branch-cut-and-price, Pessoa et al. (2018) também 
obtêm resultados altamente competitivos. Os autores superam o desempenho do algoritmo de 
Baldacci et al. (2009) nos conjuntos de instâncias do PDRFH e do PRVH propostos por Golden et 
al. (1984) e Taillard (1999), além de encontrarem soluções ótimas para instâncias com até 199 
clientes sugeridas por Brandão (2011). As soluções geradas para as instâncias do PRVRDA e do 
PRVMD também foram superiores àquelas reportadas por Baldacci et al. (2009). 
1.1.2 Métodos heurísticos 
Ao introduzir o PRVH, Taillard (1999) apresenta uma heurística baseada em geração 
de colunas para a sua resolução que utiliza uma formulação de particionamento de conjuntos e  
que se enquadra no arcabouço de otimização por memória adaptativa (OMA) (Taillard et al., 2001).  
Esta heurística contempla os seguintes passos: (i) um conjunto de soluções ou uma estrutura de 
dados que agrega as características das soluções produzidas pela busca é memorizada; (ii) uma 
solução provisória é construída usando os dados na memória; (iii) a solução provisória é melhorada 
por uma busca local ou uma metaheurística; (iv) a nova solução é incluída na memória ou é usada 
para atualizar a estrutura de dados que memoriza a história da busca. Considere os mesmos 
conjuntos  0,1,...,n=  e  1,...,m=  definidos para formulação (1.9) – (1.12) de Baldacci e 
Mingozzi (2009), tal que km  veículos são disponibilizados no depósito para cada k . 
Inicialmente, o algoritmo de busca tabu (veja Glover (1986)) sugerido por Taillard (1993) é 
utilizado para gerar um conjunto de I  soluções para o PRV homogêneo associado a cada um dos 
tipos de veículo k , e estas soluções são armazenadas em memórias denotadas por kMem . Na 
sequência, para k , é acionado um procedimento para extrair rotas de kMem  e construir 
soluções provisórias, que, por sua vez, são melhoradas pelo mesmo algoritmo de busca tabu e 
utilizadas para a atualização de kMem . Este procedimento é repetido por um número máximo de 
vezes e, quando encerrado, obtém-se o conjunto final de rotas memorizadas k
k
T Mem

=  . 
Assuma que cada rota j T  apresenta um custo , , ,jkc j T k   e considere o coeficiente binário 
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ija , que assume valor 1ija = , se o cliente i  pertence à j-ésima rota armazenada em T , e 0ija = , 
caso contrário. Os passos finais da heurística de Taillard (1999) consistem em: (i) computar o custo 
das rotas j T ; (ii) eliminar as rotas j T  que visitem o mesmo conjunto de clientes que outras, 
mas que tenham custos mais elevados; e (iii) resolver o seguinte modelo matemático 
 min jk jk
k j T
c x
 
   (1.13) 
                  1 1,...,ij jk
k j T
a x i n
 
= 
 
       (1.14) 
                 
jk k
j T
x m k

 
 
      (1.15) 
  0,1 ,jkx j T k       (1.16) 
no qual as variáveis binárias jkx  assumem o valor 1jkx = , se a j-ésima rota armazenada em T  é 
selecionada na solução final e percorrida por um veículo do tipo k , e 0jkx = , caso contrário.  
A formulação de particionamento de conjuntos (1.13) – (1.16) é análoga àquela apresentada nas 
expressões (1.9) – (1.12) e, para a sua resolução, utiliza-se um solver de PIM. Taillard (1999) testa 
a heurística de OMA em instâncias do PDRFH sugeridas por Golden et al. (1984), obtendo novas 
melhores soluções, e ainda adapta tais instâncias para o PRVH, reportando os resultados obtidos. 
Prins (2002) sugere diferentes heurísticas construtivas, um algoritmo de busca local e 
um algoritmo de busca tabu para a resolução do PRVH. O autor ainda aborda uma variante do 
problema na qual os veículos podem realizar múltiplas viagens e mostra a efetividade dos métodos 
de solução tanto para instâncias artificiais quanto para instâncias baseadas em um problema real de 
um fabricante de mobília sediado em Nantes. 
Tarantilis e Kiranoudis (2001) e Tarantilis et al. (2003, 2004) propõem dois algoritmos 
pertencentes ao arcabouço metaheurístico denominado threshold accepting (Dueck e Scheuer, 
1990), que utiliza a aceitação determinística de movimentos que não promovem uma deterioração 
da função objetivo acima de um limiar pré-estabelecido, portanto, consiste em uma alternativa à 
aceitação probabilística do método simulated annealing (Cerny, 1985). O primeiro algoritmo, list 
based threshold accepting (LBTA) (Tarantilis et al., 2003), é constituído pelos seguintes passos.  
Um procedimento construtivo gera uma solução factível inicial à qual se aplica um algoritmo de 
busca local com movimentos escolhidos segundo uma distribuição uniforme. Durante a execução 
deste algoritmo busca local, os desvios relativos ( ) ( ) ( )c x c x c x −   entre o custo da solução 
corrente ( )c x  e o custo de cada vizinho visitado ( ')c x  são armazenados em uma árvore binária de 
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busca (Cormen et al., 2009) que consiste em uma lista de limiares. Seja  maxL  o valor do maior 
limiar armazenado na lista. Na última etapa do algoritmo, são aceitos somente movimentos para os 
quais verifica-se a desigualdade max( ) ( ) ( )c x c x c x L −   e, para cada aceite, a lista é atualizada com 
a exclusão do valor corrente de maxL  e a inclusão do novo limiar ( ) ( ) ( )newL c x c x c x= − .   
O algoritmo é encerrado quando nenhum movimento é aceito por um número máximo de iterações. 
O segundo algoritmo, backtracking adaptive threshold accepting (BATA) (Tarantilis 
e Kiranoudis, 2001; Tarantilis et al., 2004) se distingue do LBTA por sua estratégia de atualização 
do limiar. Neste caso, após a construção da primeira solução factível, o limiar recebe um valor 
especificado pelo usuário e um procedimento iterativo é iniciado. Aplica-se uma busca local 
análoga àquela do LBTA por um número de iterações denotado por Maxup . Caso tenha sido aceito 
pelo menos um movimento dentre os Maxup  executados, o valor do limiar é reduzido, caso 
contrário, aumentado. A busca se encerra após um número máximo de atualizações do limiar. 
Tarantilis et al. (2003, 2004) comparam os algoritmos LBTA e BATA àquele de Taillard (1999) 
obtendo melhores resultados para a maioria das instâncias propostas por este autor, enquanto 
Tarantilis e Kiranoudis (2001) aplicam o LBTA a um problema real que emerge na distribuição de 
laticínios.  
Em outro trabalho aplicado, Tarantilis e Kiranoudis (2007) apresentam dois estudos de 
caso, um envolvendo a distribuição de laticínios e outro a distribuição de materiais de construção.  
Os autores propõem uma nova metaheurística para o PRVH que inclui uma heurística construtiva, 
um algoritmo de busca tabu para melhoria das soluções obtidas e um algoritmo de OMA.  
A memória adaptativa armazena um conjunto de rotas utilizadas para a construção de soluções 
provisórias às quais se aplica o algoritmo de busca tabu. Na sequência, a memória é atualizada e 
novas rotas provisórias são geradas, até que um número máximo de iterações seja atingido. 
Resultados computacionais com instâncias baseadas nos estudos de caso mostram a superioridade 
desta nova metaheurística em relação aos algoritmos LBTA e BATA. Outro algoritmo com uma 
estrutura bastante semelhante ao de Tarantilis e Kiranoudis (2007) é apresentado no trabalho de 
MirHassani e Saadati (2014). 
Gencer et al. (2006) propõem um algoritmo para o problema de coleta de passageiros, 
cujo laço principal engloba os seguintes passos. Inicialmente, um cliente é selecionado e designado 
a um dos veículos não utilizados da frota, então, rotas são construídas e otimizadas por meio de 
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inserções propostas por Clarke e Wright (1964) e Rosenkrantz et al. (1977). Em uma última etapa, 
avalia-se a possibilidade de trocas de rotas entre os diferentes veículos a fim de minimizar eventuais 
desperdícios de capacidade. Este algoritmo ainda considera as possibilidades de coletas fracionadas 
e da subcontratação de veículos adicionais, se necessário. Seu desempenho é comparado ao do 
algoritmo BATA (Tarantilis et al., 2004) com base nas instâncias de Taillard (1999), mas é 
superado em termos dos custos das soluções geradas. 
Li et al. (2007) sugerem um algoritmo pertencente ao arcabouço metaheurístico  
record-to-record (Dueck 1993), uma variante determinística do simulated annealing assim como 
as heurísticas threshold accepting acima citadas. Neste arcabouço, um registro (Record) armazena 
o custo da melhor solução factível obtida, e o produto ( )%r Record , no qual %r  denota um 
parâmetro de controle, consiste no desvio máximo admissível em relação a tal solução (Deviation). 
Durante a execução do algoritmo de busca local, somente são aceitos os movimentos que geram 
soluções com custos ( )c x  tais que ( )c x Record Deviation  + , para problemas de minimização, 
ou ( )c x Record Deviation  − , para problemas maximização. O algoritmo record-to-record 
obtém novas melhores soluções para diversas instâncias de Taillard (1999). Além disso, um novo 
conjunto de cinco instâncias com até 360 clientes é introduzido e solucionado pelos autores. 
Prins (2009) propõe dois métodos unificados para o PDRFH e para o PRVH baseados 
na abordagem roteia-primeiro e agrupa-segundo. Ambos são algoritmos meméticos nos quais cada 
solução é representada por uma permutação de clientes denominada cromossomo, isto é, uma rota 
gigante que concatena as rotas factíveis dos diferentes veículos da frota. Para que as rotas dos 
veículos e seus respectivos custos sejam extraídos destes cromossomos, aplica-se um algoritmo de 
divisão (split). Inicialmente, é construído um grafo auxiliar acíclico com 1n +  nós numerados de 
0  a n , tal que 0  é um nó artificial e os demais nós correspondem aos n  clientes do problema. 
Assuma que Cr  denota um cromossomo e considere que ( )1, ,...,i i jCr Cr Cr+  representa uma 
subsequência de clientes deste cromossomo que pode ser visitada em uma única rota, isto é, o 
somatório de suas demandas não excede a capacidade do veículo que os visita. O grafo auxiliar 
contém uma aresta ( )1,i j−  associada a cada subsequência ( )1, ,...,i i jCr Cr Cr+  viável, e a 
decodificação dos cromossomos é executada por um algoritmo de programação dinâmica que 
encontra um caminho mínimo do nó 0  ao nó 1n +  neste grafo. Cada aresta do caminho mínimo 
obtido consiste em uma rota que se inicia no depósito, percorre os clientes de sua subsequência 
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associada e retorna ao depósito. Os algoritmos meméticos superam àqueles propostos por Taillard 
(1999) e Tarantilis et al. (2004) para o PRVH, mas obtêm resultados inferiores aos da heurística 
record-to-record (Li et al., 2007).  
Outra abordagem unificada é proposta por Tütüncü (2010), englobando o PRVH e uma 
nova variante deste problema que inclui backhauls. Tal abordagem emprega uma heurística de 
OMA constituída de três fases, a saber, fase construtiva, fase de aprendizagem e fase de busca 
local. Essa heurística é incorporada a um sistema de apoio à decisão com uma interface gráfica 
para seus usuários. São conduzidos experimentos computacionais com as instâncias do PDRFH 
propostas por Golden et al. (1984), as instâncias do PRVH sugeridas por Taillard (1999) e com 
novas instâncias que o autor introduz para o PRVH com backhauls. A abordagem obtém soluções 
de alta qualidade, no entanto, é superada por algoritmos da literatura tais como o de Taillard (1999) 
e o de Tarantilis et al. (2003). Outras heurísticas que empregam a OMA são propostas por Euchi e 
Chabchoub (2010) e Li et al. (2010a). No primeiro trabalho, soluções são construídas a partir de 
rotas armazenadas em uma estrutura de memória e, posteriormente, melhoradas pela aplicação 
sucessiva de uma heurística baseada em arrependimento e de um algoritmo de busca tabu. Ao 
término destas etapas, a memória é atualizada e o método prossegue até que se atinja um critério 
de parada. A heurística obtém novas melhores soluções para as instâncias de Taillard (1999) e de 
Li et al. (2007). O método proposto no segundo trabalho tem uma estrutura similar, utilizando uma 
memória adaptativa para a construção de múltiplas soluções provisórias que também são 
melhoradas por um algoritmo de busca tabu. Adicionalmente, são sugeridos algoritmos de 
religação de caminho que podem ser utilizados como mecanismos de diversificação e 
intensificação. Também são obtidas novas melhores soluções para as instâncias de Taillard (1999). 
Brandão (2011) sugere um algoritmo de busca tabu para o PRVH que encontra novas 
melhores soluções para quatro das cinco instâncias sugeridas por Li et al. (2007), além de 
apresentar um bom desempenho para as instâncias de Taillard (1999) e para um conjunto de quatro 
novas instâncias com até 199 clientes introduzidas pelo autor. O método é iniciado com uma 
heurística que gera uma solução a partir de rotas gigantes em uma estratégia do tipo roteia-primeiro 
e agrupa-segundo. Na sequência, esta solução é melhorada por meio de um algoritmo de busca 
tabu. O método ainda contempla estratégias de diversificação e intensificação.  
A abordagem roteia-primeiro e agrupa-segundo volta a ser aplicada por Duhamel et al. 
(2012) na proposição de um método híbrido que combina o greedy randomized adaptive search 
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procedure (GRASP) e uma busca local evolutiva. Este método usa a codificação de rotas gigantes 
e contempla um novo algoritmo de divisão para transformá-las em soluções completas do PRVH 
ou do PDRFH. São realizados diversos experimentos computacionais com instâncias sugeridas por 
Golden et al. (1984), Taillard (1999) e com um novo conjunto de 96 instâncias realísticas do PRVH 
com até 255 clientes. Os resultados demonstram que o método é flexível e competitivo, embora 
não supere alguns dos algoritmos acima mencionados. Uma versão multithread deste método 
híbrido pode ser encontrada em Duhamel et al. (2013).  
Liu (2013) propõe um algoritmo memético com uma estrutura similar àquela do 
algoritmo de Prins (2009), incluindo uma rotina mais simples para a decodificação dos 
cromossomos em soluções do PRVH. Testes computacionais são executados com as instâncias de 
Taillard (1999) mostrando que o algoritmo é competitivo com outros da literatura tais como os 
sugeridos por Taillard (1999), Tarantilis et al. (2004), Gencer et al. (2006), Li et al. (2007), Prins 
(2009), Baldacci e Mingozzi (2009) e Li et al. (2010a), entre outros. 
Uma heurística baseada em programação matemática, ou matheurística, que pode ser 
acoplada a outros algoritmos é apresentada por Naji-Azimi e Salari (2013). A partir de uma solução 
completa do PRVH, este método aplica um procedimento de melhoria que remete ao arcabouço de 
destruição-e-reconstrução da metaheurística de busca em vizinhança grande ou large 
neighbourhood search (LNS). Neste procedimento, clientes são selecionados, removidos da 
solução inicial e recombinados em rotas parciais por meio de uma heurística de geração de colunas. 
Em uma última etapa, tais rotas parciais são realocadas na solução destruída pela resolução de um 
problema de PIM. Os autores mostram por meio de testes com as instâncias de Taillard (1999) que 
a matheurística é eficaz para a melhoria das soluções geradas por outros métodos de solução. 
Kochetov e Khmelev (2015) revisitam a abordagem roteia-primeiro e agrupa-segundo 
na proposição de um novo algoritmo para o PRVH. Os autores sugerem um método de busca local 
para a construção de rotas gigantes e um método baseado em relaxação lagrangeana para a 
execução da operação de divisão necessária para a decodificação das rotas. Experimentos 
computacionais são conduzidos com as instâncias de Duhamel et al. (2012), para as quais 15 novas 
melhores soluções são encontradas.  
Um método bioinspirado é proposto Simić et al. (2015) combinando um algoritmo 
genético e um algoritmo de vagalumes para a resolução do PRVH. Os autores analisam instâncias 
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de um problema real de uma indústria de processamento de carnes na Sérvia e obtêm resultados 
superiores aos gerados pela ferramenta de planejamento da empresa. 
Outra família de algoritmos unificados para o PRVH e para o PDRFH pode ser 
encontrada nos trabalhos de Subramanian et al. (2012), Penna et al. (2013, 2017) e Kramer et al. 
(2016). Penna et al. (2013) propõem um método que conjuga as metaheurísticas de busca local 
iterada e de busca em vizinhança variável ou variable neighbourhood search (VNS). Em 
Subramanian et al. (2012) este método é combinado à uma formulação de particionamento de 
conjuntos que é solucionada por um solver de PIM, resultando em uma matheurística de alto 
desempenho. Em Kramer et al. (2016), a metaheurística híbrida sugerida em Penna et al. (2013) é 
aplicada a um problema real enfrentado por uma indústria de bebidas brasileira. Mais recentemente, 
Penna et al. (2017) generalizam a matheurística proposta por Subramanian et al. (2012) obtendo 
um algoritmo bastante abrangente e capaz resolver variantes de problemas com frotas heterogêneas 
envolvendo diferentes atributos tais como coletas e entregas, múltiplos depósitos, janelas de tempo, 
backhauls, dependência de acessibilidade e entregas fracionados. Este método foi testado em um 
amplo conjunto de instâncias e foi capaz de melhorar 71,70% das melhores soluções conhecidas 
para diversas variantes do PRV com frotas heterogêneas. 
Em outro trabalho bastante recente, Derbel et al. (2017) propõem uma metaheurística 
VNS para o PRVH. Os autores realizam testes com instâncias extraídas dos trabalhos de Taillard 
(1999), Li et al. (2007) e Brandão (2011), comparando o desempenho do algoritmo proposto ao 
das heurísticas sugeridas por Taillard (1999), Tarantilis et al. (2004), Li et al. (2007), Subramanian 
et al. (2012), Li et al. (2010a) e Liu (2013). Os resultados mostram que a metaheurística VNS é 
competitiva em relação às demais para os três conjuntos de instâncias avaliados e, além disso, 
obtém novas melhores soluções para uma instância do conjunto de Taillard (1999), 4 instâncias do 
conjunto de Li et al. (2007) e uma instância do conjunto de Brandrão (2011). 
1.2 PROBLEMAS COM FROTA HETEROGÊNEA E JANELAS DE TEMPO 
Poucos são os métodos de solução projetados especificamente para o PRVHJT na 
literatura, prevalecendo algoritmos para o problema de dimensionamento e roteamento de frota 
heterogênea com janelas de tempo (PDRFHJT), dentre os quais destacam-se:  
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heurísticas construtivas (Dullaert et al. 2002; Liu e Shen, 1999a, 1999b); metaheurística de 
destruição-e-reconstrução (Dell’Amico et al. 2007); scatter search (Belfiore e Fávero, 2007); 
deterministic annealing (Bräysy et al. 2008); metaheurística híbrida busca tabu e VNS 
(Paraskevopoulos et al. 2008; Luo e Fu, 2010); metaheurística híbrida busca local guiada e 
threshold accepting (Bräysy et al. 2009); heurística de OMA (Repoussis e Tarantilis, 2010); 
algoritmos genéticos (Prieto et al. 2001; Koç et al. 2015; Vidal et al. 2014); e metaheurística 
random jump (Bräysy et al. 2018).  
Embora o PRVHJT seja menos estudado, nosso levantamento bibliográfico revelou que 
diversos autores abordam extensões deste problema com atributos adicionais, na maioria das vezes, 
provenientes de aplicações reais. Nas seções subsequentes, primeiramente apresentamos uma 
revisão dos métodos de solução propostos para o PRVHJT e, então, listamos as diferentes extensões 
deste problema identificadas na literatura. 
1.2.1 Métodos exatos 
De nosso conhecimento, o primeiro método exato para um problema com frota 
heterogênea e janelas de tempo não foi sugerido para o PRVHJT, mas para a sua contraparte com 
frota ilimitada. Trata-se do trabalho de Ferland e Michelon (1988), que apresenta uma discussão 
teórica sobre a possível extensão para o PDRFHJT de dois algoritmos de branch-and-bound 
originalmente propostos para o PRVJT, a saber, o método baseado em geração de colunas de 
Desrosiers et al. (1984) e na relaxação das restrições de janelas de tempo de Desrosiers et al. (1985). 
Não são apresentados resultados computacionais para nenhuma das extensões. 
Bettinelli et al. (2011) apresentam um algoritmo de branch-and-cut-and-price para o 
PRVHJT com múltiplos depósitos (PRVHJTMD). Seja  1,...,n  um conjunto de clientes,  um 
conjunto de depósitos e  um conjunto de tipos distintos de veículos tal que km  veículos são 
disponibilizados para cada k . Assuma que o conjunto hk  abrange todas as rotas factíveis 
associadas a um par ( ), , , ,h k h k   com a restrição de que no máximo hg  rotas partem de um 
mesmo depósito h . Considere ainda os coeficientes binários ira , que assumem o valor  
1ira = , se o cliente  1,...,i n  pertence à rota , , ,hkr h k   e 0ira = , caso 
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contrário; e as variáveis binárias rx , que assumem o valor 1rx = , se a rota r  é selecionada na 
solução do PRVHJTMD, e 0rx = , caso contrário. O algoritmo de Bettinelli et al. (2011) é baseado 
no seguinte modelo matemático 
 min
hk
r r
h k r
c x
  
 
 
  (1.17) 
                  1 1,...,
hk
ir r
h k r
a x i n
  
  
 
      (1.18) 
                 
hk
r k
h r
x m k
 
  
  
      (1.19) 
                 
hk
r h
k r
x g h
 
  
  
      (1.20) 
  
,
0,1r hk
k h
x r
 
       (1.21) 
no qual rc  denota o custo de cada rota 
,
hk
k h
r
 
  . A função objetivo (1.17) minimiza o custo 
das rotas selecionadas na solução do problema. As restrições de cobertura (1.18) asseguram que 
todos os clientes sejam visitados. As restrições (1.19) e (1.20) limitam o número de rotas associadas 
a cada tipo de veículo k  e a cada depósito h , respectivamente. Em (1.21), encontra-se o 
domínio das variáveis de decisão. Como o número de variáveis rx  cresce exponencialmente com a 
cardinalidade de  1,...,n , o problema é solucionado por geração de colunas. Neste caso, o 
problema mestre consiste na relaxação linear da formulação (1.17) – (1.21), enquanto os 
subproblemas apresentam a estrutura do problema do caminho mínimo elementar com restrições 
de recursos (PCMERR). O método exato sugerido por Bettinelli et al. (2011) inclui algoritmos de 
programação dinâmica exatos e heurísticos para resolução do PCMERR, uma rotina de geração de 
cortes para a formulação (1.17) – (1.21) e diferentes estratégias de ramificação para a obtenção 
soluções inteiras a partir do algoritmo de geração de colunas. São realizados testes computacionais 
com instâncias do PDRFHJT propostas por Liu e Shen (1999b), instâncias do PRVJT com 
múltiplos depósitos sugeridas por Cordeau et al. (2001a) e novas instâncias do PRVHJTMD 
introduzidas pelos autores. Os resultados obtidos demonstram que o algoritmo proposto é eficaz 
para instâncias de pequeno porte com até 25 clientes, mas tem sua eficácia reduzida para instâncias 
maiores.  
Os demais algoritmos ótimos propostos na literatura, foram projetados para versões 
multiatributo do PRVHJT. Bettinelli et al. (2014) apresentam um algoritmo de branch-and-price 
para um PRVHJTMD com atributos de coleta e entrega e janelas de tempo violáveis.  
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O componente-chave deste método consiste no algoritmo de programação dinâmica utilizado na 
resolução dos subproblemas de geração de colunas, que consistem em variantes do PCMERR com 
janelas de tempo violáveis e restrições de coleta e entrega. Os autores reportam soluções ótimas 
para instâncias com até 75 clientes baseadas nos trabalhos de Li e Lim (2003) e Ropke e Cordeau 
(2009). Dayarian et al. (2015) sugerem um algoritmo de branch-and-price para um PRVHJTMD 
envolvendo atividades de coleta e redistribuição, baseado em uma indústria de laticínios de 
Quebec. Neste problema, veículos de uma frota heterogênea são posicionados em diferentes 
depósitos e têm que: (i) visitar um conjunto de produtores de matéria-prima respeitando suas 
respectivas janelas de tempo; (ii) entregar o produto coletado em fábricas; e (iii) retornar a seus 
depósitos de origem. Os autores realizam testes envolvendo instâncias com até 2 depósitos, 50 
produtores e 3 fábricas. Oesterle e Bauernhansl (2016) propõem uma formulação de PIM para o 
PRVHJT com restrições de coleta e entrega, capacidade de manufatura e intervalos para descanso 
dos motoristas. Um procedimento de agrupamento de clientes para a redução do espaço de busca é 
sugerido, e são reportadas soluções ótimas para instâncias de pequeno porte extraídas de um estudo 
de caso conduzido em uma indústria alimentícia localizada na Romênia.  
1.2.2 Métodos heurísticos 
Os primeiros métodos heurísticos projetados especificamente para o PRVHJT são os 
algoritmos de busca tabu sugeridos por Semet e Taillard (1993) e Rochat e Semet (1994) para a 
resolução de problemas de distribuição reais enfrentados por empresas suíças. No entanto, ambos 
os trabalhos consideram restrições adicionais tais como dependência de acessibilidade, duração 
máxima das rotas e intervalos para descanso dos motoristas. Os algoritmos de busca tabu se 
mostraram mais efetivos que os métodos de planejamento adotados pelas empresas. 
De nosso conhecimento, o PRVHJT sem restrições adicionais é considerado em apenas 
dois trabalhos, a saber, Paraskevopoulos et al. (2008) e Koç et al. (2015). No primeiro trabalho, 
propõe-se um algoritmo de duas fases. A primeira fase consiste em uma heurística de inserções 
paralelas que gera uma população de soluções para o problema e, na segunda fase, tais soluções 
são melhoradas por uma metaheurística híbrida que combina busca tabu e VNS. O algoritmo de 
duas fases é aplicado com sucesso na resolução de 168 instâncias do PDRFHJT propostas por Liu 
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e Shen (1999b) e de um subconjunto de 24 destas instâncias que foram adaptadas para o PRVHJT 
pelos autores. No segundo trabalho, é proposto o hybrid evolutionary algorithm (HEA) que 
combina um algoritmo genético com a metaheurística LNS. Testes computacionais com as mesmas 
instâncias do PDRFHJT e do PRVHJT utilizadas por Paraskevopoulos et al. (2008) evidenciam 
que o HEA consiste em uma metaheurística estado-da-arte para ambos os problemas. 
Observamos que, nestes trabalhos, dois tipos de função objetivo são consideradas para 
o PRVHJT: (i) somatório dos custos fixos dos veículos e do tempo total de viagem dos mesmos, 
incluindo eventuais tempos de espera gastos nos clientes; e (ii) somatório dos custos fixos dos 
veículos e da distância percorrida pelos veículos. O primeiro tipo de função objetivo é estudado 
por ambos os autores, enquanto o segundo tipo é introduzido por Koç et al. (2015) com base em 
estudos anteriormente conduzidos para o PDRFHJT (Bräysy et al., 2008, 2009). Em nosso trabalho, 
adotamos a segunda alternativa.  
1.2.3 Outras extensões 
Após os estudos de caso conduzidos por Semet e Taillard (1993) e Rochat e Semet 
(1994), diversos autores abordaram extensões do PRVHJT envolvendo diferentes atributos, dentre 
os quais podemos destacar: janelas de tempo violáveis; funções objetivo especiais; possibilidade 
do não atendimento de clientes mediante custos de penalização (clientes opcionais); restrições de 
duração máxima das rotas; emissão de poluentes; múltiplos depósitos; coletas e entregas; 
backhauls; dependência de acessibilidade; múltiplos produtos; e cross-docking. 
Yepes e Medina (2006) consideram uma variante do PRVHJT com restrições de janelas 
de tempo violáveis e com uma função objetivo que incorpora aspectos econômicos, tais como 
penalizações de cargas horárias excessivas dos motoristas. Os autores sugerem um procedimento 
heurístico de três estágios para a sua resolução. Primeiramente, uma população de soluções é 
construída por um método GRASP e, a seguir, um procedimento evolutivo que aplica a 
metaheurística VNS aos indivíduos de cada geração é acionado. Ao término da fase evolutiva, o 
melhor indivíduo obtido é submetido a uma rotina de pós-otimização.  
Outra função objetivo especial é apresentada por Jiang et al. (2014), que estudam uma 
variante do PRVHJT com clientes opcionais e restrições de duração máxima das rotas. Os autores 
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apresentam uma função objetivo hierárquica que prioriza a maximização do número de clientes 
atendidos e contempla a minimização dos custos fixos e variáveis das rotas como objetivos 
secundários. É sugerido um algoritmo composto por duas fases, tal que a primeira consiste em uma 
extensão do algoritmo de busca tabu proposto por Lau et al. (2003) para o PRVJT, e a segunda fase 
é um procedimento de pós-otimização que aplica outro algoritmo de busca tabu com movimentos 
que visam à substituição de veículos de grande capacidade por veículos menores. A eficácia do 
método é demonstrada por meio de testes conduzidos com instâncias introduzidas pelos autores 
para esta nova variante e com instâncias de outros problemas de roteamento como o PRVJT 
(Solomon, 1987), o PDRFHJT (Liu e Shen, 1999), o PDRFH (Choi e Tcha, 2007; Golden, 1984; 
Taillard, 1999); e o PRVH (Taillard, 1999). 
Também são sugeridas na literatura funções objetivo que incorporam aspectos 
ambientais. Yang et al. (2015) propõem uma versão multiobjetivo do PRVHJT com restrições de 
janelas de tempo violáveis e custos de emissão de poluentes. O problema é solucionado por um 
algoritmo genético que pondera três objetivos, a saber, minimização dos custos de transporte, 
minimização das penalidades por violação das janelas de tempo e minimização da emissão de 
poluentes. Gan et al. (2016) também consideram janelas de tempo violáveis, mas trabalham com 
uma única função objetivo que engloba custos de viagem, custos de penalidade, consumo de 
combustível e comercialização de créditos de carbono. Este problema estende aquele analisado por 
Gan et al. (2015) e é solucionado por um algoritmo de otimização por enxame de partículas 
(particle swarm optimization), testado em instâncias de pequeno porte com até 15 clientes. 
Além dos trabalhos já mencionados de Bettinelli et al. (2011, 2014) e Dayarian et al. 
(2015), múltiplos depósitos também são abordados por outros autores.  Dondo et al. (2003) 
apresentam um modelo matemático para o PRVHJTMD com restrições de duração máxima das 
rotas e de janelas de tempo violáveis. O modelo é resolvido por um solver de PIM gerando soluções 
ótimas para instâncias de pequeno porte. O mesmo problema volta a ser estudado por Dondo e 
Cerdá (2006, 2007). No trabalho publicado em 2007, os autores propõem uma matheurística 
baseada no enfoque agrupa-primeiro e roteia-segundo que contempla as seguintes fases:  
(i) formação de agrupamentos ou clusters de clientes por meio de um procedimento heurístico;  
(ii) designação de clusters aos veículos e alocação de veículos aos depósitos através da resolução 
de um modelo matemático por um solver de PIM; e (iii) otimização das rotas de cada veículo 
utilizando o solver de PIM. No trabalho publicado em 2006, é apresentada uma matheurística de 
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melhoria baseada no algoritmo sweep (Gillet e Miller, 1974). Um modelo matemático é construído 
para definir uma vizinhança da solução corrente com base em coordenadas polares. A resolução 
deste modelo permite a troca de clientes entre diferentes veículos e alterações na sequência dos 
clientes visitados nas rotas. Experimentos computacionais mostram que esta matheurística 
promove a melhoria das soluções geradas pelo método de três fases publicado no artigo de 2007. 
Dondo et al. (2008) estendem a matheurística sweep para o PRVHJT com coletas e entregas. 
Problemas com frotas heterogêneas, múltiplos depósitos e janelas de tempo violáveis 
também são estudados por Xu et al. (2012), Yang et al. (2013) e Xu e Jiang (2014). Estes trabalhos 
propõem metaheurísticas VNS para a resolução do problema e realizam experimentos com as 
instâncias propostas por Golden et al. (1984) para o PDRFH. Xu e Jiang (2014) ainda aplicam este 
algoritmo a um problema prático relacionado ao projeto de uma grande rede de abastecimento de 
água na China. Uma revisão bibliográfica sobre o PRVHJTMD e variantes correlatas pode ser 
encontrada em Rabbouch et al. (2018).   
Outro atributo abordado na literatura do PRVHJT é a possibilidade de backhauls. 
Nestes problemas, há pontos de entrega (linehauls) e pontos de coleta (backhauls), existindo duas 
principais variantes: (i) pontos de entrega necessariamente antecedem os pontos de coleta; e  
(ii) pontos de coleta e entrega podem ser intercalados (mixed-backhauls). No PRVHJT com 
backhauls, todas as mercadorias coletadas têm como destino o depósito, ao contrário do PRVHJT 
com coletas e entregas (pick-up and delivery), no qual o transporte de cargas é feito entre os 
diferentes clientes. Problemas com mixed-backhauls foram recentemente estudados por 
Belmecheri et al. (2009, 2010, 2013) e Berghida e Boukra (2015a, 2015b).  
Belmecheri et al. (2009) propõem um algoritmo de colônia de formigas e mostram sua 
eficiência ao compará-lo a uma heurística multistart. Este algoritmo de colônia de formigas é 
superado pelo método de otimização por enxame de partículas apresentado pelos mesmos autores 
em Belmecheri et al. (2010, 2013). Outros algoritmos bionspirados são propostos para esta variante 
em Berghida e Boukra (2015a, 2015b), melhorando algumas das soluções encontradas por 
Belmecheri et al. (2013). 
Em diversas situações práticas, ocorrem restrições de dependência de acessibilidade. 
Seixas e Mendes (2013) abordam uma variante do PRVHJT que inclui este atributo e também 
restrições referentes à carga diária de trabalho dos motoristas. São propostos uma heurística 
construtiva e um algoritmo de busca tabu para a resolução do problema. Os autores solucionam 
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instâncias com até 50 clientes, e limitantes inferiores obtidos por um método de geração de colunas 
atestam a qualidade das soluções encontradas. Mais recentemente, Zare-Reisabadi e 
Mirmohammadi (2015) estudam um PRVHJT com restrições de janelas de tempo violáveis e 
dependência de acessibilidade, propondo duas metaheurísticas para a sua resolução, a saber, um 
algoritmo de busca tabu e um algoritmo de colônia de formigas. Experimentos computacionais 
indicam uma superioridade do algoritmo de colônia de formigas em relação ao de busca tabu. 
Outro atributo de ordem prática é considerado por De la Cruz et al. (2013), referindo-
se ao transporte de múltiplos produtos. Neste contexto, a demanda dos clientes não é definida pela 
quantidade de itens solicitada, mas pelas características de peso e volume do mix de produtos 
requisitados. Os autores sugerem um algoritmo de colônia de formigas e o combinam a um 
algoritmo de busca tabu que opera como um procedimento de pós-otimização. São realizados testes 
com instâncias baseadas nos trabalhos de Solomon (1987) e Homberger e Gehring (1999). 
Em um trabalho recente, Dondo e Cerdá (2015) integram o PRVHJT a decisões de 
cross-docking. O problema resultante é bastante complexo envolvendo a designação de docas aos 
veículos e o sequenciamento de rotas de coleta e de entrega de mercadorias, dentre outros atributos. 
É apresentada uma formulação de PIM para o problema e sugerida uma matheurística baseada no 
algoritmo sweep (Gillet e Miller, 1974). 
Nosso levantamento bibliográfico identificou 27 estudos de caso publicados entre 2006 
e 2018 envolvendo modelos ricos do PRVHJT. Além dos atributos já mencionados, tais modelos 
incluem outros como: carregamento tridimensional; coletas e/ou entregas fracionadas; problemas 
full truckload; intervalo para descanso dos motoristas; atribuição de níveis de prioridade aos 
clientes; problemas dinâmicos; e subcontratação de veículos. A Tabela 1.1 resume as extensões do 
PRVHJT encontradas na literatura, os estudos de caso associados e os diferentes métodos de 
solução sugeridos pelos autores. Note a grande variedade das áreas de aplicação e a abrangência 
geográfica dos estudos conduzidos. 
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Tabela 1.1 – Extensões do PRVHJT encontradas na literatura. 
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CAPÍTULO 2  
 
DECOMPOSIÇÃO DE BENDERS PARA PROBLEMAS DE 
ROTEAMENTO DE VEÍCULOS COM FROTA HETEROGÊNEA 
E JANELAS DE TEMPO 
2.1  OTIMIZAÇÃO DE SISTEMAS DE GRANDE PORTE 
Durante as décadas de 1960 e 1970, houve um grande avanço em uma subárea da 
otimização denominada otimização de sistemas de grande porte (Geoffrion, 1970a, 1970b, 1971; 
Lasdon, 1970). O termo “grande porte” não está associado apenas ao tamanho das instâncias de 
um problema, mas também à sua estrutura, que se baseia em conceitos classificados em dois 
grupos, a saber, reformulação dos problemas e estratégias de solução. A reformulação de um 
problema consiste em expressá-lo de forma alternativa, facilitando sua resolução. Uma estratégia 
comumente utilizada é a decomposição de conjuntos de variáveis ou de restrições a fim de que se 
obtenham subproblemas com estruturas especiais. Exemplos clássicos são a decomposição de 
Benders (Benders, 1962; Geoffrion, 1972), a decomposição de Dantzig-Wolfe (Dantzig e Wolfe, 
1960) e a relaxação lagrangeana (Everett, 1963). Por outro lado, as estratégias de solução 
transformam um problema em uma sequência de problemas mais simples. Por exemplo, restrições 
podem ser relaxadas quando problemas demasiadamente grandes são abordados. 
Originalmente, a decomposição de Dantzig-Wolfe foi aplicada a problemas de 
programação linear com uma estrutura bloco-angular e a relaxação lagrangeana foi aplicada à 
otimização não-linear. A decomposição de Benders foi desenvolvida para otimizar problemas de 
PIM com um conjunto de variáveis inteiras e um conjunto de variáveis contínuas. Para um 
programa linear (PL), a decomposição de Benders é relacionada à decomposição de Dantzig-Wolfe 
e à relaxação langrangeana. Neste caso, Lasdon (1970) e Lim (2010) mostram que a decomposição 
de Benders corresponde ao problema dual da decomposição de Dantzig-Wolfe e equivale à 
aplicação de um método de planos de corte à relaxação lagrangeana do problema. Para um 
excelente referencial teórico sobre a aplicação destes métodos em PIM, veja Vanderbeck e Wolsey 
(2010). 
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A relaxação lagrangeana para PI foi desenvolvida por Geoffrion (1974) e Desrosiers 
(1984) foi o primeiro autor a propor a decomposição de Dantzig-Wolfe, também conhecida como 
geração de colunas (Gilmory e Gomory, 1961), para solucionar o PRVJT. A decomposição de 
Benders clássica ou tradicional foi estendida para outros problemas de programação matemática.  
Geoffrion (1972) e Cai et al. (2001) propuseram extensões para problemas de programação não-
linear convexa e não-convexa, respectivamente. A decomposição de Benders também foi estendida 
para os contextos de programação por restrições (Hooker, 2000; Hooker e Ottosson, 2003), 
programação multiestágio (Lorentz e Wolf, 2015), programação estocástica (Van Slyke e Wets, 
1969), PI (Laporte et al., 1993; Carøe e Tind, 1998; Chu e Xia, 2004, 2005) e PIM (Jain e 
Grossmann, 2001; Sherali e Fraticelli, 2002). 
A decomposição de Benders ganhou notoriedade devido à sua aplicação no 
desenvolvimento de algoritmos ótimos para problemas de programação linear estocástica (Van 
Slyke e Wets, 1969) e por ter sido utilizada com sucesso na resolução de um problema de projeto 
de redes de distribuição de grande porte em uma importante indústria alimentícia (Geoffrion e 
Graves, 1974). Este último foi formulado como um PIM envolvendo 11854 restrições, 727 
variáveis binárias e 23513 variáveis contínuas. Os trabalhos supramencionados possuem mais de 
mil citações.  
A partir daí, a decomposição de Benders foi aplicada a uma grande variedade de 
problemas determinísticos, tais como problemas de projetos de redes (Costa, 2005) e problemas de 
localização de concentradores (de Camargo et al., 2008), e estocásticos, tais como problemas de 
telecomunicações (Botton et al., 2103) e problemas de planejamento de sistemas de produção e 
distribuição (Adulyasak et al., 2015). 
A Tabela 2.1 apresenta um levantamento bibliográfico com aplicações da 
decomposição de Benders clássica. Na sequência, este método é descrito de forma detalhada. 
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Tabela 2.1 – Aplicações da decomposição de Benders. 
Referências Aplicações 
Aardal e Larsson (1990), Bahl e Zionts (1987), Behnamian (2015),  
Guyon et al. (2010), Liaw (1998), M’Hallah e Al-Khamis (2015), 
Redwine e Wismer (1974), Saharidis e Ierapetritou (2010, 2013), 
Sen e Bülbül (2015) 
Planejamento da produção 
Adulyasak et al. (2015), de Matta et al. (2015), Dogan e 
Goetschalckx (1999), Osman e Demirli (2012a) 
Problemas integrados de planejamento da produção e 
distribuição 
Agarwal e Ergun (2008), Rana e Vickson (1991) Planejamento de transporte marítimo 
Altay et al. (2008) Problema da mochila com setups 
Arslan e Karasan (2016) 
Localização de estações de recarga para veículos híbridos 
plug-in 
Azad et al. (2013), Bidhandi et al. (2009), Easwaran e Üster (2009, 
2010), Jeihoonian et al. (2016), Mariel e Minner (2017), Memişoğlu 
e Üster (2016), Pishvaee et al. (2014), Roni et al. (2014), Santibanez-
Gonzalez e Diabat (2013), Shaw et al. (2016), Üster et al. (2007) 
Projeto da cadeia de suprimentos 
Behdani et al. (2013) 
Maximização do tempo de vida de redes de sensores sem 
fio 
Bektas (2012), Errico et al. (2016), Wiel e Sahinidis (1996) Extensões do problema do caixeiro viajante 
Bektas et al. (2007, 2008), Gzara e Erkut (2011),  
Kewcharoenwong e Üster (2014), Ljubić et al. (2012),  
Randazzo et al. (2001), Zhang et al. (2007) 
Otimização de redes de telecomunicações 
Bidhandi (2006), Hazir et al. (2010) Planejamento de projetos 
Binato et al. (2001), Coté e Laughton (1979), Jenabi et al. (2013, 
2015), MacRae et al. (2016), Teimourzadeh e Aminifar (2016) 
Problemas de planejamento de geração e distribuição de 
energia elétrica 
Botton et al. (2013, 2015), Garg e Smith (2008) Projeto de redes com tolerância a falhas 
Çakir (2009), Cordeau et al. (2006), Geoffrion e Graves (1974),  
Sharma et al. (1991), Üster e Agrahari (2011), Üster e 
Kewcharoenwong (2011) 
Projeto de redes logísticas 
Canto (2008), da Silva et al. (2000), Squires e Hoffman (2015), 
Wang et al. (2016) 
Programação de atividades de manutenção 
Cao et al. (2010) 
Programação de gruas e caminhões em operações 
portuárias 
Contreras et al. (2011, 2012), de Camargo et al. (2008, 2009, 2011),  
de Sá et al. (2013, 2015a, 2015b), Gelareh e Nickel (2011) 
Problema de localização de concentradores em redes 
Cordeau et al. (2000, 2001b) Planejamento de transporte ferroviário 
Cordeau et al. (2001c), Haouari et al. (2011), Li et al. (2006),  
Mercier (2008), Mercier e Soumis (2007), Mercier et al. (2005), 
Papadakos (2009), Sandhu e Klabjan (2006, 2007),  
Sherali et al. (2010, 2013) 
Planejamento de transporte aéreo 
Elhedhli et al. (2014) Classificação de propostas de empreendimento 
Erdogan et al. (2014) 
Balanceamento de sistemas de compartilhamento de 
bicicletas 
Gendron et al. (2014) Problema do conjunto dominante conexo mínimo 
Ghotboddini et al. (2011), Heragu e Chen (1998) Projeto de células de manufatura 
Haddadi (2017) Problema de cobertura por conjuntos 
Kumar et al. (2016) Planejamento urbano 
Lin et al. (2016) Planejamento de radioterapia de intensidade modulada 
Lusby et al. (2016) Planejamento de turnos de trabalho 
Maher e Murray (2016) Análise do sequenciamento de genes 
Mesquita et al. (2013), Sexton e Bodin (1985a, 1985b), Sexton e 
Choi (1986), Wu et al. (2005) 
Planejamento de transporte rodoviário 
Morosan et al. (2011) Controle de sistemas de aquecimento 
Osman e Demirli (2012b), Torabi et al. (2015) Problemas de localização e gestão de estoques 
Riera-Ledesma e Salazar-González (2007) 
Localização de erros em procedimentos de limpeza de 
dados 
Sen et al. (2015) Projeto de bancos de dados distribuídos 
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2.2 DECOMPOSIÇÃO DE BENDERS 
Considere o seguinte problema de PIM com um conjunto de variáveis inteiras e um 
conjunto de variáveis contínuas  
min T Tz c x d y= +  
(PIM) Ax Dy b+   (2.1)  
 ,
n px y Z+ +   
e admita que existe uma solução ótima para o mesmo. A decomposição de Benders (Benders, 1962) 
reformula o problema por meio de mecanismos de projeção, linearização externa e relaxação 
(Geoffrion, 1970a, 1970b). A projeção é realizada no espaço das variáveis complicadoras, que 
correspondem às variáveis inteiras do PIM, gerando o seguinte problema 
 min [ min { : }]
p n
T T
y Z x
z d y c x Ax b Dy
+ + 
= +  −  (2.2) 
O problema definido nas variáveis x  
 ( ) min { : }
n
T
x
h y c x Ax b Dy
+
=  −  (2.3) 
consiste em um PL parametrizado pelos valores do vetor y , denominado subproblema de Benders 
(SPB). Seu valor ótimo gera um limitante superior para a solução ótima do PIM. 
O problema dual de ( )h y  é denotado por 
 ( ) max { ( ) : }
m
T T T
u
g y u b Dy u A c
+
= −   (2.4) 
no qual a função ( )g y é maximizada sobre o poliedro { : }
m T TU u u A c+=   , que não depende 
de y . Se U = , então para qualquer y  o problema (2.3) não tem solução, o que não é possível 
dada a premissa de existência de uma solução ótima. Se a solução de (2.4)  é ilimitada para qualquer 
valor de y , então (2.3) é infactível para todo y , o que novamente não é possível devido a mesma 
premissa. 
Sejam 1{ ,..., }pP u u=  e 1{ ,..., }qQ w w=  os conjuntos de pontos extremos e de raios 
extremos do poliedro U , respectivamente. O problema (2.3) tem soluções factíveis, se e somente 
se, o subproblema dual (2.4) tem um valor ótimo finito, isto é, se satisfaz as restrições 
 ( ) ( ) 0 1,...,
T
lw b Dy l q−  =  (2.5) 
caso contrário, ( ) ( )
T
lw b Dy − → , quando  →  ao longo do raio extremo lw . 
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Portanto, o mecanismo de projeção empregado resulta no problema (2.1) sujeito às 
restrições adicionais (2.5). Devido a (2.4), o valor da função ( )h y  em (2.3) é 
1
max {( ) ( )}Tj
j p
u b Dy
 
−  
para todo y  factível em (2.3) com as restrições adicionais (2.5). Deste modo, (2.2) pode ser 
reescrito como 
 
1
min [ max {( ) ( )}]
p
T T
j
j py Z
z d y u b Dy
+  
= + −   
Como o máximo é o menor limitante superior, obtém-se o seguinte problema mestre 
de Benders (PMB) 
 
,
min
py Z

+
 (2.6) 
    ( ) ( ) 1,...,
T T
jd y u b Dy j p+ −  =  (2.7) 
 ( ) ( ) 0 1,...,
T
lw b Dy l q−  =  (2.8) 
Em (2.6) – (2.8), as desigualdades (2.7) são chamadas de cortes de otimalidade e 
eliminam soluções subótimas, enquanto as desigualdades (2.8) são chamadas de cortes de 
factibilidade e excluem soluções que fazem a função dual crescer ilimitadamente.  
Como o número de pontos e raios extremos em problemas de grande porte é enorme, a 
relaxação é uma forma natural de se resolver o PMB. Seja  ˆ 1,...,P p  e  ˆ 1,...,Q q ,  
o problema mestre de Benders relaxado (PMBR) é dado por 
 
,
min
py Z

+
 (2.9) 
(PMBR)    ˆ( ) ( )T Tjd y u b Dy j P+ −    (2.10) 
 ˆ( ) ( ) 0
T
lw b Dy l Q−    (2.11) 
Em (2.9) – (2.11), as restrições (2.10) associadas aos pontos extremos, são cortes de 
otimalidade que eliminam vetores y  subótimos. Por outro lado, as restrições (2.11), associadas 
com os raios extremos, são cortes de factibilidade que eliminam vetores y  infactíveis. Por ser uma 
relaxação, tem-se que o valor ótimo do PMBR é um limitante inferior do valor ótimo do PMB. 
Além disso, para um valor fixo de y , a solução do SPB provê um limitante superior para o PMB. 
Uma iteração k do método de Benders consiste em resolver o PMBR para que se 
obtenha a solução ótima ky . Essa solução é enviada para o SPB, que gera um novo ponto extremo 
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ou um novo raio extremo que é inserido no PMBR como restrição. Este processo iterativo é descrito 
no algoritmo a seguir. A cada iteração k , ( )P k  e ( )Q k denotam os subconjuntos de pontos e raios 
extremos, respectivamente. O algoritmo também mostra que a decomposição de Benders é 
finalizada em um número finito de iterações. 
 
Algoritmo de Benders 
 
(Passo 1) Inicialização  
Faça 1k = . Se os subconjuntos (1) (1)P Q= = , faça 1  arbitrariamente pequeno e 
tome qualquer 
py Z+ . Vá para o passo 3. 
(Passo 2) Resolva o PMBR 
 
 
,
min
py Z

+
  
    ( ) ( ) ( )
T T
jd y u b Dy j P k+ −     
 ( ) ( ) 0 ( )
T
lw b Dy l Q k−     
Se o PMBR gera uma solução ótima ( , )k ky , vá para o passo 3. 
Se o PMBR é ilimitado, faça k  arbitrariamente pequeno e tome qualquer solução 
factível 
py Z+ . Vá para o passo 3. 
(Passo 3) Resolva o SPB 
Se o SPB (2.3) é infactível, então a função objetivo do subproblema dual ( )kg y →  
quando  →  ao longo da direção k ku w+ . Faça ( 1) ( ) { }kP k P k u+ =   e ( 1) ( ) { }kQ k Q k w+ =  . 
Se o SPB (2.3) tem uma solução dual ótima ku , então ( )
T
k k kz h y d y   + .  
Se ( )k kh y  , faça ( 1) ( ) { }kP k P k u+ =   e 1k k= + . Vá para o passo 2.  Se ( )
T
k k kh y d y = + ,  
o método termina e ky  é uma solução ótima. 
O número de iterações do algoritmo de Benders é limitado, uma vez que um novo ponto 
extremo ou raio extremo é gerado a cada iteração. A fim de verificar essa afirmação, considere os 
possíveis resultados de uma dada iteração k : 
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i) ( )kg y →  implica ( ) ( ) 0
T
k kw b Dy−  . Como ky  é factível para o PMBR, então 
( ) ( ) 0Tk kw b Dy−  , portanto, ( )kw Q k . Deste modo, | ( 1) | | ( ) | 1Q k Q k+ = + ; 
ii) Se ( )k kh y    , então ( ) ( ) ( )
T T T T
k k k k k k j kd y u b Dy g y d y u b Dy+ − =   + −  para 
todo ( )ju P k , o que implica ( )ku P k . Consequentemente, | ( 1) | | ( ) | 1P k P k+ = + ; 
iii) Se ( )k kh y = , o método termina e ky  é uma solução ótima do problema. 
Em algumas aplicações, impõe-se um tempo limite de execução para o algoritmo de 
Benders. Outra possibilidade é a definição de um critério de parada associado com o gap de 
otimalidade existente entre o limitante inferior e o limitante superior do método. Nestes casos, 
obtém-se uma solução subótima cuja qualidade pode ser medida pelo gap. 
Evidentemente, a decomposição de Benders é bem-sucedida nos casos em que o 
algoritmo é encerrado muito antes de percorrer o número total de pontos extremos e raios extremos 
existentes. Na prática, o uso de alguma técnica de aceleração é usualmente necessário para que um 
bom desempenho seja obtido. Este tema será discutido mais adiante, no Capítulo 3. 
2.3 DECOMPOSIÇÃO LÓGICA DE BENDERS 
Dualidade é um conceito importante em otimização e Hooker (2012, 2015) classifica 
os problemas duais em dois tipos, a saber, dual de inferência e dual de relaxação. Este último 
compreende as relaxações lagrangeana, surrogate e subaditiva. O autor ainda observa que a 
dualidade é um princípio unificador para métodos de otimização exatos e heurísticos que 
apresentam uma estrutura primal-dual. Para um problema ( ) min :
x
f x x S , no qual ( )f x  é a 
função objetivo definida sobre o conjunto de restrições S , o dual de inferência procura pelo melhor 
limitante inferior possível, por meio de um método específico de dedução lógica. 
A decomposição lógica de Benders (DLB) foi desenvolvida por Hooker (1995, 2000) 
e Hooker e Ottosson (2003) a fim de abordar uma classe mais abrangente de problemas de 
otimização, nos quais o subproblema de Benders não é um PL (Benders, 1962), nem um problema 
não-linear contínuo (Geoffrion, 1972). Por meio dessa nova estratégia de decomposição, o 
subproblema em questão pode ser um PIM, um problema de programação por restrições ou um 
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problema de satisfiability proposicional. A ideia-chave deste método é generalizar o subproblema 
dual da decomposição de Benders clássica por meio de um dual de inferência, cuja solução toma 
forma de uma dedução lógica e gera cortes de Benders. 
A DLB também utiliza os mecanismos de projeção, linearização externa e relaxação, 
mencionados na Seção 2.2, e pode ser aplicada a qualquer classe de problemas de otimização. 
Entretanto, um método de geração de cortes específico tem que ser desenvolvido para cada 
problema e a validade destes cortes tem que ser demonstrada. 
Desde sua proposição, este método tem sido aplicado a uma grande variedade de 
problemas de otimização combinatória, assim como problemas de verificação de circuitos lógicos 
(Hooker, 1995) e diversos problemas de planejamento e programação (Hooker, 2004, 2005a, 
2005b; Benini et al., 2005; Bajestani e Beck, 2013). A Tabela 2.2 contém um levantamento de 
aplicações da DLB encontradas na literatura. 
Tabela 2.2 – Aplicações da decomposição lógica de Benders. 
                 (continua) 
Referências Aplicações 
Bajestani e Beck (2013) Programação da manutenção de aeronaves 
Benini et al. (2005, 2006, 2008, 2011),  
Emeretlis et al. (2015) 
Otimização de software em plataformas multicore 
Benoist et al. (2002) Planejamento de call centers 
Booth et al. (2016) Problema do caixeiro comprador 
Cambazard et al. (2004) Alocação de tarefas em tempo real 
Cheung (2009) Problema do torneio viajante 
Ciré e Hooker (2012), Heching e Hooker (2016) Programação de assistência médica domiciliar 
Ciré et al. (2016), Çoban e Hooker (2013),  
Harjunkoski e Grossmann (2002), 
Hooker (2004, 2005a, 2005b, 2006, 2007),  
Jain e Grossmann (2001) 
Problema de programação de tarefas 
Çoban et al. (2016) Planejamento de projetos 
Corréa et al. (2007) Roteamento de veículos automaticamente guiados  
Delorme et al. (2017) Problema de corte de estoque 
Fazel-Zarandi e Beck (2012) 
Problema de localização de plantas com restrições de 
capacidade e distância 
Fazel-Zarandi et al. (2013) Problema de localização de facilidades e gestão de frota 
Gedik et al. (2016) Alocação de dragas em projetos de infraestrutura aquaviária 
Hamdi e Loukil (2015) Flowshop permutacional 
Harjunkoski e Grossmann (2001) Planejamento da produção na indústria siderúrgica 
Kinable e Trick (2014) Problema de entrega de concreto 
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Tabela 2.2 – Aplicações da decomposição lógica de Benders. 
               (conclusão) 
Referências Aplicações 
Kloimüllner e Raidl (2017) Balanceamento de sistemas de compartilhamento de bicicletas 
Li et al. (2017) Planejamento de atividades portuárias 
Maravelias e Grossmann (2004a, 2004b) Planejamento da produção na indústria química 
Maschler e Raidl (2017) Problema de empacotamento em faixas 
Peterson e Trick (2009) Projeto de redes de transporte 
Raidl et al. (2014, 2015), Riazi et al. (2013) Roteamento de veículos 
Rasmussen e Trick (2007) Programação de competições esportivas 
Riedler e Raidl (2018) Problema dial-a-ride 
Riise et al. (2016) 
Programação do atendimento a pacientes ambulatoriais em 
hospitais 
Roshanaei et al. (2017) Alocação de salas cirúrgicas 
Sung e Lee (2018) Problema de localização de ambulâncias 
Terekhov et al. (2009) Gerenciamento de filas 
Tran et al. (2016) Programação da produção em máquinas paralelas com setups 
Wheatley et al. (2015) 
Problema de localização de centros de serviço e gestão de 
estoques 
Xia et al. (2004) Problema de desvio de tráfego 
A DLB é introduzida de acordo com notação de Hooker e Ottoson (2003). A fim de 
determinar o dual de inferência da decomposição de Benders, considere o seguinte problema de 
otimização 
( )min ,z f x y=  
    ( ),x y S  (2.12) 
,x yx D y D   
no qual ( ),f x y  é uma função real, S  denota o conjunto de restrições envolvendo as variáveis 
x  e y , e Dx e Dy representam os domínios das variáveis x  e y , respectivamente. Para facilitar 
a exposição, suponha que as variáveis x  e y  são inteiras. 
O algoritmo de Benders é iniciado fixando y em yy D . O subproblema resultante é 
( )min ,z f x y=  
    ( ),x y S  (2.13) 
xx D  
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O subproblema dual de inferência do subproblema (2.13) consiste em encontrar o maior 
limitante inferior de ( ),f x y  que pode ser inferido a partir de suas restrições: 
 max  (2.14) 
    ( ) ( ), ,
xD
x y S f x y       
O valor da solução ótima do subproblema dual de inferência corresponde ao maior 
limitante inferior 
*  de ( ),f x y  quando y y= , a desigualdade válida ( )y y  é um corte de 
Benders e ( )y y  é uma função que provê um limitante inferior válido de ( ),f x y  para qualquer 
yy D . 
Na iteração H do algoritmo de Benders, o problema mestre de Benders contém H
restrições, que correspondem aos cortes gerados até o momento, e é expressado como 
 min   
    ( )     1,...,hy y h H  =  (2.15) 
 yy D  
Na formulação (2.15), 
1,..., Hy y  são as soluções dos H  problemas mestres 
anteriormente definidos, e o subproblema (2.13), na iteração H , é 
 ( )min , Hf x y   
    ( ), Hx y S   
 xx D   
O próximo valor de ( ), y  é obtido pela resolução do problema mestre. Se o valor 
ótimo 
*  do subproblema dual resultante (2.14) for igual a  , então, o algoritmo termina com 
valor ótimo  . Caso contrário, um novo corte de Benders ( )y y   é adicionado ao problema 
mestre, e *B  e   denotam os valores correntes do limitante superior e do limitante inferior do 
problema (2.12), respectivamente. Os cortes gerados são chamados de cortes de otimalidade, 
quando eliminam soluções factíveis y  não ótimas, ou cortes de factibilidade, quando as variáveis 
y são infactíveis em (2.13). 
Hooker (2000) demonstra que, se o algoritmo de Benders termina com uma solução 
ótima ( ), y  em um número finito de iterações no problema mestre (2.15), então o problema 
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(2.12) tem uma solução ótima ( ),f x y = . Se o algoritmo termina com uma solução infactível, 
então (2.12) é infactível. Se termina com o problema dual (2.14) infactível, então (2.12) é ilimitado. 
Esta demonstração requer que o gap de dualidade seja nulo. 
Outro teorema importante reportado em Hooker (2000) está relacionado com a ideia de 
projeção do conjunto S  no conjunto Dy, isto é, o conjunto de todos os valores de y tais que 
( ),x y S  para algum x. O teorema mostra que se o problema mestre (2.15) contém um corte de 
Benders ( )y y   para cada yy D , então o epigrafo E (veja Rockafellar (1970)) da projeção 
PE no espaço ( ), y  
 ( , ) : ( , ),( , )  para algum EP y f x y x y S x =    
é igual ao epigrafo EM do problema mestre 
( ) ( , ) : ,M yE y y y  =    
Do ponto de vista de PIM, a decomposição de Benders é aplicável a um vetor de 
variáveis contínuas
nx + , que pode não existir, e a um vetor de variáveis inteiras
py Z+  , tal 
que ( )1 2, ,..., ny y y y= , 2n  . 
Hooker (2000) define cortes de Benders a partir de um número mínimo de  
conjuntos inconsistentes. Para ilustrar um corte de Benders, considere o conjunto 
 :n j jj NS x B a x b=   , tal que nB  representa o conjunto de vetores binários de dimensão n. 
Considere que 0ja  , para todo j N  e seja C N . Se jj C a b   e jj C a a b −  , para 
todo C , a seguinte desigualdade é obtida  
      1j
j C
x C

 −  (veja Crowder et al. (1983)) 
Jain e Grossmann (2001) consideram a seguinte versão modificada do problema (2.1): 
    min
Tz d y=  (2.16) 
    Ay Bz Cv b+ +   (2.17) 
    A y B z C v b   + +   (2.18) 
    , ,
n m qy B z B v R+    (2.19) 
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Admita que o problema (2.16) – (2.19) é difícil de resolver, pois o conjunto (2.18) 
contém um alto número de restrições ou restrições complicadoras, que podem ser expressas como   
( ), , 0G y z v   
, ,y z v  
em que  é o domínio das variáveis.  
O modelo (2.16) – (2.19) pode ser reformulado como 
min Tz d y=  
Ay Bz Cv b+ +   
( ), , 0G y z v   
, ,n m qy B z B v R+    
, ,y z v  
O problema mestre de Benders na iteração H, é dado por 
min Tz d y=  
Ay Bz Cv b+ +   
cortes de Benders 
, ,n m qy B z B v R+    
A solução parcial ótima *Hv  é enviada ao subproblema abaixo 
Encontre 
* *,y v  
tal que ( )* * *, , 0HG y z v   
* *,y v   , 
que é resolvido por programação de restrições. 
Na iteração H do algoritmo de Benders, é proposto um corte  
 1
H H
H
i i
i T i F
y y L
 
−  −   , 
tal que    : 1 , : 0 ,H H H H H Hi iT i y F i y L T= = = = = . O conjunto  1 2, ,...H H Hy y y=  representa 
os valores ótimos de y na iteração H.  
Os cortes acima podem ser fracos em problemas específicos. Por este motivo,  
cortes fortes devem ser projetados de modo a explorar a estrutura destes problemas, por exemplo,  
para um problema de programação (scheduling) de tarefas em máquinas paralelas distintas,  
Jain e Grossmann (2001) sugerem dois cortes lógicos, expressados com variáveis binárias. 
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No entanto, é necessário demonstrar que o corte sugerido para um problema específico 
seja válido no sentido da decomposição de Benders. Chu e Xia (2004, 2005) definem um corte de 
Benders válido como uma expressão lógica que apresenta as seguintes propriedades:  
PROPRIEDADE 2.1. O corte deve excluir as soluções correntes do problema mestre  
não factíveis globais. 
PROPRIEDADE 2.2. O corte não pode eliminar nenhuma solução factível global. 
A Propriedade 2.1 garante convergência finita, já que o problema mestre tem um 
domínio finito. A Propriedade 2.2 assegura a obtenção da solução ótima, já que um corte válido 
nunca exclui soluções factíveis globais formadas por variáveis inteiras do problema mestre Benders 
e variáveis inteiras dos subproblemas do Benders. 
2.4 DECOMPOSIÇÃO LÓGICA DE BENDERS PARA O PROBLEMA DE ROTEAMENTO 
DE VEÍCULOS COM FROTA HETEROGÊNEA E JANELAS DE TEMPO 
A decomposição de Dantzig-Wolfe é o método de solução mais utilizado no projeto de 
algoritmos ótimos para variantes do PRV. Baldacci e Mingozzi (2009) propõem um método 
unificado baseado em geração de colunas para a resolução de sete classes de problemas sem janelas 
de tempo, incluindo frotas heterogêneas e múltiplos depósitos (veja a Seção 1.1.1). Baldacci et al. 
(2011) propõem outro método unificado, também baseado em geração de colunas, para solucionar 
problemas com e sem janelas de tempo. Dayarian et al. (2015) apresentam uma revisão de métodos 
de geração de colunas aplicados a problemas de roteamento de veículos. Para uma visão mais 
abrangente sobre geração de colunas, veja o livro editado por Desaulniers et al. (2005). 
Para o problema abordado neste trabalho, ao invés de utilizarmos geração de colunas,  
sugerimos uma formulação matemática que integra dois diferentes problemas de otimização.  
Em um primeiro estágio, há a designação de clientes a veículos e, em um segundo estágio, cada 
veículo tem sua rota definida de modo independente. Este enfoque, denominado agrupa-primeiro 
e roteia-segundo, é explorado por uma heurística que resolve cada um destes problemas 
separadamente no trabalho de Fisher e Jaikumar (1981). Os autores indicam que esta abordagem 
pode ser aplicada em um algoritmo ótimo baseado na decomposição de Benders, no qual o 
problema mestre corresponde ao problema de designação generalizado (PDG) e os subproblemas 
apresentam a estrutura do problema do caixeiro viajante (PCV). 
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A decomposição de Benders clássica é pouco utilizada na literatura do PRV por 
diferentes motivos. O primeiro é que nenhum procedimento para a obtenção de cortes de 
otimalidade a partir de subproblemas inteiros era conhecido antes do ano 2000. Este fato tem 
implicação direta no uso do algoritmo de Benders em roteamento de veículos, por exemplo, a 
abordagem de Fisher e Jaikumar (1981) leva à obtenção subproblemas com variáveis contínuas e 
binárias, apresentado a estrutura do PCV. O segundo motivo relaciona-se com a dificuldade de 
gerar soluções ótimas para o problema mestre de Benders, como observado em diversas aplicações 
deste algoritmo. Adicionalmente, os limitantes inferiores resultantes da solução ótima do problema 
mestre podem estar muito distantes da melhor solução encontrada para os subproblemas, isto é, o 
limitante superior. Como agravante, o valor do limitante inferior pode crescer muito vagarosamente 
ao longo do algoritmo, de modo que a prova de otimalidade de uma solução consuma um elevado 
tempo computacional.  
A literatura sobre a aplicação da DLB na resolução do PRV também é escassa.  
Riazi et al. (2013) abordam um problema envolvendo um conjunto de tarefas, representadas por 
nós de um grafo, e um conjunto de depósitos, cada qual contendo um robô. Os robôs devem 
percorrer os nós a eles designados e retornar a seus depósitos de origem. O problema é modelado 
como um PRVH sem restrições de capacidade. Raidl et al. (2014, 2015) aplicam a DLB a um PRV 
com dois níveis, no qual as mercadorias são transportadas de um depósito principal para depósitos 
satélites e, então, para os clientes finais. Há frotas homogêneas de veículos no depósito principal e 
em cada depósito satélite. Um tempo limite global é imposto para todas as entregas, isto é, cada 
cliente tem que ser visitado dentro deste intervalo. As designações de clientes aos depósitos 
satélites são pré-estabelecidas, e os clientes não possuem janelas de tempo. Riedler e Raidl (2018) 
aplicam a DLB a um problema dial-a-ride, que considera solicitações de transporte de usuários 
com restrições janelas de tempo associadas às localidades de embarque e desembarque. As 
solicitações são atendidas por uma frota homogênea capacitada, tal que um tempo máximo de 
viagem é imposto a cada veículo. A perspectiva de inconveniência dos clientes é considerada por 
meio da limitação do tempo total de viagem entre os diferentes pontos de embarque e desembarque. 
O PRVHJT é definido em um grafo completo ( ),  no qual o conjunto de nós 
 0,1,...,n= abrange o depósito 0 e o conjunto de clientes \{0} , enquanto o conjunto 
 ( , ) : , ,i j i j i j=    representa as arestas entre os nós. Uma frota heterogênea de veículos é 
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posicionada no depósito para atender os clientes. O conjunto  1,...,m=  representa os m tipos 
distintos de veículos da frota e, para cada k , o conjunto  1,...,k km=  representa os veículos 
k kv   que estão disponíveis no depósito, com capacidades kQ  e custos fixos kf . Aqui há um 
pequeno abuso de notação, já que o índice k associa-se tanto aos tipos distintos de veículos da frota 
quanto aos veículos disponíveis no depósito para cada tipo. Uma distância ij jid d=  e, para cada tipo 
de veículo k , um custo 
k k
ij jic c=  e um tempo de viagem 
k k
ij jit t=  são associados a cada aresta 
( , )i j  . Assumimos que as distâncias, os custos e tempos de viagem satisfazem a desigualdade 
triangular. Uma rota é definida pela tripla ( ), , kR k v , sendo ( )1 2, ,..., RR i i i=  e 1 0Ri i= = , tal que cada 
rota é iniciada e finalizada no depósito e os demais componentes de R  definem a sequência de 
clientes visitados. Cada cliente \{0}i  apresenta uma demanda de iq  unidades e, por definição,
0 0q = . O custo 1
1
1
j j
R
k
i i k
j
c f
+
−
=
+  de uma rota é definido pela soma dos custos de suas arestas (custo 
variável de viagem) e de seu custo fixo associado (custo fixo de viagem). 
O PRVHJT apresenta duas restrições, a primeira associada com a janela de tempo 
 ,i ie l  de cada cliente \{0}i , tal que ei e li denotam o início e o final da janela de tempo dentro 
da qual o serviço tem que ser iniciado. O serviço consome iW  unidades de tempo. A janela de 
tempo  0 0,e l  representa o horizonte de planejamento de problema. A segunda restrição deste 
problema impõe que a demanda total de uma rota não exceda a capacidade do veículo que a 
percorre, ou seja, 
1
2
j
R
i k
j
q Q
−
=
 . O objetivo do PRVHJT consiste em determinar um conjunto de rotas 
factíveis de custo mínimo, de modo que: (i) cada cliente seja visitado por exatamente uma rota; e  
(ii) o número de rotas associadas a um determinado tipo de veículo k   não exceda mk .  
Seja 
+
o conjunto de reais não-negativos, considere as seguintes variáveis de 
decisão: 
kv
iw + : início do serviço no nó i  quando servido pelo veículo ,
k
kv k  ;                          
1
kv
iy = , se a demanda do nó i  é atendida pelo veículo ,
k
kv k  , caso contrário, 0; 
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1
kv
ijx = , se o veículo ,
k
kv k   viaja diretamente do nó i  para o nó ,j i j  , caso 
contrário, 0
kv
ijx = . 
PRVHJT 
 
0
, ( , )
min
k k
k k
k k
v k v
k ij ij
k i j j i i j kv v
f y c x
      
+         (2.20) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (2.21) 
  1 0
k
k
k
v
i
k v
y i
 
=        (2.22) 
 
0
k
k
k
v
k
v
y m k

       (2.23) 
 , , ,
k kv v k
ij j k
i
x y j j i k v

=          (2.24) 
 , , ,
k kv v k
ij i k
j
x y i i j k v

=          (2.25) 
 [ (1 )] , , , 0, ,
k k kv k k v v k
i i ij ij ij j kw W t M x w i j i j j k v+ + − −           (2.26) 
 , ,
kv k
i i i ke w l i k v         (2.27) 
 ( )  , , 0,1  , , , ,
k k
kv v v k
i ij i kw x y i j i j k v+          (2.28) 
A função objetivo (2.20) minimiza o custo total das rotas a serem percorridas para o 
atendimento das demandas dos clientes. A formulação (2.20) – (2.28) incorpora dois problemas de 
otimização clássicos. As expressões (2.21) e (2.22) são restrições do PDG. As restrições (2.21) 
representam o limite de capacidade dos veículos kv  pertencentes a cada tipo k, enquanto as 
restrições (2.22) impõem que cada cliente seja servido por um único veículo kv . A expressão (2.23) 
representa restrições adicionais do PDG que impõem, para cada tipo k, um limite ao número de 
veículos que partem do depósito. Quando as variáveis binárias 
kv
iy  assumem valores que 
satisfaçam as restrições (2.21) – (2.23), as restrições (2.24) – (2.28) podem ser decompostas em 
subproblemas independentes que apresentam a estrutura do problema do caixeiro viajante com 
janelas de tempo (PCVJT). O limitante superior 
k
ijM  pode ser obtido pela expressão 
 max ,0k kij i j ij iM l e t W= − + +  (Desrosiers et al., 1995). 
Assim como enfatizado por Fisher e Jaikumar (1981) no enfoque agrupa-primeiro e 
roteia-segundo, esta formulação tem uma estrutura que viabiliza a aplicação da decomposição de 
Benders, resultando em um problema mestre que corresponde ao PDG com restrições adicionais e 
65 
 
 
em subproblemas independentes do tipo PCVJT quando as variáveis e
k kv v
j iy y    das restrições 
(2.24) e (2.25) são fixadas em 1
k kv v
j iy y= = .  
Seja 
kv o limitante inferior dos custos de viagem do veículo ,k kv k  ,  
a aplicação da DLB ao modelo (2.20) – (2.28) gera o seguinte problema mestre:  
Problema mestre (PDG) 
 
0min
k k
k k
k k
v v
k
k kv v
f y 
  
+      (2.29) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (2.30) 
  1 0
k
k
k
v
i
k v
y i
 
=        (2.31) 
 
0
k
k
k
v
k
v
y m k

       (2.32) 
 cortes de Benders    (2.33) 
  , 0,1 , ,
k kv v k
i ky i k v +         (2.34) 
no qual a expressão (2.33) abrange os cortes de otimalidade e factibilidade, apresentados mais 
adiante.  
Considere a notação , 1,...,lV l p= , utilizada para contar os números dos veículos da 
frota, e sejam , 1,...,l l p=  os clusters ótimos de clientes designados a cada um destes veículos 
pela resolução do problema mestre de Benders (2.29) – (2.34). Para cada veículo ,lV  em que 
l    o seguinte subproblema independente do tipo PCVJT é originado pela fixação das 
variáveis y: 
Subproblemas independentes do tipo PCVJT  
  
, ( , ) 1
min
l l
p
l l
ij ij
i j j i i j l
c x
    =
      (2.35) 
                 
*
1  , , 1,...
l
l
ij l
i
x j j i l p

=   =      (2.36) 
 
*
1 , , 1,...
l
l
ij l
j
x i i j l p

=   =      (2.37) 
 [ (1 )] , , , 0, 1,...,
l l l l l
i i ij ij ij j lw W t M x w i j i j j l p+ + − −     =     (2.38) 
 , 1,...,
l
i i i le w l i l p   =     (2.39) 
  , 0,1 , , , 1,...,l li ij lw x i j i j l p+    =      (2.40) 
66 
 
 
A função objetivo (2.35) minimiza o custo variável de viagem do veículo lV  e as 
restrições (2.36) e (2.37) asseguram que cada cliente é visitado uma única vez por este veículo.  
As restrições (2.38) estabelecem a relação entre o início do serviço em um cliente j  e o início do 
serviço em seu nó predecessor i. Note que o limitante 
l
ijM  é obtido pela expressão 
 max ,0l lij i j ij iM l e t W= − + + . Em (2.39) e (2.40), encontram-se as restrições de janelas de tempo e  
o domínio das variáveis de decisão, respectivamente. 
A Figura 2.1 mostra um pequeno exemplo de aplicação da DLB para um problema 
fictício com 25 clientes dispersos em um plano cartesiano e uma frota composta por 3 veículos, 
isto é, , 1,2,3lV l = . Inicialmente, são ilustrados os clientes e suas respectivas coordenadas  
(Figura 2.1(a)). Na sequência, a resolução do problema mestre (2.29) – (2.34) designa os clusters 
1 {0,2,5,6,7,8,10,11,13,14,15,16,17,18,19}= , 2 {0,1,3,4,9,12,20,21,22,23,24,25}=  e 3 =  aos 
veículos 1V , 2V  e 3V , respectivamente (Figura 2.1(b)). Por fim, a resolução dos subproblemas  
(2.35) – (2.40) para os veículos 1V  e 2V  gera as rotas ( )1Route    e ( )2Route    (Figura 2.1(c)). 
 
Figura 2.1 – Decomposição de Benders para o PRVHJT. 
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A DLB sugerida permite que cada subproblema obtido seja resolvido de forma 
independente, gerando cortes de otimalidade ou factibilidade que são adicionados ao problema 
mestre. Os cortes utilizados são descritos a seguir. 
Cortes de otimalidade 
Seja 
lC  o custo da solução ótima de um PCVJT factível associado ao cluster l .  
Propõe-se o seguinte corte de otimalidade para o problema mestre de Benders: 
 ( )( )
,
1 2 max
l
l
l l l
l i ij
j j i
i
C y c
 

  − −
  
   (2.41) 
A Proposição 2.1 e o Teorema 2.1 demonstram que o corte (2.41) apresenta as 
Propriedades 2.1 e 2.2, respectivamente. 
PROPOSIÇÃO 2.1. O corte de otimalidade (2.41) excluí a solução corrente do problema mestre se 
esta não é factível global. 
DEMONSTRAÇÃO. Para uma dada iteração it , o problema mestre é solucionado designando os 
valores ( )ity  e ( )it  às variáveis y  e  , e alocando os clusters ótimos , 1,...,l l p=  aos veículos  
, 1,...,lV l p= . Assuma que o PCVJT associado a cada cluster de clientes é factível e, portanto, custos 
ótimos , 1,...,lC l p=  são obtidos. A partir daí, emergem duas possíveis situações: 
i) Se a solução do problema mestre obtida na iteração it  é ótima para o PRVHJT, então 
( )
1 1
p p
l
lit
i l
C
= =
=   e o método termina; 
ii) Caso contrário, ( )
1 1
p p
l
lit
i l
C
= =
  , isto é, a solução corrente não é factível global. Neste 
caso, p  diferentes cortes de otimalidade (2.41) são gerados e adicionados à 
formulação do problema mestre. Suponha que os mesmos clusters , 1,...,l l p=  sejam 
novamente designados aos veículos , 1,...,lV l p= . Então ( )
1
1 0
l
p
l
i
l i
y
= 
− =  e,  
da expressão (2.41), tem-se 
( )
1 1 1
p p p
l l
l it
l l i
C 
= = =
    , isto é, a solução corrente ( ) ( )( ),it ity   foi 
excluída do espaço de busca do problema mestre. 
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TEOREMA 2.1. O corte de otimalidade (2.41) não exclui nenhuma solução factível global. 
DEMONSTRAÇÃO. Seja 
*
lC  o custo ótimo da rota ( )*lRoute  associada ao cluster de clientes 
*
l , designado ao veículo lV  em uma solução factível global do PRVHJT. Além disso, assuma 
que lC  é o custo ótimo da rota ( )lRoute  associada ao cluster l , encontrado na iteração it  
para o mesmo veículo lV . 
Considere os seguintes conjuntos de clientes: 
•  *1 \l l =  clientes pertencentes ao cluster 
*
l , mas não a l ; 
•  *2 l l =  , clientes pertencentes a ambos os clusters 
*
l  e l ; 
•  *3 \l l = , clientes pertencentes ao cluster l , mas não a 
*
l . 
A Figura 2.2 ilustra os conjuntos de clientes 1 , 2  e 3 . 
 
Figura 2.2 – Conjuntos de clientes Ω1, Ω2 e Ω3. 
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Suponha que um corte de otimalidade (2.41) é gerado para a rota ( )lRoute  na iteração 
it da DLB. Se a rota ( )*lRoute  viola este corte, seu custo ótimo 
*
lC  é menor que o valor imposto 
para o limitante inferior l  pelo corte (2.41), isto é, 
 ( )( )*
,
1 2 max
l
l
l l
l l i ij
j j i
i
C C y c
 

  − −
  
   (2.42) 
Como 2 3l =   e  *2 l l =  , é possível ignorar o conjunto 2  em (2.42),  
já que na rota factível global ( )*lRoute , tem-se 1
l
iy = , para todo 2i , resultando em 
( )
2
1 0li
i
y

− =
 
. Além disso, a rota ( )*lRoute  não possui nenhum cliente 3i , isto é, 
*
3l  = , consequentemente, 0
l
iy = , para todo 3i , e ( )
3
31
l
i
i
y

− = 
 
. Portanto, da 
desigualdade (2.42), obtém-se 
 ( )
3
*
,
2 max
l
l
l l ij
j j i
i
C C c
 

 −   (2.43) 
Note que se 
2 = , então 3 l =  e há uma contradição em (2.43) já que 
( ) ( )
, ,
max 2 max
l ll l
l l
l ij ij
j j i j j i
i i
C c c
   
 
    e 
* 0lC  . Caso contrário ( )2  , a contradição de  (2.43) é 
mais intrincada, conforme apresentado a seguir. 
Dada a rota factível global ( )*lRoute  com custo 
*
lC , é possível obter uma rota 
reduzida pela remoção dos clientes 1i  de 
*
l . Denota-se a rota reduzida por ( )2Route   e seu 
respectivo custo por ( )2Route
C

, como ilustrado na Figura 2.3. Porque os custos de viagem 
satisfazem a desigualdade triangular, a exclusão dos clientes 1i  gera uma rota de custo menor 
ou igual a 
*
lC  e, portanto, 
  ( ) ( )2
3
*
,
2 max
l
l
l l ijRoute
j j i
i
C C C c

 

  −   (2.44) 
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Figura 2.3 – Exemplo de rota reduzida. 
Considere a extensão de ( )2Route   para uma rota 2 3( )Route    com custo 
2 3( )
,RouteC    obtida pela inserção dos clientes pertencentes a 3  na rota reduzida ( )2Route  , 
representada pelo ciclo de nós 10,..., , ,..., ,0j j pi i i+ . Sejam os clientes 3r  inseridos em ( )2Route  , 
tal que 
2
,max g
g
l
r i
i
c
 
 denote o máximo custo de inserção 
1,0 , , ,
,..., , ,...,
j j p
l l l l
r r i r i r ic c c c+ . O custo de inserção 
de um nó 
3r  entre os nós ji  e 1ji +  é dado por 1 1, , ,j j j j
l l l
i r r i i ic c c+ ++ − . No entanto, da desigualdade 
triangular, temos que 
1 1, , ,j j j j
l l l
i r i i i rc c c+ +−  , o que, em conjunto com , 11 ,i r jj
l l
r ic c ++
= , resulta em 
, 1 1, ,i r j j jj
l l l
i i r ic c c+ +−   . Portanto, o mencionado custo de inserção de um nó 3r  entre os nós j
i  e 
1ji +  resulta em 1 1 1
2
, , , , ,2 2 maxj j j j j g
g
l l l l l
i r r i i i r i r i
i
c c c c c
+ + + 
+ −   
 
. 
Procedendo deste modo para todos os nós de 3 , obtém-se a rota 2 3( )Route    tal 
que 
  ( ) ( ) ( )22 3
2
3
2max lijRouteRoute
j
i
C C c
  


 +   (2.45) 
  
71 
 
 
Como ( )2 2 3 l    = , tem-se 
2 ,
2max 2 max
l
l l
ij ij
j j j i
c c
  
 , para todo 3i . Então, a 
expressão (2.45) pode ser reescrita como 
 ( ) ( ) ( )22 3
3
,
2 max
l
l
ijRouteRoute
j j i
i
C C c
  
 

 +   (2.46) 
Rearranjando (2.46), obtém-se 
 ( ) ( ) ( )2 2 3
3
,
2 max
ij
l
l
Route Route
j j i
i
C C c
   
 

 −   (2.47) 
Como a rota ( )lRoute  é ótima para o cluster 2 3l =   de custo lC , então 
 ( )2 3 lRoute
C C
 
   (2.48) 
De (2.47) e (2.48), tem-se 
 ( ) ( )2
3
,
2 max
l
l
l ijRoute
j j i
i
C C c

 

 −   (2.49) 
A expressão (2.49) contradiz (2.44) e, portanto, o corte de otimalidade (2.41) não 
remove soluções factíveis globais. 
Cortes de factibilidade 
Caso o cluster l  designado ao veículo lV  resulte em um PCVJT infactível, a 
expressão 
 1
l
l
i l
i
y

 −   (2.50) 
consiste em um corte de factibilidade para o problema mestre de Benders. A validade de (2.50) é 
facilmente observada, pois trata-se de uma desigualdade clássica de eliminação de sub-rotas 
(Dantzig et al., 1954). 
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2.5 RESOLUÇÃO DO PROBLEMA DO CAIXEIRO VIAJANTE COM JANELAS DE 
TEMPO POR UM ALGORITMO DE PROGRAMAÇÃO DINÂMICA 
Devido ao grande número de aplicações práticas associadas ao PCVJT nas áreas de 
roteamento e programação de veículos, diversos métodos de solução exatos e heurísticos foram 
propostos para este problema. Entretanto, no contexto do presente trabalho, é necessária a solução 
exata do PCVJT, visto que soluções subótimas de subproblemas de Benders podem resultar em 
cortes inválidos (Rahmaniani et al., 2017; Raidl, 2015; Raidl et al., 2014, 2015). Dentre os métodos 
exatos, destacam-se algoritmos de branch-and-bound, branch-and-cut, programação por 
restrições, programação dinâmica e híbridos.  
Os primeiros métodos exatos, propostos por Christofides et al. (1981a) e Baker (1983), 
consistem em algoritmos de branch-and-bound que se mostraram capazes de resolver problemas 
simétricos com até 50 clientes. Outro algoritmo de branch-and-bound foi proposto por Langevin 
et al. (1993), resolvendo instâncias simétricas e assimétricas com até 60 clientes.   
Algoritmos de branch-and-cut foram propostos por Ascheuer et al. (2001) e Dash et 
al. (2012). Ascheuer et al. (2001) introduzem um conjunto de 50 instâncias assimétricas extraídas 
de um problema real de otimização de movimentos de transelevadores. Estas instâncias envolvem 
o planejamento de 10 a 231 tarefas, consideradas clientes de um PCVJT, e duas tarefas artificiais, 
análogas ao depósito do PCVJT.  Os autores conseguem solucionar instâncias com até 125 clientes. 
Por outro lado, o algoritmo de branch-and-cut de Dash et al. (2012) resolve à otimalidade instâncias 
deste mesmo conjunto com até 231 clientes e instâncias simétricas abrangendo até 37 clientes.  
A primeira abordagem de programação por restrições é proposta no trabalho de Caseau 
e Koppstein (1992), no qual problemas do tipo PCVJT com até 10 clientes integram um problema 
maior de alocação de tarefas. Alguns anos depois, Pesant et al. (1998) propõem um método de 
programação por restrições mais poderoso que resolve instâncias simétricas com até 100 clientes. 
Algoritmos baseados em programação dinâmica podem ser encontrados em Dumas et 
al. (1995), Mingozzi et al. (1997), Balas e Simonetti (2001) e Li (2009). Dumas et al. (1995) 
propõem um algoritmo de programação dinâmica que contempla testes de eliminação sofisticados 
para a redução do número de estados, obtendo soluções para instâncias simétricas com até 200 
clientes. Mingozzi et al. (1997) propõem algoritmos de programação dinâmica para variantes 
específicas do PCVJT com restrições de precedência que se mostraram capazes de solucionar 
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instâncias simétricas com até 200 clientes e assimétricas com até 60 clientes. Simonetti (1998) e 
Balas e Simonetti (2001) mostram que o PCVJT pode ser reformulado como um problema do 
caixeiro viajante com restrições de precedência (PCVRP), para o qual um algoritmo de 
programação dinâmica bastante eficiente foi proposto em Balas (1999). Com a aplicação deste 
algoritmo, os autores reportam soluções de ótimas para instâncias simétricas com até 45 clientes e 
assimétricas com até 150 clientes. A contrapartida do método é que o mesmo pode se tornar 
heurístico caso determinadas condições não sejam satisfeitas. Li (2009) apresentou um algoritmo 
de programação dinâmica de ótimo desempenho para o PCVJT, reportando soluções muito 
competitivas para instâncias simétricas com até 200 clientes e assimétricas com até 231 clientes. 
Por fim, métodos híbridos foram desenvolvidos por Focacci et al. (2002) e Baldacci et 
al. (2012). Focacci et al. (2002) aplicam técnicas de otimização e de programação por restrições, 
resolvendo instâncias simétricas com até 37 clientes e assimétricas com até 67 clientes.  
Em Baldacci et al. (2012), um algoritmo de geração de colunas resolve relaxações do PCVJT que 
resultam em limitantes inferiores apertados. Estes limitantes, por sua vez, são utilizados em testes 
de eliminação de estados de um algoritmo de programação dinâmica que consiste no método exato 
estado-da-arte para o PCVJT, capaz de resolver instâncias simétricas com até 200 clientes e 
assimétricas com até 231 clientes. 
Em nosso trabalho, o algoritmo de programação dinâmica proposto por Li (2009) foi 
utilizado para a resolução dos subproblemas do tipo PCVJT que emergem na aplicação da DLB. 
Este algoritmo encontra-se descrito a seguir. 
2.5.1 Algoritmos de rotulação 
A programação dinâmica de Li (2009) é inspirada em métodos propostos para o 
PCMERR (Boland et al., 2006; Righini e Salani, 2006, 2008) que, por sua vez, são baseados em 
algoritmos de rotulação. O uso de rótulos na codificação de algoritmos de programação dinâmica 
deriva de métodos clássicos de solução do problema do caminho mínimo (PCM), tais como o 
algoritmo de Dijkstra (1959) e o algoritmo de Ford-Bellman-Moore (Ford, 1956; Bellman, 1958; 
Moore, 1959).  
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Algoritmos de programação dinâmica particionam um problema de otimização em 
estágios que correspondem a problemas menores, mais tratáveis e resolvidos sequencialmente.  
A cada estágio, associam-se estados que armazenam as informações necessárias para a tomada de 
decisão (Bellman, 1957; Denardo, 1982). Nos algoritmos de rotulação, os estágios relacionam-se 
aos nós de um grafo e cada estado corresponde a um caminho factível do depósito 0 ao nó i , 
incluindo as características particulares do problema tratado. Os estados de um nó i  são 
representados por rótulos (Resource, Cost, i), nos quais Resource  é um vetor cujos componentes 
denotam o consumo de diferentes recursos e Cost  é o custo do caminho percorrido.  
Outro aspecto fundamental em programação dinâmica é o uso de equações recursivas, 
denominadas funções de extensão de recurso ou resource extension functions (REFs) no âmbito 
dos algoritmos de rotulação. Para cada recurso, associa-se uma função de extensão a cada aresta 
ou arco do grafo do problema. 
A literatura classifica os algoritmos de rotulação em duas categorias, a saber, 
algoritmos de rotulação permanente e algoritmos de correção de rótulos. Ambas são compostas por 
métodos iterativos, cujas diferenças estão relacionadas com seus procedimentos de atualização dos 
rótulos. Enquanto os algoritmos de rotulação permanente geram um rótulo permanente (ótimo) por 
iteração, os algoritmos de correção de rótulos tratam todos os rótulos como temporários até a última 
iteração, na qual transformam-se em rótulos permanentes. Um ótimo descritivo dessas duas 
vertentes pode ser encontrado em Ahuja et al. (1993). 
Em relação aos algoritmos que inspiraram o trabalho de Li (2009), aquele sugerido por 
Boland et al. (2006) consiste em uma adaptação do algoritmo de rotulação permanente proposto 
por Desrochers e Soumis (1988) para o problema do caminho mínimo com restrições de recursos 
(PCMRR). Por outro lado, os algoritmos de Righini e Salani (2006, 2008) consistem em adaptações 
do algoritmo de correção de rótulos propostos por Feillet et al. (2004) para o PCMERR, que é uma 
extensão daquele sugerido por Desrochers (1988) para o PCMRR. 
O PCMRR e suas variantes, como o PCMERR, são importantes no contexto do PRV, 
pois emergem como subproblemas durante a aplicação de métodos de solução baseados em geração 
de colunas (Desrosiers et al., 1995; Desaulniers et al., 1998; Irnich e Desaulniers, 2005).  
A resolução destes problemas por algoritmos de rotulação está intrinsecamente relacionada com a 
solução da versão multiobjetivo do PCM (PCMM), pois cada rótulo denota diferentes 
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características (critérios e objetivos) dos caminhos em construção. Cada critério ou objetivo é 
associado a um recurso específico, por exemplo, o tempo de viagem acumulado. 
Deste modo, para que se estabeleçam relações de dominância entre os diferentes rótulos 
gerados para um mesmo nó, é necessário que se defina o conceito de rótulos eficientes ou Pareto-
ótimos. A dominância somente ocorrerá se um rótulo apresenta custo e consumo de recursos 
menores ou iguais aos dos demais rótulos associados ao mesmo nó. A Figura 2.4  ilustra rótulos 
Pareto-ótimos (rótulos 1, 2, 3 e 4) e rótulos dominados (rótulos 5, 6, 7 e 8) para uma instância 
hipotética do PCMRR na qual são consideradas apenas as dimensões de tempo e custo  
(problema biobjetivo). 
 
Figura 2.4 – Exemplo de rótulos para uma instância hipotética do PCMRR. 
Revisões bibliográficas envolvendo o PCMM podem ser encontradas em Current e 
Marsh (1993) e Guerriero e Musmanno (2001), enquanto trabalhos sobre PCMRR e o PCMERR 
são compilados em Irnich e Desaulniers (2005) e Pugliese e Guerriero (2013), respectivamente. 
Pugliese e Guerriero (2012) apresentam um estudo computacional que compara o desempenho dos 
algoritmos de Boland et al. (2006) e Righini e Salani (2008) quando aplicados a instâncias da 
literatura do PCMERR. 
De maneira análoga aos algoritmos de programação dinâmica de Righini e Salani 
(2006, 2008), o método de Li (2009) é um algoritmo de correção de rótulos cujos componentes são 
descritos na sequência. 
Rótulos Pareto-ótimos
Rótulos dominados
rot1
rot2
rot3
rot4
rot5
rot6
rot7
rot8
Tempo 
C
u
st
o
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2.5.2 Descrição do algoritmo de programação dinâmica de Li (2009) 
O algoritmo de programação dinâmica bidirecional sugerido por Li (2009) é baseado 
nos seguintes princípios:  
• O depósito é duplicado, sendo denotado pelo nó 0 quando considerado o nó de origem 
da rota e pelo nó 1n+  quando considerado o nó destino da rota;  
• As extensões de rótulos progressivas e regressivas são conduzidas simultaneamente a 
partir dos nós 0 e 1n+ , respectivamente; 
• Para ambas as direções de extensão de rótulos, progressiva e regressiva, o consumo de 
recursos não pode exceder metade do total de recursos disponíveis. No contexto do 
PCVJT, o recurso em questão se refere ao tempo de viagem; 
• Os rótulos gerados em cada uma das duas direções são unidos somente se todas as 
condições de factibilidade forem satisfeitas. 
O algoritmo é fundamentado pelo mecanismo de extensão de rótulos, pelos critérios de 
dominância de rótulos, pela limitação de recursos e pelo procedimento de união de rótulos. Todos 
estes tópicos são apresentados a seguir. 
2.5.2.1 Extensão de rótulos 
Seja ( ), ,V s i  um rótulo progressivo, tal que i denota o último nó visitado pelo caminho 
progressivo ( )0,...,CMP i= , s representa o tempo mais cedo de início do serviço no nó i, e  V  é 
um vetor que indica a sequência em que os nós são visitados neste caminho. iV  corresponde à 
posição do nó i, portanto, se este é o h-ésimo nó visitado, então, iV h= . O custo variável de viagem 
associado ao rótulo ( ), ,V s i  é ( ), ,c V s i . Seja o conjunto de clientes de um cluster l  gerado 
pela DLB. Além disso, assuma que 
IPV  é o vetor associado ao rótulo progressivo inicial, denotado 
por ( ),0,0IPV , com 0 1
IPV = , 0, { 1}
IP
iV i n=   +   e ( ),0,0 0c V = . A extensão progressiva do rótulo 
( ), ,V s i  para o nó j ao longo da aresta (i, j) produz o novo rótulo ( ), ,V s j   com custo ( ), ,c V s j   por 
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meio das seguintes REFs: ,h hV V =  se h j , e 1h iV V = + , se h j= , pois o nó j é o sucessor  
de i;  max ,ki ij js s W t e = + +  , pois o veículo tem que esperar caso ele chegue ao nó j antes do 
início de sua janela de tempo ej; e o custo variável de viagem ( ), ,c V s i  é acrescido de  
k
ijc , isto é, ( ) ( ), , , ,
k
ijc V s j c V s i c  = + . 
A extensão regressiva é análoga à extensão progressiva. Neste caso, um caminho 
regressivo é representado por ( )1,...,CMR n i= +  e associa-se a um rótulo regressivo ( ), ,V s i  com 
custo ( ), ,c V s i . Seja T o maior instante de chegada factível ao nó 1n+ , isto é,  
 , 1max ki i i i nT l W t += + +  (Righini e Salani, 2006). O rótulo regressivo inicial é denotado por 
( ), , 1IRV T n +  com 1 1IRnV + = ,  0, {0}IRiV i=    e ( ), , 1 0IRc V T n + = . Neste caso, 
IRV  é o vetor 
associado ao rótulo regressivo inicial. Na extensão regressiva do rótulo ( ), ,V s i  para o rótulo 
( ), ,V s j  , o vetor V´ é atualizado de forma idêntica àquela mostrada acima para a extensão 
progressiva, enquanto  min ,kj ji js s W t l = − −  , pois s´ passa a ser tempo mais tarde de início do 
serviço no nó j , e ( ) ( ), , , , kjic V s j c V s i c  = + . 
Righini e Salani (2006) sugerem que as extensões progressivas e regressivas são 
permitidas somente se / 2s T   e / 2s T  , respectivamente. Um ponto intermediário, 
denominado half-way point, que minimiza a função CMP CMRs s −  entre os vizinhos do par de nós  
(i, j ) é selecionado para a união de seus respectivos rótulos. Deste modo, cada caminho do nó 0 ao 
nó 1n+  é gerado uma única vez. 
Li (2009) trata o caso em que um rótulo progressivo do nó i pode ser diretamente 
estendido para o nó j ou em que um rótulo regressivo do nó j pode ser diretamente estendido para 
o nó i. Neste contexto, o autor argumenta que as condições / 2s T   e / 2s T   podem eliminar 
caminhos factíveis do nó 0 ao nó 1n+  e, possivelmente, a solução ótima do PCVJT. Seja 
 max , {0, 1},max ki j n j i i ijt W t  + = +  o maior tempo de viagem no grafo G. A Figura 2.5 ilustra que a 
solução factível do PCVJT não é perdida se a extensão progressiva de ( ), ,V s i  para ( ), ,V s j   é 
permitida se e somente se / 2s T  , e a extensão regressiva de ( ), ,V s j  para ( ), ,V s i   é permitida 
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se e somente se ( ) max/ 2s T t  −  (Li, 2009). Note que, se a última condição for substituída por 
/ 2s T  , a extensão da Figura 2.5(b) torna-se infactível e a solução factível do PCVJT é perdida. 
  
Figura 2.5 – Limitação de recursos. (a) Extensão progressiva infactível. (b) Extensão regressiva factível. 
 A extensão progressiva é factível caso: (i) o nó j não tenha sido previamente visitado, 
isto é, 0jV = ; (ii) s  não exceda o limite superior de sua janela de tempo ,j je l   , isto é,  
js l  ; (iii) o novo rótulo ( ), ,V s j   possa ser estendido para todos os nós ainda não visitados, 
respeitando suas respectivas janelas de tempo (Dumas, 1995); e (iv) / 2s T  . As mesmas 
condições de factibilidade (i) e (iii) se aplicam à extensão regressiva, enquanto as condições (ii) e 
(iv) são substituídas por js e   e ( ) max/ 2s T t  − , respectivamente. 
2.5.2.2 Dominância de rótulos 
Assuma que a notação  | 0, {0, 1}iU i V i n=    +  é utilizada para denotar o 
conjunto de nós visitados por um rótulo ( ), ,V s i . Sejam ( ), ,V s i  e ( ), ,V s i  dois rótulos progressivos 
associados ao nó i, tais que U U= , o primeiro domina o segundo se  
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 s s   (2.51) 
 ( ) ( ), , , ,c V s i c V s i   (2.52) 
e pelo menos uma destas desigualdades é estrita. Para rótulos regressivos, o critério (2.51) é 
substituído por 
 s s   (2.53) 
Se os custos e tempos de viagem respeitarem a desigualdade triangular, a condição 
U U=  pode ser substituída por U U  (Li, 2009). 
2.5.2.3 União de rótulos 
Para um nó i, um rótulo progressivo ( ), ,p p prot V s i=  é unido a um rótulo regressivo 
( ), ,r r rrot V s i=   se p rs s  e se todos os nós {0, 1}j n  +  são visitados uma única vez pela união 
destes rótulos. Quando estas condições são satisfeitas, a concatenação ( ) ( ), , , ,p p r rV s i V s i  gera 
uma solução completa para o PCVJT com custo ( ) ( ), , , ,p p r rc V s i c V s i+ . 
2.5.2.4 Detalhes de implementação 
Defina P e R como o número de nós visitados por um rótulo progressivo e por um 
rótulo regressivo, respectivamente. A união destes rótulos somente será factível se 3P R n+ = + , 
já que essa união deve incluir os n clientes, os nós 0  e 1n+  referentes ao depósito e o nó em comum 
no qual as rotas parciais se encontram.  
Para uma implementação eficiente do algoritmo, ao final da extensão de rótulos,  
os conjuntos de rótulos progressivos e regressivos são ordenados na ordem crescente dos valores 
de P e R, respectivamente. Então, para cada rótulo progressivo, aplica-se um método de busca 
binária a fim de que se determinem os rótulos regressivos para os quais 3R n P= + −  e, somente 
para tais rótulos, aplicam-se os testes de factibilidade. As demais uniões podem ser descartadas, 
pois são infactíveis. 
A Figura 2.6 contém o pseudocódigo da programação dinâmica de Li (2009). 
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Figura 2.6 – Programação dinâmica de Li (2009). 
Algoritmo de programação dinâmica de Li (2009)
1 Crie listas encadeadas ForL e BackL  para armazenar os rótulo progressivos e regressivos, respectivamente
2 ForL  ← {(V
IP
, 0, 0)},  BackL  ← {(V
IR
, T , n +1)}  
3 L  ← ForL       BackL
4 ForL  ← ∅,  BackL  ← ∅
5 Enquanto L  ≠ ∅ faça
6 Remova o rótulo rot  = (V , s , i ) da cabeça da lista L
7 Se rot  é um rótulo progressivo então
8 Para cada nó j que pode ser visitado a partir de i faça
9 Se V j  = 0 então
10
11
12
13 Se                                       então
14 Sub-rotina de verificação de dominância (V' , s' , j )
15 Fim Se
16 Fim Se
17 Fim Para
18 Senão
19 Para cada nó j a partir do qual i pode ser visitado faça
20 Se V j  = 0 então
21
22
23
24 Se                                                 então
25 Sub-rotina de verificação de dominância (V' , s' , j )
26 Fim Se
27 Fim Se
28 Fim Para
29 Fim Se
30 L  ← ForL       BackL
31 ForL  ← ∅,  BackL  ← ∅
32 Fim Enquanto
33 Para cada nó                             faça
34 Ordene os rótulos progressivos na ordem crescente dos valores de P  e regressivos na ordem crescente dos valores de R
35 Para cada rótulo progressivo rot
p
 = (V
p
, s
p
, i ) de i faça
36 Use busca binária para determinar os rótulos regressivos rot
r
 = (V
r
, s
r
, i ) tais que R  = n  + 3 - P 
37 Para cada rótulo regressivo rot
r
 = (V
r
, s
r
, i ) identificado faça
38 Se todos os nós foram visitados apenas uma vez pela união do rótulo rot
p
 com o rótulo rot
r
 e  s
p
 < s
r
 então
39 Obtenha uma solução factível para o PCVJT de custo  c (V
p
, s
p
, i ) + c (V
r
, s
r
, i ) 
40 Fim Se
41 Fim Para
42 Fim Para
43 Fim Para
44 Retorne a solução factível de menor custo obtida para o PCVJT
 max ,ki ij js s W t e = + +  
1e ,j i h hV V V V h j = + =    
( ) ( ), , , , kijc V s j c V s i c  = +
/ 2 eki ij js W t T s l+ +  
 min ,kj ji js s W t l = − −  
1e ,j i h hV V V V h j = + =    
( ) ( ), , , , kjic V s j c V s i c  = +
( ) max/ 2 e
k
j ji js W t T t s e− −  − 
{0, 1}i n  +


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Inicialmente, são criadas as listas ligadas ForL e BackL para armazenar os rótulos 
progressivos e regressivos, respectivamente (linha 1). Então, estas listas recebem seus primeiros 
rótulos (linha 2), posteriormente transferidos para uma lista geral L (linha 3). Ao término desta 
etapa, ForL e BackL são esvaziadas (linha 4).  
Para cada rótulo armazenado na lista L, é executado o procedimento de extensão de 
rótulos, conforme descrito na Seção 2.5.2.1. Na Figura 2.6, a extensão progressiva encontra-se 
descrita nas linhas de 7 –17 e a extensão regressiva nas linhas 18 – 29. As extensões de rótulos 
continuam sendo executadas até que a lista L seja esvaziada, indicando que não há mais extensões 
factíveis em ambas as direções. As linhas 33 – 43 descrevem o procedimento de união de rótulos 
para a obtenção de soluções factíveis para o PCVJT, e, ao final do algoritmo, a melhor solução 
factível encontrada é retornada (linha 44).  
Uma etapa de grande importância para o bom desempenho do algoritmo consiste na 
sub-rotina de verificação de dominância (linhas 14 e 25). Neste procedimento, os critérios de 
dominância descritos na Seção 2.5.2.2 são aplicados a um novo rótulo gerado para verificar se este 
domina ou é dominado por algum dos rótulos armazenados. A Figura 2.7 ilustra a sub-rotina de 
verificação de dominância. Nas linhas 1 – 14 o procedimento é aplicado ao caso de um rótulo 
progressivos, as linhas 15 – 29 mostram a aplicação da sub-rotina para rótulos regressivos. Caso o 
novo rótulo em questão não seja dominado, o mesmo é adicionado à sua respectiva lista  
(linhas 30 – 34). Um exemplo de aplicação da programação dinâmica de Li (2009) é apresentado 
no Apêndice B. 
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Figura 2.7 – Sub-rotina de verificação de dominância. 
 
  
Sub-rotina de verificação de dominância (rot = (V , s , i ))
//substitua = por     para U se a desigualdade triangular for respeitada      
1 Se rot é um rótulo progressivo então
2 Para cada rótulo progressivo rot* = (V*, s*, i ) de i  faça
3 Se U  = U*  e  s  < s* e  c (V , s , i ) < c (V *, s* , i ) então
4 Se  s  < s* ou  c (V , s , i ) < c (V *, s* , i ) então
5 O rótulo rot* é dominado por rot e excluído de L
6 Fim Se
7 Fim Se
8 Se U*  = U  e s*  < s e  c (V* , s* , i ) < c (V , s , i ) então
9 Se  s*  < s ou  c (V* , s* , i ) < c (V , s , i ) então
10 O rótulo rot é dominado por rot* e, portanto, pode ser desconsiderado
11 Interrompa a sub-rotina de verificação de dominância
12 Fim Se
13 Fim Se
14 Fim Para
15 Senão
16 Para cada rótulo regressivo rot* = (V*, s*, i ) de i  faça
17 Se U  = U*  e  s  > s* e  c (V , s , i ) < c (V *, s* , i ) então
18 Se  s  > s* ou  c (V , s , i ) < c (V *, s* , i ) então
19 O rótulo rot* é dominado por rot e excluído de L
20 Fim Se
21 Fim Se
22 Se U* = U  e  s*  > s e  c (V* , s* , i ) < c (V , s , i ) então
23 Se  s*  > s ou  c (V* , s* , i ) < c (V , s , i ) então
24 O rótulo rot é dominado por rot* e, portanto, pode ser desconsiderado
25 Interrompa a sub-rotina de verificação de dominância
26 Fim Se
27 Fim Se
28 Fim Para
29 Fim se
30 Se rot é um rótulo progressivo então
31 Insira rot  em ForL
32 Senão
33 Insira rot  em BackL
34 Fim se

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2.6 IMPLEMENTAÇÕES DA DECOMPOSIÇÃO LÓGICA DE BENDERS 
A implementação da DLB é baseada no algoritmo clássico de Benders (veja a Seção 
2.2), como mostra o pseudocódigo da Figura 2.8, no qual it  é um contador de iterações e LI e LS 
denotam limitantes inferiores e superiores para o PRVHJT, respectivamente (linha 1).  
O procedimento iterativo da DLB é descrito entre linhas 2 e 19 do algoritmo. Inicialmente, o 
problema mestre é resolvido designando valores às variáveis ( ),y  , gerando os clusters 
, 1,...,l l p=  (linha 3) e provendo o limitante inferior LI, já que consiste em uma relaxação do 
PRVHJT (linha 4). Na sequência, os subproblemas independentes do tipo PCVJT são resolvidos 
(linhas 5–16) gerando cortes de otimalidade (linha 10) e/ou factibilidade (linha 13) e, 
possivelmente, atualizando o valor do limitante superior LS (linha 17). O laço 2–19 é executado 
até que o gap de otimalidade ( ) /LS LI LS−  seja inferior a uma tolerância opt  pré-determinada. 
 
Figura 2.8 – Implementação da DLB. 
Algoritmo DLB
1 it ← 0, LI  ← 0, LS  ← ∞
2 Enquanto [(LS - LI ) / LS ] > εopt   faça
3 Resolva o problema mestre (2.29) – (2.34), gerando a solução ótima                   e os clusters
4 LI  ← 
5 Para                  faça
6 Se                faça
7 Resolva o subproblema do tipo PCVJT associado ao cluster
8 Se o subproblema do tipo PCVJT é factível então
9 ←  Custo da solução ótima do PCVJT
10 Adicione o corte de otimalidade (2.41) obtido à formulação do problema mestre
11 Senão
12        ← ∞ 
13 Adicione o corte de factibilidade (2.50) obtido à formulação do problema mestre
14 Fim Se
15 Fim Se
16 Fim Para
17 LS ← 
18 it  ← it +1
19 Fim Enquanto
( ) ( )( )* *,it ity , 1,...,l l p=
( ) ( )
* *
0
k k
k k
k k
v v
k it it
k kv v
f y 
  
+    
1,...,l p=
l
lC
lC
( )
*
0
1
min ,
k
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k
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v
k lit
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LS f y C
 =
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l 
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Hooker (2000) observou que soluções factíveis subótimas do problema mestre podem 
ser enviadas aos subproblemas para gerar novos cortes de Benders. A inclusão desta observação 
foi denominada branch-and-check (BAC) por Thorsteinsson (2001) e tem sido utilizada por 
diversos autores que implementam a DLB (Kloimüllner e Raidl, 2017; Riedler e Raidl, 2018; Tran 
et al., 2016). O algoritmo BAC para o PRVHJT, descrito no pseudocódigo da Figura 2.9, substitui 
o algoritmo DLB da Figura 2.8. Neste caso, o problema mestre é solucionado uma única vez por 
branch-and-cut em um solver de PIM (linha 1). Por meio de uma função de callback (linhas 1–20), 
cada solução factível ( ), y  encontrada para o problema mestre é enviada aos subproblemas do 
tipo PCVJT gerando cortes de otimalidade e/ou factibilidade (linhas 2–14). Se a resolução dos 
subproblemas gera valores ótimos , 1,...,lC l p=  tais que 
1
k
k
k
p
v
l
l k v
C 
=  
    (linha 15), uma solução 
factível global para o PRVHJT foi encontrada (linha 16). Caso contrário, os cortes de Benders 
gerados são adicionados ao problema mestre excluindo ( ), y  de seu espaço de busca (linha 18). 
 
Figura 2.9 – Implementação do BAC. 
Algoritmo BAC
1 Resolva o problema mestre (2.29) – (2.34) utilizando um solver  de PIM
// Função de callback //
1 Para cada solução factível            encontrada com custo                                                     faça
2 Gere os clusters                      associados a            
3 Para                  faça
4 Se                faça
5 Resolva o subproblema do tipo PCVJT associado ao cluster
6 Se o subproblema do tipo PCVJT é factível então
7 ←  Custo da solução ótima do PCVJT
8 Gere um novo corte de otimalidade (2.41)
9 Senão
10        ← ∞ 
11 Gere um novo corte de factibilidade (2.50)
12 Fim Se
13 Fim Se
14 Fim Para
15 Se                                    então
16 Aceite a solução factível global
17 Senão
18 Adicione os cortes de otimalidade e/ou factibilidade gerados à formulação do problema mestre  (2.29) – (2.34)
19 Fim Se
20 Fim Para
( ), y 0
k k
k k
k k
v v
k
k kv v
f y 
  
+    
, 1,...,l l p= ( ), y
1,...,l p=
l 
l
lC
lC
1
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k
k
p
v
l
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C 
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Neste trabalho, o problema mestre é solucionado por um solver de PIM e os 
subproblemas são solucionados pelo algoritmo de programação dinâmica bidirecional proposto por 
Li (2009). Para algumas instâncias com características particulares, a programação dinâmica 
apresenta um desempenho insatisfatório e o solver de PIM também é aplicado aos subproblemas. 
Estes casos especiais são detalhados mais adiante, na Seção 2.7.2. 
2.7 EXPERIMENTOS COMPUTACIONAIS 
Esta seção descreve os resultados computacionais obtidos pelos algoritmos propostos, 
que foram codificados em C# e executados em um CPU Intel® CoreTM i7-6500U 2,5GHz com 
16GB de memória RAM. Como solver de PIM, utilizamos o software Gurobi v.6.05. As instâncias 
de teste são apresentadas na Seção 2.7.1 e a parametrização dos algoritmos é discutida na Seção 
2.7.2. Por fim, a Seção 2.7.3 compara o desempenho da DLB e do BAC.  
2.7.1 Geração de Instâncias 
Nosso conjunto de instâncias de teste foi gerado a partir das instâncias sugeridas por 
Koç et al. (2015) para o PRVHJT, um subconjunto das instâncias propostas por Liu e Shen (1999b) 
para o PDRFHJT.  
Estas instâncias do PDRFHJT estendem as 56 instâncias euclidianas de 100 clientes 
propostas por Solomon (1987) para o PRVJT, divididas em seis classes, a saber, C1, RC1, R1, C2, 
RC2 e R2. Nas classes R1 e R2, as coordenadas dos clientes são geradas aleatoriamente utilizando 
uma distribuição uniforme. Por outro lado, as classes C1 e C2 possuem clientes agrupados e, por 
sua vez, RC1 e RC2 são mistas (abrangendo clientes gerados aleatoriamente e agrupados). As 
classes R1, C1 e RC1 possuem horizontes de planejamento curtos, enquanto as classes R2, C2 e 
RC2 são caracterizadas por horizontes longos. As coordenadas dos clientes são iguais para todas 
as instâncias de um mesmo tipo (R, C ou RC), que se diferenciam pelas características de suas 
janelas de tempo. A primeira diferença é que, dependendo da instância, 25%, 50%, 75% ou 100% 
dos clientes apresentam janelas de tempo. Este percentual é denominado densidade e denotado por 
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densityTW . Além disso, são propostas diferentes larguras width i iTW l e= −  para as janelas de tempo dos 
clientes \{0}i . As 56 instâncias podem ser encontradas em Solomon (1995).  
Liu e Shen (1999b) introduziram três diferentes subclasses de problemas, denominadas 
A, B e C, gerando 168 instâncias que incorporam frotas heterogêneas ilimitadas às instâncias de 
Solomon (1987). A subclasse A é caracterizada por frotas de elevado custo fixo, enquanto as 
subclasses B e C correspondem a frotas com custos fixos médios e baixos, respectivamente.   
A Tabela 2.3 mostra a característica dessas frotas para cada subclasse, os tipos de veículos que 
compõem a frota variam de uma classe para outra e são denotados pelas letras de A à F. 
Tabela 2.3 – Subclasses de instâncias do PDRFHJT (Liu e Shen, 1999b). 
Classe Tipo de 
veículo 
Capacidade Custo fixo 
Subclasse A Subclasse B Subclasse C 
R1 A 30 50 10 5 
B 50 80 16 8 
C 80 140 28 14 
D 120 250 50 25 
E 200 500 100 50 
C1 A 100 300 60 30 
B 200 800 160 80 
C 300 1350 270 135 
C2 A 400 1000 200 100 
B 500 1400 280 140 
C 600 2000 400 200 
D 700 2700 540 270 
R2 A 300 450 90 45 
B 400 700 140 70 
C 600 1200 240 120 
D 1000 2500 500 250 
RC1 A 40 60 12 6 
B 80 150 30 15 
C 150 300 60 30 
D 200 450 90 45 
RC2 A 100 150 30 15 
B 200 350 70 35 
C 300 550 110 55 
D 400 800 160 80 
E 500 1100 220 110 
F 1000 2500 500 250 
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Koç et al. (2015) sugeriram um subconjunto de 24 instâncias da subclasse A para o 
estudo do PRVHJT, no qual a frota fixa associada a cada instância é extraída das melhores soluções 
reportadas por Liu e Shen (1999a) para o PDRFHJT correspondente. Seguindo este mesmo 
procedimento, um conjunto mais amplo de instâncias para o PRVHJT é introduzido neste trabalho. 
Além das 24 instâncias de Koç et al. (2015), dois conjuntos adicionais de instâncias de grande porte 
são geradas ao se utilizarem as subclasses B e C propostas Liu e Shen (1999b), resultando em 72 
instâncias de 100 clientes. Além disso, são geradas instâncias considerando apenas os primeiros 25 
e 50 clientes de cada instância de grande porte.  
Deste modo, o conjunto de teste proposto neste trabalho contém 216 instâncias:  
72 instâncias de 25 clientes, 72 instâncias de 50 clientes e 72 instâncias de 100 clientes.  
Cada tamanho de instância mescla as estruturas de custo A, B e C. A Tabela 2.4 descreve as 
características gerais do conjunto proposto, enquanto a Tabela 2.5 mostra a frota fixa adotada em 
cada instância. As letras A, B, C, D e E na última coluna da Tabela 2.5 correspondem aos diferentes 
tipos de veículos e os números sobrescritos denotam suas respectivas quantidades, por exemplo, 
“B7C15” indica que a frota heterogênea é composta por 7 veículos do tipo B e 15 veículos do tipo 
C. Por fim, a Tabela 2.6 compila os valores de densityTW  e widthTW  das janelas de tempo de cada 
instância. 
Tabela 2.4 – Conjunto de instâncias de teste proposto. 
Tamanho Instância Subclasse Total 
n = 25 
clientes 
R101 – R102 – R103 – R104 A B C 
72 
instâncias 
C101 – C102 – C103 – C104 A B C 
RC101 – RC102 – RC103 – RC104 A B C 
R201 – R202 – R203 – R204 A B C 
C201 – C202 – C203 – C204 A B C 
RC201 – RC202 – RC203 – RC204 A B C 
n = 50 
clientes 
R101 – R102 – R103 – R104 A B C 
72 
instâncias 
C101 – C102 – C103 – C104 A B C 
RC101 – RC102 – RC103 – RC104 A B C 
R201 – R202 – R203 – R204 A B C 
C201 – C202 – C203 – C204 A B C 
RC201 – RC202 – RC203 – RC204 A B C 
n = 100 
clientes 
R101 – R102 – R103 – R104 A B C 
72 
instâncias 
C101 – C102 – C103 – C104 A B C 
RC101 – RC102 – RC103 – RC104 A B C 
R201 – R202 – R203 – R204 A B C 
C201 – C202 – C203 – C204 A B C 
RC201 – RC202 – RC203 – RC204 A B C 
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Tabela 2.5 – Frota fixa adotada em cada instância proposta. 
Instância Tamanho Subclasse Frota 
R101 n = 25 n = 50 n = 100 A B C A1 B11 C11 D1 
R102 n = 25 n = 50 n = 100 A B C A1 B4 C14 D2 
R103 n = 25 n = 50 n = 100 A B C B7 C15 
R104 n = 25 n = 50 n = 100 A B C B9 C14 
C101 n = 25 n = 50 n = 100 A B C A1 B10 
C102 n = 25 n = 50 n = 100 A B C A19 
C103 n = 25 n = 50 n = 100 A B C A19 
C104 n = 25 n = 50 n = 100 A B C A19 
RC101 n = 25 n = 50 n = 100 A B C A7 B7 C7 
RC102 n = 25 n = 50 n = 100 A B C A5 B6 C8 
RC103 n = 25 n = 50 n = 100 A B C A11 B2 C8 
RC104 n = 25 n = 50 n = 100 A B C A2 B13 C3 D1 
R201 n = 25 n = 50 n = 100 A B C A5 
R202 n = 25 n = 50 n = 100 A B C A5 
R203 n = 25 n = 50 n = 100 A B C A4 B1 
R204 n = 25 n = 50 n = 100 A B C A5 
C201 n = 25 n = 50 n = 100 A B C A4 B1 
C202 n = 25 n = 50 n = 100 A B C A1 C3 
C203 n = 25 n = 50 n = 100 A B C C2 D1 
C204 n = 25 n = 50 n = 100 A B C A5 
RC201 n = 25 n = 50 n = 100 A B C C1 E3 
RC202 n = 25 n = 50 n = 100 A B C A1 C1 D1 E2 
RC203 n = 25 n = 50 n = 100 A B C A1 B1 C5 
RC204 n = 25 n = 50 n = 100 A B C A14 B2 
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Tabela 2.6 – Densidades e tamanhos médios das janelas de tempo nas instâncias propostas. 
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2.7.2 Parametrização dos algoritmos DLB e BAC 
A tolerância opt   da DLB é fixada em 
410opt
−= , que equivale ao gap de otimalidade 
relativo default do software Gurobi v.6.05. Os algoritmos DLB e BAC foram executados com um 
tempo limite de processamento de 3600 segundos. 
Com base em testes preliminares, notamos que ambos apresentaram resultados 
insatisfatórios para instâncias que combinam horizontes de planejamento longos (classes R2, C2 e 
RC2) e densidades 75%densityTW  . Identificamos ainda que este fato está relacionado a uma piora 
no desempenho do algoritmo de programação dinâmica de Li (2009) na resolução dos 
subproblemas do tipo PCVJT. Portanto, para as instâncias das classes R2, C2 e RC2 nas quais 
75%densityTW  , o software Gurobi v.6.05 substitui o algoritmo de Li (2009) na resolução do PCVJT. 
2.7.3 Resolução do PRVHJT pelos algoritmos DLB e BAC 
As Tabelas 2.7 e 2.8 apresentam, para cada uma das 216 instâncias, os resultados 
obtidos pela DLB e pelo BAC, respectivamente. Nestas tabelas, a coluna “LI” mostra o limitante 
inferior gerado, “LS” mostra o limitante superior, “Gap%” denota o gap de otimalidade 
( )100 /LS LI LS− , “CPU” reporta o tempo computacional em segundos, e “Cortes” indica o número 
total de cortes de Benders. A barra “-” indica que nenhuma solução factível foi encontrada. 
Para cada subconjunto de 4 instâncias com mesmo tamanho, classe e subclasse, a 
Tabela 2.9 compara os resultados obtidos pela DLB e pelo BAC empregando a seguinte notação: 
“Ótimos” (número de instâncias para as quais o algoritmo em questão comprovou a otimalidade da 
solução encontrada); “Melhores” (número de instâncias para as quais o algoritmo em questão foi o 
que encontrou o melhor limitante superior); “Falhas” (número de instâncias para as quais nenhuma 
solução factível foi encontrada); “Cortes” (número total de cortes de Benders gerados para as 4 
instâncias); “Gap% médio” (média do gap de otimalidade ( )100 /LS LI LS− ); e “CPU médio” 
(média do tempo computacional, em segundos).  
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Tabela 2.7 – Resultados obtidos pela DLB para o PRVHJT. 
                        (continua) 
Instância LS LI Gap% Cortes CPU 
R101.25A - 570,71 100,00 747 3600 
R102.25A - 580,00 100,00 1092 3600 
R103.25A - 580,00 100,00 789 3600 
R104.25A 1337,26 580,00 56,63 671 3600 
C101.25A - 1905,51 100,00 1812 3600 
C102.25A 1922,59 1500,00 21,98 1335 3600 
C103.25A 1899,82 1500,04 21,04 1080 3600 
C104.25A 1891,68 1500,00 20,71 1185 3600 
RC101.25A - 1011,97 100,00 321 3600 
RC102.25A - 1050,00 100,00 366 3600 
RC103.25A 2090,83 1038,78 50,32 359 3600 
RC104.25A 1902,92 1050,00 44,82 416 3600 
R201.25A 1503,65 900,07 40,14 1340 3600 
R202.25A - 900,00 100,00 0 3600 
R203.25A - 700,00 100,00 0 3600 
R204.25A 1308,19 900,00 31,20 48 3600 
C201.25A 2271,23 2000,63 11,91 2073 3600 
C202.25A 2223,31 2223,31 0,00 3 2 
C203.25A 2223,31 2223,31 0,00 2 10 
C204.25A 2240,45 2000,00 10,73 5800 3600 
RC201.25A 2179,25 1651,73 24,21 1518 3600 
RC202.25A 1847,11 1250,00 32,33 14 3600 
RC203.25A 1538,44 1082,30 29,65 498 3600 
RC204.25A 1662,05 906,10 45,48 846 3600 
R101.25B - 116,00 100,00 682 3600 
R102.25B - 116,00 100,00 1415 3600 
R103.25B - 116,00 100,00 817 3600 
R104.25B 922,00 116,00 87,42 687 3600 
C101.25B - 386,07 100,00 1782 3600 
C102.25B 729,80 300,00 58,89 1325 3600 
C103.25B 689,26 300,00 56,48 1165 3600 
C104.25B 687,13 300,00 56,34 1345 3600 
RC101.25B - 210,00 100,00 618 3600 
RC102.25B - 210,00 100,00 645 3600 
RC103.25B 1460,84 240,00 83,57 901 3600 
RC104.25B 1242,64 210,00 83,10 806 3600 
R201.25B 779,97 180,04 76,92 1026 3600 
R202.25B - 180,00 100,00 0 3600 
R203.25B - 140,00 100,00 0 3600 
R204.25B 588,19 180,00 69,40 16 3600 
C201.25B 662,74 400,63 39,55 1959 3600 
C202.25B 623,31 600,05 3,73 4177 3600 
C203.25B 623,31 623,31 0,00 3 16 
C204.25B 640,45 400,00 37,54 5182 3600 
RC201.25B 901,64 330,85 63,31 1498 3600 
RC202.25B 774,64 250,00 67,73 34 3600 
RC203.25B 664,49 220,00 66,89 372 3600 
RC204.25B 985,90 189,20 80,81 942 3600 
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Tabela 2.7 – Resultados obtidos pela DLB para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.25C - 58,00 100,00 742 3600 
R102.25C - 58,00 100,00 1627 3600 
R103.25C - 58,00 100,00 844 3600 
R104.25C 965,95 58,00 94,00 632 3600 
C101.25C - 193,80 100,00 1584 3600 
C102.25C 570,84 150,00 73,72 1380 3600 
C103.25C 537,83 150,00 72,11 1325 3600 
C104.25C 532,59 150,00 71,84 1375 3600 
RC101.25C - 105,00 100,00 1565 3600 
RC102.25C - 105,00 100,00 1442 3600 
RC103.25C 1240,30 120,00 90,32 1267 3600 
RC104.25C 868,86 105,00 87,92 743 3600 
R201.25C 666,02 90,04 86,48 976 3600 
R202.25C - 90,00 100,00 0 3600 
R203.25C - 70,00 100,00 0 3600 
R204.25C 494,39 90,00 81,80 582 3600 
C201.25C 460,33 201,04 56,33 1915 3600 
C202.25C 423,31 300,00 29,13 4177 3600 
C203.25C 423,31 400,00 5,51 5509 3600 
C204.25C 440,45 200,00 54,59 5286 3600 
RC201.25C 735,91 167,00 77,31 1434 3600 
RC202.25C 751,19 125,00 83,36 8 3600 
RC203.25C 559,99 110,00 80,36 372 3600 
RC204.25C 797,63 95,00 88,09 1077 3600 
R101.50A - 1210,00 100,00 504 3600 
R102.50A - 1270,00 100,00 737 3600 
R103.50A - 1240,00 100,00 418 3600 
R104.50A - 1240,00 100,00 253 3600 
C101.50A - 3500,00 100,00 9090 3600 
C102.50A - 2700,00 100,00 765 3600 
C103.50A 3819,46 2700,00 29,31 846 3600 
C104.50A 3636,85 2700,00 25,76 990 3600 
RC101.50A - 1790,70 100,00 1196 3600 
RC102.50A - 1803,44 100,00 2105 3600 
RC103.50A - 1744,20 100,00 915 3600 
RC104.50A - 1860,74 100,00 967 3600 
R201.50A 2694,11 1350,00 49,89 7890 3600 
R202.50A - 1350,00 100,00 0 3600 
R203.50A - 1350,00 100,00 0 3600 
R204.50A 2065,18 1350,00 34,63 42 3600 
C201.50A - 2400,00 100,00 7638 3600 
C202.50A - 3000,00 100,00 0 3600 
C203.50A - 4000,00 100,00 0 3600 
C204.50A - 3000,00 100,00 0 3600 
RC201.50A - 2200,00 100,00 11408 3600 
RC202.50A - 2050,00 100,00 0 3600 
RC203.50A 3248,70 1800,00 44,59 12 3600 
RC204.50A 3343,21 1500,00 55,13 4410 3600 
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Tabela 2.7 – Resultados obtidos pela DLB para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.50B - 242,00 100,00 588 3600 
R102.50B - 254,04 100,00 759 3600 
R103.50B - 248,00 100,00 396 3600 
R104.50B - 248,00 100,00 198 3600 
C101.50B - 700,00 100,00 8920 3600 
C102.50B - 540,00 100,00 855 3600 
C103.50B 1659,46 540,00 67,46 900 3600 
C104.50B 1506,66 540,00 64,16 963 3600 
RC101.50B - 360,00 100,00 1725 3600 
RC102.50B - 360,00 100,00 1144 3600 
RC103.50B - 355,06 100,00 814 3600 
RC104.50B - 376,67 100,00 1281 3600 
R201.50B 1538,79 270,00 82,45 7191 3600 
R202.50B - 270,00 100,00 0 3600 
R203.50B - 270,00 100,00 0 3600 
R204.50B 1115,66 270,00 75,80 3 3600 
C201.50B - 480,00 100,00 7096 3600 
C202.50B - 600,00 100,00 0 3600 
C203.50B - 800,00 100,00 0 3600 
C204.50B - 600,00 100,00 0 3600 
RC201.50B - 440,00 100,00 9668 3600 
RC202.50B - 410,00 100,00 0 3600 
RC203.50B 2043,17 360,00 82,38 12 3600 
RC204.50B 2160,00 300,00 86,11 4310 3600 
R101.50C - 121,00 100,00 742 3600 
R102.50C - 127,97 100,00 902 3600 
R103.50C - 124,00 100,00 440 3600 
R104.50C - 124,00 100,00 209 3600 
C101.50C - 350,00 100,00 9005 3600 
C102.50C - 270,00 100,00 864 3600 
C103.50C 1418,47 270,00 80,97 873 3600 
C104.50C 1276,54 270,00 78,85 909 3600 
RC101.50C - 180,00 100,00 1495 3600 
RC102.50C - 180,00 100,00 988 3600 
RC103.50C - 183,06 100,00 853 3600 
RC104.50C - 190,19 100,00 1391 3600 
R201.50C 1403,83 135,00 90,38 7785 3600 
R202.50C 1527,82 135,00 91,16 3 3600 
R203.50C - 135,00 100,00 0 3600 
R204.50C 889,55 135,00 84,82 30 3600 
C201.50C 1079,58 240,00 77,77 7524 3600 
C202.50C - 300,00 100,00 0 3600 
C203.50C - 400,00 100,00 0 3600 
C204.50C - 300,00 100,00 0 3600 
RC201.50C - 220,00 100,00 7428 3600 
RC202.50C - 205,00 100,00 0 3600 
RC203.50C - 180,00 100,00 0 3600 
RC204.50C 1996,64 150,00 92,49 4850 3600 
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Tabela 2.7 – Resultados obtidos pela DLB para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.100A - 2470,17 100,00 10373 3600 
R102.100A - 2580,27 100,00 10140 3600 
R103.100A - 2520,00 100,00 12348 3600 
R104.100A - 2520,00 100,00 6636 3600 
C101.100A - 7512,80 100,00 7130 3600 
C102.100A - 5720,00 100,00 17670 3600 
C103.100A - 5720,00 100,00 15257 3600 
C104.100A 8757,08 5720,12 34,68 14877 3600 
RC101.100A - 3270,00 100,00 5469 3600 
RC102.100A - 3300,00 100,00 4392 3600 
RC103.100A - 3300,00 100,00 2380 3600 
RC104.100A - 3360,01 100,00 15390 3600 
R201.100A - 2250,00 100,00 11515 3600 
R202.100A - 2250,00 100,00 0 3600 
R203.100A - 2500,00 100,00 0 3600 
R204.100A 3728,73 2250,00 39,66 5 3600 
C201.100A - 5400,00 100,00 11980 3600 
C202.100A - 7000,00 100,00 0 3600 
C203.100A - 6700,00 100,00 0 3600 
C204.100A - 5000,00 100,00 0 3600 
RC201.100A - 3850,00 100,00 8944 3600 
RC202.100A - 3700,00 100,00 0 3600 
RC203.100A 5689,76 3250,00 42,88 56 3600 
RC204.100A 5796,83 2800,00 51,70 10624 3600 
R101.100B - 494,00 100,00 10672 3600 
R102.100B - 516,03 100,00 10020 3600 
R103.100B - 504,00 100,00 13692 3600 
R104.100B - 504,00 100,00 8064 3600 
C101.100B - 1500,12 100,00 5140 3600 
C102.100B - 1160,05 100,00 17746 3600 
C103.100B - 1160,00 100,00 18335 3600 
C104.100B 4125,51 1161,54 71,84 14307 3600 
RC101.100B - 654,00 100,00 5591 3600 
RC102.100B - 660,00 100,00 5328 3600 
RC103.100B - 660,00 100,00 2600 3600 
RC104.100B - 672,00 100,00 16956 3600 
R201.100B - 450,00 100,00 11305 3600 
R202.100B - 450,00 100,00 0 3600 
R203.100B - 500,00 100,00 0 3600 
R204.100B 1928,73 450,00 76,67 5 3600 
C201.100B - 1080,00 100,00 12405 3600 
C202.100B - 1400,00 100,00 0 3600 
C203.100B - 1340,00 100,00 0 3600 
C204.100B - 1000,00 100,00 0 3600 
RC201.100B - 770,00 100,00 9144 3600 
RC202.100B - 740,00 100,00 0 3600 
RC203.100B 3089,76 650,00 78,96 56 3600 
RC204.100B 3554,00 560,00 84,24 17408 3600 
95 
 
 
Tabela 2.7 – Resultados obtidos pela DLB para o PRVHJT. 
                      (conclusão) 
Instância LS LI Gap% Cortes CPU 
R101.100C - 247,00 100,00 9913 3600 
R102.100C - 258,01 100,00 8080 3600 
R103.100C - 252,00 100,00 12033 3600 
R104.100C - 252,00 100,00 8358 3600 
C101.100C - 750,01 100,00 4040 3600 
C102.100C - 590,00 100,00 16511 3600 
C103.100C - 590,04 100,00 17879 3600 
C104.100C 3583,82 598,22 83,31 13224 3600 
RC101.100C - 327,00 100,00 6529 3600 
RC102.100C - 330,00 100,00 5346 3600 
RC103.100C - 330,00 100,00 2320 3600 
RC104.100C - 336,00 100,00 16416 3600 
R201.100C - 225,00 100,00 11105 3600 
R202.100C - 225,00 100,00 0 3600 
R203.100C - 250,00 100,00 0 3600 
R204.100C 1703,73 225,00 86,79 5 3600 
C201.100C - 540,00 100,00 12340 3600 
C202.100C - 700,00 100,00 0 3600 
C203.100C - 670,00 100,00 0 3600 
C204.100C - 500,00 100,00 0 3600 
RC201.100C - 385,00 100,00 9020 3600 
RC202.100C - 370,00 100,00 0 3600 
RC203.100C 2764,76 325,00 88,24 56 3600 
RC204.100C 3258,77 280,00 91,41 15536 3600 
 
Tabela 2.8 – Resultados obtidos pelo BAC para o PRVHJT. 
                        (continua) 
Instância LS LI Gap% Cortes CPU 
R101.25A 1320,02 703,47 46,71 35526 3600 
R102.25A 1391,11 666,56 52,08 37931 3600 
R103.25A 1229,61 615,61 49,93 37372 3600 
R104.25A 1135,08 635,24 44,04 37212 3600 
C101.25A 3013,71 1998,32 33,69 68522 3600 
C102.25A 1803,74 1390,80 22,89 42395 3600 
C103.25A 1800,16 1399,99 22,23 35887 3600 
C104.25A 1798,40 1380,19 23,25 43240 3600 
RC101.25A 2085,40 1123,11 46,14 36691 3600 
RC102.25A 1786,52 1091,68 38,89 44111 3600 
RC103.25A 1808,76 977,84 45,94 44460 3600 
RC104.25A 1705,99 1115,53 34,61 34109 3600 
R201.25A 1457,50 985,08 32,41 32811 3600 
R202.25A - 450,00 100,00 0 3600 
R203.25A - 498,00 100,00 0 3600 
R204.25A 1318,90 450,00 65,88 5 3600 
C201.25A 2237,65 2053,20 8,24 32890 3600 
C202.25A 2223,31 2223,31 0,00 18 8 
C203.25A 2223,31 2223,31 0,00 28 82 
C204.25A 2250,46 2000,00 11,13 9795 3600 
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Tabela 2.8 – Resultados obtidos pelo BAC para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
RC201.25A 2151,12 1752,88 18,51 31174 3600 
RC202.25A 2063,71 1023,33 50,41 16 3600 
RC203.25A 1536,13 1050,00 31,65 253 3600 
RC204.25A 1413,73 878,42 37,87 25519 3600 
R101.25B - 128,98 100,00 26878 3600 
R102.25B 1098,57 214,99 80,43 27442 3600 
R103.25B 857,85 205,45 76,05 31768 3600 
R104.25B 772,73 210,66 72,74 35927 3600 
C101.25B 621,99 441,99 28,94 37693 3600 
C102.25B 593,37 357,37 39,77 30336 3600 
C103.25B 598,84 304,58 49,14 26056 3600 
C104.25B 597,31 304,59 49,01 26213 3600 
RC101.25B - 322,72 100,00 30849 3600 
RC102.25B 750,73 373,96 50,19 28036 3600 
RC103.25B 1034,38 292,22 71,75 50621 3600 
RC104.25B 810,42 346,93 57,19 22565 3600 
R201.25B 732,85 288,80 60,59 30095 3600 
R202.25B - 90,00 100,00 0 3600 
R203.25B - 99,60 100,00 0 3600 
R204.25B 598,90 90,00 84,97 5 3600 
C201.25B 627,72 470,71 25,01 29107 3600 
C202.25B 623,31 623,31 0,00 4434 575 
C203.25B 623,31 623,31 0,00 28 84 
C204.25B 654,13 404,97 38,09 10168 3600 
RC201.25B 764,23 550,00 28,03 20510 3600 
RC202.25B 863,71 250,00 71,06 20 3600 
RC203.25B 696,13 194,00 72,13 72 3600 
RC204.25B 675,33 317,20 53,03 16828 3600 
R101.25C 749,60 197,32 73,68 58075 3600 
R102.25C 884,81 177,73 79,91 34620 3600 
R103.25C 767,48 153,93 79,94 40299 3600 
R104.25C 693,59 152,86 77,96 33852 3600 
C101.25C 541,20 265,61 50,92 36375 3600 
C102.25C 453,74 195,60 56,89 18033 3600 
C103.25C 450,16 158,82 64,72 19761 3600 
C104.25C 441,35 170,62 61,34 18718 3600 
RC101.25C 716,99 190,26 73,46 21797 3600 
RC102.25C 914,11 230,77 74,75 38871 3600 
RC103.25C 743,20 190,37 74,38 29426 3600 
RC104.25C 644,75 285,05 55,79 18932 3600 
R201.25C 655,74 218,03 66,75 31347 3600 
R202.25C - 45,00 100,00 0 3600 
R203.25C - 49,80 100,00 0 3600 
R204.25C 508,90 45,00 91,16 5 3600 
C201.25C 437,15 306,56 29,87 29843 3600 
C202.25C 423,31 301,94 28,67 22546 3600 
C203.25C 423,31 423,31 0,00 612 557 
C204.25C 452,78 230,00 49,20 6823 3600 
RC201.25C 599,23 342,79 42,80 17068 3600 
RC202.25C 713,71 103,80 85,46 20 3600 
RC203.25C 561,48 105,00 81,30 457 3600 
RC204.25C 551,99 229,33 58,45 13889 3600 
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Tabela 2.8 – Resultados obtidos pelo BAC para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.50A - 1245,21 100,00 28838 3600 
R102.50A - 1318,39 100,00 37394 3600 
R103.50A - 1314,02 100,00 40027 3600 
R104.50A 2870,47 1249,86 56,46 39640 3600 
C101.50A - 3500,00 100,00 50123 3600 
C102.50A 3338,33 2580,00 22,72 53261 3600 
C103.50A 3333,35 2580,00 22,60 52255 3600 
C104.50A 3326,54 2580,00 22,44 47135 3600 
RC101.50A - 1740,00 100,00 34710 3600 
RC102.50A - 1935,53 100,00 39014 3600 
RC103.50A - 1818,13 100,00 38809 3600 
RC104.50A 3544,05 1886,70 46,76 52023 3600 
R201.50A 2599,69 1350,00 48,07 32574 3600 
R202.50A - 1081,50 100,00 0 3600 
R203.50A - 1081,50 100,00 0 3600 
R204.50A 2153,63 1081,50 49,78 28 3600 
C201.50A 4075,17 2400,38 41,10 46125 3600 
C202.50A 8115,51 2533,33 68,78 4 3600 
C203.50A - 2866,67 100,00 0 3600 
C204.50A 3442,85 2150,00 37,55 32 3600 
RC201.50A - 2200,00 100,00 42147 3600 
RC202.50A 5707,92 1874,00 67,17 5 3600 
RC203.50A 3770,62 1800,00 52,26 58 3600 
RC204.50A 3032,27 1455,00 52,02 3053 3600 
R101.50B - 340,64 100,00 28296 3600 
R102.50B - 326,98 100,00 35187 3600 
R103.50B - 338,64 100,00 35225 3600 
R104.50B 1860,97 320,94 82,75 51776 3600 
C101.50B - 700,00 100,00 54339 3600 
C102.50B 1181,06 516,42 56,28 46366 3600 
C103.50B 1173,35 516,00 56,02 50009 3600 
C104.50B 1166,54 567,89 51,32 41844 3600 
RC101.50B - 406,44 100,00 36250 3600 
RC102.50B - 476,25 100,00 37390 3600 
RC103.50B - 384,14 100,00 39881 3600 
RC104.50B 1809,29 542,29 70,03 45882 3600 
R201.50B 1561,65 270,00 82,71 37844 3600 
R202.50B - 216,30 100,00 0 3600 
R203.50B - 216,30 100,00 0 3600 
R204.50B 1041,25 216,30 79,23 31 3600 
C201.50B 1237,03 520,25 57,94 59635 3600 
C202.50B 2515,51 506,67 79,86 4 3600 
C203.50B - 573,33 100,00 0 3600 
C204.50B 1042,85 430,00 58,77 32 3600 
RC201.50B - 440,00 100,00 122126 3600 
RC202.50B 2747,92 374,00 86,39 5 3600 
RC203.50B 1721,30 345,67 79,92 59 3600 
RC204.50B 1543,66 413,94 73,18 41136 3600 
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Tabela 2.8 – Resultados obtidos pelo BAC para o PRVHJT. 
                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.50C - 225,75 100,00 29385 3600 
R102.50C - 229,58 100,00 34555 3600 
R103.50C - 211,57 100,00 34647 3600 
R104.50C 1610,74 207,29 87,13 43249 3600 
C101.50C - 350,00 100,00 51679 3600 
C102.50C 907,19 353,49 61,03 42733 3600 
C103.50C 901,97 352,75 60,89 48149 3600 
C104.50C 890,55 334,69 62,42 36225 3600 
RC101.50C - 217,71 100,00 36421 3600 
RC102.50C - 267,89 100,00 36560 3600 
RC103.50C - 228,59 100,00 40509 3600 
RC104.50C 1614,97 343,88 78,71 44885 3600 
R201.50C 1419,24 135,00 90,49 30940 3600 
R202.50C - 108,15 100,00 0 3600 
R203.50C - 108,15 100,00 0 3600 
R204.50C 906,25 108,15 88,07 31 3600 
C201.50C 1301,08 294,46 77,37 52669 3600 
C202.50C 1815,51 253,33 86,05 4 3600 
C203.50C - 286,67 100,00 0 3600 
C204.50C 742,85 215,00 71,06 32 3600 
RC201.50C - 220,00 100,00 77859 3600 
RC202.50C 2377,92 187,40 92,12 5 3600 
RC203.50C 1446,30 172,83 88,05 61 3600 
RC204.50C 1337,17 280,10 79,05 39769 3600 
R101.100A - 2470,00 100,00 41004 3600 
R102.100A - 2580,00 100,00 40180 3600 
R103.100A - 2532,73 100,00 37437 3600 
R104.100A - 2504,67 100,00 46960 3600 
C101.100A - 7520,00 100,00 81174 3600 
C102.100A - 5700,00 100,00 43624 3600 
C103.100A 7473,62 5700,00 23,73 46170 3600 
C104.100A 7444,33 5700,00 23,43 45144 3600 
RC101.100A - 3248,00 100,00 25144 3600 
RC102.100A - 3300,00 100,00 22249 3600 
RC103.100A - 3300,00 100,00 39285 3600 
RC104.100A - 3360,00 100,00 32853 3600 
R201.100A - 2250,00 100,00 42565 3600 
R202.100A - 1800,01 100,00 0 3600 
R203.100A - 2251,50 100,00 0 3600 
R204.100A - 1800,00 100,00 0 3600 
C201.100A - 5400,00 100,00 50870 3600 
C202.100A - 5700,00 100,00 0 3600 
C203.100A - 6352,00 100,00 0 3600 
C204.100A - 4000,01 100,00 0 3600 
RC201.100A - 3850,00 100,00 54688 3600 
RC202.100A - 3532,80 100,00 0 3600 
RC203.100A 5689,76 3110,67 45,33 7 3600 
RC204.100A 5285,09 2800,00 47,02 31552 3600 
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Tabela 2.8 – Resultados obtidos pelo BAC para o PRVHJT. 
                      (conclusão) 
Instância LS LI Gap% Cortes CPU 
R101.100B - 494,00 100,00 30636 3600 
R102.100B - 516,00 100,00 36636 3600 
R103.100B - 500,16 100,00 37405 3600 
R104.100B - 497,76 100,00 41058 3600 
C101.100B - 1500,00 100,00 78632 3600 
C102.100B - 1141,57 100,00 44612 3600 
C103.100B 2913,62 1140,00 60,87 46246 3600 
C104.100B 2884,33 1140,00 60,48 44156 3600 
RC101.100B - 652,20 100,00 29073 3600 
RC102.100B - 659,60 100,00 23555 3600 
RC103.100B - 660,00 100,00 36728 3600 
RC104.100B - 672,00 100,00 20164 3600 
R201.100B - 450,00 100,00 44170 3600 
R202.100B - 360,00 100,00 0 3600 
R203.100B - 450,30 100,00 0 3600 
R204.100B - 360,00 100,00 0 3600 
C201.100B - 1080,00 100,00 52925 3600 
C202.100B - 1140,00 100,00 0 3600 
C203.100B - 1270,57 100,00 0 3600 
C204.100B - 800,00 100,00 0 3600 
RC201.100B - 770,00 100,00 63404 3600 
RC202.100B - 706,56 100,00 0 3600 
RC203.100B 3089,76 622,13 79,86 7 3600 
RC204.100B 3045,09 560,00 81,61 18880 3600 
R101.100C - 247,00 100,00 32762 3600 
R102.100C - 258,00 100,00 36171 3600 
R103.100C - 252,00 100,00 40298 3600 
R104.100C - 250,08 100,00 38675 3600 
C101.100C - 762,88 100,00 93192 3600 
C102.100C - 570,00 100,00 43814 3600 
C103.100C 2343,62 570,00 75,68 48089 3600 
C104.100C 2314,33 570,00 75,37 44308 3600 
RC101.100C - 325,88 100,00 20514 3600 
RC102.100C - 329,80 100,00 24214 3600 
RC103.100C - 330,00 100,00 38503 3600 
RC104.100C - 336,00 100,00 21164 3600 
R201.100C - 225,00 100,00 44630 3600 
R202.100C - 180,00 100,00 0 3600 
R203.100C - 225,15 100,00 0 3600 
R204.100C - 180,00 100,00 0 3600 
C201.100C - 540,00 100,00 50630 3600 
C202.100C - 570,00 100,00 0 3600 
C203.100C - 635,29 100,00 0 3600 
C204.100C - 400,00 100,00 0 3600 
RC201.100C - 385,00 100,00 52772 3600 
RC202.100C - 353,28 100,00 0 3600 
RC203.100C 2764,76 311,07 88,75 7 3600 
RC204.100C 2765,09 280,00 89,87 30016 3600 
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Tabela 2.9 – DLB versus BAC. 
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A DLB obteve soluções ótimas para 3 instâncias (todas com tamanho n = 25), soluções 
subótimas para 76 instâncias com gaps de otimalidade entre 3,73% e 94,00% e não encontrou 
nenhuma solução factível para 137 instâncias. Por outro lado, o BAC obteve soluções ótimas para 
5 instâncias (todas com tamanho n = 25), soluções subótimas para 110 instâncias com gaps entre 
8,24% e 92,12% e falhou para 101 instâncias. Para ambos os métodos, é possível notar que os gaps 
de otimalidade médios aumentam quanto maior o número de clientes das instâncias e quanto 
menores os custos fixos dos veículos, por exemplo, instâncias da subclasse A apresentam gaps 
médios menores que instâncias pertencentes às subclasses B e C. 
A análise da Tabela 2.9 mostra que a DLB encontrou limitantes superiores de melhor 
qualidade para 20 (9%) instâncias, enquanto o BAC foi melhor para 90 (42%) instâncias e para 106 
(49%) instâncias houve empate. O número de cortes de Benders gerados é consideravelmente maior 
para o BAC, já que toda solução factível encontrada para o problema mestre é enviada aos 
subproblemas. Além disso, na média, o BAC proporcionou um menor gap de otimalidade e um 
menor tempo computacional. Tomados em conjunto, estes resultados indicam uma superioridade 
do BAC sobre a DLB.  
De modo geral, a DLB e o BAC apresentaram um desempenho insatisfatório, falhando 
para uma grande quantidade de instâncias e gerando soluções com elevados gaps de otimalidade. 
Portanto, a fim de melhorar o desempenho destes algoritmos, o Capítulo 3 apresenta técnicas e 
aceleração para a decomposição de Benders aplicada ao PRVHJT. 
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CAPÍTULO 3  
 
TÉCNICAS DE ACELERAÇÃO PARA A DECOMPOSIÇÃO DE 
BENDERS EM PROBLEMAS DE ROTEAMENTO DE 
VEÍCULOS COM FROTA HETEROGÊNEA E JANELAS DE 
TEMPO 
3.1 TÉCNICAS DE ACELERAÇÃO PARA A DECOMPOSIÇÃO DE BENDERS 
A aplicação direta da decomposição de Benders pode ser ineficiente, consumindo um 
alto tempo computacional e memória excessiva (Magnanti e Wong, 1981; Naoum-Sawaya e 
Elhedhli, 2013). Dentre suas principais limitações, destacam-se: iterações muito demoradas, 
geração de cortes de otimalidade e factibilidade fracos, iterações inicias ineficazes, problemas de 
convergência, e demora para atualização do limitante superior do método (Rahmaniani et al., 
2017). Tais limitações levaram ao desenvolvimento de diversas técnicas de aceleração 
especializadas (Geoffrion e Graves, 1974; Magnanti e Wong, 1981; McDaniel e Devine, 1977;  
Rei et al., 2009; Saharidis et al., 2010; Saharidis e Ierapetritou, 2010, 2013; Sherali e Lunday, 2013; 
Van Roy, 1983). 
Em uma revisão bibliográfica bastante recente sobre o método de decomposição de 
Benders, Rahmaniani et al. (2017) classificam as estratégias de aceleração em quatro categorias, a 
saber, estratégia de decomposição, procedimento de solução, geração de soluções e geração de 
cortes. A estratégia de decomposição se relaciona ao esquema de particionamento do problema 
adotado pela decomposição de Benders, enquanto o procedimento de solução diz respeito aos 
algoritmos utilizados na resolução do problema mestre e dos subproblemas. Por sua vez, a geração 
de soluções contempla métodos especializados para fixação de valores das variáveis 
complicadoras. Por fim, a geração de cortes engloba estratégias relacionadas aos cortes de 
otimalidade e factibilidade. A Figura 3.1 ilustra cada uma dessas categorias que, na sequência, são 
apresentadas com um maior nível de detalhe. 
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Figura 3.1 – Classificação das acelerações da decomposição de Benders. 
3.1.1 Técnicas relacionadas à estratégia de decomposição 
Tradicionalmente, em um método de decomposição de Benders, ocorre a projeção 
completa de um problema de PIM no espaço das variáveis complicadoras, resultando em 
subproblemas com variáveis contínuas. Entretanto, no caso de problemas de programação 
estocástica ou em situações nas quais são gerados subproblemas com variáveis inteiras,  
estudos recentes têm apontado inconvenientes resultantes da exclusão das variáveis e restrições dos 
subproblemas na formulação do problema mestre. Para amenizar este efeito negativo, estratégias 
de decomposição modificadas têm sido propostas na literatura. 
Crainic et al. (2014, 2016) propõem um algoritmo para problemas estocásticos de dois 
estágios com recurso denominado decomposição de Benders parcial, no qual um subconjunto de 
subproblemas (cenários) é mantido na formulação do problema mestre. Com isso, os autores 
conseguem melhorias significativas no desempenho do algoritmo de Benders. 
Gendron et al. (2016) estudam um problema de projeto de redes wireless sustentáveis 
no qual a decomposição de Benders leva à obtenção de subproblemas com variáveis inteiras. Com 
o intuito de obter melhores limitantes inferiores para o método de solução, os autores propõem uma 
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estratégia de decomposição modificada na qual a formulação do mestre é fortalecida pela inclusão 
das variáveis dos subproblemas com suas condições de integralidade relaxadas.  
Pesquisas no âmbito da DLB também têm abordado estratégias de particionamento 
modificadas. Por exemplo, os trabalhos de Hooker (2004, 2006, 2007), Çoban e Hooker (2013), 
Ciré e Hooker (2012), Tran et al. (2016) e Ciré et al. (2016) demonstram que a inclusão de 
relaxações dos subproblemas na formulação do problema mestre promove uma redução 
significativa no número de iterações necessárias. 
3.1.2 Técnicas relacionadas ao procedimento de solução 
A necessidade da solução de diversos problemas mestres e subproblemas representa 
um dos principais gargalos de métodos de decomposição de Benders. Na decomposição tradicional, 
o problema mestre é usualmente um problema de PIM, enquanto os subproblemas são lineares. 
Portanto, ambos são solucionados por um solver de programação matemática. Entretanto, diversos 
pesquisadores têm desenvolvido procedimentos especializados para a resolução de tais problemas, 
explorando a estrutura dos mesmos. Estes procedimentos têm se mostrado capazes de acelerar a 
convergência da decomposição de Benders e têm sido aplicados tanto ao problema mestre quanto 
aos subproblemas. 
Uma das primeiras proposições relevantes consiste no método otimalidade -  
(Geoffrion e Graves, 1974), baseado no fato de que não é necessário obter a solução ótima do 
problema mestre para gerar cortes de Benders válidos. Seja LS  o limitante superior do algoritmo 
de Benders, a cada iteração, obtém-se uma solução do problema mestre cujo valor da função 
objetivo seja inferior à diferença ( )LS −  e, consequentemente, a otimalidade -  é alcançada 
dentro de um número finito de iterações. Este método foi aplicado com sucesso por Lin e Üster 
(2014) e Kewcharoenwong e Üster (2014).  
Técnicas de programação por restrições são uma alternativa para a resolução do 
problema mestre, como evidenciam os trabalhos de Benoist et al. (2002), Cambazard et al. (2004) 
e Corréa et al. (2007). Uma opção menos explorada na literatura é a resolução do problema mestre 
por algoritmos de branch-and-price, alguns dos poucos exemplos neste sentido podem ser 
encontrados em Cordeau et al. (2001c) e Restrepo et al. (2018). Implementações modernas da 
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decomposição de Benders como o BAC também podem ser enquadradas nesta categoria de 
algoritmos especializados para o problema mestre. 
Alguns pesquisadores desenvolveram uma linha de trabalhos paralela, na qual o 
principal objetivo é controlar a dimensão do problema mestre e não projetar métodos 
especializados para solucioná-lo. Estes métodos utilizam duas principais estratégias, a saber, 
eliminação de cortes e seleção de cortes.  
A eliminação de cortes se baseia na análise das variáveis de folga associadas aos 
mesmos. Se o valor da variável de folga permanece maior que um valor pré-determinado 
(usualmente 1010− ) por um certo número de iterações, o corte associado é considerado inativo e 
pode ser eliminado. Um exemplo desta estratégia pode ser encontrado em Pacqueau et al. (2012). 
Por outro lado, aplica-se a seleção de cortes quando múltiplos cortes são gerados por iteração. 
Nestes casos, os mecanismos de seleção de cortes são acionados para escolher os melhores cortes 
disponíveis. Um exemplo pode ser encontrado em Rei et al. (2009), que propõem uma estratégia 
de seleção baseada na profundidade do corte, isto é, o tamanho da região factível do problema 
mestre eliminada pelo corte. Estratégias mais avançadas para a seleção de cortes se enquadram na 
categoria geração de cortes segundo a classificação de Rahmaniani et al. (2017) e, portanto, serão 
apresentadas mais adiante. 
Procedimentos de solução especializados também foram desenvolvidos para os 
subproblemas. Algumas das abordagens são semelhantes àquelas sugeridas para o problema mestre 
como, por exemplo, o uso de técnicas de geração de colunas e de programação por restrições. O 
uso de geração de colunas pode ser encontrado em aplicações da decomposição de Benders no 
planejamento de transporte ferroviário (Cordeau et al., 2001b) e aéreo (Mercier e Soumis, 2007; 
Papadakos, 2009). A aplicação de programação por restrições é amplamente encontrada em 
métodos de DLB (Ciré e Hooker, 2012; Çoban e Hooker, 2013; Delorme et al., 2017; Gedik et al., 
2016; Harjunkoski e Grossmann 2002; Heching e Hooker 2016; Hooker, 2004, 2005a, 2005b, 
2006, 2007; Jain e Grossmann, 2001). 
Subproblemas que apresentam uma estrutura especial podem ser solucionados de modo 
bastante eficiente. Kouvelis e Yu (1997) estudam um problema de projeto de redes no qual o 
subproblema é o PCM e, portanto, pode ser solucionado pelo algoritmo de Dijkstra (1959).  
Em outra aplicação relacionada ao projeto de redes, Randazzo et al. (2001) obtêm subproblemas 
triviais de fluxo em redes, de simples resolução. Outro exemplo pode ser encontrado em Fischetti 
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et al. (2016) que, ao tratarem um problema de localização de facilidades, obtêm subproblemas com 
a estrutura do problema da mochila fracionária, para o qual existem algoritmos bastante eficientes. 
Note que, em nossa abordagem para o PRVHJT, também solucionamos os subproblemas do tipo 
PCVJT por um algoritmo especializado de programação dinâmica. 
Para aplicações da decomposição de Benders que levam à obtenção de múltiplos 
subproblemas, uma alternativa é a aplicação de programação paralela. Nestes casos, subproblemas 
independentes podem ser solucionados simultaneamente por diferentes processadores de uma 
mesma máquina. Alguns exemplos de implementações envolvendo programação paralela são 
encontrados em Linderoth e Wright (2003) e Pacqueau et al. (2012). 
De forma análoga ao que foi verificado para o problema mestre, algumas pesquisas têm 
trabalhado com soluções subótimas de subproblemas demasiadamente complexos. No caso da 
decomposição de Benders tradicional, Zakeri et al. (2000) resolvem subproblemas lineares de 
grande porte pelo método primal-dual de pontos interiores. A otimização é finalizada assim que 
uma solução factível para o subproblema é encontrada. Embora esta solução possa ser subótima e 
resultar em cortes inexatos, os autores demonstram que, sob condições específicas, a convergência 
do método é garantida.  
No caso da DLB, Raidl et al. (2014, 2015) resolvem subproblemas de PIM com a 
estrutura do PRV de forma exata em um solver de PIM e/ou heuristicamente pela aplicação de uma 
metaheurística VNS. Os autores observam que, quando esta metaheurística gera soluções 
subótimas para os subproblemas, os cortes lógicos resultantes são inválidos, pois excluem soluções 
factíveis globais (veja a Propriedade 2.2). Por exemplo, em nosso método de DLB,  
a resolução do problema mestre designa valores às variáveis y que alocam aos veículos , 1,...,lV l p=  
os clusters de clientes , 1,...,l l p= , cada qual associado a um subproblema de Benders.  
Suponha que os cortes (2.41) sejam gerados a partir de soluções subótimas destes subproblemas 
com custos denotados por , 1,...,lC l p=  em substituição aos custos ótimos , 1,...,lC l p=  utilizados 
na Seção 2.4. Os cortes resultantes desta substituição excluem soluções factíveis globais do 
PRVHJT, pois impõem valores aos limitantes inferiores , 1,...,l l p =  que implicam em  
1 1 1
p p p
l
l l
l l l
C C
= = =
     para qualquer solução do problema mestre que designe os mesmos clusters 
, 1,...,l l p=  aos veículos , 1,...,lV l p= , isto é, na qual ( )
1
1 0
l
p
l
i
l i
y
= 
− = . 
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3.1.3 Técnicas relacionadas à geração de soluções 
Esta categoria contém técnicas de aceleração que visam à obtenção de soluções de alta 
qualidade para o problema mestre. Tais técnicas relacionam-se a alterações na formulação do 
problema mestre ou à aplicação de heurísticas para a sua resolução. 
Em geral, as iterações iniciais da decomposição de Benders são custosas, pois 
demandam a resolução de problemas inteiros, e geram soluções de baixa qualidade. McDaniel e 
Devine (1977) mostram que cortes válidos podem ser obtidos para estas iterações pela resolução 
da relaxação linear do problema mestre. Desta forma, o processo de otimização passa a ser 
constituído por duas fases. Primeiramente, a relaxação linear do problema mestre é utilizada para 
gerar cortes que fortalecem sua formulação rapidamente, então, as condições de integralidade das 
variáveis complicadoras são restituídas e a segunda fase é iniciada. 
Van Roy (1983) propõe o algoritmo de decomposição cruzada, que explora 
simultaneamente as estruturas primal e dual de um problema de PIM e unifica os métodos de 
decomposição de Benders e de relaxação lagrangeana. A essência da decomposição cruzada está 
na demonstração de que os subproblemas resultantes dos métodos supracitados exercem o papel 
de problemas mestres relaxados um do outro. Deste modo, o algoritmo itera entre os dois 
subproblemas (ping-pong) na busca de uma solução ótima. Se o progresso feito com o ping-pong 
cessa, as soluções previamente geradas são utilizadas na construção de cortes para o problema 
mestre de Benders ou da relaxação lagrangeana. A resolução do problema mestre acrescido destes 
cortes provê um novo ponto de referência, a partir do qual a estratégia de ping-pong é retomada.  
O procedimento é executado até que se obtenha a solução ótima do problema de PIM. 
Algumas abordagens modificam a formulação do problema mestre para combater 
problemas de instabilidade e de convergência associados à decomposição de Benders.  
Neste âmbito, destacam-se três diferentes proposições detalhadas a seguir: decomposição 
regularizada, região de confiança e decomposição de nível. 
A decomposição regularizada foi introduzida por Ruszczyński (1986) para problemas 
estocásticos de dois estágios com recurso. A ideia principal do método é adicionar um termo 
quadrático à função objetivo do problema mestre para que sua resolução gere soluções próximas a 
um ponto de referência. Durante a execução do algoritmo, este ponto de referência é 
dinamicamente atualizado.  
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Seja ( )ity  a solução do problema mestre obtida na iteração it do algoritmo de Benders, 
  uma distância máxima pré-determinada e 

   uma expressão que denota a norma  .  
A estratégia da região de confiança restringe o domínio do problema mestre pela adição de 
desigualdades do tipo ( )ity y

−    , fazendo com que a solução corrente do problema mestre 
esteja a uma distância máxima da solução obtida na iteração anterior do algoritmo de Benders.  
A aplicação da região de confiança para um problema mestre linear pode ser encontrada em 
Linderoth e Wright (2003), enquanto Santoso et al. (2005) e Oliveira et al. (2014) apresentam 
implementações desta técnica para problemas mestres binários utilizando a distância de Hamming 
na definição das restrições da região de confiança. 
Fábián e Szõke (2007) propõem um método para problemas de programação 
estocástica denominado decomposição de nível. A cada iteração it deste método, uma solução ( )ity  
é gerada pela resolução de um problema mestre modificado que projeta a solução obtida na iteração 
anterior, isto é, ( )1ity − , em um conjunto de nível dinamicamente atualizado. 
A formulação do problema mestre ainda pode ser fortalecida pela inclusão de 
desigualdades válidas (DVs), que amenizam o impacto negativo da exclusão das variáveis e 
restrições dos subproblemas na formulação do problema mestre. Cordeau et al. (2006) abordam 
um problema de projeto de rede logística e mostram que a adição de DVs facilita consideravelmente 
a resolução de seu problema mestre. Em um contexto diferente, Garg e Smith (2008) resolvem um 
problema de projeto de redes no qual diversas desigualdades são adicionadas ao problema mestre, 
incluindo alguns tipos bastante conhecidos em PI como as desigualdades de cobertura. Saharidis 
et al. (2011) solucionam um problema de fluxo em redes com custo fixo por um método de 
decomposição de Benders em que a adição de DVs a priori proporciona ganhos significativos. Os 
autores reportam que as desigualdades promoveram um aumento entre 36% e 86% no valor do 
limitante inferior inicial dado pela solução ótima do primeiro problema mestre relaxado, em uma 
redução entre 48% e 65% do número de iterações necessárias e em uma redução entre 26% e 76% 
do tempo computacional. Adulyasak et al. (2015) estudam um problema integrado de planejamento 
da produção, estoque e distribuição e conseguem melhorias significativas nos seus limitantes 
inferiores pela adição de DVs. Outras aplicações bem-sucedidas de DVs no problema mestre 
podem ser encontradas em Emami et al. (2017), Jeihoonian et al. (2016), Jenabi et al. (2015), 
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Kewcharoenwong e Üster (2014), Pishvaee et al. (2014), Santoso et al. (2005), Tang et al. (2013) 
e Taşkın e Cevik (2013).  
 A aplicação de heurísticas na geração de boas soluções para o problema mestre tem 
sido um tema mais recentemente explorado. Pesquisadores têm aplicado heurísticas para gerar 
soluções iniciais em métodos de decomposição de Benders, para explorar a vizinhança de soluções 
conhecidas do problema mestre e, até mesmo, para corrigir a infactibilidade de subproblemas. 
Embora estas abordagens sejam bastante promissoras, é importante ressaltar que para a obtenção 
de limitantes inferiores válidos é necessário utilizar uma solução ótima do problema mestre 
(Rahmaniani et al., 2017). Portanto, no projeto de um método exato, em algum momento o 
problema mestre tem que ser resolvido à otimalidade. 
Nas aplicações mais comuns da literatura, as heurísticas promovem uma inicialização 
avançada do algoritmo de Benders. Wentges (1996) consegue acelerar um algoritmo de Benders 
para o problema de localização de facilidades com restrições de capacidade resolvendo o problema 
mestre com uma heurística sugerida por Balas e Martin (1980) em suas iterações iniciais. Easwaran 
e Üster (2009) combinam a decomposição de Benders e um algoritmo de busca tabu da seguinte 
forma: o problema original é solucionado por um algoritmo de busca tabu e a melhor solução 
encontrada gera um limitante superior para o algoritmo de Benders, adicionalmente, um conjunto 
de soluções de elite obtidas por esta metaheurística é utilizado para fixar os valores das variáveis 
complicadoras, gerando cortes de otimalidade que fortalecem a formulação do problema mestre. 
Implementações de heurísticas em contextos semelhantes podem ser encontradas em Contreras et 
al. (2011), Lin e Üster (2014), Kewcharoenwong e Üster (2014) e Taşkın e Cevik (2013).  
Heurísticas também podem ser propostas para solucionar o problema mestre ou para 
explorar a vizinhança de soluções conhecidas. Roussel et al. (2004) solucionam um problema de 
planejamento de corte de árvores por meio de uma decomposição de Benders acelerada. A cada 
iteração, a solução obtida para o problema mestre é utilizada como ponto de partida para um 
algoritmo de busca tabu, que resolve uma aproximação do problema original gerando bons 
limitantes superiores. Poojari e Beasley (2009) e Lai et al. (2010, 2012) propõem estratégias de 
decomposição modificadas nas quais o problema mestre é solucionado por um algoritmo genético. 
Rei et al. (2009) obtêm resultados promissores hibridizando o método de Benders com a heurística 
local branching (Fischetti e Lodi, 2003). Após a resolução do problema mestre, o local branching 
é acionado para explorar a vizinhança da solução encontrada, o que viabiliza a obtenção de soluções 
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adicionais. A resolução dos subproblemas associados a estas soluções melhora o limitante superior 
do método de Benders, e ocasiona o aumento de seu limitante inferior pela geração de múltiplos 
cortes. Mais recentemente, Pishvaee et al. (2014) e Jeihoonian et al. (2016) também foram bem-
sucedidos ao aplicarem o local branching.  
Alguns trabalhos propuseram heurísticas especializadas em restaurar a factibilidade de 
subproblemas. A ideia destas proposições é evitar a adição de cortes de factibilidade no problema 
mestre, que não contribuem para a melhoria do limitante inferior do método de Benders 
(Rahmaniani et al., 2017). Exemplos desta estratégia podem ser encontrados em Wu et al. (2003) 
e Emami et al. (2017). 
Em relação ao uso de heurísticas em métodos de DLB, destacam-se os trabalhos de 
Raidl et al. (2014, 2015) e Riedler e Raidl (2018). Raidl et al. (2014, 2015) projetam 
metaheurísticas VNS para a resolução do problema mestre e do subproblema de Benders.  
Riedler e Raidl (2018) geram soluções subótimas para o problema mestre ao interromperem 
prematuramente sua resolução em um solver de PIM. Para este fim, são propostos critérios de 
parada relacionados a um gap de otimalidade mínimo e a um tempo máximo de execução do 
software. 
3.1.4 Técnicas relacionadas à geração de cortes 
Muitos dos esforços em termos de melhoria da decomposição de Benders foram 
investidos para obtenção de cortes de otimalidade e factibilidade fortalecidos, capazes de acelerar 
a convergência deste método. A maioria dos estudos se concentra na decomposição de Benders 
clássica, especialmente quando os subproblemas lineares apresentam elevada degeneração. Além 
disso, predominam técnicas de aceleração para cortes de otimalidade em detrimento aos cortes de 
factibilidade. Um breve panorama das técnicas supracitadas é apresentado na sequência. 
Magnanti e Wong (1981) propõem um método seminal para geração de cortes de 
otimalidade não dominados ou Pareto-ótimos para subproblemas lineares degenerados.  
Os autores demonstram que esta aceleração tem um grande impacto na redução do número de 
iterações do método de Benders. Entretanto, o procedimento demanda a resolução de um PL 
adicional para cada subproblema, o que pode ser computacionalmente custoso. Também é 
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necessária a definição de um ponto de referência, o que não consiste em uma tarefa trivial visto 
que o mesmo tem que pertencer à envoltória convexa do problema mestre. 
Trabalhos posteriores propuseram estratégias para reduzir a dificuldade de escolha do 
ponto de referência. Por exemplo, Santoso et al. (2005) utilizam a solução ótima da relaxação linear 
do problema mestre. Embora esta estratégia não garanta a obtenção de um ponto de referência 
válido, os autores argumentam que a solução gerada usualmente se encontra na vizinhança da 
solução inteira ótima do problema mestre e, na maioria das vezes, está localizada no interior de sua 
envoltória convexa. 
Uma melhoria significativa no método de Magnanti e Wong (1981) foi obtida por 
Papadakos (2008), que propõe a utilização de um problema simplificado para gerar cortes Pareto-
ótimos. Este problema, denominado Magnanti-Wong independente, demanda menos esforço 
computacional para gerar os cortes e, portanto, combate a principal contrapartida envolvida na 
obtenção de cortes não dominados.  
Alguns anos depois, Sherali e Lunday (2013) desenvolveram um método alternativo 
para geração de cortes não dominados ao formularem a seleção de cortes como um problema de 
otimização multiobjetivo. Com esta abordagem, os autores conseguem encontrar cortes não 
dominados pela introdução de uma pequena perturbação no subproblema primal, sem a necessidade 
da resolução de problemas lineares auxiliares como em Magnanti e Wong (1981) e Papadakos 
(2008). 
Abordagens distintas podem ser encontradas em Sahridis e Ierapetritou (2010, 2013) e 
Saharidis et al. (2010). Sahridis e Ierapetritou (2010) estudam casos nos quais predominam 
subproblemas infactíveis e, portanto, cortes de otimalidade são dificilmente obtidos. Para estes 
casos, os autores propõem que se encontre um subsistema máximo factível para cada subproblema 
infactível detectado. A resolução deste subsistema gera um corte de otimalidade. Os mencionados 
subsistemas são gerados pela relaxação da menor quantidade de restrições necessária para a 
factibilização dos subproblemas. Saharidis et al. (2010) notam que, nas implementações do método 
de Benders tradicional, a maioria dos cortes obtidos é de baixa densidade, isto é, abrangem um 
subconjunto pequeno das variáveis do problema mestre. Com base nessa observação, é proposto 
um método de feixe de cortes de cobertura, no qual subproblemas auxiliares são resolvidos para 
gerar cortes adicionais, que incluem as variáveis desconsideradas no corte tradicional. Em uma 
tentativa de aprimorar o método de feixe de cortes de cobertura, Sahridis e Ierapetritou (2013) 
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desenvolveram uma nova técnica de aceleração denominada geração de cortes de máxima 
densidade. Nesta técnica, gera-se um corte auxiliar para cada iteração do método de Benders, 
incluindo o maior número possível de variáveis complicadoras desconsideradas pelo corte 
tradicional ou pelos feixes de cortes de cobertura. Os experimentos reportados levaram a resultados 
promissores. 
Yang e Lee (2012) estendem o conceito de dominância para os cortes de factibilidade. 
Dada uma região do subespaço do problema mestre, os autores percebem que a linha que liga uma 
solução factível a uma solução infactível tem que cruzar todos os cortes de factibilidade ali 
existentes, formando uma intersecção com cada um deles. Com base nesta observação, a distância 
entre tais pontos de intersecção e a solução factível é utilizada para a seleção do corte de 
factibilidade mais forte, isto é, aquele para o qual se obtém a menor distância. A desvantagem desta 
estratégia é a necessidade da resolução de um problema de programação fracionária para a 
minimização da distância, sendo utilizado o algoritmo de Dinkelbach (1967) para este fim. 
Fischetti et al. (2008, 2010) sugerem um critério alternativo para a seleção de cortes. 
Nesta proposição, os subproblemas são reformulados como problemas de factibilidade e cortes 
fortes são obtidos pela identificação de subsistemas infactíveis mínimos. Experimentos 
computacionais demonstram a eficácia deste critério na aceleração do algoritmo de Benders. 
Em relação à DLB, um número bem menor de acelerações relacionadas à geração de 
cortes pode ser encontrado.  Destacam-se duas diferentes proposições, a saber, mecanismos de 
fortalecimento de cortes de factibilidade e mecanismos de propagação de cortes. 
Mecanismos de fortalecimento de cortes de factibilidade podem ser encontrados nos 
trabalhos de Ciré e Hooker (2012), Ciré et al. (2016), Heching e Hooker (2016) e Hooker (2005a, 
2007). Estes mecanismos baseiam-se no fato de que, dentre as variáveis complicadoras 
pertencentes a um corte lógico de factibilidade, apenas um subconjunto causa a infactibilidade do 
subproblema de Benders. Em outras palavras, o corte de factibilidade original encontra-se 
enfraquecido pela inclusão de variáveis desnecessárias. Com base nessa observação, foram 
desenvolvidos procedimentos capazes de identificar o subconjunto supracitado e de fortalecer os 
cortes pela remoção das variáveis desnecessárias. 
Por outro lado, a propagação de cortes explora a estrutura do subproblema para gerar 
múltiplos cortes de Benders por iteração, acelerando a convergência do método. Esta estratégia foi 
aplicada no trabalho de Roshanaei et al. (2017), que aborda um problema de alocação de salas 
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cirúrgicas. Os autores perceberam que, se uma demanda não pode ser alocada à capacidade total 
das salas disponíveis em um dia, a alocação desta demanda também será inviável em outros dias 
do horizonte de planejamento com capacidades menores ou iguais àquela do dia analisado. 
Portanto, o corte de factibilidade gerado para um dia específico pode ser propagado para vários 
outros nos quais esta condição é observada. 
3.2 DESIGUALDADES VÁLIDAS 
A primeira técnica de aceleração proposta consiste na inclusão de DVs na formulação 
do problema mestre. São propostas desigualdades de clique que representam incompatibilidades 
na designação de subconjuntos de clientes \{0}  ao mesmo veículo kv , expressas por  
                 1
kv
i
i
y

   (3.1) 
e geradas a partir de grafos de conflitos (Atamtürk et al., 2000).  
Para cada veículo kv , é obtido um grafo de conflitos 
kv
 cujos nós representam as 
variáveis  
kv
iy , para todo \{0}i , e as arestas indicam que as variáveis adjacentes não podem 
assumir o valor 1 simultaneamente. A construção deste grafo envolve a identificação de dois tipos 
de incompatibilidade entre pares de clientes ( )  , 0i j  , a saber: (i) incompatibilidade 
relacionada à demanda; e (ii) incompatibilidade relacionada às janelas de tempo.  
O primeiro tipo aplica o probing desenvolvido por Brito et al. (2015) às restrições 
(2.30) do problema mestre, identificando pares de clientes incompatíveis para um veículo kv .  
Essa incompatibilidade ocorre porque o limite de capacidade do veículo é inferior à demanda dos 
clientes. O segundo tipo ocorre quando as desigualdades 
k
i i ij je W t l+ +   e 
k
j j ji ie W t l+ +   são 
simultaneamente satisfeitas para o par ( )  , 0i j   (Dondo e Cerdá, 2007) e pode ser identificado 
por inspeção.  
A combinação destas incompatibilidades permite a construção de grafos de conflitos 
bastante densos. Na sequência, os dois procedimentos de identificação de conflitos são 
apresentados de forma mais detalhada e a estratégia adotada para geração de desigualdades de 
clique é explicada. 
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3.2.1 Incompatibilidades relacionadas às relações demanda-capacidade 
O probing de Brito et al. (2015) foi desenvolvido para restrições com a forma genérica 
Ax b , portanto, a expressão (2.30) é reescrita na forma 
                 
 
0
0
0 , 
k kv v k
k i i k
i
Q y q y k v

− +         (3.2) 
Além disso, o procedimento exige que se ordenem de forma crescente os coeficientes 
 0iq  pertencentes ao termo
 0
kv
i i
i
q y

 . Após a ordenação dos coeficientes, considere a seguinte 
notação: 
*
iq :  i -ésimo menor coeficiente iq ; 
*i :  índice do i -ésimo menor coeficiente iq . 
Para um dado veículo kv , considere i  e 1i +  as posições de variáveis consecutivas 
após a ordenação dos coeficientes de 
 0
kv
i i
i
q y

 . Quando tais variáveis são simultaneamente 
ativadas, isto é, 
( )
* *
1
1
k kv v
i i
y y
+
= = , um limitante inferior para o valor do lado esquerdo da restrição 
(3.2), denotado por ( )
* *
1
1
k kv v
i i
y y
LHS +
= =
, pode ser calculado pela expressão 
( )* *1
1
* *
1
k kv v
i i
y y
k i iLHS Q q q
+
= =
+= − + +  
Como  * 0 para todo 0iq i     e os coeficientes estão ordenados de forma crescente, 
( )* *1
1
k kv v
i i
y y
LHS +
= =
 é monotonicamente crescente à medida que o valor de i  aumenta. Desta forma, se a 
ativação das variáveis das posições i  e 1i +  resulta em ( )
* *
1
1
0
k kv v
i i
y y
LHS +
= =
 , conclui-se que as 
mesmas são incompatíveis pela violação da expressão (3.2). Além disso, qualquer par de variáveis 
*
kv
i
y  e *
kv
j
y  com j > i também é incompatível, dada a ordenação dos coeficientes  0iq .  
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3.2.2 Incompatibilidades relacionadas às janelas de tempo 
Os k
k
m

  grafos de conflitos construídos para cada veículo kv  podem se tornar mais 
densos pela detecção de incompatibilidades referentes às janelas de tempo dos clientes. Se para um 
tipo de veículo k , observa-se que 
k
i i ij je W t l+ +   e 
k
j j ji ie W t l+ +   para um par de clientes
( )  , 0i j  , não é possível que qualquer veículo k kv   viaje diretamente de i  para j  ou de 
j  para i . Além disso, como os tempos de viagem respeitam a desigualdade triangular, não é 
possível que ambos os clientes sejam atendidos pelo mesmo veículo kv  (Dondo e Cerdá, 2007).  
Essa implicação é válida, pois se um dado veículo kv  viaja de i  para um cliente 
intermediário g e, posteriormente para j, tem-se que o tempo mais cedo de início do serviço no 
cliente j, denotado por js , é 
( ) ( )  max ,max ,k k kj j g g gj i i ig g gjs e e W t e W t W t= + + + + + +  
Entretanto, pela desigualdade triangular temos que 
k k k
ij ig gjt t t + , consequentemente 
k k k
i i ig g gj i i ij je W t W t e W t l+ + + +  + +   
Portanto, j js l  e viagens indiretas de i  para j também não são possíveis para o veículo 
kv . O mesmo raciocínio pode ser aplicado para mostrar a inviabilidade de viagens indiretas de j 
para i . 
Dessa forma, no segundo procedimento de detecção de incompatibilidades, para cada 
tipo de veículo k , os clientes são analisados dois a dois e, caso as desigualdades  
k
i i ij je W t l+ +   e 
k
j j ji ie W t l+ +   sejam verificadas, uma aresta é adicionada ao grafo de conflitos 
de cada veículo 
k
kv  . 
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3.2.3 Geração e adição de desigualdades de clique no problema mestre 
A geração de desigualdades de clique decorre da aplicação dos procedimentos descritos 
nas Seções 3.2.1 e 3.2.2. Primeiramente, o probing de Brito et al. (2015) é aplicado às restrições 
(2.30) associadas a cada veículo da frota. A Figura 3.2 exemplifica o grafo de conflitos construído 
para um veículo do tipo A ao final da aplicação do probing na instância R101.25A. Na sequência,  
é aplicado o procedimento de identificação de incompatibilidades relativas às janelas de tempo.  
A Figura 3.3 ilustra o grafo de conflitos final obtido para o mesmo veículo na instância R101.25, 
incluindo os dois tipos de incompatibilidade e demonstrando que podem ser gerados grafos 
bastante densos pelo método proposto.  
Então, o algoritmo de Bron-Kerbosch (Bron e Kerbosch, 1973) é utilizado para 
encontrar todos os cliques maximais dos grafos , , 
kv k
kk v  . Cada clique maximal 
corresponde a uma desigualdade (3.1) a ser inserida no problema mestre de Benders.  
Uma descrição completa deste algoritmo é apresentada no Apêndice C. 
Em uma estratégia de geração de desigualdades de clique bastante agressiva, todas as 
desigualdades de clique geradas poderiam ser adicionadas à formulação do problema mestre com 
o intuito de fortalecê-la. Entretanto, devido ao grande número de cliques maximais gerados, são 
priorizados os cliques de maior cardinalidade e o número total inserido no problema mestre é 
limitado a um valor 
maxDV .  
Observamos que a desigualdade de clique foi anteriormente utilizada na literatura do 
PRVJT por Kontoravdis e Bard (1995). Entretanto, nosso procedimento introduz novidades na 
identificação das incompatibilidades pela utilização do probing de Brito et al. (2015) e estende o 
processo de construção de grafos de conflito para problemas com frota heterogênea. 
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Figura 3.2 – Conflitos de demanda-capacidade identificados para um veículo do tipo A na instância R101.25A. 
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Figura 3.3 – Todos os conflitos identificados para um veículo do tipo A na instância R101.25A. 
3.3 ADIÇÃO AO PROBLEMA MESTRE DE BENDERS DE UM MODELO COM 
RELAXAÇÃO DE RESTRIÇÕES DO PROBLEMA DO CAIXEIRO VIAJANTE COM 
JANELAS DE TEMPO 
Em conformidade com os trabalhos apresentados na Seção 3.1.1, a segunda técnica de 
aceleração incorpora ao problema mestre as variáveis e restrições de uma relaxação do PCVJT 
conhecida como formulação sub-restrita (FSR) (Wang e Regan, 2002). 
Nesta relaxação, as janelas de tempo  ,i ie l  dos clientes  0i  são transformadas 
em instantes únicos no tempo. Deste modo, obtém-se um problema de sequenciamento com tempo 
de início fixo (Desrosiers et al., 1995), que possui uma representação de fluxo em redes e pode ser 
solucionado de modo eficiente. 
Ao estabelecer a conexão entre um par de clientes ( ),i j , Wang e Regan (2002) 
consideram apenas o início ei da janela de tempo do cliente origem i e o término lj da janela de 
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tempo do cliente destino j. Este procedimento gera uma rede de fluxo que abrange todas as 
conexões factíveis entre os diferentes clientes e algumas conexões infactíveis.  
A FSR para um cluster de clientes l  designado a um veículo lV  é denotada por 
 
, ( , )
min
l l
l l
ij ij
i j j i i j
c x
   
     (3.3) 
                 
*
1  ,
l
l
ij l
i
x j j i

=        (3.4) 
 
*
1 ,
l
l
ij l
j
x i i j

=        (3.5) 
 ( ) 0 , , , 0l lij i i ij j lx e W t l i j i j j+ + −         (3.6) 
  0,1 , ,lij lx i j i j       (3.7) 
A função objetivo (3.3) minimiza a distância percorrida. As restrições (3.4) – (3.5) são 
análogas as restrições (2.36) – (2.37) do PCVJT. As restrições (3.6) definem as conexões viáveis 
na rede de fluxo da FSR e, em (3.7), encontra-se o domínio das variáveis de decisão. 
Wang e Regan (2002) mostram que a FSR pode se tornar uma relaxação mais apertada 
do PCVJT se as janelas de tempo dos clientes forem discretizadas por um procedimento que as 
particiona em intervalos menores. Posteriormente, Wang e Regan (2009) demonstram 
matematicamente que a solução inteira da FSR converge para o valor ótimo do PCVJT à medida 
que a partição das janelas de tempo tende a intervalos infinitesimais. Entretanto, o uso deste 
procedimento de partição gera um número muito grande de variáveis, pois cada subjanela é 
representada por um nó da rede de fluxo. Por este motivo, adotamos a FSR em sua forma básica.  
A adição das restrições dessa relaxação do PCVJT à formulação (2.29) – (2.34) resultou 
no seguinte problema mestre fortalecido 
 
0min
k k
k k
k k
v v
k
k kv v
f y 
  
+      (3.8) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (3.9) 
  1 0
k
k
k
v
i
k v
y i
 
=        (3.10) 
 
0
k
k
k
v
k
v
y m k

       (3.11) 
 cortes de Benders    (3.12) 
 , , ,
k kv v k
ij j k
i
x y j j i k v

=         (3.13) 
 , , ,
k kv v k
ij i k
j
x y i i j k v

=          (3.14) 
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 ( ) 0 , , , 0, ,
kv k k
ij i i ij j kx e W t l i j i j j k v+ + −          (3.15) 
 
, ( , )
,
k k kv v v k
ij ij k
i j N j i i j
c x k v
   
          (3.16) 
 ( )  , , 0,1  , , , ,
k k kv v v k
ij i kx y i j i j k v +         (3.17) 
Note que, nas restrições (3.16), os custos de viagem associados à solução da FSR 
impõem um limite inferior às variáveis 
kv . Desta forma, a formulação (3.8) – (3.17) proporciona 
limitantes inferiores de melhor qualidade para o método de Benders, beneficiando seu desempenho. 
Outras relaxações do PCVJT poderiam ser adicionadas à formulação do problema mestre como, 
por exemplo, sua relaxação linear. Entretanto, testes preliminares indicaram que o uso da 
formulação sub-restrita gera melhores resultados. 
3.4 SOLUÇÃO HEURÍSTICA 
Em geral, métodos heurísticos produzem limitantes superiores melhores que a 
resolução dos subproblemas da decomposição Benders em suas iterações iniciais (Rahmaniani et 
al., 2017). Portanto, a fim de promover uma inicialização avançada dos algoritmos DLB e BAC,  
a terceira técnica de aceleração proposta consiste em heurísticas que geram um limitante superior 
de alta qualidade para o PRVHJT. Uma solução factível inicial é obtida por uma heurística 
construtiva e, então, melhorada por uma matheurística large neighbourhood search (LNS).  
3.4.1 Heurística para obtenção de solução inicial 
Na literatura de problemas roteamento de veículos, predominam heurísticas para o 
PDRFHJT. Liu e Shen (1999a, 1999b) desenvolvem uma heurística construtiva para o PDRFHJT 
inspirada no algoritmo de economias de Clarke e Wright (1964) e em sua adaptação para problemas 
de frota heterogênea proposta por Golden et al. (1984). Posteriormente, o método de Clarke e 
Wright (1964) volta a ser adaptado para o PDRFHJT por Bräysy et al. (2009).  Dullaert et al. (2002) 
propõem uma heurística de inserção sequencial, enquanto Dell’Amico et al. (2007) apresentam 
uma heurística de múltiplos inícios na qual a inserção de clientes em rotas parciais é baseada em 
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métricas de arrependimento e ocorre de forma paralela, isto é, as rotas para os diferentes veículos 
são constituídas simultaneamente e não sequencialmente. Ainda é possível destacar a heurística 
sugerida por Paraskevopoulos et al. (2008), também baseada em inserções paralelas, que gera uma 
população de soluções para o PDRFHJT.  
Como o PDRFHJT não contém restrições que limitem o número de veículos 
disponíveis de cada tipo, a construção de soluções factíveis nas heurísticas citadas é facilitada. Por 
outro lado, encontrar soluções factíveis para o PRVHJT pode ser uma tarefa de elevada dificuldade 
devido à presença das restrições que limitam o tamanho da frota (Paraskevopoulos et al., 2008). 
Dentre as heurísticas anteriormente descritas, apenas a de Paraskevopoulos et al. (2008) foi 
adaptada para o contexto de frotas limitadas. Entretanto, essa heurística tem que gerar uma 
população de soluções para a obter soluções factíveis de qualidade razoável para o PRVHJT. 
Com o intuito de obter uma solução factível para o PRVHJT, sem a necessidade de 
gerenciar uma população de soluções, uma nova heurística construtiva é proposta neste trabalho.  
O algoritmo sugerido é baseado na heurística I1, proposta por Solomon (1987) para o PRVJT. 
Nesta heurística, rotas são sequencialmente geradas enquanto houver clientes não servidos. Uma 
rota é inicializada com um cliente-semente, então, os clientes não servidos que proporcionam os 
menores acréscimos no custo de viagem são iterativamente inseridos, respeitando as restrições de 
capacidade e de janela de tempo. Quando tais restrições inviabilizam inserções na rota atual, uma 
nova rota é inicializada.  
A heurística proposta modifica a I1 em três aspectos: (i) a construção das rotas não 
ocorre de forma sequencial, mas paralela; (ii) os critérios para a seleção dos clientes-semente e para 
a inserção dos clientes não servidos nas rotas parciais são estendidos; e (iii) um mecanismo 
sistemático de reordenação, ejeção e inserção de clientes é incorporado para a resolução de 
instâncias nas quais a I1 é encerrada prematuramente em decorrência do tamanho limitado da frota. 
O pseudocódigo da heurística construtiva é ilustrado na Figura 3.4, na qual NI  representa o 
conjunto de clientes não inseridos nas rotas e EP denota uma estrutura de dados denominada 
ejection pool, que armazena clientes ejetados das rotas (Lim e Zhang, 2007). 
Primeiramente, o conjunto NI  é inicializado (linha 1) e os veículos da frota são 
ordenados em ordem crescente de suas capacidades 
kQ  (linha 2). Então, para cada veículo 
kv ,  
é escolhido como semente o cliente i NI  que resulta no maior valor de 
1 2
k
v
i i
l −   
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(linhas 3–6). Nesta expressão, 
k
v
i
 representa o grau do nó associado à variável 
kv
iy  no grafo de 
conflitos 
kv
, e 
1
0   e 
2
0   são parâmetros do método tais que 
1 2
1 + = . Este critério prioriza 
clientes com um alto grau de incompatibilidade (maior valor de 
k
v
i
 ) e com o final da janela de 
tempo mais próximo (menor valor de li).  
A partir daí, a heurística construtiva emprega um critério denominado 
3cˆ  para inserir 
clientes não servidos nas 
k
k
m

  rotas em construção (linhas 7–21). Para cada cliente u NI , 
avaliam-se os custos ( )3ˆ , ,
kvc i u j  de inserção de u entre os pares de clientes adjacentes ( ),i j  de cada 
rota parcial ( ), , kR k v  (linhas 9–13). A inserção factível que resulta no menor valor de ( )3ˆ , ,
kvc i u j  é 
executada (linha 14). Assuma que 
1
 , 
2
 , , 1 , 2  e   são parâmetros de controle, ( )3ˆ , ,
kvc i u j é 
obtido pela expressão 
( )3 1 2 2 1 2 1 2ˆ ˆ( , , ) , , , 1, 0, 0
k k kv v v
uc i u j c i u j      = − + =           
na qual 
2 0 1
ˆ ˆ( , , ) ( , , ), 0
k kv k v
uc i u j c c i u j = −    , 
( ) ( )1 1 2 1 2 1 2ˆ ( , , ) , 1, 0, 0, 0
k k kv k k k v v
iu uj ij j jc i u j c c c w w        = + − + − + =         
e as variáveis 
kv
jw  e 
kv
jw  indicam o início do serviço no cliente j  antes e após a inserção do cliente 
u na rota parcial ( ), , kR k v , respectivamente. Os critérios 1ˆc  e 2cˆ  estendem os critérios de inserção 
sequencial 
1c  e 2c  da heurística I1. Além disso, o critério 3cˆ  pondera o grau de incompatibilidade 
k
v
u
 , priorizando a inserção de clientes que têm poucos conflitos e maximizando o número de 
posições de inserção factíveis nas rotas em construção. 
Caso a inserção de clientes seja prematuramente encerrada, tal que NI  ,  
duas possíveis estratégias são acionadas. A primeira consiste em uma reordenação de clientes com 
o objetivo de otimizar as rotas parciais, viabilizando a inserção dos clientes remanescentes  
(linhas 16–19). Para as instâncias nas quais a aplicação de programação dinâmica é eficaz, o 
algoritmo de Li (2009) é acionado como mecanismo de reordenação das rotas parciais;  
para as demais instâncias, a reordenação é omitida (veja a Seção 3.5.1).  
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A segunda estratégia (linhas 22–36) consiste em um procedimento iterativo de ejeção 
e inserção de clientes. Inicialmente, os clientes remanescentes são transferidos para a estrutura de 
dados EP (linha 22). Então, calculam-se os valores ( , , )
kvINF i u j , que mensuram a infactibilidade 
total resultante da inserção dos clientes u EP  entre os pares de clientes adjacentes ( ),i j  das rotas 
( ), , , , k k kR k v k v   (linhas 24–28). O valor ( , , )
kvINF i u j  é obtido pela expressão 
( ) 1 2( , , ) 1 ( , , ) ( ), 0 1
k k kv v vINF i u j Inf i u j Inf u  = − +      
na qual  é um parâmetro de controle e  
 1
( , , ),
( , , ) max ,0
k k
k
v v
g g
g R k v g u
Inf i u j w l
 
= −
 
 
e 
2
( , , )
( ) max ,0
k
k
v
g u k
g R k v
Inf u q q Q

   
= + −   
   

 
 
representam as parcelas de infactibilidade decorrentes das violações das restrições de janela de 
tempo e de capacidade, respectivamente. A variável 
kv
gw  indica o início do serviço no cliente g 
após a inserção do cliente u na rota ( ), , kR k v .  
A inserção do cliente u* que resulta no menor valor de INF é executada (linha 29) e,  
na sequência, um mecanismo de ejeção de clientes é acionado para factibilizar a rota ( )
*
, , kR k v  na 
qual u* foi inserido (linhas 31–34). A ejeção considera apenas os clientes relevantes de ( )
*
, , kR k v   
(Lim e Zhang, 2007), ou seja, clientes ( )
*
*, , ,ki R k v i u  , cuja ejeção contribui para a redução do 
valor da infactibilidade total INF. Os clientes relevantes são ejetados na ordem decrescente de sua 
contribuição para a redução de INF, até que ( )
*
, , kR k v  volte a ser factível. Os clientes ejetados são 
enviados à ejection pool e as operações de inserção-ejeção continuam até que EP = . 
Paraskevopoulos et al. (2008) observam que operações subsequentes de inserção e 
ejeção estão sujeitas a ciclagem. Na heurística proposta, duas medidas foram tomadas para evitar 
este problema: (i) sempre que um cliente é ejetado, fica proibida a sua inserção no veículo ao qual 
estava alocado; (ii) os cálculos da infactibilidade total e da prioridade de ejeção são penalizados 
pelo valor 100(icounter), sendo icounter o número de operações de inserção ao qual um cliente foi 
submetido. 
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Figura 3.4 – Heurística para obtenção de solução inicial. 
Algoritmo heurística construtiva
1 NI  ← {1,...,n }
2 Ordene os veículos da frota na ordem crescente de Q k
3 Para cada veículo v
k
, k ∈M, v k ∈Mk
 
faça
4 Escolha o cliente i∈ NI  com maior valor de                       como semente
5 Inicialize a rota (R , k , v
k
) utilizando o cliente-semente selecionado e atualize NI 
6 Fim Para
7 Enquanto NI  ≠ ∅ faça
8 Se há inserções factíveis para os clientes  u ∈ NI  então
9 Para cada cliente u  ∈ NI faça
10 Para cada veículo v
k
, k ∈M, v k ∈Mk
 
faça
11 Calcule o menor custo de inserção 
12 Fim Para
13 Fim Para
14 Execute a inserção de menor custo obtida e atualize NI 
15 Senão
16 Reordene as rotas utilizando programação dinâmica
17 Se nenhuma inserção foi viabilizada pela reordenação então
18 Interrompa
19 Fim Se
20 Fim Se
21 Fim Enquanto
22 EP ← NI
23 Enquanto EP ≠ ∅ faça
24 Para cada cliente u ∈ EP faça  
25 Para cada veículo v
k
, k ∈M, v k ∈Mk
 
faça
26 Calcule a menor medida de infactibilidade
27 Fim Para
28 Fim Para
29 Execute a inserção de menor infactibilidade obtida, isto é, cliente u *  na rota (R , k , v
k
)*, e atualize EP
30 Se (R, k, v
k
)*
 
tornou-se infactível então
31 Encontre os clientes relevantes de (R , k , v
k
)* e calcule suas respectivas prioridades de ejeção
32 Enquanto (R, k, v
k
)*
 
permanecer infactível faça
33 Ejete o cliente relevante com maior prioridade de ejeção e atualize EP
34 Fim Enquanto
35 Fim Para
36 Fim Enquanto
1 2
k
v
i i
l −
3
ˆ ( , , )
kvc i u j
( , , )
kvINF i u j
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3.4.2 Matheurística LNS 
A matheurística proposta é inspirada no algoritmo de Prescott-Gagnon et al. (2009) 
para o PRVJT, que combina a metaheurística LNS com o método de programação matemática 
branch-and-price. A LNS (Shaw, 1998) baseia-se em um procedimento iterativo no qual a solução 
de um problema é parcialmente destruída por operadores de remoção e, posteriormente, 
reconstruída por operadores de reinserção. Prescott-Gagnon et al. (2009) sugerem a substituição 
dos operadores de reinserção por um método de branch-and-price. Nosso algoritmo apresenta a 
mesma estrutura, porém, ao invés de utilizar branch-and-price para a reconstrução das soluções, 
aplica a decomposição de Benders.  
O pseudocódigo da LNS proposta é mostrado na Figura 3.5, compreendendo as rotinas 
de destruição (linhas 3–4) e reconstrução (linhas 5–10). O parâmetro   (linha 4) é utilizado para 
indicar o número de clientes removidos da solução corrente a cada iteração da matheurística.  
O critério de parada adotado é um tempo máximo de execução t_limit  (linha 11). Cada uma destas 
rotinas é detalhada a seguir.  
 
Figura 3.5 – Matheurística LNS. 
Algoritmo matheurística LNS
1 Gere uma solução inicial utilizando a heurística construtiva
2 Repita
// Destruição //
3 Selecione um operador de destruição utilizando o método roulette wheel
4 Remova ξ  clientes da solução corrente
// Reconstrução //
5 Fixe as variáveis (y , x ) no problema mestre (3.8) – (3.17) definindo uma vizinhança
6 Explore a vizinhança utilizando a versão heurística da decomposição de Benders
7 Se a nova solução encontrada é melhor que a corrente então 
8 Solução corrente ← nova solução
9 Atualize as estatísticas do método roulette wheel
10 Fim Se
11 Até atingir o tempo limite de processamento t_limit
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3.4.2.1 Procedimento de destruição 
A destruição utiliza quatro operadores, a saber: (i) operador de proximidade (proximity 
operator); (ii) operador trecho de rota (route portion operator); (iii) operador de maior desvio 
(longest detour operator); e (iv) operador de tempo (time operator). Em cada iteração da LNS,  
um método roulette wheel seleciona um dos operadores aletoriamente para a remoção de   clientes 
da solução corrente. Cada operador i tem uma probabilidade de seleção i ii   e recebe o valor 
inicial 5i = , conforme a parametrização adotada em Prescott-Gagnon et al. (2009). Se a aplicação 
do operador i melhora a solução corrente, seu peso é incrementado em 1 unidade, isto é, 1.i i  +   
Na sequência, os quatro operadores são apresentados com base no trabalho de Prescott-
Gagnon et al. (2009). Na descrição de cada operador, os conjuntos de clientes removidos e não 
removidos da solução corrente são denotados por CR  e CNR , respectivamente.  
Operador de proximidade 
O operador de proximidade estende aquele proposto por Shaw (1998), selecionando 
clientes segundo critérios geográficos e temporais. O primeiro cliente é removido aleatoriamente, 
e os demais são extraídos de suas rotas com base em uma métrica de proximidade espaço-temporal 
denotada por ( ), ,PET i j k .  
Para um par de clientes ( ), , , ,i j i CR j CNR   o valor de ( ), ,PET i j k  pode ser obtido 
pela seguinte expressão:  
( )
 
1
, ,
1
max
ij
k k
ij jig CNR ig
PET i j k
d
d
=
 
 +
 +
  
 
na qual     1,min , ,k k kij j i i ij j i i ijl l W t e e W t= + + − + +  e     1,min , ,k k kji i j j ji i j j jil l W t e e W t= + + − + +  
são medidas de similaridade entre as janelas de tempo dos clientes ( ),i j , propostas por Gendreau 
et al. (1998). Nos cálculos acima, assumimos que k é o tipo do veículo que executa a rota do  
cliente j, pois o cliente i já foi removido de sua rota original. 
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Após a remoção aleatória do primeiro cliente, o operador aplica um procedimento 
iterativo baseado nos seguintes passos: 
i) Selecione aleatoriamente um cliente i CR ; 
ii) Ordene os clientes pertencentes ao conjunto CNR  na ordem decrescente de suas 
métricas de proximidade espaço-temporal em relação à i; 
iii) Associe o índice 1 ao primeiro cliente do conjunto CNR  ordenado, 2 ao segundo, e 
assim por diante até CNR ;  
iv) Remova o cliente de índice D CNR   , no qual   é um número gerado segundo uma 
distribuição uniforme no intervalo [0, 1] e D  é um parâmetro da LNS;   
v) Atualize CR  e CNR ; 
vi) Se CR  , retorne ao passo (i); caso contrário, encerre o procedimento. 
Operador trecho de rota 
O operador trecho de rota, originalmente proposto por Rousseau et al. (2002), 
remove um cliente-pivô e seus respectivos trechos adjacentes em uma rota. Entende-se por trecho 
qualquer conjunto de clientes subsequentes de uma rota com cardinalidade maior ou igual a 1.  
O primeiro cliente-pivô é escolhido aleatoriamente na solução corrente. Este cliente é 
removido juntamente com todos seus predecessores e sucessores localizados a uma distância 
máxima d  do mesmo em sua rota. Também são removidos o primeiro predecessor e o primeiro 
sucessor fora do raio definido por d . A Figura 3.6 ilustra o funcionamento do operador.  
 
Figura 3.6 – Operador trecho de rota. 
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Na sequência, os conjuntos CR  e CNR  são atualizados, um novo cliente-pivô é 
escolhido e o procedimento de remoção volta a ser aplicado. Como se seleciona, no máximo, um 
pivô por rota, o novo cliente-pivô tem que pertencer a uma rota distinta daquelas já modificadas. 
Seja CNR  o conjunto de clientes não removidos pertencentes às rotas ainda não 
modificadas pelo operador. Na escolha do próximo pivô, os clientes j CNR  são ordenados na 
ordem decrescente da métrica de proximidade espaço-temporal ( ), ,PET i j k  em relação ao 
primeiro cliente-pivô i. Após a ordenação, o cliente que ocupa a posição 
D CNR 
 
   no conjunto 
se torna o próximo pivô. 
Estes passos são repetidos enquanto CR   ou enquanto houver rotas às quais o 
operador não foi aplicado. Note que, é possível que o operador seja encerrado prematuramente com 
CR  , caso todas as rotas possuam um pivô. Para evitar que este seja um fato recorrente,  
o valor do parâmetro d  é atualizado dinamicamente durante a aplicação da LNS. 
Em cada chamada do operador trecho de rota, o valor de d  é calculado pela expressão 
 max ,rp gi id f d d= , na qual i é o primeiro cliente escolhido como pivô, g é seu predecessor,  
 é seu sucessor e rpf  é um parâmetro de controle. O valor inicial deste parâmetro é 1rpf =  e,  
quando o operador é encerrado com CR  , faz-se rp rpf f
CR

 . O objetivo deste incremento 
no valor de rpf  é a remoção de um maior número de clientes em chamadas subsequentes. 
Operador de maior desvio 
O operador de maior desvio também se baseia no trabalho de Rousseau et al. (2002). 
O desvio associado a um cliente u, servido entre os clientes i e j  na rota ( ), , kR k v  do veículo vk,  
é calculado pela expressão 
k k k
iu uj ijc c c+ − . Quando este operador é acionado, os clientes do conjunto 
CNR  são ordenados na ordem decrescente de seus respectivos desvios. Então, inicia-se um 
procedimento iterativo análogo àquele do operador de proximidade. Enquanto CR  , o cliente 
na posição D CNR    do conjunto CNR  é removido e inserido no conjunto CR . 
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Operador de tempo 
O operador de tempo remove clientes servidos em instantes próximos do horizonte de 
planejamento. Para este fim, um instante ts é gerado aleatoriamente no intervalo  0 0,e l  e os clientes 
j CNR  são ordenados na ordem crescente da métrica jz , obtida pela expressão 
 
* *
* *
* *
, se <
0, se
, se >
j s s j
j i s i
s i s i
e t t e
z e t l
t l t l
 −

=  

−
       
             
       
  
na qual * *,j je l    denota uma espécie de janela de tempo modificada para cada cliente j CNR .  
Esta janela indica o intervalo em que o serviço pode ser iniciado em um cliente j com base na rota 
à qual este se encontra alocado na solução corrente.  
Seja r a posição de um cliente na rota ( ), , kR k v  e rj  o cliente que ocupa esta posição 
na rota, tal que 1 0Rj j= = . Os limites 𝑒𝑗𝑟
∗  e 𝑙𝑗𝑟
∗  podem ser calculados recursivamente pelas 
expressões 
1
*
0je e=  
( ) ( 1) ( 1)1* * ,max , , 2,...,r r r r rr kj j j j j je e e W t r R− −−= + + =     
e  
*
0Rj
l l=  
( ) ( 1)1* * ,min , , 1,...,1r r r r rr kj j j j j jl l l W t r R++= − − = −     
respectivamente. 
Uma vez ordenado o conjunto CNR  de acordo com os valores crescentes de jz ,  
um procedimento iterativo é acionado. Enquanto CR  , o cliente que ocupa a posição 
D CNR    neste conjunto é removido e inserido em CR . 
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3.4.2.2 Procedimento de reconstrução 
A originalidade da LNS proposta está em sua rotina de reconstrução. A remoção de 
clientes gera um conjunto de rotas parcialmente destruídas e um conjunto de   clientes isolados. 
Estas rotas parciais podem ser utilizadas para fixar os valores das variáveis y e x na formulação do 
problema mestre  (3.8) – (3.17), e o problema resultante pode ser solucionado pelos algoritmos de 
decomposição de Benders propostos no Capítulo 2. Mais especificamente, utilizamos o BAC que 
tem um desempenho superior ao da DLB, como demonstrado na Seção 2.7.3. Com isso, obtém-se 
uma nova solução completa para o PRVHJT, que é aceita caso melhore a solução corrente. 
Prescott-Gagnon et al. (2009) notam que são necessárias diversas iterações da LNS 
para a obtenção de soluções de alta qualidade para o PRVJT. A fim de evitar elevados tempos 
computacionais, estes autores sugerem um método de branch-and-price heurístico para a 
reconstrução de soluções, no qual uma busca tabu resolve o subproblema de geração de colunas. 
De maneira análoga, desenvolvemos uma versão heurística da decomposição de Benders para a 
reconstrução das soluções do PRVHJT, na qual os subproblemas do tipo PCVJT são resolvidos por 
uma programação dinâmica heurística. Em particular, aplica-se o algoritmo proposto por Balas e 
Simonetti (2001) para o PCVRP, que pode ser utilizado como uma heurística para o PCVJT. 
Apresentamos uma descrição detalhada deste algoritmo no Apêndice D. 
Além de t_limit ,   e D, a LNS proposta também apresenta como parâmetros de 
controle o par ( ),K q , utilizados pela programação dinâmica heurística de Balas e Simonetti (2001) 
(veja o Apêndice D). 
3.4.2.3 Nota de implementação da matheurística LNS 
A melhor solução encontrada pela LNS é enviada para a DLB ou para o BAC, 
acelerando tais métodos de decomposição. No caso da DLB, o custo desta solução é passado para 
o limitante superior LS na inicialização do algoritmo (Figura 2.8 – linha 1). Para o BAC, os valores 
das variáveis ( ),y x  na melhor solução encontrada para o PRVHJT são passados para o solver de 
PIM por meio de comandos presentes em softwares estado-da-arte tais como o Gurobi v.6.05  e o 
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CPLEX v.12.6. No Gurobi v.6.05, há um atributo Start associado a cada variável (Gurobi 
Optimization, 2014) e, no CPLEX v.12.6, são disponibilizados métodos em bibliotecas para 
diferentes linguagens de programação para este fim. Na linguagem C, a biblioteca CPLEX Callable 
Library disponibiliza o método CPXaddmipstarts, enquanto nas linguagens C++, Java, C# e Visual 
Basic, a biblioteca ILOG Concert Technology dispõe do método addMIPStart (IBM-ILOG, 2013). 
Como os valores passados para o BAC são de uma solução factível global, a mesma não será 
excluída por cortes lógicos e tornar-se-á a solução incumbente do método. 
3.5 EXPERIMENTOS COMPUTACIONAIS 
Como os experimentos da Seção 2.7.3 demonstram a superioridade do BAC em relação 
à DLB, as técnicas de aceleração propostas neste capítulo foram aplicadas ao BAC. Os algoritmos 
testados foram codificados em C# e executados em um CPU Intel® CoreTM i7-6500U 2,5GHz com 
16GB de memória RAM. Como solver de PIM, utilizamos o software Gurobi v.6.05.  
A parametrização do BAC acelerado é discutida na Seção 3.5.1. O impacto das técnicas 
de aceleração propostas é analisado na Seção 3.5.2. Por fim, as Seções 3.5.3 e 3.5.4 comparam a 
melhor versão obtida do BAC com métodos de solução estado-da-arte. 
3.5.1 Parametrização do algoritmo BAC acelerado 
Para a configuração de parâmetros, selecionamos um subconjunto representativo de 36 
instâncias com características diversas dentre as 216 apresentadas na Seção 2.5.1. Este subconjunto 
foi gerado a partir das instâncias R104, C103, RC101, R202, C204 e RC204, abrangendo os 
tamanhos 25, 50 e 100 clientes e as subclasses A e C, conforme mostra a Tabela 3.1.  
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Tabela 3.1 – Subconjunto representativo de instâncias. 
Dimensão Instância Subclasse Total 
n = 25 clientes R104 – C103 – RC101 
R202 – C204 – RC204 
A C 12 instâncias 
n = 50 clientes R104 – C103 – RC101 
R202 – C204 – RC204 
A C 12 instâncias 
n = 100 clientes R104 – C103 – RC101 
R202 – C204 – RC204 
A C 12 instâncias 
Para as instâncias que combinam horizontes de planejamento longos (classes R2, C2 e 
RC2) e densidades 75%densityTW  , além de substituirmos o algoritmo de Li (2009) pelo software 
Gurobi v.6.05 na resolução exata do PCVJT, adotamos as seguintes medidas:  
(i) a reordenação de rotas parciais baseada em programação dinâmica (Figura 3.4 – linhas 16–19) 
é eliminada da heurística construtiva (veja a Seção 3.4.1); e (ii) uma calibração específica é 
realizada para os parâmetros da heurística construtiva para atenuar o efeito negativo da exclusão 
da reordenação. 
Os parâmetros foram divididos em dois grupos. O primeiro grupo contempla aqueles 
menos sensíveis às particularidades de cada instância, calibrados de forma empírica, isto é, 
diferentes intervalos de valores foram testados e a combinação que levou aos melhores resultados 
foi adotada. A Tabela 3.2 apresenta os valores selecionados para este primeiro grupo, constituído 
pelos parâmetros de controle da heurística construtiva ( )1 2 1 2 1 2, , , , , , ,        , pelo parâmetro D 
utilizado pelos operadores de remoção da LNS e pelos parâmetros ( ),K q  utilizados pela 
programação dinâmica heurística de Balas e Simonetti (2001). 
Tabela 3.2 – Primeiro grupo de parâmetros. 
   Valor selecionado 
Parâmetros Intervalo de valores testados Passo da calibração Caso geral Casos especiaisa 
1  [0,30, 0,70] 0,01 0,49 0,40 
2  [0,30, 0,70] 0,01 0,51 0,60 
1  [0,00, 1,00] 0,10 0,60 0,60 
2  [0,00, 1,00] 0,10 0,40 0,40 
  [0,00, 1,00] 0,50 0,00 0,00 
1  [0,00, 1,00] 0,10 0,00 0,30 
2  [0,00, 1,00] 0,10 1,00 0,70 
  [0,00, 1,00] 0,50 0,00 0,50 
 D [30,00, 40,00] 5,00 35,00 35,00 
K  [8,00, 14,00] 1,00 13,00 13,00 
q  [10,00, 30,00] 5,00 10,00 10,00 
                a Instâncias das classes R2, C2 e RC2 com 75%densityTW  . 
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Por outro lado, os parâmetros do segundo grupo apresentam elevada sensibilidade às 
características das instâncias, portanto, seus valores foram determinados por meio de expressões 
matemáticas que os relacionam a tais características. Após extensivos testes computacionais, foram 
obtidas as expressões mostradas na Tabela 3.3 para o segundo grupo, composto pela quantidade 
máxima 
maxDV  de desigualdades de clique inseridas no problema mestre, pelo parâmetro de controle 
  da heurística construtiva e pelos parâmetros ( ),t_limit   que controlam o tempo limite de 
execução e o número de clientes removidos por iteração da LNS, respectivamente. Tais expressões 
foram geradas após a aplicação dos seguintes passos: (i) teste de diferentes intervalos de valores; 
(ii) definição das combinações de valores que levaram aos melhores resultados para cada instância; 
(iii) para cada parâmetro, foram plotados gráficos de dispersão no software Microsoft Excel 
relacionando os melhores valores obtidos para cada instância com algumas de suas características, 
por exemplo densityTW ,  e/ou com expressões que combinam tais características, por exemplo 
k
k
n m

 ; 
(iv) para cada gráfico foram aplicadas técnicas de regressão linear, polinomial e logarítmica através 
de recursos disponíveis no próprio software Microsoft Excel; (v) a melhores expressões geradas 
foram selecionadas para cada parâmetro, com alguns ajustes no caso dos parâmetros t_limit  e  . 
Tabela 3.3 – Segundo grupo de parâmetros. 
Parâmetro Descrição Expressão matemática 
maxDV  Número máximo de DVs adicionadas ao problema mestre k
k
n m

   
  Parâmetro de controle da heurística construtiva 2 0.9 0.6density densityTW TW− + +  
t_limit  Tempo limite de execução da LNS  1295ln 3400k
k
n m

  
+ −  
  
    
  Número de clientes removidos por iteração da LNS max 2, 4ln 100 9density k width
k
TW n m TW

     
+ + +    
      
  
3.5.2 Impacto das técnicas de aceleração propostas 
Em um primeiro experimento, adicionaram-se as três técnicas de aceleração propostas 
de forma incremental no algoritmo BAC e seus efeitos foram analisados. Este experimento utilizou 
o mesmo conjunto representativo de 36 instâncias mostrado na Tabela 3.1, que foram executadas 
por um tempo máximo de 3600 segundos. As Tabelas 3.4 e 3.5 mostram o impacto da inclusão das 
DVs e da FSR na formulação do problema mestre, respectivamente, enquanto a Tabela 3.6 
apresenta o efeito da matheurística LNS. Em todas as tabelas, são reportados os resultados médios 
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obtidos para cada subconjunto de 6 instâncias com o mesmo tamanho e a mesma subclasse.  
Utiliza-se a seguinte notação: “Melhores” (número de instâncias para as quais o algoritmo em 
questão foi o que encontrou o melhor limitante superior); “Falhas” (número de instâncias para as 
quais nenhuma solução factível foi encontrada); “Cortes O.” (número total de cortes de otimalidade 
gerados para as 6 instâncias); “Cortes F.” (número total de cortes de factibilidade gerados para as 
6 instâncias); “Gap% médio” (média do gap de otimalidade ( )100 /LS LI LS− , tal que LI  e LS  
denotam os limitantes inferior e superior, respectivamente); e “CPU médio” (média do tempo 
computacional, em segundos). 
Tabela 3.4 – BAC versus BAC+DVs. 
  BAC      
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 2 1 114230 30874 43,57 3600 
 C (6) 2 1 76415 19707 70,63 3600 
50 A (6) 1 2 81918 47772 61,44 3600 
 C (6) 1 2 119638 47982 83,02 3600 
100 A (6) 1 4 97759 52067 78,46 3600 
 C (6) 1 4 91002 46292 94,26 3600 
Todas (36) 8 14 580962 244694 71,90 3600 
  BAC+DVs 
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 3 1 111799 7689 42,56 3600 
 C (6) 3 1 71187 6392 65,47 3600 
50 A (6) 2 2 156663 12928 60,73 3600 
 C (6) 2 2 160469 15831 85,15 3600 
100 A (6) 0 4 102153 25951 78,46 3600 
 C (6) 0 4 116066 24298 94,26 3600 
Todas (36) 
Todas (36) 
10 14 718337 93089 71,11 3600 
 
Tabela 3.5 – BAC+DVs versus BAC+DVs+FSR. 
  BAC+DVs 
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 0 1 111799 7689 42,56 3600 
 C (6) 0 1 71187 6392 65,47 3600 
50 A (6) 1 2 156663 12928 60,73 3600 
 C (6) 1 2 160469 15831 85,15 3600 
100 A (6) 1 4 102153 25951 78,46 3600 
 C (6) 1 4 116066 24298 94,26 3600 
Todas (36) 4 14 718337 93089 71,11 3600 
  BAC+DVs+FSR 
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 5 1 24463 1362 24,19 3600 
 C (6) 5 1 26251 1665 32,28 3600 
50 A (6) 4 1 22145 1852 39,09 3600 
 C (6) 4 1 24994 1672 50,38 3600 
100 A (6) 2 3 3795 377 61,28 3600 
 C (6) 1 4 3656 280 82,55 3600 
Todas (36) 
Todas (36) 
21 11 105304 7208 48,29 3600 
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Tabela 3.6 – BAC+DVs+FSR versus BAC+DVs+FSR+LNS.  
  BAC+DVs+FSR 
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 1 1 24463 1362 24,19 3600 
 C (6) 0 1 26251 1665 32,28 3600 
50 A (6) 0 1 22145 1852 39,09 3600 
 C (6) 0 1 24994 1672 50,38 3600 
100 A (6) 0 3 3795 377 61,28 3600 
 C (6) 0 4 3656 280 82,55 3600 
Todas (36) 1 11 105304 7208 48,29 3600 
  BAC+DVs+FSR+LNS 
n Subclasse Melhores Falhas Cortes O. Cortes F. 
Gap% 
médio 
CPU 
médio 
25 A (6) 4 0 16134 593 12,27 3600 
 C (6) 3 0 21108 1357 16,19 3600 
50 A (6) 6 0 5596 255 21,82 3600 
 C (6) 6 0 7523 487 30,32 3600 
100 A (6) 6 0 1791 109 16,90 3600 
 C (6) 6 0 1400 73 36,64 3600 
Todas (36) 31 0 53552 2874 22,36 3600 
 
Inicialmente, o BAC é comparado à sua contraparte acelerada pelas DVs 
(“BAC+DVs”). Os resultados da Tabela 3.4 evidenciam as vantagens da versão acelerada, que 
obtém melhores limitantes superiores para 10 (28%) das 36 instâncias, enquanto empates são 
obtidos para 10 instâncias (28%) e piores limitantes para outras 8 (22%). Adicionalmente, as DVs 
reduziram o gap de otimalidade médio e diminuíram drasticamente a quantidade de cortes de 
factibilidade gerados. Esta redução é benéfica, pois tais cortes não contribuem para a melhoria dos 
limitantes inferiores (Rahmaniani et al., 2017). 
Na Tabela 3.5, são comparadas duas versões do BAC, a saber, “BAC+DVs” e 
“BAC+DVs+FSR”. Esta última, além de incluir as DVs, é acelerada pela adição das variáveis e 
restrições da FSR no problema mestre. Os resultados mostram que as vantagens decorrentes da 
inclusão da FSR são ainda maiores: o BAC passa a encontrar soluções factíveis para 3 instâncias 
anteriormente não resolvidas, são gerados melhores limitantes superiores para 21 (58%) das 
instâncias e, na média, ocorre uma redução do gap de 71,11% para 48,29%. Também ocorrem 
reduções de grande magnitude nas quantidades de cortes de otimalidade e de factibilidade. 
Por fim, adicionamos a matheurística LNS ao algoritmo “BAC+DVs+FSR”, obtendo 
uma nova variante denotada por “BAC+DVs+FSR+LNS”. Conforme mostra a Tabela 3.6, a nova 
variante encontra soluções factíveis para 11 instâncias anteriormente não resolvidas, melhora os 
limitantes superiores de 31 (86%) das instâncias, reduz do gap de otimalidade médio de 48,29% 
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para 22,36%, o número total de cortes de otimalidade de 105304 para 53552 e o número total de 
cortes de factibilidade de 7208 para 2874.  
A análise conjunta das Tabelas 3.4 – 3.6 demonstra que todas as técnicas de aceleração 
são efetivas na melhoria da decomposição de Benders. Além disso, as vantagens cumulativas da 
adição de tais técnicas fazem com que a variante “BAC+DVs+FSR+LNS” seja o melhor algoritmo 
dentre todos os propostos, com um desempenho bastante superior ao da versão inicial do BAC. 
3.5.3 Comparação com um solver de PIM estado-da-arte 
No segundo experimento conduzido, a melhor variante do BAC, isto é, 
o algoritmo “BAC+DVs+FSR+LNS” foi aplicado às 216 instâncias do PRVHJT e seus resultados 
foram comparados aos de um método exato alternativo, a resolução direta da formulação  
(2.20) – (2.28) pelo solver de PIM estado-da-arte Gurobi v.6.05. Novamente, aplicou-se um tempo 
limite de 3600 segundos para a execução de cada instância.  
As Tabelas 3.7 e 3.8 apresentam, para cada uma das 216 instâncias, os resultados 
obtidos pelo algoritmo “BAC+DVs+FSR+LNS” e pelo solver de PIM, respectivamente. A coluna 
“LI” mostra o limitante inferior gerado, “LS” mostra o limitante superior, “Gap%” denota o gap de 
otimalidade ( )100 /LS LI LS−  e “CPU” reporta o tempo computacional em segundos. Na Tabela 
3.7, “Cortes” indica o número total de cortes de Benders e, na Tabela 3.8, a barra “-” indica que 
nenhuma solução factível foi encontrada. A Tabela 3.9 compara os resultados médios reportados 
nas Tabelas 3.7 e 3.8 para cada subconjunto de 4 instâncias com mesmo tamanho, classe e 
subclasse, utilizando uma notação análoga àquela adotada nas Tabelas 3.4 – 3.6.  
A coluna “Ótimos” indica o número de instâncias para as quais o algoritmo em questão comprovou 
a otimalidade da solução encontrada. 
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Tabela 3.7 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT. 
                                                               (continua) 
Instância LS LI Gap% Cortes CPU 
R101.25A 1257,93 1257,93 0,00 0 1707 
R102.25A 1200,78 1048,95 12,64 614 3600 
R103.25A 1105,96 951,38 13,98 2986 3600 
R104.25A 1023,67 943,74 7,81 1289 3600 
C101.25A 2111,58 2111,58 0,00 41 1242 
C102.25A 1792,59 1723,31 3,86 4745 3600 
C103.25A 1792,35 1705,51 4,85 8165 3600 
C104.25A 1789,99 1574,88 12,02 9130 3600 
RC101.25A 1611,25 1471,75 8,66 1809 3600 
RC102.25A 1600,88 1442,10 9,92 7418 3600 
RC103.25A 1580,46 1439,62 8,91 6481 3600 
RC104.25A 1557,60 1451,90 6,79 10391 3600 
R201.25A 1423,66 1330,43 6,55 17926 3600 
R202.25A 1355,53 814,44 39,92 4 3600 
R203.25A 1550,40 802,28 48,25 0 3600 
R204.25A 1316,48 792,41 39,81 14 3600 
C201.25A 2215,54 2215,54 0,00 1 1005 
C202.25A 2223,31 2223,31 0,00 3 962 
C203.25A 2223,31 2223,31 0,00 2 926 
C204.25A 2215,34 2183,04 1,46 1584 3600 
RC201.25A 2082,30 1979,56 4,93 13526 3600 
RC202.25A 1764,79 1281,02 27,41 43 3600 
RC203.25A 1466,10 1198,86 18,23 119 3600 
RC204.25A 1379,43 1228,93 10,91 3876 3600 
R101.25B 761,48 761,48 0,00 0 1654 
R102.25B 680,78 590,66 13,24 962 3600 
R103.25B 603,86 503,87 16,56 2933 3600 
R104.25B 559,67 492,88 11,93 2655 3600 
C101.25B 591,58 591,58 0,00 41 1242 
C102.25B 592,59 519,89 12,27 3935 3600 
C103.25B 592,35 505,51 14,66 8300 3600 
C104.25B 589,99 503,74 14,62 10935 3600 
RC101.25B 748,95 623,99 16,68 3264 3600 
RC102.25B 710,38 566,98 20,19 9974 3600 
RC103.25B 709,73 571,81 19,43 5916 3600 
RC104.25B 673,56 551,61 18,11 7619 3600 
R201.25B 703,66 607,50 13,67 13910 3600 
R202.25B 649,56 416,04 35,95 4 3600 
R203.25B 662,33 403,88 39,02 0 3600 
R204.25B 599,93 394,01 34,32 12 3600 
C201.25B 615,54 615,54 0,00 1 1005 
C202.25B 623,31 623,31 0,00 3 962 
C203.25B 623,31 623,31 0,00 2 931 
C204.25B 615,34 583,04 5,25 1262 3600 
RC201.25B 762,30 660,20 13,39 16146 3600 
RC202.25B 756,12 419,23 44,55 39 3600 
RC203.25B 611,15 439,07 28,16 126 3600 
RC204.25B 561,61 541,31 3,61 5268 3600 
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Tabela 3.7 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT. 
                                                                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.25C 694,48 694,48 0,00 0 1642 
R102.25C 615,78 531,15 13,74 1821 3600 
R103.25C 534,72 449,07 16,02 3117 3600 
R104.25C 501,67 436,48 13,00 3414 3600 
C101.25C 401,58 401,58 0,00 41 1246 
C102.25C 442,59 374,20 15,45 4520 3600 
C103.25C 442,35 355,51 19,63 7437 3600 
C104.25C 439,99 332,88 24,34 9186 3600 
RC101.25C 635,60 511,87 19,47 5033 3600 
RC102.25C 590,96 471,57 20,20 5516 3600 
RC103.25C 566,90 454,13 19,89 5465 3600 
RC104.25C 551,52 452,83 17,89 8277 3600 
R201.25C 609,37 520,59 14,57 20436 3600 
R202.25C 545,53 366,24 32,87 4 3600 
R203.25C 533,21 354,08 33,59 0 3600 
R204.25C 509,93 344,21 32,50 6 3600 
C201.25C 415,54 415,54 0,00 0 1005 
C202.25C 423,31 423,31 0,00 3 962 
C203.25C 423,31 423,31 0,00 2 927 
C204.25C 415,34 383,04 7,78 966 3600 
RC201.25C 597,30 500,77 16,16 12331 3600 
RC202.25C 511,20 302,20 40,88 2 3600 
RC203.25C 476,10 306,41 35,64 87 3600 
RC204.25C 461,61 441,31 4,40 5611 3600 
R101.50A 2368,90 2228,11 5,94 36 3600 
R102.50A 2364,37 1962,44 17,00 344 3600 
R103.50A 2177,19 1857,80 14,67 713 3600 
R104.50A 2198,13 1826,42 16,91 1128 3600 
C101.50A 4363,25 3911,85 10,35 5890 3600 
C102.50A 3285,95 3108,69 5,39 2061 3600 
C103.50A 3289,72 3095,76 5,90 2187 3600 
C104.50A 3338,01 3092,46 7,36 1521 3600 
RC101.50A 3019,14 2638,70 12,60 605 3600 
RC102.50A 2934,96 2538,43 13,51 1054 3600 
RC103.50A 2842,11 2507,23 11,78 1819 3600 
RC104.50A 3092,03 2607,13 15,68 2160 3600 
R201.50A 2268,65 2047,26 9,76 7875 3600 
R202.50A 2298,20 1592,71 30,70 21 3600 
R203.50A 2692,04 1538,79 42,84 0 3600 
R204.50A 2069,38 1510,86 26,99 9 3600 
C201.50A 2880,93 2880,93 0,00 13 1798 
C202.50A 4489,52 2847,58 36,57 0 3600 
C203.50A 7142,76 3155,54 55,82 0 3600 
C204.50A 5449,98 2441,82 55,20 0 3600 
RC201.50A 4564,97 2617,48 42,66 19714 3600 
RC202.50A 3272,28 2291,14 29,98 0 3600 
RC203.50A 2958,70 2150,43 27,32 8 3600 
RC204.50A 2497,93 2257,13 9,64 1910 3600 
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Tabela 3.7 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT. 
                                                                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.50B 1341,87 1283,44 4,35 129 3600 
R102.50B 1246,17 951,50 23,65 178 3600 
R103.50B 1145,70 848,40 25,95 548 3600 
R104.50B 1093,50 814,93 25,48 1276 3600 
C101.50B 1163,25 1131,25 2,75 150 3600 
C102.50B 1141,32 948,69 16,88 1745 3600 
C103.50B 1134,08 900,21 20,62 1867 3600 
C104.50B 1196,32 932,46 22,06 1780 3600 
RC101.50B 1413,47 1083,89 23,32 1064 3600 
RC102.50B 1349,90 987,66 26,83 1614 3600 
RC103.50B 1233,57 955,23 22,56 2109 3600 
RC104.50B 1495,50 1047,13 29,98 1596 3600 
R201.50B 1151,54 967,26 16,00 8804 3600 
R202.50B 1039,29 727,51 30,00 25 3600 
R203.50B 1089,70 673,59 38,19 0 3600 
R204.50B 970,32 645,66 33,46 12 3600 
C201.50B 960,93 960,93 0,00 30 1803 
C202.50B 1384,81 820,91 40,72 0 3600 
C203.50B 1807,78 862,21 52,31 0 3600 
C204.50B 1449,98 721,82 50,22 0 3600 
RC201.50B 1510,49 857,48 43,23 16354 3600 
RC202.50B 1387,94 761,37 45,14 4 3600 
RC203.50B 1064,37 727,76 31,62 0 3600 
RC204.50B 1198,45 977,13 18,47 2107 3600 
R101.50C 1200,24 1162,03 3,18 143 3600 
R102.50C 1083,78 826,36 23,75 580 3600 
R103.50C 1043,19 722,22 30,77 656 3600 
R104.50C 955,17 688,75 27,89 1199 3600 
C101.50C 763,25 763,25 0,00 0 1954 
C102.50C 871,05 678,69 22,08 1245 3600 
C103.50C 859,72 665,76 22,56 2686 3600 
C104.50C 876,58 662,46 24,43 1577 3600 
RC101.50C 1197,47 876,81 26,78 1372 3600 
RC102.50C 1142,90 792,43 30,67 1652 3600 
RC103.50C 1068,52 761,23 28,76 2515 3600 
RC104.50C 1354,34 852,13 37,08 2487 3600 
R201.50C 997,19 832,26 16,54 8572 3600 
R202.50C 909,87 619,36 31,93 12 3600 
R203.50C 836,24 565,44 32,38 0 3600 
R204.50C 838,62 537,51 35,91 25 3600 
C201.50C 691,43 691,43 0,00 0 1795 
C202.50C 992,02 567,58 42,79 3 3600 
C203.50C 1196,12 575,54 51,88 0 3600 
C204.50C 949,98 506,82 46,65 0 3600 
RC201.50C 1099,97 637,48 42,05 16025 3600 
RC202.50C 1051,91 553,33 47,40 0 3600 
RC203.50C 836,31 549,93 34,24 0 3600 
RC204.50C 1073,65 793,21 26,12 2741 3600 
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Tabela 3.7 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT. 
                                                                   (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.100A 4571,43 4110,27 10,09 0 3600 
R102.100A 4380,68 3793,09 13,41 20 3600 
R103.100A 4302,87 3545,41 17,60 280 3600 
R104.100A 4308,44 3491,70 18,96 334 3600 
C101.100A 8828,94 8356,97 5,35 360 3600 
C102.100A 7146,51 6656,33 6,86 114 3600 
C103.100A 7152,97 6552,80 8,39 456 3600 
C104.100A 7229,40 6543,31 9,49 646 3600 
RC101.100A 5505,34 4591,51 16,60 182 3600 
RC102.100A 5475,59 4290,71 21,64 378 3600 
RC103.100A 5314,44 4196,92 21,03 304 3600 
RC104.100A 5666,88 4250,21 25,00 209 3600 
R201.100A 3660,37 3230,63 11,74 1300 3600 
R202.100A 3631,01 2938,59 19,07 0 3600 
R203.100A 3645,09 2903,57 20,34 0 3600 
R204.100A 3328,19 2810,74 15,55 0 3600 
C201.100A 6082,38 6081,84 0,01 855 2949 
C202.100A 7657,72 6260,39 18,25 4 3600 
C203.100A 7401,30 6886,57 6,95 0 3600 
C204.100A 6230,42 5070,94 18,61 0 3600 
RC201.100A 5456,99 4791,84 12,19 6708 3600 
RC202.100A 5464,43 4214,72 22,87 0 3600 
RC203.100A 4625,78 3750,91 18,91 0 3600 
RC204.100A 4534,65 3639,23 19,75 928 3600 
R101.100B 2356,97 2130,92 9,59 0 3600 
R102.100B 2251,72 1700,20 24,49 63 3600 
R103.100B 2181,43 1535,17 29,63 193 3600 
R104.100B 2195,99 1491,06 32,10 263 3600 
C101.100B 2428,94 2358,01 2,92 50 3600 
C102.100B 2704,80 2096,33 22,50 209 3600 
C103.100B 2607,94 1992,80 23,59 285 3600 
C104.100B 2694,30 1983,31 26,39 646 3600 
RC101.100B 2729,41 1952,55 28,46 283 3600 
RC102.100B 2534,67 1602,13 36,79 372 3600 
RC103.100B 2563,35 1600,12 37,58 205 3600 
RC104.100B 2979,80 1570,35 47,30 95 3600 
R201.100B 1788,72 1430,63 20,02 1525 3600 
R202.100B 1809,61 1188,99 34,30 0 3600 
R203.100B 1683,24 1102,37 34,51 0 3600 
R204.100B 1331,44 1061,14 20,30 0 3600 
C201.100B 1762,38 1762,25 0,01 945 3011 
C202.100B 2066,75 1700,39 17,73 4 3600 
C203.100B 2041,30 1804,28 11,61 0 3600 
C204.100B 2184,80 1450,94 33,59 0 3600 
RC201.100B 2380,96 1711,84 28,10 7312 3600 
RC202.100B 2545,04 1388,48 45,44 0 3600 
RC203.100B 2062,24 1257,88 39,00 0 3600 
RC204.100B 2266,32 1399,23 38,26 624 3600 
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Tabela 3.7 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT. 
                                                            (conclusão) 
Instância LS LI Gap% Cortes CPU 
R101.100C 2130,26 1878,64 11,81 48 3600 
R102.100C 1923,02 1438,57 25,19 84 3600 
R103.100C 1878,57 1283,89 31,66 110 3600 
R104.100C 1951,45 1240,98 36,41 243 3600 
C101.100C 1628,94 1615,36 0,83 0 3600 
C102.100C 2036,96 1526,33 25,07 152 3600 
C103.100C 2023,90 1422,80 29,70 437 3600 
C104.100C 2328,01 1413,31 39,29 532 3600 
RC101.100C 2252,62 1620,37 28,07 185 3600 
RC102.100C 2167,87 1265,53 41,62 231 3600 
RC103.100C 2279,93 1275,52 44,05 204 3600 
RC104.100C 2471,80 1228,92 50,28 95 3600 
R201.100C 1609,20 1205,63 25,08 985 3600 
R202.100C 1616,33 970,29 39,97 0 3600 
R203.100C 1423,45 877,22 38,37 0 3600 
R204.100C 1249,07 842,44 32,56 0 3600 
C201.100C 1222,38 1222,36 0,00 925 2822 
C202.100C 1407,17 1130,39 19,67 4 3600 
C203.100C 1371,30 1169,00 14,75 0 3600 
C204.100C 1751,94 998,44 43,01 0 3600 
RC201.100C 1983,43 1326,84 33,10 6932 3600 
RC202.100C 2134,56 1032,34 51,64 0 3600 
RC203.100C 1622,51 944,28 41,80 0 3600 
RC204.100C 1953,60 1119,23 42,71 608 3600 
 
Tabela 3.8 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT. 
                                                       (continua) 
Instância LS LI Gap% CPU 
R101.25A 1257,93 1257,93 0,00 2 
R102.25A 1200,78 1054,38 12,19 3600 
R103.25A 1091,26 968,82 11,22 3600 
R104.25A 1023,67 957,92 6,42 3600 
C101.25A 2111,58 2111,58 0,00 1 
C102.25A 1792,59 1763,67 1,61 3600 
C103.25A 1792,58 1719,25 4,09 3600 
C104.25A 1805,04 1707,57 5,40 3600 
RC101.25A 1611,25 1498,22 7,02 3600 
RC102.25A 1600,88 1482,76 7,38 3600 
RC103.25A 1589,29 1459,70 8,15 3600 
RC104.25A 1590,99 1455,01 8,55 3600 
R201.25A 1423,66 1423,66 0,00 30 
R202.25A 1357,57 1286,16 5,26 3600 
R203.25A 1573,81 1067,79 32,15 3600 
R204.25A 1255,89 1240,46 1,23 3600 
C201.25A 2215,54 2215,54 0,00 1 
C202.25A 2223,31 2223,31 0,00 18 
C203.25A 2223,31 2223,13 0,01 290 
C204.25A 2215,34 2215,16 0,01 680 
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Tabela 3.8 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT. 
                                                              (continuação) 
Instância LS LI Gap% CPU 
RC201.25A 2082,30 2082,30 0,00 11 
RC202.25A 1696,38 1571,18 7,38 3600 
RC203.25A 1496,31 1332,77 10,93 3600 
RC204.25A 1361,61 1356,74 0,36 3600 
R101.25B 761,48 761,48 0,00 3 
R102.25B 680,78 607,23 10,80 3600 
R103.25B 600,72 511,59 14,84 3600 
R104.25B 559,67 498,67 10,90 3600 
C101.25B 591,58 591,58 0,00 1 
C102.25B 592,59 553,11 6,66 3600 
C103.25B 593,76 520,09 12,41 3600 
C104.25B 593,56 473,70 20,19 3600 
RC101.25B 748,95 643,28 14,11 3600 
RC102.25B 718,02 625,50 12,89 3600 
RC103.25B 709,46 589,14 16,96 3600 
RC104.25B 669,30 572,68 14,44 3600 
R201.25B 703,66 703,66 0,00 5 
R202.25B 637,57 567,52 10,99 3600 
R203.25B 655,61 505,61 22,88 3600 
R204.25B 535,89 525,37 1,96 3600 
C201.25B 615,54 615,54 0,00 1 
C202.25B 623,31 623,31 0,00 28 
C203.25B 623,31 623,28 0,01 275 
C204.25B 615,34 615,34 0,00 441 
RC201.25B 762,30 762,30 0,00 15 
RC202.25B 646,12 560,53 13,25 3600 
RC203.25B 579,65 455,10 21,49 3600 
RC204.25B 561,61 554,99 1,18 3600 
R101.25C 694,48 694,48 0,00 2 
R102.25C 619,11 539,38 12,88 3600 
R103.25C 534,72 460,28 13,92 3600 
R104.25C 503,76 445,84 11,50 3600 
C101.25C 401,58 401,58 0,00 2 
C102.25C 443,37 402,52 9,21 3600 
C103.25C 442,58 369,24 16,57 3600 
C104.25C 450,22 362,97 19,38 3600 
RC101.25C 635,60 533,14 16,12 3600 
RC102.25C 602,63 495,04 17,85 3600 
RC103.25C 584,21 467,78 19,93 3600 
RC104.25C 517,35 461,93 10,71 3600 
R201.25C 609,37 609,37 0,00 3 
R202.25C 548,10 477,77 12,83 3600 
R203.25C 523,50 436,43 16,63 3600 
R204.25C 445,89 431,14 3,31 3600 
C201.25C 415,54 415,54 0,00 1 
C202.25C 423,31 423,31 0,00 22 
C203.25C 423,31 423,31 0,00 91 
C204.25C 415,34 415,34 0,00 667 
RC201.25C 597,30 597,30 0,00 17 
RC202.25C 511,16 423,89 17,07 3600 
RC203.25C 492,69 345,35 29,90 3600 
RC204.25C 461,61 454,24 1,60 3600 
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Tabela 3.8 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT. 
                                                              (continuação) 
Instância LS LI Gap% CPU 
R101.50A 2377,10 2249,57 5,36 3600 
R102.50A - 2034,44 100,00 3600 
R103.50A 2516,81 1900,58 24,48 3600 
R104.50A 2476,20 1829,14 26,13 3600 
C101.50A 4363,25 3932,47 9,87 3600 
C102.50A 3363,56 3145,12 6,49 3600 
C103.50A 3340,67 3118,77 6,64 3600 
C104.50A 3456,58 3106,78 10,12 3600 
RC101.50A 3111,64 2727,61 12,34 3600 
RC102.50A - 2603,73 100,00 3600 
RC103.50A - 2577,47 100,00 3600 
RC104.50A - 2621,12 100,00 3600 
R201.50A 2218,73 2189,21 1,33 3600 
R202.50A 2232,03 1934,46 13,33 3600 
R203.50A 2177,15 1860,46 14,55 3600 
R204.50A 1898,23 1827,08 3,75 3600 
C201.50A 2880,93 2880,93 0,00 2 
C202.50A 3418,94 3346,09 2,13 3600 
C203.50A 4417,33 4342,55 1,69 3600 
C204.50A 3393,37 3332,95 1,78 3600 
RC201.50A 3640,01 2923,13 19,69 3600 
RC202.50A - 2490,33 100,00 3600 
RC203.50A 3013,52 2252,07 25,27 3600 
RC204.50A 2834,97 2274,87 19,76 3600 
R101.50B 1341,87 1304,76 2,77 3600 
R102.50B - 1022,79 100,00 3600 
R103.50B - 883,08 100,00 3600 
R104.50B 1253,31 815,50 34,93 3600 
C101.50B 1163,25 1154,45 0,76 3600 
C102.50B 1192,52 986,65 17,26 3600 
C103.50B 1211,43 963,25 20,49 3600 
C104.50B 1225,80 946,75 22,76 3600 
RC101.50B 1417,65 1183,70 16,50 3600 
RC102.50B - 1042,65 100,00 3600 
RC103.50B - 1008,02 100,00 3600 
RC104.50B - 1061,82 100,00 3600 
R201.50B 1138,73 1108,30 2,67 3600 
R202.50B 1203,36 854,74 28,97 3600 
R203.50B 1070,46 780,71 27,07 3600 
R204.50B 817,08 746,73 8,61 3600 
C201.50B 960,93 960,93 0,00 2 
C202.50B 1018,94 953,87 6,39 3600 
C203.50B 1278,76 1134,81 11,26 3600 
C204.50B 997,89 933,44 6,46 3600 
RC201.50B 1439,71 1123,70 21,95 3600 
RC202.50B - 840,11 100,00 3600 
RC203.50B 1136,62 810,45 28,70 3600 
RC204.50B 1345,00 985,63 26,72 3600 
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Tabela 3.8 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT. 
                                                              (continuação) 
Instância LS LI Gap% CPU 
R101.50C 1200,96 1190,76 0,85 3600 
R102.50C - 887,52 100,00 3600 
R103.50C - 771,27 100,00 3600 
R104.50C 1180,26 723,89 38,67 3600 
C101.50C 763,25 763,25 0,00 13 
C102.50C 957,93 719,35 24,91 3600 
C103.50C 1017,57 691,36 32,06 3600 
C104.50C 989,51 672,23 32,07 3600 
RC101.50C 1184,23 991,28 16,29 3600 
RC102.50C - 856,99 100,00 3600 
RC103.50C - 815,95 100,00 3600 
RC104.50C - 865,98 100,00 3600 
R201.50C 997,19 981,20 1,60 3600 
R202.50C 988,46 716,35 27,53 3600 
R203.50C 886,11 643,82 27,34 3600 
R204.50C 652,61 611,41 6,31 3600 
C201.50C 691,43 691,43 0,00 2 
C202.50C 718,94 658,08 8,46 3600 
C203.50C 1047,96 733,62 30,00 3600 
C204.50C 694,22 636,95 8,25 3600 
RC201.50C 1144,00 937,33 18,07 3600 
RC202.50C - 619,59 100,00 3600 
RC203.50C 1002,12 630,82 37,05 3600 
RC204.50C 1126,43 826,89 26,59 3600 
R101.100A 4538,60 4118,68 9,25 3600 
R102.100A - 3813,51 100,00 3600 
R103.100A - 3600,77 100,00 3600 
R104.100A - 3518,36 100,00 3600 
C101.100A 9165,46 8357,51 8,82 3600 
C102.100A - 6711,83 100,00 3600 
C103.100A - 6553,73 100,00 3600 
C104.100A - 6543,31 100,00 3600 
RC101.100A - 4753,07 100,00 3600 
RC102.100A - 4296,97 100,00 3600 
RC103.100A - 4344,92 100,00 3600 
RC104.100A - 4258,35 100,00 3600 
R201.100A - 3354,66 100,00 3600 
R202.100A - 3097,09 100,00 3600 
R203.100A - 3211,66 100,00 3600 
R204.100A - 2920,38 100,00 3600 
C201.100A 6082,38 6082,38 0,00 784 
C202.100A 7618,62 7618,43 0,00 1664 
C203.100A - 7278,43 100,00 3600 
C204.100A - 5597,70 100,00 3600 
RC201.100A - 5065,09 100,00 3600 
RC202.100A - 4501,95 100,00 3600 
RC203.100A - 3967,56 100,00 3600 
RC204.100A 4996,39 3682,40 26,30 3600 
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Tabela 3.8 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT. 
                                                                  (conclusão) 
Instância LS LI Gap% CPU 
R101.100B 2558,06 2134,37 16,56 3600 
R102.100B - 1727,93 100,00 3600 
R103.100B - 1583,48 100,00 3600 
R104.100B - 1502,36 100,00 3600 
C101.100B 2428,94 2363,59 2,69 3600 
C102.100B - 2152,34 100,00 3600 
C103.100B - 2019,73 100,00 3600 
C104.100B - 1983,31 100,00 3600 
RC101.100B - 2118,64 100,00 3600 
RC102.100B - 1707,37 100,00 3600 
RC103.100B - 1708,64 100,00 3600 
RC104.100B - 1570,35 100,00 3600 
R201.100B - 1555,11 100,00 3600 
R202.100B - 1287,50 100,00 3600 
R203.100B - 1211,30 100,00 3600 
R204.100B - 1121,77 100,00 3600 
C201.100B 1762,38 1762,38 0,00 572 
C202.100B 2018,62 2018,62 0,00 2182 
C203.100B - 1919,07 100,00 3600 
C204.100B 2136,53 1597,86 25,21 3600 
RC201.100B - 1976,58 100,00 3600 
RC202.100B - 1535,33 100,00 3600 
RC203.100B - 1370,26 100,00 3600 
RC204.100B 2920,41 1442,88 50,59 3600 
R101.100C 2166,05 1883,64 13,04 3600 
R102.100C - 1476,71 100,00 3600 
R103.100C - 1306,65 100,00 3600 
R104.100C - 1250,83 100,00 3600 
C101.100C 1628,94 1628,94 0,00 155 
C102.100C - 1570,08 100,00 3600 
C103.100C 2506,82 1428,27 43,02 3600 
C104.100C - 1413,31 100,00 3600 
RC101.100C - 1785,02 100,00 3600 
RC102.100C - 1369,88 100,00 3600 
RC103.100C - 1376,13 100,00 3600 
RC104.100C - 1287,24 100,00 3600 
R201.100C - 1332,48 100,00 3600 
R202.100C - 1073,36 100,00 3600 
R203.100C - 961,73 100,00 3600 
R204.100C - 896,60 100,00 3600 
C201.100C 1222,38 1222,38 0,00 156 
C202.100C 1318,62 1309,68 0,68 3600 
C203.100C - 1248,81 100,00 3600 
C204.100C 1819,82 1097,32 39,70 3600 
RC201.100C - 1584,66 100,00 3600 
RC202.100C - 1168,60 100,00 3600 
RC203.100C - 1042,75 100,00 3600 
RC204.100C 2423,72 1161,77 52,07 3600 
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Tabela 3.9 – Solver de PIM Gurobi v.6.05 versus algoritmo “BAC+DVs+FSR+LNS” (PRVHJT). 
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O solver de PIM provou a otimalidade das soluções obtidas para 34 instâncias com até 
100 clientes, gerou soluções subótimas para 111 instâncias com gaps de otimalidade entre 0,36% 
e 52,07% e não encontrou nenhuma solução factível para 71 instâncias. O algoritmo 
“BAC+DVs+FSR+LNS” provou a otimalidade das soluções obtidas para 22 instâncias com até 
100 clientes e gerou soluções subótimas para as 194 instâncias restantes com gaps no intervalo de 
0,83% a 55,82%. A comparação dos métodos exatos mostra que o solver de PIM apresenta um 
tempo computacional médio menor (pois prova a otimalidade de mais instâncias em tempos 
inferiores a 3600 segundos), no entanto, é superado pelo algoritmo “BAC+DVs+FSR+LNS” na 
qualidade dos limitantes superiores gerados para a maior parte das instâncias. O algoritmo 
“BAC+DVs+FSR+LNS” encontrou melhores limitantes para 125 (58%) instâncias, enquanto o 
solver de PIM foi melhor para 41 (19%) instâncias e para 50 (23%) instâncias ocorreram empates. 
Deste modo, é possível atestarmos a superioridade do algoritmo “BAC+DVs+FSR+LNS” em 
relação ao solver de PIM para o conjunto de instâncias de teste. 
A Tabela 3.9 também revela alguns padrões nas soluções geradas. Os gaps de 
otimalidade médios aumentam quanto maior o número de clientes das instâncias e quanto menores 
os custos fixos dos veículos, por exemplo, instâncias da subclasse A apresentam gaps médios 
menores que instâncias pertencentes às subclasses B e C. Notamos ainda que a maioria das soluções 
ótimas obtidas pelo solver de PIM e pelo algoritmo “BAC+DVs+FSR+LNS” pertencem às classes 
C1 e C2, indicando que a configuração agrupada dos clientes favorece tanto a decomposição de 
Benders quanto a solução direta da formulação (2.20) – (2.28), ambas inspiradas no enfoque 
agrupa-primeiro e roteia-segundo (Fisher e Jaikumar, 1981). Além disso, a vantagem do algoritmo 
“BAC+DVs+FSR+LNS” em relação ao solver de PIM aumenta proporcionalmente ao tamanho 
das instâncias, por exemplo, a vantagem é maior para instâncias com 100n =  que para instâncias 
com 50n =  e 25n = .  
Ressaltamos que a análise de uma única execução do “BAC+DVs+FSR+LNS” é 
razoável, ainda que a rotina de destruição da LNS selecione seus operadores de forma não 
determinística. Isto porque esta matheurística é bastante robusta, por exemplo, obtivemos 
limitantes superiores com um desvio padrão relativo médio de 0,98% em 5 execuções distintas para 
todas as 216 instâncias. Adicionalmente, as demais técnicas de aceleração propostas e a rotina 
principal do BAC são totalmente determinísticas. 
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3.5.4 Comparação com uma metaheurística estado-da-arte 
No último experimento realizado, comparamos o desempenho do algoritmo 
“BAC+DVs+FSR+LNS” ao da metaheurística estado-da-arte para o PRVHJT, o HEA (Koç et al., 
2015). Para este fim, conduzimos testes computacionais utilizando as 24 instâncias do nosso 
conjunto às quais o HEA foi anteriormente aplicado, todas com 100 clientes e pertencentes à 
subclasse A.  
Inicialmente, realizamos um ajuste fino dos parâmetros do algoritmo 
“BAC+DVs+FSR+LNS”, evidenciando que a atribuição de maiores valores ao par ( ),t_limit   
resultaria em um melhor desempenho para o subconjunto de 24 instâncias. Após extensivos testes 
computacionais, obtiveram-se novas expressões matemáticas para o cálculo destes parâmetros,  
a saber, 1295ln 3800k
k
t_limit n m

  
= + +  
  
    e ( )3.5ln 100 8density widthTW TW  = +   . Estas expressões 
foram geradas pela aplicação dos passos (i) – (v) descritos na Seção 3.5.1. Na sequência,  
o algoritmo “BAC+DVs+FSR+LNS” foi aplicado com um tempo limite de execução de 10800 
segundos. 
Os resultados obtidos são compilados na Tabela 3.10, que também os compara àqueles 
reportados por Koç et al. (2015) para o HEA. A primeira coluna da tabela refere-se aos nomes das 
instâncias. As próximas quatro colunas são relativas às melhores soluções encontradas pelo HEA 
em 10 execuções, compreendendo o custo total de viagem (“CT”), o custo fixo de viagem (“CF”), 
o custo variável de viagem (“CV”) e o subconjunto de veículos da frota utilizados (“Mix”). Nesta 
última coluna, as letras A, B, C, D e E correspondem aos diferentes tipos de veículos e os números 
sobrescritos denotam suas respectivas quantidades, por exemplo, “B6C15” indica que 6 veículos do 
tipo B e 15 veículos do tipo C são utilizados. Informações análogas são apresentadas nas colunas 
6–9 para o algoritmo “BAC+DVs+FSR+LNS”. A última coluna da tabela mostra o desvio 
percentual “ % ” dos custos totais obtidos pelo algoritmo “BAC+DVs+FSR+LNS” (“ CTBAC ”) em 
relação aos custos totais obtidos pelo HEA (“ CTHEA ”), isto é, ( )% 100 CT CT CTBAC HEA HEA = − . A linhas 
“Execuções”, “Processador” e “CPU médio” no final tabela indicam o número de execuções, o 
processador utilizado e o tempo computacional médio em segundos associados a cada algoritmo, 
respectivamente. 
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Tabela 3.10 – HEA versus algoritmo “BAC+DVs+FSR+LNS”. 
 HEA  BAC+DVs+FSR+LNS   
Instância CT CF CV Mix  CT CF CV Mix  Δ% 
R101.100A 4355,41 2590,00 1765,41 B10C11D1  4417,59 2640,00 1777,59 A1B10C11D1  1.43 
R102.100A 4356,44 2640,00 1716,44 B4C13D2  4262,97 2670,00 1592,97 A1B2C14D2  -2.15 
R103.100A 4080,16 2580,00 1500,16 B6C15  4092,43 2580,00 1512,43 B6C15  0.30 
R104.100A 3954,72 2520,00 1434,72 B7C14  4024,82 2540,00 1484,82 B9C13  1.77 
C101.100A 8828,94 8000,00 828,94 B10  8828,94 8000,00 828,94 B10  0.00 
C102.100A 7080,17 5700,00 1380,17 A19  7106,53 5700,00 1406,53 A19  0.37 
C103.100A 7079,21 5700,00 1379,21 A19  7079,22 5700,00 1379,22 A19  0.00 
C104.100A 7075,06 5700,00 1375,06 A19  7097,86 5700,00 1397,86 A19  0.32 
RC101.100A 5162,28 3390,00 1772,28 A4B7C7  5298,36 3450,00 1848,36 A5B7C7  2.64 
RC102.100A 5018,05 3420,00 1598,05 A2B6C8  5148,72 3480,00 1668,72 A3B6C8  2.60 
RC103.100A 4926,55 3300,00 1626,55 A10B2C8  4998,63 3300,00 1698,63 A10B2C8  1.46 
RC104.100A 4995,91 3420,00 1575,91 A2B13C3D1  5050,02 3420,00 1630,02 A2B13C3D1  1.08 
R201.100A 3448,76 2250,00 1198,76 A5  3539,83 2250,00 1289,83 A5  2.64 
R202.100A 3308,16 2250,00 1058,16 A5  3441,36 2250,00 1191,36 A5  4.03 
R203.100A 3382,39 2500,00 882,39 A4B1  3586,58 2500,00 1086,58 A4B1  6.04 
R204.100A 3018,14 2250,00 768,14 A5  3145,57 2250,00 895,57 A5  4.22 
C201.100A 6082,38 5400,00 682,38 A4B1  6082,38a 5400,00 682,38 A4B1  0.00 
C202.100A 7618,62 7000,00 618,62 A1C3  7639,79 7000,00 639,79 A1C3  0.28 
C203.100A 7303,37 6700,00 603,37 C2D1  7401,30 6700,00 701,30 C2D1  1.34 
C204.100A 5677,66 5000,00 677,66 A5  5935,47 5000,00 935,47 A5  4.54 
RC201.100A 5344,47 3850,00 1494,47 C1E3  5395,99 3850,00 1545,99 C1E3  0.96 
RC202.100A 4856,02 3700,00 1156,02 A1C1D1E2  5166,76 3700,00 1466,76 A1C1D1E2  6.40 
RC203.100A 4246,25 3250,00 996,25 A1B1C5  4424,82 3250,00 1174,82 A1B1C5  4.21 
RC204.100A 4195,32 2800,00 1395,32 A14B2  4410,37 2800,00 1610,37 A14B2  5.13 
Média 5224,77  5315,68  2,07 
Execuções 10  1   
Processador Intel Xeon 2.6 GHz  Intel Core i7 2.5GHz   
CPU médio 327  10781,03   
 a Otimalidade comprovada. 
 
De acordo com os resultados da Tabela 3.10, o algoritmo “BAC+DVs+FSR+LNS” é 
competitivo com a metaheurística estado-da-arte, apresentando desvios percentuais %  no 
intervalo de -2,15% a 6,40%. Para uma instância, o algoritmo “BAC+DVs+FSR+LNS” superou o 
HEA gerando uma nova melhor solução conhecida para o PRVHJT, ocorreram empates para 3 
instâncias e, para as demais, o algoritmo “BAC+DVs+FSR+LNS” gerou soluções ligeiramente 
inferiores ao HEA. O desvio percentual médio para as 24 instâncias é de 2,07%. Se excluirmos as 
9 instâncias que combinam planejamento longos e densidades 75%densityTW   (isto é, 
“R202.100A”, “R203.100A”, “R204.100A”, “C202.100A”, “C203.100A”, “C204.100A”, 
“RC202.100A”, “RC203.100A” e “RC204.100A”), o desempenho do algoritmo 
“BAC+DVs+FSR+LNS” é ainda mais próximo ao do HEA, com um desvio percentual médio de 
0,90% para as 15 instâncias restantes. Este fato pode ser justificado pela maior dificuldade de 
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resolução dos subproblemas do tipo PCVJT gerados nas instâncias com as características 
destacadas. 
Observamos que o tempo de médio utilizado pelo HEA é consideravelmente menor,  
já que este consiste em um método heurístico e não exato como o BAC. Por outro lado, ressaltamos 
que o algoritmo “BAC+DVs+FSR+LNS” provê limitantes inferiores para os custos de transporte, 
portanto, permite que se avalie a qualidade das soluções obtidas, ao contrário do HEA.  
Por exemplo, o algoritmo “BAC+DVs+FSR+LNS” provou a otimalidade da solução obtida para a 
instância “C201.100A”, que também havia sido encontrada pelo HEA sem nenhuma métrica que 
viabilizasse sua avaliação. Os limitantes inferiores gerados reforçam a alta qualidade das soluções 
encontradas pelo HEA. 
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CAPÍTULO 4  
 
DECOMPOSIÇÃO DE BENDERS PARA PROBLEMAS DE 
ROTEAMENTO DE VEÍCULOS COM FROTA HETEROGÊNEA 
E JANELAS DE TEMPO FLEXÍVEIS 
4.1 PROBLEMAS DE ROTEAMENTO DE VEÍCULOS COM JANELAS DE TEMPO 
VIOLÁVEIS E FLEXÍVEIS 
Restrições de janelas de tempo em problemas de transporte urbano (Crainic e 
Sgalambro, 2014), marítimo (Christiansen et al., 2013) e aéreo (Sherali et al., 2013), e, mais 
especificamente, em roteamento de veículos são encontradas em diversas aplicações. Nos 
Capítulos 2 e 3, as janelas de tempo são consideradas invioláveis (hard), isto é, o veículo pode 
chegar ao cliente antes do início de sua janela e esperar, porém, não é permitida a chegada após o 
término da janela de tempo. A relaxação das restrições de janelas de tempo consiste em adicioná-
las à função objetivo com penalidade proporcional ao nível de violação das mesmas. Esta relaxação 
é denominada janela de tempo violável (soft), introduzida no trabalho pioneiro de Sexton e  
Choi (1986). 
Koskosidis et al. (1992), Taillard et al. (1997) e Chiang e Russell (2004) listam diversas 
vantagens decorrentes da relaxação de janelas de tempo em roteamento de veículos: 
i) A relaxação das janelas de tempo pode ser muito útil no contexto do planejamento 
tático e/ou operacional em uma cadeia logística, viabilizando a análise do compromisso 
entre custos de transporte e custos de penalidade associados às violações das janelas de 
tempo; 
ii) A relaxação das janelas de tempo pode levar à obtenção de soluções factíveis para 
instâncias infactíveis de problemas com janelas de tempo invioláveis; 
iii) A relaxação das janelas de tempo pode resultar em soluções de menor custo, 
envolvendo distâncias e tempos de viagem reduzidos; 
iv) Diversas aplicações não exigem a definição precisa das janelas de tempo; 
v) Em situações práticas, janelas de tempo são violáveis por natureza devido à dificuldade 
em se estimar tempos de viagem com acurácia. Tipicamente, existe um limite na 
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quantia que uma transportadora paga para satisfazer uma restrição de tempo de entrega, 
embora isto dependa do cliente. Os coeficientes da penalidade associada com o desvio 
das janelas de tempo podem ser ajustados para refletir esta situação. Altas penalidades 
são atribuídas a clientes com satisfação estrita de tempo de entrega, enquanto clientes 
sem este nível de exigência recebem baixos coeficientes de penalidade. 
A diferença na definição das janelas de tempo violáveis consiste na forma de penalizar 
o desvio da janela  ,i ie l  de cada cliente i. Diversas variantes de penalidades lineares ( )i ip s  do 
cliente i com instante de início de serviço si são propostas na literatura. Usualmente, a penalidade 
é zero se 
i i ie s l  .  
Sexton e Choi (1986), Koskosidis et al. (1992) e Liberatore et al. (2011) propõem 
penalidades lineares ilimitadas para o instante de início de serviço si  no cliente i antes ou depois 
de sua janela de tempo  ,i ie l , isto é, ( ) ( ),i i i i i i ip s e s s e= −  , ou  ( ) ( ),i i i i i i ip s s l s l= −  , em que 
i  e i  são coeficientes reais positivos. Balakrishnan (1993), Ioannou et al. (2003) e Chiang e 
Russell (2004) utilizam a mesma penalidade, mas sugerem uma limitação do tempo de espera maxW  
e um custo de penalidade máximo maxP . Em Taillard et al. (1997), a antecipação i is e  não é 
permitida, mas o atraso i is l  é permitido com penalidade linear e ilimitada. Qureshi et al. (2009) 
sugerem uma penalidade semi-violável (semi soft) em que o limite superior da janela de tempo é 
estendido para i il l   e a penalidade é linear no intervalo  ,i il l , associado ao atraso no início do 
instante de serviço. O limite il   é definido como a penalidade máxima de atraso equivalente ao custo 
de um veículo adicional servindo apenas o cliente i. Bhusiri et al. (2014) utilizam o mesmo limite 
il   e propõem um limite inferior ie  para a janela de tempo violável, tal que o custo de penalidade 
é linear nos intervalos  ,i ie e  e  ,i il l , e o serviço tem que ocorrer no intervalo  ,i ie l . Os autores 
afirmam que a espera nos clientes resulta em custos operacionais adicionais e em uma potencial 
perda de lucros, pois trata-se de tempo improdutivo. Por esta razão, o objetivo dos autores é 
minimizar o tempo total de espera e os custos de viagem, que incluem as penalidades de atraso.  
Fu et al. (2008) classificam as penalidades ( )i ip s  em 6 categorias e sugerem um 
algoritmo de busca tabu que unifica as variantes acima mencionadas. Os autores conduzem 
experimentos com as instâncias de Solomon (1987) e comparam as soluções geradas àquelas 
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reportadas por Taillard et al. (1997), Koskosidis et al. (1992), Balakrishnan (1993) e Chiang e 
Russell (2004). O algoritmo de busca tabu obtém novas melhores soluções para várias das 
instâncias consideradas, no entanto, é posteriormente superado pelos métodos propostos em 
Figliozzi (2010) e Mouthuy et al. (2015). No primeiro trabalho, o autor sugere um procedimento 
iterativo constituído por três etapas, a saber, construção de rotas, melhoria das rotas e otimização 
dos instantes de início de serviço nos clientes. Os resultados gerados são comparados aos de 
Taillard et al. (1997), Balakrishnan (1993), Chiang e Russell (2004) e Fu et al. (2008). No segundo 
trabalho, propõem uma metaheurística VNS que utiliza vizinhanças de grande porte ou very large-
scale neighbourhoods (Ahuja et al., 2000). O VNS é executado em três estágios que minimizam, 
respectivamente, o número de veículos utilizados, os custos de violação das janelas de tempo e a 
distância percorrida. A metaheurística ainda inclui um procedimento para a determinação do 
instante de início de serviço em cada cliente, que minimiza a violação das janelas de tempo.  
O algoritmo é aplicado às 6 categorias de penalidade definidas em Fu et al. (2008) e sua 
comparação com os resultados de Taillard et al. (1997), Koskosidis et al. (1992), Balakrishnan 
(1993), Chiang e Russell (2004), Fu et al. (2008) e Figliozzi (2010) melhora 53% das soluções 
conhecidas. 
A Figura 4.1 resume as funções lineares de penalidade supracitadas, associando os 
diferentes trabalhos às suas respectivas categorias na classificação de Fu et al. (2008).  
Para cada categoria, ilustra-se a violação permitida da janela  ,i ie l  de um cliente i, tal que as linhas 
pontilhadas representam tempos de espera. Note que a penalidade sugerida em Bhusiri et al. (2014) 
pode ser considerada um caso especial da categoria (v). 
Ibaraki et al. (2005) destacam que uma solução do problema de roteamento de veículos 
com janelas de tempo violáveis (PRVJTV) consiste de duas partes: construção das rotas dos 
veículos para visitar todos os clientes; e determinação do instante ótimo de início de serviço em 
cada cliente, de modo a minimizar a soma das penalizações nos clientes de cada rota. São propostas 
funções de penalidade ( )ip t  lineares por partes para cada cliente i, para representar o custo de 
violação de sua janela de tempo. Cada função ( )ip t  tem valores não negativos, pode ser não 
convexa e é semicontínua inferiormente, isto é,  0( ) lim min ( ), ( )i i ip t p t p t  → + −  em cada ponto de 
descontinuidade t. Estas condições garantem a existência de uma solução ótima do problema de 
determinação dos instantes ótimos de início do serviço. Em trabalhos posteriores, o tempo e o custo 
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de viagem são funções dependentes da variável tempo, veja Hashimoto et al. (2010, 2013). Vidal 
et al. (2015) apresentam uma abordagem abrangente com uma classificação de problemas com 
restrições e/ou função objetivo que envolvem tempo, bem como uma análise unificadora de 
algoritmos para estes problemas. 
 
Figura 4.1 – Funções lineares de penalidade. 
Mais recentemente, Salani e Battarra (2018) introduzem uma variante do PRVJTV que 
dispensa o uso de funções de penalização. Os autores argumentam que a definição de tais funções 
não é uma tarefa trivial em aplicações industriais e sugerem um modelo matemático para o 
PRVJTV baseado no custo da solução ótima do PRVJT correspondente, denotado por 
*
PRVJTz . A 
formulação de  Salani e Battarra (2018) impõe que o custo de viagem do PRVJTV, representado 
por PRVJTVz , seja inferior a 
*
PRVJTz  por meio da restrição 
*
PRVJTV PRVJTz z   
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em que 0 1   é um percentual de redução definido pelo usuário. As violações das janelas de 
tempo são ilimitadas, e a função objetivo consiste em minimizá-las. São sugeridos dois algoritmos 
de branch-and-cut-and-price para a resolução do problema, e um estudo computacional baseado 
nas instâncias de Solomon (1987) demonstra as vantagens desta nova variante. 
Taş et al. (2014c) introduzem o PRV com janelas de tempo flexíveis (PRVJT-Flex),  
no qual a janela de tempo denominada flexível (flexible) corresponde a um aumento na janela de 
tempo original  ,i ie l   por meio de frações eif  e lif , tal que a nova janela  ,i ie l   tem limites 
expressos por ( )ei i i i ie e f l e = − −  e ( )
l
i i i i il l f l e = + − . O início do serviço no cliente i não pode 
ocorrer fora da janela  ,i ie l  , mas pode ocorrer nos intervalos  ,i ie e  e  ,i il l  com custos lineares 
de penalidade ( ) ( ),i i i i i i ip s e s e s e = −    e ( ) ( ),i i i i i i ip s s l l s l = −   , nos quais   e   são 
coeficientes reais e positivos. A Figura 4.2. ilustra a janela de tempo flexível. 
 
Figura 4.2 – Janela de tempo flexível. 
A seguir, a formulação matemática do PRVHJT apresentada na Seção 2.4 é estendida 
para o contexto das janelas de tempo flexíveis, resultando no PRVHJT-Flex.   
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4.2 DECOMPOSIÇÃO LÓGICA DE BENDERS PARA O PROBLEMA DE ROTEAMENTO 
DE VEÍCULOS COM FROTA HETEROGÊNEA E JANELAS DE TEMPO FLEXÍVEIS 
A formulação matemática do PRVHJT-Flex consiste em uma extensão do modelo  
(2.20) – (2.28). Considere os parâmetros e variáveis definidos na Seção 2.4. De acordo com Taş et 
al. (2014c), janelas de tempo flexíveis podem ser obtidas para cada nó i ao se estabelecerem 
frações 
e
if  e 
l
if , que controlam a antecipação máxima e o atraso máximo do serviço, 
respectivamente. Deste modo, as janelas de tempo flexíveis são definidas por 
  ( )  ( ), max ,0 ,e li i i i i i i i i ie l e f l e l f l e   = − − + −     . Caso o serviço em um nó seja iniciado nos intervalos 
 ,i ie e  ou  ,i il l , custos de penalidade proporcionais aos desvios são somados na função objetivo. 
Estes custos por unidade de tempo são denotados pelos parâmetros  e  , respectivamente. 
Note que é possível aguardar em um determinado nó até o início da janela de tempo flexível ie  ou 
da janela de tempo original ie , porém não é permitido o atendimento após o término da janela de 
tempo flexível il  . 
Assim como na Seção 2.4, assuma que +  denota o conjunto de reais não-negativos e 
considere as seguintes variáveis de decisão adicionais: 
kv
i + : tempo de antecipação do serviço no nó i  quando servido pelo veículo , ;
k
kv k   
kv
i + : tempo de atraso do serviço no nó i  quando servido pelo veículo ,
k
kv k  . 
 
Com base nestas definições, a formulação do PRVHJT-Flex é apresentada a seguir. 
PRVHJT-Flex 
 ( )0
, ( , )
min
k k k k
k k k
k k k
v k v v v
k ij ij i i
k i j j i i j k i kv v v
f y c x     
         
+ + +           (4.1) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (4.2) 
  1 0
k
k
k
v
i
k v
y i
 
=        (4.3) 
 
0
k
k
k
v
k
v
y m k

       (4.4) 
 , , ,
k kv v k
ij j k
i
x y j j i k v

=          (4.5) 
 , , ,
k kv v k
ij i k
j
x y i i j k v

=          (4.6) 
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 [ (1 )] , , , 0, ,
k k kv k k v v k
i i ij ij ij j kw W t M x w i j i j j k v+ + − −           (4.7) 
 , ,
kv k
i i i ke w l i k v          (4.8) 
 , ,
k kv v k
i i i ke w i k v  −        (4.9) 
 , ,
k kv v k
i i i kw l i k v  −        (4.10) 
 ( ) ( )  , , , , 0,1  , , , ,
k k k k
kv v v v v k
i i i ij i kw x y i j i j k v  +          (4.11) 
A função objetivo (4.1) minimiza o custo total das rotas que passa a ser composto pela 
soma dos custos fixos dos veículos, dos custos variáveis associados às arestas percorridas e dos 
custos de penalidade associados às janelas de tempo flexíveis dos clientes. As expressões  
(4.2) – (4.4) são restrições do PDG análogas às expressões (2.21) – (2.23). Quando as variáveis 
binárias 
kv
iy  assumem valores que satisfaçam as restrições (4.2) – (4.4),  as restrições (4.5) – 
(4.11) podem ser decompostas em subproblemas independentes com a estrutura do problema do 
caixeiro viajante com janelas de tempo flexíveis (PCVJT-Flex). O limitante superior 
k
ijM  é 
calculado em função das janelas de tempo flexíveis pela expressão  max ,0k kij i j ij iM l e t W = − + + . 
Como a formulação (4.2) – (4.11) preserva a estrutura da formulação (2.20) – (2.28),  
a DLB pode ser aplicada ao PRVHJT-Flex. Esta estratégia de decomposição resulta em um 
problema mestre do tipo PDG e subproblemas do tipo PCVJT-Flex, gerados pela fixação das 
variáveis e
k kv v
j iy y    em 1
k kv v
j iy y= =  nas restrições (4.5) e (4.6). 
Seja 
kv  o limitante inferior dos custos de viagem do veículo ,k kv k  ,  
a aplicação da DLB ao modelo (4.2) – (4.11) gera o seguinte problema mestre:  
Problema mestre (PDG) 
 
0min
k k
k k
k k
v v
k
k kv v
f y 
  
+      (4.12) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (4.13) 
  1 0
k
k
k
v
i
k v
y i
 
=        (4.14) 
 
0
k
k
k
v
k
v
y m k

       (4.15) 
 cortes de Benders    (4.16) 
  , 0,1 , ,
k kv v k
i ky i k v +         (4.17) 
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Considere a notação , 1,...,lV l p=  utilizada para contar os números dos veículos da 
frota, e sejam , 1,...,l l p=  os clusters ótimos de clientes designados a cada um destes veículos 
pela resolução do problema mestre de Benders (4.12) – (4.17). Para cada veículo lV  em que 
l    o seguinte subproblema independente do tipo PCVJT-Flex é originado pela fixação das 
variáveis y : 
Subproblemas independentes do tipo PCVJT-Flex  
  ( )
, ( , ) 1 1
min
l l l
p p
l l l l
ij ij i i
i j j i i j l i l
c x     
    =  =
+ +       (4.18) 
                 
*
1  , , 1,...
l
l
ij l
i
x j j i l p

=   =      (4.19) 
 
*
1 , , 1,...
l
l
ij l
j
x i i j l p

=   =      (4.20) 
 [ (1 )] , , , 0, 1,...,
l l l l l
i i ij ij ij j lw W t M x w i j i j j l p+ + − −     =     (4.21) 
 , 1,...,
l
i i i le w l i l p    =     (4.22) 
 , 1,...,
l l
i i i le w i l p  −  =     (4.23) 
 , 1,...,
l l
i i i lw l i l p  −  =     (4.24) 
 ( )  , , , 0,1 , , , 1,...,l l l li i i ij lw x i j i j l p  +    =      (4.25) 
A função objetivo (4.18) minimiza a soma do custo variável de viagem do veículo lV  
e dos custos de penalidade acumulados em sua rota. As restrições (4.19) e (4.20) asseguram que 
cada cliente pertencente ao cluster l  é visitado por lV  uma única vez. As restrições (4.21) 
estabelecem a relação entre o início do serviço em um cliente j e o início do serviço em seu nó 
predecessor i, tal que o limitante 
l
ijM  é calculado pela expressão  max ,0l lij i j ij iM l e t W = − + + .  
As restrições (4.22) garantem que o início do serviço em cada nó li  ocorre dentro de sua janela 
de tempo flexível  ,i ie l  . As restrições (4.23) relacionam a antecipação e o início do serviço e, de 
modo semelhante, as restrições (4.24) relacionam o atraso e o início do serviço. Em (4.25), 
encontra-se o domínio das variáveis de decisão. 
Os cortes de otimalidade e factibilidade para o PRVHJT-Flex, denotados pela 
expressão (4.16), são apresentados a seguir. Posteriormente, as implementações da decomposição 
de Benders para o PRVHJT-Flex são discutidas. 
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Cortes de otimalidade 
Seja 
lC  o custo da solução ótima de um PCVJT-Flex factível associado ao cluster  
l . Propõe-se o seguinte corte de otimalidade para o problema mestre de Benders: 
 ( ) ( ) ( ) ( )
,
1 2 max max ;
l
l
l l l
l i ij i i i i
j j i
i
C y c e e l l   
 

   − − + − −
  
   (4.26) 
A expressão (4.26) é uma extensão do corte de otimalidade (2.41) na qual o termo 
( ) ( ) max ;i i i ie e l l   − −  pondera os custos de penalidade associados ao PCVJT-Flex.  
Cortes de factibilidade 
Caso o cluster 
l
 designado ao veículo lV  resulte em um PCVJT-Flex infactível,  
a expressão 
 1
l
l
i l
i
y

 −   (4.27) 
consiste em um corte de factibilidade para o PRVHJT-Flex. Note que a desigualdade (4.27)  
é idêntica ao corte (2.50) utilizado para o PRVFHJT. 
Implementações da decomposição de Benders para o PRVHJT-Flex 
As implementações DLB e BAC da decomposição de Benders para o PRVHJT, 
apresentadas na Seção 2.6, assim como as técnicas de aceleração descritas no Capítulo 3 podem 
ser aplicadas ao PRVHJT-Flex, no entanto, algumas adaptações são necessárias. A primeira delas, 
tratada na Seção 4.3, refere-se à necessidade de métodos de solução especializados para os 
subproblemas do tipo PCVJT-Flex, visto que os algoritmos de programação dinâmica de Li (2009) 
e Balas e Simonetti (2001) não foram projetados para problemas com janelas de tempo flexíveis. 
As demais adaptações correspondem a ajustes menores nas técnicas de aceleração, abordados na 
Seção 4.4.  
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4.3 ALGORITMOS DE PROGRAMAÇÃO DINÂMICA PARA O PROBLEMA DO 
CAIXEIRO VIAJANTE COM JANELAS DE TEMPO FLEXÍVEIS  
Nesta seção, duas estratégias alternativas de correção de rótulos são incorporadas aos 
algoritmos de programação dinâmica para o PCVJT de Li (2009) e Balas e Simonetti (2001), 
adaptando-os para a resolução do PCVJT-Flex. 
4.3.1 Algoritmos exatos de programação dinâmica para o PCVJT-Flex 
As duas extensões do algoritmo de programação dinâmica de Li (2009) são baseadas 
na descrição apresentada na Seção 2.5.2.  
4.3.1.1 Correção de rótulos baseada em um programa linear (PL) 
Para um cluster l  designado a um veículo lV  pelo algoritmo de Benders,  
seja ( ), ,V s i  um rótulo progressivo ou regressivo para o PCVJT-Flex. Em todos os cálculos 
relacionados à extensão de rótulos (veja a Seção 2.5.2.1), utilizam-se as janelas de tempo flexíveis 
 , ,i i le l i    em substituição às janelas de tempo invioláveis  , ,i i le l i . 
Além do custo variável de viagem ( ), ,c V s i , define-se um custo de penalidade mínimo 
( ), ,pen V s i  para o rótulo ( ), ,V s i , incluindo as antecipações e os atrasos no início do serviço.  
O custo de penalidade é obtido pela resolução do seguinte PL, sugerido por Taş et al. (2014c): 
 ( ) ( ), , min l lj j
j
pen V s i     

= +   (4.28) 
                 ( ), , ,l l lj j jh hw W t w j h j h+ +         (4.29) 
 
l
j j je w l j        (4.30) 
 
l l
j j je w j  −      (4.31) 
 
l l
j j jw l j  −       (4.32) 
 ( ), ,l l lj j jw j  +      (4.33) 
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no qual l  é o subconjunto de nós visitado pelo caminho do rótulo ( ), ,V s i  e   é o 
subconjunto de arestas percorridas neste caminho. A função objetivo (4.28) minimiza os custos de 
penalidade decorrentes de antecipações e de atrasos no início do serviço. As restrições (4.29) 
asseguram que os tempos de início de serviço incorporam os tempos de serviço e de viagem do 
caminho definido pelo rótulo, e as restrições (4.30) impõem as janelas de tempo flexíveis aos nós. 
As restrições (4.31) e (4.32) expressam as relações entre o início do serviço e as variáveis de 
antecipação e atraso, respectivamente. O domínio das variáveis de decisão é definido em (4.33). 
Antes de resolver este PL para um rótulo progressivo ou regressivo ( ), ,V s i , o instante de início de 
serviço 
l
iw  no último nó visitado i é fixado no valor armazenado no recurso de tempo do rótulo, 
isto é, 
l
iw s= . 
Para a extensão progressiva, sejam ( ), ,V s i  e ( ), ,V s i  dois rótulos progressivos 
associados ao nó i. O critério de dominância (2.52) é substituído por 
 ( ) ( ) ( ) ( ), , , , , , , ,c V s i pen V s i c V s i pen V s i+  +   (4.34) 
e aplicado juntamente com o critério (2.51). Além disso, (2.51) ou (4.34) tem que ser uma 
desigualdade estrita. Para rótulos regressivos, os critérios de dominância para o PCVJT-Flex são 
(2.53) e (4.34). 
4.3.1.2 Correção de rótulos baseada em recursos de antecipação e atraso (AA) 
Na segunda estratégia de correção de rótulos, adicionam-se aos rótulos progressivos 
e/ou regressivos ( ), ,V s i  recursos adicionais early e late de antecipação e atraso (AA) do serviço, 
respectivamente, inspirados em recursos sugeridos por Bhusiri et al. (2014) para o PRVJTV.  
O rótulo resultante é denotado por ( ), , , ,V s i early late , com custo de viagem ( ), , , ,c V s i early late  e custo 
de penalidade ( ), , , ,pen V s i early late .  
As janelas de tempo flexíveis   , ,i i le l i    substituem as janelas de tempo invioláveis 
 , ,i i le l i  na extensão de rótulos, que é idêntica àquela apresentada na Seção 2.5.2.1 para os três 
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primeiros componentes de ( ), , , ,V s i early late . Considere a extensão progressiva ou regressiva do 
rótulo ( ), , , ,V s i early late  para o rótulo ( ), , , ,V s j early late    , as REFs para early e late são: 
 
( ) , se
, se
j j
j
early e s s e
early
early s e
  + − 
 = 
 
   
    
  (4.35) 
 
( ) , se
, se
j j
j
late s l s l
late
late s l
  + − 
 = 
 
   
    
  (4.36) 
Para dois rótulos progressivos ( ), , , ,V s i early late  e ( ), , , ,V s i early late , os critérios de 
dominância são definidos pelas desigualdades (2.51), (2.52) e pelas expressões adicionais: 
 early early   (4.37) 
 late late   (4.38) 
Para rótulos regressivos, os critérios de dominância são (2.52), (2.53), (4.37) e (4.38).  
Em contraste com a correção de rótulos baseada no PL (4.28) – (4.33), a correção de rótulos AA 
temporariamente desconsidera o valor do custo de penalidade ( ), , , ,pen V s i early late  de um rótulo 
( ), , , ,V s i early late  até o procedimento de união rótulos.    
As duas variantes do algoritmo exato de programação dinâmica (AEPD) são nomeadas 
de acordo com as estratégias de correção de rótulos PL e AA, isto é, AEPDPL e AEPDAA. 
4.3.1.3 Procedimento de união de rótulos comum às estratégias de correção de rótulos   
A última etapa das estratégias de correção de rótulos PL e AA apresentam um 
procedimento de união de rótulos em comum. Para um nó i, um rótulo progressivo prot  é 
concatenado a um rótulo regressivo rrot ,  gerando uma solução completa ( )p rrot rot  para o 
PCVJT-Flex com custo 
( ) ( ) ( )p r p rc rot c rot pen rot rot+ +   
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tal que ( )pc rot  e ( )rc rot  denotam os custos de viagem acumulados nos rótulos progressivos e 
regressivos, respectivamente, e ( )p rpen rot rot  é o custo de penalidade determinado pela 
resolução do PL (4.28) – (4.33). 
Para reduzir a quantidade de problemas de programação linear solucionados e aumentar 
a eficiência dos algoritmos propostos, procede-se da seguinte maneira. O custo mínimo obtido para 
uma solução completa do PCVJT-Flex, denotado por best, é armazenado. Então, somente é 
calculado o custo de penalidade ( )p rpen rot rot  para pares de rótulos ( ),p rrot rot  que respeitam a 
desigualdade ( ) ( )p rc rot c rot best+  , caso contrário, a rota concatenada ( )p rrot rot  não pode 
apresentar um custo inferior a best, já que ( ) 0p rpen rot rot  . 
As estratégias de correção de rótulos PL e AA aplicadas ao AEPD são ilustradas na 
Figura 4.3, que mostra o fluxograma dos algoritmos resultantes incluindo seus principais 
procedimentos e recursos associados. 
 
Figura 4.3 –Estratégias de correção de rótulos PL e AA aplicadas ao AEPD. 
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4.3.2 Algoritmos heurísticos de programação dinâmica para o PCVJT-Flex 
As duas extensões do algoritmo heurístico de programação dinâmica (AHPD) de Balas 
e Simonetti (2001) são baseadas na descrição apresentada no Apêndice D. A primeira, denominada 
AHPDPL, utiliza a estratégia de correção de rótulos PL, enquanto a segunda é denotada por 
AHPDAA e aplica a estratégia de correção de rótulos AA. 
As duas variantes do AHPD são iniciadas com a transformação do PCVJT em um 
PCVRP (veja a Seção D.2). Nesta etapa, utilizam-se as janelas de tempo flexíveis  ,i ie l   em 
substituição às janelas de tempo invioláveis  ,i ie l  em todos os cálculos necessários.  
Na sequência, o grafo auxiliar **G  é construído conforme procedimento descrito na Seção D.1.2. 
A ideia central do AHPD é encontrar um caminho mínimo em um subgrafo * **G G   e, para este 
fim, aplica-se um algoritmo de rotulação monodirecional que resolve um PCMRR em **G . 
Os nós do grafo **G  apresentam-se dispostos em camadas, uma para cada posição de 
uma rota do PCVRP. A primeira e a última camada contêm um único nó que denota o depósito 0 
como origem (o) e destino (d) da rota, respectivamente. Por sua vez, **  denota o conjunto de 
arcos que interligam os nós de duas camadas subsequentes. Há uma correspondência 1 – 1 entre as 
soluções factíveis do PCVRP e os caminhos o – d no subgrafo * **G G  , e a resolução do PCMRR 
acima mencionado em **G  gera uma solução para o PCVJT. 
O AHPD para o PCVJT utiliza rótulos (s) com custos de viagem c(s), nos quais s é o 
tempo mais cedo de início do serviço no cliente associado a um dos nós do grafo **G .  
Na variante AHPDPL, além do custo de viagem c(s), define-se um custo de penalidade pen(s) para 
cada rótulo. A extensão de rótulos é monodirecional, progressiva e aplica as REFs e condições de 
factibilidade definidas na Seção D.3.1 para os recursos s e c(s), substituindo as janelas de tempo 
invioláveis  ,i ie l  pelas janelas de tempo flexíveis  ,i ie l   em todos os cálculos. O valor do 
recurso pen(s) é obtido pela resolução do PL (4.28) – (4.33).  
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Sejam ( )s  e ( )s  dois rótulos associados a um mesmo nó de **G , o primeiro domina 
o segundo se as desigualdades (D.9) e 
( ) ( ) ( ) ( )c s pen s c s pen s+  +  
são satisfeitas e pelo menos uma delas é estrita. 
Por outro lado, a variante AHPDAA é baseada em rótulos ( ), ,s early late  com custos de 
viagem ( ), ,c s early late  e de penalidade ( ), ,pen s early late . Durante a extensão de rótulos, os custos 
de penalidade são temporariamente desconsiderados e os recursos early  e late  são obtidos 
recursivamente por meio das REFs (4.35) e (4.36). Para dois rótulos ( ), ,s early late  e 
( ), ,s early late  associados a um mesmo nó de **G , a dominância de rótulos utiliza os critérios 
(D.9), (D.10), (4.37) e (4.38). 
Para as duas variantes, apenas os q rótulos ( )1,..., qrot rot  com os menores custos de 
viagem ( ) , 1,...,jc rot j q=  são armazenados para cada nó do grafo **G , portanto, no máximo q 
rótulos não dominados serão gerados para o nó destino d ao término do procedimento de extensão.  
Cada um destes rótulos denota uma rota factível para o PCVJT-Flex com custo total 
( ) ( )c rot pen rot+ , tal que o custo de penalidade ( )pen rot  é calculado pela resolução do PL  
(4.28) – (4.33) em ambas as variantes, AHPDPL e AHPDAA. Os algoritmos heurísticos retornam 
a rota factível obtida com menor custo total, isto é, ( ) ( ) 1,...,min j jj q c rot pen rot= + . 
As variantes AHPDPL e AHPDAA são ilustradas na Figura 4.4, que mostra seus 
respectivos fluxogramas e destaca os recursos associados a cada procedimento. 
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Figura 4.4 –Estratégias de correção de rótulos PL e AA aplicadas ao AHPD. 
4.4 ADAPTAÇÕES DAS TÉCNICAS DE ACELERAÇÃO DA DECOMPOSIÇÃO DE 
BENDERS PARA O PRVHJT-FLEX 
Nesta seção, são descritos os ajustes necessários nas técnicas de aceleração da 
decomposição de Benders para o PRVHJT (veja o Capítulo 3), para adaptá-las ao PRVHJT-Flex. 
4.4.1 Desigualdades válidas 
A única mudança necessária na geração de DVs diz respeito à identificação das 
incompatibilidades relacionadas às janelas de tempo (veja a Seção 3.2.2). Para o PRVHJT-Flex,  
um par de clientes ( )  , 0i j   é considerado incompatível para um tipo de veículo k ,  
se 
k
i i ij je W t l + +   e 
k
j j ji ie W t l + +  , ou seja, a incompatibilidade passa a ser definida pelos limites 
da janela de tempo flexível  ,i ie l  e não da janela de tempo inviolável  ,i ie l . 
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4.4.2 Adição ao problema mestre de Benders de um modelo com relaxação de restrições 
do problema do caixeiro viajante com janelas de tempo flexíveis 
O modelo matemático (3.3) – (3.7) da  FSR pode ser utilizado como uma relaxação do 
PCVJT-Flex caso as janelas de tempo invioláveis  , ,i ie l i  sejam substituídas pelas janelas de 
tempo flexíveis  , ,i ie l i    nas restrições (3.6). A adição desta relaxação do PCVJT-Flex à 
formulação (4.12) – (4.17) gera o seguinte problema mestre fortalecido: 
 
0min
k k
k k
k k
v v
k
k kv v
f y 
  
+      (4.39) 
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0
0
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k kv v k
i i k k
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
        (4.40) 
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 
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v
y m k

       (4.42) 
 cortes de Benders    (4.43) 
 , , ,
k kv v k
ij j k
i
x y j j i k v

=         (4.44) 
 , , ,
k kv v k
ij i k
j
x y i i j k v

=          (4.45) 
 ( ) 0 , , , 0, ,
kv k k
ij i i ij j kx e W t l i j i j j k v + + −          (4.46) 
 
, ( , )
,
k k kv v v k
ij ij k
i j N j i i j
c x k v
   
          (4.47) 
 ( )  , , 0,1  , , , ,
k k kv v v k
ij i kx y i j i j k v +         (4.48) 
O modelo (4.39) – (4.48) é utilizado na aplicação da DLB e/ou do BAC o PRVHJT-Flex. 
4.4.3 Solução heurística 
A fim de gerar um limitante superior de alta qualidade para o PRVHJT, uma heurística 
construtiva e uma matheurística LNS são apresentadas na Seção 3.4. Ao adaptá-las para o  
PRVHJT-Flex, as janelas de tempo flexíveis  , ,i ie l i    devem substituir as janelas de tempo 
invioláveis  , ,i ie l i  em todos os cálculos e, adicionalmente:  
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i) Umas das variantes AEPDPL ou AEPDAA deve substituir o algoritmo de Li (2009) 
como mecanismo de reordenação das rotas parciais (Figura 3.4 – linha 16); 
ii) Umas das variantes AHPDPL ou AHPDAA deve substituir o algoritmo de  
Balas e Simonetti (2001) no procedimento de reconstrução da matheurística LNS 
(Figura 3.5 – linha 6). 
4.5 EXPERIMENTOS COMPUTACIONAIS 
Nesta seção são apresentados os experimentos computacionais realizados para os 
problemas com janelas de tempo flexíveis. Os algoritmos testados foram codificados em C# e 
executados em um CPU Intel® CoreTM i7-4790U 3,6GHz com 16GB de memória RAM.  
Como solver de PL e de PIM, utilizamos o software Gurobi v.6.05. 
Os experimentos dividem-se em dois grupos. No primeiro, os algoritmos AEPDPL, 
AEPDAA, AHPDPL e AHPDAA propostos para o PCVJT-Flex são testados. No segundo,  
o algoritmo BAC acelerado (“BAC+DVs+FSR+LNS”) é aplicado na resolução do PRVHJT-Flex. 
4.5.1 Algoritmos de programação dinâmica para o PCVJT-Flex 
Os algoritmos de programação dinâmica para o PCVJT-Flex foram testados em um 
conjunto de 135 instâncias simétricas sugerido por Dumas et al. (1995) para o PCVJT. O conjunto 
se divide em 27 classes, cada uma composta por 5 instâncias com o mesmo número de clientes n  
e a mesma largura das janelas de tempo 
widthTW . Os números de clientes variam entre 20  e 200 , e 
as larguras das janelas compreendem valores de 20  a 100 . O nome de cada instância indica seu 
número de clientes n , a largura widthTW  de suas janelas de tempo e seu número de identificação 
dentro de uma classe, por exemplo, a instância n20w20.001  apresenta 20n = , 20widthTW =  e é a 
primeira instância da classe n20w20 . Os custos ijc  e tempos de viagem ijt  entre os pares de 
clientes ( ),i j  são calculados como distâncias euclidianas entre suas coordenadas, tal que a parte 
fracionária dos valores obtidos é removida. O seguinte procedimento é aplicado a cada tripla de 
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clientes (i, j, h) para assegurar a validade da desigualdade triangular: ij ih hjt t t= + , se ;ih hj ijt t t+ 
e ij ih hjc c c= +  se ih hj ijc c c+   (Baldacci et al., 2012). 
Os resultados obtidos para o PCVJT-Flex são organizados da seguinte forma.  
A Seção 4.5.1.1 analisa o desempenho das variantes exatas AEPDPL e AEPDAA, enquanto as 
soluções geradas pelas variantes heurísticas AHPDPL e AHPDAA são discutidas na Seção 4.5.1.2. 
A Seção 4.5.1.3 compara as melhores soluções geradas para o PCVJT-Flex com as soluções ótimas 
correspondentes do PCVJT. 
4.5.1.1 Resolução do PCVJT-Flex pelos algoritmos exatos AEPDPL e AEPDAA    
As instâncias de Dumas et al. (1995) foram adaptadas para o PCVJT-Flex pela adoção 
dos custos de penalidade ( ) ( ), 0,50;1,00   =  e das frações ( ) ( ), 0,10;0,10e li if f =  para cada cliente i. 
Esta configuração de parâmetros foi extraída dos experimentos principais do trabalho de Taş et al. 
(2014c). Os algoritmos exatos de programação dinâmica foram aplicados por um tempo limite de 
processamento de 3600 segundos. 
A Tabela 4.1 apresenta, para cada uma das 135 instâncias, os resultados obtidos pelos 
algoritmos AEPDPL e AEPDAA, utilizando a seguinte notação: “CPU” (tempo computacional, 
em segundos), “CO” (custo da solução ótima), “|ForL|” (número de rótulos progressivos não 
dominados), “|BackL|” (número de rótulos regressivos não dominados) e “-” (a solução ótima não 
foi encontrada dentro do tempo limite de processamento).  
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Tabela 4.1 – Resultados obtidos pelos algoritmos AEPDPL e AEPDAA. 
                                   (continua) 
Instância 
AEPDPL  AEPDAA 
CPU CO |ForL| |BackL|   CPU CO |ForL| |BackL| 
n20w20.001 0,08 378,00 34 8  0,03 378,00 34 8 
n20w20.002 0,02 286,00 26 19  0,01 286,00 41 19 
n20w20.003 0,04 394,00 51 9  0,01 394,00 59 9 
n20w20.004 0,01 396,00 21 15  0,01 396,00 21 15 
n20w20.005 0,10 348,40 50 60  0,06 348,40 61 83           
n20w40.001 0,31 243,00 118 114  0,09 243,00 160 203 
n20w40.002 0,05 327,25 63 15  0,01 327,25 92 20 
n20w40.003 0,05 317,00 56 37  0,00 317,00 56 53 
n20w40.004 0,19 388,00 103 31  0,03 388,00 321 31 
n20w40.005 0,31 288,00 195 80  0,03 288,00 223 244           
n20w60.001 0,72 315,00 666 47  0,06 315,00 1096 56 
n20w60.002 0,20 244,00 143 63  0,03 244,00 371 137 
n20w60.003 0,13 352,00 132 19  0,01 352,00 198 22 
n20w60.004 1,95 250,00 1099 350  1,13 250,00 7234 197 
n20w60.005 0,33 338,00 190 96  0,03 338,00 560 255           
n20w80.001 0,59 317,00 459 75  0,07 317,00 978 163 
n20w80.002 0,89 336,00 560 316  0,10 336,00 1248 702 
n20w80.003 0,74 309,50 701 67  0,05 309,50 883 84 
n20w80.004 0,91 304,00 766 29  0,12 304,00 2365 43 
n20w80.005 3,86 250,20 2558 616  2,38 250,20 9469 2026           
n20w100.001 5,41 237,00 3294 225  1,41 237,00 7140 1127 
n20w100.002 12,23 222,00 6468 1754  4,81 222,00 12849 5307 
n20w100.003 3,28 284,50 2379 93  0,46 284,50 4354 141 
n20w100.004 2,44 343,00 2031 160  0,23 343,00 2935 286 
n20w100.005 9,48 258,00 4942 1811  5,01 258,00 13844 4469           
n40w20.001 0,28 495,65 149 172  0,17 495,65 398 467 
n40w20.002 0,28 548,50 206 15  0,11 548,50 2130 15 
n40w20.003 0,16 474,65 134 45  0,05 474,65 713 93 
n40w20.004 0,17 404,00 125 88  0,03 404,00 339 132 
n40w20.005 0,13 499,00 118 34  0,02 499,00 373 71           
n40w40.001 0,55 437,95 329 165  0,44 437,95 2036 1275 
n40w40.002 3,41 461,00 2135 150  12,34 461,00 25697 509 
n40w40.003 1,11 474,00 793 129  0,37 474,00 4185 401 
n40w40.004 1,30 452,00 905 127  0,21 452,00 2803 430 
n40w40.005 3,45 453,00 1802 365  49,24 453,00 48869 717           
n40w60.001 5,06 484,50 3239 324  8,73 484,50 24615 664 
n40w60.002 4,42 456,50 2876 326  11,74 456,50 27041 1151 
n40w60.003 9,53 399,10 7064 386  2,92 399,10 11910 1627 
n40w60.004 155,75 377,70 44746 654  3600,00 - - - 
n40w60.005 22,03 328,00 10294 310  199,08 328,00 75693 773           
n40w80.001 34,50 395,00 5102 11640  225,14 395,00 21581 82905 
n40w80.002 676,21 395,10 111168 420  1152,93 395,10 179303 8470 
n40w80.003 141,69 409,50 40184 355  2800,25 409,50 243095 1074 
n40w80.004 35,74 417,00 17147 321  18,60 417,00 30939 661 
n40w80.005 150,11 344,00 46636 3922  3600,00 - - -           
n40w100.001 2979,04 424,50 181814 12982  3600,00 - - - 
n40w100.002 3600,00 - - -  3600,00 - - - 
n40w100.003 3600,00 - - -  3600,00 - - - 
n40w100.004 326,88 357,00 47572 53178  3600,00 - - - 
n40w100.005 435,35 377,00 73550 23346  3600,00 - - -           
n60w20.001 0,81 528,00 578 135  0,95 528,00 3340 819 
n60w20.002 0,66 605,00 514 78  0,13 605,00 1068 450 
n60w20.003 2,64 533,00 1611 262  5,20 533,00 16774 3086 
n60w20.004 0,89 615,50 648 26  7,82 615,50 26818 29 
n60w20.005 0,22 603,00 213 37  0,26 603,00 3038 74           
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Tabela 4.1 – Resultados obtidos pelos algoritmos AEPDPL e AEPDAA. 
                 (continuação) 
Instância 
AEPDPL   AEPDAA 
CPU CO |ForL| |BackL|   CPU CO |ForL| |BackL| 
n60w40.001 2,78 571,00 1946 214 
 
4,74 571,00 17350 589 
n60w40.002 10,05 620,00 4580 140  25,77 620,00 34489 610 
n60w40.003 53,56 566,25 10764 10663  3600,00 - - - 
n60w40.004 2,05 597,00 1114 237  1,60 597,00 8651 572 
n60w40.005 1,88 539,00 717 709 
 
1,28 539,00 1179 6473           
n60w60.001 47,14 609,00 19205 125 
 
191,75 609,00 86145 264 
n60w60.002 201,57 565,50 51365 2965 
 
3600,00 - - - 
n60w60.003 2246,00 484,50 200329 1568 
 
3600,00 - - - 
n60w60.004 21,34 539,20 11958 2178 
 
128,23 539,20 85989 6549 
n60w60.005 27,20 552,00 15756 558 
 
144,16 552,00 89660 4706           
n60w80.001 3600,00 - - - 
 
3600,00 - - - 
n60w80.002 1857,83 495,50 173749 24366 
 
3600,00 - - - 
n60w80.003 997,79 546,40 123577 25686 
 
3600,00 - - - 
n60w80.004 3600,00 - - - 
 
3600,00 - - - 
n60w80.005 3600,00 - - - 
 
3600,00 - - -           
n60w100.001 3600,00 - - - 
 
3600,00 - - - 
n60w100.002 3600,00 - - - 
 
3600,00 - - - 
n60w100.003 3600,00 - - - 
 
3600,00 - - - 
n60w100.004 3600,00 - - - 
 
3600,00 - - - 
n60w100.005 3600,00 - - - 
 
3600,00 - - -           
n80w20.001 7,72 610,15 3815 261 
 
1056,94 610,15 214727 1060 
n80w20.002 3,27 737,00 2029 114 
 
7,53 737,00 23224 243 
n80w20.003 1,39 660,50 508 300 
 
3,62 660,50 9978 4104 
n80w20.004 3,31 613,05 1068 774 
 
324,34 613,05 115882 16835 
n80w20.005 2,78 748,00 1018 564 
 
2,69 748,00 7794 4333           
n80w40.001 100,06 606,00 32969 1003 
 
3600,00 - - - 
n80w40.002 175,54 617,50 52776 1322 
 
3600,00 - - - 
n80w40.003 61,59 667,50 27922 429 
 
3600,00 - - - 
n80w40.004 23,09 539,65 7121 5230 
 
395,56 539,65 54492 96460 
n80w40.005 14,01 692,40 6158 600 
 
60,95 692,40 58525 3710           
n80w60.001 1549,95 554,00 111000 4728 
 
3600,00 - - - 
n80w60.002 3600,00 - - - 
 
3600,00 - - - 
n80w60.003 3600,00 - - - 
 
3600,00 - - - 
n80w60.004 2318,56 611,05 126255 134091 
 
3600,00 - - - 
n80w60.005 3600,00 - - - 
 
3600,00 - - -           
n80w80.001 3600,00 - - - 
 
3600,00 - - - 
n80w80.002 3600,00 - - - 
 
3600,00 - - - 
n80w80.003 3600,00 - - - 
 
3600,00 - - - 
n80w80.004 3600,00 - - - 
 
3600,00 - - - 
n80w80.005 3600,00 - - - 
 
3600,00 - - -           
n100w20.001 9,59 736,50 3276 1334 
 
182,53 736,50 88606 12196 
n100w20.002 15,36 712,65 4663 2507 
 
3600,00 - - - 
n100w20.003 25,75 761,00 10628 126 
 
1532,01 761,00 233883 234 
n100w20.004 7,28 797,40 3717 144 
 
885,42 797,40 183533 258 
n100w20.005 1284,67 764,95 138149 175 
 
3600,00 - - -           
n100w40.001 92,11 743,50 34247 1335 
 
3600,00 - - - 
n100w40.002 842,46 638,50 98219 10430 
 
3600,00 - - - 
n100w40.003 609,49 733,50 98227 4551 
 
3600,00 - - - 
n100w40.004 320,40 636,40 63492 2847 
 
3600,00 - - - 
n100w40.005 75,53 696,50 12625 18864 
 
3600,00 - - -           
n100w60.001 3600,00 - - - 
 
3600,00 - - - 
n100w60.002 3600,00 - - - 
 
3600,00 - - - 
n100w60.003 3600,00 - - - 
 
3600,00 - - - 
n100w60.004 3600,00 - - - 
 
3600,00 - - - 
n100w60.005 3600,00 - - - 
 
3600,00 - - - 
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Tabela 4.1 – Resultados obtidos pelos algoritmos AEPDPL e AEPDAA. 
                    (conclusão) 
Instância 
AEPDPL   AEPDAA 
CPU CO |ForL| |BackL|   CPU CO |ForL| |BackL| 
n150w20.001 3600,00 - - - 
 
3600,00 - - - 
n150w20.002 103,91 862,15 20917 2113  3600,00 - - - 
n150w20.003 125,45 831,35 28846 167  3600,00 - - - 
n150w20.004 647,97 868,90 101096 494  3600,00 - - - 
n150w20.005 3600,00 - - - 
 
3600,00 - - -           
n150w40.001 3600,00 - - - 
 
3600,00 - - - 
n150w40.002 2987,96 925,05 197350 4384 
 
3600,00 - - - 
n150w40.003 3600,00 - - - 
 
3600,00 - - - 
n150w40.004 3600,00 - - - 
 
3600,00 - - - 
n150w40.005 3600,00 - - - 
 
3600,00 - - -           
n150w60.001 3600,00 - - - 
 
3600,00 - - - 
n150w60.002 3600,00 - - - 
 
3600,00 - - - 
n150w60.003 3600,00 - - - 
 
3600,00 - - - 
n150w60.004 3600,00 - - - 
 
3600,00 - - - 
n150w60.005 3600,00 - - - 
 
3600,00 - - -           
n200w20.001 3422,18 1009,55 221844 1444 
 
3600,00 - - - 
n200w20.002 3600,00 - - - 
 
3600,00 - - - 
n200w20.003 3600,00 - - - 
 
3600,00 - - - 
n200w20.004 3600,00 - - - 
 
3600,00 - - - 
n200w20.005 3600,00 - - - 
 
3600,00 - - -           
n200w40.001 3600,00 - - - 
 
3600,00 - - - 
n200w40.002 3600,00 - - - 
 
3600,00 - - - 
n200w40.003 3600,00 - - - 
 
3600,00 - - - 
n200w40.004 3600,00 - - - 
 
3600,00 - - - 
n200w40.005 3600,00 - - - 
 
3600,00 - - -           
Resolvidas 
   
92/135 
    
65/135 
Média (65)a 18,46 454,12 5062,35 548,11   145,57 454,12 32822,42 4319,83 
Média 1334,35 505,82 28845,13 4193,92   1936,76 454,12 32822,42 4319,83 
a Médias para as 65 instâncias resolvidas por ambos AEPDPL e AEPDAA. 
 
O algoritmo AEPDPL resolveu 92 (68%) instâncias, uma delas com 200 clientes, 
enquanto o algoritmo AEPDAA resolveu 65 (48%) instâncias, todas com até 100 clientes. 
Considerando as 65 instâncias para as quais ambos os métodos encontraram soluções ótimas, o 
tempo médio de processamento do AEPDPL é consideravelmente menor que aquele do AEPDAA.  
Além disso, o algoritmo AEPDPL gerou uma menor quantidade de rótulos não dominados.  
Estes resultados sugerem que a estratégia de correção de rótulos PL resulta em um procedimento 
de dominância de rótulos mais eficiente, eliminando uma maior quantidade de rótulos dominados 
e acelerando a programação dinâmica bidirecional. 
As duas variantes do AEPD são sensíveis tanto ao número de clientes n quanto às 
larguras 
widthTW  das janelas de tempo. Por exemplo, ambas resolveram a maioria das instâncias com 
40n =  e larguras de até 80widthTW = , entretanto, nenhuma delas conseguiu solucionar instâncias com 
larguras 40widthTW   e 100n = . 
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4.5.1.2 Resolução do PCVJT-Flex pelos algoritmos heurísticos AHPDPL e AHPDAA    
Utilizando as instâncias de Dumas et al. (1995) e a parametrização reportada na Seção 
4.5.1.1 para as janelas de tempo flexíveis, testamos os valores  8,10,12,14  e  10,15,20  para os 
parâmetros K  e q dos algoritmos de programação dinâmica heurística (veja o Apêndice D).  
Em um tempo limite de processamento de 3600 segundos, os melhores valores de ( ),K q  
encontrados foram (8, 20) para o AHPDPL e (12, 20) para o AHPDAA, portanto, esta configuração 
de parâmetros foi adotada. 
Os resultados gerados pelos algoritmos são compilados na Tabela 4.2. Para cada 
instância, é mostrada a solução ótima obtida nos experimentos da Seção 4.5.1.1 (“CO”), o tempo 
computacional em segundos (“CPU”), o custo da melhor solução gerada pelo algoritmo heurístico 
em questão (“CM”) e seu respectivo gap ( )100 CM - CO / CO   em relação à solução ótima.  
A barra “-” indica que nenhuma solução factível foi encontrada. 
Tabela 4.2 – Resultados obtidos pelos algoritmos AHPDPL e AHPDAA. 
                      (continua) 
Instância CO 
  AHPDPL   AHPDAA 
  CPU CM Gap%   CPU CM Gap% 
n20w20.001 378,00  0,13 378,00  0,00  0,02 378,00  0,00 
n20w20.002 286,00  0,02 286,00  0,00  0,01 286,00  0,00 
n20w20.003 394,00  0,06 394,00  0,00  0,01 394,00  0,00 
n20w20.004 396,00  0,00 396,00  0,00  0,01 396,00  0,00 
n20w20.005 348,40  0,03 348,40  0,00  0,01 348,40  0,00           
n20w40.001 243,00  0,42 243,00  0,00  0,01 243,00 0,00 
n20w40.002 327,25  0,05 327,25  0,00  0,02 327,25  0,00 
n20w40.003 317,00  0,09 317,00  0,00  0,03 317,00  0,00 
n20w40.004 388,00  0,09 388,00  0,00  0,01 388,00  0,00 
n20w40.005 288,00  0,25 288,00  0,00  0,01 288,00  0,00           
n20w60.001 315,00  0,63 315,00 0,00  0,06 315,00  0,00 
n20w60.002 244,00  0,14 244,00  0,00  0,01 244,00 0,00 
n20w60.003 352,00  0,14 352,00  0,00  0,02 352,00  0,00 
n20w60.004 250,00  1,56 250,00  0,00  0,07 250,00 0,00 
n20w60.005 338,00  0,31 338,00  0,00  0,01 338,00 0,00           
n20w80.001 317,00  0,66 317,00  0,00  0,02 317,00 0,00 
n20w80.002 336,00  0,61 336,00  0,00  0,02 336,00 0,00 
n20w80.003 309,50  0,72 309,50 0,00  0,05 309,50 0,00 
n20w80.004 304,00  0,86 304,00  0,00  0,02 304,00 0,00 
n20w80.005 250,20  3,23 250,20 0,00  0,22 250,20 0,00           
n20w100.001 237,00  4,14 238,00 0,42  0,09 238,00 0,42 
n20w100.002 222,00  7,59 222,00 0,00  0,48 222,00 0,00 
n20w100.003 284,50  2,81 284,50 0,00  0,08 284,50 0,00 
n20w100.004 343,00  2,38 343,00 0,00  0,05 343,00  0,00 
n20w100.005 258,00  6,80 258,00 0,00  0,58 258,00 0,00           
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Tabela 4.2 – Resultados obtidos pelos algoritmos AHPDPL e AHPDAA. 
                  (continuação) 
Instância CO 
  AHPDPL   AHPDAA 
  CPU CM Gap%   CPU CM Gap% 
n40w20.001 495,65 
 
0,59 495,65  0,00 
 
0,04 495,65 0,00 
n40w20.002 548,50 
 
0,24 548,50  0,00 
 
0,01 548,50 0,00 
n40w20.003 474,65 
 
0,19 474,65  0,00 
 
0,01 474,65 0,00 
n40w20.004 404,00 
 
0,14 404,00  0,00 
 
0,01 404,00 0,00 
n40w20.005 499,00 
 
0,20 499,00  0,00 
 
0,01 499,00 0,00           
n40w40.001 437,95 
 
0,41 437,95  0,00 
 
0,03 437,95 0,00 
n40w40.002 461,00 
 
3,23 461,00  0,00 
 
0,08 461,00 0,00 
n40w40.003 474,00 
 
1,17 474,00  0,00 
 
0,03 474,00 0,00 
n40w40.004 452,00 
 
1,30 452,00 0,00 
 
0,06 452,00 0,00 
n40w40.005 453,00 
 
3,16 453,00  0,00 
 
0,18 453,00 0,00           
n40w60.001 484,50 
 
5,22 484,50 0,00 
 
0,26 484,50 0,00 
n40w60.002 456,50 
 
3,84 456,50 0,00 
 
0,34 456,50 0,00 
n40w60.003 399,10 
 
5,41 409,60 2,63 
 
2,60 399,10 0,00 
n40w60.004 377,70 
 
33,45 381,20 0,93 
 
7,15 377,70 0,00 
n40w60.005 328,00 
 
21,94 328,00 0,00 
 
0,61 328,00 0,00           
n40w80.001 395,00 
 
10,25 395,00 0,00 
 
1,10 395,00 0,00 
n40w80.002 395,10 
 
14,08 403,10 2,02 
 
5,08 400,10 1,27 
n40w80.003 409,50 
 
38,22 421,50 2,93 
 
6,49 409,50 0,00 
n40w80.004 417,00 
 
26,14 417,00 0,00 
 
0,69 417,00 0,00 
n40w80.005 344,00 
 
55,58 344,00 0,00 
 
26,64 344,00 0,00           
n40w100.001 424,50 
 
33,97 442,00 4,12 
 
36,27 426,00 0,35 
n40w100.002 - 
 
99,22 367,00 - 
 
45,00 345,50 - 
n40w100.003 - 
 
107,84 368,00 - 
 
19,93 364,00 - 
n40w100.004 357,00 
 
0,17 - - 
 
15,52 358,00 0,28 
n40w100.005 377,00 
 
21,28 385,00 2,12 
 
37,71 379,00 0,53           
n60w20.001 528,00 
 
0,86 528,00  0,00 
 
0,06 528,00 0,00 
n60w20.002 605,00 
 
0,78 605,00  0,00 
 
0,02 605,00 0,00 
n60w20.003 533,00 
 
2,81 533,00 0,00 
 
0,04 533,00 0,00 
n60w20.004 615,50 
 
0,89 615,50  0,00 
 
0,06 615,50 0,00 
n60w20.005 603,00 
 
0,16 603,00  0,00 
 
0,03 603,00 0,00           
n60w40.001 571,00 
 
2,78 571,00 0,00 
 
0,21 571,00 0,00 
n60w40.002 620,00 
 
10,28 620,00 0,00 
 
0,36 621,00 0,16 
n60w40.003 566,25 
 
14,95 566,25 0,00 
 
1,25 566,25 0,00 
n60w40.004 597,00 
 
1,95 597,00 0,00 
 
0,11 597,00 0,00 
n60w40.005 539,00 
 
2,67 539,00 0,00 
 
0,09 539,00 0,00           
n60w60.001 609,00 
 
30,62 609,00 0,00 
 
2,39 609,00 0,00 
n60w60.002 565,50 
 
66,83 565,50 0,00 
 
15,08 566,50 0,18 
n60w60.003 484,50 
 
101,94 484,50 0,00 
 
16,29 484,50 0,00 
n60w60.004 539,20 
 
8,41 539,20 0,00 
 
1,52 539,20 0,00 
n60w60.005 552,00 
 
9,84 555,00 0,54 
 
4,22 552,00 0,00           
n60w80.001 - 
 
28,05 - - 
 
52,88 458,50 - 
n60w80.002 495,50 
 
33,67 531,00 7,16 
 
23,60 501,10 1,13 
n60w80.003 546,40 
 
36,06 604,90 10,71 
 
35,44 552,40 1,10 
n60w80.004 - 
 
213,40 528,80 - 
 
50,37 523,80 - 
n60w80.005 - 
 
23,47 499,50 - 
 
28,60 473,45 -           
n60w100.001 - 
 
271,54 523,50 - 
 
51,41 522,30 - 
n60w100.002 - 
 
399,95 577,50 - 
 
83,60 535,85 - 
n60w100.003 - 
 
424,22 570,00 - 
 
114,94 571,00 - 
n60w100.004 - 
 
381,46 506,00 - 
 
120,04 485,00 - 
n60w100.005 - 
 
14,74 - - 
 
68,04 467,00 -           
n80w20.001 610,15 
 
6,74 610,15 0,00 
 
0,21 610,15 0,00 
n80w20.002 737,00 
 
4,23 737,00 0,00 
 
0,06 - - 
n80w20.003 660,50 
 
0,91 660,50  0,00 
 
0,06 660,50 0,00 
n80w20.004 613,05 
 
2,16 613,05  0,00 
 
0,14 613,05 0,00 
n80w20.005 748,00 
 
2,27 748,00  0,00 
 
0,06 748,00 0,00           
n80w40.001 606,00 99,24 606,50 0,08 2,77 606,50 0,08 
n80w40.002 617,50 
 
77,42 620,50 0,49 
 
6,17 625,30 1,26 
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Tabela 4.2 – Resultados obtidos pelos algoritmos AHPDPL e AHPDAA. 
                     (conclusão) 
Instância CO 
  AHPDPL   AHPDAA 
  CPU CM Gap%   CPU CM Gap% 
n80w40.003 667,50 
 
48,19 667,50 0,00 
 
2,17 667,50 0,00 
n80w40.004 539,65 
 
69,91 539,65 0,00 
 
1,22 539,65 0,00 
n80w40.005 692,40 
 
17,94 692,40 0,00 
 
1,28 692,40 0,00           
n80w60.001 554,00 
 
160,17 555,00 0,18 
 
41,43 554,50 0,09 
n80w60.002 - 
 
390,22 636,50 - 
 
116,85 621,50 - 
n80w60.003 - 
 
2,98 - - 
 
2,38 - - 
n80w60.004 611,05 
 
466,15 620,00 1,46 
 
46,00 611,05 0,00 
n80w60.005 - 
 
241,75 581,00 - 
 
57,69 578,00 -           
n80w80.001 - 
 
19,61 - - 
 
57,23 684,90 - 
n80w80.002 - 
 
499,46 611,50 - 
 
145,99 591,50 - 
n80w80.003 - 
 
5,39 - - 
 
104,51 619,25 - 
n80w80.004 - 
 
559,08 589,00 - 
 
221,22 566,00 - 
n80w80.005 - 
 
135,30 627,45 - 
 
79,53 579,20 -           
n100w20.001 736,50 
 
10,13 736,50 0,00 
 
0,19 736,55 0,01 
n100w20.002 712,65 
 
13,77 712,65 0,00 
 
0,25 712,65 0,00 
n100w20.003 761,00 
 
16,70 761,00 0,00 
 
0,24 761,00 0,00 
n100w20.004 797,40 
 
6,66 797,95 0,07 
 
0,16 797,40 0,00 
n100w20.005 764,95 
 
46,14 764,95 0,00 
 
0,47 764,95 0,00           
n100w40.001 743,50 
 
64,05 744,50 0,13 
 
2,90 745,65 0,29 
n100w40.002 638,50 
 
212,02 659,50 3,29 
 
35,04 638,50 0,00 
n100w40.003 733,50 
 
169,74 733,50 0,00 
 
19,64 735,90 0,33 
n100w40.004 636,40 
 
159,42 636,40 0,00 
 
20,70 636,40 0,00 
n100w40.005 696,50 
 
116,55 696,50 0,00 
 
15,37 696,50 0,00           
n100w60.001 - 
 
1199,22 653,50 - 
 
244,46 615,70 - 
n100w60.002 - 
 
3,70 - - 
 
102,97 650,80 - 
n100w60.003 - 
 
737,62 737,50 - 
 
109,08 741,80 - 
n100w60.004 - 
 
444,22 765,90 - 
 
109,27 752,90 - 
n100w60.005 - 
 
238,69 - - 
 
58,19 665,50 -           
n150w20.001 - 
 
137,14 935,50 - 
 
4,96 926,00 - 
n150w20.002 862,15 
 
61,95 862,70 0,07 
 
1,25 862,70 0,07 
n150w20.003 831,35 
 
62,64 831,35 0,00 
 
1,46 831,35 0,00 
n150w20.004 868,90 
 
70,80 868,90 0,00 
 
1,08 871,90 0,35 
n150w20.005 - 
 
148,81 837,90 - 
 
1,64 842,80 -           
n150w40.001 - 
 
818,41 933,35 - 
 
200,61 918,35 - 
n150w40.002 925,05 
 
95,99 - - 
 
29,83 925,05 0,00 
n150w40.003 - 
 
1397,20 735,30 - 
 
272,32 730,30 - 
n150w40.004 - 
 
579,10 - - 
 
128,28 764,00 - 
n150w40.005 - 
 
1204,06 821,65 - 
 
239,83 825,60 -           
n150w60.001 - 
 
0,97 - - 
 
13,22 - - 
n150w60.002 - 
 
1822,28 829,30 - 
 
659,95 785,80 - 
n150w60.003 - 
 
81,39 - - 
 
481,51 793,50 - 
n150w60.004 - 
 
3,94 - - 
 
780,37 784,00 - 
n150w60.005 - 
 
464,10 - - 
 
274,56 - -           
n200w20.001 1009,55 
 
453,29 1009,55 0,00 
 
6,85 1009,55 0,00 
n200w20.002 - 
 
599,91 960,45 - 
 
13,97 957,20 - 
n200w20.003 - 
 
432,58 1045,50 - 
 
7,15 1046,30 - 
n200w20.004 - 
 
361,30 981,40 - 
 
4,38 981,45 - 
n200w20.005 - 
 
242,64 1009,85 - 
 
6,02 1011,35 -           
n200w40.001 - 
 
2586,06 1047,50 - 
 
452,31 1027,00 - 
n200w40.002 - 
 
2259,40 966,00 - 
 
2782,72 956,80 - 
n200w40.003 - 
 
2868,65 966,30 - 
 
1998,46 937,90 - 
n200w40.004 - 
 
3381,25 997,60 - 
 
714,10 981,85 - 
n200w40.005 - 
 
1239,62 - - 
 
1055,70 - -           
Resolvidas 120/135 130/135 
Média (119)a 
  
230,60 562,36 0,44 
 
78,92 557,58 0,09 
Média     223,88 563,81 0,44   93,46 565,56 0,09 
a Médias para as 119 instâncias resolvidas por ambos AHPDPL e AHPDAA. 
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O algoritmo AHPDPL resolveu 120 (88%) instâncias, apresentou um gap médio de 
0,44% em relação às soluções ótimas do PCVJT-Flex disponíveis e consumiu um tempo 
computacional médio de aproximadamente 223 segundos. Por outro lado, o algoritmo AHPDAA 
resolve 130 (96%) instâncias com um gap médio de 0,09% em um tempo computacional médio de 
aproximadamente 93 segundos. Para as 119 instâncias resolvidas por ambos, o algoritmo 
AHPDAA gerou soluções melhores em tempos computacionais mais baixos. 
O teste estatístico de classificação com sinal de Wilcoxon (Golden e Stewart, 1985) foi 
aplicado para comparar os valores esperados  AHPDPLE FO  e  AHPDAAE FO , tal que FO  é a variável 
aleatória que representa o valor da função objetivo para o conjunto de instâncias do PCVJT-Flex. 
Designam-se classificações para cada diferença de pares de valores e a hipótese nula 
   AHPDPL AHPDAAE FO E FO=  é testada com hipóteses alternativas    AHPDPL AHPDAAE FO E FO  ou 
   AHPDPL AHPDAAE FO E FO  para um nível de confiança de 5%. O resultado do teste demonstrou que 
o desempenho da variante AHPDAA foi superior ao da variante AHPDPL. 
Como o número de rótulos não-dominados gerados por ambas as variantes heurísticas 
é controlado pelo parâmetro q (veja a Seção 4.3.2), os critérios de dominância da estratégia de 
correção de rótulos PL deixam de ser vantajosos. Neste caso, verifica-se que a estratégia de 
correção de rótulos AA, que demanda a resolução de um número reduzido de problemas de 
programação linear, passa a ser mais eficiente. 
4.5.1.3 PCVJT versus PCVJT-Flex    
O último experimento conduzido para o PCVJT-Flex analisou as vantagens decorrentes 
das janelas de tempo flexíveis. As soluções ótimas das 135 instâncias do PCVJT reportadas em 
Dumas et al. (1995) foram comparadas com as soluções obtidas para as instâncias correspondentes 
do PCVJT-Flex. Foram considerados três cenários, extraídos de Taş et al. (2014c),  
com configurações distintas de flexibilidade para o PCVJT-Flex: 
i) ( ) ( ), 0,10; 0,10e li if f =   e ( ) ( ), 0,50;1,00   =  ; 
ii) ( ) ( ), 0,25; 0,25e li if f =   e ( ) ( ), 0,50;1,00   =  ; 
iii) ( ) ( ), 0,10; 0,10e li if f =   e ( ) ( ), 2,00; 4,00   =  . 
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Para todos os cenários, o algoritmo AEPDPL foi aplicado com um tempo limite de 
3600 segundos e, nos casos em que a solução ótima não foi obtida, o algoritmo AHPDAA foi 
utilizado com ( ) ( ), 12,20K q = . Os resultados são compilados na Tabela 4.3. A coluna 1 mostra os 
nomes das instâncias, enquanto a coluna 2 mostra seus respectivos custos ótimos para o PCVJT 
(“CO”). As próximas quatro colunas se referem aos resultados obtidos para o cenário (i) do  
PCVJT-Flex e reportam: o custo total da melhor solução obtida, incluindo os custos de viagem e 
de penalidade (“CM”); seu respectivo custo de viagem (“CV”); o desvio percentual entre “CM” e 
“CO”, isto é, ( )100 CO - CM / CM   (“ 1% ”); e o desvio percentual entre “CV” e “CO”, isto é, 
( )100 CO - CV / CV   (“ 2% ”). Informações análogas são mostradas nas colunas 7 – 10 e 11 – 14 para 
os cenários (ii) e (iii), respectivamente. Note que o PCVJT-Flex é uma relaxação do PCVJT e, 
portanto, o custo de sua solução ótima tem que ser menor ou igual àquele do PCVJT 
correspondente. Deste modo, os valores de “ 1% ” e “ 2% ” têm de ser não negativos para todo 
PCVJT-Flex resolvido na otimalidade, isto é, 1 2%, % 0   . Somente para as instâncias nas quais o 
AEPDPL falha e o AHPDAA é acionado, desvios negativos são possíveis, isto é, 1 2%, % 0   . 
A análise da Tabela 4.3 atesta as vantagens das janelas de tempo flexíveis. Para o 
cenário (i), foram obtidos desvios 1%  e 2%  entre os intervalos de -8,89% a 12,00% e de -6,59% 
a 13,42%, respectivamente. O uso das janelas de tempo flexíveis resultou em menores custos totais 
para 73 (54%) instâncias e menores custos de viagem para 82 (61%) instâncias. Poucas soluções 
heurísticas geradas pelo AHPDAA apresentaram maiores custos totais (15%) ou de viagem (6%) 
em relação ao PCVJT. Os algoritmos para o PCVJT-Flex falharam para 4 (3%) instâncias. O uso 
de maiores frações de flexibilidade ( ),e li if f  no cenário (ii) gerou resultados ainda melhores, com 
reduções nos custos totais de 77 (57%) instâncias e nos custos de viagem de 104 (77%) instâncias. 
O desvio 1%  variou entre -9,12% e 17,22%, e o desvio 2%  variou entre -2,00% e 23,89%. Como 
contrapartida desta maior flexibilidade, os algoritmos de programação dinâmica falharam em 8 
(6%) instâncias, pois a resolução de problemas com janelas de tempo mais largas demanda maior 
esforço computacional. O cenário (iii) mostra que maiores custos de penalidade ( ),    podem 
eliminar os benefícios das janelas de tempo flexíveis em relação aos custos totais. Entretanto,  
a redução nos custos de viagem foi preservada para grande parte das instâncias (44%).  
Os valores de 1%  e 2%  variaram de -17,53% a 9,38% e de -6,59% a 13,08%, respectivamente. 
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As reduções de custo mais relevantes foram obtidas para instâncias com 20 60n  , 
predominantemente resolvidas na otimalidade pelo AEPDPL. Para um número fixo de clientes, 
maiores valores de 
widthTW  aumentam a complexidade das instâncias e podem eliminar as vantagens 
das janelas de tempo flexíveis. Por exemplo, as soluções obtidas para a classe n80w40 
apresentaram desvios médios 1 2% 0,93 / % 1,60 =  =  para o cenário (i), 1 2% 1,41/ % 4,67 =  =  para o 
cenário (ii) e 1 2% 0,12 / % 0,18 =  =  para o cenário (iii). Por outro lado, os desvios médios calculados 
para a classe n80w80 foram 1 2% 2,07 / % 0,30 = −  = − , 1 2% 3,94 / % 2,98 = −  =  e 1 2% 6,87 / % 0,30 = −  = −  
para os cenários (i), (ii) e (iii), respectivamente. 
4.5.2 Resolução do PRVHJT-Flex pelo algoritmo BAC acelerado 
No segundo conjunto de experimentos, as variantes dos algoritmos de programação 
dinâmica exatos e heurísticos de melhor desempenho foram incorporadas ao algoritmo BAC 
acelerado (“BAC+DVs+FSR+LNS”). Portanto, na implementação do BAC, o algoritmo AEPDPL 
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substituiu o algoritmo de Li (2009) e o algoritmo AHPDAA substituiu o algoritmo de Balas e 
Simonetti (2001). Na sequência, o BAC acelerado foi testado para as 216 instâncias do PRVHJT 
reportadas na Seção 2.5.1. Estas instâncias foram adaptadas para o PRVHJT-Flex pela adoção dos 
parâmetros de flexibilidade  ( ) ( ), 0,50;1,00   =  e ( ) ( ), 0,10;0,10 ,e li if f i=   (Taş et al., 2014c).  
Os resultados obtidos para o PRVHJT-Flex são organizados da seguinte forma.  
A parametrização do BAC acelerado é discutida na Seção 4.5.2.1. A Seção 4.5.2.2 compara o BAC 
acelerado com um solver de PIM estado-da-arte, e a Seção 4.5.2.3 compara as soluções geradas 
para o PRVHJT-Flex com aquelas reportadas na Seção 3.5.3 para o PRVHJT. 
4.5.2.1 Parametrização do algoritmo BAC acelerado    
Para a configuração de parâmetros do algoritmo BAC acelerado, utilizamos o mesmo 
conjunto representativo de 36 instâncias apresentado na Seção 3.5.1. Assim como na resolução do 
PRVHJT, adotamos as seguintes medidas para as instâncias do PRVHJT-Flex que combinam 
horizontes de planejamento longos (classes R2, C2 e RC2) e densidades 75%densityTW  :  
(i) o software Gurobi v.6.05 substitui o algoritmo AEPDPL na resolução exata do PCVJT-Flex; 
(ii) a reordenação de rotas parciais baseada em programação dinâmica (Figura 3.4 – linhas 16–19) 
é eliminada da heurística construtiva (veja a Seção 3.4.1); e (iii) uma calibração específica é 
aplicada aos parâmetros da heurística construtiva para atenuar o efeito da exclusão da reordenação. 
O primeiro grupo de parâmetros, menos sensível às particularidades de cada instância, 
passou por um novo processo de calibração. A Tabela 4.4 apresenta os valores selecionados para 
este grupo, constituído pelos parâmetros de controle da heurística construtiva 
( )1 2 1 2 1 2, , , , , , ,        , pelo parâmetro D utilizado pelos operadores de remoção da LNS e pelos 
parâmetros ( ),K q  utilizados pelo algoritmo AHPDAA. Os parâmetros do segundo grupo, com 
elevada sensibilidade às características das instâncias, continuam sendo calculados pelas 
expressões matemáticas mostradas na Tabela 3.3 (veja a Seção 3.5.1). Pertencem ao segundo 
grupo: a quantidade máxima 
maxDV  de desigualdades de clique inseridas no problema mestre; o 
parâmetro de controle   da heurística construtiva; e os parâmetros ( ),t_limit   que controlam o 
tempo limite de execução e o número de clientes removidos por iteração da LNS, respectivamente. 
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Tabela 4.4 – Calibração do primeiro grupo de parâmetros do BAC acelerado para o PRVHJT-Flex. 
   Valor selecionado 
Parâmetros Intervalo de valores testados Passo da calibração Caso geral Casos especiaisa 
1  [0,30, 0,70] 0,01 0,55 0,40 
2  [0,30, 0,70] 0,01 0,45 0,60 
1  [0,30, 0,70] 0,01 0,61 0,61 
2  [0,30, 0,70] 0,01 0,39 0,39 
  [0,00, 1,00] 0,50 0,00 0,00 
1  [0,00, 1,00] 0,10 0,00 0,30 
2  [0,00, 1,00] 0,10 1,00 0,70 
  [0,00, 1,00] 0,50 0,00 0,50 
 D [30,00, 40,00] 5,00 35,00 35,00 
K  [8,00, 14,00] 1,00 12,00 12,00 
q  [10,00, 30,00] 5,00 15,00 15,00 
                a Instâncias das classes R2, C2 e RC2 com 75%densityTW  . 
4.5.2.2 Comparação com um solver de PIM estado-da-arte   
Após a configuração de parâmetros, o algoritmo “BAC+DVs+FSR+LNS” foi aplicado 
às 216 instâncias adaptadas para o PRVHJT-Flex com um tempo limite de execução de 3600 
segundos. Os resultados obtidos foram comparados à resolução direta da formulação (4.2) – (4.11) 
pelo solver de PIM estado-da-arte Gurobi v.6.05.  
As Tabelas 4.5 e 4.6 apresentam, para cada uma das 216 instâncias, os resultados 
obtidos pelo algoritmo “BAC+DVs+FSR+LNS” e pelo solver de PIM, respectivamente. A coluna 
“LI” mostra o limitante inferior gerado, “LS” mostra o limitante superior, “Gap%” denota o gap de 
otimalidade ( )100 /LS LI LS−  e “CPU” reporta o tempo computacional em segundos. Na Tabela 4.5, 
“Cortes” indica o número total de cortes de Benders e, na Tabela 4.6, a barra “-” indica que 
nenhuma solução factível foi encontrada.  
A Tabela 4.7 compara os resultados médios reportados nas Tabelas 4.5 e 4.6 para cada 
subconjunto de 4 instâncias com mesmo tamanho, classe e subclasse, utilizando a seguinte notação: 
“Ótimos” (número de instâncias para as quais o algoritmo em questão comprovou a otimalidade da 
solução encontrada); “Melhores” (número de instâncias para as quais o algoritmo em questão foi o 
que encontrou o melhor limitante superior); “Falhas” (número de instâncias para as quais nenhuma 
solução factível foi encontrada); “Gap% médio” (média do gap de otimalidade ( )100 /LS LI LS− ); e 
“CPU médio” (média do tempo computacional, em segundos). 
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Tabela 4.5 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT-Flex. 
                                                                   (continua) 
Instância LS LI Gap% Cortes CPU 
R101.25A 1257,93 1257,93 0,00 8 1769 
R102.25A 1200,78 1056,51 12,01 1539 3600 
R103.25A 1064,53 945,69 11,16 2554 3600 
R104.25A 1023,67 932,17 8,94 2118 3600 
C101.25A 2111,58 2111,58 0,00 30 1244 
C102.25A 1792,59 1734,14 3,26 7235 3600 
C103.25A 1792,35 1551,50 13,44 10270 3600 
C104.25A 1789,99 1548,12 13,51 11020 3600 
RC101.25A 1597,34 1492,00 6,59 3805 3600 
RC102.25A 1571,72 1464,43 6,83 5765 3600 
RC103.25A 1580,46 1455,97 7,88 6180 3600 
RC104.25A 1557,48 1451,92 6,78 8519 3600 
R201.25A 1402,41 1323,85 5,60 13912 3600 
R202.25A 1331,93 814,44 38,85 58 3600 
R203.25A 1567,78 802,28 48,83 0 3600 
R204.25A 1302,87 792,41 39,18 30 3600 
C201.25A 2215,54 2215,54 0,00 363 1014 
C202.25A 2223,31 2223,31 0,00 3 962 
C203.25A 2223,31 2223,31 0,00 2 925 
C204.25A 2219,54 2183,04 1,64 3134 3600 
RC201.25A 2080,69 1949,11 6,32 16614 3600 
RC202.25A 1761,39 1309,17 25,67 56 3600 
RC203.25A 1457,18 1197,41 17,83 88 3600 
RC204.25A 1361,61 1341,31 1,49 9061 3600 
R101.25B 761,48 761,48 0,00 184 1723 
R102.25B 680,78 592,76 12,93 1497 3600 
R103.25B 593,50 479,09 19,28 5239 3600 
R104.25B 559,67 465,02 16,91 4818 3600 
C101.25B 591,58 591,58 0,00 30 1243 
C102.25B 592,59 529,46 10,65 6540 3600 
C103.25B 592,35 447,50 24,45 11933 3600 
C104.25B 589,99 444,12 24,72 10701 3600 
RC101.25B 723,90 622,20 14,05 8496 3600 
RC102.25B 703,91 573,16 18,57 11710 3600 
RC103.25B 685,33 563,19 17,82 8179 3600 
RC104.25B 671,23 563,83 16,00 6164 3600 
R201.25B 682,41 604,80 11,37 14282 3600 
R202.25B 641,86 416,04 35,18 12 3600 
R203.25B 580,40 403,88 30,41 0 3600 
R204.25B 535,89 394,01 26,48 42 3600 
C201.25B 615,54 615,54 0,00 453 1016 
C202.25B 623,31 623,31 0,00 3 961 
C203.25B 623,31 623,31 0,00 2 925 
C204.25B 615,34 583,04 5,25 2888 3600 
RC201.25B 760,69 623,31 18,06 13184 3600 
RC202.25B 721,69 484,85 32,82 38 3600 
RC203.25B 581,35 439,07 24,47 277 3600 
RC204.25B 561,61 487,84 13,14 6492 3600 
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Tabela 4.5 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT-Flex. 
                                                                       (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.25C 692,97 692,97 0,00 88 1644 
R102.25C 615,78 530,81 13,80 2345 3600 
R103.25C 529,50 438,41 17,20 3782 3600 
R104.25C 501,67 427,30 14,82 4351 3600 
C101.25C 401,58 401,58 0,00 30 1243 
C102.25C 442,59 376,38 14,96 7230 3600 
C103.25C 442,35 332,76 24,78 9997 3600 
C104.25C 439,99 329,37 25,14 11318 3600 
RC101.25C 603,90 502,07 16,86 7169 3600 
RC102.25C 583,91 463,05 20,70 7735 3600 
RC103.25C 565,33 457,65 19,05 8640 3600 
RC104.25C 513,52 453,45 11,70 6832 3600 
R201.25C 592,41 513,21 13,37 13286 3600 
R202.25C 528,64 366,24 30,72 22 3600 
R203.25C 515,40 354,08 31,30 0 3600 
R204.25C 472,24 344,21 27,11 84 3600 
C201.25C 415,54 415,54 0,00 487 1027 
C202.25C 423,31 423,31 0,00 3 962 
C203.25C 423,31 423,31 0,00 2 927 
C204.25C 415,34 383,04 7,78 3356 3600 
RC201.25C 595,69 461,60 22,51 13432 3600 
RC202.25C 511,04 314,67 38,42 6 3600 
RC203.25C 472,69 315,63 33,23 163 3600 
RC204.25C 461,61 418,21 9,40 6958 3600 
R101.50A 2427,44 2223,95 8,38 346 3600 
R102.50A 2350,85 1952,89 16,93 912 3600 
R103.50A 2195,18 1853,03 15,59 1195 3600 
R104.50A 2169,83 1818,49 16,19 2348 3600 
C101.50A 4363,25 3913,11 10,32 16736 3600 
C102.50A 3295,54 3108,69 5,67 4437 3600 
C103.50A 3289,72 3074,16 6,55 2250 3600 
C104.50A 3312,55 3069,27 7,34 1602 3600 
RC101.50A 2987,74 2600,27 12,97 1849 3600 
RC102.50A 2924,66 2535,29 13,31 3565 3600 
RC103.50A 2858,66 2507,23 12,29 2541 3600 
RC104.50A 2974,51 2607,13 12,35 1989 3600 
R201.50A 2192,40 1964,02 10,42 5487 3600 
R202.50A 2478,36 1569,12 36,69 3 3600 
R203.50A 2458,99 1525,39 37,97 0 3600 
R204.50A 1973,49 1510,86 23,44 63 3600 
C201.50A 2900,56 2741,34 5,49 23263 3600 
C202.50A 5366,78 2835,12 47,17 0 3600 
C203.50A 7169,42 3148,68 56,08 0 3600 
C204.50A 4407,90 2441,82 44,60 0 3600 
RC201.50A 4167,32 2612,59 37,31 13994 3600 
RC202.50A 3227,86 2290,44 29,04 4 3600 
RC203.50A 2625,91 2149,88 18,13 16 3600 
RC204.50A 2431,53 2257,13 7,17 3292 3600 
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Tabela 4.5 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT-Flex. 
                                                                       (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.50B 1330,84 1255,08 5,69 599 3600 
R102.50B 1219,85 943,73 22,64 1258 3600 
R103.50B 1131,91 843,63 25,47 1414 3600 
R104.50B 1103,36 815,08 26,13 1370 3600 
C101.50B 1163,25 1163,25 0,00 161 2635 
C102.50B 1125,95 948,69 15,74 5153 3600 
C103.50B 1123,50 914,16 18,63 3005 3600 
C104.50B 1161,26 873,54 24,78 1861 3600 
RC101.50B 1403,44 1058,45 24,58 3390 3600 
RC102.50B 1352,82 983,55 27,30 3843 3600 
RC103.50B 1218,48 955,23 21,60 2650 3600 
RC104.50B 1400,10 1047,13 25,21 3817 3600 
R201.50B 1102,66 884,02 19,83 6276 3600 
R202.50B 1040,44 703,92 32,34 0 3600 
R203.50B 1006,93 660,19 34,44 0 3600 
R204.50B 909,97 645,66 29,05 54 3600 
C201.50B 981,65 821,68 16,30 19451 3600 
C202.50B 1280,89 808,45 36,88 0 3600 
C203.50B 1851,60 855,35 53,81 0 3600 
C204.50B 1207,90 721,82 40,24 0 3600 
RC201.50B 1502,94 852,59 43,27 13682 3600 
RC202.50B 1387,34 761,37 45,12 0 3600 
RC203.50B 1052,77 727,21 30,92 8 3600 
RC204.50B 1210,20 948,71 21,61 4440 3600 
R101.50C 1187,86 1142,74 3,80 362 3600 
R102.50C 1064,28 819,73 22,98 840 3600 
R103.50C 991,91 717,46 27,67 1820 3600 
R104.50C 989,28 680,81 31,18 2995 3600 
C101.50C 763,25 763,25 0,00 11 1935 
C102.50C 865,49 683,00 21,09 4163 3600 
C103.50C 864,08 644,16 25,45 2248 3600 
C104.50C 914,58 615,54 32,70 1871 3600 
RC101.50C 1183,84 844,67 28,65 4225 3600 
RC102.50C 1127,38 789,45 29,98 3480 3600 
RC103.50C 1032,36 761,61 26,23 3090 3600 
RC104.50C 1231,66 852,13 30,81 2437 3600 
R201.50C 978,76 749,02 23,47 6801 3600 
R202.50C 906,99 595,77 34,31 0 3600 
R203.50C 824,23 552,04 33,02 0 3600 
R204.50C 751,89 537,51 28,51 34 3600 
C201.50C 731,43 582,01 20,43 18244 3600 
C202.50C 866,78 555,12 35,96 0 3600 
C203.50C 1075,60 568,68 47,13 0 3600 
C204.50C 807,90 506,82 37,27 0 3600 
RC201.50C 1085,19 632,59 41,71 13029 3600 
RC202.50C 990,31 553,26 44,13 0 3600 
RC203.50C 804,41 549,38 31,70 4 3600 
RC204.50C 1015,74 793,21 21,91 5520 3600 
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Tabela 4.5 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT-Flex. 
                                                                       (continuação) 
Instância LS LI Gap% Cortes CPU 
R101.100A 4516,88 4081,21 9,65 24 3600 
R102.100A 4332,69 3770,85 12,97 40 3600 
R103.100A 4191,47 3541,54 15,51 299 3600 
R104.100A 4258,94 3490,01 18,05 375 3600 
C101.100A 8828,94 8355,25 5,37 1720 3600 
C102.100A 7183,47 6623,34 7,80 266 3600 
C103.100A 7168,07 6532,51 8,87 494 3600 
C104.100A 7269,52 6522,66 10,27 589 3600 
RC101.100A 5329,13 4496,61 15,62 276 3600 
RC102.100A 5068,05 4272,85 15,69 267 3600 
RC103.100A 5103,32 4196,92 17,76 261 3600 
RC104.100A 5736,49 4258,35 25,77 247 3600 
R201.100A 3511,68 3175,13 9,58 1245 3600 
R202.100A 3529,79 2919,93 17,28 0 3600 
R203.100A 3714,37 2897,97 21,98 0 3600 
R204.100A 3218,48 2810,74 12,67 0 3600 
C201.100A 6098,44 5992,86 1,73 5205 3600 
C202.100A 7656,30 6232,77 18,59 0 3600 
C203.100A 7757,12 6870,35 11,43 0 3600 
C204.100A 6094,81 5068,26 16,84 0 3600 
RC201.100A 5361,29 4762,79 11,16 2664 3600 
RC202.100A 5279,09 4211,87 20,22 0 3600 
RC203.100A 4554,77 3750,16 17,67 0 3600 
RC204.100A 4538,16 3639,23 19,81 1120 3600 
R101.100B 2360,61 2094,38 11,28 24 3600 
R102.100B 2228,40 1677,41 24,73 101 3600 
R103.100B 2117,80 1531,30 27,69 215 3600 
R104.100B 2217,32 1489,37 32,83 330 3600 
C101.100B 2428,94 2355,25 3,03 130 3600 
C102.100B 2591,26 2063,34 20,37 228 3600 
C103.100B 2585,00 1972,51 23,69 380 3600 
C104.100B 2662,83 1962,66 26,29 247 3600 
RC101.100B 2608,13 1853,60 28,93 241 3600 
RC102.100B 2364,41 1583,07 33,05 327 3600 
RC103.100B 2447,00 1600,12 34,61 348 3600 
RC104.100B 2944,74 1570,35 46,67 152 3600 
R201.100B 1709,12 1375,20 19,54 1320 3600 
R202.100B 1734,04 1170,33 32,51 0 3600 
R203.100B 1640,80 1096,77 33,16 0 3600 
R204.100B 1415,70 1061,14 25,05 0 3600 
C201.100B 1795,20 1672,86 6,81 5760 3600 
C202.100B 2056,30 1672,77 18,65 0 3600 
C203.100B 2397,12 1788,07 25,41 0 3600 
C204.100B 2036,90 1448,26 28,90 0 3600 
RC201.100B 2301,20 1682,79 26,87 2860 3600 
RC202.100B 2213,70 1385,63 37,41 0 3600 
RC203.100B 1923,60 1256,89 34,66 0 3600 
RC204.100B 2242,98 1399,23 37,62 1168 3600 
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Tabela 4.5 – Resultados obtidos pelo algoritmo “BAC+DVs+FSR+LNS” para o PRVHJT-Flex. 
                                                                     (conclusão) 
Instância LS LI Gap% Cortes CPU 
R101.100C 2119,98 1849,39 12,76 24 3600 
R102.100C 1896,01 1415,73 25,33 141 3600 
R103.100C 1852,78 1280,02 30,91 257 3600 
R104.100C 1883,05 1239,29 34,19 309 3600 
C101.100C 1628,94 1616,56 0,76 0 3600 
C102.100C 1964,46 1438,19 26,79 228 3600 
C103.100C 2003,24 1402,51 29,99 532 3600 
C104.100C 2138,39 1392,66 34,87 532 3600 
RC101.100C 2294,07 1513,05 34,04 206 3600 
RC102.100C 2011,14 1246,47 38,02 375 3600 
RC103.100C 2164,56 1275,52 41,07 249 3600 
RC104.100C 2553,20 1228,92 51,87 171 3600 
R201.100C 1480,88 1150,11 22,34 1375 3600 
R202.100C 1522,05 951,63 37,48 0 3600 
R203.100C 1556,77 871,62 44,01 0 3600 
R204.100C 1232,51 842,44 31,65 0 3600 
C201.100C 1263,32 1132,86 10,33 6805 3600 
C202.100C 1356,30 1102,77 18,69 0 3600 
C203.100C 1727,12 1152,78 33,25 0 3600 
C204.100C 1594,33 995,76 37,54 0 3600 
RC201.100C 1876,40 1297,79 30,84 2756 3600 
RC202.100C 1865,97 1029,66 44,82 0 3600 
RC203.100C 1629,70 943,29 42,12 0 3600 
RC204.100C 2009,66 1119,23 44,31 1120 3600 
 
Tabela 4.6 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex. 
                                                           (continua) 
Instância LS LI Gap% CPU 
R101.25A 1257,93 1257,93 0,00 6 
R102.25A 1200,78 1054,82 12,16 3600 
R103.25A 1091,16 970,51 11,06 3600 
R104.25A 1023,67 955,16 6,69 3600 
C101.25A 2111,58 2111,58 0,00 1 
C102.25A 1792,59 1733,85 3,28 3600 
C103.25A 1795,11 1721,20 4,12 3600 
C104.25A 1793,36 1704,07 4,98 3600 
RC101.25A 1597,34 1505,64 5,74 3600 
RC102.25A 1605,56 1456,75 9,27 3600 
RC103.25A 1601,68 1488,43 7,07 3600 
RC104.25A 1591,29 1455,96 8,50 3600 
R201.25A 1402,41 1402,41 0,00 2 
R202.25A 1331,93 1295,61 2,73 3600 
R203.25A 1567,19 1065,29 32,03 3600 
R204.25A 1255,89 1255,79 0,01 1173 
C201.25A 2215,54 2215,54 0,00 1 
C202.25A 2223,31 2223,31 0,00 11 
C203.25A 2223,31 2223,15 0,01 57 
C204.25A 2215,34 2215,27 0,00 271 
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Tabela 4.6 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex. 
                                                                  (continuação) 
Instância LS LI Gap% CPU 
RC201.25A 2080,69 2080,69 0,00 20 
RC202.25A 1687,71 1564,73 7,29 3600 
RC203.25A 1415,13 1335,54 5,62 3600 
RC204.25A 1361,61 1355,90 0,42 3600 
R101.25B 761,48 761,48 0,00 6 
R102.25B 690,11 574,84 16,70 3600 
R103.25B 607,59 512,31 15,68 3600 
R104.25B 593,31 497,30 16,18 3600 
C101.25B 591,58 591,58 0,00 1 
C102.25B 592,59 558,93 5,68 3600 
C103.25B 592,58 519,90 12,27 3600 
C104.25B 592,17 512,83 13,40 3600 
RC101.25B 737,99 637,33 13,64 3600 
RC102.25B 713,80 599,36 16,03 3600 
RC103.25B 699,95 592,57 15,34 3600 
RC104.25B 659,44 573,11 13,09 3600 
R201.25B 682,41 682,41 0,00 2 
R202.25B 618,64 574,41 7,15 3600 
R203.25B 630,40 506,01 19,73 3600 
R204.25B 535,89 535,84 0,01 3244 
C201.25B 615,54 615,54 0,00 1 
C202.25B 623,31 623,31 0,00 13 
C203.25B 623,31 623,31 0,00 140 
C204.25B 615,34 615,34 0,00 246 
RC201.25B 760,69 760,69 0,00 28 
RC202.25B 645,73 554,01 14,20 3600 
RC203.25B 580,60 455,64 21,52 3600 
RC204.25B 561,61 559,84 0,32 3600 
R101.25C 692,97 692,97 0,00 3 
R102.25C 619,11 537,40 13,20 3600 
R103.25C 534,72 460,87 13,81 3600 
R104.25C 505,53 438,75 13,21 3600 
C101.25C 401,58 401,58 0,00 1 
C102.25C 442,59 403,69 8,79 3600 
C103.25C 444,40 370,84 16,55 3600 
C104.25C 442,18 362,67 17,98 3600 
RC101.25C 603,90 540,67 10,47 3600 
RC102.25C 599,53 506,13 15,58 3600 
RC103.25C 581,46 472,20 18,79 3600 
RC104.25C 515,20 461,65 10,39 3600 
R201.25C 592,41 592,41 0,00 2 
R202.25C 521,93 484,09 7,25 3600 
R203.25C 515,40 440,13 14,60 3600 
R204.25C 445,89 445,85 0,01 2032 
C201.25C 415,54 415,54 0,00 1 
C202.25C 423,31 423,31 0,00 12 
C203.25C 423,31 423,28 0,01 83 
C204.25C 415,34 415,34 0,00 283 
RC201.25C 595,69 595,69 0,00 28 
RC202.25C 510,73 422,90 17,20 3600 
RC203.25C 478,12 347,98 27,22 3600 
RC204.25C 461,61 454,75 1,49 3600 
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Tabela 4.6 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex. 
                                                                  (continuação) 
Instância LS LI Gap% CPU 
R101.50A 2374,47 2237,69 5,76 3600 
R102.50A 2641,78 2011,02 23,88 3600 
R103.50A 2644,04 1890,41 28,50 3600 
R104.50A 2396,99 1855,96 22,57 3600 
C101.50A 4006,48 4006,48 0,00 554 
C102.50A 3322,54 3146,16 5,31 3600 
C103.50A 3402,81 3115,48 8,44 3600 
C104.50A 3370,30 3105,69 7,85 3600 
RC101.50A 3143,64 2704,75 13,96 3600 
RC102.50A - 2606,78 100,00 3600 
RC103.50A - 2558,86 100,00 3600 
RC104.50A - 2623,03 100,00 3600 
R201.50A 2179,48 2145,83 1,54 3600 
R202.50A 2201,47 1928,25 12,41 3600 
R203.50A 2158,35 1856,77 13,97 3600 
R204.50A 1872,87 1826,51 2,48 3600 
C201.50A 2880,93 2880,93 0,00 8 
C202.50A 3437,68 3352,88 2,47 3600 
C203.50A 4419,44 4340,13 1,79 3600 
C204.50A 3398,00 3333,51 1,90 3600 
RC201.50A 4134,50 2810,86 32,01 3600 
RC202.50A - 2479,73 100,00 3600 
RC203.50A 2769,71 2246,20 18,90 3600 
RC204.50A 2664,88 2266,44 14,95 3600 
R101.50B 1330,86 1285,27 3,43 3600 
R102.50B - 997,95 100,00 3600 
R103.50B 1754,14 891,41 49,18 3600 
R104.50B 1336,46 848,33 36,52 3600 
C101.50B 1163,25 1163,25 0,00 1726 
C102.50B 1222,53 983,75 19,53 3600 
C103.50B 1363,84 963,10 29,38 3600 
C104.50B 1320,91 946,80 28,32 3600 
RC101.50B 1429,69 1162,87 18,66 3600 
RC102.50B - 1040,28 100,00 3600 
RC103.50B - 993,09 100,00 3600 
RC104.50B - 1063,41 100,00 3600 
R201.50B 1099,48 1067,02 2,95 3600 
R202.50B 1081,40 849,89 21,41 3600 
R203.50B 1067,41 775,57 27,34 3600 
R204.50B 829,78 746,24 10,07 3600 
C201.50B 960,93 960,93 0,00 26 
C202.50B 1018,94 959,66 5,82 3600 
C203.50B 1243,32 1133,73 8,81 3600 
C204.50B 1030,11 931,96 9,53 3600 
RC201.50B - 1033,67 100,00 3600 
RC202.50B - 832,77 100,00 3600 
RC203.50B 1174,45 805,79 31,39 3600 
RC204.50B 1452,94 995,32 31,50 3600 
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Tabela 4.6 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex. 
                                                                  (continuação) 
Instância LS LI Gap% CPU 
R101.50C 1184,86 1167,15 1,49 3600 
R102.50C - 866,91 100,00 3600 
R103.50C 1369,23 751,87 45,09 3600 
R104.50C 1202,96 689,65 42,67 3600 
C101.50C 763,25 763,25 0,00 22 
C102.50C 898,11 713,50 20,55 3600 
C103.50C 975,75 686,83 29,61 3600 
C104.50C 982,12 675,50 31,22 3600 
RC101.50C 1197,62 959,18 19,91 3600 
RC102.50C - 850,89 100,00 3600 
RC103.50C - 817,56 100,00 3600 
RC104.50C - 867,73 100,00 3600 
R201.50C 964,48 929,73 3,60 3600 
R202.50C 997,58 713,54 28,47 3600 
R203.50C 992,92 644,90 35,05 3600 
R204.50C 729,35 610,68 16,27 3600 
C201.50C 691,43 691,43 0,00 6 
C202.50C 717,36 662,25 7,68 3600 
C203.50C 875,41 732,83 16,29 3600 
C204.50C 708,46 636,53 10,15 3600 
RC201.50C 1089,02 835,36 23,29 3600 
RC202.50C - 616,49 100,00 3600 
RC203.50C 1132,10 634,31 43,97 3600 
RC204.50C 1370,96 834,80 39,11 3600 
R101.100A 4709,17 4093,97 13,06 3600 
R102.100A - 3797,79 100,00 3600 
R103.100A - 3596,13 100,00 3600 
R104.100A - 3518,79 100,00 3600 
C101.100A 9168,24 8356,31 8,86 3600 
C102.100A 7484,12 6709,19 10,35 3600 
C103.100A 7961,06 6552,80 17,69 3600 
C104.100A 7869,91 6543,31 16,86 3600 
RC101.100A - 4643,63 100,00 3600 
RC102.100A - 4357,26 100,00 3600 
RC103.100A - 4334,49 100,00 3600 
RC104.100A - 4262,48 100,00 3600 
R201.100A - 3313,38 100,00 3600 
R202.100A - 3089,20 100,00 3600 
R203.100A - 3218,01 100,00 3600 
R204.100A 3760,86 2920,67 22,34 3600 
C201.100A 6082,38 6081,82 0,01 861 
C202.100A 7618,62 7618,10 0,01 3399 
C203.100A - 7265,98 100,00 3600 
C204.100A 6318,43 5591,40 11,51 3600 
RC201.100A - 4986,52 100,00 3600 
RC202.100A - 4500,44 100,00 3600 
RC203.100A - 3961,88 100,00 3600 
RC204.100A 5331,45 3680,88 30,96 3600 
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Tabela 4.6 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex. 
                                                                      (conclusão) 
Instância LS LI Gap% CPU 
R101.100B - 2140,79 100,00 3600 
R102.100B - 1702,22 100,00 3600 
R103.100B - 1580,89 100,00 3600 
R104.100B - 1502,73 100,00 3600 
C101.100B 2428,94 2363,13 2,71 3600 
C102.100B - 2145,28 100,00 3600 
C103.100B - 2024,64 100,00 3600 
C104.100B 3413,80 1983,31 41,90 3600 
RC101.100B - 2003,42 100,00 3600 
RC102.100B - 1689,62 100,00 3600 
RC103.100B - 1696,88 100,00 3600 
RC104.100B - 1570,35 100,00 3600 
R201.100B - 1515,53 100,00 3600 
R202.100B - 1285,82 100,00 3600 
R203.100B - 1215,63 100,00 3600 
R204.100B - 1121,82 100,00 3600 
C201.100B 1762,38 1762,32 0,00 533 
C202.100B 2018,62 2015,05 0,18 3600 
C203.100B - 1905,99 100,00 3600 
C204.100B 2083,74 1592,75 23,56 3600 
RC201.100B - 1885,56 100,00 3600 
RC202.100B - 1526,31 100,00 3600 
RC203.100B - 1367,09 100,00 3600 
RC204.100B 3445,36 1445,57 58,04 3600 
R101.100C 2137,77 1879,65 12,07 3600 
R102.100C - 1443,05 100,00 3600 
R103.100C - 1325,00 100,00 3600 
R104.100C - 1250,76 100,00 3600 
C101.100C 1628,94 1628,94 0,00 2476 
C102.100C - 1583,74 100,00 3600 
C103.100C - 1454,03 100,00 3600 
C104.100C 3050,86 1413,31 53,67 3600 
RC101.100C - 1664,11 100,00 3600 
RC102.100C - 1351,80 100,00 3600 
RC103.100C - 1362,91 100,00 3600 
RC104.100C - 1236,65 100,00 3600 
R201.100C - 1288,17 100,00 3600 
R202.100C - 1062,12 100,00 3600 
R203.100C - 964,58 100,00 3600 
R204.100C - 897,11 100,00 3600 
C201.100C 1222,38 1222,31 0,01 1237 
C202.100C 1343,42 1307,19 2,70 3600 
C203.100C - 1237,47 100,00 3600 
C204.100C 1877,06 1087,85 42,04 3600 
RC201.100C - 1520,56 100,00 3600 
RC202.100C - 1164,63 100,00 3600 
RC203.100C - 1036,71 100,00 3600 
RC204.100C 3373,53 1166,81 65,41 3600 
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Tabela 4.7 – Solver de PIM Gurobi v.6.05 versus algoritmo “BAC+DVs+FSR+LNS” (PRVHJT-Flex). 
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O solver de PIM provou a otimalidade das soluções obtidas para 38 instâncias, gerou 
soluções subótimas para 114 instâncias com gaps de otimalidade entre 0,18% e 65,41% e não 
encontrou nenhuma solução factível para 64 instâncias. O algoritmo “BAC+DVs+FSR+LNS” 
provou a otimalidade das soluções obtidas para 17 instâncias e gerou soluções subótimas para as 
199 instâncias restantes com gaps no intervalo de 0,76% a 56,08%. O solver de PIM apresenta  
um tempo computacional médio menor, no entanto, é superado pelo algoritmo 
“BAC+DVs+FSR+LNS” na qualidade dos limitantes superiores gerados para a maior parte das 
instâncias. O algoritmo “BAC+DVs+FSR+LNS” encontrou melhores limitantes para 134 (62%) 
instâncias, enquanto o solver de PIM foi melhor para 42 (19%) instâncias e para 40 (19%) 
instâncias ocorreram empates. Portanto, assim como observado na Seção 3.5.3 para o PRVHJT,  
o algoritmo “BAC+DVs+FSR+LNS” apresenta uma vantagem em relação ao solver de PIM  
na resolução das instâncias do PRVHJT-Flex.  
Há ainda outra semelhança dos resultados obtidos com aqueles reportados para o 
PRVHJT na Seção 3.5.3. A superioridade do algoritmo “BAC+DVs+FSR+LNS” em relação ao 
solver de PIM é maior conforme aumentam os tamanhos das instâncias. Por exemplo,  
o algoritmo “BAC+DVs+FSR+LNS” encontrou melhores limitantes superiores para 70 (48%) das 
144 instâncias com os tamanhos 25n =  e 50n = , enquanto o solver de PIM foi superior para 36 
(25%) destas instâncias. Para o tamanho 100n = , o algoritmo “BAC+DVs+FSR+LNS” foi 
superior para 64 (88%) das 72 instâncias, por outro lado, o solver de PIM apenas para 6 (9%) 
instâncias.  
4.5.2.3 PRVHJT versus PRVHJT-Flex    
Por fim, analisamos as vantagens da flexibilização das janelas de tempos do PRVHJT. 
Para cada subconjunto de 4 instâncias com mesmo tamanho, classe e subclasse, a Tabela 4.8 
compara as melhores soluções obtidas pelo algoritmo “BAC+DVs+FSR+LNS” para o  
PRVHJT-Flex (veja a Seção 4.5.2.2, Tabela 4.5) e para o PRVHJT (veja a Seção 3.5.3, Tabela 3.7). 
As colunas 1 – 3 identificam os subconjuntos de instâncias. As próximas três colunas são referentes 
às melhores soluções encontradas para o PRVHJT, compreendendo o custo total de viagem (“CT”), 
o custo fixo de viagem (“CF”) e o custo variável de viagem (“CV”). As quatro colunas seguintes 
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descrevem os custos das melhores soluções encontradas para o PRVHJT-Flex, que além de “CT”, 
“CF” e “CV”, incluem os custos de penalidade por violações das janelas de tempo (“CP”).  
A coluna 11 apresenta os desvios percentuais entre os custos totais obtidos para o PRVHJT-Flex e 
para o PRVHJT (“
1% ”), enquanto as colunas 12 e 13 mostram os desvios percentuais  
referentes aos custos fixos (“ 2% ”) e aos custos variáveis de viagem (“ 3% ”), respectivamente. 
Estes desvios são calculados pelas seguintes expressões: ( )1 - -% 100 CT - CT / CTPRVHJT PRVHJT Flex PRVHJT Flex =   ; 
( )2 - -% 100 CF - CF / CFPRVHJT PRVHJT Flex PRVHJT Flex =   ; e ( )3 - -% 100 CV - CV / CVPRVHJT PRVHJT Flex PRVHJT Flex =   . Cada entrada da 
Tabela 4.8 corresponde à média dos valores gerados para as 4 instâncias pertencentes a um mesmo 
subconjunto. 
Dos 54 subconjuntos com 4 instâncias, o uso das janelas de tempo flexíveis 
proporcionou a redução na média dos custos totais de 47 (87%), dos custos fixos de 27 (50%) e 
dos custos variáveis de 39 (72%). Por outro lado, a maior complexidade inerente ao PRVHJT-Flex 
aumentou a média dos custos totais para 7 (13%) subconjuntos, e as médias dos custos fixos e 
variáveis para 14 (26%) e 10 (19%) subconjuntos, respectivamente. Para 13 (24%) subconjuntos, 
a média dos custos fixos permaneceu inalterada e, para 5 (9%) subconjuntos, o mesmo custo 
variável médio foi obtido para os problemas com janelas de tempo invioláveis e flexíveis.  
A Tabela 4.9 resume os valores dos desvios percentuais obtidos para cada uma das 216 
instâncias. São mostrados a quantidade (“Qtde.”) e o percentual (“%”) de instâncias para as quais 
foram obtidos desvios positivos (“>0”), nulos (“=0”) e negativos (“<0”). Também são destacados 
os valores máximos e mínimos dos desvios 1% , 2%  e 3% , a saber: -20,60% e 23,64%;  
-26,76% e 50,00%; e -31,78% e 85,22%.  
Predominam valores positivos para os desvios 1% , 69,91% das instâncias, e 3% , 
59,26% das instâncias, indicando que foram obtidos menores custos totais e de viagem para o 
PRVHJT-Flex do que para o PRVHJT. Por outro lado, foram obtidos desvios 2% 0 =  para 52,78% 
das instâncias, evidenciando que os custos fixos gerados para ambos os problemas se equivalem 
na maioria das vezes. Tanto para os custos totais, quanto para os fixos e variáveis,  
a maior complexidade do PRVHJT-Flex resultou em desvios negativos para aproximadamente 
20% das instâncias.  
195 
 
 
Tabela 4.8 – PRVHJT versus PRVHJT-Flex – custos e desvios percentuais. 
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Tabela 4.9 – PRVHJT versus PRVHJT-Flex – resumo dos desvios percentuais. 
Desvio 
> 0  = 0  < 0  Valor 
Máximo 
Valor 
Mínimo Qtde. %  Qtde. %  Qtde. %  
Δ1% 151 69,91  22 10,18  43 19,91  23,64 -20,60 
Δ2% 62 28,70  114 52,78  40 18,52  50,00 -26,76 
Δ3% 128 59,26  42 19,44  46 21,30  85,22 -31,78 
 
 
Tomados em conjunto, os resultados das Tabelas 4.8 e 4.9 apontam uma vantagem do 
PRVHJT-Flex em relação ao PRVHJT na obtenção de soluções de menor custo total. Este resultado 
corrobora os benefícios comumente associados à relaxação das janelas de tempo na literatura,  
destacadas na Seção 4.1. Adicionalmente, a análise dos desvios 2%  e 3%  indica que o menor 
custo total das soluções do PRVHJT-Flex decorre, na maioria das vezes, de uma redução nos custos 
variáveis de viagem das diferentes rotas. Apenas para uma menor parte das instâncias,  
esta vantagem resultou de uma redução nos custos fixos dos veículos.  
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CAPÍTULO 5  
 
PROBLEMAS DE ROTEAMENTO DE VEÍCULOS COM 
TEMPOS DE VIAGEM ESTOCÁSTICOS 
O problema de roteamento de veículos estocástico (PRVE) tem sido estudado há pelo 
menos 50 anos, desde a publicação do trabalho pioneiro de Tillman (1969), que propõe uma 
adaptação da heurística de Clarke e Wright (1964) para um PRV com múltiplos depósitos e 
demandas estocásticas. Entretanto, desde a década de 2000, houve um aumento considerável no 
número de artigos publicados envolvendo variantes do PRVE. De acordo com Gendreau et al. 
(2016), esta tendência pode ser explicada por dois principais motivos. O primeiro consiste na 
grande quantidade de dados que se tornaram disponíveis para uma análise mais profunda e um 
melhor entendimento dos fenômenos estocásticos. O segundo relaciona-se ao avanço 
metodológico, que resultou em ferramentas mais poderosas e capazes de lidar com os desafios 
computacionais impostos por tais problemas. 
Gendreau et al. (2014, 2016) distinguem três principais tipos de PRVE: 
i) PRV com demandas estocásticas, nos quais as quantidades de produtos coletadas ou 
entregues nos clientes são variáveis aleatórias; 
ii) PRV com clientes estocásticos, nos quais os clientes podem ou não demandar uma 
visita de acordo com uma distribuição de probabilidade em particular;  
iii) PRV com tempos estocásticos, nos quais os tempos de viagem e/ou serviço são 
variáveis aleatórias.  
Neste trabalho, tratamos o PRVHJT-Flex-TVE, que consiste em um PRVE do tipo (iii) 
cujos tempos de viagem são estocásticos. Este problema ainda contempla uma frota heterogênea 
fixa e restrições de janelas de tempo flexíveis. De nosso conhecimento, não há artigos na literatura 
que combinam simultaneamente os três atributos supracitados. Portanto, para embasar nosso 
trabalho, a Seção 5.1 apresenta uma revisão bibliográfica sobre o PRV com tempos de viagem 
estocásticos (PRV-TVE) e, na Seção 5.2, são analisadas publicações sobre o PRVJT com tempos 
de viagem estocásticos (PRVJT-TVE). Por fim, a Seção 5.3 compila as diferentes distribuições de 
probabilidade utilizadas na literatura para a descrição de tempos de viagem estocásticos.  
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Revisões bastante recentes sobre os outros tipos de PRVE podem ser encontradas em Gendreau et 
al. (2014) e Oyola et al. (2016, 2017). 
5.1 PROBLEMAS COM TEMPOS DE VIAGEM ESTOCÁSTICOS 
De nosso conhecimento, Laporte et al. (1992) são os primeiros a tratar uma variante do 
PRV-TVE. Os autores abordam uma versão deste problema sem restrições de capacidade dos 
veículos e que inclui tempos de serviço estocásticos, sugerindo três formulações alternativas.  
A primeira trata-se de um modelo com restrições probabilísticas (chance constraints) que impõem 
durações máximas às rotas. As outras duas formulações consistem em modelos de programação 
estocástica de dois estágios com recurso. No primeiro estágio, uma solução planejada (a priori) 
define o número de veículos utilizados e suas respectivas rotas. No segundo estágio, os valores dos 
tempos de viagem e de serviço estocásticos são revelados e computam-se eventuais penalidades 
decorrentes de violações das durações máximas das rotas. Um método de branch-and-cut é 
proposto para a resolução dos três modelos, no entanto, são realizados testes computacionais 
apenas com os modelos de programação estocástica de dois estágios com recurso. 
Kenyon e Morton (2003) estudam um problema semelhante ao definido em Laporte et 
al. (1992). São apresentadas duas formulações de programação estocástica que se distinguem por 
suas funções objetivo, ambas relacionadas ao instante final do serviço, isto é, quando o último dos 
veículos retorna ao depósito. Na primeira função, o instante final é minimizado, e,  
na segunda, maximiza-se a probabilidade deste instante ser menor a um limite pré-estabelecido.  
Para problemas em que os parâmetros estocásticos podem ser descritos por uma quantidade 
relativamente pequena de cenários, é proposto um algoritmo de branch-and-cut que resolve os 
equivalentes determinísticos das formulações. Para a resolução de problemas com muitos cenários,  
os autores combinam o algoritmo de branch-and-cut a um método de Monte Carlo. 
Van Woensel et al. (2007, 2008) tratam um PRV com restrições de duração máxima 
das rotas, tempos de viagem estocásticos e dependentes do tempo. Estes tempos são resultantes de 
um processo estocástico associado ao congestionamento das vias. Os autores propõem uma 
abordagem analítica baseada na teoria das filas para modelagem dos tempos de viagem e de suas 
respectivas variâncias. Esta abordagem é incorporada a algoritmos de otimização por colônia de 
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formigas (Van Woensel et al., 2007) e de busca tabu (Van Woensel et al., 2008) para a resolução 
do problema, cujo objetivo é minimizar o valor esperado do tempo total de viagem. Experimentos 
computacionais demonstram as vantagens da inclusão dos tempos de viagem estocásticos e 
dependentes do tempo no PRV em relação à sua contraparte determinística e estática.  
Em Lecluyse et al. (2009), o problema abordado por Van Woensel et al. (2007, 2008) 
é estendido pela adição do desvio padrão do tempo total de viagem na função objetivo. Deste modo,  
é possível minimizar a variabilidade das soluções obtidas, com a contrapartida de eventuais 
aumentos no valor esperado do tempo total de viagem. A distribuição de probabilidade log-normal 
é utilizada para descrever os tempos de viagem, e a qualidade das soluções é avaliada utilizando o 
percentil 95 desta distribuição. O problema é solucionado por um algoritmo de busca tabu e a 
análise conduzida mostra que a adição do desvio padrão na função objetivo é vantajosa. 
Zhang et al. (2012) estudam um PRV-TVE com coletas e entregas, que inclui restrições 
probabilísticas de duração máxima das rotas. Partindo da premissa de que os tempos de viagem 
entre os diferentes clientes são independentes e seguem uma distribuição normal, os autores 
transformam as restrições probabilísticas em restrições lineares comuns. São propostas duas 
metaheurísticas para a resolução do problema, a saber, um método scatter search e um algoritmo 
genético. Experimentos computacionais demonstram a superioridade do método scatter search. 
Motivados por um problema prático de manutenção de rodovias em Xangai, Chen et 
al. (2014) propõem formulações e métodos de solução para o problema de roteamento em arcos 
com tempos de viagem e de serviço estocásticos. Os arcos correspondem às rodovias que devem 
ser atendidas pelos veículos da frota, cujas rotas devem respeitar uma duração máxima.  
São sugeridos um modelo com restrições probabilísticas e um modelo de programação estocástica 
de dois estágios com duas possíveis ações de recurso. Os autores assumem que os tempos de 
viagem e de serviço seguem uma distribuição normal. Um algoritmo de branch-and-cut é 
apresentado para a resolução do modelo com restrições probabilísticas, enquanto uma 
metaheurística LNS adaptativa é sugerida para ambos os modelos matemáticos. São conduzidos 
experimentos computacionais com instâncias baseadas em dados da empresa de manutenção de 
rodovias, atestando a eficiência dos algoritmos. 
Gómez et al. (2016) destacam que um método de solução para o PRV-TVE consiste de 
duas partes, a saber, uma rotina de otimização e um avaliador de rotas. A rotina de otimização é 
responsável por explorar o espaço de busca do problema, encontrando novas rotas que podem 
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constituir soluções completas. Os autores observam que a literatura do PRV contempla vários 
métodos de bom desempenho para este fim, por exemplo, algoritmos genéticos, algoritmos de 
busca tabu e metaheurísticas LNS. Por outro lado, o avaliador de rotas é utilizado para extrair 
métricas de desempenho de uma rota, tais como a variância do tempo total de viagem ou a 
probabilidade de que este tempo não exceda um limite pré-estabelecido. Os autores propõem um 
novo avaliador de rotas baseado em distribuições do Tipo Fase, que podem ser utilizadas para 
aproximar qualquer distribuição de probabilidade contínua e positiva. Este avaliador é combinado 
a uma rotina de otimização denominada amostragem heurística multiespaços (Mendoza e Villegas, 
2013), e o método resultante é aplicado à resolução do PRV-TVE com tempos de serviço 
estocásticos e restrições probabilísticas de duração máxima das rotas introduzido por Laporte et al. 
(1992). São conduzidos testes computacionais com base em três diferentes cenários, nos quais os 
tempos de viagem são descritos pelas distribuições Erlang, log-normal e Burr tipo XII, 
respectivamente. Para cada cenário, são geradas instâncias com tempos de serviço determinísticos 
ou exponencialmente distribuídos. Os resultados mostram as vantagens do avaliador de rotas 
baseado na distribuição Tipo Fase em relação a avaliadores alternativos baseados na distribuição 
normal ou em métodos de simulação estocástica. 
Adulyasak e Jaillet (2016) tratam um PRV com tempos de viagem incertos e deadlines 
para atendimento dos clientes. São apresentadas duas formulações para o problema.  
A primeira baseia-se em programação estocástica e é utilizada nos casos em que as distribuições 
de probabilidade dos tempos de viagem são conhecidas. A segunda baseia-se em otimização 
robusta e é aplicada quando não se tem conhecimento de tais distribuições. Adicionalmente, são 
introduzidas extensões destas formulações que incluem tempos de serviço e restrições de janelas 
de tempo violáveis. Os problemas são resolvidos por um algoritmo de branch-and-cut que supera 
outros métodos da literatura, incluindo aquele sugerido por Kenyon e Morton (2003).  
Nos experimentos conduzidos, as distribuições normal, triangular e uniforme são utilizadas para 
descrever os tempos de viagem. Além do estudo de Adulyasak e Jaillet (2016), outras variantes do 
PRV com tempos de viagem incertos também são abordadas sob o enfoque de otimização robusta 
nos trabalhos de Lee et al. (2012), Agra et al. (2013), Han et al. (2013), Toklu et al. (2013a, 2013b) 
e Solano-Charris et al. (2015). 
Feng et al. (2017) consideram uma variante do PRV que inclui custos de consumo de 
combustível e na qual a velocidade média dos veículos é estocástica. Assumindo velocidades 
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médias normalmente distribuídas, é proposto um modelo de PIM que minimiza a soma dos custos 
fixos dos veículos e do valor esperado do consumo de combustível. Uma metaheurística simulated 
annealing é desenvolvida para a resolução do problema. São conduzidos testes com instâncias de 
uma variante do PRV denominada pollution-routing problem, propostas por Demir et al. (2012). 
Para instâncias de maior porte, os resultados mostram a superioridade da metaheurística em relação 
à resolução do modelo por um solver de PIM. Além disso, as soluções obtidas são comparadas a 
outras geradas para uma contraparte determinística do problema (com velocidades fixas), indicando 
a importância de se ponderarem as incertezas na tomada de decisão. 
Mais recentemente, Rostami et al. (2017) abordam tempos de viagem estocásticos e 
correlacionados no estudo do PRV. No problema definido pelos autores, os tempos de viagem 
seguem uma distribuição de probabilidade multivariada cujos primeiro e segundo momentos 
ordinários são conhecidos. São sugeridos dois algoritmos de branch-and-cut-and-price baseados 
em formulações alternativas de particionamento de conjuntos. O primeiro algoritmo resolve um 
problema mestre cuja função objetivo minimiza a combinação convexa da média do tempo total de 
viagem e de sua respectiva variância e, portanto, apresenta um termo quadrático. Neste caso, o 
subproblema de geração de colunas tem a estrutura de um PCMERR convencional. Por outro lado, 
o segundo algoritmo aplica um esquema de decomposição que gera um problema mestre linear e 
subproblemas do tipo PCMERR com funções objetivo quadráticas, para os quais é proposto um 
novo algoritmo de programação dinâmica. Experimentos computacionais realizados com 
instâncias baseadas nos trabalhos de Solomon (1987) e Augerat et al. (1998b), mostram que os 
algoritmos são capazes de resolver instâncias com até 75 clientes. 
5.2 PROBLEMAS COM TEMPOS DE VIAGEM ESTOCÁSTICOS E JANELAS DE TEMPO 
Lambert et al. (1993) tratam um PRVJT-TVE sem restrições de capacidade dos 
veículos, associado a um problema prático de coleta de dinheiro em filiais de um banco belga. 
Neste modelo, as filiais apresentam janelas de tempo para a coleta do dinheiro e há um tempo limite 
para retorno dos veículos ao depósito. Chegadas tardias impedem o crédito do capital naquele dia 
e incorrem penalidades por perda dos rendimentos. O problema é solucionado por um 
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procedimento baseado na heurística de Clarke e Wright (1964), que é aplicado a instâncias com 28 
e com 44 clientes. 
Wang e Regan (2001) abordam uma versão do PRVJT-TVE sem restrições de 
capacidade dos veículos, na qual um cliente deixa de ser atendido quando visitado após o término 
de sua janela de tempo. O objetivo do problema é minimizar o número de clientes não atendidos, 
assim como os custos de viagem. É introduzido um método para o cálculo do número de clientes 
atendidos em uma rota definida a priori. Adicionalmente, são apresentadas três formulações para 
o problema. As duas primeiras são modelos com restrições probabilísticas, enquanto a terceira 
consiste em um modelo com recurso que provê uma solução aproximada para o problema.  
Os autores não apresentam resultados computacionais. 
Branda (2012) estuda a aplicação do método de aproximação amostral em problemas 
de programação estocástica inteira mista (PEIM) com restrições probabilísticas. O autor deriva 
estimativas do tamanho amostral necessário para a obtenção de uma solução factível para o 
problema. A eficácia desta estimativa é demonstrada por sua aplicação ao PRVJT-TVE e a uma 
variante deste problema que inclui demandas estocásticas. 
Ehmke et al. (2015) apresentam um modelo para o PRVJT-TVE com restrições 
probabilísticas que estabelecem a probabilidade mínima 
i  de que o início do serviço ocorra antes 
do término da janela de tempo de um cliente i  (nível de serviço). Rotas factíveis têm que atender 
esta condição para todos os clientes visitados. Assumindo tempos de viagem normalmente 
distribuídos, propõe-se um método analítico para calcular a média e o desvio padrão dos instantes 
de chegada dos veículos nos clientes. Este método é utilizado em uma rotina de verificação de 
factibilidade das rotas, que pode ser acoplada a qualquer algoritmo projetado para o PRVJT.  
Um primeiro experimento demonstra que o método analítico provê uma aproximação confiável dos 
instantes de chegada nos clientes, mesmo quando os tempos de viagem não são normalmente 
distribuídos, também foram testadas as distribuições gama e exponencial. Na sequência, a rotina 
de verificação de factibilidade das rotas é combinada ao algoritmo de busca tabu proposto por 
Maden et al. (2010). Esta combinação é aplicada a instâncias de 50 e 100 clientes extraídas de 
Solomon (1987) para diferentes níveis de serviço, com base em tempos de viagem descritos pelas 
distribuições normal e gama. Os resultados computacionais mostram que a rotina de verificação de 
factibilidade reduz consideravelmente os atrasos no atendimento dos clientes, principalmente para 
as instâncias com janelas de tempo estreitas e coordenadas geográficas dos clientes aleatórias. 
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Miranda et al. (2016) também tratam uma variante do PRVJT-TVE com restrições 
probabilísticas associadas a níveis de serviço mínimos nos clientes. Além disso, os autores 
introduzem tempos de serviço estocásticos no problema. Com base na premissa de que os tempos 
de viagem e de serviço são normalmente distribuídos, um modelo estatístico é desenvolvido para 
o cálculo da função de distribuição acumulada (fda) dos instantes de início do serviço nos clientes. 
Este cálculo não é trivial, pois eventuais tempos de espera decorrentes das janelas de tempo 
invioláveis fazem com que tais distribuições sejam truncadas e não normais. Experimentos 
comparam o modelo estatístico desenvolvido com outro método descrito na literatura e evidenciam 
sua superioridade. Este mesmo modelo é incorporado a uma metaheurística de busca local iterada, 
que é aplicada com sucesso na resolução de algumas instâncias de 100 clientes de Solomon (1987). 
Nguyen et al. (2016) propõem outra abordagem relacionada ao nível de satisfação dos 
clientes para duas variantes estocásticas do PRVJT. A primeira apresenta demandas estocásticas,  
e a segunda tempos de viagem estocásticos (PRVJT-TVE). Ao invés de tratar explicitamente as 
distribuições de probabilidade destes parâmetros no cálculo de funções de recurso, os autores 
introduzem uma métrica de satisfação dos clientes que penaliza indiretamente a ocorrência de 
rupturas nas rotas. Esta métrica pode ser calculada analiticamente e sua maximização é incluída 
nos problemas estocásticos como um objetivo adicional. Em testes computacionais com as 
instâncias de Solomon (1987), o algoritmo de busca tabu proposto por Lau et al. (2003) para o 
PRVJT é modificado para contemplar a nova métrica. Os resultados obtidos para a variante do 
problema com demandas estocásticas são comparados àqueles reportados por Lei et al. (2011), 
demonstrando que a estratégia proposta é competitiva e requer menor custo computacional. Para o 
PRVJT-TVE, os resultados gerados são comparados às soluções de um problema determinístico 
no qual substituem-se os tempos de viagem pelos seus respectivos valores esperados. Simulações 
utilizando a distribuição gama mostram que as soluções obtidas pelo uso da métrica de satisfação 
são mais confiáveis que as geradas para o problema determinístico. 
Andreatta et al. (2016) sugerem um método de branch-and-price heurístico para uma 
versão do PRVJT-TVE que inclui tempos de serviço estocásticos. Os parâmetros estocásticos 
geram atrasos aleatórios que podem causar rupturas nas rotas e, consequentemente, incorrer em 
custos de penalidade. A matheurística proposta é baseada na clássica formulação de 
particionamento de conjuntos do PRVJT. Os subproblemas de pricing são solucionados 
heuristicamente por um algoritmo de programação dinâmica que substitui os atrasos aleatórios por 
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seus respectivos valores esperados. Além disso, o método analítico proposto por Andreatta et al. 
(2014) é utilizado para o cálculo aproximado dos custos de ruptura. Assumindo que os tempos de 
viagem e de serviço estocásticos implicam em atrasos exponencialmente distribuídos, são 
conduzidos testes computacionais com instâncias de 25 clientes baseadas no trabalho de Solomon 
(1987). Os resultados são comparados à resolução da contraparte determinística do problema, 
mostrando que a inclusão dos atrasos aleatórios resulta em soluções de menor custo. 
Binart et al. (2016) introduzem um problema de roteamento de serviços em campo 
estocástico inspirado no caso de uma empresa internacional de fornecimento e tratamento de água. 
Consideram-se múltiplos depósitos, os veículos não são capacitados, há clientes obrigatórios com 
janelas de tempo invioláveis e clientes opcionais, que podem ser atendidos a qualquer instante do 
horizonte de planejamento. Os tempos de viagem e de serviço são descritos por distribuições 
triangulares discretas, e a função objetivo inclui a maximização do número de clientes visitados e 
a minimização dos custos de viagem. O problema é solucionado por um algoritmo de duas fases. 
A primeira fase não trata os tempos de viagem e de serviço como variáveis aleatórias, mas utiliza 
limitantes inferiores e superiores destas variáveis. Esta fase inicia-se com a resolução de um PIM 
que roteia os clientes obrigatórios e, na sequência, os clientes opcionais são inseridos em tais rotas 
pela aplicação de um algoritmo de branch-and-cut ou de uma heurística lagrangeana. Na segunda 
fase, a natureza estocástica dos parâmetros de tempo é considerada e as rotas da primeira fase são 
ajustadas por algoritmos de programação dinâmica. O método de branch-and-cut projetado para a 
inserção de clientes opcionais nas rotas é testado em instâncias do team orienting problem 
propostas por Chao et al. (1996), e o algoritmo de duas fases é aplicado a instâncias extraídas por 
Tricoire (2006) de um problema real de roteamento de serviços. Os resultados apontam a eficiência 
dos métodos em instâncias com até 3 veículos e 50 clientes. 
Um método para o PRVJT-TVE baseado no enfoque agrupa-primeiro e roteia-segundo 
é apresentado por Wang e Lin (2017). O método se divide em dois estágios, a saber:  
(i) agrupamento ou clusterização de clientes; e (ii) definição de rotas para os agrupamentos.  
Este problema pode ser considerado um programa estocástico de dois estágios com recurso, cujo 
objetivo é encontrar os agrupamentos de clientes que minimizam a soma ponderada dos custos 
fixos dos veículos e dos seguintes valores esperados: custos variáveis de viagem, penalidades 
decorrentes do não atendimento dos clientes quando visitados após o término de suas respectivas 
janelas de tempo, e penalidades decorrentes da designação de rotas desbalanceadas para os 
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motoristas. O método de solução proposto é baseado em cenários. Primeiramente, são gerados 
cenários por um procedimento de amostragem que descreve os tempos de viagem por meio da 
distribuição gama. Na sequência, o PRVJT associado a cada cenário é solucionado pela heurística 
I3 (Solomon, 1987), e os agrupamentos obtidos para os diferentes cenários são consolidados em 
um único conjunto de agrupamentos pelo método K-means (MacQuenn, 1967). Este conjunto único 
de agrupamentos consiste em uma solução completa do PRVJT-TVE, válida para todos os cenários. 
Na última etapa do algoritmo, esta solução é melhorada por uma rotina de busca local. A eficiência 
da abordagem baseada em cenários é demonstrada por meio de testes computacionais envolvendo 
instâncias da literatura (Solomon, 1987) e de um estudo de caso conduzido em uma rede de 
supermercados chinesa. 
Uma das extensões mais importantes do PRVJT-TVE contempla restrições de janelas 
de tempo violáveis (PRVJTV-TVE). Ando e Taniguchi (2006) estudam uma versão deste problema 
na qual são permitidas múltiplas viagens por veículo e há um horizonte de planejamento inviolável 
associado ao depósito. O objetivo do problema é minimizar a soma do custo fixo dos veículos, dos 
valores esperados dos custos de viagem e das penalizações por violações das janelas de tempo.  
Os autores propõem um algoritmo genético para a resolução do problema e utilizam a distribuição 
triangular para a descrição dos tempos de viagem estocásticos. Os parâmetros desta distribuição 
são obtidos pelo ajuste de dados reais coletados na região sul de Osaka, no Japão. Uma rota de 11 
clientes utilizada por uma empresa de distribuição de bens de consumo foi comparada à solução 
gerada pelo algoritmo genético. Os resultados demonstraram que o método provê reduções 
consideráveis no custo total da operação, em seu respectivo desvio padrão e até mesmo na emissão 
de poluentes. 
Russell e Urban (2008) tratam um PRVJTV-TVE com tempos de viagem descritos pela 
distribuição Erlang, um caso especial da distribuição gama no qual o parâmetro de forma se 
restringe a valores inteiros e positivos. O objetivo é minimizar a soma ponderada de três parcelas, 
a saber, o número de veículos utilizados, a distância percorrida e os valores esperados dos custos 
de violação das janelas de tempo. Este último é calculado por meio de expressões analíticas, cujas 
funções de penalidade por atraso e/ou antecipação do serviço podem ser constantes, lineares ou 
quadráticas. O problema é resolvido por um método de três fases. Inicialmente, os tempos de 
viagem são fixados em seus valores esperados e o problema determinístico resultante é solucionado 
por um algoritmo de busca tabu. Na sequência, esta solução é melhorada por outro algoritmo de 
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busca tabu que incorpora as expressões analíticas acima mencionadas para tratar os tempos de 
viagem estocásticos. Por fim, uma rotina de pós-processamento otimiza o tempo de espera em cada 
cliente, reduzindo os custos de penalidade resultantes das fases anteriores. Experimentos 
computacionais com quatro instâncias baseadas em Solomon (1987) demonstram que o uso dos 
tempos de viagem estocásticos, na segunda e na terceira fase do algoritmo, promoveu uma melhoria 
considerável na qualidade das soluções geradas na primeira fase. São demonstrados ganhos 
referentes ao número de veículos utilizados e às distâncias totais percorridas. 
Dois modelos matemáticos para o PRVJTV-TVE com tempos de serviço estocásticos 
são apresentados em Li et al. (2010b).  O primeiro minimiza os custos fixos e variáveis de viagem 
e inclui restrições probabilísticas associadas às janelas de tempo dos clientes, e do depósito que 
corresponde ao horizonte de planejamento. O segundo é um modelo de programação estocástica 
de dois estágios com recurso. Nesta formulação, o primeiro estágio minimiza os custos fixos e 
variáveis de viagem, enquanto o segundo estágio computa o valor esperado dos custos de correção 
das rotas, compostos pela remuneração dos motoristas e pelas violações das janelas de tempo. Os 
autores assumem que os tempos de viagem e de serviço são independentes e normalmente 
distribuídos. Além disso, sugerem um algoritmo de busca tabu para a resolução dos modelos que 
inclui uma rotina de simulação de Monte Carlo para avaliação da factibilidade, no caso do primeiro 
modelo, ou do custo das soluções, no caso do segundo modelo. O algoritmo de busca tabu é testado 
com instâncias baseadas em Solomon (1987). Como não são obtidas soluções factíveis para o 
modelo com restrições probabilísticas, são reportados resultados apenas para o modelo de 
programação estocástica de dois estágios com recurso. 
Thompson et al. (2011) consideram tempos de viagem normalmente distribuídos e 
sugerem formulações de programação estocástica e de otimização robusta para o PRVJTV-TVE. 
Como a abordagem de programação estocástica requer integrações numéricas de alto custo 
computacional, o modelo de otimização robusta é escolhido para a execução de testes com 
instâncias baseadas em um estudo de caso. Nestes testes, um algoritmo de busca tabu é utilizado 
para solucionar o modelo de otimização robusta e sua contraparte determinística. As soluções 
obtidas para ambos são comparadas com base em estimativas dos tempos de viagem geradas por 
um método de Monte Carlo, e evidencia-se que o modelo de otimização robusta promove reduções 
significativas nos custos de penalidade. 
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Outro problema com janelas de tempo violáveis, tempos de viagem e de serviço 
estocásticos é tratado por Zhang et al. (2013). Os autores apresentam uma formulação que se 
assemelha aos modelos de programação estocástica com recurso supracitados, diferenciando-se por 
agregar restrições probabilísticas que asseguram níveis mínimos de serviço em cada cliente. Uma 
metaheurística híbrida que combina busca local iterada e busca tabu é sugerida para resolução do 
problema, incluindo uma rotina de aproximação discreta para a avaliação do custo das soluções na 
presença dos parâmetros estocásticos. Assumindo tempos de viagem descritos pela distribuição 
log-normal e tempos de serviço normalmente distribuídos, são conduzidos experimentos 
computacionais com algumas das instâncias de Solomon (1987). Os resultados mostram a 
aplicabilidade do modelo e do método de solução, bem como a utilidade dos mesmos na avaliação 
do compromisso entre os custos totais da operação e o nível de serviço nos clientes. 
Contribuições importantes no estudo do PRVJTV-TVE são apresentadas nos trabalhos 
de Taş et al. (2013, 2014a, 2014b). Taş et al. (2013) desenvolvem um modelo de programação 
estocástica com recurso que minimiza a soma ponderada de duas parcelas, a saber, os custos de 
viagem e os custos de serviço. A primeira parcela inclui a distância total percorrida, o número de 
veículos utilizados e o valor esperado das horas extras de trabalho dos motoristas, enquanto a 
segunda compreende o valor esperado dos custos de penalidade decorrentes da antecipação e do 
atraso do serviço nos clientes. Não é permitido aguardar o início das janelas de tempo, logo,  
o serviço é iniciado no mesmo instante em que os veículos chegam aos clientes. Com base nesta 
premissa e assumindo tempos de viagem descritos pela distribuição gama, são apresentadas 
expressões para o cálculo dos instantes de chegada e/ou início do serviço em cada cliente.  
Um método de solução com três fases é proposto, contemplando: (i) uma adaptação da heurística 
I1 (Solomon, 1987); (ii) um algoritmo de busca tabu; e (iii) um procedimento de pós-otimização 
que adia gradualmente os instantes em que os veículos partem do depósito, em uma tentativa de 
obter reduções nos custos de serviço. Experimentos computacionais conduzidos com as instâncias 
de 100 clientes de Solomon (1987) mostram que o método de três fases é capaz de obter soluções 
de qualidade em tempos computacionais razoáveis. Um algoritmo exato baseado em geração de 
colunas é sugerido por Taş et al. (2014b) para a resolução do mesmo problema. A geração de 
colunas utiliza um problema mestre de particionamento de conjuntos e subproblemas do tipo 
PCMERR e, combinada a dois procedimentos de branch-and-bound, resulta em algoritmos de 
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branch-and-price alternativos. São reportados experimentos computacionais com instâncias 
baseadas em Solomon (1987) incluindo 20, 25, 50 e 100 clientes. 
Em Taş et al. (2014a), são considerados tempos de viagem estocásticos e dependentes 
do tempo, aumentando a complexidade do problema definido nos trabalhos anteriores. O modelo 
matemático e o algoritmo de busca tabu propostos em Taş et al. (2013) são adaptados para o novo 
problema, e um método de solução alternativo é sugerido com base no arcabouço metaheurístico 
da LNS adaptativa. Para estes dois métodos de solução, as distribuições de probabilidade dos 
instantes de chegada dos veículos nos clientes são obtidas por meio de expressões analíticas exatas, 
quando não há tempos de serviço, ou aproximadas, quando há tempos de serviço. São realizados 
testes com instâncias de 100 e 200 clientes extraídas de Solomon (1987) e Gehring e Homberger 
(1999), respectivamente. Tomados em conjunto, os resultados demonstram uma superioridade do 
algoritmo de busca tabu em relação à LNS adaptativa. Além disso, simulações conduzidas com as 
soluções geradas por ambas as metaheurísticas confirmam que as expressões utilizadas para o 
cálculo dos instantes de chegada nos clientes proporcionam estimativas confiáveis. 
Outra variante do PRVJTV-TVE é apresentada por Yan et al. (2014), referindo-se à 
operação de empresas de transporte de valores que prestam serviço para instituições financeiras. 
Trata-se de um problema de elevada complexidade que, além de janelas de tempo violáveis e 
tempos de viagem estocásticos, inclui a possibilidade de múltiplas viagens por veículo e incorpora 
restrições adicionais relacionadas à segurança das rotas. É necessário que as rotas planejadas em 
um determinado período sejam distintas daquelas executadas em períodos anteriores para 
minimizar a possibilidade de roubo de carga. Portanto, são definidas métricas de similaridade entre 
rotas e adicionadas restrições à formulação do problema que impõem um grau de similaridade 
máximo permitido. Os autores propõem um modelo de fluxo em redes para este PRVJTV-TVE e 
sugerem um método de solução que decompõe o modelo em problemas menores, resolvidos por 
um solver de PIM. Os diferentes arcos da rede de fluxo denotam as realizações dos tempos de 
viagem estocásticos (cenários) e suas respectivas probabilidades. Testes computacionais baseados 
na operação de uma empresa de transporte de valores em Taiwan mostram que o método é capaz 
de prover soluções de alta qualidade para instâncias envolvendo 5 veículos e 40 clientes. Ainda 
com base neste caso prático, os autores geram diferentes cenários e mostram a vantagem do modelo 
com tempos de viagem estocásticos em relação ao modelo determinístico anteriormente proposto 
em Yan et al. (2012). 
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Um PRVJTV-TVE com múltiplos atributos é introduzido por Chu et al. (2017), 
incluindo entregas fracionadas, múltiplas viagens por veículo, custos de inventário e a possibilidade 
do atendimento parcial das demandas. Uma formulação de fluxo em redes bastante semelhante 
àquela proposta por Yan et al. (2014) é apresentada. O objetivo do problema é minimizar os custos 
fixos e variáveis de transporte, o custo de inventário, o custo de não atendimento das demandas e 
os valores esperados dos custos de inconsistências no planejamento decorrentes dos tempos de 
viagem estocásticos. Assim como em Yan et al. (2014), os tempos de viagem são representados 
por cenários e o problema é resolvido por um método de decomposição. Os subproblemas 
resultantes da estratégia de decomposição são resolvidos por um solver de PIM. São conduzidos 
experimentos computacionais com problemas extraídos de uma cadeia de distribuição de produtos 
de Taiwan, envolvendo 1 depósito, 30 clientes e 6 veículos. Os resultados mostram que o método 
é eficaz, além de evidenciarem a vantagem do modelo em relação à sua contraparte determinística 
sugerida em Yan et al. (2015). 
Um caso particular do PRVJTV-TVE é abordado por Jabali et al. (2015) e Vareias  
et al. (2017). Nestes trabalhos, as janelas de tempo não são previamente estabelecidas pelos 
clientes, mas definidas pela transportadora em uma decisão integrada ao PRV. Em Jabali et al. 
(2015), a estocasticidade é incorporada ao problema pela inclusão de possíveis rupturas que 
aumentam o tempo de viagem de um arco. Tais rupturas são modeladas por meio de um conjunto 
de cenários com funções massa de probabilidade conhecidas, e o mecanismo proposto para tratá-
las consiste na alocação de tempos de folga (pulmões) às rotas para a absorção de eventuais atrasos. 
Um método de solução híbrido é sugerido para o problema, no qual o roteamento dos veículos é 
executado por um algoritmo de busca tabu e a alocação de janelas de tempo e de pulmões aos 
clientes é gerada pela resolução de um PL. Experimentos computacionais confrontam as soluções 
obtidas por este novo método com as melhores soluções conhecidas para instâncias do PRV 
(Augerat et al., 1998a) e do PRVJT (Solomon, 1987). Em relação ao PRV, conclui-se que a inclusão 
das decisões de designação das janelas de tempo ao problema resulta em pequenos aumentos dos 
custos de viagem. Por outro lado, em relação ao PRVJT, o comparativo mostra que a maior 
flexibilidade desta nova variante do PRVJTV-TVE gera soluções de menor custo. 
Vareias et al. (2017) estendem o trabalho de Jabali et al. (2015), introduzindo dois 
novos modelos matemáticos para o subproblema de alocação de janelas de tempo aos clientes.  
O primeiro assume rupturas contínuas e estocásticas baseadas na distribuição gama, resultando em 
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um PL. O segundo é mais genérico e não assume uma distribuição de probabilidade específica, 
mas considera cenários para os tempos de viagem estocásticos com base em uma função massa de 
probabilidade. A segunda abordagem resulta em um modelo de PIM que inclui restrições 
probabilísticas associadas ao nível de serviço nos clientes. Em ambos os modelos, o objetivo é 
minimizar a largura das janelas de tempo, os custos de penalidade por violação das mesmas e por 
violação da duração máxima do turno de trabalho dos motoristas. Assim como em Jabali et al. 
(2015), um método de solução hierárquico é utilizado. O problema de roteamento é resolvido por 
uma metaheurística LNS adaptativa, enquanto os dois possíveis modelos de alocação de janelas de 
tempo por um solver de programação matemática. Os modelos e métodos de solução são validados 
por meio de experimentos com instâncias baseadas nos trabalhos de Christofides et al. (1981b) e 
Augerat et al. (1998a). 
5.3 DISTRIBUIÇÕES DE PROBABILIDADE UTILIZADAS PARA A DESCRIÇÃO DOS 
TEMPOS DE VIAGEM ESTOCÁSTICOS 
Os trabalhos apresentados nas Seções 5.1 e 5.2 se concentram na proposição de 
formulações e métodos de solução para diferentes variantes do PRV-TVE e do PRVJT-TVE.  
Tratam-se de estudos da área de otimização conduzidos sob o enfoque da programação estocástica,  
que aplicam diferentes distribuições de probabilidade na modelagem dos tempos de viagem.  
A Tabela 5.1 compila as diferentes distribuições utilizadas nestes trabalhos, a saber: Burr tipo XII, 
Erlang, exponencial, gama, log-normal, normal, Tipo Fase, triangular, triangular discreta e 
uniforme. Note que não há um consenso entre os autores, embora algumas das distribuições sejam 
recorrentes. 
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Tabela 5.1 – Distribuições de probabilidade utilizadas nos trabalhos sob o enfoque de programação estocástica. 
Referência Distribuição de probabilidade 
Adulyasak e Jaillet (2016) normal, triangular e uniforme 
Ando e Taniguchi (2006) triangular 
Andreatta et al. (2016) exponencial 
Binart et al. (2016) triangular discreta 
Chen et al. (2014) normal 
Ehmke et al. (2015) normal, gama e exponencial 
Feng et al. (2017) normal 
Gómez et al. (2016) Tipo Fase, Erlang, log-normal e Burr tipo XII 
Lecluyse et al. (2009) log-normal 
Li et al. (2010b) normal 
Miranda et al. (2016) normal 
Nguyen et al. (2016) gama 
Russell e Urban (2008) Erlang 
Taş et al. (2013) gama 
Taş et al. (2014a) gama 
Taş et al. (2014b) gama 
Thompson et al. (2011) normal 
Vareias et al. (2017) gama 
Wang e Lin (2017) gama 
Zhang et al. (2012) normal 
Zhang et al. (2013) log-normal 
 
Em decorrência desta falta de consenso observada na área de otimização, buscamos por 
artigos da área engenharia de tráfego que analisassem os tempos de viagem estocásticos sob uma 
perspectiva de inferência estatística. Foram identificadas diversas publicações neste contexto,  
as quais são brevemente descritas a seguir. 
Há algumas décadas, o estudo pioneiro conduzido por Wardrop (1952) analisou dados 
de trânsito na cidade Londres, concluindo que a distribuição dos tempos de viagem é assimétrica. 
Tal assimetria foi confirmada por Herman e Lam (1974) e Richardson e Taylor (1978) em pesquisas 
conduzidas nas cidades de Detroit e Melbourne, respectivamente. O último trabalho ainda sugeriu 
que os tempos de viagem podem ser descritos pela distribuição log-normal, também utilizada por 
Taylor (1982) na análise de dados extraídos de dois diferentes meios de transporte em Paris, mais 
especificamente, ônibus e trem. Resultados dos testes de aderência qui-quadrado e Kolmogorov-
Smirnov mostraram que a distribuição log-normal pode ser utilizada para ambos os casos, enquanto 
a distribuição normal pode ser empregada para o caso dos ônibus.  
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Uma abordagem alternativa é apresentada por Polus (1979) e Jordan e Turnquist 
(1979), que obtiveram ajustes satisfatórios para tempos de viagem baseados na distribuição gama. 
Posteriormente, Dandy e MacBean (1984) avaliaram as distribuições gama, log-normal e normal 
com base em um conjunto de dados coletados na região metropolitana de Boston. O teste de 
Kolmogorov-Smirnov indicou que as três distribuições proporcionaram um ajuste razoável.  
No mesmo ano, May e Montgomery (1984) realizaram um estudo na cidade de Leeds, cujos dados 
apontam uma superioridade da distribuição log-normal em relação à normal. 
Li et al. (2004) analisaram viagens de veículos comerciais e de passeio na cidade de 
Melbourne, identificando uma distribuição de cauda longa para os tempos de viagem. Entretanto,  
os autores observaram que, se o intervalo de tempo analisado diminui, a forma desta distribuição 
se modifica e a mesma se aproxima da distribuição normal. Por exemplo, uma distribuição de cauda 
longa é obtida para intervalos de alguns dias ou de algumas horas, enquanto a análise de um período 
de 5 minutos resulta em uma distribuição normal. Um resultado semelhante foi apresentado por 
Mazloumi et al. (2010), que mostraram que a distribuição normal se ajusta a tempos de viagem de 
ônibus coletados nesta mesma cidade para pequenos intervalos de análise. Quando o intervalo foi 
ampliado, a distribuição normal passou a se ajustar somente aos tempos de viagem nos horários de 
pico, enquanto a distribuição log-normal proporcionou um melhor ajuste nos demais horários. 
Diversos trabalhos posteriores ao de Li et al. (2004) aplicaram a distribuição log-
normal. Arroyo e Kornhauser (2005) analisaram o ajuste das distribuições gama, log-normal, 
normal e Weibull a dados de viagem em estradas norte-americanas. Os resultados dos testes de 
Kolmogorov-Smirnov e de Anderson-Darling apontaram a superioridade da distribuição log-
normal. Rakha et al. (2006) utilizaram os testes de aderência qui-quadrado, Kolmogorov-Smirnov 
e Anderson-Darling para testar as distribuições gama, log-normal, normal e Weibull com dados 
extraídos da região metropolitana de Santo Antônio, nos Estados Unidos. Nenhuma das 
distribuições resultou em ajuste adequado. Entretanto, os autores observaram que, após a remoção 
de valores discrepantes (outliers), as distribuições log-normal e normal tornaram-se opções viáveis 
(com uma vantagem da primeira em relação à segunda). Em um estudo subsequente conduzido na 
mesma região, estes autores demonstraram que a distribuição log-normal se ajusta aos tempos de 
viagem na ausência de gargalos originados pelo trânsito (Rakha et al., 2010). Emam e Al-Deek 
(2006) também evidenciaram o melhor ajuste da distribuição log-normal em relação às 
distribuições gama, normal e Weibull com base em dados do estado norte-americano da Flórida. 
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Uno et al. (2009) assumiram que as durações de rotas de ônibus podem ser descritas pela 
distribuição log-normal. Os autores confirmaram a validade desta premissa pela aplicação do teste 
qui-quadrado a dados coletados na cidade de Hirakata, no Japão. Destacam-se ainda os trabalhos 
de Susilawati et al. (2010), Arezoumandi (2011), Kieu et al. (2015), Dong et al. (2016) e Chen et 
al. (2018), que também argumentam a favor da distribuição log-normal. 
Outras distribuições têm sido utilizadas com menor frequência em trabalhos sob o 
enfoque de inferência estatística, tais como: a distribuição estável (Fosgerau e Fukuda, 2012),  
a distribuição Weibull (Li et al., 2013), a distribuição beta (Weifeng et al., 2013), a distribuição 
logística (Weifeng et al., 2013), a distribuição log-logística (Durán-Hormazábal e Tirachini, 2016; 
Weifeng et al., 2013), e a distribuição triangular (Durán-Hormazábal e Tirachini, 2016).  
Entretanto, uma distribuição em particular tem se destacado nos estudos mais recentes,  
a distribuição Burr tipo XII. 
Esta distribuição integra um sistema com 12 funções de distribuição de probabilidade 
proposto por Burr (1942) que apresentam grande utilidade para a análise de dados em diferentes 
áreas, tais como ciências atuariais e engenharia de confiabilidade (Taylor, 2017). Dentre as 12 
funções, a distribuição Burr XII tem recebido especial atenção na literatura (Rodriguez, 1977; 
Singh e Maddala, 1976; Tadikamalla, 1980) por sua elevada flexibilidade e por sua relação com 
outras distribuições estatísticas. Em um estudo conduzido em Adelaide, na Austrália, Susilawati et 
al. (2013) aplicaram o teste de aderência de Kolmogorov-Smirnov para avaliar o ajuste das 
distribuições Burr tipo XII, gama, generalizada de Pareto, log-normal, normal e Weibull a dados 
de tempos de viagem. Os resultados mostraram a vantagem da distribuição Burr tipo XII em relação 
às demais. Em Taylor e Susilawati (2012), esta mesma distribuição foi incorporada no cálculo de 
diferentes métricas de confiabilidade da área de engenharia de tráfego. Os autores destacam que a 
distribuição Burr tipo XII apresenta um grande atrativo para este fim, pois tanto sua fda (função 
quantílica) quanto sua inversa podem ser obtidas analiticamente. Em um trabalho semelhante, 
Taylor (2017) mostrou que a distribuição Burr tipo XII se ajusta melhor do que as distribuições 
gama e log-normal a dois conjuntos de dados reais e elucidou como tal distribuição pode ser 
utilizada na proposição de expressões analíticas para o cálculo de métricas de confiabilidade.   
Guessous et al. (2014) utilizaram a distribuição Burr tipo XII no ajuste de um conjunto 
de dados extraído do trânsito da cidade de Paris. Esta distribuição foi comparada à log-normal e a 
um modelo de mistura que combina duas distribuições normais. O critério de informação de Akaike 
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foi calculado para as três distribuições e, em geral, os menores valores foram obtidos para a 
distribuição Burr tipo XII, indicando um melhor ajuste.  
Em um estudo conduzido na Índia, Srinivasan et al. (2014) avaliaram as distribuições 
beta, Burr tipo XII, gama, log-logística, log-normal e normal pela aplicação dos testes qui-
quadrado, Kolmogorov-Smirnov e Anderson-Darling. Adicionalmente, foram testadas versões 
deslocadas das distribuições log-normal e normal. Os resultados evidenciaram que um ajuste 
satisfatório dos dados é proporcionado pelas distribuições Burr tipo XII, log-logística e log-normal 
deslocada. 
Mais recentemente, Delhome et al. (2017) sugeriram a aplicação das distribuições da 
família Halphen (Halphen, 1941) na modelagem dos tempos de viagem. Esta família contém 3 
distribuições de probabilidade utilizadas na área de hidrologia, formalizadas no artigo de Morlat 
(1956). Delhome et al. (2017) utilizaram estas distribuições pela primeira vez no contexto de 
engenharia de tráfego, executando diferentes testes de aderência com base em dois conjuntos de 
dados coletados nos Estados Unidos e na França, respectivamente. Tais distribuições foram 
comparadas às distribuições Burr tipo XII, gama, gama inversa, Halphen, harmônica, log-normal, 
normal, Tweedie e Weibull. Os melhores resultados foram obtidos para as distribuições Halphen e 
Burr tipo XII. 
Ainda podem ser identificados na literatura, trabalhos que modelam tempos de viagem 
utilizando distribuições truncadas (Cao et al., 2014) e compostas (Aron et al., 2014; Guo et al. 
2010; Guo et al., 2012; Kazagli, 2012; Kim e Mahmassani, 2015; Ma et al., 2016). No primeiro 
caso, são utilizadas distribuições resultantes da restrição do domínio de uma distribuição original 
e, no segundo caso, empregam-se distribuições geradas pela combinação de duas outras.  
Mesmo nestes trabalhos que utilizam abordagens distintas, o bom desempenho da distribuição Burr 
tipo XII é destacado por alguns dos autores (Aron et al., 2014; Ma et al., 2016).  
Um panorama geral das distribuições utilizadas nos estudos sob a perspectiva de 
inferência estatística é apresentado na Tabela 5.2. Em função da qualidade do ajuste de dados 
reportado para a distribuição Burr tipo XII e das propriedades algebricamente tratáveis desta 
distribuição, a mesma foi adotada para modelar os tempos de viagem estocásticos em nosso 
trabalho. Mais detalhes serão discutidos a seguir, no Capítulo 6. 
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Tabela 5.2 – Distribuições de probabilidade utilizadas nos trabalhos sob o enfoque de inferência estatística. 
Referência Distribuições de probabilidade testadas Melhor desempenho 
Arezoumandi (2011) 
gama, log-logística, log-normal,  
maior valor extremo e Weibull 
log-normal 
Aron et al. (2014) 
Burr tipo XII, gama, log-normal, Weibull, 
gama composta e normal composta 
distribuições compostas foram superiores 
(dentre as distribuições simples,  
destacou-se a Burr tipo XII) 
Arroyo e Kornhauser (2005) gama, log-normal, normal e Weibull log-normal 
Cao et al. (2014) 
log-normal, normal, log-normal truncada e 
normal truncada 
log-normal truncada e normal truncada 
Chen et al. (2018) gama, log-normal, normal e Weibull log-normal 
Dandy e McBean (1984) gama, log-normal e normal gama, log-normal e normal 
Delhome et al. (2017) 
Burr tipo XII, gama, gama inversa, Halphen, 
harmônica, log-normal, normal, Tweedie e 
Weibull 
Halphen e Burr tipo XII 
Dong et al. (2016) gama, log-normal, normal e Weibull log-normal 
Durán-Hormazábal e Tirachini (2016) 
Laplace, log-logística, log-normal, logística, 
normal e triangular 
log-logística, log-normal e triangular 
Emam e Al-Deek (2006) gama, log-normal, normal e Weibull log-normal 
Fosgerau e Fukuda (2012) distribuição estável distribuição estável 
Guessous et al. (2014) Burr tipo XII, log-normal e normal composta Burr tipo XII 
Guo et al. (2010) log-normal e normal composta normal composta 
Guo et al. (2012) 
gama, log-normal, normal, gama composta, 
log-normal composta e normal composta 
log-normal composta 
Jordan e Turnquist (1979) gama gama 
Kazagli (2012) log-normal composta log-normal composta 
Kieu et al. (2015) 
Burr tipo XII, gama, log-normal, normal e 
Weibull 
log-normal 
Kim e Mahmassani (2015) gama, log-normal e gama composta gama composta 
Li (2004) normal normal 
Li et al. (2013) gama, log-normal, normal e Weibull 
distribuições log-normal e Weibull foram 
superiores, entretanto, demonstrou-se que  
a distribuição normal é uma substituta viável 
Ma et al. (2016) 
Burr tipo XII, gama, logística, log-logística, 
log-normal, normal e normal composta 
Burr tipo XII e normal composta 
May e Montgomery (1984) log-normal e normal log-normal 
Mazloumi et al. (2010) log-normal e normal 
cada uma das distribuições se ajustou 
a condições específicas de análise 
Polus (1979) gama gama 
Rakha et al. (2006) gama, log-normal, normal e Weibull 
log-normal e normal (após a exclusão dos 
valores discrepantes ou outliers) 
Rakha et al. (2010) gama, log-normal, normal e Weibull log-normal (na ausência de gargalos) 
Richardson e Taylor (1978) log-normal e normal log-normal 
Srinivasan et al. (2014) 
beta, Burr tipo XII, gama, log-logística,  
log-normal, log-normal deslocada, normal e 
normal deslocada 
Burr tipo XII, log-logística e log-normal 
deslocada 
Susilawati et al. (2010) log-normal e normal log-normal (para alguns dos corredores) 
Susilawati et al. (2013) 
Burr tipo XII, gama, generalizada de Pareto,  
log-normal, normal e Weibull 
Burr tipo XII 
Taylor (1982) log-normal e normal 
log-normal (ônibus e trem) e normal 
(ônibus) 
Taylor (2017) Burr tipo XII, gama e log-normal Burr tipo XII 
Taylor e Susilawati (2012) Burr tipo XII Burr tipo XII 
Uno et al. (2009) log-normal log-normal 
Weifeng et al. (2013) 
beta, gama, Gumbel, logística, log-logística, 
log-normal e normal  
beta (horários de pico dos dias úteis), gama, 
logística, log-logística e log-normal  
(demais períodos) 
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CAPÍTULO 6  
 
BUSCA LOCAL GRANULAR PARA PROBLEMAS DE 
ROTEAMENTO DE VEÍCULOS COM FROTA 
HETEROGÊNEA, JANELAS DE TEMPO FLEXÍVEIS E 
TEMPOS DE VIAGEM ESTOCÁSTICOS 
6.1 DESCRIÇÃO DO PROBLEMA 
Este trabalho aborda o PRVHJT-Flex-TVE sob o enfoque de programação estocástica 
(Birge e Louveaux, 2011), mais especificamente, sob a perspectiva de otimização a priori 
(Gendreau et al., 2014). O problema é decomposto em dois estágios: no primeiro, uma solução 
planejada (a priori) é gerada e, no segundo, os valores dos parâmetros estocásticos são revelados 
e uma política de recurso é aplicada para correção das soluções. O objetivo é minimizar o custo do 
primeiro estágio e o valor esperado do custo do segundo estágio.  
Define-se o PRVHJT-Flex-TVE em um grafo completo ( ),  no qual o conjunto de 
nós  0,1,...,n= abrange o depósito 0 e o conjunto de clientes \{0} , enquanto o conjunto 
 ( , ) : , ,i j i j i j=    representa as arestas entre os nós. Uma frota heterogênea de veículos é 
posicionada no depósito para atender os clientes. O conjunto  1,...,m=  representa os m tipos 
distintos de veículos da frota e, para cada tipo k , o conjunto  1,...,k km=  representa os 
veículos k kv   que estão disponíveis no depósito, com capacidades kQ  e custos fixos kf .  
Aqui há um pequeno abuso de notação, já que o índice k associa-se tanto aos tipos distintos de 
veículos da frota quanto aos veículos disponíveis no depósito para cada tipo. Uma distância ij jid d=  
e, para cada tipo de veículo k , um custo 
k k
ij jic c=  é definido para cada aresta ( , )i j  . 
Assumimos que as distâncias e os custos de viagem satisfazem a desigualdade triangular. Além 
disso, são conhecidas distribuições de probabilidade que descrevem os tempos de viagem 
estocásticos ˆ
k
ijt  associados a cada aresta ( , )i j   para cada tipo de veículo k . Uma rota é 
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definida pela tripla ( ), , kR k v , sendo ( )1 2, ,..., RR i i i=  e 1 0Ri i= = , tal que cada rota é iniciada e 
finalizada no depósito e os demais componentes de R  definem a sequência de clientes visitados.  
Cada cliente \{0}i  apresenta uma demanda de iq  unidades, uma janela de tempo 
 ,i ie l  e um tempo de serviço iW . A janela de tempo do depósito  0 0,e l  denota o horizonte de 
planejamento do problema e, por definição 0 0q = . A partir de frações 
e
if  e 
l
if , que controlam a 
antecipação máxima e o atraso máximo do serviço para um nó i , definem-se janelas de tempo 
flexíveis   ( )  ( ), max ,0 ,e li i i i i i i i i ie l e f l e l f l e   = − − + −     . Caso o serviço em um nó seja iniciado 
nos intervalos  ,i ie e  ou  ,i il l , custos de penalidade proporcionais aos desvios são somados na 
função objetivo. Estes custos por unidade de tempo são denotados pelos parâmetros   e   , 
respectivamente.  
Seja 
kv
iy  uma variável binária tal que 1
kv
iy = , se a demanda do nó i  é atendida 
pelo veículo ,
k
kv k  , caso contrário, 0
kv
iy = . O PRVHJT-Flex-TVE é descrito pela 
seguinte formulação matemática: 
 ( )( )0min ,
k
k
k
v
k
k v
f y E y t 
 
 +      (6.1) 
                 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (6.2) 
  1 0
k
k
k
v
i
k v
y i
 
=        (6.3) 
 
0
k
k
k
v
k
v
y m k

       (6.4) 
  0,1  , ,
kv k
i ky i k v       (6.5) 
na qual nR  é o menor subconjunto fechado, tal que ( ) 1P  =  , e    é o vetor aleatório que 
define as distribuições de probabilidade dos tempos de viagem estocásticos tˆ  e ( )( ),E y t     
corresponde ao valor esperado dos custos de viagem e de penalidade ( )( ),y t   associados aos 
diferentes veículos da frota, dados os valores das variáveis y para uma realização ( )t   dos tempos 
de viagem estocásticos tˆ . A função objetivo (6.1) minimiza o custo total das rotas percorridas para 
o atendimento das demandas dos clientes que consiste de duas parcelas, a saber, os custos fixos, 
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0
k
k
k
v
k
k v
f y
 
  , e o valor esperado dos custos de viagem e de penalidade, ( )( ),E y t    . As 
restrições (6.2)  representam o limite de capacidade dos veículos kv  pertencentes a cada tipo k, e 
as restrições (6.3) impõem que cada cliente seja atendido por um único veículo kv . Ambas são 
restrições do PDG, e a expressão (6.4) representa restrições adicionais que impõem,  para cada tipo 
k, um limite ao número de veículos que partem do depósito. Em (6.5), encontra-se o domínio das 
variáveis y. 
Esta é uma formulação baseada em programação estocástica de dois estágios com 
recurso na qual o primeiro estágio compreende as decisões determinísticas do PDG, enquanto, no 
segundo estágio, são tomadas as decisões de recurso referentes às rotas de cada veículo 
,k kv k  . Seja +  o conjunto de reais não-negativos, as decisões de segundo estágio 
podem ser formuladas como um conjunto de problemas do tipo PCVJT-Flex para os diferentes 
veículos da frota, denotado por 
 ( )( ) ( )
, ( , )
, min
k k k
k k
k k
k v v v
ij ij i i
i j j i i j k i kv v
y t c x      
       
= + +         (6.6) 
 , , ,
k kv v k
ij j k
i
x y j j i k v

=          (6.7) 
 , , ,
k kv v k
ij i k
j
x y i i j k v

=          (6.8) 
 ( ) ( )[ (1 )] , , , 0, ,
k k kv k k v v k
i i ij ij ij j kw W t M x w i j i j j k v + + − −           (6.9) 
 , ,
kv k
i i i ke w l i k v          (6.10) 
 , ,
k kv v k
i i i ke w i k v  −        (6.11) 
 , ,
k kv v k
i i i kw l i k v  −        (6.12) 
( ) ( )  , , , , 0,1  , , , ,
k k k k
kv v v v v k
i i i ij i kw x y i j i j k v  +          (6.13) 
em que 
kv
ijx  é uma variável binária tal que 1
kv
ijx = , se o veículo ,
k
kv k   viaja diretamente 
de i  para ,j i j  , caso contrário, 0
kv
ijx = , e as variáveis reais não-negativas 
kv
iw , 
kv
i  e 
kv
i  
denotam  respectivamente o início, o tempo de antecipação e o tempo de atraso do serviço no nó 
i  quando servido pelo veículo ,k kv k  . Para uma realização ( )t   dos  
tempos de viagem estocásticos tˆ , o limitante ( )kijM   é obtido pela expressão  
( ) ( ) max ,0k kij i j ij iM l e t W  = − + + . Os valores atribuídos às variáveis y no primeiro estágio 
permitem que as expressões (6.6) – (6.13) sejam decompostas em subproblemas independentes 
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com a estrutura do PCVJT-Flex de acordo com o enfoque agrupa-primeiro e roteia-segundo (Fisher 
e Jaikumar, 1981). 
Seja   um conjunto de cenários associados aos tempos de viagem estocásticos, 
gerado por um procedimento de amostragem. O seguinte modelo matemático determinístico de 
múltiplos cenários provê uma aproximação válida para o problema estocástico  (6.1) – (6.13): 
 ( ) ( )0
, ( , )
min
k k k k
k k k
k k k
v k v v v
k ij ij i i
k i j j i i j k i kv v v
f y pr c x    

    
          
 
+ + +  
 
            (6.14) 
 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (6.15) 
  1 0
k
k
k
v
i
k v
y i
 
=        (6.16) 
 
0
k
k
k
v
k
v
y m k

       (6.17) 
 , , , ,
k kv v k
ij j k
i
x y j j i k v 

=           (6.18) 
 , , , ,
k kv v k
ij i k
j
x y i i j k v 

=           (6.19) 
 [ (1 )] , , , 0, , ,
k k kv k k v v k
i i ij ij ij j kw W t M x w i j i j j k v
     + + − −            (6.20) 
 , , ,
kv k
i i i ke w l i k v
            (6.21) 
 , , ,
k kv v k
i i i ke w i k v
   −         (6.22) 
 , , ,
k kv v k
i i i kw l i k v
   −          (6.23) 
( ) ( )  , , , , 0,1  , , , , ,
k k k k kv v v v v k
i i i i ij kw y x i j i j k v
     +           (6.24) 
no qual ( )pr   define a probabilidade associada a cada cenário ,  e 
 max ,0k kij i j ij iM l e t W  = − + + . Note que a variáveis do segundo estágio ( ), , ,
k k k kv v v v
ij i i ix w
      e os 
tempos de viagem 
k
ijt

 são específicos para cada cenário  . A solução do modelo (6.14) – 
(6.24) provê os valores de y que minimizam a soma dos custos fixos referentes à frota e do valor 
esperado dos custos de viagem e de penalidade referentes às rotas definidas em todos os cenários. 
No entanto, a obtenção de uma solução de primeiro estágio, que viabilize a factibilidade 
de todos os   cenários gerados para o segundo estágio, consiste em um problema de elevada 
complexidade. Dependendo dos valores gerados para os tempos de viagem cenário-específicos 
k
ijt

 
pelo procedimento de amostragem, o modelo (6.14) – (6.24) pode tornar-se até mesmo infactível.  
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Para evitar este tipo de problema, a formulação (6.14) – (6.24) é relaxada, permitindo 
que alguns clientes não sejam atendidos mediante um custo de penalização. Portanto, adiciona-se 
uma variável ui para cada restrição (6.16), tal que ui = 1, se a demanda do cliente \{0}i  não é 
atendida, caso contrário, ui = 0. Com base no trabalho de Wang e Lin (2017),  
define-se um parâmetro de penalização u  para cada cliente não atendido. Com isso, obtém-se a 
seguinte formulação para o PRVHJT-Flex-TVE: 
PRVHJT-Flex-TVE 
 
 
( ) ( )
0
0
, ( , )
min
k
k
k
k k k
k k
k k
v
k u i
k iv
k v v v
ij ij i i
i j j i i j k i kv v
f y u
pr c x    


    
 
        
+
 
+ + +  
 
  
       
                           
  (6.25) 
 
 
0
0
, 
k kv v k
i i k k
i
q y Q y k v

        (6.26) 
  1 0
k
k
k
v
i i
k v
y u i
 
+ =        (6.27) 
 
0
k
k
k
v
k
v
y m k

       (6.28) 
 , , , ,
k kv v k
ij j k
i
x y j j i k v 

=           (6.29) 
 , , , ,
k kv v k
ij i k
j
x y i i j k v 

=           (6.30) 
 [ (1 )] , , , 0, , ,
k k kv k k v v k
i i ij ij ij j kw W t M x w i j i j j k v
     + + − −            (6.31) 
 , , ,
kv k
i i i ke w l i k v
            (6.32) 
 , , ,
k kv v k
i i i ke w i k v
   −         (6.33) 
 , , ,
k kv v k
i i i kw l i k v
   −          (6.34) 
    0,1  0iu i     (6.35) 
( ) ( )  , , , , 0,1  , , , , ,
k k k k kv v v v v k
i i i i ij kw y x i j i j k v
     +           (6.36) 
na qual a função objetivo (6.25) minimiza o custo total de transporte, que compreende o custo fixo 
dos veículos, custo de não atendimento dos clientes e a soma ponderada dos custos de viagem e de 
penalidade associados a cada cenário  . A seguir, são apresentados algoritmos para a geração 
do conjunto de cenários   e para a resolução do modelo (6.25) – (6.36). 
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6.2 GERAÇÃO DE CENÁRIOS 
O algoritmo de geração de cenários assume que os tempos de viagem estocásticos são 
descritos pela distribuição de probabilidade Burr tipo XII (Burr, 1942). Esta premissa foi 
estabelecida com base em estudos recentes da literatura que demonstram a superioridade desta 
distribuição no ajuste de dados de tempos de viagem em relação a outras distribuições tais como 
normal, log-normal, gama e Weibull (veja a Seção 5.3). A função densidade de probabilidade (fdp) 
originalmente proposta para a distribuição Burr tipo XII é 
( ) ( )
( )2
1 1
1
1
1 2 1 2, , 1f x x x
    
− +
−= +  
na qual 0x   é uma variável aleatória, e 
1 0   e 2 0   são parâmetros de forma.  
Tadikamalla (1980) adicionou um parâmetro de escala 0   à distribuição Burr tipo XII e 
apresentou sua versão de três parâmetros, cuja fdp é descrita pela expressão 
 ( )
( )2
1 1
1
1
1 2
1 2, , , 1
x x
f x
 
 
 
− +
−     
 = +           
  (6.37) 
A fda referente a esta versão de 3 parâmetros da distribuição é denotada por 
 ( )
2
1
1 2, , , 1 1
x
F x

 
−
  
 = − +     
  (6.38) 
Por sua vez, o q-ésimo momento ordinário da distribuição Burr XII pode ser obtido 
pela expressão ( )1 2
0
, , ,q qq E x x f x dx  

  = =     na qual ( )1 2, , ,f x    é a fdp descrita na 
expressão (6.37). Então, 
 
( )2
1 1
2
1
1 1
2
1 1
1
1
1 2
0
1
1
1 2
0
1
1
1 2
0
1
1
1
q
q
q
q
x x
x dx
x
x x dx
x x
x dx
 

 
 
 

 
 
− +
−
− −

− −
− −

−
    
 = +           
  
=  +     
    
= +          



    
    
  (6.39) 
Realizando a mudança de variável 
1
ˆ
x
u

 
=  
 
 na expressão (6.39), tem-se 
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 ( ) 21
1/
2
0
ˆ ˆ ˆ1qqq u u du
 

− −
 =  +   (6.40) 
Utilizando uma nova mudança de variável ( )
1
ˆ1 u
−
= +  em (6.40), tem-se 
 
( )
( )
( )2 1 1
1
/ 1 /
2
0
2 2 1 2
1 1
1
, 1 , se 
q qq
q
q
d
q q
q
  
    
   
 
− −
 =  −
 
=   − +  
 

 
  (6.41) 
em que ( )  é a função matemática beta. Esta função pode ser reescrita a partir de sua relação 
com a função gama, denotada por ( ) , em que ( )
( ) ( )
( )
,
a b
a b
a b
 
 =
 +
 . Deste modo,  
a partir de (6.41), obtém-se a seguinte expressão: 
( )
2 2
1 1
1 2
2
1
, se 
1
q
q
q q
q
 
 
  

   
  −  +   
    = 
 +
  
 
 
 
Portanto, a média (momento de ordem 1q = ) da distribuição Burr XII é dada por 
 ( )
( )
2 2
1 1
2
1 1
1
1
E x
 
 


   
  −  +   
   = =
 +
   
 
  (6.42) 
e sua variância é calculada a partir da expressão 
( ) ( )( )
( )
2
2 2
2 1 12 2 2
2
2 2
1
1
E x E x
 
 
 

   
  −  +   
   = − = −
 +
  
 
 
Outra característica bastante atrativa da distribuição Burr XII é que a inversa de sua 
fda, denotada função quantílica, pode ser obtida analiticamente. A partir da equação (6.38),  
é possível especificar o valor de um quantil ( )0 1P P   por meio da função inversa 
( ) ( ) 21
1/1 1 1F P P
 −− =  − −  
Assim como em Gómez et al. (2016), adotamos os valores 1 2 =  e 2 1 =  para os 
parâmetros de forma da distribuição Burr XII. Os autores argumentam que esta parametrização 
gera caudas longas, já que implica em momentos de ordem q > 2 infinitos, e por este motivo, 
caracterizam apropriadamente os tempos de viagem estocásticos com alta variância associados a 
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situações de trânsito e congestionamento. Esta característica é evidenciada em estudos da área de 
engenharia de tráfego que analisam a distribuição de probabilidade dos tempos de viagem  
(veja a Seção 5.3). 
De modo análogo aos autores supracitados, assumimos que o valor esperado ( )ˆkijE t  
do tempo de viagem estocástico ˆ
k
ijt  equivale ao tempo de viagem determinístico 
k
ijt  de um 
conjunto de instâncias do PRVHJT-Flex. Assim, é  possível obter o valor do parâmetro de escala 
  a partir da expressão (6.42). Inicialmente, tem-se 
( )
( )
2 2
1 1
2
1 1
1
ˆ
1
k k
ij ijE t t
 
 

   
  −  +   
   = =
 +
   
 
 
Isolando   e utilizando os valores 1 2 =  e 2 1 = , é obtida a expressão 
( ) ( )2
2 2
1 1
1 1 1
0,6366
1 11 1
1 1 11
2 2
k k k
ij ij ijt t t

 
 
   
    +  +    = = 
          −  + −  +                   
  
 
    
 
Adotando a parametrização 0,6366
k
ijt =  , 1 2 =  e 2 1 =  para a distribuição Burr tipo 
XII, é possível estabelecer um procedimento de amostragem para a geração de cenários por meio 
do método da transformação inversa. Este procedimento gera os diferentes valores de 
k
ijt

 para 
cada cenário   por meio do algoritmo descrito a seguir. 
 
Algoritmo de geração de cenários 
 
Para cada cenário   e para cada tripla ( ), ,i j k , faça: 
(Passo 1)  
Gere um valor aleatório U segundo uma distribuição uniforme no intervalo (0,1].  
(Passo 2)  
Faça ( ) ( ) 21
1/1
1 2, , , 1 1
k
ijt F U U
  
−−  = − −  . 
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Para cada instância do PRVHJT-Flex, é gerada uma instância do PRVHJT-Flex-TVE 
na qual cada cenário   apresenta uma probabilidade de ocorrência ( )
1
pr  =

. 
6.3 BUSCA LOCAL GRANULAR PARA O PROBLEMA DE ROTEAMENTO DE 
VEÍCULOS COM FROTA HETEROGÊNEA, JANELAS DE TEMPO FLEXÍVEIS E 
TEMPOS DE VIAGEM ESTOCÁSTICOS 
Dentre as técnicas utilizadas para a resolução de problemas de PEIM, predominam os 
métodos de decomposição. Por um lado, destacam-se os métodos de “decomposição vertical” como 
o algoritmo de Benders, que dividem o problema de otimização em problema mestre e 
subproblemas. Por outro lado, encontram-se os esquemas de “decomposição horizontal" baseados 
na relaxação lagrangeana, nos quais criam-se cópias das variáveis de primeiro estágio e decompõe-
se o problema estocástico em cenários independentes. 
O PRVHJT-Flex-TVE viola a premissa de convexidade do segundo estágio, necessária 
para aplicação do algoritmo clássico de Benders. Embora existam alternativas baseadas na 
decomposição de Benders para problemas que violam esta premissa (Laporte e Louveaux, 1993; 
Sen e Sherali, 2006; Ntaimo, 2010; Qi e Sen, 2017), nenhuma se enquadra no arcabouço da DLB.  
Uma revisão bastante recente destas alternativas pode ser encontrada em Küçükyavuz e Sen (2017). 
Portanto, os algoritmos ótimos apresentados nos capítulos anteriores para o PRVHJT e o  
PRVHJT-Flex não são diretamente aplicáveis ao PRVHJT-Flex-TVE. 
Para a aplicação de métodos baseados na relaxação lagrangeana, é necessário que se 
criem cópias das variáveis de primeiro estágio  0,1 , , ,
kv k
i ky i k v     para cada cenário 
 , o que resulta em variáveis cenário-específicas  0,1 , , , ,
kv k
i ky i k v
        
e em um novo tipo de restrições 
 , , , , ,
k kv v k
i i ky y i k v
       =           (6.43) 
denominado restrições de “não-antecipatividade”. As variáveis de primeiro estágio 
kv
iy  devem ser 
substituídas pelas variáveis cenário-específicas 
kv
iy

 no modelo (6.25) – (6.36) , ao qual devem ser 
incluídas as restrições (6.43). A relaxação destas restrições no modelo resultante permite que o 
225 
 
 
problema estocástico seja decomposto em   problemas de cenário independentes. Diferentes 
esquemas de relaxação das restrições de “não-antecipatividade” levaram à proposição de métodos 
de solução alternativos, dentre os quais podem-se destacar a decomposição dual (Carøe e Schultz, 
1999), o algoritmo branch-and-fix (Alonso-Ayuso et al., 2003), a decomposição estocástica 
(Ahmed, 2013) e versões heurísticas do algoritmo progressive hedging (Crainic et al., 2011; 
Løkketangen e Woodruff, 1996; Watson e Woodruff, 2010). 
Em uma primeira tentativa de solucionar PRVHJT-Flex-TVE, foram implementados 
um algoritmo de decomposição estocástica, que aplica relaxação lagrangeana às restrições (6.43), 
e uma versão heurística do algoritmo progressive hedging, que relaxa as restrições (6.43) por meio 
de um método de Lagrangeano aumentado. Entretanto, nenhum destes algoritmos apresentou um 
desempenho satisfatório. Os resultados obtidos evidenciam dois complicadores associados ao 
baixo desempenho das estratégias de decomposição por cenários para o PRVHJT-Flex-TVE: 
(i) A elevada complexidade associada a cada problema de cenário, que corresponde a um 
PRVHJT-Flex para um conjunto específico de tempos de viagem;  
(ii) O PRVHJT-Flex-TVE não possui recurso completo ou relativamente completo,  
ou seja, não há garantia de factibilidade dos problemas de segundo estágio para uma 
dada solução de primeiro estágio. Desta forma, tanto a decomposição estocástica 
quanto o progressive hedging têm grande dificuldade na obtenção de limitantes 
superiores válidos para o problema. 
Recentemente, Agra et al. (2016, 2017) analisaram problemas integrados de produção, 
estoque e transporte marítimo com parâmetros estocásticos. Estes problemas foram abordados por 
modelos de programação estocástica de dois estágios com recurso e foram sugeridos algoritmos de 
busca local baseada em programação matemática para a resolução dos mesmos. Inspirado nos 
resultados satisfatórios alcançados por tais algoritmos, o método de solução proposto para o 
PRVHJT-Flex-TVE se enquadra nesta abordagem. 
6.3.1 Busca local baseada em programação matemática 
A busca local sugerida por Agra et al. (2016, 2017) utiliza uma restrição do tipo local 
branching (Fischetti e Lodi, 2003) para induzir uma vizinhança -opt  a partir dos valores 
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atribuídos às variáveis de primeiro estágio em uma solução de referência. O local branching é 
procedimento que, em um nível estratégico, introduz restrições a um problema de PIM para definir 
uma vizinhança da solução incumbente, e que, em um nível tático, utiliza um solver de PIM para 
explorá-las. O objetivo desta abordagem de dois níveis é atualizar o máximo possível a solução 
incumbente nos estágios iniciais da busca. O algoritmo de busca local encontra-se descrito na 
Figura 6.1. 
 
Figura 6.1 – Busca local baseada em programação matemática. 
Inicialmente, a solução de referência é obtida pela resolução de uma versão 
simplificada do modelo de programação estocástica de dois estágios com recurso que contempla 
um único cenário no qual os parâmetros estocásticos são fixados em seus valores esperados  
(linha 1). A partir daí, adiciona-se a restrição do tipo local branching (veja a Seção 6.3.2) ao modelo 
multicenários (linha 3), que é resolvido por um solver de programação matemática com um tempo 
limite de _LS time  segundos (linha 4). Se uma solução de melhor qualidade é obtida, esta torna-se 
a nova solução de referência (linha 5) e inicia-se uma nova iteração da busca local, caso contrário,  
o algoritmo é finalizado. 
6.3.2 Busca local baseada em programação matemática para o PRVHJT-Flex-TVE 
Seja y  o valor das variáveis y  do problema do primeiro estágio (PDG) em uma 
solução de referência. Suponha ainda que, para cada nó i ,  : 1
kk v
i iv y=  =   representa o 
suporte de y . Desta forma, é possível restringir a região factível do problema (6.25) – (6.36) pela 
adição da seguinte restrição do tipo local branching 
 ( ),y y     (6.44) 
em que ( ),y y  consiste na distância de Hamming definida por 
Busca local baseada em programação matemática (LS_time , κ )
1 Obtenha uma solução de referência considerando um único cenário no qual os parâmetros estocásticos são fixados em seus valores esperados
2 Repita
3 Adicione uma restrição do tipo local branching  ao problema multicenários utilizando a solução de referência corrente
4 Resolva o modelo multicenários com um tempo limite de  LS_time  segundos
5 Atualize a solução de referência 
6 Até nenhuma melhoria ser observada no valor da função objetivoCC
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 ( ) ( ) ( ), 1
k k
k k
i i
v v
i i
i iv v
y y y y
  
 = − +   
  
  (6.45) 
A restrição (6.44) define a chamada vizinhança -opt , que deve ser suficientemente 
pequena para ser otimizada em tempo computacional restrito, mas grande o suficiente para conter 
soluções melhores que a solução de referência. Com base em testes preliminares, adotamos os 
valores 2 =  e 4 =  de acordo com as características da instância solucionada (veja a Seção 6.4.1). 
A adoção de 4 =  resulta em uma vizinhança abrangendo os movimentos de inserção, troca e dupla 
inserção definidos na literatura do PDG (Yagiura et al., 2004, 2006), enquanto 2 =  resulta em uma 
busca local baseada em movimentos de inserção. As Figuras 6.2 e 6.3 ilustram estas vizinhanças 
para um pequeno exemplo envolvendo três veículos e três clientes. 
 
Figura 6.2 – Vizinhança induzida pelas restrições do tipo local branching para κ = 4. 
 
Figura 6.3 – Vizinhança induzida pelas restrições do tipo local branching para κ = 2. 
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O método de solução proposto para o PRVHJT-Flex-TVE baseia-se no algoritmo da 
Figura 6.1, entretanto, a alta complexidade do problema exige a inclusão de dois procedimentos no 
algoritmo de busca local originalmente não contempladas nos trabalhos de Agra et al. (2016, 2017).  
Ao contrário do que ocorre nos problemas estudados por estes autores,  
o PRVHJT-Flex-TVE não possui recurso completo ou relativamente completo.  
Desta forma, não há garantia de que a solução do modelo para um único cenário com os parâmetros 
estocásticos fixados em seus valores esperados (Figura 6.1 – linha 1) gere uma solução de 
referência válida para o PRVHJT-Flex-TVE, isto é, uma solução cujos valores das variáveis de 
primeiro estágio gerem uma vizinhança -opt  com pelo menos uma solução factível para o 
problema multicenários (6.25) – (6.36). Por este motivo, o primeiro procedimento proposto visa à 
obtenção de uma solução de referência factível. 
Além disso, em contraste com os modelos matemáticos de Agra et al. (2016, 2017),  
o PRVHJT-Flex-TVE apresenta variáveis binárias no segundo estágio e, portanto, explorar o 
espaço de busca induzido pelas vizinhanças -opt  é computacionalmente custoso. Para mitigar esta 
dificuldade, o segundo procedimento incluído na busca local gera uma vizinhança granular (Toth 
e Vigo, 2003) para o PRVHJT-Flex-TVE. 
Os procedimentos para a obtenção da solução de referência inicial e para a construção 
da vizinhança granular são detalhados a seguir.  
6.3.2.1 Solução de referência inicial 
A obtenção da primeira solução de referência inicia-se com a resolução do modelo  
(6.25) – (6.36) para um único cenário *  no qual os valores 
*k
ijt

 correspondem aos valores 
esperados ( )ˆkijE t  dos tempos de viagem estocásticos ˆ
k
ijt .  Este problema com um único cenário é 
resolvido pela matheurística LNS descrita na Seção 3.4.2 e adaptada para o PRVHJT-Flex na Seção 
4.4.3. A LNS é aplicada com um tempo limite de processamento _LNS time  e, com isso, são obtidos 
valores de referência y  para as variáveis y .  
Antes de que se inicie a busca local, é executada uma rotina intermediária para obter 
uma solução factível completa para o PRVHJT-Flex-TVE utilizando uma estratégia semelhante 
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àquela proposta por Fischetti e Monaci (2014) na heurística proximity search (PS).  
Mais especificamente, substitui-se a função objetivo (6.25) pela função de proximidade 
 ( )min ,y y   (6.46) 
na qual ( ),y y  é a distância de Hamming definida em (6.45) e y  é a solução gerada pela LNS. O 
modelo resultante, composto pela função objetivo (6.46) e pelas restrições (6.26) – (6.36),  
é solucionado por um solver de PIM com um tempo limite _PS time  para que se encontre a solução 
factível do PRVHJT-Flex-TVE mais próxima da solução de primeiro estágio anteriormente gerada 
pela LNS para o cenário * .  
A solução do modelo (6.46), (6.26) – (6.36) é utilizada como primeira solução de 
referência para o método de busca local. Os valores de y  são atualizados e a função objetivo 
(6.25) é restabelecida. 
6.3.2.2 Vizinhança granular 
O objetivo da vizinhança granular (Toth e Vigo, 2003) é restringir a busca local aos 
vizinhos com maior probabilidade de constituírem caminhos para melhores soluções. Para este fim, 
é construído um grafo auxiliar ( ),G =  '  no qual   ' ( , ) ,max kk iji j c =     representa 
um conjunto reduzido de arestas.   é o limiar granular, ou seja, o custo máximo que uma aresta 
pode apresentar para pertencer ao conjunto ' , e  denota o conjunto de arestas importantes, 
contendo todas as arestas conectadas ao depósito e as arestas que pertencem à melhor solução 
encontrada pela LNS para o cenário * . O limiar granular   pode ser calculado pela expressão 
*
k
k
CV
n m
 

=
 
+ 
 

 
em que ϕ é um parâmetro de esparsidade do grafo G  e *CV  corresponde ao valor do custo 
variável de viagem da melhor solução encontrada pela LNS para o cenário * . 
Na busca local proposta, a vizinhança granular impacta diretamente na estrutura do 
modelo matemático (6.25) – (6.36), que é construído com base no grafo auxiliar G  e não em G . 
Portanto, o modelo contempla as arestas ( , ) 'i j   , e as arestas ( , ) \ 'i j    são excluídas. A 
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exclusão de uma aresta ( , ) \ 'i j    promove as seguintes modificações no modelo  
(6.25) – (6.36): 
(i) Exclusão das variáveis 
kv
ijx
  referentes à aresta ( , ) \ 'i j    para todos os veículos 
,k kv k   e todos os cenários  ;  
(ii) Exclusão das restrições (6.31) associadas à aresta ( , ) \ 'i j    para todos os 
veículos ,k kv k   e todos os cenários  . 
Portanto, a vizinhança granular gera modelo matemático de dimensões reduzidas, 
permitindo que o solver de PIM explore a vizinhança -opt  em um menor tempo computacional. 
Em conformidade com estudos anteriores da literatura (Branchini et al., 2009; Toth e Vigo, 2003; 
Schneider et al., 2017), a cardinalidade do conjunto '  é dinamicamente ajustada durante a busca. 
Este mecanismo é incorporado para diversificar a busca local granular quando ótimos locais são 
atingidos. Com este fim, o parâmetro ϕ é inicializado com um valor step  e, caso a busca atinja um 
ótimo local, amplia-se o conjunto '  fazendo step   + .  Este procedimento é executado até que 
o parâmetro ϕ atinja um valor máximo max , que define o critério de parada da busca local granular. 
6.3.2.3 Implementação da busca local granular para o PRVHJT-Flex-TVE 
O algoritmo completo da busca local granular para o PRVHJT-Flex-TVE é descrito na 
Figura 6.4. Inicialmente, o modelo (6.25) – (6.36) é solucionado para um único cenário *  no 
qual ( )* ˆk kij ijt E t =  (linhas 1–2). Na sequência, é atribuído o valor inicial do parâmetro ϕ e calcula-
se o limiar granular   (linhas 3–4). Com base no valor de  , o conjunto reduzido de arestas '   
é gerado (linha 5) e o modelo (6.25) – (6.36) é construído para os cenários    (linha 6).  
A rotina para obtenção de uma solução de referência inicial baseada na heurística PS é acionada 
(linhas 7–10) e, então, inicia-se o laço principal da busca local granular (linhas 11 – 24).  
O procedimento de busca local encontra-se descrito nas linhas 12–16 e é análogo ao algoritmo da 
Figura 6.1. Entretanto, quando um ótimo local é atingido, o algoritmo não se encerra. Neste caso, 
o valor do parâmetro ϕ é aumentado (linha 18), o limiar granular   é recalculado (linha 20) 
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ampliando o conjunto ' (linha 21), e procede-se com a atualização do modelo matemático  
(6.25) – (6.36) (linha 22). O laço 11 – 24 é interrompido quando o parâmetro ϕ atinge o valor  
max , e o algoritmo retorna a melhor solução obtida para o PRVHJT-Flex-TVE (linha 25). 
 
Figura 6.4 – Busca local granular para o PRVHJT-Flex-TVE. 
Busca local granular para o PRVHJT-Flex-TVE ( LNS_time , PS_time , LS_time, κ , ϕ step, ϕ max )
// Solução do cenário ω* pela matheurística LNS
1 Gere o cenário ω* tal que
2 Resolva o PRVHJT-Flex associado ao cenário ω*  com um tempo limite LNS_time  e obtenha      
// Construção do grafo auxiliar
3
4
5
6 Construa o modelo multicenários (6.25) – (6.36) com base no grafo auxiliar
// Obtenção de solução de referência inicial
7 Substitua a função objetivo (6.25) pela expressão (6.46) no modelo (6.25) – (6.36) 
8 Resolva o modelo (6.46), (6.26) – (6.36) com um tempo limite de processamento PS_time
9 Atualize os valores de      utilizando a melhor solução encontrada para o modelo (6.46), (6.26) – (6.36)
10 Restabeleça a função objetivo (6.25) para o modelo multicenários
// Busca local granular
11 Enquanto                faça 
12 Repita
13 Adicione a restrição (6.44) ao modelo (6.25) – (6.36) utilizando a solução de referência corrente 
14 Resolva o modelo (6.25) – (6.36),(6.44) com um tempo limite de  LS_time  segundos
15 Atualize a solução de referência 
16 Até nenhuma melhoria ser observada no valor da função objetivo
17 // Atualização do grafo auxiliar
18
19 Se                 então
20
21
22 Atualize o modelo (6.25) – (6.36) utilizando as arestas incorporadas ao grafo auxiliar
23 Fim Se
24 Fim Enquanto
25 Retorne a melhor solução obtida para o PRVHJT-Flex-TVE
( )* ˆk kij ijt E t 
y
( )' ,G =  '
step 
step   +
max 
max 
* k
k
CV n m 

 
 + 
 

  ' ( , ) ,max kk iji j c     
( )' ,G =  '
* eCV y  
  ' ( , ) ,max kk iji j c     
* k
k
CV n m 

 
 + 
 

( )' ,G =  '
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6.4 EXPERIMENTOS COMPUTACIONAIS 
Esta seção descreve os resultados computacionais obtidos pelo algoritmo proposto,  
que foi codificado em C# e executado em um CPU Intel® CoreTM i7-4790U 3,6GHz com 16GB 
de memória RAM. Como solver de PIM, utilizamos o software Gurobi v.6.05.  
Os testes foram executados a partir das 216 instâncias do PRVHJT introduzidas na 
Seção 2.5.1 e adaptadas para o PRVHJT-Flex na Seção 4.5.2. Além dos parâmetros de flexibilidade  
( ) ( ), 0,50;1,00   =  e ( ) ( ), 0,10;0,10 ,e li if f i=   (Taş et al., 2014c), adotou-se um custo 200u =  
para cada cliente não atendido (Wang e Lin, 2017). Para cada instância determinística, foi gerada 
uma instância estocástica com 20 =  cenários pela aplicação do algoritmo descrito na Seção 
6.2. Os resultados encontram-se organizados da seguinte maneira. A parametrização do algoritmo 
de busca local granular é discutida na Seção 6.4.1, e seu desempenho é comparado ao de um solver 
de PIM estado-da-arte na Seção 6.4.2. Por fim, a Seção 6.4.3 avalia a importância dos tempos de 
viagem estocásticos incluídos no PRVHJT-Flex-TVE. 
6.4.1 Parametrização da busca local granular 
Para a configuração de parâmetros do algoritmo de busca local granular, utilizamos as 
contrapartes estocásticas das 36 instâncias determinísticas selecionadas na Seção 3.5.1.  
A matheurística LNS que resolve o cenário *  com ( )* ˆk kij ijt E t =  ( Figura 6.4 – linha 2) foi 
aplicada com a mesma parametrização reportada na Seção 4.5.2.1, exceto pela modificação do 
tempo de execução t_limit  que passa a ser determinado pelo valor do parâmetro LNS_time ,  
isto é, t_limit LNS_time= . 
Com base em testes preliminares, os parâmetros foram ajustados em função do 
tamanho das instâncias. Para as instâncias menores ( )100n  , adotou-se a parametrização 
( ) ( )step max_ , _ , _ , , , 1800;800; 450; 4; 2,5; 5LNS time PS time LS time    =      ; e, para as instâncias 
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maiores ( )100n = , foram definidos os valores ( )step max_ , _ , _ , , , (2400;LNS time PS time LS time    =   
1200; 600; 2;1,25; 5).      
6.4.2 Comparação com um solver de PIM estado-da-arte 
O algoritmo de busca local granular foi aplicado às 216 instâncias do  
PRVHJT-Flex-TVE e seus resultados foram comparados à resolução direta do modelo  
(6.25) – (6.36) pelo solver de PIM estado-da-arte Gurobi v.6.05. Aplicou-se um tempo limite de 
10800 segundos para a execução de cada instância. 
As Tabelas 6.1 e 6.2 apresentam, para cada uma das 216 instâncias, os resultados 
obtidos pelo solver de PIM e pelo algoritmo de busca local granular, respectivamente. A coluna 
“LI” mostra o valor do limitante inferior, “LS” mostra o valor do limitante superior, “Gap%” denota 
o gap de otimalidade ( )100 /LS LI LS−  e “CPU” reporta o tempo computacional em segundos.  
Como a busca local granular não provê limitantes inferiores para o PRVHJT-Flex-TVE, omite-se 
a coluna “LI” na Tabela 6.2. Além disso, os gaps de otimalidade calculados para a busca local 
granular são baseados nos limitantes inferiores gerados pelo solver de PIM. A barra “-” indica que 
a otimização foi interrompida sem que este software obtivesse um limitante inferior válido para o 
problema. Isto ocorre quando o solver não é capaz de resolver a relaxação linear do modelo 
 (6.25) – (6.36) após os 10800 segundos de processamento devido à dimensão do problema, por 
exemplo, a instância R101.100A com 20 =  cenários apresenta 4994049 restrições, 4850524 
variáveis binárias e 145440 variáveis contínuas. 
A Tabela 6.3 compara os resultados médios reportados nas Tabelas 6.1 e 6.2 para cada 
subconjunto de 4 instâncias com mesmo tamanho, classe e subclasse, utilizando a seguinte notação: 
“Ótimos” (número de soluções ótimas encontradas), “Melhores” (número de instâncias para as 
quais o algoritmo em questão foi o que encontrou o melhor limitante superior), “Gap% médio” 
(média do gap de otimalidade ( )100 /LS LI LS− ), e “CPU médio” (média do tempo computacional, 
em segundos). 
  
234 
 
 
Tabela 6.1 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex-TVE. 
                                                                  (continua) 
Instância LS LI Gap% CPU 
R101.25A 2688,13 2688,13 0,00 29 
R102.25A 4775,18 1003,41 78,99 10800 
R103.25A 2764,73 949,71 65,65 10800 
R104.25A 3915,55 938,68 76,03 10800 
C101.25A 2887,35 2887,35 0,00 122 
C102.25A 1816,23 1697,82 6,52 10800 
C103.25A 2088,01 1694,83 18,83 10800 
C104.25A 1856,17 1569,01 15,47 10800 
RC101.25A 3141,36 1487,24 52,66 10800 
RC102.25A 1985,44 1439,32 27,51 10800 
RC103.25A 1990,48 1442,57 27,53 10800 
RC104.25A 1966,39 1435,19 27,01 10800 
R201.25A 1492,91 1198,93 19,69 10800 
R202.25A 2527,52 1020,33 59,63 10800 
R203.25A 1908,63 1019,30 46,60 10800 
R204.25A 1932,22 1042,78 46,03 10800 
C201.25A 1799,53 1799,53 0,00 318 
C202.25A 2155,65 1567,36 27,29 10800 
C203.25A 3741,32 2181,65 41,69 10800 
C204.25A 2797,04 1499,97 46,37 10800 
RC201.25A 2821,66 1692,99 40,00 10800 
RC202.25A 2622,56 1407,46 46,33 10800 
RC203.25A 2776,61 1315,02 52,64 10800 
RC204.25A 1731,22 1226,66 29,14 10800 
R101.25B 2008,13 2008,13 0,00 34 
R102.25B 1445,19 534,94 62,98 10800 
R103.25B 1676,39 486,22 71,00 10800 
R104.25B 3198,70 477,27 85,08 10800 
C101.25B 1371,05 1371,05 0,00 50 
C102.25B 683,80 482,63 29,42 10800 
C103.25B 845,11 675,17 20,11 10800 
C104.25B 656,91 464,81 29,24 10800 
RC101.25B 2448,24 619,91 74,68 10800 
RC102.25B 1410,31 588,71 58,26 10800 
RC103.25B 1110,49 584,08 47,40 10800 
RC104.25B 912,97 565,57 38,05 10800 
R201.25B 754,63 657,52 12,87 10800 
R202.25B 1047,94 439,17 58,09 10800 
R203.25B 1452,34 470,85 67,58 10800 
R204.25B 829,89 435,97 47,47 10800 
C201.25B 615,54 615,54 0,00 453 
C202.25B 876,84 578,01 34,08 10800 
C203.25B 2141,32 579,63 72,93 10800 
C204.25B 1745,97 588,09 66,32 10800 
RC201.25B 916,48 700,40 23,58 10800 
RC202.25B 1881,10 445,15 76,34 10800 
RC203.25B 1602,42 411,70 74,31 10800 
RC204.25B 773,60 541,41 30,01 10800 
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Tabela 6.1 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex-TVE. 
                                                                (continuação) 
Instância LS LI Gap% CPU 
R101.25C 1922,28 1922,28 0,00 43 
R102.25C 1423,69 475,26 66,62 10800 
R103.25C 1376,00 439,19 68,08 10800 
R104.25C 2721,41 418,87 84,61 10800 
C101.25C 1181,05 1181,05 0,00 53 
C102.25C 848,59 345,07 59,34 10800 
C103.25C 685,73 524,94 23,45 10800 
C104.25C 3018,50 327,15 89,16 10800 
RC101.25C 863,09 522,01 39,52 10800 
RC102.25C 1127,44 475,24 57,85 10800 
RC103.25C 892,80 458,22 48,68 10800 
RC104.25C 1408,40 422,99 69,97 10800 
R201.25C 613,69 566,60 7,67 10800 
R202.25C 619,79 387,40 37,50 10800 
R203.25C 596,96 388,24 34,96 10800 
R204.25C 750,07 361,45 51,81 10800 
C201.25C 415,54 415,54 0,00 92 
C202.25C 573,21 385,46 32,75 10800 
C203.25C 1811,60 379,56 79,05 10800 
C204.25C 627,27 289,70 53,82 10800 
RC201.25C 634,92 525,37 17,26 10800 
RC202.25C 639,22 330,05 48,37 10800 
RC203.25C 604,03 312,56 48,25 10800 
RC204.25C 640,97 441,48 31,12 10800 
R101.50A 5657,14 5657,14 0,00 2891 
R102.50A 8947,84 1953,40 78,17 10800 
R103.50A 9224,91 1853,72 79,91 10800 
R104.50A 8254,78 1818,83 77,97 10800 
C101.50A 4862,05 4719,77 2,93 10800 
C102.50A 6587,93 3157,74 52,07 10800 
C103.50A 8092,08 3036,44 62,48 10800 
C104.50A 8089,98 2951,82 63,51 10800 
RC101.50A 8780,24 2629,23 70,06 10800 
RC102.50A 8356,32 2549,56 69,49 10800 
RC103.50A 9885,54 2514,33 74,57 10800 
RC104.50A 8663,39 2607,90 69,90 10800 
R201.50A 4993,19 2018,81 59,57 10800 
R202.50A 8951,54 1863,21 79,19 10800 
R203.50A 7850,39 1708,46 78,24 10800 
R204.50A 5500,84 1806,02 67,17 10800 
C201.50A 2890,37 2712,21 6,16 10800 
C202.50A 4688,95 3322,00 29,15 10800 
C203.50A 6578,15 3755,49 42,91 10800 
C204.50A 3600,79 2582,42 28,28 10800 
RC201.50A 6980,52 2633,69 62,27 10800 
RC202.50A 8880,92 2395,20 73,03 10800 
RC203.50A 8874,02 2164,62 75,61 10800 
RC204.50A 2929,63 2223,75 24,09 10800 
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Tabela 6.1 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex-TVE. 
                                                                (continuação) 
Instância LS LI Gap% CPU 
R101.50B 4287,65 4287,65 0,00 4544 
R102.50B 8080,16 934,07 88,44 10800 
R103.50B 7710,53 844,35 89,05 10800 
R104.50B 8797,71 809,43 90,80 10800 
C101.50B 2064,34 1919,70 7,01 10800 
C102.50B 5046,52 1117,34 77,86 10800 
C103.50B 6711,92 1044,14 84,44 10800 
C104.50B 1545,30 887,92 42,54 10800 
RC101.50B 7990,69 1078,93 86,50 10800 
RC102.50B 7804,16 996,84 87,23 10800 
RC103.50B 8331,83 961,74 88,46 10800 
RC104.50B 7999,66 1048,37 86,89 10800 
R201.50B 2728,37 891,86 67,31 10800 
R202.50B 8201,20 722,48 91,19 10800 
R203.50B 7636,64 672,20 91,20 10800 
R204.50B 6242,43 649,40 89,60 10800 
C201.50B 999,32 913,11 8,63 10800 
C202.50B 2289,78 922,07 59,73 10800 
C203.50B 4584,64 999,22 78,20 10800 
C204.50B 5549,33 722,61 86,98 10800 
RC201.50B 4036,24 901,48 77,67 10800 
RC202.50B 7298,80 788,61 89,20 10800 
RC203.50B 6552,60 743,38 88,66 10800 
RC204.50B 1753,75 977,13 44,28 10800 
R101.50C 4110,65 4110,65 0,00 4823 
R102.50C 7935,16 799,89 89,92 10800 
R103.50C 8150,91 718,35 91,19 10800 
R104.50C 8535,71 683,26 92,00 10800 
C101.50C 1617,97 1569,84 2,97 10800 
C102.50C 4971,01 862,73 82,64 10800 
C103.50C 6411,92 795,14 87,60 10800 
C104.50C 1291,04 629,58 51,23 10800 
RC101.50C 6959,63 881,55 87,33 10800 
RC102.50C 6443,87 803,78 87,53 10800 
RC103.50C 9281,84 767,74 91,73 10800 
RC104.50C 7997,58 853,36 89,33 10800 
R201.50C 2515,77 780,58 68,97 10800 
R202.50C 8066,20 614,63 92,38 10800 
R203.50C 7554,92 562,08 92,56 10800 
R204.50C 2241,80 543,50 75,76 10800 
C201.50C 692,86 630,13 9,05 10800 
C202.50C 1801,75 623,94 65,37 10800 
C203.50C 2607,45 608,77 76,65 10800 
C204.50C 1036,88 508,62 50,95 10800 
RC201.50C 4810,40 679,27 85,88 10800 
RC202.50C 5265,44 585,33 88,88 10800 
RC203.50C 5488,37 578,12 89,47 10800 
RC204.50C 2016,76 817,33 59,47 10800 
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Tabela 6.1 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex-TVE. 
                                                                (continuação) 
Instância LS LI Gap% CPU 
R101.100A 21200,00 - - 10800 
R102.100A 20786,00 - - 10800 
R103.100A 20550,00 - - 10800 
R104.100A 20287,50 - - 10800 
C101.100A 10572,92 10163,27 3,87 10800 
C102.100A 24255,05 - - 10800 
C103.100A 19079,37 6326,47 66,84 10800 
C104.100A 21378,45 6409,28 70,02 10800 
RC101.100A 23150,00 - - 10800 
RC102.100A 22100,00 - - 10800 
RC103.100A 21509,00 - - 10800 
RC104.100A 20669,00 4240,03 79,49 10800 
R201.100A 16175,77 3199,73 80,22 10800 
R202.100A 19881,43 2922,64 85,30 10800 
R203.100A 19881,43 3151,78 84,15 10800 
R204.100A 20000,00 2810,74 85,95 10800 
C201.100A 6617,50 5457,66 17,53 10800 
C202.100A 12896,19 6483,96 49,72 10800 
C203.100A 20000,00 7238,76 63,81 10800 
C204.100A 17526,37 5070,94 71,07 10800 
RC201.100A 18839,59 4800,70 74,52 10800 
RC202.100A 19958,49 4342,37 78,24 10800 
RC203.100A 19958,49 3750,75 81,21 10800 
RC204.100A 22304,00 3495,23 84,33 10800 
R101.100B 21200,00 - - 10800 
R102.100B 20786,00 - - 10800 
R103.100B 20550,00 - - 10800 
R104.100B 20287,50 - - 10800 
C101.100B 6619,07 4161,93 37,12 10800 
C102.100B 24255,05 - - 10800 
C103.100B 17120,10 2054,47 88,00 10800 
C104.100B 21378,45 2089,28 90,23 10800 
RC101.100B 23150,00 - - 10800 
RC102.100B 22100,00 - - 10800 
RC103.100B 21509,00 - - 10800 
RC104.100B 20670,50 1564,88 92,43 10800 
R201.100B 15696,50 1402,95 91,06 10800 
R202.100B 19131,02 1173,04 93,87 10800 
R203.100B 19181,02 1152,25 93,99 10800 
R204.100B 19521,95 1061,15 94,56 10800 
C201.100B 2630,41 1707,19 35,10 10800 
C202.100B 14747,65 1804,37 87,77 10800 
C203.100B 16904,15 1879,92 88,88 10800 
C204.100B 16726,37 1450,94 91,33 10800 
RC201.100B 17519,59 1723,94 90,16 10800 
RC202.100B 19742,16 1391,20 92,95 10800 
RC203.100B 19388,88 1295,32 93,32 10800 
RC204.100B 22304,00 1354,43 93,93 10800 
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Tabela 6.1 – Resultados obtidos pelo solver de PIM Gurobi v.6.05 para o PRVHJT-Flex-TVE. 
                                                                    (conclusão) 
Instância LS LI Gap% CPU 
R101.100C 21200,00 - - 10800 
R102.100C 20786,00 - - 10800 
R103.100C 20550,00 - - 10800 
R104.100C 20287,50 - - 10800 
C101.100C 3570,38 3334,34 6,61 10800 
C102.100C 24255,05 - - 10800 
C103.100C 16610,10 1520,47 90,85 10800 
C104.100C 17078,87 1549,28 90,93 10800 
RC101.100C 23150,00 - - 10800 
RC102.100C 22100,00 - - 10800 
RC103.100C 21509,00 - - 10800 
RC104.100C 20669,00 1229,78 94,05 10800 
R201.100C 15440,06 1182,57 92,34 10800 
R202.100C 18906,02 954,34 94,95 10800 
R203.100C 18931,02 871,75 95,40 10800 
R204.100C 19296,95 842,47 95,63 10800 
C201.100C 1694,31 1171,76 30,84 10800 
C202.100C 15641,43 1206,08 92,29 10800 
C203.100C 20000,00 1210,68 93,95 10800 
C204.100C 16384,40 998,44 93,91 10800 
RC201.100C 17273,07 1335,39 92,27 10800 
RC202.100C 19454,52 1057,58 94,56 10800 
RC203.100C 19063,88 970,29 94,91 10800 
RC204.100C 22304,00 1085,83 95,13 10800 
 
Tabela 6.2 – Resultados obtidos pelo algoritmo de busca local granular para o PRVHJT-Flex-TVE. 
                                                                   (continua) 
Instância LS Gap%a CPU 
R101.25A 2688,13 0,00 71 
R102.25A 1792,23 44,01 1499 
R103.25A 1074,80 11,64 2868 
R104.25A 1028,78 8,76 2737 
C101.25A 2891,05 0,13 27 
C102.25A 1803,71 5,87 1019 
C103.25A 1990,97 14,87 2300 
C104.25A 1789,99 12,35 2288 
RC101.25A 1727,58 13,91 1462 
RC102.25A 1811,73 20,56 1379 
RC103.25A 1749,49 17,54 1379 
RC104.25A 1755,70 18,26 3188 
R201.25A 2532,97 52,67 3922 
R202.25A 1341,46 23,94 6313 
R203.25A 1745,63 41,61 3158 
R204.25A 1710,87 39,05 1357 
C201.25A 2007,93 10,38 72 
C202.25A 2224,49 29,54 354 
C203.25A 4958,30 56,00 4857 
C204.25A 2215,34 32,29 4861 
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Tabela 6.2 – Resultados obtidos pelo algoritmo de busca local granular para o PRVHJT-Flex-TVE. 
                                                                           (continuação) 
Instância LS Gap%a CPU 
RC201.25A 2620,33 35,39 1347 
RC202.25A 2789,52 49,54 1806 
RC203.25A 1616,27 18,64 3509 
RC204.25A 1391,95 11,87 5436 
R101.25B 2008,13 0,00 84 
R102.25B 1447,87 63,05 1880 
R103.25B 800,67 39,27 4121 
R104.25B 565,82 15,65 2295 
C101.25B 1371,05 0,00 37 
C102.25B 603,84 20,07 2367 
C103.25B 791,89 14,74 1399 
C104.25B 589,99 21,22 3265 
RC101.25B 791,58 21,69 1324 
RC102.25B 1050,43 43,96 984 
RC103.25B 701,43 16,73 4085 
RC104.25B 708,75 20,20 3214 
R201.25B 789,10 16,67 2260 
R202.25B 701,89 37,43 4879 
R203.25B 658,54 28,50 4524 
R204.25B 630,87 30,89 1357 
C201.25B 717,15 14,17 22 
C202.25B 1022,97 43,50 3177 
C203.25B 1155,54 49,84 3954 
C204.25B 806,94 27,12 3957 
RC201.25B 1019,92 31,33 1065 
RC202.25B 787,68 43,49 2709 
RC203.25B 618,46 33,43 5409 
RC204.25B 636,40 14,93 1824 
R101.25C 1929,13 0,35 92 
R102.25C 1248,29 61,93 2269 
R103.25C 728,45 39,71 4206 
R104.25C 510,17 17,90 3645 
C101.25C 1181,05 0,00 31 
C102.25C 447,97 22,97 2512 
C103.25C 641,89 18,22 1397 
C104.25C 440,42 25,72 2775 
RC101.25C 674,58 22,62 2540 
RC102.25C 940,61 49,47 762 
RC103.25C 607,81 24,61 1377 
RC104.25C 607,83 30,41 4102 
R201.25C 627,48 9,70 3160 
R202.25C 608,99 36,39 3962 
R203.25C 542,81 28,48 5612 
R204.25C 495,87 27,11 1358 
C201.25C 477,15 12,91 34 
C202.25C 722,95 46,68 3308 
C203.25C 725,04 47,65 4864 
C204.25C 549,83 47,31 6209 
RC201.25C 634,92 17,26 474 
RC202.25C 639,52 48,39 2257 
RC203.25C 476,09 34,35 7612 
RC204.25C 599,24 26,33 2756 
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Tabela 6.2 – Resultados obtidos pelo algoritmo de busca local granular para o PRVHJT-Flex-TVE. 
                                                                           (continuação) 
Instância LS Gap%a CPU 
R101.50A 5839,40 3,12 1179 
R102.50A 4551,44 57,08 4038 
R103.50A 2939,20 36,93 3131 
R104.50A 2237,46 18,71 4651 
C101.50A 5360,63 11,95 186 
C102.50A 3724,22 15,21 3841 
C103.50A 3486,73 12,91 3629 
C104.50A 3364,01 12,25 5883 
RC101.50A 4945,71 46,84 1408 
RC102.50A 3351,73 23,93 2554 
RC103.50A 3218,43 21,88 5320 
RC104.50A 3218,28 18,97 4649 
R201.50A 2835,01 28,79 1010 
R202.50A 2518,11 26,01 10800 
R203.50A 2513,01 32,02 4641 
R204.50A 2373,76 23,92 10497 
C201.50A 3792,86 28,49 176 
C202.50A 5385,97 38,32 3990 
C203.50A 6795,03 44,73 10800 
C204.50A 5463,44 52,73 10800 
RC201.50A 7249,51 63,67 3319 
RC202.50A 4586,27 47,77 6259 
RC203.50A 3020,61 28,34 8075 
RC204.50A 2479,01 10,30 8859 
R101.50B 4287,65 0,00 1066 
R102.50B 2944,86 68,28 4941 
R103.50B 1918,71 55,99 3463 
R104.50B 1182,19 31,53 5555 
C101.50B 2087,68 8,05 174 
C102.50B 1726,28 35,27 2268 
C103.50B 1325,17 21,21 3627 
C104.50B 1206,29 26,39 4252 
RC101.50B 2789,64 61,32 2110 
RC102.50B 1927,61 48,29 2762 
RC103.50B 1546,89 37,83 3690 
RC104.50B 1418,38 26,09 5373 
R201.50B 1365,65 34,69 1014 
R202.50B 1079,40 33,07 8238 
R203.50B 1011,46 33,54 8229 
R204.50B 1105,08 41,24 5052 
C201.50B 1072,86 14,89 203 
C202.50B 4983,39 81,50 7638 
C203.50B 6143,64 83,74 3553 
C204.50B 1459,51 50,49 10800 
RC201.50B 4576,93 80,30 1754 
RC202.50B 1581,57 50,14 2293 
RC203.50B 1084,27 31,44 10800 
RC204.50B 1200,53 18,61 6071 
241 
 
 
Tabela 6.2 – Resultados obtidos pelo algoritmo de busca local granular para o PRVHJT-Flex-TVE. 
                                                                           (continuação) 
Instância LS Gap%a CPU 
R101.50C 4110,65 0,00 1375 
R102.50C 2805,63 71,49 4936 
R103.50C 1822,09 60,58 4032 
R104.50C 1026,44 33,43 4642 
C101.50C 1700,07 7,66 409 
C102.50C 1253,05 31,15 3014 
C103.50C 1061,93 25,12 9994 
C104.50C 917,51 31,38 2693 
RC101.50C 2277,26 61,29 1644 
RC102.50C 1785,37 54,98 3536 
RC103.50C 1183,44 35,13 8839 
RC104.50C 1225,72 30,38 5463 
R201.50C 1216,96 35,86 1463 
R202.50C 898,15 31,57 8692 
R203.50C 836,58 32,81 7332 
R204.50C 868,09 37,39 10800 
C201.50C 732,86 14,02 189 
C202.50C 6238,12 90,00 3641 
C203.50C 4983,73 87,78 8062 
C204.50C 955,29 46,76 8528 
RC201.50C 2928,81 76,81 2639 
RC202.50C 1108,64 47,20 10307 
RC203.50C 897,56 35,59 5011 
RC204.50C 1112,38 26,52 4748 
R101.100A 10790,56 - 10800 
R102.100A 10740,83 - 10800 
R103.100A 6896,17 - 10800 
R104.100A 5677,19 - 10800 
C101.100A 11240,70 9,59 1403 
C102.100A 7779,82 - 10800 
C103.100A 7637,41 17,16 10800 
C104.100A 7861,49 18,47 10800 
RC101.100A 7924,73 - 10800 
RC102.100A 12338,07 - 10800 
RC103.100A 10892,81 - 10800 
RC104.100A 14977,49 71,69 10800 
R201.100A 11950,15 73,22 6994 
R202.100A 16671,22 82,47 10344 
R203.100A 16752,67 81,19 10800 
R204.100A 8648,30 67,50 5033 
C201.100A 6099,99 10,53 388 
C202.100A 7644,18 15,18 3864 
C203.100A 19626,54 63,12 9629 
C204.100A 13158,33 61,46 10800 
RC201.100A 13309,12 63,93 10800 
RC202.100A 17157,37 74,69 10800 
RC203.100A 11719,94 68,00 5479 
RC204.100A 5038,14 30,62 10703 
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Tabela 6.2 – Resultados obtidos pelo algoritmo de busca local granular para o PRVHJT-Flex-TVE. 
                                                                              (conclusão) 
Instância LS Gap%a CPU 
R101.100B 8344,69 - 10800 
R102.100B 8132,30 - 10800 
R103.100B 4398,82 - 10800 
R104.100B 3353,46 - 10800 
C101.100B 4729,98 12,01 1408 
C102.100B 3353,25 - 10800 
C103.100B 3107,43 33,89 10096 
C104.100B 2833,31 26,26 10800 
RC101.100B 5427,98 - 10800 
RC102.100B 6304,40 - 10800 
RC103.100B 9302,83 - 10800 
RC104.100B 13035,06 87,99 10800 
R201.100B 8490,96 83,48 5380 
R202.100B 16172,51 92,75 8868 
R203.100B 16011,25 92,80 10800 
R204.100B 12555,21 91,55 10800 
C201.100B 1793,94 4,84 411 
C202.100B 2044,66 11,75 3420 
C203.100B 14273,04 86,83 10800 
C204.100B 13240,85 89,04 7080 
RC201.100B 17103,48 89,92 7969 
RC202.100B 16167,11 91,39 7903 
RC203.100B 11217,99 88,45 5746 
RC204.100B 2320,19 41,62 10800 
R101.100C 7963,10 - 10800 
R102.100C 8956,26 - 10800 
R103.100C 4645,99 - 10800 
R104.100C 2872,70 - 10800 
C101.100C 3899,98 14,50 1421 
C102.100C 2729,84 - 10800 
C103.100C 2425,13 37,30 10800 
C104.100C 2564,30 39,58 10800 
RC101.100C 5073,02 - 10800 
RC102.100C 6487,08 - 10800 
RC103.100C 5403,53 - 10800 
RC104.100C 10280,65 88,04 10800 
R201.100C 9946,10 88,11 5534 
R202.100C 16464,38 94,20 9427 
R203.100C 17758,70 95,09 8991 
R204.100C 11371,96 92,59 10800 
C201.100C 1236,01 5,20 380 
C202.100C 1344,66 10,31 3447 
C203.100C 17524,20 93,09 10800 
C204.100C 13318,85 92,50 5246 
RC201.100C 16729,30 92,02 10800 
RC202.100C 13650,75 92,25 5394 
RC203.100C 8011,05 87,89 5437 
RC204.100C 2287,18 52,53 10465 
a Gaps calculados com base nos limitantes inferiores gerados  
  pelo solver de PIM Gurobi v.6.05. 
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Tabela 6.3 – Solver de PIM Gurobi v.6.05 versus algoritmo de busca local granular. 
n Classe Subclasse 
Gurobi v.6.05  Busca local granular 
Ótimos Melhores 
Gap% 
médio 
CPU 
médio 
 Ótimosa Melhores 
Gap% 
médiob 
CPU 
médio 
25 R1 A (4) 1 0 55,17 8107  1 3 16,10 1794 
  B (4) 1 1 54,76 8109  1 2 29,49 2095 
  C (4) 1 1 54,83 8111  0 3 29,97 2553 
 C1 A (4) 1 1 10,21 8131  0 3 8,30 1409 
  B (4) 1 0 19,69 8113  1 3 14,01 1767 
  C (4) 1 0 42,99 8113  1 3 16,73 1679 
 RC1 A (4) 0 0 33,68 10800  0 4 17,57 1852 
  B (4) 0 0 54,60 10800  0 4 25,64 2402 
  C (4) 0 0 54,00 10800  0 4 31,78 2195 
 R2 A (4) 0 1 42,99 10800  0 3 39,32 3688 
  B (4) 0 1 46,50 10800  0 3 28,37 3255 
  C (4) 0 1 32,99 10800  0 3 25,42 3523 
 C2 A (4) 1 3 28,84 8180  0 1 32,05 2536 
  B (4) 1 2 43,33 8213  0 2 33,66 2778 
  C (4) 1 2 41,40 8123  0 2 38,64 3604 
 RC2 A (4) 0 1 42,03 10800  0 3 28,86 3025 
  B (4) 0 1 51,06 10800  0 3 30,79 2752 
  C (4) 0 1 36,25 10800  0 2 31,58 3275 
50 R1 A (4) 1 1 59,01 8823  0 3 28,96 3250 
  B (4) 1 0 67,07 9236  1 3 38,95 3756 
  C (4) 1 0 68,28 9306  1 3 41,37 3746 
 C1 A (4) 0 1 45,25 10800  0 3 13,08 3385 
  B (4) 0 1 52,96 10800  0 3 22,73 2580 
  C (4) 0 1 56,11 10800  0 3 23,83 4028 
 RC1 A (4) 0 0 71,00 10800  0 4 27,90 3483 
  B (4) 0 0 87,27 10800  0 4 43,38 3484 
  C (4) 0 0 88,98 10800  0 4 45,44 4871 
 R2 A (4) 0 0 71,04 10800  0 4 27,68 6737 
  B (4) 0 0 84,82 10800  0 4 35,63 5633 
  C (4) 0 0 82,42 10800  0 4 34,41 7072 
 C2 A (4) 0 4 26,63 10800  0 0 41,07 6442 
  B (4) 0 3 58,39 10800  0 1 57,65 5549 
  C (4) 0 3 50,51 10800  0 1 59,64 5105 
 RC2 A (4) 0 1 58,75 10800  0 3 37,52 6628 
  B (4) 0 1 74,95 10800  0 3 45,12 5230 
  C (4) 0 0 80,93 10800  0 4 46,53 5676 
100 R1 A (4) 0 0 - 10800  0 4 - 10800 
  B (4) 0 0 - 10800  0 4 - 10800 
  C (4) 0 0 - 10800  0 4 - 10800 
 C1 A (4) 0 1 46,91 10800  0 3 15,07 8451 
  B (4) 0 0 71,78 10800  0 4 24,05 8276 
  C (4) 0 1 62,80 10800  0 3 30,46 8455 
 RC1 A (4) 0 0 79,49 10800  0 4 71,69 10800 
  B (4) 0 0 92,43 10800  0 4 87,99 10800 
  C (4) 0 0 94,05 10800  0 4 88,04 10800 
 R2 A (4) 0 0 83,90 10800  0 4 76,09 8293 
  B (4) 0 0 93,37 10800  0 4 90,14 8962 
  C (4) 0 0 94,58 10800  0 4 92,50 8688 
 C2 A (4) 0 0 50,53 10800  0 4 37,57 6170 
  B (4) 0 0 75,77 10800  0 4 48,11 5428 
  C (4) 0 0 77,75 10800  0 4 50,27 4968 
 RC2 A (4) 0 0 79,57 10800  0 4 59,31 9446 
  B (4) 0 0 92,59 10800  0 4 77,85 8105 
  C (4) 0 0 94,22 10800  0 4 81,17 8024 
      Todas (216) 12 34 59,89 10262  6 175 39,09 5387 
   a Otimalidade comprovada com base nos limitantes inferiores gerados pelo solver de PIM Gurobi v.6.05. 
   b Gaps calculados com base nos limitantes inferiores gerados pelo solver de PIM Gurobi v.6.05. 
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A Tabela 6.1 mostra que o solver de PIM provou a otimalidade das soluções obtidas 
para 12 (5%) instâncias com até 50 clientes e gerou soluções subótimas para 204 (95%) instâncias 
com gaps de otimalidade entre 2,93% e 95,63%. O tempo médio de processamento foi de 10262 
segundos. Não foi possível avaliar a qualidade do limitante superior obtido para 24 (11%) 
instâncias, pois o software não conseguiu resolver a relaxação linear do modelo (6.25) – (6.36) 
após os 10800 segundos de processamento.  
A Tabela 6.2 evidencia que o algoritmo de busca local granular encontrou soluções 
para todas as 216 instâncias em um tempo médio de 5387 segundos. Com base nos limitantes 
inferiores gerados pelo solver de PIM, é possível afirmar que 6 (3%) das soluções obtidas são 
ótimas e o restante apresenta gaps de otimalidade entre 0,13% e 95,09%. As soluções ótimas 
encontradas pela busca local granular têm até 50 clientes.  
De acordo com o comparativo da Tabela 6.3, o algoritmo de busca local granular 
encontrou melhores limitantes superiores para 175 (81%) instâncias, enquanto o solver de PIM foi 
melhor para 34 (16%) instâncias e para 7 (3%) instâncias ocorreram empates. A tabela ainda mostra 
que a superioridade do algoritmo de busca local granular em relação ao solver de PIM é maior 
conforme aumentam os tamanhos das instâncias. Por exemplo, o algoritmo de busca local granular 
encontrou melhores limitantes superiores para 105 (73%) das 144 instâncias com os tamanhos 
25n =  e 50n = , enquanto o solver de PIM foi superior para 32 (22%) destas instâncias. Para o 
tamanho 100n = , o algoritmo de busca local granular foi superior para 70 (98%) das 72 instâncias, 
por outro lado, o solver de PIM apenas para 2 (3%) instâncias. 
Tomados em conjunto, os resultados das Tabelas 6.1 – 6.3 indicam uma superioridade 
do algoritmo de busca local granular, que obteve soluções de melhor qualidade em tempos 
computacionais mais baixos. 
6.4.3 Tempos de viagem determinísticos versus tempos de viagem estocásticos 
Devido à alta complexidade dos problemas de programação estocástica, a aleatoriedade 
dos parâmetros é frequentemente desprezada no processo de tomada de decisão. Nestes casos, 
utiliza-se a solução de um problema determinístico associado aos valores esperados destes 
parâmetros. Nesta seção, avaliamos o impacto de se desprezar a aleatoriedade dos tempos de 
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viagem na resolução do PRVHJT-Flex-TVE e, para este fim, utilizamos uma métrica denominada 
valor da solução estocástica, value of the stochastic solution (VSS) na língua inglesa (Birge, 1982; 
Birge e Louveaux, 2011). Selecionamos a instância “RC201.25A” do conjunto de instâncias do 
PRVHJT-Flex-TVE na análise conduzida a seguir. 
Para a instância selecionada, é possível resolver na otimalidade o modelo  
(6.25) – (6.36) para um único cenário *  no qual os valores *kijt
  correspondem aos valores 
esperados ( )ˆkijE t  dos tempos de viagem estocásticos ˆkijt . A solução deste problema é denominada 
expected value (EV) e tem valor EV 2080,69= .  
Para o cálculo do VSS, define-se o resultado esperado de usar a solução do problema 
EV (EEV). O EEV é obtido ao se fixar as variáveis y  do primeiro estágio nos valores  
EVy  encontrados para o problema EV e, então, resolvendo o modelo (6.25) – (6.36).  
O EEV mede o desempenho da solução EVy  para cada cenário  , permitindo que as decisões 
de segundo estágio sejam tomadas de forma ótima em função de EVy  e dos parâmetros associados 
a cada cenário  . O VSS é calculado pela seguinte expressão 
 VSS EEV RP= −   (6.47) 
na qual RP (recourse problem) denota a solução do problema estocástico de dois estágios com 
recurso, ou seja, a solução obtida pela resolução direta da formulação (6.25) – (6.36) do  
PRVHJT-Flex-TVE. Valores elevados de VSS indicam que é vantajoso modelar e resolver o 
problema estocástico em detrimento ao problema EV. 
Da Tabela 6.2, temos que a melhor solução obtida pela busca local granular para a 
instância “RC201.25A” é 2620,33, portanto, RP = 2620,33. Entretanto, ao fixarmos os valores das 
variáveis de primeiro estágio em EVy y=  o modelo (6.25) – (6.36) torna-se infactível, portanto, 
EEV = +  (veja Birge (1982)). Da expressão (6.47), tem-se VSS→+ , evidenciando uma 
grande vantagem do RP em relação ao problema EV. 
A Figura 6.5 ilustra os clusters EV1 {0,1,2,3,4,5,6,7,8,13,17}= e 
EV
2 {0,9,10,11,12,14,15,16,18,19,20,21,22,23,24,25}=  associados aos valores EVy  das 
variáveis de primeiro estágio obtidos pela resolução do problema EV, e os clusters 
RP
1 {0,1,2,3,4,5,6,7,8,9,10,13,17}= e 
RP
2 {0,11,12,14,15,16,18,19,20,21,22,23,24,25}=  
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associados aos valores RPy  das variáveis de primeiro estágio obtidos pela resolução do RP. Embora 
os clusters apresentem um número elevado de clientes em comum, o uso de tempos de viagem 
determinísticos no problema EV resultou na infactibilidade do PRVHJT-Flex-TVE. 
 
Figura 6.5 – Clusters resultantes da resolução dos problemas EV e RP. 
Note que a instância exemplificada tem tamanho 25n =  e largura das janelas de tempo 
120widthTW = . Para instâncias maiores ( )25n   e com janelas de tempo mais estreitas ( )120widthTW  , 
a obtenção de uma solução factível para o PRVHJT-Flex-TVE a partir da solução do problema EV 
é ainda mais difícil. Portanto, podemos afirmar que há um grande ganho ao se considerarem tempos 
de viagem estocásticos na formulação do PRVHJT-Flex-TVE em detrimento à adoção de uma 
estratégia aproximada de valor esperado com tempos de viagem determinísticos.  
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CAPÍTULO 7  
 
CONCLUSÕES 
Neste trabalho, são estudadas três variantes do PRV que incluem os seguintes atributos: 
(i) frota heterogênea, janelas de tempo invioláveis e tempos de viagem determinísticos (PRVHJT); 
(ii) frota heterogênea, janelas de tempo flexíveis e tempos de viagem determinísticos  
(PRVHJT-Flex); e (iii) frota heterogênea, janelas de tempo flexíveis e tempos de viagem 
estocásticos (PRVHJT-Flex-TVE). Para os problemas determinísticos, são propostos modelos 
matemáticos de PIM e algoritmos exatos baseados na decomposição de Benders. Para o problema 
estocástico, é sugerido um modelo de PEIM de dois estágios com recurso e um algoritmo heurístico 
de busca local granular. 
A decomposição de Benders proposta para o PRVHJT utiliza o enfoque agrupa-
primeiro e roteia-segundo (Fisher e Jaikumar, 1981), gerando um problema mestre com a estrutura 
do PDG e subproblemas independentes do tipo PCVJT. São sugeridos cortes de otimalidade e de 
factibilidade que asseguram a convergência desta estratégia de decomposição, e suas diferentes 
implementações resultam nos algoritmos DLB e BAC. Adicionalmente, três diferentes técnicas são 
desenvolvidas para acelerá-los. Testes computacionais foram realizados com um conjunto de 
benchmark de 216 instâncias baseadas na literatura e os resultados obtidos indicaram a 
superioridade do BAC em relação à DLB. Além disso, demonstraram-se as vantagens decorrentes 
da adição das técnicas de aceleração propostas, fundamentais para o bom desempenho do BAC.  
O BAC acelerado (“BAC+DVs+FSR+LNS”) foi confrontado com métodos de solução estado-da-
arte. A primeira comparação foi em relação a um método exato, o branch-and-cut do software 
Gurobi v.6.05, mostrando a superioridade do BAC, que encontrou soluções ótimas para instâncias 
com até 100 clientes e gerou limitantes superiores melhores para 58% das instâncias testadas.  
A segunda comparação foi em relação à metaheurística HEA (Koç et al., 2015), mostrando que o 
BAC é competitivo, com um desvio percentual médio de 2,07% em relação às melhores soluções 
conhecidas para o PRVHJT. Além disso, o BAC obteve uma nova melhor solução conhecida para 
a instância “R102.100A” e, por ser um método exato, gerou limitantes inferiores que permitem 
avaliar a qualidade das soluções. 
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O PRVHJT-Flex apresenta janelas de tempo flexíveis (Taş et al., 2014c) que permitem 
o início do serviço nos clientes com antecipação ou atraso em relação às janelas de tempo 
invioláveis, com custos de penalidade. O modelo matemático e os algoritmos ótimos propostos 
para o PRVHJT são adaptados para este problema. Dentre as modificações, destacam-se a extensão 
do corte de otimalidade e a proposição de algoritmos de programação dinâmica para a resolução 
de um novo tipo de subproblema de Benders denominado PCVJT-Flex. São propostos algoritmos 
exatos (AEPDPL e AEPDAA) e heurísticos (AHPDPL e AHPDAA) para o PCVJT-Flex que 
incorporam duas estratégias alternativas de correção de rótulos, a saber, PL e AA. São realizados 
dois conjuntos de experimentos. No primeiro, os algoritmos propostos para o PCVJT-Flex foram 
testados em um conjunto de 135 instâncias geradas por Dumas et al. (1995). Os resultados 
mostraram que a estratégia de correção de rótulos PL é mais eficiente para algoritmos de 
programação dinâmica exata, enquanto a estratégia de correção de rótulos AA é superior para 
algoritmos de programação dinâmica heurística. No segundo, o algoritmo BAC acelerado 
(“BAC+DVs+FSR+LNS”) foi aplicado na resolução de 216 instâncias do PRVHJT-Flex e seu 
desempenho foi confrontado ao do solver de PIM Gurobi v.6.05. Assim como observado para o 
PRVHJT, o algoritmo “BAC+DVs+FSR+LNS” foi superior ao solver de PIM, encontrando 
melhores limitantes para 134 (62%) instâncias. Tanto para os experimentos envolvendo o PCVJT-
Flex quanto para aqueles envolvendo o PRVHJT-Flex, as janelas de tempo flexíveis promoveram 
reduções de custo significativas em relação às contrapartes destes problemas com janelas de tempo 
invioláveis. 
O enfoque agrupa-primeiro e roteia-segundo também é aplicado ao PRVHJT-Flex-
TVE, modelado como um PEIM de dois estágios com recurso. O primeiro estágio compreende as 
decisões determinísticas do PDG, enquanto o segundo estágio corresponde às decisões de recurso 
referentes ao roteamento dos veículos da frota. Os tempos de viagem estocásticos são aproximados 
por um conjunto finito de cenários, gerados por um algoritmo que os descreve por meio da 
distribuição de probabilidade Burr tipo XII (Burr, 1942), e uma matheurística de busca local 
granular é sugerida para a resolução do problema. A matheurística foi aplicada a um conjunto de 
216 instâncias do PRVHJT-Flex-TVE e seu desempenho foi comparado ao do solver de PIM 
Gurobi v.6.05. O algoritmo de busca local granular encontrou melhores soluções para 175 (81%) 
instâncias e consumiu um tempo computacional médio aproximadamente 48% menor. A instância 
“RC201.25A” foi utilizada para ilustrar o ganho de se considerarem tempos de viagem estocásticos 
249 
 
 
em detrimento à adoção de uma estratégia aproximada de valor esperado com tempos de viagem 
determinísticos. 
São descritas a seguir as principais propostas de pesquisas futuras decorrentes deste 
trabalho: 
• Utilização do esquema de decomposição de Benders, apresentado no Capítulo 2, e das 
técnicas de aceleração, sugeridas no Capítulo 3, para a resolução de outras variantes do 
PRV, para as quais predominam métodos exatos baseados em geração de colunas.  
Por exemplo, a aplicação destas proposições ao PRVJT é direta, pois trata-se de um 
caso particular do PRVHJT no qual o conjunto  se restringe a um único tipo de 
veículo. Mais do que isso, o corte de otimalidade (2.41) se aplica a qualquer variante 
do PRV para a qual o enfoque agrupa-primeiro e roteia-segundo gere subproblemas do 
tipo PCV ou PCVJT. Por fim, versões do PRVHJT com atributos adicionais podem 
resolvidas pelo algoritmo proposto mediante poucas adaptações. Listamos a seguir três 
destes atributos: (i) restrições de dependência de acessibilidade podem ser incorporadas 
pela fixação das variáveis 
kv
iy  em 0
kv
iy =  se o cliente \{0}i  não pode ser 
atendido pelo veículo ,
k
kv k  ; (ii) coletas e/ou entregas fracionadas podem 
ser tratadas pela modificação da estrutura do problema mestre; e (iii) backhauls podem 
ser considerados pela inclusão de restrições adicionais no problema mestre e nos 
subproblemas; 
• Melhoria dos algoritmos DLB e BAC, propostos para o PRVHJT e para o  
PRVHJT-Flex, através de programação paralela. Deste modo, os subproblemas 
independentes do tipo PCVJT ou PCVJT-Flex podem ser resolvidos simultaneamente 
em diferentes processadores, reduzindo o tempo de execução; 
• Incorporação das estratégias de correção de rótulos PL e AA, sugeridas no Capítulo 4, 
no projeto de algoritmos de programação dinâmica para outros problemas com 
restrições de janelas de tempo flexíveis. Por exemplo, caso a resolução do PRVJT-Flex 
por um método de geração de colunas resulte em subproblemas do tipo PCMERR com 
restrições de janelas de tempo flexíveis, algoritmos de programação dinâmica 
originalmente propostos para o PCMERR como aqueles desenvolvidos por Boland et 
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al. (2006) e Righini e Salani (2006, 2008) (veja a Seção 2.5.1), podem ser estendidos 
para este subproblema através da correção de rótulos PL ou da correção de rótulos AA; 
• Proposição de um método exato para o PRVHJT-Flex-TVE; 
• Aplicação do algoritmo de geração de cenários e da matheurística de busca local 
granular, propostos no Capítulo 6, a outras variantes do PRV-TVE, que apresenta uma 
literatura incipiente em relação à sua contraparte com tempos de viagem 
determinísticos.
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APÊNDICE B 
 
EXEMPLO DE APLICAÇÃO DA PROGRAMAÇÃO DINÂMICA 
DE LI (2009) 
Neste apêndice, um pequeno exemplo é apresentado com o intuito de ilustrar a 
aplicação da programação dinâmica de Li (2009). Considere o PCVJT ilustrado na Figura B.1, 
envolvendo 5 clientes (representados pelos nós de 1 a 5) e o depósito (nós 0 e 6). As janelas de 
tempo e os tempos de serviço em cada nó, bem como os tempos e custos de viagem são 
evidenciados na figura.  
 
 
Figura B.1 – Exemplo de PCVJT. 
 
Primeiramente, são calculados os valores de 10T = , 5bT =  e max 2t = . A partir daí, tem-
se que a extensão progressiva de um rótulo ( ), ,V s i  para um rótulo ( ), ,V s j   é permitida somente 
se / 2 5s T  = . A extensão regressiva de um rótulo ( ), ,V s i  para um rótulo ( ), ,V s j   é permitida 
somente se ( ) max' / 2 3s T t − = . Com base nessa limitação de recursos, a Tabela B.1 apresenta  
os resultados das extensões de rótulos progressiva e regressiva no exemplo.  
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Note que o rótulo regressivo Y é eliminado após ser dominado pelo rótulo regressivo V , pois 
Y Vs s , ( ) ( ), , , ,V V V Y Y Yc V s i c V s i=  e Y VU U . 
 
Tabela B.1 – Extensão de rótulos no exemplo apresentado. 
Rótulos progressivos Rótulos regressivos 
Rota parcial ( ), ,c V s i  s  Rótulo Predecessor Rota parcial ( ), ,c V s i  s  Rótulo Predecessor 
0 0 0 A  6 0 10 Z  
0-1 2 1 B A 6-4 2 8 Y* Z 
0-2 1 2 C A 6-5 1 8 X Z 
0-1-2 3 2 D B 6-4-5 3 7 W Y* 
0-2-1 2 3 E C 6-5-4 2 7 V X 
0-1-2-3 4 4 F D 6-5-4-3 3 5 U V 
0-2-1-3 3 5 G E 6-5-4-3-2 4 3 T U 
     6-5-4-3-1 4 3 S U 
* O rótulo Y é dominado pelo rótulo V e, portanto, eliminado. 
 
 
Após a extensão de rótulos, os rótulos progressivos ( ), ,p pV s i  e regressivos 
( ), ,r rV s i  para os quais 5 3R P= + −  são unidos e as condições factibilidade são testadas. Caso 
tais condições sejam atendidas, uma nova solução para o problema foi gerada. A Tabela B.2 
apresenta as rotas obtidas para o exemplo considerado, com solução ótima dada pela rota  
0 2 1 3 4 5 6− − − − − − . 
 
Tabela B.2 – União de rótulos no exemplo apresentado. 
Rótulos progressivos Rótulos regressivos União de rótulos 
Rota parcial Rótulo Rota parcial Rótulo Rota final 
Cada nó 
visitado 
apenas 1 
vez? 
?p rs s  Custo final 
0-1-2-3 F 6-5-4-3 U 0-1-2-3-4-5-6 Sim Sim 4 + 3 = 7 
0-2-1-3 G 6-5-4-3 U 0-2-1-3-4-5-6 Sim Sim 3 + 3 = 6* 
0-1-2 D 6-5-4-3-2 T 0-1-2-3-4-5-6 Sim Sim 3 + 4 = 7 
0-2-1 E 6-5-4-3-1 S 0-2-1-3-4-5-6 Sim Sim 2 + 4 = 6* 
*Solução ótima 
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APÊNDICE C 
 
ALGORITMO DE BRON E KERBOSCH (1973) 
O algoritmo de Bron-Kerbosch (Bron e Kerbosch, 1973) foi proposto para encontrar 
todas os cliques maximais de um grafo e consiste em uma árvore de busca enumerativa.  
O algoritmo baseia-se em três tipos de conjuntos: 
i) compsub : nós já definidos como parte de um clique; 
ii) not: nós que já foram utilizados em uma tentativa prévia de aumentar compsub ; 
iii) candidates : nós que ainda não foram utilizados. 
Em qualquer estágio st  deste algoritmo, uma ramificação da árvore de busca consiste 
em escolher um nó 
sti candidates  e adicioná-lo a stcompsub  para gerar 
( )  1 ststcompsub compsub i+ =   
e os novos conjuntos 
( ) ( )1 ststnot not adjacentes i+ =  
e 
( ) ( )1 ststcandidates candidates adjacentes i+ =  
nos quais ( )adjacentes i  denota o conjunto de nós adjacentes a i .  
Um passo de backtracking do algoritmo envolve a remoção do nó i  do conjunto 
( )1stcompsub +  para convertê-lo novamente em  stcompsub , e a transferência deste nó do conjunto 
stcandidates  para o conjunto stnot . 
O conjunto 
stcompsub  consiste em um clique maximal se e somente se: 
st stcandidates not= =  
Isso porque, se 
stcandidates = , há nós disponíveis para aumentar stcompsub . Adicionalmente, se 
stnot   , então o clique stcompsub  não é maximal, pois foi aumentado pela inclusão de um nó 
pertencente a stnot  em um estágio anterior do algoritmo. 
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Em um estágio st, se 
stnot  contém um nó j  conectado a todos os nós pertencentes a
stcandidates , podemos inferir que as ramificações subsequentes do algoritmo não removerão j  de 
stnot , já que a atualização deste conjunto é definida pela expressão 
( ) ( )1 ststnot not adjacentes i+ =  para qualquer sti candidates . Portanto, é possível parar de 
expandir a árvore de busca quando a seguinte condição for satisfeita:   
tal que ( )st st stj not adjacentes j candidates candidates   =       (C.1) 
Seja  o conjunto de nós de um grafo, com base nas definições apresentadas, é 
possível descrever o algoritmo de Bron-Kerbosch pela seguinte sequência de passos. 
 
Algoritmo de Bron-Kerbosch 
 
 (Passo 1) Inicialização 
Faça  
0candidates = , 0 0compsub not= = , 0st = . 
 (Passo 2) Ramificação 
Selecione um nó 
sti candidates  e proceda com a ramificação obtendo os conjuntos 
( )1stcompsub + , ( )1stnot +  e ( )1stcandidates + , e preservando stnot  e stcandidates  intactos.  
Faça 1st st= + ; 
(Passo 3) Teste 1 
Se a condição (C.1) é satisfeita, vá para o passo 5, caso contrário, vá para o passo 4. 
(Passo 4) Teste 2 
Se 
st stcandidates not= =  imprima o clique maximal ( )1stcompsub +  e vá para o  
passo 5. Se stcandidates =  mas stnot   , vá para o passo 5. Caso contrário, vá para o passo 2. 
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(Passo 5) Backtracking 
Faça 1st st= − . Remova i de ( )1stcompsub +  para gerar stcompsub . Recupere os 
conjuntos 
stcandidates  e stnot , remova i de stcandidates  e adicione a stnot . Se 0st =  e 
stcandidates = , pare (todos os cliques maximais foram encontrados). Caso contrário, vá para o 
passo 3. 
Um pequeno exemplo de aplicação do algoritmo de Bron-Kerbosch é apresentado a 
seguir com base no grafo da Figura C.1. 
 
Figura C.1 – Grafo ao qual aplica-se o algoritmo de Bron-Kerbosch. 
 
No passo 1, faz-se  0 1,2,3,4candidates = , 0 0compsub not= =  e 0st = .  
A aplicação do passo 2 (ramificação) gera os novos conjuntos  1 1compsub = ,
 1 2,3candidates =  e 1not = . A aplicação dos testes dos passos 3 e 4 faz com que o algoritmo 
retorne ao passo 2, no qual é realizada uma nova ramificação gerando os conjuntos 
 2 1,2compsub = ,   2 3candidates =  e 2not = .  
Na sequência, os testes dos passos 3 e 4 levam a uma nova aplicação do passo 2, 
gerando  3 1,2,3compsub = , 3candidates =  e 3not = . O clique armazenado em 
3compsub  é maximal, portanto, o algoritmo executa o passo 5 (backtracking) que resulta nos 
conjuntos  2 1,2compsub = , 2candidates =  e 2 {3}not = . Esta nova configuração dos 
conjuntos satisfaz a condição (C.1) e o algoritmo realiza um novo backtracking que resulta em  
 1 1compsub = , 1 {3}candidates =  e 1 {2}not = . 
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Novamente, a condição (C.1) é satisfeita e o algoritmo retorna ao passo 5 gerando 
0compsub = ,  0 2,3,4candidates =   e 0 {1}not = . A partir daí, são feitas ramificações a partir 
do nó 2. Em 1st = , tem-se 1 {2}compsub = ,   1 3,4candidates =  e 1 {1}not = . A ramificação 
seguinte leva aos conjuntos 2 {2,3}compsub = , 2candidates =  e 2 {1}not = . Como 2candidates =  
mas 2not  , o algoritmo realiza backtracking e gera 1 {2}compsub = ,  1 4candidates =  e 
1 {1,3}not = . A aplicação dos testes dos passos 3 e 4 faz com que o algoritmo retorne ao passo 2, 
que resulta em  2 2,4compsub = , 2candidates =  e 2not = . Um novo clique maximal foi 
encontrado, portanto, o algoritmo executa o passo 5 obtendo  1 2compsub = , 1candidates =  e 
1 {1,3,4}not = . 
Por meio de um novo backtracking tem-se 0compsub = ,  0 3,4candidates =   e 
0 {1,2}not =  e faltam as tentativas de ramificação a partir dos nós 3 e 4. Ao se escolher o nó 3,  
tem-se  1 {3}compsub = , 1candidates =  e 1 {1,2}not = . Esta configuração leva a um novo 
bracktracking que produz os conjuntos 0compsub = ,  0 4candidates =   e 0 {1,2,3}not = . Ao 
se adicionar o nó 4 ao conjunto compsub , tem-se 1 {4}compsub = , 1candidates =  e 
1 {2}not = . Como 1candidates =  mas 1not  , aplica-se backtracking. 
Ao término destes passos, obtêm-se os conjuntos 0compsub = , 0candidates =   e 
0 {1,2,3,4}not = . Como 0st =  e 0candidates = , o algoritmo é encerrado. Os dois cliques 
maximais contidos na Figura C.1 foram identificados, a saber, {1,2,3} e {2,4}. 
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APÊNDICE D 
 
PROGRAMAÇÃO DINÂMICA DE BALAS E SIMONETTI (2001) 
O PCVJT pode ser reformulado como um PCVRP para o qual um eficiente algoritmo 
de programação dinâmica foi proposto em Balas (1999) e implementado em Simonetti (1998) e 
Balas e Simonetti (2001). Considere o grafo completo ( ),G =  no qual o conjunto de nós 
 0,1,...,n= abrange o depósito 0 e o conjunto de clientes  1,...,n , enquanto o conjunto 
 ( , ) : , ,i j i j i j=    representa os arcos entre os nós. A cada arco ( , )i j  , associa-se um 
custo ijc  e um tempo de viagem ijt . Seja K  um número inteiro positivo e   uma ordenação 
inicial dos elementos de . O PCVRP definido em Balas (1999) consiste em encontrar uma 
permutação   de   tal que ( )0 1 =  e  
 ( ) ( )   ( ) ( )para todo , 1,..., tal quei j i j n i K j     +          (D.1) 
Uma permutação   é denominada factível se satisfaz (D.1). Neste tipo de permutação, 
cada cliente  1,...,i n  pode ser designado a um conjunto restrito de posições ( )i , 
dependendo de sua posição ( )i  na ordenação inicial  . A Proposição D.1, extraída de Balas 
(1999), define o conjunto de posições supracitado. 
PROPOSIÇÃO D.1. Para qualquer cliente  1,...,i n  de uma permutação factível  , tem-se
( ) ( ) ( )1 1i K i i K  − +   + −  . 
DEMONSTRAÇÃO. Suponha que o cliente i  seja designado a uma posição ( ) ( )i i K  − .  
Então, algum cliente h , para o qual ( ) ( )h i K  − , tem que ser designado a uma posição 
( ) ( )h i  , o que contradiz a condição (D.1). De maneira análoga, suponha que o cliente i  seja 
designado a uma posição ( ) ( )i i K  + . Então, algum cliente ,  para o qual ( ) ( )i K  + , 
tem que ser designado a uma posição ( ) ( )i  , contradizendo a condição (D.1).  
Portanto, qualquer permutação factível   satisfaz ( ) ( ) 1i i K  − +  e ( ) ( ) 1i i K  + − . 
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A Figura D.1 ilustra permutações factíveis e infactíveis obtidas a  
partir das ordenações iniciais ( )1 0,1,2,3,4,5,6,7,8,9 =  (Figura D.1.(a))   
e ( )2 0,5,6,7,8,9,2,3,1,4 =  (Figura D.1.(b)) para um PCVRP que satisfaz a condição (D.1) com 
9n =  e 4K = . Note que as posições de todos os clientes  1,...,9i  nas permutações factíveis 1  e 
3  respeitam o intervalo definido na Proposição D.1. 
 
 
Figura D.1 – Exemplos de problemas que satisfazem a condição (D.1). 
 
Balas (1999) demonstra que teste tipo de PCVRP pode ser solucionado em um tempo 
de ( )2 22KO K − . Além disso, o autor mostra que a condição (D.1) pode ser generalizada para 
casos especiais nos quais o valor K  é substituído por valores ( )k i  associados a cada nó ,i  
tornando-se 
 ( ) ( ) ( ) ( ) ( )para todo , tal quei j i j i k i j    +          (D.2) 
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A programação dinâmica de Balas (1999), Simonetti (1998) e Balas e Simonetti (2001) 
transforma o PCVJT em um PCVRP que satisfaz a condição (D.2) e, então, constrói um grafo 
( )* * *,G =  com uma estrutura especial ao qual aplica-se programação dinâmica. O conjunto 
de nós *  deste grafo apresenta-se disposto em 2n+  camadas, uma para cada posição de uma 
rota ( )1 2 1 2, ,..., ,n nR i i i i+ +=  do PCVRP, com 1 2 0ni i += = . A primeira e a última camada contêm um 
único nó que denota o depósito 0. Estes nós são considerados a origem o e o destino d da rede 
representada por *G . Por sua vez, *  denota o conjunto de arcos que interligam os nós de duas 
camadas subsequentes. A estrutura do grafo *G , detalhada a seguir, gera uma correspondência  
1–1 entre as rotas de G  que satisfazem a condição (D.2) e caminhos factíveis em  *G , de modo 
que as soluções ótimas do PCVRP definido em G  correspondem a caminhos mínimos em *G . 
Cada nó de uma camada *i G  representa uma família de permutações   e é 
expressado por ( ), , ,i j S S− + , cujos elementos denotam: 
i) j : posição ( )i  na ordenação inicial   do cliente que ocupa a posição i  nas  
permutações  , denotado por ( )1 i − , isto é, ( )( )1j i  −= ; 
ii) S − : conjunto de posições ( )h  dos clientes h  que ocupam uma posição maior ou igual 
a i  na ordenação inicial  , mas que são visitados em uma posição estritamente menor 
que i  nas permutações  , isto é, ( ) ( ) ( ) : , ,S h h h i h i  − =    ;  
iii) S + :  conjunto de posições ( )  dos clientes  que ocupam uma posição estritamente 
menor que i  na ordenação inicial  , mas que são visitados em uma posição maior ou 
igual a i  na permutação  , isto é, ( ) ( ) ( ) : , ,S i i  + =    . 
A Figura D.2 exemplifica alguns nós da camada 6i =  para um PCVRP que satisfaz a 
condição (D.1) com 9n =  e 4K = . Note que um único nó ( ), , ,i j S S− +  abrange diferentes 
permutações entre as posições 1 à i . 
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Figura D.2 – Exemplos de nós (i, j, S-, S+) de uma camada i Є G*. 
Balas (1999) mostra que, para toda permutação que respeita a condição (D.1), tem-se  
 2
KS S− +  = 
    (D.3) 
e, portanto, o conjunto composto pelos 1i −  clientes iniciais de uma rota (para qualquer valor  
de i ) pode ser representado por, no máximo, K  elementos. Esta é uma importante característica 
do PCVRP que permite que a programação dinâmica proposta supere a “maldição da 
dimensionalidade”. 
A implementação da programação dinâmica de Simonetti (1998) e Balas e Simonetti 
(2001) para o PCVJT pode ser dividida em três etapas, a saber, (i) transformação do PCVJT em 
um PCVRP, (ii) construção do grafo *G , e (iii) obtenção do caminho mínimo entre os nós o – d  
de *G . Como a maior parte do esforço computacional deste método concentra-se na etapa (ii), 
inicialmente, descreve-se este procedimento e, na sequência, são apresentadas as etapas (i) e (iii). 
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D.1 CONSTRUÇÃO DO GRAFO G* 
A construção do grafo ( )* * *,G =   requer a identificação dos nós que compõem 
*  e dos arcos pertencentes a * , com seus respectivos custos.  Balas e Simonetti (2001) 
observam que os nós 
*
i  de uma camada 
*i G  apresentam uma estrutura comum e, portanto, 
basta gerar e armazenar um único conjunto de nós 
*
i  e seus arcos associados e utilizá-lo para a 
construção de todas as 2n+  camadas do grafo *G . Este conjunto é denominado camada típica de 
*G  e será denotado por 
*
KW . 
Uma camada típica 
*
KW contém ( )
21 2KK −+  nós, expressados por ( ), , ,i j S S− + ,  
e as diretrizes para a sua obtenção foram extraídos de Balas (1999). O procedimento de construção 
de  
*
KW  baseia-se na identificação das triplas ( ), ,j S S− +  que respeitam a condição (D.1) para  
uma camada *i G , tal que 1 2K i n K+   − + . Nestas triplas, o valor de j tem que  
pertencer ao conjunto     max 1, 1 ,...,min 1, 1i K n i K− + + + − , os elementos de S −  ao conjunto 
 , 1,...{ min, }\1, 1 } {ni Ki i j++ + −  e os elementos de S +  ao conjunto   1, 2,...,{ max 1, 1 }i Ki i − − +−  
(veja a Proposição D.1).  
Para que tais triplas sejam identificadas, é necessária a construção de todos os conjuntos 
S −  e S +  cujas cardinalidades não excedam 
2
K 
 
. Posteriormente, todas as combinações viáveis de 
S −  e S + são armazenadas em uma lista S S+ − . Uma combinação de S −  e S +  é viável se: 
i) S S− += ; 
ii)    max : min : 1S h h S K− + −   − . 
Na sequência, cada elemento     max 1, 1 ,...,min 1, 1j i K n i K − + + + −  é 
confrontado com cada par viável ( ),S S− +  armazenado em S S+ − . Caso esta combinação gere 
uma tripla  ( ), ,j S S− +  que satisfaça a condição (D.1), a mesma constitui um nó  ( ), , ,i j S S− +  da 
camada típica 
*
KW . Para que uma combinação entre j e ( ),S S− +  seja viável, prescrevem-se as 
seguintes verificações: 
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i) Se j i , é necessário que S −  , S +   e j S + ;   
ii) Se j i , é necessário que j S −  e  min : 1j h h S K+−   − . 
Este procedimento gera os ( ) 21 2KK −+  nós que compõem a camada típica *KW .  
Simonetti (1998) sugere que estes nós sejam armazenados em ordem crescente de uma métrica 
denominada level. O level ( ), , ,LV i j S S− +  de um nó ( ), , ,i j S S− +  pode ser definido como o menor 
valor de K  para o qual 
*
KW  o contém. Simonetti (1998) demonstra que este valor pode ser 
calculado pela expressão 
( )       , , , 1 max ,max : min : , min :LV i j S S i j S h h S j h h S− + − + += + −  −  −    (D.4) 
Conforme será mostrado adiante, na Seção D.1.1, esta ordenação dos nós da camada 
típica é bastante útil para os casos em que a condição (D.1) é substituída pela condição (D.2).  
Além dos nós pertencentes a 
*
KW , é necessária a obtenção dos arcos que emergem de 
cada nó gerado. Para uma camada i , emergem arcos de cada nó ( ), , ,i j S S− +  para os nós 
compatíveis ( )1, , ,i S S− ++  da camada subsequente 1i + . Balas (1999) define as condições de 
compatibilidade para um par de nós na seguinte proposição: 
PROPOSIÇÃO D.2. Os nós ( ), , ,i j S S− +  e ( )1, , ,i S S− ++  de *G  são compatíveis se e somente se 
j   e, para cada uma das situações (i), (ii), (iii), (iv) ou (v), verificam-se as condições 
especificadas abaixo: 
i) Se ej i i S
+    :  
   \ e \S S i S S j− − + += =     
ii) Se ej i i S
+    :  
 ( )  e \S S S S j i− − + += =      
iii) Se j i= :  
eS S S S− − + += =     
  
316 
 
 
iv) Se e :j i i S
−     
 ( )  \ eS S i j S S− − + +=  =     
v) Se ej i i S
−    :  
   eS S j S S i− − + +=  =      
Estas condições permitem a obtenção dos arcos que emergem de cada nó de 
*
KW .  
Os tempos e os custos de viagem associados com cada arco ( ) ( )( ) *, , , , 1, , ,i j S S i S S− + − ++   
são definidos por 
( ) ( )1 1j
t
 − − 
 e 
( ) ( )1 1j
c
 − − 
, tal que ( )1 j −  e ( )1 − denotam os clientes que 
ocupam as posições j e  na ordenação inicial  . 
Assim, obtém-se toda a informação necessária para a construção de *G  e para a solução 
de um PCVRP que satisfaz a condição (D.1). As camadas 1i =  e 2i n= +  são compostas somente 
pelos nós ( )1,1, ,   e ( )2,1, ,n+   , respectivamente (qualquer rota factível é iniciada e 
finalizada no depósito), e as demais camadas serão geradas com base nos nós de 
*
KW .  
Balas (1999) demonstra que o número de arcos incidentes em cada nó 
( ) *, , ,i j S S− +   é menor ou igual a K  e, portanto, ( ) 21 2KK K −+  é um limitante superior do 
número de arcos entre duas camadas subsequentes. Como *G  possui 2n+  camadas, é possível 
afirmar que ( ) ( )* 21 2 1KK K n− + + , o que determina a complexidade ( )*O  do algoritmo de 
programação dinâmica. 
D.1.1 Construção de G* para problemas com a condição (D.2) 
A implementação do algoritmo para os casos em que se observa a condição (D.2),  
ou seja, quando valores ( )k  específicos são atribuídos a cada nó  , é discutida em  
Simonetti (1998) e Balas e Simonetti (2001). Para este fim, os autores apresentam uma estratégia 
na qual a camada típica é gerada e armazenada para um limitante superior dos valores de ( )k , 
denotado por K , viabilizando a construção das camadas típicas associadas aos valores ( )k K . 
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Neste contexto, para que se obtenha o grafo *G  de um PCVRP que satisfaz a condição 
(D.2), é necessária a construção dos grafos auxiliares 
**
K
G  e **G . 
**
K
G  consiste em uma estrutura 
cuja primeira e a última camada são dadas por ( )1,1, ,   e ( )2,1, ,n+   , respectivamente, e cujas 
demais camadas são cópias idênticas de 
*
K
W  (a camada típica para K K= ). Por outro lado, **G  
é uma estrutura que elimina parte dos nós e arcos de 
**
K
G  que não compõem caminhos o d−  
factíveis em *G . Notamos que **G  ainda pode apresentar caminhos não pertencentes a *G , 
posteriormente eliminados pela aplicação de um teste específico. 
Pela definição dos grafos 
**
K
G , **G  e *G , evidencia-se que 
* ** **
K
G G G  .  
O grafo 
**
K
G  é obtido a partir da camada típica 
*
K
W  para K K= . Esta camada pode ser gerada por 
uma rotina independente, armazenada em um arquivo e utilizada como um dado de entrada do 
algoritmo de programação dinâmica. A partir de 
**
K
G  são obtidos os grafos **G  e *G , conforme 
descrito a seguir. 
As diretrizes para obtenção da estrutura auxiliar **G  a partir de 
**
K
G  são apresentadas 
em Simonetti (1998).  O autor utiliza o conceito de level ( ), , ,LV i j S S− +  que, conforme descrito 
na Seção D.1, consiste no menor valor de K  necessário para que o nó ( ), , ,i j S S− +  integre a 
camada típica 
*
KW . Além disso, são introduzidas métricas adicionais de profundidade de uma 
camada de **G e de alcance de um cliente. 
O alcance ( ) ,AL   é o conjunto de camadas afetadas pelo valor ( )k . 
Formalmente, é definido pela expressão 
 ( ) ( ) ( ) ( ) ( ) , 1,..., 1AL k  = + + −   (D.5) 
A profundidade ( )PR i  de uma camada **i G  consiste no maior level de um nó 
( ), , ,i j S S− +  pertencente à mesma, seu valor pode ser calculado pela expressão 
 ( ) ( ) ( ) max :PR i k i AL=    (D.6) 
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O grafo **G é obtido pela exclusão de todos os nós de 
**
K
G  cujos valores 
( ), , ,LV i j S S− +  sejam estritamente maiores que a profundidade ( )PR i  de sua respectiva  
camada i , isto é, ( ), , , ( )LV i j S S PR i− +  . Como cada camada KW  de 
**
K
G  é gerada com os nós 
arranjados na ordem crescente de seus valores level, a obtenção de **G  a partir de 
**
K
G  é facilitada. 
Uma vez que **G  pode conter caminhos o d−  não pertencentes a *G , Simonetti 
(1998) e Balas e Simonetti (2001) apresentam um teste para identificá-los e eliminá-los. Com este 
intuito, define-se uma métrica associada a cada nó do grafo **G  denominada k threshold−  e 
denotada por _k thresh . Para cada nó, o valor ( )_ , , ,k thresh i j S S− +  expressa o menor  
valor de ( )( )1k j −  compatível com a condição ( ) *, , , .i j S S G− +  Portanto, 
( )( ) ( )1 _ , , ,k j k thresh i j S S − − +  implica em ( ) *, , ,i j S S G− +  . O valor ( )_ , , ,k thresh i j S S− +  
pode ser obtido pela expressão 
 ( )   _ , , , 1 max 0,max :k thresh i j S S h h S j− + −= +  −   (D.7) 
Com base nesta métrica, Simonetti (1998) e Balas e Simonetti (2001) demonstram a 
validade da seguinte proposição, que oferece o teste para eliminação dos caminhos o d−
pertencentes a **G  mas não a *G : 
PROPOSIÇÃO D.3. Cada caminho em **G  correspondente a um caminho infactível em *G  
contém pelo menos um nó ( ), , ,i j S S− + , tal que ( ) ( )( )1_ , , ,k thresh i j S S k j− + − . 
Deste modo, uma vez que a camada típica 
*
K
W  foi construída para um determinado 
valor de K , qualquer instância de um PCVRP que satisfaça a condição (D.2) com ( ) , ,k K   
pode ser solucionada à otimalidade pela construção de **G  e pela obtenção de um caminho 
mínimo no subgrafo *G  de **G . A obtenção do caminho mínimo em *G  não aumenta a 
complexidade do PCVRP, que é linear em função do número de arcos em **G  dado por 
( ) ( )( )
( )
2
2**
2
1 1
n
PR i
i
PR i PR i
+
−
=
= − +  (Simonetti, 1998). 
A Figura D.3, adaptada de Simonetti (1998), exemplifica os grafos **
K
G , **G  e *G  para 
um PCVRP que satisfaz a condição (D.2) com 9n = , ( )0,1,2,3,4,5,6,7,8,9 = , ( )2 4k =  e 
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( ) 3 para todo 2k =   . O grafo **
4K
G
=
 abrange todos os nós ilustrados na figura, enquanto o grafo 
**G  inclui apenas os nós posicionados acima da linha contínua. Por sua vez, *G  compreende os 
nós preenchidos na cor cinza. 
 
   
Figura D.3 – Exemplificando os grafos G?̅?**, G** , G*. 
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Observe no grafo 
**
4K
G
=
 que, com exceção das camadas 1i =  e 11i =  constituídas 
unicamente pelos nós ( )1,1, ,   e ( )11,1, ,  , têm-se camadas típicas *
4K
W
=
 com 
( ) ( )2 4 21 2 4 1 2 20KK − −+ = + =  nós para 2 10i  . Os conjuntos de nós ( ), , ,i j S S− +  de cada camada 
são denotados pelos números de 1 a 20 e encontram-se ordenados pelos respectivos valores de 
level. Por exemplo, os nós representados pelo número 1 correspondem a ( ), , ,i i   , o único nó de 
uma camada i cujo level tem valor 1. Além de ( ), , ,i i   , nota-se que a camada típica  *
4K
W
=
  
é  composta por 2 nós com 2level =  (nós 2 – 3), 5 nós com 5level =  (nós 4 – 8) e 12 nós com 
4level =  (nós 9 – 20). 
O grafo **G  é definido pelas métricas de alcance e profundidade. A aplicação da 
expressão (D.5)  permite a obtenção dos seguintes conjuntos de alcance para os clientes do PCVRP: 
( )  1 2,3,4AL = , ( )  2 3,4,5,6AL = , ( )  3 4,5,6AL = , ( )  4 5,6,7AL = , ( )  5 6,7,8AL = , ( )  6 7,8,9AL = , 
( )  7 8,9,10AL = , ( )  8 9,10AL =  e ( )  9 10AL = . Por sua vez, a aplicação de (D.6) leva aos seguintes 
valores de profundidade para cada camada i  no intervalo 2 10i  :  ( )2 3PR = , ( )3 4PR = ,  
( )4 4PR = , ( )5 4PR = , ( )6 4PR = , ( )7 3PR = , ( )8 3PR = , ( )9 3PR =  e ( )10 3PR = . Estes 
valores limitam o level dos nós que constituem as camadas i  de 
**G , viabilizando a construção 
deste grafo. Um exemplo mais detalhado da construção de **G  é apresentado na Seção D.5. 
Em uma última etapa, é necessário que se eliminem os caminhos o d−  de **G  não 
pertencentes a *G . Para este fim, utiliza-se a métrica k threshold− , conforme teste prescrito na 
Proposição D.3. A Figura D.3 ilustra a lacuna existente entre os grafos **G e *G . 
D.1.2 Implementação das rotinas para a obtenção de G*  
Computacionalmente, a obtenção de *G  divide-se em duas etapas, a saber, uma rotina 
que gera a camada típica 
*
K
W  e uma rotina de construção do grafo **G , que contém o subgrafo 
*G . A Figura D.4 e a Figura D.5 ilustram estas rotinas. 
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Figura D.4 – Rotina gera camada típica. 
Gera camada típica (     )
1 //atribuição de valor númérico à variável "i" dos nós                  que compõem a camada típica 
2
3
4
5
6
7
8 Para cada                  faça 
9 Para cada                             faça 
10 Se          faça 
11 Se            e                           faça 
12
13
14
15 Fim Se
16 Senão
17 Se            e                                       faça 
18
19
20
21 Fim Se
22 Fim Se
23 Fim Para
24 Fim Para
25 Ordene os nós de         em ordem crescente do atributo level
26 Gere uma camada         de nós sucessores aos armazenados em
27 Para cada nó                            faça
28 Para cada nó                                 faça
29 Se verificam-se as condições de compatibilidade da PROPOSIÇÃO D.2 então
30 //lista de sucessores de
31 Fim Se
32 Fim Para
33 Fim Para
34 Exporte a camada típica       com os nós                                                          para um arquivo
K
1i K + ( ), , ,i j S S− +
 , 1,._ .., 1c n i ia d S i K−  + −+
 1, 2,.._ . 1,i icand S i K+  − − +−
 _ 1,..., 1cand j i K i K − + + −
    combinações dos elementos de _ cujas cardinalidades não excedam 2KS cand S− −                  
    combinações dos elementos de _ cujas cardinalidades não excedam 2KS cand S+ +                  
    combinações de e tal que e max : min : 1S S S S S S S h h S K− + − + − + − +  =  −   −          
_j cand j
j i
( ),S S S S− + − + 
( ) ( ), ,S S− +   j S +
( ) * * nó , , , , , _K KW W i j S S LV k thresh− + +   
( )       , , , 1 max ,max : min : , min :LV i j S S i j S h h S j h h S− + − + += + −  −  − 
( )   _ , , , 1 max 0,max :k thresh i j S S h h S j− + −= +  −
( ) * * nó , , , , , _K KW W i j S S LV k thresh− + +   
*
K
W
( )       , , , 1 max ,max : min : , min :LV i j S S i j S h h S j h h S− + − + += + −  −  − 
( )   _ , , , 1 max 0,max :k thresh i j S S h h S j− + −= +  −
 min : 1j h h S K+−   −j S −
*
K
W
( ) *, , , Ki j S S W
− + 
( )1, , , suci S S W− ++  
( ) ( ) ( ) , , , , , , posição de 1, , , em sucoutgoing i j S S outgoing i j S S i S S W− + − + − + + +   ( ), , ,i j S S− +
*
K
W ( ) , , , , , _ ,i j S S LV k thresh outgoing− +
*
K
W
sucW
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Figura D.5 – Rotina gera G**. 
 
Na Figura D.4, encontra-se descrita a rotina de geração de 
*
K
W  para um valor 
específico de K . Inicialmente, atribui-se o valor numérico 1K +  a i para facilitar a construção dos 
nós ( ), , ,i j S S− +  (linha 1). Na sequência, são criados os conjuntos _cand j , _cand S −   
e _cand S
+
, que armazenam os possíveis valores da variável j e dos elementos : S− e 
:h h S+ , respectivamente (linhas 2–4). Os candidatos a conjuntos S −  e S +  são gerados nas linhas 
5 e 6 e, na sequência, constitui-se a lista S S− + , que contém as combinações viáveis de ambos 
(linha 7). O laço representado entre as linhas 8 e 24 abrange o processo de geração das triplas 
viáveis ( ), ,j S S− +  que compõem os nós ( ), , ,i j S S− +  de *KW . Note que, no momento em que um 
nó é obtido, seus respectivos valores de level (linhas 12 e 18) e de _k thresh  (linhas 13 e 19) são 
calculados e armazenados. Então, os ( ) 21 2KK −+  nós gerados são dispostos em ordem crescente 
do valor level e, na etapa final do procedimento, obtêm-se suas listas de nós sucessores  
(linhas 26–33).  
Para a obtenção dos sucessores, gera-se sucW , que correspondente à  
camada sucessora de 
*
K
W  (linha 26). Para cada nó ( ) *, , , Ki j S S W
− +  ,  
sucW  contém um nó ( )1, , ,i S S− ++  tal que 1j= + , 1 para todo e  ,h h h S h S− −= +        
e 1 para todo eg g g S g S
+ += +       . Na sequência, avaliam-se as condições de compatibilidade da 
Gera 
1 A partir da ordenação inicial     e dos valores de                  , calcule os valores de 
2 A partir dos valores de                  , calcule a profundidade                                           de cada camada 
3 Para o valor de     especificado, importe a camada típica       do arquivo previamente gerado
4
5 Enquanto               faça
6 Construa a camada             a partir dos                          primeiros nós de                              
7 Identifique os nós inativos para a camada g
8
9 Fim Enquanto
**G

*
K
W
( ),AL ( ),k 
( ),AL  ( ) ( ) ( ) max :PR g k g AL= 
K
**g G
2g n +
1g g +
**deg G 
*
K
W( )( )
( ) 2
1
PR g
PR g
−
+
1g 
( )*, KK W  
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Proposição D.2 para cada par ( ) ( )( ), , , , 1, , ,i j S S i S S− + − ++ , gerando as listas de nós sucessores 
( ), , ,outgoing i j S S− +  para cada nó ( ), , ,i j S S− +  (linha 30). O algoritmo é encerrado ao exportar a 
camada típica 
*
K
W  para um arquivo (linha 34). 
A Figura D.5 descreve a rotina de obtenção do grafo **G , que tem como entradas  
o valor do limitante superior K  e o arquivo que contém sua respectiva camada típica 
*
K
W . 
Inicialmente, são calculados os valores de alcance ( )AL  para   (linha 1) e de profundidade 
( )PR g  para cada camada g que irá constituir **G (linha 2). Então, a camada típica *
K
W  
armazenada no arquivo é importada (linha 3) e inicia-se o laço principal de construção do grafo  
(linhas 5 – 9).  
A cada iteração do laço 5 – 9, uma camada 
**g G  é gerada a partir dos nós 
( )1, , ,K j S S− ++  armazenados em *KW . Como estes nós encontram-se dispostos em ordem 
crescente de level, a camada g apresenta apenas os primeiros ( )( )
( ) 2
1
PR g
PR g
−
+ nós de 
*
K
W  , 
cujos valores de level não excedem a profundidade ( )PR g  (linha 6). Cada tripla ( )ˆ ˆˆ, ,j S S− +  , 
que constitui um nó ( )ˆ ˆˆ, , ,g j S S− +  da camada g, é obtida a partir de um nó ( )1, , ,K j S S− ++   
armazenado em 
*
K
W  da seguinte forma: 
i) ( )( )ˆ 1j g j K= + − + ;   
ii) ( )( )ˆ 1g K= + − +  para todo ˆ Sˆ −  e S − ; 
iii) ( )( )ˆ 1h g h K= + − − para todo ˆ ˆh S +  e h S+ . 
Se, para algum nó ( )ˆ ˆˆ, , ,g j S S− + , algum dos valores jˆ , ˆ  ou hˆ  gerados é menor que 
1 ou maior que 1n+ , o nó recebe um flag de inativo e é desconsiderado pelo algoritmo de 
programação dinâmica (linha 7). Isso porque a ordenação inicial   abrange somente as posições 
de 1  a 1n+ . 
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Os arcos que conectam um nó ( )ˆ ˆˆ, , ,g j S S− +  da camada g a seus sucessores na camada 
1g +  são obtidos a partir da lista de sucessores ( )1, , ,outgoing K j S S− ++  do nó típico 
( )1, , ,K j S S− ++  que o originou. Neste procedimento, são considerados somente os elementos de 
( )1, , ,outgoing K j S S− ++  cujos valores de level sejam menores ou iguais à profundidade 
( )1PR g +  da camada g+1 Caso algum nó ( )ˆ ˆˆ, , ,g j S S− +  não apresente sucessores válidos,  
este também recebe o flag de inativo. Conforme descrito na Seção D.1, os tempos e custos de 
viagem associados com cada arco ( ) ( )( )ˆ ˆˆ, , , , 1, , ,g j S S g S S− + − ++  são dados por 
 
( ) ( )1 1jˆ
t
 − − 
 e 
( ) ( )1 1jˆ
c
 − − 
, respectivamente. 
D.2 TRANSFORMAÇÃO PCVJT–PCVRP 
Os passos para a transformação do PCVJT em um PCVRP que satisfaz a condição 
(D.2) são descritos em Simonetti (1998) e em Balas e Simonetti (2001). Dada uma ordenação inicial 
  dos nós de um PCVJT, em qualquer solução factível deste problema, é necessário que cada 
cliente  1,...,i n  preceda os clientes  1,..., , ,j n j i   para os quais verifica-se a 
desigualdade j j ji ie W t l+ +  . Seja 0j  o menor índice a partir do qual esta desigualdade é 
satisfeita para todo j tal que ( ) 0j j  , o valor ( )k i  pode ser obtido pela seguinte expressão 
 ( ) ( )0k i j i= −   (D.8) 
A aplicação do procedimento acima descrito permite a obtenção de um PCVRP que 
satisfaz a condição (D.2), cujo domínio contém todas as soluções factíveis do PCVJT.  
Este domínio é, em geral, mais amplo que o do PCVJT e, portanto, pode incluir soluções 
infactíveis. Esta contrapartida é solucionada pela inclusão de testes de factibilidade no algoritmo 
de programação dinâmica aplicado ao subgrafo de  , que eliminam as soluções infactíveis. 
Qualquer ordenação inicial   pode ser utilizada para a aplicação do procedimento de 
transformação PCVJT–PCVRP, no entanto, os valores de  obtidos são sensíveis à ordenação 
*G **G
( )k i
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adotada. Portanto, a adoção de um critério razoável para este fim é fundamental para um bom 
desempenho do algoritmo de programação dinâmica. 
Simonetti (1998) e Balas e Simonetti (2001) propõem que os clientes  1,...,i n  
sejam ordenados pelos valores crescentes dos pontos médios ( ) 2i ie l+  de suas janelas de tempo 
 ,i ie l  e mostram, por meio de resultados computacionais, que este critério leva a resultados de alta 
qualidade.  A Figura D.6 ilustra os valores de ( )k i  obtidos a partir deste critério para um PCVJT 
com 6n =  (assumem-se tempos de viagem 0ji ijt t= =  e tempos de serviço 0jW = ).  
Quando não é possível obter um valor de 0j  que satisfaz j j ji ie W t l+ +   para todo j tal que
, assume-se que 0 2 8j n= + = . 
 
Figura D.6 – Transformação do PCVJT em um PCVRP que satisfaz a condição (D.2). 
 
Os autores argumentam que a aplicação de uma busca local pode reduzir o maior valor 
de ( )k i  obtido. Neste sentido, sugerem-se procedimentos que avaliam a troca das posições ( )i  
e ( )j  entre pares de clientes ( )  , 1,..., ,i j n i j  . A Figura D.7 mostra que, para o problema 
ilustrado na Figura D.6, a troca das posições dos clientes 2 e 3 permitiu a redução do maior valor 
( )k i  anteriormente encontrado de ( )2 4k =  para ( )2 3k = . 
( ) 0j j 
i
1 0 [ ] n/a* 1
2 1 [ ] 5 3
3 2 [   ] 7 4
4 3 [  . ] 5 1
5 4 [ . ] 8 3
6 5 [ ] 8 2
7 6 [ ] 8 1
*n/a: não se aplica
JANELA DE TEMPO
depósito
.
.
.
.
( )i ( )k i0j
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Figura D.7 – Redução dos valores de k(i) pela aplicação de busca local. 
 
O uso desta busca local é útil para a resolução de instâncias do PCVJT que demandam 
altos valores de ( )k i  e que, portanto, podem se tornar computacionalmente proibitivas.  
Nestes casos, todos os valores de ( )k i  maiores que o limitante superior K  (descrito na Seção D.1) 
são truncados para ( )k i K=  e a programação dinâmica torna-se um método heurístico. Por meio 
da busca local, pode-se evitar a ocorrência deste tipo de situação para algumas instâncias. Um 
exemplo numérico do procedimento de transformação PCVJT–PCVRP é apresentado na Seção 
D.5. 
D.3 OBTENÇÃO DO CAMINHO MÍNIMO 
Após as etapas de transformação do PCVJT em um PCVRP que satisfaz a condição 
(D.2) e de construção do grafo **G , aplica-se um algoritmo de programação dinâmica para a 
obtenção de um caminho mínimo entre os nós o – d do subgrafo *G  de . O algoritmo soluciona 
um PCMRR neste subgrafo e é baseado nos seguintes procedimentos: extensão de rótulos, critérios 
de dominância e limitação do número de rótulos por nó. Tais procedimentos são descritos em 
detalhes a seguir. 
i
1 0 [ ] n/a* 1
2 1 [ ] 5 3
3 3 [  . ] 5 2
4 2 [   ] 7 3
5 4 [ . ] 8 3
6 5 [ ] 8 2
7 6 [ ] 8 1
*n/a: não se aplica
JANELA DE TEMPO
depósito
.
.
.
.
( )i ( )k i0j
**G
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D.3.1 Extensão progressiva de rótulos 
O algoritmo de programação dinâmica aplicado ao PCMRR é monodirecional e 
apresenta apenas extensões progressivas. Cada rótulo é denotado por ( )s  com custo  
( )c s , tal que s  é o tempo mais cedo de início do serviço no cliente ( )1 j −  associado a um nó 
( ) **, , ,i j S S G− +  . A extensão progressiva é iniciada com um rótulo ( )0  definido para o nó 
origem o = ( )1,1, ,   com custo ( )0 0c = . Então, os rótulos de cada nó ( ), , ,i j S S− +  da camada i  
são estendidos para os nós ativos e compatíveis ( )1, , ,i S S− ++  da camada subsequente 1i + .  
Este procedimento estende o rótulo ( )s  para um rótulo ( )s , tal que 
( ) ( ) ( ) ( )
1 11 1
max ,
j j
s s W t e
  
− −− −
 
= + + 
  
  e ( ) ( )
( ) ( )1 1j
c s c s c
 − −
= +
 
.  
A extensão é considerada factível se: 
i) s está dentro dos limites estabelecidos pela janela de tempo do cliente ( )1 −  
( ) ( )1 1
e s l
 − −
 
  
   
; 
ii) ( ) ( )( )1_ 1, , ,k thresh i S S k − + −+  , conforme teste da Proposição D.3. 
A estrutura do grafo **G  garante que os caminhos o – d gerados serão elementares e 
factíveis para o PCVJT se as condições (i) e (ii) acima descritas forem satisfeitas.   
D.3.2 Critérios de dominância de rótulos 
Sejam ( )s  e ( )s  rótulos progressivos associados ao mesmo nó ( ), , ,i j S S− + , o 
primeiro rótulo domina o segundo se 
 ( ) ( )s s   (D.9) 
 ( ) ( )c s c s   (D.10) 
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e pelo menos uma das desigualdades (D.9) e (D.10) é estrita. No algoritmo de 
programação dinâmica progressiva, todo rótulo dominado é descartado. 
D.3.3 Limitação do número de rótulos por nó 
Simonetti (1998) e Balas e Simonetti (2001) notam que, embora os grafos **G  e *G  
tenham uma estrutura especial e as verificações de dominância (D.9) e (D.10) reduzam o número 
de rótulos gerados, o caráter multiobjetivo do PCMRR pode aumentar a complexidade do algoritmo 
de programação dinâmica (veja a Seção 2.5.1).  
A fim de evitar tempos computacionais muito elevados, os autores introduzem um 
parâmetro q que estabelece o número máximo de rótulos associados a um mesmo nó. Portanto, 
para cada nó ( ), , ,i j S S− + , são armazenados somente os q rótulos não dominados de menor custo 
( )c s  e, assim, a complexidade da programação dinâmica mantém-se polinomial em função de q e 
** , que denota a cardinalidade do conjunto de arcos de **G . Mais especificamente, tem-se uma 
complexidade de ( )**O q . Sempre que a limitação do número de rótulos por nó é acionada para 
eliminar rótulos não dominados, a programação dinâmica torna-se um método heurístico. 
D.3.4 Implementação da programação dinâmica progressiva 
O algoritmo de programação dinâmica progressiva é descrito na Figura D.8. Uma lista 
de rótulos ( ), , ,L i j S S− +  é criada para cada nó ( ), , ,i j S S− +  de **G  (linha 1) e, inicialmente, a 
lista do nó origem ( )1,1, ,L    recebe o rótulo ( )0  com custo ( )0 0c =  (linha 2). O laço contido 
entre linhas 3 e 17 consiste no mecanismo de extensão de rótulos, no qual as camadas i  de **G  
são sucessivamente percorridas. Avaliam-se as extensões dos rótulos rot, contidos na lista 
( ), , ,L i j S S− +  de cada nó ( ), , ,i j S S− + , para os nós compatíveis e ativos ( )1, , ,i S S− ++  das 
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camadas subsequentes 1i + , conforme descrito na Seção D.3.1. Em seu último passo, o algoritmo 
retorna a rota correspondente ao rótulo de menor custo obtido para o nó destino ( )2,1, ,n+   . 
 
 
Figura D.8 – Algoritmo de programação dinâmica progressiva. 
 
Na linha 11 do algoritmo ilustrado na Figura D.8, aplica-se a sub-rotina de verificação 
de dominância para um rótulo ( )s  gerado pela extensão progressiva. Conforme mostra a  
Figura D.9, esta sub-rotina unifica o teste de dominância (descrito na Seção D.3.2) e a limitação 
do número de rótulos por nó (descrita na Seção D.3.3). A inserção do rótulo ( )s  em 
( )1, , ,L i S S− ++  somente é avaliada se  ( )1, , ,L i S S q− ++   ou se este rótulo pode substituir o 
Programação dinâmica progressiva (         )
1 Crie uma lista encadeada                      para armazenar os rótulos rot  de cada nó                      do grafo
2  //rótulo inicial do algoritmo
3 i  ← 1  //contador de camadas
4 Enquanto  i  < n +2  faça
5 Para cada nó                      faça
6 Para cada rótulo rot= (s ) associado ao nó                      faça
7 Para cada nó ativo                       da camada i  + 1 compatível com o nó                   de rot faça
8
9
10 Se                                    e                                                           então
11 Sub-rotina de verificação de dominância 
12 Fim Se
13 Fim Para
14 Fim Para
15 Fim Para
16 i  ← i  + 1
17 Fim Enquanto
18 Retorne a rota correspondente ao rótulo       de menor custo         obtido para o nó
( ), , ,i j S S− +
( )1, , ,i S S− ++
( ) ( ) ( ) ( )
1 11 1
max ,
j j
s s W t e
  
− −− −
 
= + + 
  
 
( ) ( )
( ) ( )1 1j
c s c s c
 − −
= +
 
( ) ( )1 1
e s l
 − −
 
  
( ) ( )( )1_ 1, , ,k thresh i S S k − + −+ 
( ), , ,i j S S− +
( ), , ,i j S S− +
( ) ( )( )1, , , ,rot s L i S S q− += +    ,
( )2,1, ,n+  
( ), , ,i j S S− + **G
( ) ( ) 1,1, , 0L s   = 
( )s ( )c s
( ), , ,L i j S S− +
**,G q
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rótulo ( )*s  de maior custo ( )*c s  armazenado em ( )1, , ,L i S S− ++  (linha 1). A verificação de 
dominância encontra-se descrita entre as linhas 2 e 18. 
 
Figura D.9 – Sub-rotina de verificação de dominância. 
D.4 UNIFICANDO AS ROTINAS DO ALGORITMO 
As rotinas da programação dinâmica de Balas e Simonetti (2001) são unificadas no 
algoritmo ilustrado na Figura D.10. Inicialmente, a instância do PCVJT é transformada em uma 
instância do PCVRP que satisfaz a condição (D.2), conforme descrito na Seção D.2 (linhas 1 – 3). 
Na sequência, atribui-se o valor de K  (linha 4) e, caso algum valor de ( )k i  seja maior que este 
Sub-rotina de verificação de dominância 
1 Se                                  ou                                                                                                   então
2 Para cada rótulo rot*= (s* ) armazenado em                         faça
3 Se                  e                     então
4 Se                  ou                     então
5 O rótulo rot* é dominado por        e excluído de 
6 Fim Se
7 Fim Se
8 Se                  e                     então
9 Se                 ou                     então
10 O rótulo        é dominado por rot* e, portanto, pode ser desconsiderado
11 Interrompa a sub-rotina de verificação de dominância
12 Fim Se
13 Fim Se
14 Fim Para
15 Se                                  então                                                                                                 
16 Exclua o rótulo (s *) com o maior custo c (s *) contido em 
17 Fim Se
18 Insira  rot  em
19 Fim Se
( ) ( )*s s ( ) ( )*c s c s
( ) ( )*s s ( ) ( )*c s c s
( )( )1, , ,L i S S q− ++ 
( ) ( )( )1, , , ,rot s L i S S q− += +    ,
( )1, , ,L i S S− ++
( ) ( ) ( ) ( ) ( ) ( )1, , , e max * : * 1, , ,L i S S q c s c s s L i S S− + − ++ =   +  
( )1, , ,L i S S− ++
( )1, , ,L i S S− ++
rot
( ) ( )*s s ( ) ( )*c s c s
( ) ( )*s s ( ) ( )*c s c s
( )1, , ,L i S S q− ++ =
r t
( )1, , ,L i S S− ++
rot
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limitante superior, o mesmo é truncado para ( )k i K=  (linha 5). Nas linhas 6 e 7, as rotinas “Gera 
camada típica” e “Gera **G ”, descritas na Seção D.1.2, são acionadas e, por fim, aplica-se o 
algoritmo de programação dinâmica descrito na Seção D.3.4 (linha 8). 
 
Figura D.10 – Algoritmo de Balas e Simonetti (2001). 
 
A rotina “Gera camada típica” (Figura D.10 –linha 6) é computacionalmente custosa, 
pois consome tempo e memória que aumentam exponencialmente em função do valor K  adotado 
(Simonetti, 1998). Portanto, sugere-se que a mesma seja executada uma única vez para um valor 
de K  computacionalmente viável e que consista em um limitante superior razoável para os valores 
de ( )k i  de todas as instâncias do PCVJT que serão solucionadas. Assim, toda vez que o algoritmo 
de programação dinâmica for aplicado, omite-se o passo 6 da Figura D.10 e utiliza-se o arquivo 
previamente gerado com a camada típica 
*
K
W . 
  
Algoritmo de Balas e Simonetti (2001) 
// (i) Transformação PCVJT–PCVRP
1 Gere uma ordenação inicial       utilizando valores crescentes de               ,  
2 Calcule os valores de        para cada cliente 
3 Aplique busca local para reduzir
// (ii) Construção de G
**
4 Atribua um valor a 
5 Se houver valores         maiores que     , trunque-os 
6 Gera camada típica (     )
7 Gera G
** 
// (iii) Obtenção do caminho mínimo no subgrafo G
*
de G
**
8 Programação dinâmica progressiva (           )
 1,...,i n
 ( ) 2i ie l+  1,...,i n
( )   max : 1,...,k i i n
K
K
( )*, KK W  
**,G q
( )k i K
( )k i
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D.5 EXEMPLO 
Nesta seção, um pequeno exemplo é apresentado com o intuito de ilustrar a aplicação 
da programação dinâmica de Balas e Simonetti (2001). Para este fim, uma instância do PCVJT foi 
gerada pela extração de um subconjunto de clientes da instância R102.100, originalmente proposta 
por Solomon (1987) para o PRVJT. O conjunto de nós  desta instância é composto pelo 
depósito, denotado por 0, e pelo conjunto de clientes {21, 40, 60, 89, 95, 97}. As coordenadas 
geográficas ( ),i ix y , as janelas de tempo  ,i ie l  e os tempos de serviço iW  de cada nó são 
apresentados na Tabela D.1. 
Tabela D.1 – Instância gerada para o PCVJT. 
Nó  ( ),i ix y   ,i ie l  iW  
0 (depósito) (35, 35) [0, 230] 0 
21 (1º cliente) (45, 20) [0, 201] 10 
40 (2º cliente) (40, 25) [85, 95] 10 
60 (3º cliente) (17, 34) [162, 172] 10 
89 (4º cliente) (26, 35) [176, 186] 10 
95 (5º cliente) (25, 24) [0, 205] 10 
97 (6º cliente) (25, 21) [133, 143] 10 
 
Os custos ijc  e os tempos de viagem ijt  entre os pares de nós ( , ) ,i j i j    
correspondem ao piso das distâncias euclidianas entre suas coordenadas ( ),x y ,  
mais especificamente, ( ) ( )
2 2
ij ij i j i jc t x x y y
 
= = − + −  
  . A Tabela D.2 contém os valores de 
ijc  e ijt  para a instância gerada. 
Tabela D.2 – Custos cij e tempos de viagem tij da instância gerada. 
Nó 0 21 40 60 89 95 97 
0 --- 18 11 18 9 14 17 
21 18 --- 7 31 24 20 20 
40 11 7 --- 24 17 15 15 
60 18 31 24 --- 9 12 15 
89 9 24 17 9 --- 11 14 
95 14 20 15 12 11 --- 3 
97 17 20 15 15 14 3 --- 
 
Na sequência, encontram-se descritos os passos da aplicação do algoritmo de 
programação dinâmica de Balas e Simonetti (2001) para a resolução desta instância. 
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D.5.1 Transformação PCVJT – PCVRP 
O primeiro passo do algoritmo consiste em transformar o PCVJT em um PCVRP que 
satisfaz a condição (D.2). Portanto, os clientes do PCVJT são ordenados na ordem crescente dos 
pontos médios ( ) 2i ie l+  de suas janelas tempo  ,i ie l , e os valores ( )k i  são calculados pela 
expressão (D.8). A Tabela D.3 mostra as saídas deste procedimento, que incluem a ordenação 
inicial   e os valores de ( )k i  obtidos. 
Tabela D.3 – Transformação PCVJT – PCVRP. 
( ) 2i ie l+  depósito 90 100.5 102.5 138 167 181 
( )i  1 2 3 4 5 6 7 
i 0 40 21 95 97 60 89 
k(i) 1 3 3 4 1 1 1 
 
Para simplificar o exemplo, não são utilizadas estratégias de busca local para reduzir 
os valores de ( )k i . 
D.5.2 Construção do grafo G** 
Antes que se inicie a construção o grafo **G , é necessário obter a camada típica 
*
K
W . 
Como o maior valor de ( )k i  para o PCVRP em questão é ( )95 4k = , adota-se o valor 4K =  e, 
então, aciona-se a rotina “Gera camada típica”. 
Seja 1 5i K= + =  o valor da variável i  para um nó ( ) *, , , Ki j S S W
− +   , então a variável 
j e os elementos : S− e :h h S+  podem assumir os valores especificados a seguir nos 
conjuntos _cand j , _cand S −  e _cand S
+
, respectivamente: 
• _cand j =  2,3,4,5,6,7,8 ; 
• _cand S
− =  5,6,7,8 ; 
• _cand S
+ =  2,3,4 . 
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Com base nos valores de  e em , geram-se os possíveis conjuntos 
S −  e S +   e, na sequência, a lista S S− +  recebe as combinações viáveis dos mesmos: 
• S− =                     , 5 , 6 , 7 , 8 , 5,6 , 5,7 , 6,7 , 5,8 , 6,8 , 7,8 ; 
• S+ =             , 2 , 3 , 4 , 2,3 , 2,4 , 3,4 ; 
•             , , 5 , 2 , 5 , 3 ,S S S S S S S S− + − + − + − + = = = = = = =
              
         
5 , 4 , 6 , 3 , 6 , 4 ,
7 , 4 , 5,6 , 3,4 .
S S S S S S
S S S S
− + − + − +
− + − +
= = = = = =
= = = =
 
Posteriormente, confrontam-se _j cand j  com os pares ( ),S S S S− + − +   e  
obtêm-se as triplas ( ), ,j S S− + , que compõem os nós ( ), , ,i j S S− +  de *
K
W . Os nós obtidos para a 
instância gerada, já ordenados de acordo com os valores de level, são apresentados na Tabela D.4. 
Tabela D.4 – Nós gerados para a camada típica. 
Nº do nó i Tripla ( ), ,j S S− +  Nó ( ), , ,i j S S− +  level  _k thresh  
1 5 ( )5, ,   ( )5,5, ,   1 1 
2 5    ( )4, 5 , 4     ( )5,4, 5 , 4  2 2 
3 5 ( )6, ,   ( )5,6, ,   2 1 
4 5    ( )3, 5 , 3     ( )5,3, 5 , 3  3 3 
5 5 ( )7, ,   ( )5,7, ,   3 1 
6 5    ( )4, 6 , 4     ( )5,4, 6 , 4  3 3 
7 5    ( )6, 5 , 4     ( )5,6, 5 , 4  3 1 
8 5    ( )5, 6 , 4     ( )5,5, 6 , 4  3 2 
9 5    ( )2, 5 , 2     ( )5,2, 5 , 2  4 4 
10 5    ( )7, 5 , 4     ( )5,7, 5 , 4  4 1 
11 5    ( )6, 7 , 4     ( )5,6, 7 , 4  4 2 
12 5    ( )6, 5 , 3     ( )5,6, 5 , 3  4 1 
13 5    ( )5, 6 , 3     ( )5,5, 6 , 3  4 2 
14 5    ( )7, 6 , 4     ( )5,7, 6 , 4  4 1 
15 5    ( )4, 5,6 , 3,4     ( )5,4, 5,6 , 3,4  4 3 
16 5    ( )4, 7 , 4     ( )5,4, 7 , 4  4 4 
17 5    ( )3, 5,6 , 3,4     ( )5,3, 5,6 , 3,4  4 4 
18 5    ( )3, 6 , 3     ( )5,3, 6 , 3  4 4 
19 5    ( )5, 7 , 4     ( )5,5, 7 , 4  4 3 
20 5 ( )8, ,   ( )5,8, ,   4 1 
 
  
_cand S − _cand S +
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Para a obtenção das listas de sucessores ( ), , ,outgoing i j S S− +  de cada um dos 20 nós 
da camada típica 
*
4K
W
=
, gera-se uma camada adicional sucW  e avaliam-se as condições de 
compatibilidade da Proposição D.2 entre cada par de nós ( ) * 4, , , Ki j S S W
− +
=
  e ( )1, , , suci S S W− ++  . 
A Tabela D.5 mostra a camada de nós sucessores sucW , bem como as listas de sucessores 
( ), , ,outgoing i j S S− +  obtidas para cada nó ( ) * 4, , , Ki j S S W
− +
=
 . 
Tabela D.5 – Listas de sucessores dos nós da camada típica. 
*
4K
W
=
 sucW  Listas de sucessores 
Nº do nó Nó ( ), , ,i j S S− +  Nº do nó Nó ( )1, , ,i S S− ++  ( ), , ,outgoing i j S S− +  
1 ( )5,5, ,   1 ( )6,6, ,    1,3,5,20  
2    ( )5,4, 5 , 4  2    ( )6,5, 6 , 5   1,3,5,20  
3 ( )5,6, ,   3 ( )6,7, ,    2,7,10  
4    ( )5,3, 5 , 3  4    ( )6,4, 6 , 4   1,3,5,20  
5 ( )5,7, ,   5 ( )6,8, ,    6,8,14  
6    ( )5,4, 6 , 4  6    ( )6,5, 7 , 5   2,7,10  
7    ( )5,6, 5 , 4  7    ( )6,7, 6 , 5   4,12  
8    ( )5,5, 6 , 4  8    ( )6,6, 7 , 5   4,12  
9    ( )5,2, 5 , 2  9    ( )6,3, 6 , 3   1,3,5,20  
10    ( )5,7, 5 , 4  10    ( )6,8, 6 , 5   13,18  
11    ( )5,6, 7 , 4  11    ( )6,7, 8 , 5   15,17  
12    ( )5,6, 5 , 3  12    ( )6,7, 6 , 4   9  
13    ( )5,5, 6 , 3  13    ( )6,6, 7 , 4   9  
14    ( )5,7, 6 , 4  14    ( )6,8, 7 , 5   15,17  
15    ( )5,4, 5,6 , 3,4  15    ( )6,5, 6,7 , 4,5   9  
16    ( )5,4, 7 , 4  16    ( )6,5, 8 , 5   6,8,14  
17    ( )5,3, 5,6 , 3,4  17    ( )6,4, 6,7 , 4,5   4,12  
18    ( )5,3, 6 , 3  18    ( )6,4, 7 , 4   2,7,10  
19    ( )5,5, 7 , 4  19    ( )6,6, 8 , 5   13,18  
20 ( )5,8, ,   20 ( )6,9, ,    11,16,19  
 
Gerada a camada típica 
*
4K
W
=
, inicia-se a construção de **G . O primeiro passo é o 
cálculo dos valores de alcance ( )AL , para os clientes  21,40,60,89,95,97 , e de 
profundidade ( )PR g , para cada camada g que irá constituir **G . A aplicação da expressão (D.5) 
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permite a obtenção dos seguintes conjuntos alcance para cada cliente : ( )  21 3,4,5AL = ,
( )  40 2,3,4AL = , ( )  60 6AL = , ( )  89 7AL = , ( )  95 4,5,6,7AL =  e ( )  97 5AL = . Por sua vez, a 
aplicação de (D.6) leva aos seguintes valores de profundidade para cada camada g no intervalo 
2 7g  :  ( )2 3PR = , ( )3 3PR = , ( )4 4PR = , ( )5 4PR = , ( )6 4PR =  e ( )7 4PR = . Estes valores limitam 
o level dos nós de 
*
4K
W
=
 que constituem as camadas do grafo **G . 
Com exceção da primeira e da última camada, compostas exclusivamente pelos nós 
( )1,1, ,   e ( )8,1, ,  , as camadas 2 7g   são geradas a partir dos primeiros ( )( )
( ) 2
1
PR g
PR g
−
+  nós 
de 
*
4K
W
=
. Para 2g =  e 3g = , utilizam-se os nós de 1 a 8 armazenados em 
*
4K
W
=
, enquanto, para 
as demais camadas, os nós de 1 a 20.  
Cada nó ( )ˆ ˆˆ, , ,g j S S− +  de **G  é obtido a partir de um nó típico ( ) * 4, , , Ki j S S W
− +
=
  pela 
aplicação das seguintes expressões, introduzidas na Seção D.1.2: ( )( )ˆ 1j g j K= + − + ;  
( )( )ˆ 1g K= + − +  para todo ˆ Sˆ −  e S − ; e ( )( )ˆ ˆ 1h g h K= + − +  para todo ˆ ˆh S +  e h S+ .  
Por exemplo, o nó número 7 da camada g = 3 de **G é obtido a partir do nó    ( )5,6, 5 , 4  de  * 4KW =  
e é denotado por    ( )3,4, 3 , 2 , pois: 
i) ( )( ) ( )( )ˆ 1 3 6 4 1 4j g j K= + − + = + − + = ;   
ii)   ( )( ) ( )( )ˆ ˆ 1 3 5 4 1 3S g K− = = + − + = + − + = ; 
iii)   ( )( ) ( )( )ˆˆ 1 3 4 4 1 2S h g h K+ = = + − + = + − + = . 
Procedendo desta maneira, obtêm-se todos os nós de **G . A Tabela D.6 ilustra este 
procedimento para as camadas 2 7g  . Note que, quando um nó inválido é obtido (isto é, um nó 
cujo valor de jˆ , ˆ  ou hˆ  é menor que 1  ou maior que 1 7n+ = ), o mesmo recebe um flag de 
inativo e é desconsiderado pelo algoritmo de programação dinâmica.   
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Tabela D.6 – Obtenção dos nós das camadas 2 < g < 7 de G**. 
Nº 
nó 
Camada  
g = 2 
Camada 
g = 3 
Camada 
g = 4 
Camada 
g = 5 
Camada 
g = 6 
Camada 
g = 7 
1 ( )2,2, ,   ( )3,3, ,   ( )4,4, ,   ( )5,5, ,   ( )6,6, ,   ( )7,7, ,   
2    ( )2,1, 2 , 1     ( )3,2, 3 , 2     ( )4,3, 4 , 3     ( )5,4, 5 , 4     ( )6,5, 6 , 5     ( )7,6, 7 , 6  
3 ( )2,3, ,   ( )3,4, ,   ( )4,5, ,   ( )5,6, ,   ( )6,7, ,   ( )7,8, , *   
4    ( )2,0, 2 , 0 *    ( )3,1, 3 , 1     ( )4,2, 4 , 2     ( )5,3, 5 , 3     ( )6,4, 6 , 4     ( )7,5, 7 , 5  
5 ( )2,4, ,   ( )3,5, ,   ( )4,6, ,   ( )5,7, ,   ( )6,8, ,   ( )7,9, , *   
6    ( )2,1, 3 , 1     ( )3,2, 4 , 2     ( )4,3, 5 , 3     ( )5,4, 6 , 4     ( )6,5, 7 , 5     ( )7,6, 8 , 6 *  
7    ( )2,3, 2 , 1     ( )3,4, 3 , 2     ( )4,5, 4 , 3     ( )5,6, 5 , 4     ( )6,7, 6 , 5     ( )7,8, 7 , 6 *  
8    ( )2,2, 3 , 1     ( )3,3, 4 , 2     ( )4,4, 5 , 3     ( )5,5, 6 , 4     ( )6,6, 7 , 5     ( )7,7, 8 , 6 *  
9      ( )4,1, 4 , 1     ( )5,2, 5 , 2     ( )6,3, 6 , 3     ( )7,4, 7 , 4  
10      ( )4,6, 4 , 3     ( )5,7, 5 , 4     ( )6,8, 6 , 5     ( )7,9, 7 , 6 *  
11      ( )4,5, 6 , 3     ( )5,6, 7 , 4     ( )6,7, 8 , 5     ( )7,8, 9 , 6 * 
12      ( )4,5, 4 , 2     ( )5,6, 5 , 3     ( )6,7, 6 , 4     ( )7,8, 7 , 5 * 
13      ( )4,4, 5 , 2     ( )5,5, 6 , 3     ( )6,6, 7 , 4     ( )7,7, 8 , 5 * 
14      ( )4,6, 5 , 3     ( )5,7, 6 , 4     ( )6,8, 7 , 5 *    ( )7,9, 8 , 6 * 
15      ( )4,3, 4,5 , 2,3     ( )5,4, 5,6 , 3,4     ( )6,5, 6,7 , 4,5     ( )7,6, 7,8 , 5,6 *  
16      ( )4,3, 6 , 3     ( )5,4, 7 , 4     ( )6,5, 8 , 5 *     ( )7,6, 9 , 6 *  
17      ( )4,2, 4,5 , 2,3     ( )5,3, 5,6 , 3,4     ( )6,4, 6,7 , 4,5     ( )7,5, 7,8 , 5,6 * 
18      ( )4,2, 5 , 2     ( )5,3, 6 , 3     ( )6,4, 7 , 4     ( )7,5, 8 , 5 *  
19      ( )4,4, 6 , 3     ( )5,5, 7 , 4     ( )6,6, 8 , 5 *     ( )7,7, 9 , 6 *  
20   ( )4,7, ,   ( )5,8, , *   ( )6,9, , *   ( )7,10, , *   
*Nó inválido (flag inativo = true) 
 
Os arcos que conectam cada nó ( )ˆ ˆˆ, , ,g j S S− +  de uma camada g  a seus sucessores na 
camada 1g +  são gerados a partir das listas outgoing  mostradas na Tabela D.5. Neste 
procedimento, são considerados somente os elementos de outgoing  cujos valores de level sejam 
menores ou iguais à profundidade ( )1PR g +  da camada 1g + . Por exemplo, o nó número 1 da 
camada 2g =  , denotado por ( )2,2, ,  , apresenta uma lista padrão de sucessores 
 1,3,5,20outgoing = . Entretanto, como a profundidade da camada 3g =  é ( )3 3PR = , a mesma 
não contém o nó número 20, cujo level é 4. Portanto, ( )2,2, ,   tem como sucessores apenas os 
nós 1, 3 e 5 da camada 3g = , denotados por ( )3,3, ,  , ( )3,4, ,   e ( )3,5, ,  , respectivamente. 
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Durante a determinação dos arcos ** de **G , é possível identificar alguns nós deste 
grafo que não apresentam sucessores válidos em suas camadas subsequentes. Como estes nós não 
podem integrar caminhos o – d  factíveis em **G , os mesmos também recebem o flag de inativo e 
são desconsiderados na aplicação do algoritmo de programação dinâmica. Por exemplo, o nó 
número 5 da camada 6g = , denotado por ( )6,8, ,  , tem como sucessores os nós número 6, 8 e 14 
da camada 7g = . Como nenhum destes sucessores consiste em um nó válido, ( )6,8, ,   recebe o 
flag de inativo. 
A Figura D.11 ilustra a estrutura do grafo **G  para a instância em questão. Os nós 
coloridos em preto receberam o flag de inativo e são desconsiderados. 
 
Figura D.11 – Grafo G** para a instância gerada. 
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D.5.3 Obtenção do caminho mínimo no subgrafo G* de G** 
O último passo do algoritmo consiste na aplicação da programação dinâmica 
progressiva para solução do PCMRR no subgrafo *G de **G . A lista de rótulos do nó origem 
( )1,1, ,L    recebe o rótulo ( )0  com custo ( )0 0c =  e inicia-se o procedimento de extensão 
progressiva de rótulos. A Figura D.12 ilustra o resultado das extensões dos rótulos da camada 1g =  
para a camada 2g = , e desta última para a camada 3g = . 
 
Figura D.12 – Extensão dos rótulos das duas primeiras camadas. 
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Inicialmente, o rótulo ( )0  associado ao nó ( )1,1, ,   é estendido para os nós  
1, 3 e 5 da camada 2g = , denotados por ( )3,3, ,  , ( )4,3, ,   e ( )5,3, ,  , respectivamente. 
Como a extensão de um rótulo ( )s , associado a um nó ( ), , ,i j S S− + , para um rótulo ( )s  de um nó 
sucessor ( )1, , ,i S S− ++  é definida pelas expressões 
( ) ( ) ( ) ( )
1 11 1
max ,
j j
s s W t e
  
− −− −
 
= + + 
  
  e 
( ) ( )
( ) ( )1 1j
c s c s c
 − −
= +
 
, obtêm-se os seguintes rótulos para os nós da camada 2g = : 
• ( ) ( ) 2,2, , 85L   =  , pois    0 0,40 40max 0 , max 0 0 11, 85 85s W t e= + + = + + =  ,  
e ( )85 11c = , pois  ( ) ( ) 0,4085 0 0 11 11c c c= + = + = ; 
• ( ) ( ) 2,3, , 18L   =  , pois    0 0,21 21max 0 , max 0 0 18, 0 18s W t e= + + = + + =  ,  
e ( )18 18c = , pois  ( ) ( ) 0,2118 0 0 18 18c c c= + = + = ; 
• ( ) ( ) 2,4, , 14L   =  , pois    0 0,95 95max 0 , max 0 0 14, 0 14s W t e= + + = + + =  ,  
e ( )14 14c = , pois  ( ) ( ) 0,9514 0 0 14 14c c c= + = + = . 
Na sequência, aplica-se este mesmo procedimento para a extensão dos rótulos dos nós 
da camada 2g =  para os nós da camada 3g = . 
Para cada rótulo ( )s , gerado para um nó ( )1, , ,i S S− ++ , é fundamental que se 
realizem as verificações de factibilidade (i) e (ii) descritas na Seção D.3.1. A verificação (i) 
assegura que o tempo mais cedo de início do serviço s  está dentro dos limites estabelecidos pela 
janela de tempo do cliente ( )1 −  . Por meio desta verificação, eliminam-se soluções factíveis 
para o PCVRP definido por   e ( )k i , mas infactíveis para o PCVJT que o originou. Por outro 
lado, a verificação (ii) avalia se o nó ( )1, , ,i S S− ++  pode ser incluído em um caminho o – d  do 
subgrafo *G . Para este fim, utiliza-se o teste da Proposição D.3, baseado no valor de 
( )_ 1, , ,k thresh i S S− ++  que viabiliza a eliminação de caminhos pertencentes a **G  mas não a *G .  
A Figura D.13 ilustra uma extensão infactível para a instância solucionada.  
Trata-se da extensão do rótulo ( )133 , associado ao nó    ( )4,5, 4 , 2 , para o nó    ( )5,2, 5 , 2 , 
infactível pelas verificações (i) e (ii). 
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Figura D.13 – Exemplo de extensão infactível. 
 
Neste exemplo, utilizou-se o valor  15q =  para controlar o número máximo de rótulos 
não dominados em cada nó. Entretanto, durante a execução do algoritmo, não foi necessária a 
eliminação de rótulos não dominados por esta limitação.  
Ao término da extensão progressiva, gera-se um caminho mínimo entre os nós origem 
( )1,1, ,o =    e destino ( )8,1, ,d =    do subgrafo *G  de **G , que corresponde à solução da 
instância do PCVJT. Como foi utilizado um valor de  max ( ) :K k i i    
e como nenhum rótulo não dominado foi eliminado pela adoção de 15q = , o caminho mínimo  
o – d  consiste na solução ótima do PCVJT. A solução ótima é apresentada na Figura D.14. 
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Figura D.14 – Solução ótima da instância gerada. 
 
