Abstract. Even though the L 2 Dirichlet problem on Lipschitz domains is not always solvable for nonsymmetric strongly elliptic systems, so that many results and techniques from the symmetric systems are unavailable, there are some similarities with the symmetric systems. We show that the nontangential maximal function and the square function of a solution are equivalent and that there is a Fatou theorem for these solutions.
Introduction
The systems we will be working with are second order, nonsymmetric, strongly elliptic systems with real constant coefficients which consist of two equations in two unknowns in the plane (3). For the model skewsymmetric systems (4), the system may be written in the complex form (6) ∂∂ k u = 0. The parameter k is the canonical ellipticity, 0 < k ≤ 1 with k = 1 giving an uncoupled system of Laplacians. The solutions have the form (7) u(z) = f((1 + k)z − (1 − k)z) + g(z) = (f k + g)(z) where f and g are holomorphic. In [VV97, Theorem 6 .11] the authors showed that the Dirichlet problem for the nonsymmetric systems is solvable on C 1 polygons for p large depending on the corners in the domain. They also obtained the corresponding results for the Regularity [VV97, Theorem 6.9] and Neumann problems [VV97, Theorem 6 .5]. In addition, they showed that the weak maximum principle holds in C 1 polygons [VV97, Theorem 7.3] . The material used to obtain these positive results are explicit formulas for the fundamental solution (8) and its conormal derivative, the construction of a conjugate solution (14) satisfying the CauchyRiemann equations Theorem 2.1, and a Poisson representation for solutions (16) on smooth domains.
The most striking result of nonsymmetry is that the L 2 Dirichlet problem which is always solvable for symmetric systems on Lipschitz domains is not always solvable for nonsymmetric systems on domains with just a single corner. Indeed, the lack of solvability in L p may occur for any p < ∞. The values of p for which solvability fails, which are between 1 and 2 for the symmetric systems, move to 2 and above. It should be noted that when 0 < k < 1, even for symmetric systems, these values of p depend on the orientation of the corner (see [VV97, (42) or (65)]). All this is demonstrated by explicit formulas for solutions in corners which go back to [Koz90] . For directions α, β ∈ C with arg α < arg β a corner domain is given by {ζ ∈ C | arg α < arg ζ < arg β} and the solutions which lead to counterexamples to uniqueness in the skewsymmetric case have the form
and [CD93] ). The lack of solvability on Lipschitz domains may be thought of as the result of the lack of boundary energy estimates known as Rellich identities which appear to be impossible to obtain, simply by integration by parts, for the skewsymmetric systems even in the case of a flat boundary. However, for the skewsymmetric systems there is a range of ellipticity k 0 < k < 1 for which there are, as yet, no counterexamples in Lipschitz domains nor solvability results in Lipschitz domains. But even for this restricted set of skewsymmetric systems there does not appear to be a way to "get to the boundary" to prove solvability in The Fatou theorem follows (without using the square function), the result of functional analysis arguments using the Green's formula, properties of conjugate solutions viz.
and the equivalence of the nontangential maximal functions. 
In §4 we show that the nontangential maximal function and the square function for a solution are equivalent in L p on bounded Lipschitz domains given the normalization that the solution is zero at some point in the domain. That the nontangential maximal function is dominated by the square function follows from (1) and the argument in [DK + ]. For the other direction, the argument in [DK + ] relies on Rellich formulas which are unavailable to us. Instead we use the representation of the solutions involving holomorphic functions (7), harmonic function results, and the equivalence of the nontangential maximal functions from §3.
Preliminaries
Let A, B, and C be real, constant 2×2 matrices. The general system we are concerned with has the form
for real functions u and v. The strongly elliptic, nonreducible systems may be transformed into 1 0 0
The parameter k is a measure of the ellipticity, and λ a measure of symmetry. The nonsymmetric strongly elliptic systems are obtained by choosing λ between k 2 and 1; the other values of λ > 0 give systems which may be transformed into symmetric strongly elliptic systems. For clarity and ease of presentation we will work with the systems obtained from (3) by choosing λ = k and multiplying the second equation by k:
We call these the skewsymmetric systems. The other nonsymmetric systems, k < λ < 1, present only technical difficulties (see [VV97] ). Those with k 2 < λ < k may be transformed into systems with k < λ < 1. Strong ellipticity for the skewsymmetric systems (4) is then simply that the Legendre-Hadamard condition
holds for all nonzero ξ = (ξ 1 , ξ 2 ) and η = (η 1 , η 2 ) in R 2 where a 11
and a 21 = 0 0 k−1 0 . In §3 it will be convenient to work with the system in yet a different form in which many of the algebraic manipulations of matrices are reduced to multiplication of complex numbers. Setting w = u + iv, and using the complex derivatives
we rewrite (4) as the single complex equation
where
The regular solutions of (6) have an especially nice form. For any holomorphic functions f and g set f
(see the comments following equation (50) in [VV97] or [KWCQ85, Chapters 2 and 3]).
The fundamental solution operator for (6) is
using the principal branch of the logarithm.
Let Ω be any bounded Lipschitz domain in the plane, i.e. for any point P ∈ ∂Ω there is a neighborhood U of P , a Lipschitz function φ : R → R and a rectangular coordinate system (s, t) so that U ∩ Ω = U ∩ {(s, t) | t > φ(s)}. Here φ being Lipschitz means |φ(s 1 ) − φ(s 2 )| ≤ b|s 1 − s 2 | for all s 1 , s 2 and some b < ∞. The smallest such b is the Lipschitz norm of φ and is denoted by ∇φ ∞ . The outer unit normal vector N P is defined a.e. with respect to surface measure dσ(P ) on ∂Ω. We write these normals in complex notation as N = N 1 + iN 2 . For each operator L = 2∂∂ k we define the conormal derivative at the boundary by
where the tangential derivative ∂/∂τ is defined by
Let Ω be a bounded domain with a sufficiently smooth boundary, ∂Ω, and let v be a sufficiently smooth function; then we have a Green's formula
where ζ = x + iy. For any 1 < p < ∞ and f ∈ L p (∂Ω) we have the double layer potential
and the single layer potential
Next we define the conjugate solutions and a conjugate operator to K. Let f and g be holomorphic and recall the regular solutions (7) have the form u = f k + g. Now f and g are uniquely determined if we require that g(ξ 0 ) = 0 for some fixed point ξ 0 in the domain. With this normalization, the conjugate solution u is
Note that u = −u. We also have the rotation invariant Cauchy-Riemann system Theorem 2.1 ([VV97]). Given a solution u and any direction N ∈ C with conormal and tangential derivatives defined by (9) and (10) we have
In addition, for N fixed, the conjugate of ∂ ∂τ u is ∂ ∂ν u, i.e., both are solutions and
Given a solution u Theorem 2.1 provides the standard local algorithm for arriving atũ, viz. integrating ∂ ∂ν u in the τ direction, a fact we shall rely on in §3. Another method that is global in nature is to define the potential
Then the conjugate of (S ∂ ∂τ )f is the double layer potential Kf . Finally, we have a Poisson representation for solutions on smooth domains, from [VV97, (51) and (59)]
To begin, we need some notation and terminology. Let Ω be a bounded Lipschitz domain and P ∈ ∂Ω. The nontangential approach region at P is
where α > 0 will be chosen large enough depending on the Lipschitz nature of the boundary, which is defined below. The nontangential maximal function of a function u on Ω is defined for P ∈ ∂Ω by N (u)(P ) = sup
The nontangential limit of u at P is the limit of u as z approaches P through points in Γ(P ) and is denoted by u(z) n.t. We will say that two positive quantities R and S are equivalent if there are constants C 1 and C 2 so that R ≤ C 1 S and S ≤ C 2 R. The constants C 1 , C 2 will be called constants of comparability. The constants of comparability between the L p norms of the nontangential maximal functions will depend on the nontangential approach regions through the parameters α and α, chosen below, and a Lipschitz nature for ∂Ω to which we now turn our attention. Given a bounded Lipschitz domain and a point P ∈ ∂Ω there is a rectangular coordinate system (s, t) centered at P and a cylinder Z centered at P so that (i) the axis of the cylinder Z is along the t-axis, (ii) the intersection of the cylinder with the s-axis is the interval [−r, r], (iii) there is a Lipschitz function φ(s) with Z ∩ ∂Ω = {(s, φ(s)) | −r ≤ s ≤ r}, and Z ∩ Ω = {(s, t) ∈ Z | t > φ(s)}, (iv) the top of the cylinder is at 10 ( ∇φ ∞ + 1)r on the t-axis. This cylinder is denoted by Z(P, r). In general Z(P, ηr) = ηZ(P, r) is the dilation of Z(P, r) about P by η. By compactness a finite number N of the Z(P, r/4) cover ∂Ω and we may use the same r for every P . We let M be the maximum of the Lipschitz norms of the associated functions φ. We may now replace (iv) by (iv) the top of the cylinder, for any P , is at 10 (M + 1)r on the t-axis at the expense of making r possibly smaller and N possibly larger. A Lipschitz nature for ∂Ω then includes both M and N . M will be called a Lipschitz norm for Ω or ∂Ω. We also note that Z(P, r) ∩ Ω is starlike with respect to any point (s, t) ∈ Z(P, r) with t > 3M r. Remark 1. We make a few more observations, by choosing α large enough in the definition of the nontangential approach regions all the points (s, t) ∈ Z(P, r/4) with t > r(M + 1) will be contained in Γ(P ) for all P ∈ ∂Ω ∩ Z(P, r/4), and by choosing α possibly larger still Γ(P ) is a connected set for all P ∈ ∂Ω. Finally, set A P to be the center of the top of Z(P, r/4).
→ u(P
Let u and u be solutions that satisfy the Cauchy-Riemann system on Ω (see Theorem 2.1). In order to show that their nontangential maximal functions are equivalent a normalization is required, for some A ∈ Ω we require that u(A) = u(A) = 0.
Remark 2. The constants of comparability will depend on the point A through the parameter α used to define the nontangential approach regions Γ below. We make a preliminary choice of α > 2α and so that A ∈ Γ(P ) for every point P ∈ ∂Ω.
Remark 3. As a consequence, there is a polygonal path from A P to A contained in Γ(P ) that is covered by a finite number N of balls contained in Γ(P ) of radius c 1 r. The constants N and c 1 depend only on M , N , and α. 
Of course, this gives the equivalency as we may interchange u withũ.
Proof. The argument is patterned after one in [Ken86, Lemma 3.1.11] due to Dahlberg, Kenig, and David. First (19) is proved in the case of domains with a small Lipschitz norm and then a build-up scheme is followed to obtain (19) for all Lipschitz domains. Since we have nonsymmetric systems with a solution and its conjugate to compare instead of a symmetric system with antisymmetric and symmetric parts of a gradient to compare, we check to see that the relevant part, (23), of the argument goes through.
We work with p = 2, the other values of p > 0 being handled by an argument that goes back to [BG72] . For domains with small Lipschitz norm the trace of the double layer potentials ± 1 2 I + K are known to be Fredholm because K may be seen as a small norm (see [Cal77] and [FJR78] ) plus compact. Consequently all boundary value problems of §5 [VV97] regarding existence and uniqueness of solutions follow in the small Lipschitz case. Therefore, if N (u) ∈ L 2 we have that u restricted to parallel boundaries (see [Ver84, Thm 1.12]) is uniformly in L 2 so that an elementary weak convergence argument with the Poisson kernel (16) establishes the existence of L 2 boundary values for u. Then using (1) similarly on parallel boundaries with the roles of u and u reversed and using the invertibility of Now we build up the Lipschitz norms. Suppose that (19) holds for domains with Lipschitz norm ≤ M and let Ω be a bounded Lipschitz domain with norm ≤ 39 38 M . Suppose that u is a solution with N (u) ∈ L 2 (∂Ω). For t > 0 set E t = {N ( u) > t} and let {∆ j } be a Whitney decomposition of the open set E t into closed, nonoverlapping, connected boundary pieces so that
Note that to prove (19) we may use nontangential approach regions Γ (see remark 2), that have a wider opening on the right-hand side of (19) (see [FS72] ). Denote the associated nontangential maximal function by N . Given β > 1 and δ > 0 set
We claim that δ may be chosen so small that
where c(M ) < 1 depends only on M and will be chosen below. With a δ in hand, we need only consider those ∆ j for which (20) is not true and show that by choosing δ smaller (20) holds. We assume that
We now form a sawtooth region D j above E j using the Γ with α possibly larger, depending on M , so that ∂D j above ∆ j is the graph of a Lipschitz function φ with norm ≤ 20 19 M . Let s = diam(∆ j ); this sawtooth region satisfies
(iii) D j is starlike and diameter of D j is equivalent to s.
Next we apply David's lemma [Jou83, page 113] to ∂D j above ∆ j to obtain the graph of a Lipschitz function ψ (in a rotated coordinate system) with norm ≤ M such that the graph of ψ is above the graph of φ (in the coordinate system of φ) and so that the two graphs coincide on a set of significant measure independent of the Lipschitz norms; i.e. there is an absolute constant (independent of M ) 0 < η < 1 so that the measure of the coincidence set is at least η of the measure of the graph of φ. Let F j be that part of the coincidence set that is in E j . It follows from an elementary consideration of the measures of sets that by choosing c(M ) close to 1 in (21) there is a constant c 5 > 0 so that
We now form a region D j ⊂ D j so that On D j we use the nontangential approach regions Γ with opening α depending on M , N , α, so that for all P ∈ F j , Γ(P ) ∩ B(P, c 6 s) ⊂ Γ (P ) ∩ B(P, c 6 s). Let N be the nontangential operator for D j ; we claim that
We now use the properties of our solutions and their conjugates. There are two cases depending on the size of |∆ j |. First, |∆ j | ≥ c 2 r: Working from Remark 3, we integrate Second, |∆ j | < c 2 r: Then there is a nearby point z j (see (ii) in the description of ∆ j ), so that N ( u)(z j ) ≤ t. This means | u| ≤ t for all points in Γ(z j ). For any P ∈ F j , any point in (Γ(P ) \ B(P, c 6 s)) ∩ B(P, c 7 r) may be joined by a polygonal path contained in Γ(P ) to a point in (Γ(z j ) \ B(z j , c 6 s)) ∩ B(z j , c 7 r). c 7 depends only on M . Each path may be covered by a finite number N of balls contained in Γ(P ) of the same radius. N depends only on M , α, α. Integrating along these paths as above, we conclude that | u| ≤ t + cδt on (Γ(P ) \ B(P, c 6 s)) ∩ B(P, c 7 r) for all P ∈ F j . The remaining points in Γ(P ) \ B(P, c 7 r) may now be reached from (Γ(P ) \ B(P, c 6 s)) ∩ B(P, c 7 r) and the estimate | u| ≤ t + cδt holds on all of Γ(P ) \ B(P, c 6 s) for all P ∈ F j . For δ small enough, depending on β we see that | u| > βt is only possible on Γ(P ) ∩ B(P, c 6 s). (23) follows in the second case.
In the first case, we use (22) and the definition of E j to obtain
Using the claim we have
At the expense of an additional term on the right-hand side of the form c(δ/β) 2 |∆ j |, due to adding and subtracting u(A ) and the estimate | u(A )| ≤ cδt, we may assume that u(A ) = u(A ) = 0 at a star center A ∈ D j . Since D j has Lipschitz nature, with norm M , independent of j we may apply our theorem and use |u| ≤ δt on all of D j to obtain
(20) follows in the first case by choosing δ small.
In the second case, we note that N ( u − u(A )) ≥ βt − t − cδt > t(β − 1)/2 for δ small enough and all P ∈ F j . Then
Using ( 
where ζ = x + iy. We have the following theorem. Proof. Again we work in L 2 , the L p case being handled by the arguments in for example [DK + , §4]. For the inequality on the left, we first note that from (1) we may bound the L 2 norm of the nontangential maximal function of u on smooth approximating domains by a constant that depends only on the Lipschitz nature of the domain times the sum of the L 2 norms of u and u. With the system as described following (5) we may use (5) and the argument in [DK + , §2] to bound the L 2 norms of u and u by their respective square functions. Finally, from the Cauchy-Riemann equations their square functions are the same, and the inequality follows. This inequality uses the assumption that u(A) = 0.
For the inequality on the right we think of the solution as u = f k + g where f and g are holomorphic. Then |∇u| 2 ≤ 2(|∇f k | 2 + |∇g| 2 ) so that 
