We study a generalization of the Gaussian effective potential for self-interacting scalar fields in one and two spatial dimensions. We compute the two-loop corrections and discuss the renormalization of the generalized Gaussian effective potential.
The Gaussian effective potential [1] is usefull to investigate non-perturbatively the spontaneous symmetry breaking in scalar field theories. To introduce the Gaussian effective potential, we recall that the effective potential is the expectation value of the Hamiltonian in a certain state for which the expectation value of the scalar field is φ 0 [2] . The Gaussian effective potential V GEP (φ 0 ) is defined by restricting the states to be trial Gaussian wave-functionals.
Let us consider a self-interacting real scalar field φ in ν spatial dimensions.
In the fixed-time Schrödinger representation the Hamiltonian is:
In the Schrödinger representation physical states are wave-functionals. Let us consider the Gaussian trial wave-functionals centered at φ 0 :
where
The Gaussian effective potential is defined as:
where V is the spatial volume.
It is a straightforward exercise to show that
with g( k) = k 2 + µ 2 . The mass µ satisfies the gap equation:
Obviously, the Gaussian effective potential goes beyond the perturbation theory.
However the main disadvantage of the Gaussian effective potential is the lack of control on the variational extimation Eq.(4). In a previous paper [3] (henceforth referred to as I), one of us introduced a generalization of the Gaussian effective potential which allows to evaluate in a systematic manner the corrections to the Gaussian approximation. The aim of the present paper is to evaluate the lowest order corrections to the Gaussian effective potential.
For reader convenience let us summarize the main results of I. As a first step, starting from the ground state wave-functional |ψ 0 >, one sets up a variational basis |n >. We stress that the basis is fixed once and for all by the gap equation (6) . This allows us to split the Hamiltonian as follows
Note that it is unnecessary to start with a small parameter in H . Indeed the perturbation Hamiltonian (9) is defined as the off-diagonal elements of the full Hamiltonian H on the variational basis. In this way we are dealing with an optimized variational perturbation expansion.
It turns out that [3] 
andH 0 is the normal ordered Hamiltonian of a free scalar field with mass µ.
Moreover
with
After switching on adiabatically the interaction H I , the non-interacting ground state |0 > evolves into the eigenstate of H |Ω >. Whereupon the natural definition of the generalized Gaussian effective potential is
with the constraint
By using the Gell-Mann and Low theorem on the ground state [4] , one can show that [3] :
In Equation (15) H I (t) is the interaction Hamiltonian in the interaction picture.
A few remarks are now in order. In the zeroth order in the perturbation, V G (φ 0 )
reduces to the usual Gaussian effective potential. Higher order corrections to 
In the following we shall focus on scalar fields in one and two dimensions.
In one spatial dimension the gap Equation (6) reads
In the lowest order the generalized Gaussian potential is given by the well-known Gaussian effective potential [1, 5] † Note that the constraint (14) sets to zero the tadpole diagrams due to the linear term in H I .
In Eq.(19) we have subtracted V G (φ 0 ). Thus there is spontaneous symmetry breaking if V G (φ 0 ) develops a negative minimum away from the origin. We would like to stress that the ultraviolet divergences have been absorbed into µ 0 :
where Λ is an ultraviolet cut-off. Indeed, in one space and one time dimension
we only need to renormalize the mass. In other words, a suitable definition of the bare mass makes finite the phisical mass defined as (minus) the irreducible 2-point function at zero momentum.
Equations (19) and (20) show that the generalized Gaussian effective potential is free from ultraviolet divergences after mass renormalization on the φ 0 = 0 vacuum.
Indeed in the approximation of Eq. (19) the φ 0 = 0 vacuum is the free vacuum of the scalar field with mass µ 0 . So we have in this approximation
In fig. 2 we show V GEP (φ 0 ) as a function of φ 0 for various values ofλ. Several features are worth mentioning. Firstly, φ 0 = 0 is always a local minimum of V GEP (φ 0 ). Forλ <λ c ,λ c ≃ 2.5527, the φ 0 = 0 vacuum is the true ground state.
On the other hand, forλ >λ c the ground state is for φ 0 = 0.
Thus, a first order phase transition occurs atλ c . However, S. J. Chang [6] pointed out that the Simon-Griffiths theorem [7] rules out the possibility of a first order phase transition in the one dimensional λφ 4 field theory. In addition, Chang so that
In Fig. 3 we display Eq. (23). We see that there is a second-order phase transition atλ c ≃ 0.8371. This is confirmed by considering the mass-gap of the φ 0 = 0 vacuum. One can easily check that
We would like to stress that equation (24) is not trivial, because m 
Our results are in agreement with previous studies [8, 9] . However our generalized Gaussian effective potential relies on a firm field theoretical basis. In particular Eq.(15) allows us to take care of the higher order corrections. As a matter of fact we have checked that the higher order corrections to Eq. (23) do not modify the order of the transition. A full account of this analysis will be presented elsewhere.
Moreover in our scheme there are not ambiguities in the renormalization of ultraviolet divergencies. To illustrate this last point let us consider the scalar fields in two spatial dimensions. Here, at variance of the previous case, the two-loop correction is logarithmically divergent. The gap equation becomes:
where, now, x = 
Also in two spatial dimensions the gaussian effective potential displayes a first order phase transition atλ =λ c ≃ 3.0784.
As concern the two-loop contribution Eq.(16), we get
where ǫ is the the short distances cut-off and γ is the Euler's constant.
The logarithmic divergence in (28) is eliminated by renormalizing the mass. We
By using Eq. (29) and the gap equation for φ 0 = 0, one can eliminate the bare mass in favour of the physical mass. Inserting into V G (φ 0 ) one gets the finite result:
In equation (30) we assumed breaking. Our result contrasts with Ref. [10] . Indeed in Ref. [10] it is suggested that a second order phase transition develops. The discrepancy resides in the different use of the gap equation. In our scheme the gap equation is fixed once and for all. On the other hand, in Ref. [10] the gap equation is fixed at each order by the principle of minimal sensivity [11] . In this way, however, there are ambiguities in the renormalization of the effective potential.
The main advantages of our generalized Gaussian effective potential are implicit in the definition Eqs. (13) and (14). Indeed these equations put our generalized Gaussian effective potential on the same level of the perturbative effective potential. Moreover, Eq.(15) allows a diagrammatic expansion of the higher order corrections which is amenable to a diagrammatic resummation.
Finally, as we have already discussed, the renormalization of the generalized Gaussian effective potential relies on the underlying φ 0 = 0 field theory. As a consequence there are no ambiguities in the renormalization. We hope to return on this last point for the more interesting case of scalar fields in three spatial dimensions. Fig. 1 Lowest order correction to the Gaussian effective potential. 
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