The Tanana River flows through interior Alaska, a region characterized by discontinuous permafrost.
In this paper, fluctuations in GW hydrology were modeled to assess the potential impacts on river ice dynamics.
In collaboration with rural Alaskans, changes in hydrology were explored to examine how residents of interior Alaska could be affected by recurring dangerous ice conditions in the Tanana River. Field studies were initiated in locations identified by local residents as having recurring thin ice.
Based upon field observations, a numerical model was developed to explore the relationship between seasonal GW flow and ice thickness under changing environmental The vertical temperature profile from the GW through the water column, ice, snow, and air within the river channel was measured at two different points in Hot Cake Slough (referenced as the upstream and downstream study sites).
The temperature profile was monitored using thermistor strings calibrated to 0.0 W C in a continuously flowing ice bath.
Groundwater effect on water column temperature
The physical system is represented by Figure 3 , which illustrates how GW affects river ice thickness under observed field conditions. From Figure 3, (2)).
The surface and GW flow had a specified flow rate (Q, m 3 ⋅s À1 ) and average temperature (T, W C) from which the heat flux of each component was calculated (Equation (3)) relative to the melting temperature of ice (T m , 0
The model assumed thorough mixing of ground and surface water.
The heat transfer rate from the water to the ice was calculated for turbulent flow using established empirical relationships (Equation (4)) between the Nusselt number
. In these equations, the corresponding symbols 
A heat transfer coefficient (h wi , W⋅m À2 ⋅ W C) was used to model the heat transfer rate between water and ice (Ashton ). In previous studies, it has been calculated empirically or analytically and applied to Equation (3) in the form of Equation (5) 
Equation (4) 
Equations (5) and (6) were applied to calculate H wi , which was used with H in and H GW (Equation (3)) to calculate H out (Equation (1)) and estimate T out from Equation (3).
T out could be utilized to model changes in heat flux in the downstream direction.
Atmospheric heat losses and ice melt
As depicted by Equation (2), assuming freezing air temperatures (T a , W C), the heat transferred from the water to the ice was either lost to the atmosphere via conduction or contributed to ice melt. The temperature at the bottom of the ice
and thermal conductivity (k, W⋅m À1 ⋅ W C À1 ) of the ice and snow, combined with atmospheric conditions affected the heat lost to the atmosphere (Equation (7)) (Ashton , ). k snow was estimated from snow density (Sturm et al.
) and the surface resistance of the boundary layer (m, m 2 ⋅ W C⋅W À1 ) was approximated using the wind velocity
By combining Equations (2)- (7), the rate of ice thickness change (Δη ice /Δt, m⋅day À1 ) was approximated from the latent heat of fusion for water (F, J⋅kg À1 ) and the density of ice (ρ ice , kg⋅m À3 ) (Equation (8)) (Ashton , ). The potential ice melt rate equals ÀΔη ice /Δt. 
) (Sturm ) using the hydraulic radius (R), the calculated water surface slope (S), and an estimated composite Manning's coefficient (n ¼ 0.03, dimensionless), which accounts for ice cover and channel roughness.
The initial air temperature, ice thickness, snow depth, and wind velocity were specified. Freezing air temperatures and snow depth could change over time, but wind velocity was assumed constant. The heat transfer coefficient was calculated from the average measured water column temperature (T w ¼ 1.4 W C), while GW temperature was assumed 3.2 W C based on field measurements.
Thermal equilibrium
To examine the steady-state model at equilibrium conditions, theoretical scenarios were used to examine the system when the total energy gained from GW equaled the energy transferred to the ice, which equaled the energy lost 
, while T a and U GW were adjusted until
Sensitivity analyses
Analyses were performed to estimate the sensitivity of the model to changes in the dominant input variables. Specific initial conditions were used as model input for the standard analyses (Table 1) . Each input variable was increased and decreased by 30% to determine the resulting sensitivity of the ice melt calculation. The 30% change in each input variable was selected as a reasonable, yet consistent proportional modification to assess the relative response of the model.
Confidence analysis
A confidence analysis was performed to estimate model performance relative to the estimated measurement accuracy of each input variable (Table 2 ). Modified input 
Water velocity m⋅s À1 0.02 ± 30% À53 to þ56%
Water depth Cm 20 ± 30% À12 to þ17%
Snow depth Cm 10 ± 30% À13 to þ11%
Wind speed m⋅s
GW upwelling rate m⋅day
Initial ice thickness Cm 10 ± 30% ± 0% 
RESULTS

Field studies
The water depth showed little variation from December through early April each year (varying less than 1 cm until mid-April). The average water velocity of the upstream channel cross-section was 0.02 m⋅s 
Modeling
According to Equation (8), the potential ice melt rises with increasing air temperature, water column temperature, initial ice thickness, initial snow depth, or water velocity, but falls with rising water depths. The water column temperature increases with increased GW upwelling rates and GW temperatures, both of which increase the GW heat flux (Equation (3)). At a GW upwelling temperature of 3.2 W C, the measured GW heat flux (133 W⋅m À2 ) would melt up to 3.8 cm of ice per day under ideal conditions with no heat lost to the atmosphere or gained by the water column.
Snow-free ice that was 10 cm thick was modeled to melt at the measured GW upwelling rate (0.86 m⋅day À1 )
when the average water temperature was 1.4 W C and air temperatures were À14 W C or greater (Figure 8(a) ). However, the presence of snow radically changes these relationships (Figure 8(b) ). At the temperatures down to À40 W C (while including conductive and convective heat losses), the ice would melt with only 5 cm of snow. Moreover, the variability in ice melt rates associated with colder air temperatures is tempered by increasing snow cover (Figure 8(b) ) and ice melt is largely independent of air temperatures when snow depths are greater than 10 cm (measured snow density ¼ 395 kg⋅m À3 ). This depth represents the 'hiemal threshold' (Pruitt Jr ), which varies according to snow density, but is defined as the snow depth at which the physical and biological systems under the snow are thermally isolated from oscillations in air temperature.
At a snow depth of 1 cm, the air temperature is directly proportional to the potential ice melt, while increasing GW flow results in a non-linear increase in the ice melt rate (Figure 8(a) ). Similarly, the complexity of the response surface of the potential ice melt rate over a range of snow depths and air temperatures (Figure 8(b) ) show that the importance of air temperature is attenuated with increasing snow depth. It also illustrates the linear response of ice melt relative to changes in air temperature and the steep response gradient at low snow depths.
Thermal equilibrium
In the assessment where GW measurements were assumed
To be in equilibrium under these conditions (η ice ¼ 2 cm and η snow ¼ 1 cm), T w would be 1.4 W C at T a of À19 W C. In an assessment assuming water column temperatures were accurate (mean
. T a would be À19 W C and U GW would be 0.87 m⋅day À1 at thermal equilibrium. In the assessment where field observations of T a were used while water was starting to freeze (T a ¼ À23.0 Table 1 shows that the calculated ice melt rate was most sensitive to increases in the water column temperature, water velocity, air temperature, water depth, and snow depth, respectively. The sensitivity of each variable is dependent on the initial conditions. At the conditions specified (Table 1) , a 30% change in the water temperature, water velocity, air temperature, water depth, or snow depth would affect the ice melt calculations by more than 10% (Table 1) .
Sensitivity analysis
Confidence analysis
A confidence analysis was performed to gain an understanding of model performance based upon the measurement confidence of the input variables. Under the assumption that each input variable has errors associated with its measurement, confidence in model performance would decrease with increasing measurement errors. Table 2 suggests that if the estimated minimum and maximum errors of all input variables were realized simultaneously, the modeled ice melt rate Of the dominant environmental factors (Table 1) and greater fluxes in GW upwelling areas to melt ice from below to generate hazardous ice conditions; however, the results of this study were inconclusive and suggest that additional study would be warranted.
In sub-arctic environments, winter travel on rivers is common, especially in the context of subsistence activities. 
