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Abstract 
 
The present aim was to develop a fully automatic 
feature-based method for expression-invariant 
detection of facial landmarks from still facial images. 
It is a continuation of our earlier work where we found 
that some certain muscle contractions made a 
deteriorating effect on the feature-based landmark 
detection especially in the lower face. Taking into 
account this crucial facial behavior, we introduced 
improvements to the method that allowed facial 
landmarks to be fully automatically detected from 
expressive images of high complexity. In the method, 
information on local oriented edges was utilized to 
compose edge maps of the image at two levels of 
resolution. The landmark candidates resulted from this 
step were further verified by edge orientation 
matching. We used knowledge on face geometry to find 
the proper spatial arrangement of the candidates. The 
results obtained demonstrated a high overall 
performance of the method while testing a wide range 
of facial displays. 
 
Keywords: Computing Methodologies, Image 
Processing and Computer Vision, Segmentation, Edge 
and feature detection, Facial expressions. 
 
1. Introduction 
 
Human faces constitute a class of objects with rigid 
structure that does not vary significantly from person 
to person (i.e. nose is located between eyes and 
mouth). However, the problem of automatic detection 
of face and facial features has been challenging 
computer scientists already for several decades, and 
still needs further investigation. The difficulty comes 
from the fact that facial appearance varies noticeably 
with changes in environmental conditions (e.g. 
illumination, head pose, orientation, and occlusions), 
race, gender and facial expressions (e.g. emotional and 
social signals in the face). To solve the problem, a 
representation of the face is needed that remains robust 
with respect to variety of facial appearances. 
Following this idea, many techniques to face and facial 
feature detection have been proposed [1], [2]. 
In expressive facial behavior, muscle contractions 
produce skin displacements that change drastically the 
appearance of permanent (e.g. eyes, eyebrows, nose, 
and mouth) and transient (e.g. wrinkles resulting from 
expressive and edge-specific face modifications) facial 
features. Facial expressions result in considerable 
changes of feature shapes and their locations on the 
face, presence/absence of teeth, out-of-plan changes 
(e.g. showing the tongue), and self-occlusions. 
In the domain of behavioral science research, the 
Facial Action Coding System (FACS) [3], [4] is a well 
known linguistic description of all visibly detectable 
changes in the facial appearance. The FACS describes 
visible changes in the face as a result of single and 
joint muscle contractions in terms of action units 
(AUs). In other words, FACS represents an expressive 
image as a result of facial muscle activity without 
referring to emotional state of a person on the image. 
Addressing the problem of expression-invariant 
facial landmark detection, Gizatdinova and Surakka 
[5] introduced a feature-based method that made use of 
local oriented edges extracted in still facial image. For 
this purpose, a set of multiorientation and 
multiresolution Gaussian filters was utilized. The 
detailed description of edge detection and grouping 
used can be found in Appendix A. Resulting from 
these stages, the final edge map of the image consisted 
of regions of connected edges presuming to contain 
facial landmarks. The existence of a landmark on the 
image was verified by matching candidates against the 
orientation model (for more details, see Appendix B). 
The method was not fully automatic and required a 
manual classification of the detected edge regions. 
Besides that, the method was deteriorated by facial 
expressions, especially by those appeared in lower face 
[6]. The further analysis [7] revealed specific facial 
behaviors that influenced the performance of the 
method the most. It was found that incorrect nose and 
mouth detection was caused mainly by AUs activated 
during disgust (AU 9 and 10), happiness (AU 12), and 
some of their combinations with other AUs. Although 
the listed AUs have different effect on facial 
appearance, they commonly make the gap between 
nose and mouth smaller. The neighborhood distances 
between edges belonging to these landmarks became 
smaller than a threshold and caused erroneous 
grouping of nose and mouth into one region. In some 
cases, AUs 1 and 4 activated during sadness and anger 
caused eyes or eyebrows to draw up together resulting 
in incorrect upper face landmark detection.  
In the present study, we extended the previous 
research. Taking into account the described facial 
behaviors interfering landmark detection, we improved 
the overall performance of the method. The method 
now allowed facial landmarks to be fully automatically 
detected from expressive images of high complexity. 
 
2. Facial landmark detection 
 
The method was improved in several respects. 
Instead of using an average contrast of the whole 
image to define thresholds for contrast filtering, we 
applied local contrast thresholding calculated in every 
filter neighborhood. This allowed more reliable edge 
detection. Further, edge grouping was improved as the 
method failed at this stage due to erroneous connection 
of edges belonging to different facial landmarks into 
one region. The top row of Figure 1 shows bounding 
box that includes merged eye regions on the left and 
merged nose and mouth on the right. To fix this 
problem, we applied the procedure of edge projection 
as follows. If a landmark candidate consisted of two or 
more regions of edge concentration, edge points were 
projected to x-axis for upper face landmarks and to y-
axis for lower face landmarks. The projections were 
obtained from calculating the number of edge points 
along the corresponding (i.e. vertical or horizontal) 
rows of the final edge map for the given candidate. If 
the number of edge points was smaller than a 
threshold, edge points were eliminated (Figure 1). 
After each edge elimination step, if the region still was 
not separated the threshold was increased by 5 edge 
points. The initial threshold equaled a minimum 
number of edges in the column (row) of the given 
candidate. 
 
Figure 1. Landmarks grouped into one region 
(top), landmarks separated by edge 
projection (middle), and final detection result 
(bottom). Images are courtesy of the Cohn-
Kanade AU-Coded Facial Expression 
database [8]. Reprinted with permission. 
After the procedure of edge projection, the orientation   
portraits (i.e. the   distribution   of   local oriented 
edges) of the received edge regions were matched 
against the orientation model. In this study, we allowed 
landmark candidates to have some deviations from the 
orientation model. It means that an orientation portrait 
of the candidate could slightly differ from the model, 
for example, it could have some orientations 
represented by zero number of edges. In further 
analysis, these edge regions were also considered in 
composing face-like constellations of the detected 
landmark candidates if there were missing landmarks. 
Figure 2,a shows the final edge map of the image with 
landmark candidates and discarded edge regions. 
The final improvement of the method was the 
automatic classification of the detected landmark 
candidates. We formed constellations from a set of 
detected candidates and determined which 
constellations were the most face-like. The face model 
we used is shown in Figure 2,b. Due to side-by-side 
location of upper face landmarks, they guided the 
entire process of landmark classification, also those 
landmarks which were discarded by the orientation 
model. The search started with finding horizontal 
candidate pairs with approximately equal number of 
edge points and labeling them as eyes and eyebrows. If 
only one horizontal pair was found, it was labeled as 
eye region candidate (i.e. eye and eyebrow were 
detected as one region). The method  then searched  
for 
 
eyebrows above and eyes below the found pair 
location and if found any, relabeled the found 
candidates as eye and eyebrow, respectively. If there 
was not any pair found, it was assumed that eye 
regions were grouped together in one region and edge 
x-projection was applied to the candidate with 
maximum number of edges. The search for lower face 
landmarks was performed from top-to-bottom along 
the line of vertical symmetry that was drawn through 
the point that lied in the middle of the line connecting 
eye regions. If only one lower face candidate was 
found, the method assumed that nose and mouth were 
combined together and edge y-projection was applied 
to separate these landmarks. Although the method was 
allowed to miss landmarks, however, for efficient 
landmark detection at least one horizontal pair had to 
be found. As a measure of distances in the face model 
we utilized the dynamic parameter D calculated as a 
distance between mass centers of the eye region pair. 
Using this measure, the spatial constraints between 
locations of the rest of the candidates were verified. 
For example, nose is located between eyes and mouth 
not lower than one D from the middle point of the line 
connecting eye regions. At the same time, by utilizing 
geometrical relationships among the candidates, we 
verified the upper face landmarks. After the face-like 
constellation of landmarks was found, the location of 
the face in the image was also known. 
 
3. Database 
 
The Cohn-Kanade AU-Coded Facial Expression 
Database [8] consists of image sequences taken from 
97 subjects (65% female) of different skin color (81% 
Caucasian, 13% African-American, and 6% Asian or 
Latino) and ages varying from 18 to 30 years. There 
were no images with facial hair or eye-glasses. Each 
image sequence starts with neutral frame and ends up 
with an expressive frame labeled in terms of AUs. AUs 
occur alone or in combinations and are coded as 
numbers. The level of expression intensity can vary for 
images of different subjects and is coded as small 
letters. Capital letters L and R define left- and right-
side expressions. 
From the database we selected 468 neutral and 468 
expressive images corresponding to the first and the 
last frames of the sequence. From this data we 
composed two datasets – “face only” dataset of 
cropped images including only facial region, and “face 
& hair” dataset of cropped images including both face 
and hair. “Face only” dataset served as a “baseline” to 
which we compared the robustness of the method with 
respect to such destructors as hair, decoration, and 
elements of clothe. All images were preset to the size 
of approximately 200-250 pixel arrays with 8-bit 
precision for grey scale values. No face alignment was 
performed. 
 
 
Figure 2. (a) Final edge map with landmark 
candidates (black) and discarded edge 
regions (grey), (b) face geometry model, and 
(c) final detection result. Image is courtesy of 
Cohn- Kanade AU-Coded Facial Expression 
database [8]. Reprinted with permission. 
4. Results 
 
The following facial landmarks were chosen to be 
detected: - right eye (RE), right eyebrow (REB), left 
eye (LE), left eyebrow (LEB), right eye and eyebrow 
(RE&EB), left eye and eyebrow (LE&EB), lower nose 
(N), and mouth (M). Figure 3 shows the final results of 
the landmark detection in both datasets. As figure 
shows, the size of the bounding box that contained a 
landmark was dynamic and varied according to the 
size of the detected edge region. The landmarks with 
orientation portraits slightly different from the 
orientation model were represented as ovals, and 
landmarks corresponded to the orientation model – as 
rectangles. 
The final results were classified into one of the 
following classes: correct detection, wrong detection, 
and false detection. A correct detection was considered 
if the bounding box overlapped approximately at least 
50% of the visible landmark, and edge region enclosed 
the area surrounding landmark less than the actual size 
of the landmark. In detecting eye regions, eyebrow 
together with a corresponding eye were localized as 
one region, or alternatively, eye and eyebrow were 
localized separately. If eyebrow was detected as a 
separate region, it was obligatory that a corresponding 
eye was also found. A wrong detection was considered 
if the bounding box covered several facial landmarks, 
excluding the case of eyes and eyebrows localized as 
one region. A false localization was considered when 
bounding box did not satisfy any of  the  two previous 
conditions. We defined the rate of the landmark 
detection as a ratio between a total number of 
landmarks correctly localized and the total number of 
images used in testing (as there was one face per 
image). A false positive was then defined as a number 
of noise regions (wrinkles, eyebrow localized without 
a corresponding eye, elements of face, ears, clothing 
and hair) which were misclassified as a facial 
landmark. 
As it is seen from Table 1 and Table 2, there was no 
significant difference in the performance of the method 
on two datasets. Further, the facial landmarks were 
detected with nearly equal detection rates in both 
neutral and expressive images. Thus, the method 
achieved the average detection rates of 97.5% and 94% 
for neutral and expressive “face only” images, 
correspondently. The rates for “face & hair” dataset 
were 91.5% for neutral images and 90% for expressive 
images. A decrease in detection rates for lower face 
landmarks was observed; on the whole, however, the 
overall performance of the method was high. 
We noticed that detection of lower face landmarks 
produced more errors than detection of upper face 
landmarks. For example, in some cases the method 
misclassified a chin as a mouth, (in the tables, the 
biggest number of false positives corresponding to 
mouth detection reflects this fact). Wrong detections 
Figure 3. Examples of correctly localized facial landmarks in “face only” and “face & hair” 
datasets. Images are courtesy of the Cohn-Kanade AU-Coded Facial Expression database [8]. 
Reprinted with permission. 
 
Table 1. Landmark detection rates (%) and 
false positives (FP) for “face only” dataset 
Image Right eye region 
Left eye 
region Nose Mouth 
Neutral 98 1 FP 
99 
1 FP 
98 
0 FP 
95 
12 FP 
Expressive 97 6 FP 
98 
2 FP 
92 
1 FP 
90 
12 FP 
Table 2. Landmark detection rates (%) and 
false positives (FP) for “face & hair” dataset 
Image Right eye region 
Left eye 
region Nose Mouth 
Neutral 95 2 FP 
96 
3 FP 
89 
1 FP 
86 
19 FP 
Expressive 93 5 FP 
94 
6 FP 
90 
2 FP 
81 
25 FP 
were observed mostly in detecting lower face 
landmarks. Thus, nose and mouth were detected as one 
region in 16 expressive images of “face only” dataset 
and in 18 expressive images of “face & hair” dataset. 
As it was expected, it occurred mainly due to the effect 
of lower face AUs 9, 10, and 12 occurring alone or in 
combinations with other AUs. 
The eye region detection was high for all types of 
images showing expressions in upper and lower face, 
see Table 3 and Table 4, (note that AUs presented 
might occur singly or in conjunction with other AUs 
which are not represented in the tables). On the whole, 
the detection of lower face landmarks was more 
affected by AUs than the detection of eye regions. 
Lower face AUs 9, 10, 12, and AU combinations 
9+25, 10+17, 10+20, 10+25, 12+16, 12+25, and 
16+25 lowered down the nose and mouth detection 
average rates up to the range of 71-83%. Upper face 
AUs 5, 6, 7, and AU combination 6+7 also degraded 
the lower face landmark detection. These upper face 
AUs are usually activated during the lower face 
expression of anger when AUs 9 and 10 typically are 
also activated. 
5. Discussion 
 
A fully automatic method was designed for facial 
landmark detection in the expressive images of high 
complexity. The complexity of the expression was 
presented by closed/semi-closed eyes, variety of mouth 
appearances including open and tight mouth, visible 
teeth and tongue. The local oriented edges served as 
basic features for expression-invariant representation 
of facial landmarks. The results confirmed that in the 
majority of expressive images the landmark orientation 
portraits had the same structure as predefined by the 
landmark orientation model. The face geometry model 
further improved the overall performance of the 
method. Besides robustness to facial expressions, the 
method demonstrated robustness to skin color and 
noise like hair, ear-rings, and elements of clothe. 
Comparing present results with previous ones, a 
significant improvement was achieved for detection of 
lower face landmarks, especially, in images showing 
AUs 9, 10, and 12. The landmark detection rates were 
comparable or superior to those presented in [9]-[11] 
while testing a wider range of facial displays.  
Emphasizing simplicity of the method developed, 
we conclude that it can be used in preliminary 
localization of regions of facial landmarks for their 
subsequent processing where coarse landmark 
localization is followed by fine feature detection (e.g. 
local features like eye and mouth corners). 
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8. Appendix A: Edge detection 
 
The grey scale image representation was considered 
as a two dimensional array }{ ijbI   of the YX  size. 
Each ijb  element of the array represented b brightness 
of the },{ ji  image pixel. If there was a color image, it 
was first transformed into the grey scale representation 
by averaging three RGB components. This allowed the 
method to be robust with respect to small illumination 
variations and skin color. To smooth a grey level 
image the recursive Gaussian transformation was used.  
 
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l
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where pqa  was a coefficient of the Gaussian 
convolution; p and q defined the size of a filter, 
2 2, qp ; 10  Xi ; 10  Yj ; l defined 
the level of image resolution. The smoothed low 
resolution image (l=2) was used to find all possible 
landmark candidates, and the original high resolution 
image (l=1) was used to analyse landmark candidates 
in detail. 
Then the smoothed image was convolved with a set 
of ten-orientation Gaussian filters with shifted centres. 
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where   was a root mean square deviation of the 
Gaussian distribution; k  was an angle of the 
Gaussian rotation,  5.22kk ; 1410,62 k ; 
3 3, qp . 
The maximum response of all 10 kernels defined 
the contrast magnitude of a local edge at its pixel 
location. The orientation of a local edge was estimated 
with orientation of a kernel that gave the maximum 
response.  
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kG
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qjpibkijg
,
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,  , (6) 
The threshold for contrast filtering of the extracted 
edges was determined as an average contrast of the 
whole smoothed image. Edge grouping was based on 
neighborhood distances between edge points and 
limited by a radius consisting of possible neighbors for 
each edge point. Regions with small number of edge 
points were removed. The optimal thresholds for edge 
grouping were determined using small image set taken 
from the database. To get more detailed description of 
the extracted edge regions, edge detection and 
grouping were applied to high resolution image within 
the limits of these regions. In this case, the threshold 
for contrast filtering was determined as a double 
average contrast of the high resolution image. 
 
9. Appendix B: Edge orientation matching 
 
The procedure of orientation matching was applied 
to verify the existence of facial landmarks on the 
image. To do that, the detected regions were matched 
against the orientation model that was a specific 
distribution of the local oriented edges with two 
horizontal dominants (for example, see Figure 4). The 
following rules define the distribution of the 
orientation model: 1) horizontal orientations are 
represented by the greatest number of the extracted 
edges; 2) a number of edges corresponding to each of 
horizontal orientations is more than 50% greater than a 
number of edges corresponding to any other 
orientations; and 3) orientations cannot be represented 
by zero number of edges. Noise regions like, for 
example, elements of cloth and hair usually have an 
arbitrary distribution of the oriented edges and were 
discarded by the model. 
 
Figure 4. Examples of landmark orientation 
portraits averaged over “face only” datasets. 
The error bars show plus/minus one standard 
deviation from the mean values. 
