Abstract. The spectrum of the Dirichlet problem is studied in the case of a periodic infinite planar domain having the form of an accommodation ladder: two parallel strips-uprights of thickness h > 0 are linked by treads of the same thickness. It is shown that, for h small, a gap is always opened between the second and third segments of the essential spectrum of the problem operator. The gap between the first and second segments is also discussed: its presence and characteristics depend on the distance between the uprights. It is shown that variation of the thickness of finitely many treads leads to the arising of any prescribed number of discrete spectrum points below the essential spectrum as well as inside the open gap. §1. Problem setting Let Γ be the union of the lines {x = (x 1 , x 2 ) ∈ R 2 : x 1 = ±l/2, x 2 ∈ R} and the infinite collection of segments γ p = {x : |x 1
§1. Problem setting
Let Γ be the union of the lines {x = (x 1 , x 2 ) ∈ R 2 : x 1 = ±l/2, x 2 ∈ R} and the infinite collection of segments γ p = {x : |x 1 | < l/2, x 2 = p} joining these lines; here p ∈ Z = {0, ±1, ±2, . . . } and l is a fixed positive parameter. We introduce the domain
which has the form of an accommodation ladder (see Figure 1 ) with thin, of thickness h 1, uprights and treads. Consider the Dirichlet spectral problem for the Laplace operator
the variation form [1] of this problem looks like this:
Here Δ x = ∇ x · ∇ x is the Laplacian, ∇ x = (∂ 1 , ∂ 2 ) is the gradient operator, the dot denotes the scalar product on R 2 , and ∂ k = ∂/∂x k , k = 1, 2. Also, λ h is the spectral parameter, ( , ) Ω h is the scalar product in the Lebesgue space L 2 [2] ) (in fact, σ(A h ) = σ e (A h )). The Gelfand transformation [3] (1.4) u h (x) → U h (x; η) = 1 √ 2π j∈Z e iηj u h (x 1 , x 2 + j) Figure 1 . A planar accommodation ladder.
(the properties of it can be found, e.g., in the surveys [4, 5] and books [6, 7] ) takes problem (1.2) to the following boundary-value problem with quasiperiodicity conditions:
h (x; η) = 0, x ∈ ∂ω h , |x 2 | < 1/2, (1.6)
on an H-like periodicity cell (deeply tinted in Figure 1 ) turn out to be 2π-periodic (the change η → η ± 2π does not affect the quasiperiodicity conditions (1.7)) and continuous (see [8, Chapter 9] ); hence, the sets (1.11) Υ h p = Λ ∈ R + : Λ = Λ h p (η) for some η ∈ [0, 2π) are connected closed segments. It is well known (see, e.g., [4, 5] and [6, 7] ) that the spectrum of the operator A h has the form
where N = {1, 2, 3, . . . } is the set of positive integers. The segment structure of the spectrum (1.12) allows for the arising of gaps, i.e., intervals on the real axis that are free of the spectrum of A h , but have ends in the essential spectrum of A h . Our first goal in this paper is to verify that if h > 0 is small, then the gap G The spectrum (1.12) is essential, but if none of the segments (1.11) degenerates to a point, then the kernel of the operator of the Dirichlet problem for the Helmholtz operator −Δ x − λ in the periodic domain Ω h is finite-dimensional for all λ (see [9] and also [6, §3.4] 2 − p| < h/2}, p ∈ Z. Our second goal in this paper is to show that such a perturbation of the domain may lead to the arising of any prescribed number of discrete spectrum points inside a gap, as well as below the essential spectrum (1.12) of the operator A h . We outline the organization of the paper. In § §2 and 3, we study the spectral Dirichlet problem for the Laplace operator on the union Ξ H of a strip of unit width and an orthogonal half-strip of width H > 0. The solutions of this problem are used to describe the boundary layer phenomenon in the zones where uprights and treads meet (see Figure 2 ). In §2 we check that if H < H * (H * ∈ (1, 2] is some threshold), then the operator of the problem in the domain Ξ H has a unique eigenvalue μ H below the continuous spectrum [π 2 min{1, H −2 }, ∞); also, we study the properties of the function H → μ H . We mention the papers [10, 11, 12, 13, 14, 15] , where the spectra of broken, bent, and branching waveguides were investigated. In §3 we list all solutions of the homogeneous problem in Ξ 1 ξ that have at most exponential growth O(exp |ξ| π 2 − μ 1 at infinity. The boundary layer mentioned above is built from these solutions, together with the eigenfunction w 1 ∈H 1 (Ξ 1 ) corresponding to the eigenvalue μ 1 . In §4 we employ the maximin principle (see, e.g., [2, §10.2] ) and some inequalities for functions U h ∈ H 1 (ω h ) that satisfy the Dirichlet condition (1.6) to establish the existence of a gap G
For waveguides with other periodicity cells, the gaps in their spectra were studied in [16, 17, 18, 19] .
The question about the gap G h 12 is answered with the help of the asymptotic formulas for the eigenvalues Λ h 1 (η) and Λ h 2 (η) of problem (1.5)-(1.7), which is constructed formally in §5 and is justified in §7. This gap is always open if l ∈ (0, 1), but is closed if l ∈ (1, 2) (see §6). The information obtained in the present paper does not suffice to study the cases of l = 1 and l ≥ 2. To identify the gap for l = 1, one should find and compare the coefficients in the expansion at infinity of the eigenfunction w 1 of the boundary layer problem (see Theorem 2.1), while for l ≥ 2 the location of the segments Υ h 1 and Υ h 2 is determined by the lower asymptotic terms, which are not constructed in this paper.
After localizing the segments Υ h 1 and Υ h 2 (see Theorem 6.1), in §8 we check that discrete spectrum points for the problem in the perturbed domain Ω h can be found below the essential spectrum threshold (some treads become thicker) and in the gap G h 23
(some treads become thinner).
In the paper, we only deal with two-dimensional problems, but all conclusions remain valid, e.g., for the Dirichlet problem in the domain Ω h × (−h/2, h/2) ⊂ R 3 (see Figure 3 ), because the form of a ladder made of rods with square cross-section admits separation of variables. Therefore, the part of the spectrum of the three-dimensional problem located If the ladder is composed of rods with circular cross-section, then it is not so easy to come to similar conclusions. In [14] it was shown that if a domain Ξ is formed by joining an infinite circular cylinder and a perpendicular halfcylinder, then the Dirichlet problem in Ξ has nonempty discrete spectrum, but the full spectrum multiplicity remained unknown. If some eigenvalues are present, then some gaps can be shown to arise, but the answer remains nonclear, and the author viewed this generalization as negligible. §2. Exponentially decaying solutions of the Dirichlet problem in a T-joint waveguide
Consider the Dirichlet problem
in a domain Ξ H having the form of a T-joint waveguide (see Figure 4 ; compare also with Figure 2 ). This domain is obtained by uniting three half-strips
and the rectangle Q H (deeply tinted in Figure 4 ),
The variational statement of this problem looks like this: In the present paper, we do not employ this theorem in its full strength. For the reader's convenience, we only verify it to the extent needed for what follows.
First, let H ≥ 1, i.e., τ 
Here, F k is an arbitrary subspace ofH
e., for k = 1 there is no need to calculate the maximum in (2.6). Consider the following auxiliary spectral mixed boundary-value problem in the rectangle (2.3):
Clearly, M 1 = π 2 /4 is its first eigenvalue, and
2 )) is the corresponding eigenfunction. The second eigenvalue looks like this:
Consequently, for any function v ∈ H 1 (Q H ) that vanishes for ξ 1 = 1/2 and satisfies the orthogonality conditions (2.8)
To (2.9) we add the one-dimensional Friedrichs inequalities integrated over ξ 1 ∈ (−∞, −H/2) ∪ (H/2, +∞) and ξ 2 ∈ (−∞, −1/2), respectively. This yields the estimate
for any function v in the subspace
Using (2.6) and (2.11), we deduce the inequality
. Consequently, the full multiplicity of the discrete spectrum is at most one. Now we suppose that H ≤ 1 as before, but 
From the origin ξ = 0, we draw segments to the points (1/2, 0) and (−1/2, ±H/2), thus splitting the rectangle Q H into two rectangular trapeziums T H ± and an isosceles triangle T H 0 (see Figure 4) , inside which we put (2.13)
The function w ε decays exponentially at infinity and is piecewise smooth. It is easily seen that the definitions (2.13) agree on the separating lines in the rectangle, i.e., w ε is a continuous function. Thus,
We plug (2.12) and (2.13) in (2.11) and calculate. Since
estimate (2.11) takes the form
where c is a constant and Φ is a continuous function on (0, 1] with Φ(1) = 0. Consequently, we can find ε 0 > 0 and δ 
(2.14)
Here 
The Dirichlet problem in Θ H has the eigenvalue M H , and for H > 0 we have Θ H+ H ⊂ Θ H . Applying the Rayleigh formula on the set (2.15) and repeating the above arguments, we obtain (2.16) In this section we put H = 1. We shall explore the solutions of problem (2.1) with the parameter μ = μ 1 (the eigenvalue), allowing for their possible exponential growth as |ξ| → ∞. For this, we employ the theory of elliptic boundary-value problems in domains with cylindrical outlets to infinity (see the key papers [21, 22, 23, 24] and, e.g., the book [6] ); we introduce the weighted Sobolev W 1 β (Ξ 1 ) with the norm
where β ∈ R is the weight exponent. 
is defined as a function w in the above space that satisfies the integral identity
see [1] . Note that the left-hand side of (3.2) is well defined, while ( , ) Ξ 1 stands for the extension of the scalar product in L 2 (Ξ 1 ) up to duality between the weighted Lebesgue spaces
as in the lefthand side of (3.2). It is known 1 (see, e.g., the introductory Chapter 2 in [6] ) that the operator (3.3) is Fredholm if and only if
Remark 3.1. The functions give rise to the forbidden exponents β ±k in formula (3.4) . Concerning the reasons for with the operator B β ±k loses the Fredholm property, see the source paper [21] , and also the introductory Chapter 2 in the book [6] , or the survey [5] .
. Since B 0 is a selfadjoint operator and μ 1 is its simple eigenvalue, B 0 is a Fredholm operator with one-dimensional kernel and cokernel, which are spanned by the eigenfunction w 1 . The theorem on asymptotics [21] (see also [6, Theorem 3.1.2]) yields the expansion
where K 0 and K ± are some constants, X 0 and X ± are smooth cut-off functions with supports in Π 1 0 and Π 1 ± , respectively, equal to 1 if max{|ξ 1 |, |ξ 2 |} > 2, and the remainder term r w 1 lies in the space W 1 γ (Ξ 1 ) for any γ < 4π 2 − μ 1 . The last expression is the forbidden exponent β 2 as in (3.4), following the first such exponent
It is well known that the first eigenfunction can be fixed to be positive in Ξ 1 . Also, the coefficients K 0 and K ± are necessarily positive. Indeed, by the Fourier method, the solution v 1 expands on the half-strip {ξ ∈ Π 1 0 : ξ 1 < −1} in a convergent series in the functions (3.5), k ∈ N (cf. Remark 3.1). Since sin(π(ξ 2 + 1/2)) = cos(πξ 2 ) > 0 for ξ 2 ∈ (−1/2, 1/2), we see that the coefficient K 0 is nonnegative. Suppose K 0 = 0; since the functions (3.5) with k > 1 change their sign inside the half-strip Π 1 0 , we can use induction to check that all the Fourier coefficients vanish, but this is impossible because no nonzero solution of the Helmholtz equation can be zero on a set of positive measure (see, e.g., [20] ). In the same way, we check that K ± > 0. Moreover, since the domain Ξ 1 is symmetric with respect to the abscissa axis, these coefficients coincide (otherwise the eigenvalue μ 1 would not be simple). Thus,
be a solution of the homogeneous problem (3.2) with
This solution may grow exponentially at infinity. Using the theorem on asymptotics mentioned above, we obtain
where C 0 , C ± ∈ R are constants, and Ă W ∈ W 1 β (Ξ 1 ) for any β < m. We want to find a canonical basis in the space of solutions W as above. First, we note that, by formulas (3.6) and (3.8), (3.9), the eigenfunction w 1 does not lie in W 1 γ (Ξ 1 ), because the positive weight index requires too fast decay at infinity. Therefore, the operator B γ is a monomorphism, so that the operator B −γ = B * γ adjoint to B γ is an epimorphism (we have used the fact that the bilinear form on the left in (3.2) is symmetric). In other words, problem (3.2) has a solution w ∈ W
(of course, this solution is nonunique). As a result, for the kernel ker B γ and the cokernel coker B −γ of our operators we have
Also, the indices of the mutually adjoint Fredholm operators B γ and B −γ satisfy the relation
The theorem on the index increment (see. [6, Theorem 5.1.4 (4)]) yields
where N = 3 is the number of outlets to infinity of the half-strip (2.2), and κ = 2 is the number of linearly independent exponential solutions (3.5) with the growth exponents ±m ∈ (−γ, γ) (in each half-strip). Comparing the above formulas, we see that
Now we describe three linearly independent elements of ker B −γ . The first of them is obvious: this is the eigenfunction
corresponds to its eigenvalue μ 1 . Two other elements admit expansions as in (3.10) , and at least one of the coefficients C 0 and C ± in these expansions is not zero (otherwise W ∈ W 1 0 (Ξ 1 ) and then the functions W and w 1 are linearly dependent because the eigenvalue in question is simple). To find a formula relating the coefficients, we apply the method of [22] : we plug W and w 1 in the Green formula for the truncated domain
In this Green formula, all integrals except for those over the segments
are equal to zero, whence
(3.13)
Replacing W and w 1 in the integrand by their expansions (3.10) and (3.6), we get
as R → +∞. Thus, passing to the limit, we see that the coefficients occurring in (3.10) and (3.6) satisfy the relation 
be some (nontrivial) solution of the homogeneous problem (3.2). The above membership relation requires that the exponential growth and decay of W as |ξ| → ∞ be "not too fast". In particular, the eigenfunction w 1 does not fall into the above difference of sets W
(the latter is included in the former). The functions
solve the same problem and are even (plus) and odd (minus) relative to the variable ξ 2 . Therefore, they can be linearly dependent only if one of them is zero. So, under the condition W ± = 0, the required solutions are constructed. Suppose that one of the function (3.17) is zero; for definiteness, let W − = 0, i.e., W = W + . Then the index formula (3.11) shows that there is yet another solution
linearly independent of w 1 and W . Once again, we introduce the even and the odd functions The model spectral problem (1.5)-(1.7) on the periodicity cell (1.8) admits a variational setting:
where H(η) is the subspace of functions that lie in the Sobolev class H 1 (ω h ) and satisfy the Dirichlet condition (1.6) and the first quasiperiodicity condition (1.7). For clear reasons, the bilinear form on the left-hand side of (4.1) is a scalar product in the Hilbert-space H(η). By [2, Theorem 10.2.2], the eigenvalues (1.10) can be found with the help of the maximin principle:
where F k (η) is an arbitrary subspace in H(η) of codimension k − 1. We use formula (4.2) to obtain an upper estimate for the eigenvalue Λ h 2 (η) and a lower estimate for Λ h 3 (η). First, we observe that any subspace F 2 (η) of codimension 1 contains a nontrivial linear combination
Here, w 1 is an eigenfunction of the operator B 1 of problem (2.4) in the domain Ξ 1 that corresponds to the eigenvalue μ 1 ∈ (0, π 2 ), and χ ± is a smooth cut-off function equal to 1 if |x 1 ∓ l/2| < ρ/3 and |x 2 | < ρ/3, and to zero of |x 1 ∓ l/2| > 2ρ/3, or |x 2 | > 2ρ/3, where ρ = min{1, l}.
To treat the denominator and numerator of the Rayleigh fraction in (4.2), note that, since the supports of the cutoff functions χ ± are disjoint, the coordinate change
We have used the fact that w 1 (ξ) = O(exp(−h −1 ρm/3)) on the support of the cut-off function 1 − χ ± ; the factor of h 2 is due to coordinate dilation. Similarly, we have
Now we use the interval identity (2.4) with w = v = w 1 , μ = μ 1 , and the maximin principle (4.2) to deduce that 
where Q h ± is the square with side length h centered at (±l/2, 0). Under the orthogonality condition
we have
(cf. formulas (2.7)-(2.9)). Adding (4.7) and (4.9), we see that any function U h in the subspace
Now formula (4.2) shows that
We summarize, stating an assertion that follows from (4.6) and (4.10). 
i.e., the gap length is at least
asymptotics of eigenvalues of the model problem
In the preceding section it was checked that for any η ∈ [0, 2π), on the interval (0, h −2 π 2 ) the boundary-value problem (1.5)-(1.7) (or the variational problem (4.1)) has precisely two eigenvalues Λ h 1 (η) and Λ h 2 (η). We construct their asymptotics. To facilitate calculations, observe that, by the symmetry of the periodicity cell ω h relative to the ordinate axis, the corresponding eigenfunctions satisfy First, the eigenvalue asymptotics will be constructed in the case where l = 1. For the role of the asymptotic approximation to U h q on the thin strip h + (see (1.9)), we take the sum
Here w 1 is an eigenfunction of the operator B 1 (see §2 and formulas (3.6) and (3.8)), m is the exponent (3.7) corresponding to the eigenvalue μ 1 ∈ (0, π 2 ), the W j are solutions of the homogeneous problem (2.1) that satisfy (3.16) and (3.10), (3.18) , and the coefficients a q (η) and b q (η) are to be determined.
We substitute the sum (5.3) in the quasiperiodicity conditions (1.7) and replace the summands with their representations (3.6), (3.8), and (3.10), (3.18) as ξ 2 = h −1 x 2 → ±∞. The factor e −m/h in (5.3) is chosen so that all expressions be of one and the same order at x 2 = ±1/2. Thus, looking only at the leading asymptotic terms, from the quasiperiodicity conditions we deduce the equations
The identity in the first line comes from the first quasiperiodicity condition (1.7) for the function itself, and that in the second line corresponds to the quasiperiodicity condition for the derivative. Differentiation of the exponentials e ±ξ 1 and e ∓ξ 1 has led to changing the signs of the coefficients K and a q , b q , and the common factor e −m/h cos(πξ 2 ) is omitted.
Solving the system (5.4), we get
By (3.6), (3.8) and (3.10), (3.18) , for x 1 = 0 the expression (5.3) takes the form
0 Kb q (η)) + . . . (recall that l = 1 by assumption). Formula (5.6) has no free coefficients, so that we cannot satisfy the artificial Dirichlet condition (5.1) (or the Neumann condition). We modify the asymptotic Ansatz for U h q (x; η), adding yet another term
to the sum (5.3). Simultaneously, we take the following asymptotic Ansatz for the eigenvalue:
In (5.7)
, W is the solution of the nonhomogeneous problem (2.1),
In other words, the additional summand (5.7) should compensate for the discrepancy generated by the perturbation (5.8) of the eigenvalue.
In accordance with §3, there exists a (nonunique) solution of problem (5.9) admitting the expansion (3.10) with coefficients C 0 and C ± (see Remark 7.1 below). Adding an appropriate linear combination c 1 W 1 + c 2 W 2 to a particular solution and using (3.18), we can arrange that the solution decay exponentially in the half-strips Π We compute the coefficient C 0 in the expansion (5.10) of W , which is uniquely fixed now by the requirement (3.10); this coefficient will be denoted by K. We apply the method of [22] and repeat the calculations of (3.13), (3.14) with obvious modifications. Letting R → +∞ in the Green formula for the functions W and w 1 on the domain (3.12), we obtain
Now, the sum of (5.3) and (5.7) at x 1 = 0 is equal to
. . , so that the Dirichlet condition in (5.1) will be fulfilled in the leading terms if
Here we have used (5.5) and (5.11). Similarly, the x 1 -derivative of the same sum at x 1 = 0 can be written as
. , because the factor of K 0 is the exponential exp(mh −1 (x 1 − l/2)), while the factors of 2K −1 0 Kb 1 (η) and K are the exponential exp(−mh −1 (x 1 − l/2)). As a result, the artificial Neumann boundary condition (5.1) leads to the relation (5.14)
The error terms in the representations (5.8), refined by (5.14) and (5.13), will be estimated in the next section. It should be emphasized that, by the second formula in (3.8), for any η ∈ [0, 2π) we have the inequality Λ 1 (η) < Λ 2 (η), which is in agreement with the relationship (5.2) between the eigenvalues Λ h 1 (η) and Λ h 2 (η) of the model problem. Now we assume that l = 1, but preserve the asymptotic Ansatz (5.8) for eigenvalues, allowing for the dependence of Λ (η) on the parameter h. The expression (5.12) will be replaced with
We act much as in the case of l = 1; to satisfy the Dirichlet conditions in (5.1), we put
The Neumann conditions in (5.1) require that
. Attempts to identify the gap
First, let l = 1. In the next section, the asymptotic formulas (5.7) with the correction terms (5.14) and (5.11) will be justified, i.e., we shall estimate the discrepancies
Thus, by formulas (1.11) and (5.14), (5.11), the segments Υ 
, where
−2 , and r Λ h q is the upper bound for the modulus of the quantities (6.1) for η ∈ [0, 2π). In Theorem 7.1 it will be established that r Λ ). Note that formulas (5.16) and (5.17) violate the usual rules of constructing asymptotic expansions: they involve terms with different orders of smallness. Therefore, we can fully justify the asymptotic formulas in question only if l < 2. To study the case where l ≥ 2, lower asymptotic terms are needed. Some general procedures for constructing asymptotic series in long (thin) cylindrical domains are known (see [25] and also [26, §5.6] ), but we have two reasons not to deal with the full series in the present paper. First, such series are very bulky, and second, they are to a great extent useless, because, in any case, we know of no sharp values of the coefficients (3.8) in the expansion (3.6) for the eigenfunction.
The next assertions will be obtained in §7 as consequences of Theorem 7.1 on the asymptotics of the eigenvalues Λ , and has a purely discrete spectrum. The lemma on "near eigenvalues and near eigenvectors" (see [27] , and also [2, Chapter 6]) implies the following claim.
satisfies the boundary condition (1.6), the first quasiperiodicity condition (1.7), and also the Dirichlet condition
contains at least one eigenvalue of the operator A h q (η).
In accordance with the asymptotic Ansatz (5.8), for the role of the "near eigenvalue" of Lemma 7.1 we take the sum
where Λ h q (η) is the quantity (5.17) if q = 1, or (5.16) if q = 2 (accordingly, (5.14) or (5.13) for l = 1). Observe that
The "near eigenfunction" U h q (·, η) looks bulkier: By the theorem on asymptotics [21] and the weighted Hölder estimates [22] for solutions of elliptic boundary-value problems, in cylindrical domains we have
where ξ ∈ Ξ 1 , |ξ| ≥ max{1, l} and ∇ j ξ r w 1 is the collection of the derivatives of r w 1 of order j = 0, 1, 2, . . . . Remark 7.1. The coefficients of |ξ| in the exponents in (7.4) are the same as for the particular solutions (3.5). We explain the origin of the additional factor |ξ| in the last majorant. Since W solves the Dirichlet problem for the nonhomogeneous Helmholtz equation (5.9) with the right-hand side w 1 (ξ) = O(exp(−m|ξ|) that decays exponentially, the general theory of boundary-value problems in domains with cylindrical outlets to infinity shows that the growing terms of the expansion (3.10) remain the same as those for the solutions W p of the homogeneous problem (of course, the coefficients may be different). The remainder term Ă W still belongs to the space W 1 β (Ξ 1 ) for any β < m, but the next terms, which vanish at infinity, differ from the corresponding terms for W p (the latter terms involve the particular solutions (3.5) occurring in (3.6) , and this fact is reflected in the middle inequality in (7.4) ). The exponentially small terms for W are "distorted" by the right-hand side w 1 of the Helmholtz equation, namely, by the theorem on asymptotics [21] (see, e.g., [6, Lemma 3.3 .1]), the exponentials e mξ 1 and e ±mξ 2 (see (3.6) ) are replaced by the products Ψ 0 (ξ 1 )e mξ 1 and Ψ ± (ξ 2 )e ±mξ 2 , where Ψ 0 and Ψ ± are some linear functions; precisely this gives rise to the "extra" factor |ξ| in the last line in (7.4).
Since the cut-off function r χ h occurs in (7.3), the quantity U h q (x, η) coincides near the segment mentioned above with the asymptotic terms analyzed in §5, i.e., with a linear combination of the leading terms of representations (3.6) and (3.10) for w 1 , W p , W (e.g., near I h 0 this is the product cos(πx 2 /h) . . . , see (5.15) ). Thus, by construction, the function U h q (·, η) is subject to the required Dirichlet and quasiperiodicity conditions. The fast decay of the remainder terms r w 1 and Ă W q , Ă W , shown by (7.4) , is of great importance: for this reason the discrepancies due to multiplication by a cut-off function turn out to be acceptably small (see the deduction of formula (7.11) below).
We calculate the norms occurring in (7.1). It is easy to verify the two-sided estimate
where the factor h 2 comes from the coordinate dilation x → ξ. Applying the second inequality in (7.4) and recalling (3.10) and (3.18), we obtain 
The above inequalities establish the upper estimate in the relation
To verify the lower one, for l ≤ 2 we use the simple inequality 
We continue the calculation of the quantity (7.1). The equations satisfied by w 1 , W p , and W show that 
The factor h −2 has arisen because of the double differentiation of the rapidly changing cut-off function r χ h , the factor h replaces the quantity mes 2 O h 1/2 (the area of the support of r χ h is O(h 2 )), and the exponentials came as a result of applying (7.4) and (7.2). Finally, the expression h − min{1,l}/2 originates from the coefficient |ξ| in (7.4). Thus, we have found a majorant of the form cN h 2 (l), where
for the square of the L 2 (ω h + )-norm of the second (with the commutator) summand on the right in (7.10). The same norm of the first summand can be handled with the help of similar tricks. Observe that
where the dots denote the factor of r χ h in (7.3). The second term on the right in (7.12) is dominated by the expression (7.11) (even with h 2 in place of h −2 , because we do not need to differentiate the cut-off function). The majorant cN h 1 (l) for the first term, with
can be found with the help of (7.6) and (7.7). Since
where the supremum is over all functions V ∈ H 1 (ω h + ) with unit L 2 (ω h + )-norm and satisfying the required conditions on the boundary ∂ω h + , we obtain the following estimate for the quantity (7.1):
Here, the first factor came from inequality (7.8) , and the N h p (l) are defined in (7.13) and (7.11). (see Figure 4 and Theorem 2.1), the asymptotic corrections Λ h q (η) have the form (5.17) and (5.16) (or (5.14) and (5.13) if l = 1), and the remainder term (6.1) admits the estimate
where κ is some exponent, and α(l) is the positive quantity defined for l < 2 by
Of course, the deduction of estimate (7.15) has required only simplified majorants (7.11) and (7.13), because to justify the claims of Theorem 6.1 it suffices to have the positive supplement (7.16 ) to the exponent only in the second and third lines of (7.15) . By the way, α(l) > 0 because 4π 2 − μ 1 > 2 π 2 − μ 1 . If l ≥ 2, then by (7.8) and (7.13), (7.11), −n/h ≤ C for any h ∈ (0, 1), n > 0, and N . Moreover, the same inequalities allow us to drop the power factor h −κ in formula (6.4) of Theorem 6.1 (1). The first two relations (7.17) show that on the basis of the results obtained it is impossible to refine the estimate of the asymptotic remainder (6.1) for l ≥ 2. §8. Discrete spectrum
We introduce a domain Ω h as a perturbation of the domain (1. 
(8.7)
At the same time, we have
and the first term on the right is zero; therefore, The fact that the eigenvalues found in Theorem 8.1 are pairwise distinct follows from the strict inequalities in (8.9), the monotonicity of the function H → μ H , proved in Theorem 2.2, and the possibility to apply artificial boundary conditions like (5.1). Of course, the requirement H j = H k for j = k can be reduced, but then in the theorem we shall talk of the multiplicity of the discrete spectrum. The limits 1 − δ h − and 1 + δ h + are posed in (8.9) with the purpose that only the part of Theorem 2.1 that was verified in §3 be employed. If we refer to the full statement of Theorem 2.1, then we can start the list in (8.9) with zero and end with critical width H * . By using the same tricks as in §5, it is not hard to construct the asymptotics of eigenvalues and check that there are no other discrete spectrum points on the interval (0, h −2 π 2 ), but we do not dwell on this in the present paper.
