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Abstract
In this paper, we apply some new algebraic no-homomorphism theorems in conjunction with some
new chromatic parameters to estimate the circular chromatic number of graphs. To show the applicability
of the general results, as a couple of examples, we generalize a well known inequality for the fractional
chromatic number of graphs and we also show that the circular chromatic number of the graph obtained
from the Petersen graph by excluding one vertex is equal to 3. Also, we focus on the Johnson–Holroyd–Stahl
conjecture about the circular chromatic number of Kneser graphs and we propose an approach to this
conjecture. In this regard, we introduce a new related conjecture on Kneser graphs and we also provide
some supporting evidence.
c© 2006 Elsevier Ltd. All rights reserved.
1. Basic definitions and some new parameters
The main theme of this paper is introducing some basic tools for approximating the circular
chromatic number using algebraic no-homomorphism theorems. Although we mainly focus on
circular colourings, most of the results are proved for general graphs and can be described as
parametric inequalities in terms of eigenvalues of the combinatorial Laplacian or some other
chromatic parameters that will be introduced later.
In this section, we go through the necessary background and we also introduce two chromatic
parameters (see Definition 1) along with some basic facts about them that will be used in our
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estimations in the rest of the paper. In Section 2 after recalling some basic results of [1,2] in
terms of the combinatorial Laplacian, we show the applicability of the spectral conditions by
generalizing a well-known fact about the fractional chromatic number of regular graphs to the
general case of simple graphs. Also, we prove two basic results (Theorems 3 and 4), whose
combination is strong enough for putting forward reasonably good information about the circular
chromatic number if one has good estimates for the corresponding chromatic parameters.
In Section 3 we introduce a regularization method that can be used to improve the applicability
of the algebraic no-homomorphism conditions for the case when the range is an edge-transitive
Cayley graph. As an example, we show that the method is strong enough to provide a simple
proof of the fact that the circular chromatic number of the graph obtained from the Petersen
graph by excluding one vertex is equal to 3.
In the last section we put forward an approach that may lead to an improvement of the
Johnson–Holroyd–Stahl conjecture. In this regard, we introduce a related conjecture that may
be of independent interest, and we provide more supporting evidence than what has already been
shown in Section 1.
Here we go through some necessary definitions. Throughout the paper we consider finite
simple graphs as G = (V (G), E(G)). A homomorphism f : G −→ H from a graph G to a graph
H is a map f : V (G) −→ V (H ) such that uv ∈ E(G) implies f (u) f (v) ∈ E(H ). Moreover,
Hom(G, H ), Homv(G, H ) and Home(G, H ) denote the sets of ordinary, onto (vertices) and
onto–edges homomorphisms from G to H , respectively.
Definition 1. Let X, Y ⊂ V (G) and define E(X, Y ) ⊂ E(G) to be the set of edges, as e = uv,
such that u ∈ X and v ∈ Y . If σ ∈ Homv(G, H ) we define
• Mσ def= minx,y∈V (H ){|E(σ−1(x), σ−1(y))| | x = y & E(σ−1(x), σ−1(y)) = ∅}.
• Mσ def= max
x,y∈V (H ){|E(σ−1(x), σ−1(y))| | x = y}.
• Sσ def= minx∈V (H ) |σ−1(x)| and S
σ def= max
x∈V (H ) |σ−1(x)|.
Also, let C be the set of all χ(G)-colourings of G. For any σ ∈ C and for any pair of integers
i, j such that i = j and 1 ≤ i, j ≤ χ(G) we define
ni, j (σ )
def= |{v ∈ σ−1(i) | NG (v) ∩ σ−1( j) = ∅}|,
where NG (v) ⊂ V (G) is the neighbourhood of v in G. Note that ni, j (σ ) is the number of vertices
in the colour-class of the colour i , whose colours can be changed to j . Moreover, we consider
the following parameters:
• ξ(G) def= max
σ∈C max1≤i = j≤χ(G) ni, j (σ ).
• ζ(G) def= min
σ∈C min1≤i≤χ(G) σ−1(i).
Note that ζ can be described as the minimum number of vertices that have to be deleted in
order to reduce the chromatic number of the graph.
As a direct corollary of the definitions we have
Proposition 1. For any graph G we have ζ(G) + ξ(G) ≤ α(G), where α(G) is the
independence number of G.
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Proof. Let σ be a χ(G)-colouring for which there exist 1 ≤ i, j ≤ χ(G) such that
F def= {v ∈ σ−1(i) | NG (v) ∩ σ−1( j) = ∅} and ni, j (σ ) = ξ(G) = |F |.
Now, it is clear that |σ−1(i)| ≤ α(G) and on excluding the vertex set σ−1(i) − F from G, the
chromatic number of the remaining graph decreases to χ(G) − 1, since one can re-colour all
vertices in F using the colour j . 
Let m and n be positive integers such that m ≥ 2n. We denote by [m] the set {1, 2, . . . , m},
and denote by
( [m]
n
)
the collection of all n-subsets of [m]. The Kneser graph KG(m, n) has
vertex set
( [m]
n
)
, in which A is connected to B if and only if A ∩ B = ∅. It was conjectured by
Kneser [9] in 1955 and proved by Lova´sz [10] in 1978 that χ(KG(m, n)) = m − 2n + 2.
A subset A of [m] is called 2-stable if 2 ≤ |a −b| ≤ m −2 for distinct elements a and b of A.
The Schrijver graph SCH(m, n) is the subgraph of KG(m, n) induced by all 2-stable n-subsets.
Theorem A ([11]). The equality χ(SCH(m, n)) = χ(KG(m, n)) holds for m ≥ 2n. Also, every
proper subgraph of SCH(m, n) has a smaller chromatic number.
Considering the well-known (m − 2n + 2)-colouring of the Kneser graph KG(m, n) and
the maximal Erdo¨s–Ko–Rado colour-classes, it is easy to see that for any m > 2n we have
ξ(KG(m, n)) ≥
(
m−2
n−2
)
. Proposition 2 shows that this bound is sharp. To begin with, we have
the following lemma (for more on this subject see Section 4).
Lemma 1. If σ is an (m − 2n + 2)-colouring of the Kneser graph KG(m, n), then for all
1 ≤ i ≤ m − 2n + 2 we have∣∣∣∣∣∣
⋂
A∈σ−1 (i)
A
∣∣∣∣∣∣ ≤ 1.
Proof. Without loss of generality, assume that {1, 2} ⊆ ⋂
A∈σ−1 (i)
A, for some i . Then the graph
obtained by excluding the colour-class σ−1(i) contains a copy of the Schrijver graph SCH(m, n),
and its chromatic number is less than χ = m − 2n + 2, which contradicts Theorem A. 
Proposition 2. For any natural number m ≥ 5 we have ξ(KG(m, 2)) = 1.
Proof. Considering the vertex set of the Kneser graph as the 2-subsets of [m], by Lemma 1 we
know that the colour-classes of a χ-colouring σ can be of one of the following types:
• Type I: ⋂
A∈σ−1 (i)
A = ∅.
In this case by the Hilton–Milner theorem [7] we know that |σ−1(i)| = 3, and moreover,
there exist a, b, c such that σ−1(i) = {{a, b}, {b, c}, {c, a}}.
• Type II:
∣∣∣⋂
A∈σ−1(i)
A
∣∣∣ = 1.
Now, for two colour-classes σ−1(i) and σ−1( j), we consider the following cases:
• σ−1(i) is of type I and σ−1( j) is of type II:
It is easy to see that n j,i (σ ) = 0. On the other hand, if
F def= {v ∈ σ−1(i) | NG (v) ∩ σ−1( j) = ∅} and |F | ≥ 2,
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then adding the setF of vertices to the colour-class σ−1( j) and deleting the rest of the vertices
in the colour-class σ−1(i) (which is a set of size at most one), we obtain an (m − 2n + 1)-
colouring, which contradicts Theorem A.
• σ−1(i) and σ−1( j) have the same type:
It is also easy to check that in this case too we have Max(ni, j (σ ), n j,i (σ )) ≤ 1. 
Let k and d be positive integers such that k ≥ 2d . Then the circular complete graph K k
d
is the graph with the vertex set {0, 1, . . . , k − 1} in which i is connected to j if and only if
d ≤ |i − j | ≤ k − d . A graph G is said to be (k, d)-colourable if G admits a homomorphism to
K k
d
. The circular chromatic number (also known as the star chromatic number [12]) χc(G) of a
graph G is the minimum of those ratios kd for which (k, d) = 1 and G admits a homomorphism
to K k
d
(it can be shown that one may only consider onto homomorphisms [13]). It is known
[12,13] that for any graph G, χ(G) − 1 < χc(G) ≤ χ(G), and hence χ(G) = χc(G).
Therefore, χc(G) is a refinement of χ(G), and χ(G) is an approximation of χc(G) (for more
about this concept see [13]).
The circular chromatic number of Kneser graphs has been studied by Johnson et al. [8]. They
proved that χc(KG(m, n)) = χ(KG(m, n)) if m ≤ 2n+2 or n = 2, and conjectured that equality
holds for all Kneser graphs.
Conjecture 1 ([8]). For all m ≥ 2n + 1, χc(KG(m, n)) = χ(KG(m, n)).
H. Hajiabolhassan and X. Zhu proved that the conjecture is asymptotically true as follows.
Theorem B ([6]). For any positive integer n, if m ≥ 2n2(n − 1), then χc(KG(m, n)) =
χ(KG(m, n)).
We focus on this conjecture and some other related circular colouring problems as an
interesting subject to which we apply our general results in this paper. In particular, we propose
a general approach to the conjecture that not only may be used to prove asymptotic results but
also may be applicable for studying special cases when one has a good knowledge about the
related parameters. In this regard, we will propose a related conjecture (Conjecture 2) that can
be considered independently as an interesting problem related to extremal set theoretic aspects
of the colouring properties of Kneser graphs.
2. Some algebraic conditions
Let G be a graph with the vertex set {v1, v2 , . . . , vn }, and the adjacency matrix AG . Also, let
DG be the diagonal matrix whose i th diagonal entry is dvi , the degree of vertex vi . Hereafter,
0 = λG
1
≤ λG
2
≤ λG3 ≤ · · · ≤ λ
G
n
are assumed to be the eigenvalues of the combinatorial Laplacian DG − AG . The following
theorem is a specialization of some results of [1] for the combinatorial Laplacian.
Theorem 1. Let G and H be two nonempty graphs with |V (G)| = n and |V (H )| = m.
(a) If σ ∈ Homv(G, H ), then for all 1 ≤ i ≤ m,
λ
G
i ≤
Mσ
Sσ
λ
H
i .
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(b) If σ ∈ Home(G, H ), then for all 1 ≤ i ≤ m,
λ
G
n−m+i ≥
Mσ
Sσ λ
H
i .
(c) If σ ∈ Hom(G, H ) and H is both vertex- and edge-transitive, then
λ
G
n
≥ 2|E(G)|
nΔH
λ
H
m
.
Proof. We apply Theorems 3.1 and 3.3 of [1] (it should be noted that as is stated at the
beginning of Section 2.2 of [1], these theorems hold for any kernel with a nowhere-zero stationary
distribution). Consider random walks on G and H with the following kernel:
K (u, v) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
Δ
u ∼ v & u = v
Δ− du
Δ
u = v
0 otherwise,
whereΔ is the maximum degree. Then the Laplacian of this random walk can be evaluated as
(I − K ) = 1
Δ
(D − A).
Also, note that since the kernel is symmetric, one may deduce that the uniform distribution π
satisfies the following equation (see Definition 2.1 of [1]):
Q(u, v) def= K (u, v)π(u) = K (v, u)π(v) def= Q(v, u).
Hence, the random walk is a reversible walk with the uniform nowhere-zero stationary
distribution π = [ 1|V | , . . . , 1|V | ].
Now, if σ ∈ Homv(G, H ), then by applying Theorem 3.1(a) of [1], for all 1 ≤ i ≤ m, we
must have
λ
G
i
ΔG
≤ M
σ
Sσ
QMG π MH
Qm
H
πmG
λ
H
i
ΔH
= M
σ
Sσ
ΔH
ΔG
λ
H
i
ΔH
= M
σ
Sσ
1
ΔG
λ
H
i ≤
Mσ
Sσ
1
ΔG
λ
H
i ,
where
π
M
G
def= max
u∈V (G)
πG (u), π
m
G
def= min
u∈V (G)
πG (u), Q
M
G
def= max
u =v∈V (G)
QG (u, v),
and
QmG
def= min
u =v∈V (G)
{QG (u, v) | QG (u, v) = 0},
which proves part (a).
Parts (b) and (c) follow similarly by applying Theorems 3.1(b) and 3.3 of [1]. 
It is instructive to note that the parameters Mσ ,Sσ ,Mσ and Sσ can be estimated in many
cases or can be simply computed in cases such as that of the Hamiltonicity problem (where
Mσ = Sσ = 1), that of the graph partitioning problem or when the range is an edge-transitive
graph (for more on these applications see [1]). For instance, Theorem 1(c) has immediate
applications such as the following corollary concerning the fractional chromatic number of
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graphs (the fractional chromatic number of a graph G is the infimum of the ratios m
n
such that G
admits a homomorphism to KG(m, n)).
Theorem 2. Let G be a graph on ν vertices and d = 2|E(G)|
ν
be the average degree of G. Then,
χc(G) ≥ χ f (G) ≥
λ
G
ν
λ
G
ν
− d .
Proof. Let χ f (G) = mn be the fractional chromatic number of the graph G and note that
χc(G) ≥ χ f (G) (e.g. see [13]). Moreover, clearly the automorphism group of KG(m, n) acts
transitively on both vertices and edges. Also, since the smallest and largest eigenvalues of the
adjacency matrix of the Kneser graph KG(m, n) are −
(
m−n−1
n−1
)
and Δ = (m−n
n
)
, respectively
(see [4]), we have
D − A = Δ
(
I − 1
Δ
A
)
.
Hence, the largest eigenvalue of the combinatorial Laplacian of the Kneser graph KG(m, n) is
equal to
Δ
(
1 + 1
Δ
(
m − n − 1
n − 1
))
= Δ+
(
m − n − 1
n − 1
)
= Δ
(
1 + n
m − n
)
.
Now, if χ f (G) = mn and σ ∈ Hom(G, KG(m, n)), by applying Theorem 1(c) we have
λ
G
ν
≥ 2|E(G)|
νΔ
Δ
(
1 + n
m − n
)
= d
(
1 + 1
χ f (G) − 1
)
,
which proves the theorem. 
Note that the same result for the special case of regular graphs can be obtained by applying
Lemma 9.6.2 of [4] concerning α(G) and the fact that χ f (G) ≥ |V (G)|α(G) .
Hereafter, we focus on some applications of these algebraic methods in estimating the circular
chromatic number.
Theorem 3. Let G be a graph with |V (G)| = n and χc(G) = kd , where (k, d) = 1. Then for any
1 ≤ i ≤ n and any t ≤ d, we have
λ
G
i ≤ λ
K n
t
i .
Proof. Using a result of Fan [3], it follows from χ(G) = χc (G) = kd that G contains the (d−1)st
power of the n-cycle Cn (the dth power of a graph G is the graph on the vertex set V (G) for
which two vertices are adjacent if their distance in G is less than or equal to d). Therefore, G is
a spanning subgraph of K n
d
and K n
d
is a spanning subgraph of K n
t
if t ≤ d . Hence, by part (a)
of Theorem 1 and consideringMσ = Sσ = 1, for any t ≤ d and any 1 ≤ i ≤ n we have
λ
G
i ≤ λ
K n
d
i ≤ λ
K n
t
i . 
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It should be noted that in order to apply Theorem 3 effectively, one should have good lower
bounds for d . In this direction we prove the following.
Theorem 4. Let G be a χ-chromatic graph with |V (G)| = n such that χc(G) = kd where
(k, d) = 1, k = χd − s and d ≥ 2. Then,
(a) d
s
> n
n−ζ(χ−1) .
(b) d
s
≥ n
ξχ
.
Proof. Let f be a (k, d)-colouring of G. Also, let Xt def= f −1(t) and define
Yt
def= Xt ∪ Xt+1 ∪ · · · ∪ Xt+d−s−1,
Wt
def= Xt ∪ Xt+1 ∪ · · · ∪ Xt+s−1 ,
where summations are modulo k. Note that
k−1∑
t=0
|Yt | = (d − s)n, and
k−1∑
t=0
|Wt | = sn,
as each vertex of G is contained in d − s (resp. s) of the Yt ’s (resp. Wt ’s).
Therefore there exist i and j such that
|Yi | ≤
(d − s)n
k
= d − s
d
n
k/d
<
d − s
d
n
(χ − 1) .
|Wj | ≥
sn
k
= s
d
n
k/d
≥ s
d
n
χ
.
Moreover, if for each 0 ≤ t ≤ k − 1 we define
Zt
def= Xt ∪ Xt+1 ∪ · · · ∪ Xt+d−1,
then one can check that the following partition:
V (G) = Yi ∪ Zi+d−s ∪ Zi+2d−s ∪ · · · ∪ Zi+(χ−1)d−s ,
gives rise to a χ-colouring of G and consequently since ζ ≤ Yi , part (a) is proved.
On the other hand, similarly the partition
V (G) = Z j ∪ Z j+d ∪ Z j+2d ∪ · · · ∪ Z j+(χ−2)d ∪ Yj+(χ−1)d ,
again gives rise to a χ-colouring of G and consequently since ξ ≥ Wj , part (b) is proved. 
Of course, one can also consider the parameter ζi equal to the minimum number of vertices
in a graph G, that have to be deleted to reduce the chromatic number to χ(G) − i , and prove a
similar theorem. However, estimating ζi is usually a hard problem.
In the following example we show how Theorems 3 and 4 can be applied to compute the
circular chromatic number of graphs.
Application 1. Here we show that χc(KG(6, 2)) = χ(KG(6, 2)) = 4.
Let χc(KG(6, 2)) = kd where (k, d) = 1. By considering the 11th eigenvalues, one may check
that KG(6, 2) is not a spanning subgraph of K 15
4
(Example 4 in [1]). Therefore, by Theorem 3,
d < 4.
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On the other hand, by Proposition 2 we know that ξ(KG(m, 2)) = 1 for all m ≥ 5. Now, if
χc(KG(6, 2)) = kd < 4 then by Theorem 4 we have ds ≥ 154 , where k = 4d − s. Hence, d ≥ 4,
which is a contradiction.
3. Uniformization
In this section we consider the case of non-regular graphs and we try to develop the necessary
algebraic methods for dealing with the same colouring problems. It is instructive to note that parts
(a) and (b) of Theorem 1 may not be effective enough when we are facing non-uniform cases
(i.e. Sσ = Sσ , Mσ = Mσ or when the graph is non-regular), and consequently, uniformization
methods may add to the applicability of the algebraic framework introduced (see part (c) of the
same theorem and Theorem 2 as applications).
Given a homomorphism σ from a non-regular graph G to a graph H , one way to apply
Theorem 1 effectively is to construct new homomorphisms as σ˜ : G˜ −→ H , where G˜ is regular
and G is an induced subgraph of G˜ with the same maximum degree. In what follows we introduce
one such regularization.
Let G be a simple graph. We define the new graph G
r
as follows. If ΔG = δG (i.e. G is a
regular graph) we let G
r
def= G. Otherwise, G
r
is the simple graph which is generated by the
following regularization algorithm.
• Step 0: G0 = G.
• Step n: If G
n−1 is not regular, then construct Gn by considering two copies of Gn−1 and
connect every two identical vertices in these copies if the degree of the corresponding vertex
in G
n−1 is strictly less than ΔG .
It is easy to see that the above construction terminates in ΔG − δG steps and the result is a
regularization of G that is denoted by G
r
.
We recall that a Cayley digraph Cay(G, X) of a group G with respect to the subset
X ⊆ G − {0}, in which 0 is the identity element of G, has the vertex set G, and there is
a directed edge from g to h if hg−1 ∈ X . Also, Cays(G, X) is the symmetric Cayley graph
Cay(G, X ∪ X−1). It is easy to see that every Cayley graph is vertex-transitive.
Theorem 5. Let G be a nonempty graph and let Gr be the regularization of G with V (Gr ) = n.
Also, let σ ∈ Hom(G, H ) be a graph homomorphism to a nonempty symmetric edge-transitive
Cayley graph H = Cays(H, X) with V (H ) = m such that X is closed under conjugation. Then,
λ
Gr
n
ΔG
≥ λ
H
m
ΔH
.
Proof. Fix an element x0 ∈ X and let V (K2) = {v1, v2}. Consider the map σ˜ : V (GK2) −→
V (H ) defined as follows:
σ˜ (u, v1)
def= σ(u) and σ˜ (u, v2) def= x0σ(u).
We check that σ˜ is a graph homomorphism.
• If (u, v1) ∼ (w, v1) then σ˜ (u, v1) = σ(u) ∼ σ(w) = σ˜ (w, v1 ).
• If (u, v2) ∼ (w, v2) then σ˜ (u, v2) = x0σ(u) ∼ x0σ(w) = σ˜ (w, v2), since
x0σ(w)(x0σ(u))
−1 = x0σ(w)σ(u)−1(x0)−1 ∈ X
and X is closed under conjugation.
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• If (u, v1) ∼ (u, v2) then σ˜ (u, v1) = σ(u) ∼ x0σ(u) = σ˜ (u, v2), since
x0σ(u)(σ (u))
−1 = x0 ∈ X.
Also, note that G
r
is a spanning subgraph of G
ΔG −δG︷ ︸︸ ︷
K2K2 . . .K2 . Therefore, Hom(Gr , H ) =
∅ and consequently by Theorem 1(c) the proof is complete. 
Let G = P − v be the graph obtained by excluding one (arbitrary) vertex from the Petersen
graph. In what follows we prove that χc(G) = χ(G) = 3 (note that Theorem 1(c) cannot be
applied directly in this case).
Application 2. Let G = P − v. First, note that if χc (G) = 3 then χc(G) is equal either to 83 or
to 52 . We prove that neither of these cases can be obtained by reducing both cases to the existence
of a homomorphism from G′ to C5 , where G′ is the graph obtained from the Petersen graph by
excluding two (arbitrary) adjacent vertices.
To see this, note that if χc(G) = 83 then there exists a homomorphism such as
σ ∈ Homv(G, K 8
3
) and a vertex x ∈ V (K 8
3
) such that σ−1(x) = {u} where du = 2.
Therefore, there exists a homomorphism η ∈ Homv(G − u, C5) since it is easy to see that
C5 is a homomorphic image of K 8
3
− x . Also, if χc (G) = 52 then there exists a homomorphism
from G − u to C5 = K 5
2
where du = 2.
But, one may check that there is no homomorphism from G′ def= G − u to C5 , since if such a
homomorphism exists, then by Theorem 5 we should have
1.805 >
λ
G′r
16
3
≥ λ
C5
5
2
> 1.809,
which is a contradiction.
We wish to propose the following related problems that concern a measure of applicability of
our general spectral results.
Let EG be the class of all graphs, H , such that the automorphism group of H acts transitively
on both vertices and edges of H , and there exists a homomorphism σ : G −→ H . Also, let λH
max
be the largest eigenvalue of the combinatorial Laplacian of H . Define
λ
EG def= sup
{
λ
H
max
ΔH
∣∣∣∣∣ H ∈ EG
}
.
Problem 1. Given a graph G, obtain lower and upper bounds for λ
EG
.
Problem 2. Given k ≥ 2d with (k, d) = 1, study the behavior of λ
EK k
d for circular complete
graphs.
4. Concluding remarks
In this section, using the results of this paper, we try to introduce an approach to Conjecture 1.
In this direction, note that if one can obtain useful (even asymptotic) information about
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ξ(KG(m, n)), then by Theorem 4(b) one may obtain better lower bounds for d that may lead
to an improvement of Theorem B on applying Lemma 1 of [6]. In this regard, we focus on the
following related conjecture that may be of independent interest as a conjecture on a parameter
of Kneser graphs.
Conjecture 2. For any m > 2n we have ξ(KG(m, n)) =
(
m−2
n−2
)
.
Definitely, Proposition 2 supports the conjecture for the case n = 2, where in what follows we
try to put forward some other supporting facts. Also, as an example, by the comments preceding
the conjecture and a method of proof similar to that used in [6], one can prove that correctness
of Conjecture 2 implies that Conjecture 1 is true for m ≥ n3.
Also, note that, as in Application 1, one can make use of Theorems 3 and 4 to prove
Conjecture 1 for some special cases, or restrict s by going through a more detailed analysis,
using the spectra of Kneser and circular complete graphs.
To begin with, we recall some basic definitions. A covering set of a family of sets F is a set T
that intersects every member of F . A covering set of F is minimal if it is minimal with respect
to the inclusion of sets. The covering number τ (F) of a family F is the minimum number of
elements in a covering set of F . We recall the following classical result.
Theorem C ([5]). Let F be a set of vertices in the Kneser graph KG(m, n). Then if r = τ (F),
the family F has at most nr minimal covering sets of size r .
The following theorem reduces an asymptotic study of Conjecture 2 to the study of colour-
classes whose covering number is equal to 2.
Theorem 6. Let σ be an (m − 2n + 2)-colouring of the Kneser graph KG(m, n), and let Fi and
F j be two colour-classes of σ with
(τ (Fi ), τ (F j )) ∈ {(1, 2), (2, 2), (2, 1)}.
Then for any fixed n and sufficiently large m, we have
Max
{
ni, j (σ ), n j,i (σ )
} ≤ (m − 2
n − 2
)
.
Proof. It is easy to see that the inequality holds when (τ (Fi ), τ (F j )) = (1, 1). Therefore, let
Fi be a colour-class of σ with τ (Fi ) ≥ 3. We prove that for any fixed n and for any other
colour-class F j , if m is sufficiently large, we have
Max
{
ni, j (σ ), n j,i (σ )
} ≤ (m − 2
n − 2
)
.
Since any vertex A ∈ Fi intersects all other members of Fi , one can deduce that any such
member A contains a minimal covering of Fi . Hence, using Theorem C, the number of vertices
in Fi is at most
n∑
i=3
ni
(
m − i
n − i
)
= o
((
m − 2
n − 2
))
,
which proves that for any fixed n and sufficiently large m we have
ni, j (σ ) ≤
(
m − 2
n − 2
)
.
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On the other hand, let B be a subset of vertices in F j of size n j,i (σ ). Then by moving this set of
vertices to the colour-classFi , we find another colouring σ˜ in which the colour-class F˜i = Fi ∪B
has a covering number greater than or equal to 3. Consequently, by the first part of the proof, for
any fixed n and sufficiently large m, we still have
|B| = n j,i (σ ) ≤ |F˜i | ≤
(
m − 2
n − 2
)
. 
It must be noted that the proof of Theorem 6 does not use strong results related to the colouring
properties of Kneser graphs. Therefore, it seems that possible generalizations of Lemma 1 could
be useful for improving these results in relation to Conjecture 2.
Finally, we introduce the following problem which can be used in conjunction with
Proposition 1 and Theorem 4.
Problem 3. Let χc (G) = kd where (k, d) = 1 and k = χ(G)d − s. Is it true that ζ ≥ d − s?
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