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Prólogo
Optimización dinámica v Teoría económica es un Apuntes de Estudio que ha sido 
desarrollado sobre la base de nuestra experiencia en el dictado del curso Métodos 
de Optimización Económica de la Facultad de Economía de la Universidad del 
Pacífico. Dicho curso tiene como finalidad introducir a los alumnos de pregrado en 
las técnicas matemáticas de optimización aplicadas al análisis económico y cubre 
los tópicos de programación matemática, optimización dinámica y teoría de juegos. 
De estos tres temas, el segundo ha presentado una mayor dificultad en el curso. El 
problema radica en que no existe en el mercado bibliográfico peruano un texto 
universitario escrito en español que abarque dicho tema. En algunas bibliotecas 
universitarias es posible encontrar muy buenos libros de optimización dinámica, 
tanto en el nivel de pregrado como de posgrado, pero en la mayoría de los casos las 
ediciones se encuentran publicadas en inglés. Este hecho condujo a que buena 
parte de nuestros alumnos tuvieran limitaciones cuando deseaban profundizar un 
tema específico del curso. Este problema fue el principal factor que motivó la 
publicación de esta suerte de manual de optimización. Hemos incluido en el texto 
las tres técnicas más relevantes de optimización intertemporal: cálculo de 
variaciones, control óptimo y programación dinámica. En el desarrollo de estos 
temas hemos enfatizado los resultados de las aplicaciones económicas, sin 
descuidar el desarrollo formal de los problemas.
El presente texto no solo pretende ser un documento de referencia para el curso de 
la Universidad del Pacífico, sino que constituye también un aporte tanto para los 
estudiantes de economía de todas las universidades del país, a quienes no les es 
posible acceder a bibliografía en idiomas extranjeros, como para los profesionales 
vinculados al mundo académico que deseen actualizar sus conocimientos en el 
instrumental matemático de la optimización dinámica. Asimismo, pensamos que 
será una herramienta importante de preparación para aquellos estudiantes que 
desean seguir estudios de posgrado en economía. Sin embargo, para que sea 
posible la compresión del presente texto, es necesario contar con nociones previas
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en programación matemática, ecuaciones diferenciales y ecuaciones en diferencias. 
Sobre la base de estos temas, se facilita en gran medida la comprensión de la teoría 
y las aplicaciones económicas de las técnicas de optimización intertemporal.
Es importante considerar que el Apuntes de Estudio ha sido elaborado pensando 
fundamentalmente en un lector promedio, que se encuentra cursando el pregrado 
de la carrera de economía. En este sentido, en la medida de lo posible, se ha 
evitado tratar los temas más complejos de las técnicas de optimización dinámica. 
Es el caso de la mayoría de los ejemplos, en donde solamente hemos considerado 
dos variables dinámicas, cuando en general se podrían incluir “n” variables. 
Asimismo, no se han incluido aspectos teóricos que permiten resolver los 
problemas de optimización para casos más complicados. Por otra parte, una 
limitación del documento es que no se ha incluido, como parte de la teoría, la 
resolución de problemas mediante métodos computacionales, que constituye la 
forma más eficiente de enfrentar un problema de optimización intertemporal. No 
obstante, en futuras ediciones podrían cubrirse todos estos aspectos.
En esta primera edición corregida presentamos algunas modificaciones, las que 
fueron gentilmente sugeridas por los alumnos de la Facultad de Economía de la 
Universidad del Pacífico y del curso de Extensión Universitaria del Banco Central 
de Reserva. Agradecemos, en esta presentación, la eficiente labor de Claudia 
Delgado y Eduardo Mantilla en la incorporación de dichos cambios.
Finalmente, quisiéramos agradecer por la publicación del presente documento a la 
Universidad del Pacífico, por su apoyo a la difusión de los métodos cuantitativos 
aplicados a la economía; en particular, a Jorge Femández-Baca, por el especial 
interés mostrado en el desarrollo de este proyecto, y a Eduardo Morón, por sus 
valiosos comentarios sobre el tratamiento general del tema. Cualquier error u 
omisión queda enteramente bajo nuestra responsabilidad.
Los Autores
IIntroducción a la 
optimización dinámica
Conforme ha ido evolucionando la teoría económica, las técnicas de optimiza­
ción matemática cada vez han cobrado una mayor relevancia. Éstas han permi­
tido que la ciencia económica formule y explique diversos problemas de una 
manera más rigurosa y precisa. En general, diversas variables económicas como 
el precio de un producto, los beneficios de una empresa o la producción de un 
país pueden ser explicadas de una forma simple a través de un problema de op­
timización, en el cual se encuentra presente una función objetivo, que represen­
ta de una u otra forma el bienestar del agente optimizador y un conjunto de res­
tricciones, que constituyen las limitaciones a las cuales se encuentra sujeto el 
individuo.
Gran parte de los problemas económicos pueden modelarse mediante técnicas 
de optimización estática. El clásico problema de maximización de la utilidad 
del consumidor es un ejemplo de ello. En este caso, se plantea una situación 
en la cual un individuo desea maximizar su utilidad sujeto a una restricción de 
ingresos. A partir de este problema es posible obtener la función de demanda 
por algún bien que sea de interés para el consumidor, pero sólo para un pe­
ríodo de tiempo. En dicho caso, la variable temporal no es relevante.
Sin embargo, este enfoque del problema de elección del consumidor presenta 
limitaciones. En general, cuando un agente toma una decisión, considera las 
consecuencias sobre su bienestar futuro. Podemos pensar en las decisiones de 
ahorro de las personas, en las decisiones de inversión de las empresas o en las
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decisiones de endeudamiento de un gobierno. En todos estos casos, el agente 
optimizador toma en cuenta el efecto futuro de sus decisiones presentes.
Para introducirnos en la formulación del problema de optimización dinámica, 
desarrollaremos un problema simple de elección del consumo a lo largo del 
tiempo. Supondremos que existen sólo dos períodos: el presente, o período 1, 
y el futuro, o período 2, y hay un solo bien de consumo (C) en la economía 
que tiene un precio igual a l ' .  También asumiremos que existe un consumidor 
con una cantidad de dinero equivalente a “I” unidades monetarias (u.m.) en el 
presente, pero decide no trabajar en el futuro, por lo cual no recibirá ingresos 
en dicho período.
Además, este individuo vive dos períodos y valora tanto el consumo presente 
(Ci) como el consumo futuro (C2). Sin embargo, el consumidor presenta cier­
to grado de impaciencia, y tiene una mayor utilidad si consume en el presente 
que si consume en el futuro. Una función de utilidad que refleje estas prefe­
rencias es la siguiente:
U { Q Q  =/(Q  +j3/(Q (0<j8<D / ( Q > 0 / ( Q < 0 V /  = U  (1)
Esta función puede interpretarse como una suma ponderada de las utilidades 
asociadas a cada período. Mientras que la utilidad proveniente del primer pe­
ríodo tiene una ponderación igual a 1, la utilidad del segundo período tiene 
una ponderación igual a p. Al ser este coeficiente una fracción entre cero y 
uno, el consumidor le asigna un menor valor a la utilidad proveniente del fu­
turo. Dicho factor de ponderación se denomina factor de descuento, y refleja 
el grado de impaciencia intertemporal del individuo. Si el factor tomara el va­
lor de cero, nos encontraríamos en un caso extremo en el cual el consumidor 
es totalmente impaciente, y sólo valora el consumo presente1 2. En cambio, si el 
factor tomara un valor igual a uno, tendríamos otro caso extremo, en el cual el 
consumidor le daría el mismo grado de importancia al consumo presente y al 
consumo futuro.
Una propiedad, en particular, de esta función de utilidad es que es aditiva 
con respecto al tiempo. Ello implica que la función puede expresarse como la
1. E l  c o n s u m o  p u e d e  i n t e r p r e t a r s e  c o m o  l a  c a n t i d a d  d e  d i n e r o  d e s t i n a d a  a  b i e n e s  d e  c o n s u m o .
2 .  A  l a s  d e c i s i o n e s  q u e  s e  t o m a n  c o n s i d e r a n d o  e x c l u s i v a m e n t e  e l  b i e n e s t a r  p r e s e n t e  s e  l e s
d e n o m i n a n  d e c i s i o n e s  m i o p e s .  E n  g e n e r a l ,  l o s  p r o b l e m a s  d e  o p t i m i z a c i ó n  d i n á m i c a  n o  c o n s i d e ­
r a n  a g e n t e s  o  c o n s u m i d o r e s  “ m i o p e s " .
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suma de las utilidades asociadas a cada período del tiempo (f(C¡) Vi = 1. 2). 
Esta especificación de la función de utilidad simplifica en gran medida la re­
solución de los problemas de optimización intertemporal.
La restricción presupuestaria que enfrenta este consumidor abarca los dos pe­
ríodos. Al igual que la restricción presupuestaria formulada en la teoría del 
consumidor, la restricción intertemporal limita la decisión del agente a que no 
consuma más de lo que puede adquirir con sus recursos. Sin embargo, debido 
a la existencia de la variable temporal, el ingreso y el consumo en cada perio­
do no son comparables directamente en la restricción presupuestaria. Esto se 
debe al valor que posee el dinero en el tiempo.
Ello puede apreciarse al comparar 1 u.m. recibida en el presente con respecto 
1 u.m. recibida en el futuro. Si a una persona le otorgaran 1 u.m. en el presen­
te podría acudir a una entidad financiera, depositar dicha cantidad en una 
cuenta de ahorros a una tasa positiva de “r” por ciento por período, y en el 
futuro obtendría (1 + r) u.m. Al ser (1 + r) mayor que 1 en el período futuro, 
resulta más conveniente recibir el dinero en el presente. De esta manera, para 
comparar flujos de dinero es necesario primero descontarlos por la tasa de 
interés. En este sentido, (1 + r) u.m. en el futuro resultaría equivalente a 1 
u.m. en el presente; de igual forma, 1 u.m. en el futuro tendría el mismo valor 
que 1/(1 + r) en el presente5.
En finanzas, a esta comparación entre flujos de dinero provenientes del futuro con 
respecto al tiempo presente se le denomina valor presente. Para este caso en par­
ticular, 1 u.m. constituiría el valor presente de “ 1 + r” u.m. del futuro. En general, 
dada una cantidad de dinero “A” en el futuro, su valor presente estaría dado por 
“A/(l + r f  u.m., que representa el valor del dinero futuro en el período actual.
La restricción presupuestaria a la que está sujeta este consumidor establece 
que el consumo en el primer período más el valor presente del consumo en el 
segundo período, debe ser equivalente a los ingresos en el primer período3 4:
3 .  U n  i n d i v i d u o  p o d r í a  d e p o s i t a r  1/ (1  +  r )  u . m .  e n  u n a  e n t i d a d  f i n a n c i e r a ,  y  o b t e n e r  I u . m .  
e n  e l  f u t u r o .
4 .  L a  r e s t r i c c i ó n  p r e s u p u e s t a r i a  e s t á  p l a n t e a d a  d e  e s a  f o r m a  p o r q u e  s e  a s u m e  e l  s i g u i e n t e  
p r o c e s o  d e  e l e c c i ó n .  E l  c o n s u m i d o r  e n  e l  p e r í o d o  1 c u e n t a  c o n  1 u . rr : . ,  y  d e c i d e  e l  c o n s u m o  e n  
d i c h o  p e r í o d o  ( ( ó ) .  E l  i n g r e s o  r e m a n e n t e  (1 - C ¡ )  e s  d e p o s i t a d o  v a  u n a  e n t i d a d  f i n a n c i e r a  a  u n a  
l a s a  d e  " r "  p o r  c i e n t o .  E n  e l  s i g u i e n t e  p e r í o d o  d e s t i n a  t o d o s  s u s  i n g r e s o s  í [ 1 +  r J [ I -  C \  ]) a l  c o n ­
s u m o  f u t u r o t C E ) .  D e  e s t a  f o r m a  s e  c u m p l e  la  i g u a l d a d  [1 +  r j [ l  - C i ] =  C : ,  q u e  n o  e s  o t r a  c o s a  
q u e  la  r e s t r i c c i ó n  p r e s u p u e s t a r i a  ( 2 ) .




- = / ( 2 )
Con dicha restricción se evita que el consumo a lo largo de los dos períodos ex­
ceda a sus ingresos. Una vez definida la función objetivo y la restricción inter­
temporal. el problema de optimización que enfrenta el individuo es el siguiente:
Maxim izar U(Cr C2) (3 )
„  C, ,suieto a L, H----— = I
1 l + r
La solución al problema se presenta en el Gráfico No. 1.1. La decisión óptima 
del individuo consistiría en destinar sus recursos tanto al consumo presente 
(Ci ) como al consumo futuro (C2 ). Este ejemplo constituye una formulación 
sumamente sencilla de un problema de optimización dinámica. El objetivo del 
problema consiste en determinar la decisión óptima del agente en cada perío­
do del tiempo, tomando en cuenta que el individuo le asigna importancia, a 
través de la función de utilidad, a sus decisiones futuras.
El problema de elección intertemporal del consumo puede extenderse a un horizonte 
de tiempo mayor. El consumidor podría tener utilidad por el consumo en los siguien­
tes “T” períodos. De esta forma, la función de utilidad del consumidor sería la si­
guiente:
U = /  (C ,) + P f ( C 2) + P 2/ ( C 3) + ...+ ¡3 r f ( C T ) (4)
o expresada en una sumatoria:
/=i
(5)
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Gráfico No. 1.1
En esta función de utilidad, el factor de descuento posibilita que conforme el 
consumo sea de un período más lejano con respecto al presente, el individuo 
le asignará una menor importancia* 5. Por otra parte, la restricción intertempo­
ral para “T” períodos sería similar a la restricción (2). Ésta establece que la 
suma del consumo en cada período, expresado en valor presente, debe ser 
equivalente al ingreso:
C-,




5 .  E n  e l  l í m i t e ,  c u a n d o  e l  p e r í o d o  t i e n d a  a  i n f i n i t o ,  e l  f a c t o r  d e  d e s c u e n t o  t e n d e r á  a  c e r o  
(¡jm  11 =  0 ) .  E l l o  i m p l i c a  q u e  e l  c o n s u m i d o r  l e  a s i g n a r á  m u y  p o c a  i m p o r t a n c i a  a l  c o n s u m o  
p r o v e n i e n t e  d e  p e r í o d o s  m u y  a l e j a d o s  c o n  r e s p e c t o  a l  p r e s e n t e .
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o en términos de una sumatoria:
TI c.(1 + r ) M = / (7)
Finalmente, el problema de optimización dinámica para un horizonte de tiem­





sujeto a ¿  Ci , = /
Hasta el momento, la única variable dinámica del problema (8) es el consu­
mo. Sin embargo, el ingreso también puede convertirse en una variable que 
dependa del tiempo. Para ello, en vez de emplear como restricción el ingreso 
total, puede utilizarse el ingreso disponible del individuo. Esta variable con­
siste en la cantidad de dinero remanente con la que cuenta el agente, en un 
período cualquiera, para gastos de consumo“’. La evolución del ingreso dispo­
nible estaría dada por la siguiente ecuación en diferencias:
>7+1 = g ( y t .Q ) = (1 + r) (y¡ - C¡) (9)
Donde “yt” representa el ingreso disponible y “r” la tasa de interés. A la ecua­
ción (9) se le denomina ecuación de movimiento, ya que determina el com­
portamiento del ingreso disponible en el tiempo. La lógica de la ecuación de 
movimiento es la siguiente. En un período determinado, el individuo posee 
una cantidad de ingresos yt, y decide consumir por un monto equivalente a C,. 
El dinero remanente (yt - C,) lo destina a una entidad financiera que otorga un 
rendimiento igual a “r” . En el siguiente período, el ingreso con el que con­
taría sería igual a (1 + r)(yt - C,). En dicho período, nuevamente este agente 
decidirá su nivel de consumo y así se determinará el ingreso disponible pa­
ra el siguiente período. Este proceso se desarrolla sucesivamente hasta el 
período “T” . 6
6 .  S i  n o s  i m a g i n a m o s  q u e  e l  i n g r e s o  t o t a l  d e  u n  i n d i v i d u o  e s t á  e n  u n a  c u e n t a  d e  a h o ­
r r o s ,  e l  i n g r e s o  d i s p o n i b l e  e s t a r í a  d a d o  p o r  e l  s a l d o  d e  d i c h a  c u e n t a .
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Cabe destacar que en la ecuación de movimiento (9) se relacionan dos tipos 
de variables: la variable de control y la variable de estado. La variable de 
control es aquella que debe elegir un agente con el fin de optimizar la función 
objetivo, mientras que la variable de estado no es directamente controlable 
por el agente, y refleja el resultado del problema. Para el ejemplo detallado 
anteriormente, el consumo sería la variable de control y el ingreso disponible 
¡a variable de estado.
El problema básico de optimización dinámica (8) podría tener algunas modi­
ficaciones adicionales. Por ejemplo, si tenemos una situación en la cual el ho­
rizonte de tiempo es muy largo, podemos especificar la función de utilidad 
con un horizonte infinito:
c  = X ^ ' " ‘/ ( c , )  
¡ = \
( 12)
También podría modificarse la naturaleza del tiempo. En vez de definirse una 
función de utilidad en tiempo discreto tal como (5), se podría establecer en 
tiempo continuo. Es decir, el horizonte de tiempo en el cual se desarrolla el 
proceso de optimización ya no estaría compuesto por un conjunto de períodos 
(t = 1, 2,..., T), tal como se establece en el problema (8), sino que estaría de­
terminado por un intervalo de tiempo (t e [0, T ]). Cuando el tiempo es conti­
nuo, una sumatoria de variables puede expresarse mediante una integral8. De 
esta forma, la función objetivo en tiempo continuo sería:
T
( / = J V á 7 ( C ( í ) ) r / í  ( 1 3 )
0
En este caso, el factor de descuento estaría dado por el término e"St y, al igual 
que en el caso de tiempo discreto, este factor tiene la finalidad de asignarle 
una menor ponderación o una menor valoración a las utilidades provenientes 
de períodos más alejados con respecto al presente9. Es importante tener en 
cuenta que el consumo ya no constituiría una variable discreta, sino continua. 
Adicionalmente, así como la ecuación de movimiento se expresa a través de
----------------%---------------------
8 .  M e d i a n t e  l a  i n t e g r a l  d e  R i e m a n n ,  u n a  s u m a t o r i a  e n  t i e m p o  d i s c r e t o  a p r o x i m a  e l  r e s u l t a ­
d o  d e  u n a  i n t e g r a l  e n  t i e m p o  c o n t i n u o .
9 .  V e r  e l  A n e x o  a l  f i n a l  d e l  c a p í t u l o .
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una ecuación en diferencias en tiempo discreto, en tiempo continuo dicha 
ecuación estaría dada por una ecuación diferencial:
—  = y = ü ( y , C )  (14)
Dado que en la función de utilidad (5) existen tantas decisiones de consumo 
como períodos en el tiempo, es que no puede obtenerse una solución gráfica 
al igual que en el problema (3). Para ello tendríamos que graficar un espacio 
de “T” dimensiones, lo cual sería imposible. En vez de ello, la solución gráfi­
ca a la optimización de la función de utilidad (5) -o alternativamente (13)- 
toma la forma de sendas o trayectorias. La idea básica se refleja en el Gráfi­
co No. 1.2. De un conjunto amplio de trayectorias de consumo existentes (Si, 
S;, Si), el objetivo es seleccionar la "mejor” de todas. La "mejor” senda está 
definida como aquella que optimiza la función objetivo.
Gráfico No. 1.2
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Cuando se considera a la solución como una senda, a la función de utilidad se 
le denomina funcional objetivo. Este concepto hace referencia a aquella fun­
ción (en este caso, la función de utilidad) que depende de otra función (como, 
por ejemplo, el consumo)10 *12. Dicho concepto es similar al de función objetivo 
empleado en los problemas de optimización estática. Por otro lado, a la fun­
ción instantánea de utilidad se le denomina función intermedia.
Existen diversas metodologías para determinar la senda óptima. En los si­
guientes capítulos se desarrollarán tres técnicas para resolver problemas de 
optimización dinámica: cálculo de variaciones, control óptimo y programa­
ción dinámica. Para los dos primeros casos se formulará el problema en 
tiempo continuo, y para el tercero en tiempo discreto. A continuación se 
explicará brevemente las principales características de cada una de las 
técnicas.
Cálculo de variaciones
El cálculo de variaciones data del siglo XVII. Uno de los trabajos pioneros en 
este campo fue el de John Bernoulli, realizado en 1696", quien resolvió el 
problema de la braquistócrona. Dicho problema consiste en determinar la 
trayectoria más rápida de un pequeño objeto entre dos puntos, bajo la in­
fluencia de la gravedad. El cálculo de variaciones aplicado al análisis econó­
mico recién se inicia a partir de la década de los veinte con los trabajos de 
Evans", Ramsey13 y Hotelling14 15 El problema de cálculo de variaciones, en 
términos generales, puede ser planteado de la siguiente forma:
1 0 .  U n a  d e f i n i c i ó n  m á s  p r e c i s a  d e  f u n c i o n a l  e s  l a  s i g u i e n t e :  e l  f u n c i o n a l  v [ y ( t ) ] - J t ( y ( t ) ) d t  e s
u
u n a  r e g l a  d e  c o r r e s p o n d e n c i a  q u e  a s i g n a  a  c a d a  f u n c i ó n  y(t) u n  ú n i c o  v a l o r  r e a l  P  [>’( / ) ] .
1 I . P a r a  m a y o r  d e t a l l e ,  v e r  K l i n e ,  M . ,  M a th e m a tic s :  A  C u ltu r a l A p p r o a c h ,  M a s s . :  A d d i s o n -  
W e s l e y .  1 9 6 2 .
1 2 .  E v a n s ,  G . C  , " T h e  D y n a m i c s  o f  M o n o p o l y " ,  e n  A m e r ic a n  M a th e m a tic a l M o n th ly ,  f e b r e ­
r o  1 9 2 4 ,  p p .  7 7 - 8 3 .
1 3 .  R a m s e y ,  F r a n k  P . ,  " A  M a t h e m a t i c a l  T h e o r y  o f  S a v i n g s " ,  e n  E c o n o m ic  J o u r n a l,  O x f o r d :  
B l a c k w e l l  P u b l i s h e r s ,  d i c i e m b r e  1 9 2 8 ,  p p .  5 4 3 - 5 5 9 .
1 4 .  H o t e l l i n g ,  H a r o l d ,  " T h e  E c o n o m i c s  o f  E x h a u s t i b l e  R e s o u r c e s " ,  e n  J o u r n a l  o f  P o l it ic a l  
E c o n o m y ,  C h i c a g o :  T h e  U n i v e r s i t y  o f  C h i c a g o  P r e s s ,  a b r i l  1 9 3 1 ,  p p .  1 3 7 - 1 7 5 .
1 5 .  U n a  e x p l i c a c i ó n  d e t a l l a d a  d e  e s t o s  t r a b a j o s  p u e d e  e n c o n t r a r s e  e n  C h i a n g ,  A l p h a ,  E le ­
m e n ts  o f  D y n a m ic  O p tim iz a tio n ,  3 a .  e d i c i ó n ,  N u e v a  Y o r k :  M a c G r a w  H i l l ,  1 9 9 2 .
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Maximizar 
sujeto a
V{y\ =  jf(t,y(t).y '( l))dt
o
v(0 ) = Vq (yQ dado)
y(T) = y-;- (yr ,T dado)
(15)
En este caso sólo se ha tomado en cuenta una variable (y), y para que el pro­
blema tenga solución se asume que la función intermedia f(») es integrable 
con respecto al tiempo, y que "y” es continua y diferenciable. Una aplicación 
clásica dei cálculo de variaciones a la teoría económica la constituye el mode­
lo de Evans10, que describe el comportamiento de una firma monopolística. 
En dicho modelo se asume que un monopolio posee una función de costos 
cuadrática, y ¡a demanda depende íineaimente del precio (P(t)) y la tasa de 
variación del precio (P'(t)) de esta forma:
C(Q) = a Q 1 +PQ + Y ( « . / ) , y  >0) ( 1 6 )
Q = Al\t) + ipP'{t) + 1] ( A ,( / ) . t ) > 0 )
A partir de las funciones de demanda y costo se determina la función de bene­
ficios, mediante la diferencia entre los ingresos y los costos:
n  = P(t)Q(P(t), P'(t))  -  C(Q(P(t), P \t ))  =  n(P{t), P \t))  (17)
El objetivo del monopolista es determinar la evolución del precio que maxi- 
mice los beneficios totales a lo largo del período de producción (t e [0, T ]). 
Los beneficios totales están determinados por la suma de los beneficios en 
cada instante del tiempo. Como el tiempo es continuo, dicha suma se expresa 
a través de una integral. De esta forma, el problema de optimización sería:
Maxim izar n [ P ]  = j n ( P , P ' ) d t
o
sujeto a P ( 0) = P0 (Podado)
P (T )  =  PT (P¡ ,T dado ) 16
16. Kvans. G.C.. op. cit.
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croeconómico es simple. Por una parte, el funcional objetivo es la suma de las 
utilidades futuras descontadas de la sociedad:
U = ^ e - s' f (C )d t  (S >  0 )  ( 2 0 )
o
Por otro lado, en cada período, la economía está sujeta a una restricción: la 
producción debe destinarse a consumo o a inversión bruta en capital. De esta 
manera:
<p(k) = C + k ' + Ok (0 > 0) (21)
Donde la función de producción (<j)(k)) depende del capital (k), k' representa 
la variación del stock de capital con respecto al tiempo o la inversión neta en 
capital, 0 la tasa de depreciación y Ok la depreciación del capital. Ésta consti­
tuye la ecuación de movimiento, y relaciona el consumo (variable de control) 
con el capital existente en la economía (variable de estado).
En este tipo de problema de optimización dinámica se asume que existe un 
"dictador benevolente” (denominado planificador social), a quien le interesa 
maximizar el bienestar de la sociedad y decide las asignaciones de consumo y 
capital en la economía. De este modo, el problema que enfrenta el planifica­
dor social es el siguiente:
Maximizar U = \e~ Sl f (C )d t  (gO)
o
sujeto a k ' = (¡>(k)~ C -  9k
k(0) = k0 (k0 dado)
A partir del problema (22) se obtiene la senda óptima de tres variables: el 
consumo (C), el capital (k) y la producción agregada ((¡>(k)).
Una revisión detallada de la teoría de control óptimo se encuentra en el capí­
tulo III. En el desarrollo de la teoría y las aplicaciones se considerará el caso 
de una sola variable de control (u) y estado (y).
26 Apuntes de Estudio
Programación dinámica
La técnica de programación dinámica fue desarrollada a fines de la década de 
los cincuenta, por el matemático norteamericano Richard Bellmanl'). La pro­
gramación dinámica, al igual que cualquier problema de optimización diná­
mica, puede formularse tanto en tiempo discreto como en tiempo continuo. 
Sin embargo, para resolver el problema en tiempo continuo, es necesario te­
ner un conocimiento previo de ecuaciones diferenciales parciales. Por ello, 
con el fin de brindar una explicación clara y sencilla de esta metodología, se 
estudiará el problema en su versión discreta. El planteamiento del problema 
en versión discreta sería:
Maximizar V[u, j = /,(>’,, u, ) (23)
1=0
sajelo a y, = g, (y,at , )
>'ü =  /o (Io dado)
yT = Ir ( I j J dado)
Nótese que en el problema (23) se está brindando una especificación general. 
Tanto la función f, como la función gt pueden ser cambiantes en el tiempo.
Está técnica se basa en el principio de optimalidad. En términos generales, es­
te principio establece que la trayectoria óptima de la variable de control debe 
satisfacer la siguiente propiedad: en cualquier período “t” del tiempo, dado un 
valor de la variable de estado yt que depende de las decisiones tomadas previa­
mente, el resto de la secuencia de la variable de control (ut, ul+i, ut+2,... u-r) tam­
bién debe ser óptimo. A partir de este principio se desarrolla toda la teoría de 
programación dinámica. Una aplicación a esta técnica la constituye el modelo 
de crecimiento óptimo de Koopmans y Cass. El problema a resolver por el pla­
nificador social sería el siguiente:
M a x im iz a r  U  =  ^ / L  / ( C , )  ( 0  <  /3  <  1) ( 2 4 )
/-O
s u je to  a  k l+\ =(¡>(kl ) -  C¡
k Q = l Q ( / o d a d o )  19
1 9 .  B e l l m a n .  R i c h a r d .  D y n a m ic  P r o g r a m m in g ,  P r i n c e t o n :  P r i n c e t o n  U n i v e r s i t y  P r e s s ,  1 9 5 7 .
Introducción a la optimización dinámica 27
Al igual que en el caso de control óptimo, el funcional objetivo a maximizar- 
se constituye la suma de las utilidades futuras de la sociedad descontadas por 
el factor (3. Por otro lado, en este modelo en particular, no se asume deprecia­
ción y la producción en un período determinado ((j>(kt)) se destina tanto a con­
sumo (Ct) como al stock de capital del siguiente período (kl+i).
Una variación al problema (24) consistiría en introducir shocks estocásticos a 
la función de producción <J>(kt), tal como se establece en el modelo de creci­
miento estocástico desarrollado por Brock y Mirman"0. En dicho caso, la va­
riación de la producción no se encuentra asociada exclusivamente a cambios 
en el stock de capital en la economía, sino que además intervienen un conjun­
to de elementos aleatorios o no anticipados'1 que pueden resumirse en una 
variable estocástica g,. En este sentido, asumiendo la función de producción 
tj)(e.i, kt), el objetivo del planificador social vendría a ser la maximización del 
valor esperado (o promedio) del funcional objetivo condicionado a la infor­
mación del período inicial t = 0:
El gran potencial de la programación dinámica consiste en su aplicabilidad a 
problemas numéricos, mientras que su empleo en problemas analíticos es un 
poco más limitado. De esta forma, en el capítulo IV se brinda solamente una 
introducción a la programación dinámica, y se desarrollan problemas tanto con 
un horizonte de tiempo finito como infinito. En este caso, también se considera 
básicamente el caso de una variable de control (ut) y una de estado (y,). 201
2 0 .  B r o c k ,  W i l l i a m  y  L c o n a r d  M i r m a n ,  " O p t i m a l  E c o n o m i c  G r o w t h  a n d  I J n c c r t a i n t y " .  e n  
M c C a l l .  J . J .  ( e d . ) ,  C h i c a g o :  T h e  U n i v e r s i t y  o f  C h i c a g o  P r e s s ,  1 9 7 2 ,  p p .  1 - 4 3 .
2 1 .  U n o  p u e d e  i m a g i n a r s e  e l  e f e c t o  d e  u n  d e s a s t r e  n a t u r a l  o  u n a  c r i s i s  f i n a n c i e r a  i n t e r n a c i o ­
n a l ,  e v e n t o s  q u e  a  p r i o r i  n o  p o d r í a n  a n t i c i p a r s e .
M i n i m i z a r
(=0
s u j e t o  a  k , +t =
k o = ! o ( / 0  d a d o )
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Anexo
FACTOR DE DESCUENTO EN TIEMPO CONTINUO
En los problemas de optimización dinámica se suele descontar las variables provenientes 
de períodos futuros. En el caso de la función de utilidad (5) se incluye un factor de 
descuento ([3), el cual refleja la valoración que le asigna el agente optimizador a la 
utilidad proveniente de los períodos futuros. De igual forma, en la restricción 
presupuestaria (6) se descuenta el valor del consumo en cada instante del tiempo a la tasa 
de interés (r). Para ambos casos, el descuento puede expresarse a través de una tasa o un 
factor. El factor de descuento ((3) puede determinarse a partir de una tasa de descuento 
intertemporal (8)"', de esta forma:
¡3 = —— (0<<5 < 1,0< /l < i)
1 + 8
Por otra parte, a partir de la tasa de interés puede construirse otro factor de descuento 
(a), que pondera el consumo de cada período en la restricción presupuestaria:
a = — (0< r< l, 0 < a< l)
1 + r
Como puede apreciarse, el descuento de las variables futuras puede realizarse tanto a 
través de una tasa (r o 8) o un factor (a o p). Cuando el tiempo es continuo, el factor de 
descuento toma un valor distinto. A continuación hallaremos dicho valor para el caso del 
factor a-
Supongamos que cada período “t” del problema de optimización (8) dure doce meses, 
y la tasa de interés en dicho lapso de tiempo es igual a “r” por ciento. Si un individuo 
deposita “A” u.m. en una entidad financiera, al siguiente período obtendría (A + Ar) 
u.m. o A(1 + r) u.m. Sin embargo, ¿Qué sucedería si los períodos de elección se 
acortan a seis meses, pero la tasa de interés anual sigue siendo “r” por ciento? En los 
primeros seis meses, se obtendría (A + A(r/2)) u.m. o A(1 + (r/2)) u.m., podría 
depositarse dicha cantidad nuevamente y obtener al final del año A(1 + (r/2))“. De 
esta manera, la tasa de interés efectiva estaría dada por (1 + (r/2))2-1. Si el período se 
acortara a la tercera parte (cuatro meses), la tasa de interés efectiva sería (1 + (r/3))3-1. 
En términos generales, cuando el período se fracciona en “m” subperíodos, la tasa de
2 2 .  E l  c o n c e p t o  d e  t a s a  d e  d e s c u e n t o  i n t e r t e m p o r a l  y  f a c t o r  d e  d e s c u e n t o  s o n  e q u i v a l e n t e s .
A m b o s  c o n s t i t u y e n  d o s  f o r m a s  a l t e r n a t i v a s  d e  e x p r e s a r  e l  d e s c u e n t o  d e  l a s  u t i l i d a d e s  f u t u r a s .
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interés efectiva estaría dada por (I + (r/m))"1-!. Cuando el tiempo es continuo, "m" 
tiende al infinito y la tasa de interés efectiva converge a la siguiente expresión:
-] m
L im 1 + e'
De esta forma, el factor de descuento u en tiempo continuo estaría dado por:
L im  \ ,
'"-*"=1 m
De manera similar, el factor de descuento p en tiempo continuo sería equivalente a:
1
l . im I + « r
Donde r y 5 son tasas de descuento intertemporalcs expresadas en términos anuales.
II
Cálculo de variaciones1
Como se mencionó en el primer capítulo, el problema básico del cálculo de 
variaciones a resolver es el siguiente:
Para que dicho problema tenga solución es necesario que se cumplan dos 
condiciones: (1) deben existir las derivadas parciales de primer y segundo 
orden de la función intermedia f(*); y, (2) deben existir las derivadas de 
primer y segundo orden de la función y(t), que depende del tiempo , El re­
sultado del problema (1) consiste en una trayectoria y (t) que optimiza el 
funcional objetivo V[y]. Sin pérdida de generalidad, inicialmente supon­
dremos que todos los problemas de cálculo de variaciones consisten en 
maximizar el funcional objetivo V[y]. Posteriormente, cuando se expli­
quen las condiciones de segundo orden, se distinguirán entre problemas de 
maximización y de minimización. 12
1. P a r a  c o m p r e n d e r  e s t e  c a p í t u l o  y  e l  s i g u i e n t e ,  e l  l e c t o r  d e b e  t e n e r  u n  m a n e j o  a d e c u a d o  d e  
l a s  e c u a c i o n e s  d i f e r e n c i a l e s .  S i  n o  e s  a s í ,  s e  s u g i e r e  c o n s u l t a r :  C h i a n g ,  A l p h a ,  M é to d o s  f u n d a ­
m e n ta le s  d e  e c o n o m ía  M a te m á tic a ,  3 a .  e d i c i ó n ,  M a d r i d :  M c G r a w  H i i l ,  1 9 9 6  y  S y d s a e t e r ,  K n u t  
y  P e t e r  J .  H a m m o n d ,  M a th e m a tie s  fo r  E c o n o m ía  A n a ly s is ,  P r e n t i c e  H a l l ,  1 9 9 5 .
2 .  U n a  f o r m a  a l t e r n a t i v a  d e  d e f i n i r  e s t a  c o n d i c i ó n  e s  q u e  y ( t )  d e b e  s e r  u n a  f u n c i ó n  C ' .  E n  




s u j e t o  a  y ( 0 )  =  y 0 ( y 0 d a d o )
y ( T )  =  > Y  ( y T d a d o )
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Tiste capítulo está compuesto por cuatro secciones. En la primera se explica la 
condición de primer orden del problema (1). que se denomina la ecuación de 
Euler. y se detalla cómo aplicarla a la resolución de los problemas de cálculo 
de variaciones. En la segunda sección se explican las condiciones de trans- 
versalidad, que son empleadas en la resolución del problema cuando la con­
dición terminal y(T) ya no constituye un sólo punto (T, yr), sino un conjunto 
de puntos. Iin la tercera sección se explican las condiciones de segundo orden. 
Por último, se desarrolla el problema con un horizonte de tiempo infinito.
1. C ondición de prim er orden: la ecuación de Euler
Cuando se optimiza una función de una variable (h(x)), sin restricciones, un 
determinado punto (x°) constituye un candidato a máximo o mínimo cuando 
la derivada de la función objetivo se iguala a cero (h'(x°) = 0). lista condi­
ción permite discriminar de un conjunto amplio de puntos, aquel que posi­
blemente logre optimizar a la función objetivo. Hn el cálculo de variaciones 
se aplica el mismo concepto. De un extenso conjunto de curvas (y(t)). es 
necesario escoger aquella que maximice o minimice el funcional objetivo. 
A la condición que permite seleccionar la curva óptima se le denomina 
ecuación de Euler.
1.1 La ecuación de Euler




Para cualquier senda y(t) e C", dicha función debe satisfacer la siguiente 
ecuación:
<?/ = d d f
dv dt c)\' (3)
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A la ecuación (4), se le denomina ecuación de Euler. Si desarrollamos el lado 
derecho de la ecuación mediante la regla de la cadena, tendríamos lo siguien­
te:
df <?/)■' <?/0 dy <?/v' dy'
dy di dy dt dy' di  ^ ^
o expresado de otra manera:
f y  = /v7 + /v'v.v' + / vy y "  (6)
La ecuación (6) constituye una ecuación diferencial de segundo orden, que 
nos daría la trayectoria óptima y (t). Para resolverla necesitamos dos constan­
tes, las cuales se obtienen con la condición inicial (yo) y terminal (y-r) del 
problema.
Demostración
Para comprobar que una trayectoria óptima y (t) satisface la ecuación de Eu­
ler, es necesario compararla con el resto de sendas y(t) factibles3. Para ello 
empleamos una senda auxiliar x(t), que satisface la siguiente condición inicial 
y terminal:
,v(0) = ,v(r) = 0 (7)
A partir de esta curva auxiliar se puede construir una familia de curvas facti­
bles cercanas a la senda óptima, dadas por la siguiente relación:
y(í) = y” (/) + f.v(í) (8)
Donde e es un número positivo arbitrariamente pequeño. Para distintos valo­
res de e. las curvas factibles tendrán distintas trayectorias. La relación entre la 
senda óptima y una senda próxima puede observarse en el Gráfico No. 2.1. 
Como puede comprobarse, ambas trayectorias poseen una condición inicial y 
terminal común.
3 .  P o r  f a c t i b l e s  s e  e n t i e n d e  a  a q u e l l a s  t r a y e c t o r i a s  q u e  s a t i s f a c e n  l a  c o n d i c i ó n  i n i c i a l  y  t e r ­
m i n a l  d e l  p r o b l e m a .
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Gráfico No. 2.1
Para comprobar que solamente la curva óptima y (t) satisface la ecuación de 
Huler, primero construimos una función D(g) que depende del valor óptimo 
del funcional V¡y ] y dei valor subóptimo V(y|:
I I
l ) (e)  = í  f ( t , x ' y i )  + C.x(t), y'*(r) + í 'x' (t))dt  -  í  f U ,  \ *(t). y'* (t))dt  
j  v;______ _______ j  <_______ ________ j  J
(9)
Por la relación (2), la función D(e) es no positiva y alcanza el máximo cuando 
e = 0 (para dicho valor, ambas integrales son iguales). De esta forma, la con­
dición de primer orden para maximizar la función D(e) es D'(0) = 0. La pri­
mera derivada de la función con respecto a g sería igual a:
D'(e) = |  l f yx(n + J\-x'(i)\di ( 10)
Evaluando esta derivada en e = 0 tendríamos:
r
//(O) = J | / v (/, y*(i), y" (/))*(/) + y'(/), y"  (t))x\t)}dt =0 (11)
o
r i
J  I / ,  v ó ) ] < / /  -  - 1 1 f  , 'x'ín\di
0 I)
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La ecuación (11) puede simplificarse aún más. Si integramos por partes el la­
do derecho de la ecuación, obtendríamos lo siguiente:
\ \ f , ’.x'(t)\(li =(/,,.»■(/)]' - Jj'[.v(/) d U2 )o ‘‘t
Hn vista de que la curva auxiliar tiene un valor inicial y terminal igual a cero 
(x(0) = x(T) = 0), el primer término del lado derecho de la ecuación también 
es igual a cero. Si reemplazamos la ecuación (12) en la (11), se llegaría a la 
sieuiente condición:
o Lv
í / v  -  d f ; ’ !-*(')dt
di = 0 (13)
Para que se cumpla (13) para cualquier curva x(t), la senda óptima y (t) debe 
satisfacer la condición:
/ v - 4 / v ' = °  (14)di
que constituye la ecuación de Euler planteada en (4). A continuación se apli­
cará la ecuación de Euler a tres ejemplos de cálculo de variaciones.
Ejemplo 1.- Halle la senda óptima en el siguiente problema:
i
V  ( v  1 =  J ( y '2 -  2  y y '  +  10 /y  )d l
o
v(0) = 1 
v(l) = 2
Primero identificamos la función intermedia f(*), que está dada por f(t, y, y') 
= y '“ - 2yy' + lOty, y luego obtenemos las derivadas que conforman la ecua­
ción de Euler:
M a x in i i z a r  
.su je to  a
/ v = ~2 v' + lOf 
/ , ,  = 2 y -  2 y
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Nótese que en las dos primeras líneas se obtienen derivadas parciales con 
respecto a y e y', respectivamente; en cambio, en la tercera línea se obtiene 
una derivada total con respecto al tiempo. Reemplazando las derivadas en la 
ecuación (4), obtenemos la siguiente ecuación diferencial:
- 2 y '  +  10/ =  2 v " - 2 y '
2v" = 10/
y" = 5r
Si integramos una vez la ecuación diferencial anterior, se obtendría la expre­
sión y ' = (5 /2)r + Hi. Integrando una segunda vez, se llegaría a la solución 
general del problema:
y (/) = 3 f' + Hy + H,
6
Para hallar las constantes de la senda óptima y (t), debemos evaluarla en el 
punto inicial y terminal. Para t = 0 se cumple la igualdad y(0) = 112= 1; y para 
t = 1, se cumple que y ( l ) = (5/6) + Hi + Hs = 2- A partir de ambas ecuaciones 
obtenemos el valor de las constantes: I Ii = 1/6 y H2 = 1. La trayectoria óptima 
estaría dada por:
5 , 1
v (?) = r  + r + 1
6 6
Ejemplo 2.- Halle la senda óptima en el siguiente problema:
1
Maximizar tyy'dt
y( 0) = 0 
y(i) = 1
sujeto a
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Dada la (unción t(t, y, y ) = t yyha l l a mos  las derivadas que conforman la 
ecuación de Kuler:
/;  = ix
fx = ¡y 
d <■IX = v + !Y 
di'
Reemplazando las derivadas de la función intermedia !'(•) en la ecuación (4), 
obtendríamos la siguiente ecuación:
W  = v + tx'
y ( t )  = 0
Si bien la función y (t) satisface la ecuación de Euler. es necesario verificar si 
cumple con la condición inicial y terminal del problema. La condición inicial 
y(0) = 0 es consistente con la senda óptima, en cambio no lo es la condición 
final y( I ) = 1. De este modo, la respuesta obtenida no es factible y se conclu­
ye que no existe una senda óptima que resuelva el problema.
Ejemplo 3.- Halle la senda óptima en el siguiente problema:
i
Maximizar V \ y  ] =  J " (  y 2  +  4 y y + 4 y '1 )dt
o
sujeto a y(0) = 2-je
y(l) = 1 + e
Las derivadas de la función f(t, y, y') = (y" + 4yy' + 4y") están compuestas 
por:
/,. = 2 v + 4 v'
f x  ~ 4 y + 8.\/
d  /  • = 4 v , +  8 v "
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Aplicando la ecuación de Euler:
2  y + 4  v — 4  v + 8 v 
8 y ' - 2 y  =  0  
4  y '  -  y  = 0
Esta es una ecuación diferencial lineal de segundo orden con coeficientes 
constantes, cuya solución está definida por las raíces de la siguiente ecuación 
característica:
4  r  - 1 = 0
y la integral particular:
k =  0
La solución general estaría dada por:
i i
Para hallar IL y IL, reemplazamos la senda y*(t) en la condición inicial y 
terminal. Para y(0) = II, + IL = 2el/2, y para y(l) = H|CI/2 + ILe"1,2= 1+e. Re­
solviendo este sistema de ecuaciones obtendríamos el valor de las constantes: 
Ib = e !/~ y IL = e 1^ . La senda óptima sería:
i i, (O/l 11-/1
y { t )  = e i 2 + e 2
1.2 La ecuación de Euler en casos especiales
Hasta el momento se han desarrollado los problemas de cálculo de variacio­
nes empleando la ecuación de Euler propuesta en (4). Sin embargo, cuando la 
función f(•) toma una forma determinada, la ecuación de Euler se simplifica y 
el problema de cálculo de variaciones puede resolverse de una forma más 
sencilla. A continuación se explicarán cuatro casos particulares de la ecuación 
de Euler, derivados a su vez de casos específicos de la función intermedia.
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Caso I.- f = f(t, y )
En este caso, la función ('(•) no depende de y. lo cual implica que fy = 0. 
Reemplazando dicha igualdad en la ecuación de Euler (4), se obtiene que 
díy /dt = 0 o de manera equivalente:
f\- = constante (15)
Ésta constituye una ecuación diferencial de primer orden. A continuación se 
resolverá un ejemplo empleando esta condición.
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Aplicando la ecuación de Euler simplificada (15), solamente tendríamos que 
calcular la derivada parcial fy e igualarla a una constante:
La solución a la ecuación diferencial de primer orden estaría dada por:
, r4
y  (t) =  H, + H 2
A partir de la condición inicial y(0) = IH = 2 y terminal y(l) = H78 + fE = 
17/8, determinamos las constantes: Hi = 1, H2 = 2, y la senda óptima sería:
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Caso 2.- f = f(y')
Si reemplazamos la función f(y') en la ecuación de Euler (6), las derivadas fv. 
fj -j, y fyy- se igualarían a cero y obtendríamos la siguiente expresión:
/ , . y .v '= 0 (16)
Para c|ue se cumpla la ecuación (16) puede suceder que y "  = 0 o que fyy  = 0. 
Bn el primer caso, la senda óptima se obtendría integrando dos veces la ecua­
ción diferencial y "  = 0, con lo cual se obtendría una recta y(t) = Hit + Hj. Bn 
el segundo caso, f dependería linealmente de y' (f(y') = a + by') y la ecuación 
de Euler se convierte en una identidad4. De esta forma, cualquier senda que 
cumpla con la condición inicial y terminal resolvería el problema de cálculo 
de variaciones. Bn general, la respuesta a este tipo de problema dependerá de 
la función !(•). Si f depende de y' de manera no lineal, entonces se puede 
concluir que la senda óptima estará dada por una recta.
Ejemplo.- Encuentre la curva que pase por los puntos (0,3) y (1,4), y que 
presente una distancia mínima.
Intuitivamente la respuesta sería una línea recta, ya que cualquier otra curva 
incurriría en una mayor distancia entre ambos puntos. Para resolver este pro­
blema a través del cálculo de variaciones, en primer lugar, debe definirse una 
función que represente la distancia entre dos puntos. Esta función puede deri­
varse a partir del Gráfico No. 2.2.
Supongamos que en la curva óptima existan dos puntos muy cercanos uno de 
otro (A y B), el tiempo existente entre ellos estará dado por dt, la diferencia 
en y por dy, y la distancia por di. Por el teorema de Pitágoras, se cumple la 
siguiente relación entre la distancia (di), la variación en el tiempo (dt) y la va­
riación en la variable y (dy):
( d l f  = (dy)1 +(dt)1
4 ,  A l  a p l i c a r  la  e c u a c i ó n  d e  E u l e r  a  la  f u n c i ó n  í ( y ' )  -  a  +  b y ' ,  s e  o b t i e n e  la  i g u a l d a d  0  -  ü .
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Gráfico No. 2.2






\! ( d t ) 2
+ 1 1 + v
Finalmente, la distancia (di) quedaría definida del siguiente modo:
di = ,/l + 7 2 dt
La ecuación anterior expresa la distancia entre dos puntos próximos en una 
curva y(t). La distancia total de la curva (D) estaría dada por la integral de di: i
i
D = ¡  J \  + y ' -  dt 
o
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De esta forma, el problema quedaría definido del siguiente modo5:




La ecuación de Euler del problema viene dada por: y " í yy =  0. Como la fun­
ción f(*) depende de manera no lineal de y', no puede darse el caso fyy  = 0. 
Por lo tanto, la respuesta debe ser y"=  0, cuya solución es una línea recta y(t) 
= Hit + H 2. Las constantes se obtienen reemplazando la trayectoria óptima en 
la condición inicial y terminal: y(0) = H 2 = 3 e y(l) = Hi + H2 = 4. Las cons­
tantes serían: Hi = 1 y H2 = 3. La respuesta final al problema corresponde a la 
recta que une los puntos indicados:
Maximizar  
sujeto a
y ( t )  = t + 3
Caso 3.- f  = f(t, y)
En este caso se cumple que fy-= 0. Si reemplazamos esta condición en (4), la 
ecuación de Euler se simplifica del siguiente modo:
/ y = °  (17)
La ecuación (17) no constituye una ecuación diferencial, lo cual implica que 
el problema es degenerado6. En los problemas anteriores, la senda óptima 
poseía constantes arbitrarias que tomaban un valor en función de la condición 
inicial y terminal. En este caso, al no existir una ecuación diferencial, la senda 
obtenida no posee constantes, de tal forma que ésta sólo cumpliría con la 
condición inicial y terminal de manera casual.
5 .  E n  r e a l i d a d ,  e l  p r o b l e m a  d e  c á l c u l o  d e  v a r i a c i o n e s  e s  d e  m i n i m i z a c i ó n  d e  la  d i s t a n c i a  D .  
S i n  e m b a r g o ,  a l  m u l t i p l i c a r  p o r  ( - 1 )  a  la  f u n c i ó n  o b j e t i v o ,  c a m b i a m o s  e l  p r o b l e m a  p o r  u n o  d e  
m a x i m i z a c i ó n .  E n  v i s t a  d e  q u e  - D  s i e m p r e  e s  u n  v a l o r  n e g a t i v o ,  b u s c a r  la  d i s t a n c i a  m á s  c o r t a  e q u i ­
v a l e  a  m a x i m i z a r  - D .  L a s  d i f e r e n c i a s  e n t r e  u n  p r o b l e m a  d e  m a x i m i z a c i ó n  y  u n o  d e  m i n i m i z a c i ó n  e n  
el  c á l c u l o  d e  v a r i a c i o n e s  s e  v e r á n  c o n  m a y o r  d e t a l l e  e n  l a s  s i g u i e n t e s  s e c c i o n e s .
ó.  L o  c u a l  q u i e r e  d e c i r  q u e  n o  e x i s t e  s e n d a  q u e  m a x i m i c e  e l  f u n c i o n a l  o b j e t i v o  V [ y ] ,
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Ejemplo.- Halle la senda óptima en el siguiente problema:
i
M a x i m i z a r  V [ _ y ]  =  j " ( y 1 -  y t ) d t
o
s u j e t o  a  y ( 0 )  =  0
y(l) = 1
Aplicando (17), igualamos la derivada fy a cero:




La trayectoria óptima estaría definida por y (t). Si bien la condición inicial se 
cumple, y(0) = 0, no sucede lo mismo con la condición terminal y(l) ^ 1, por 
lo cual no existe solución al problema.
Caso 4.- g = f(t, y, y') e’pl
-pt
En este caso, la función f(*) va acompañada del factor de descuento e . Las 
derivadas parciales que conforman la ecuación de Euler están dadas por:
S y = f y e pt
Sy f v ’e ' pt
d_
dt Sy' dt fy '
e~P< -  pe~P' f y
Reemplazándolas en (4) obtenemos la siguiente expresión para la ecuación de 
Euler:
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o de manera simplificada:
(18)
A partir de la ecuación (18) es posible resolver los problemas de cálculo de 
variaciones con factor de descuento de una forma más sencilla.
Ejemplo.- Los ingresos (I) y costos (C) de una firma dependen de la produc­
ción (y) y de la tasa de variación de la producción (y'), de la siguiente forma:
Determine la trayectoria de la producción a lo largo del presente año, de tal 
forma que se maximice el valor presente de los beneficios de la firma. Asuma 
una tasa de descuento (p) igual a 0.5, y que la producción al final del año y(l) 
será igual a 1/2.
El problema de cálculo de variaciones a resolver es el siguiente:
/(.v,v') = y - V
2
C( v, v') = 2 v'~ + - '9
di
0
sujeto a y(0) = 0
v(l) = 1/2
o
En primer lugar se determinan las derivadas necesarias para la ecuación de 
Euler.
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Reemplazando estas derivadas en la ecuación (18), se obtiene la siguiente 
ecuación diferencial de segundo orden:
1 -  2v = -4 v " -  - (~4v') 
2
4 v ' - 2 v ' - 2 v  =  - l
La solución a la ecuación diferencial está determinada por las raíces del poli­
nomio característico:
4 r  -  2r — 2 = 0
y por la integral particular:
k  =  1 / 2
La trayectoria óptima de la producción sería:
y  ( t )  =  H /  +  H ze  2 +  - -
Evaluando la senda óptima en la condición inicial y terminal, obtenemos las 
constantes Hi y FE. Para y(0) = Hi + PE + 1/2 = 0, y para y(l) = Ppe + Pp2e"l/2 
+ 1/2 = 1/2. La solución al sistema de ecuaciones vendría dado por: PE = 
(e/2)/(e l/2-e) y H, = (e l/2/2)/(e-e 1/2).
A continuación se presentan dos aplicaciones del cálculo de variaciones a la 
teoría económica. En la primera aplicación desarrollaremos una versión sim­
plificada del modelo de Hotelling7, en el cual se determina el patrón óptimo 
de extracción de un recursa natural no renovable. En la segunda aplicación se 
resolverá el modelo de Taylor8, en el cual se determina la política anti­
inflacionaria óptima para una economía.
7 .  H o t e l l i n g .  H a r o l d ,  " T h e  E c o n o m i e s  o f  E x h a u s t i b l e  R e s o u r c e s " ,  e n  J o u r n a l  o f  P o l i t i c a l  
E c o n o m y ,  C h i c a g o :  T h e  U n i v e r s i t y  o f  C h i c a g o  P r e s s ,  a b r i l  1 9 3 1 .  p p .  1 3 7 - 1 7 5 .
8 .  T a y l o r .  D e a n .  “ S t o p p i n g  I n f l a t i o n  i n  t h e  D o r n b u s c h  M o d e l :  O p t i m a l  M o n e t a r y  P o l i c i e s  
w i t h  A l t e r n a t e  P r i c e - A d j u s t m e n t  E q u a t i o n s ” , e n  J o u r n a l  o f  M a c r o e c o n o m i c s ,  B a t o n  R o u g e :  
L o u i s i a n a  S t a t e  U n i v e r s i t y  P r e s s ,  1 9 8 9 ,  p p .  1 9 9 - 2 1 6 .
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1.3 Aplicación: extracción óptima de recursos naturales5
Supongamos que una firma es propietaria de una cantidad "A” de un recurso 
agotable, tal como petróleo, carbón o cobre. La función de beneficios de la 
firma es logarítmica, de tal forma que por extraer “q” unidades del recurso 
obtiene beneficios iguales a “Ln(q)” . El objetivo de la firma es determinar el 
patrón de extracción de los recursos, de tal manera que maximice el valor 
presente de los beneficios. En este problema se asume que la tasa de descuen­
to es constante e igual a “p”, y que el recurso se agota en su totalidad en el 
período "T”.
Para resolver este problema, en primer lugar, debemos definir la variable a 
optimizar. Para ello es necesario distinguir entre dos tipos de variables: la do­
tación de recursos que constituye un stock, y la extracción del recurso agota- 
ble que constituye un flujo. Una forma simple de relacionar estas dos varia­
bles es definiendo a las ventas acumuladas del recurso natural como “y”. Las 
ventas acumuladas constituyen una variable con un valor inicial igual a cero 
(en el período inicial no se ha realizado ninguna venta previamente) y un va­
lor terminal igual a A (todo el stock del recurso ha sido vendido previamente 
en el último período). Por otra parte, la extracción del recurso equivale a la 
variación en el tiempo de las ventas acumuladas (y'). De esta manera, el pro­
blema que debe resolver la firma es el siguiente:
El problema puede ser resuelto de una forma rápida, empleando la ecuación 
de Euler (15) o (18). Para este caso en particular, resulta conveniente emplear 
la ecuación (15):
y
s u j e t o  a  v ( 0 )  =  0
y ( T )  = A
=H
v
9 .  E s t a  a p l i c a c i ó n  e s t á  b a s a d a  e n  e l  a r t í c u l o  e s c r i t o  p o r  H o t e l l i n g ,  H a r o l d ,  op. oil.
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v (/) = —-  e 
()h\
+ H-,
Reemplazando la trayectoria óptima en la condición inicial y terminal del pro­
blema, obtenemos las constantes Hi y H2. En la condición inicial se cumple que 
y(0) = H2 - ( 1/pHi) = 0; y en la condición terminal, y(T) = H2 - (1/pHi)e‘pl = A. 
Las constantes vienen dadas por Hi = A/(l-e’pl) y Hi = ( l - e pl)/Ap. Finalmente, 
la evolución óptima de la extracción y las ventas acumuladas vienen dadas 
por las siguientes ecuaciones:
y ( / ) : ‘P-p‘
A
(1-e '
Para T > 1 y p > 0, H| tomará un valor positivo (dado que 0 < e pT< 1) y, por 
lo tanto, la trayectoria del patrón de extracción de recursos disminuirá expo­
nencialmente a lo largo del tiempo a la tasa “p” .
El resultado anterior puede generalizarse para cualquier función de beneficios 
que sea cóncava y continua. Supongamos una función de beneficios B(y'), 
que satisface las propiedades B'(y') > 0 y B"(y') < 0 (V y'). Dicha función 
indica que los beneficios marginales de extraer una unidad son positivos, 
aunque decrecientes conforme se incremente la extracción. El problema a re­
solver sería:
Maxhmzar V\y] = J B(y)e p'dt
o
v(0) = 0 
y(T) = A
sujeto a
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Aplicando la ecuación de Euler (15) obtendríamos la condición de primer or­
den del problema:
/V = «,
B \  v V = /A
B'(y') = H / “
La solución al problema general consiste en que el beneficio marginal de ex­
traer el recurso crece exponencialmente a la tasa p. Como la tunción de bene­
ficios es cóncava, beneficios marginales mayores se obtienen para valores ba­
jos de la extracción del recurso (y')- De esta forma, como los beneficios mar­
ginales crecen a lo largo del tiempo, el patrón de extracción óptimo debe ser 
decreciente en el tiempo, al igual como se observa en el Gráfico No. 2.3.
Gráfico No. 2.3
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Este resultado es consistente con la formulación del problema inicial. Debido 
al factor de descuento e"(>t, los beneficios obtenidos de los períodos más aleja­
dos del presente tienen un menor impacto sobre el funcional objetivo V[ y | 
que los beneficios obtenidos en períodos cercanos al presente . De esta ma­
nera, una estrategia racional de la firma es obtener mayores beneficios en el 
presente con respecto al futuro, lo cual es posible extrayendo la mayor canti­
dad de recursos en períodos cercanos al presente.
1.4 Aplicación: política anti-inflacionaria óptima"
En este modelo se asume que una situación económica óptima para un país es 
aquella en la cual la producción (Y) se acerque al nivel de pleno empleo10 *2 
(Yr), y que la inflación (P) sea cercana a cero. Una función que represente el 
costo social por desviarse de dicha situación sería la siguiente:
Á ( P , Y )  = {Yi  -  Y y  + aP 2 (a > 0) (19)
La función /,(•) alcanza su nivel mínimo cuando Y = Ye y P = 0. Cualquier 
otro valor del producto y la inflación incrementa X(') o el costo social. La in­
flación se relaciona con la producción y la inflación esperada (n) de acuerdo 
con la siguiente relación:
P = - P ( Y f - Y )  + n  ( j 8>  0) (20)
Esta ecuación de comportamiento constituye una representación de la curva 
de Phillips. La inflación se relaciona negativamente con la producción a tra­
vés del coeficiente p. Un menor producto implica un mayor desempleo, que 
se traduce en menor inflación. Por otro lado, dado un nivel de producción, 
mayores expectativas inflacionarias incrementan la inflación efectiva. La 
formación de las expectativas inflacionarias se asume adaptativa:
n '  = j ( P - n )  (0 < y < 1) (21)
1 0 .  E s t o  s e  d e b e  a l  h e c h o  d e  q u e  e l  e f e c t o  d e l  f a c t o r  d e  d e s c u e n t o  e s  m a y o r  c o n f o r m e  s e  i n ­
c r e m e n t a  e l  t i e m p o .
I I . E s t e  m o d e l o  f u e  t o m a d o  d e  C h i a n g ,  A l p h a ,  E l c m e n t s  o f  D x n a m i c  O p t im iz a t io n ,  3 a .  e d i ­
c i ó n ,  N u e v a  Y o r k :  M c G r a w  H i l ! ,  1 9 9 2 ,  p p .  5 4 - 5 8 ,  y  c o n s t i t u y e  u n a  v e r s i ó n  s i m p l i f i c a d a  d e l  
t r a b a j o  d e  T a y l o r ,  op.  vil.
1 2 .  E l  p r o d u c t o  d e  p l e n o  e m p l e o  ( Y O  s e  a s u m e  c o n s t a n t e  e n  e l  p r o b l e m a .
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Si la inflación actual resulta superior a la inflación esperada, entonces n'  > 0 
y la expectativa de inflación se incrementa. Por otro lado, si la inflación ac­
tual es inferior a la inflación esperada, entonces^ ' < 0 y la expectativa de in­
flación disminuye. Para resolver el problema de optimización dinámica es ne­
cesario simplificar el modelo, con el fin de determinar la trayectoria óptima 
de una sola variable. A partir de la ecuación (21) es posible expresar la infla­




—  + 71
J
( 22)
Si reemplazarnos la ecuación (22) en (20), se obtendría una expresión para la 
desviación del producto del nivel de pleno empleo:
Yf (23)
Al sustituir las ecuaciones (22) y (23) en (19), obtendríamos la función de 
costo social en función de la inflación esperada (n) y su primera derivada 
( t i ' ) ' -
X ( n , n r)
< n ' V
+ a n  + — (24)
Finalmente, el problema que debería resolver la sociedad (o el planificador 
social) si desea disminuir a cero las expectativas de inflación en un plazo de 





n(T)  = 0
1 n '  Y
Pj
+ a n  + n dt
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Para determinar la senda óptima de las expectativas de inflación, en primer 
lugar, debemos hallar las derivadas que conforman la ecuación de Euler:
f r = -2 an  -  2a n 
j
~ 7t' n n
fn =. _o . ... . _ 2a - -  2a
IV)2 j  f
„ Tí” n
- /, _ _o . i to 1 to adi j
Reemplazando estas derivadas en la ecuación (4) llegaríamos a la siguiente 
ecuación diferencial de segundo orden:
2an + 2a  = 2 - -  , + 2 a  + 2 « —,-
J (fijY j j
(1 + a lY )n ’ - a f l 2 f n  = 0
La solución a la ecuación diferencial viene dada por las raíces características 
del siguiente polinomio:
(1 + a¡31)T~ - a f i1 j 1 = 0
y la integral particular:
k =  0
La solución genérica a la ecuación diferencial viene dada por:
n \ t )  = //,<fv + / / , e M
Donde n representa la raíz característica de la ecuación diferencial y equivale a:
V«/?7
1 • (//'!
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Las constantes se obtienen de la condición inicial y terminal del problema. En 
el período t = 0 se cumple que tc(0) = + Ib  y en el período t = T se
- r t ri
cumple que n  (T) = l l ,e + H,  e = 0 . Las constantes del problema son
iguales aH, = (7r0) / (1 -  e 1 ) y H: = (7r0) / (1 -  e ). Por último, la senda 
óptima de la inflación esperada estaría conformada por:
n'{t) ■
+ ( } - e írJ) e
La trayectoria óptima de la inflación esperada dependerá básicamente del sig­
no de las constantes H| y EL, así como del signo de las raíces de la ecuación 
característica. Considerando que la raíz n  es positiva (debido a que los pará­
metros "p” y “j ” son positivos), es fácil demostrar que las constantes Hi y Ib 
tendrán un signo positivo y negativo, respectivamente. De esta forma, el primer 
término de la inflación esperada tenderá a cero, mientras que el segundo a me­
nos infinito. Sumando ambos efectos, la trayectoria de la inflación esperada será 
monotónicamente decreciente, tal como se muestra en el Gráfico No. 2.4:
Gráfico No. 2.4
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La convergencia rápida de la inflación esperada a cero, se debe a la importan­
cia relativa que se le asigna a la inflación (P) a través del parámetro a  en la 
función de costo social. Si asumiéramos una baja ponderación en la función 




En este caso, la función de costo social depende solamente de ( t í ' )  de manera 
no lineal. Por consiguiente, empleando la ecuación de Euler (16) la trayecto­
ria óptima de la inflación esperada vendría dada por la recta n (t) = Hit + H2. 
Esta solución, a diferencia de la representada en el Gráfico No. 2.4, implica 
una convergencia lenta de la inflación esperada. Dicho resultado, como se 
mencionó anteriormente, se debe a la baja ponderación de la inflación espe­
rada en la función de costo social.
2. C ondición de transversalidad
Hasta el momento, el problema (1) se ha resuelto empleando la ecuación de Euler, 
y la condición inicial y terminal de la senda óptima. Sin embargo, en ausencia del 
valor inicial y/o terminal de la senda óptima, para resolver el problema es necesa­
rio contar con otra condición adicional denominada condición de transversali­
dad. En este sentido, un nuevo problema a resolver sería el siguiente:
T
Maximi:ar V{ y ]  = J " / ( f ,  y ( í ) ,  y\t))dt  ^ 5 )
o
sujeto a y(0) -  y0 (yodado)
y(T) = yr (yr, Tlibres)
En (25) se ha mantenido fija la condición inicial; sin embargo, la determina­
ción de la condición terminal pasa a formar parte del problema de cálculo de 
variaciones. A continuación se explicará la derivación de las condiciones de 
transversalidad para resolver el problema (25) y algunas aplicaciones.
Cálculo de variaciones 53
2.1 Condición de transversalidad
La función y*(t) £  C" resuelve el problema (25), si satisface la ecuación de 
Eulcr (5) y la condición de transversalidad:
, dy <V
t=T d i  r)y '
A T  = 0 (26)
o de manera simplificada:
\ f / \ : =r Aay • 1 /  v'/ i A/' i) (27)
Donde AT y Ayr representan pequeñas variaciones del horizonte de tiempo 
“T” y la condición final "yr”, respectivamente.
Demostración
Al igual que en la demostración de la ecuación de Euler, para derivar la con­
dición de transversalidad es necesario comparar a la senda óptima con respec­
to a un conjunto de sendas factibles. Para ello, creamos una trayectoria auxi­
liar (x(t)) que únicamente satisfaga la condición:
-v(0) = 0 (28)
A partir de esta curva auxiliar13, las sendas factibles estarían dadas por la re­
lación:
y(í) = >’*(/)+ f-v(0 (29)
Como se mencionó anteriormente, £ constituye un número arbitrariamente 
pequeño. Como el horizonte de tiempo “T” es una variable a determinarse 
dentro del problema, es posible construir un conjunto de valores de “T” facti­
bles, los cuales estarían definidos por:
T = T * + e A T  (30)
1 3 .  N ó t e s e  q u e  a  d i f e r e n c i a  d e  l a  s e n d a  a u x i l i a r  ( 7 ) .  e n  e s t e  c a s o  n o  s e  r e s t r i n g e  e l  v a l o r  t e r ­
m i n a l  a  x ( T )  =  0 .  L a  c o n d i c i ó n  t e r m i n a l  d e  x ( t )  e s  l i b r e .
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Donde T representa el horizonte temporal óptimo. Tomando en cuenta (29) y 
(30), la función objetivo a optimizar quedaría definida del siguiente modo:
r'+t-xr r"
D(e) =  J / ( f ,  v ' (t) + í-:y(í ), y'*( í ) + cx\t))dt  -  J / ( r ,  x "{!), y ,r (t))di ( 3 1 )
o o
Al igual que en el caso (9), la función D(e) es no positiva y alcanza su valor 
máximo cuando e = 0. De esta forma, la senda óptima se determina a partir de 
la condición D'(0) = 0. Para obtener la derivada D'(e), debemos aplicar la re­
gla de Leibnitz14
T ’ +rAT





Integrando por partes el primer término de (32) y tomando en cuenta la con­
dición (8), obtenemos la siguiente relación:
-ttLAi 1Jl/V.v(r) + f y x \ t ) \d t  = J
f  v d t /v '
x(t)dt + \ f }, ] ^ r .x(T) (33)
Finalmente, reemplazando (33) en (32), D'(0) sería igual a:
D'(0)= ¡
0 L
x(tyit a I/VI, u-/- )*[./!, r  A T  (34)
Con el objeto de establecer una condición general para la solución del pro­
blema, independientemente de la trayectoria que tome x(t), es necesario 
despejar el término x(T ). Para ello, se debe determinar en el instante T 
cómo se relaciona dicho término con el valor final y*(T ) y el horizonte de 
tiempo "1”'. Hn el Gráfico No. 2.5 se puede apreciar dicha relación. La 
senda óptima y (t) presenta el valor terminal y (T ), mientras que la senda
1 4 .  V e r  e l  A n e x o  A  a l  f i n a l  d e l  c a p í t u l o .
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factible, que cumple con la relación (29), posee el valor terminal y(T + 
eAT). La diferencia entre la condición final de y(t) c y (t) puede ser defini­
da del siguiente modo:
eA.Vy =  y(T"  +  eAT) -  y (T ) (35)
(tráfico No. 2.5
Por otro lado, la curva y(t) entre el instante T y (T + eAT) puede ser apro­
ximada mediante una línea recta con intercepto igual a y(T ) y pendiente
y‘'(T‘):
>•('/■* + fA T) = y(Tt ) + y'* (T*)eAT (36)
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De este modo, para valores muy pequeños de e, y reemplazando (36) en (35), 
obtendremos:
í'Avr  =y(7'*)-y*(7'*) + y ,‘ (7'*)fA7’ (37)
í 'Ay | — r , i  / ) + ev (/ )A/
A.v-/- = .v(7’4) + y'* (7'* )A7’
.v(7’*) = Avy- -  y'* (7* )A7
Finalmente, sustituyendo (37) en (34), obtenemos la condición de primer or­
den del problema (25):
■v r/t v -v(D + [ / y  ],=7- Ay y + [ /  -  y '* / /  W * AT = 0 (38)
Una senda y*(t)£ C" satisface (38), siempre y cuando se cumpla la ecuación 
de Eulcr y la condición de transversalidad:
- i /  vV. ,.A/' 0
En esta condición se han omitido los asteriscos por simplicidad. Es importan­
te tomar en cuenta que mientras la ecuación de Euler constituye una condi­
ción de primer orden que se debe cumplir para todo el período de tiempo (t e 
[0, T)), la condición de transversalidad se cumple solamente en el último pe­
ríodo (t = T). Por otra parte, la condición de transversalidad también es válida 
cuando la determinación de la condición inicial forma parte del problema de 
optimización.
2.2 Casos especiales de la condición de transversalidad
Cuando la condición terminal toma una característica específica, la condición 
de transversalidad se simplifica y es posible resolver el problema de cálculo 
de variaciones de una manera más sencilla. A continuación se muestran algu­
nos casos especiales de la condición de transversalidad.
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Caso 1.- Horizonte temporal fijo
Cuando el horizonte temporal es fijo, se cumple que AT = 0 y desaparece el 
segundo término de la condición de transversalidad. En vista de que Ay r pue­
de tomar cualquier valor, la única forma de asegurar que se satisfaga (27) es 
mediante la condición:
l / v W = 0  (39)
El problema a resolver se representa en el Gráfico No. 2.6. Debe determinar­
se simultáneamente la senda óptima y el valor terminal yj. En este caso, dado 
que solamente el horizonte de tiempo se encuentra fijo, existe un conjunto 
amplio de valores terminales factibles. En este sentido, la condición de trans­
versalidad permite discriminar al valor terminal óptimo del conjunto de valo­
res factibles.
Gráfico No. 2.6
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Ejemplo.- Halle la senda óptima en el siguiente problema:
Maximizur V\ y ] = j" ( r  + v'2 )dl
o
sujeto a v(0) = 4
v(2)= v, {y. Libre)
En este caso, la función f(») depende sólo de t e y'(t), por lo que la ecuación 
de Euler se reduce a la siguiente condición:
f e  = 2 /  = H t
Integrando una vez esta ecuación diferencial obtenemos la solución:
v ( t )  = "  ! ■ II
2
Una constante de la senda óptima se obtiene a través de la condición inicial 
y(0) = Hi = 4. La otra constante se determina aplicando la condición de trans- 
versalidad (39):
/ / 2 / (2 )  = Hl = 0
De esta manera, las constantes vienen dadas por Hi = 0 y H2 = 4. Finalmente, 
la senda óptima sería:
y V )  = 4
Con el valor terminal y i = 4.
Caso 2.- Valor terminal fijo
Cuando el valor terminal de la trayectoria óptima (y r) se encuentra fijo, A>'r 
es igual a cero y se elimina el primer término de la condición (27). Para que 
se cumpla la condición de transversalidad, independientemente del valor que 
tome AT:
[ /  -  > '/; ]  : ; o (40)
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En el Gráfico No. 2.7 se representa el problema a resolver. A diferencia del 
caso anterior, deben determinarse la trayectoria óptima y el horizonte tempo­
ral óptimo. Como se puede apreciar en el Gráfico, para un valor terminal da­
do existen diversos horizontes temporales factibles, y la condición de trans- 
versalidad permite determinar el valor de "T” óptimo.
Gráfico No. 2.7
Ejemplo.- Halle la senda óptima en el siguiente problema:
¡
Maximiz.ur V \y ] = J ( r  + y '2 )dt
o
sujeto a y(0) = 4
y(7') = 5 (T Libre)
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Al igual que en el ejemplo anterior, la ecuación de Euler brinda el siguiente 
resultado:
* "  i
y  ( t )  =  - J - t  +  U 9
La constante 1L se obtiene a partir de la condición inicial del problema y(0) = 
4 = EL. Para obtener la otra constante es necesario emplear la condición de 
transversalidad (40):
n  =  T
= U~ + v ' y ' ( 2 y (
Ji = '
Evaluando esta expresión en el último período t = T, obtenemos la siguiente 
relación:




En esta ecuación, (H|/2) puede tomar dos valores +T o -T. Sin embargo, como 
la senda óptima debe ir de un valor inicial igual a cuatro a un valor terminal de 
5, necesariamente la pendiente de la función (H¡/2) debe ser positiva, por lo que 
se debe cumplir que (H¡/2) = T. De lo contrario, el problema no tendría solu­
ción. Finalmente, para hallar las constantes del problema evaluamos la trayecto­
ria óptima en último período “T”, tomando en cuenta que (Hi/2) = T:
y(  T)  =  T  + 4  = T  ( T )  + 4 = 7 2 + 4  = 5  
T = 1
La solución algebraica para la variable T arroja dos soluciones: T = 1 y T = -1. 
Dado que el problema con un horizonte temporal negativo no tendría sentido, se 
toma la solución T = 1. La solución al problema quedaría definida por la senda:
y ( t )  = t + 4
Con el horizonte de tiempo T = 1.
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Caso 3.- Curva terminal
En este caso, el valor terminal depende del horizonte de tiempo “T” de acuer­
do con la siguiente función:
v(T) = 0(7')
Por otra parte, la primera diferencia del valor terminal se relaciona con "T” 
del siguiente modo:
A y(T) = 0 '(7 ’)A7’
Si reemplazamos esta relación en la condición de transversalidad (27) y tacto- 
rizamos la expresión AT, obtendríamos:
1 /  ! •  /  O ' ( 7 7  A T  +  |  /  -  y  7  , \ 7  O
U f y \ ,  = T ^ ( T )  +  ¡ f - y % - ] l = T ] A T = 0
Simplificando la ecuación, llegaríamos a la siguiente condición de transversa­
lidad:
1/ + (O'(T) -  y ' ) j \  \ i = t  AT=  O (41)
En el Gráfico No, 2.8 se representa el problema a resolver. Como se puede 
apreciar, la condición terminal está definida por la curva O(T).
Ejemplo.- Halle la senda con menor distancia que pase por el punto (0,1) y la 
curva y(t) = 2 - 3t.
El problema a resolver sería similar al de la sección 1.2 del presente capítulo. 
Debe determinarse una curva que posea la distancia mínima, pero sujeta a una 
condición terminal y(T) = 2 - 3T. De esta forma, el problema a resolver sería:
Maximizar V| y] = -j -j\ + y '2 dt
o
y(0) = 1 
y(r) = i ~ y r
sajelo a
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Gráfico No. 2.8
Como se demostró anteriormente, la senda óptima viene dada por la línea 
recta:
v*(f) = T7/ + /7,
El intercepto se obtiene evaluando la trayectoria óptima en la condición ini­
cial y(0) = II2 = 1. Para determinar la otra constante de la senda es necesario 
evaluar la condición de transversalidad (41). Tomando en cuenta la forma 
funcional de la curva terminal:
0 (7’) = 2 -  37'
&(T)  = ~3
Aplicamos la condición de transversalidad:
(,/  +  ( < ! > ( / ) -  y  ) /  v- ] (=/  =  — - J 1 t- v +  ( - 3  -  y  ) ( y  ) ( ~ y / l  +  y  )  11  , =í  =  O
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Si multiplicamos esta ecuación por (1 + y ': ) 1/2 y tras algunas simplificacio­
nes, finalmente, llegaríamos a la siguiente condición:
I -V L r  = 1
Dado que y '  = Hi, se cumpliría que 3H| = 1, con lo cual obtendríamos el va­
lor de la pendiente. Finalmente, la senda óptima quedaría definida por:
y (t) = 1 + i 
3
En el Gráfico No. 2.9 puede observarse que la senda óptima es perpendicular 
a la condición terminal. Cualquier otra recta que no fuera perpendicular a la 
curva terminal tiene una mayor distancia.
Gráfico No. 2.9
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2.3 Aplicación: minimización de costos'5
Suponga que una firma ha recibido un pedido de “B” unidades de un produc­
to. En la elaboración del producto existen dos tipos de costos. Por un lado se 
encuentra el costo de producción, que constituye una función cuadrática de la 
cantidad producida:
C¡(c/) = acf (a > 0)
Adicionalmente existe un costo de almacenaje. El costo unitario de mantener 
una cantidad inventarios (y(t)) en el período "t” es constante e igual a “b". De 
esta forma, el costo por concepto de almacenamiento es igual a:
C, (y(f)) = by(t) (b > 0)
El objetivo de la firma es determinar la evolución de la producción e in­
ventarios que determine el menor costo total, y el período de producción 
“T” óptimo.
En primer lugar, es necesario plantear el problema de optimización en fun­
ción de una sola variable. Si consideramos que los inventarios se incrementan 
en el tiempo debido al aumento de la producción, se cumple que q = y'(t). Por 
consiguiente, los costos totales de la firma quedarían definidos del siguiente 
modo:
C = C, + C2 =ay '2 +by
De esta forma, la firma debería resolver el siguiente problema de optimiza­
ción dinámica:
Ma.xiiniz.ar Ely] = -J (a/ 2 + by)dt
o
sujeto a y(0) = 0
yCT) = B (T Libre) 15
1 5 .  E s t a  a p l i c a c i ó n  s e  b a s a  e n  K a m i e n ,  M o r t o n  I. y  N a n c y  L .  S c h w a r t z .  D y n a m i c  O p t i m i z a ­
tion.  T h e  C a lc u lu s  o f  V a r ia t io n s  a n d  O p t im a !  C o n t r o l  in E c o n o m i c s  a n d  M a n a g e m e n t .  2 a .  e d i ­
c i ó n ,  A m s t e r d a m :  N o r t h - H o l l a n d ,  1 9 9 1 .  p p .  5  y  6 .
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Para determinar la trayectoria óptima de la producción y los inventarios, de­
bemos obtener las derivadas que conforman la ecuación de Euler:
/ ,  = ~b
f y- = -2  a y'
d r rr/ v' = ~2(l V
dt
Reemplazando las derivadas en la ecuación de Euler obtendríamos la siguien­
te ecuación diferencial:
2ay’ — b = 0
Integrando dos veces dicha ecuación, llegamos a la siguiente solución:
v ( t )  = b r  + 77/ + w,
4 a
Para hallar una de las constantes de la senda óptima, evaluamos la función en 
la condición inicial y(0) = PE = 0. La otra constante puede hallarse a través de 
la condición de transversalidad (40):
I./ ¡ =[~{ayn + by) - y'{~2ay'%_, =[ay'2- b \ ] ¡ r =0
Reemplazando la trayectoria óptima en la condición anterior obtendríamos:
=  0 
l=T
Simplificando la ecuación anterior se obtiene que Hi = 0, por lo que la senda 
óptima sería:
a\ —/ + / / ,  
2a 4 a




El horizonte de tiempo "1”’ se halla evaluando y (t) en la condición final 
y(T) = B, de este modo:
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v’(T) =  -b-  T1 = B 
4a
„  BaT = 7 i 
~]< b
En la realidad, la variable “T” tiene dos soluciones; sin embargo, al ser uno 
de los valores negativo, se descarta dicha solución. Como se puede apreciar, 
el horizonte de tiempo depende de todos los parámetros del problema. Cuan­
do se incrementa el pedido de producción “B” o el coeficiente de la función 
de costos “a”, la estrategia óptima sería incrementar el período de producción 
para incurrir en menores costos. Por otro lado, cuando se incrementa el costo de 
almacenaje, resulta conveniente cumplir con el pedido en un menor tiempo.
A continuación se desarrollarán las condiciones de suficiencia del cálculo de 
variaciones, las cuales permiten determinar si la senda óptima hallada maxi- 
miza o minimiza el funcional objetivo V|y],
3. Condición de segundo orden
En los problemas de optimización estática, además de la condición de primer 
orden, es necesario contar con una condición de suficiencia que determine si 
el punto estacionario hallado determina un valor mínimo o máximo de la fun­
ción objetivo . Para ello se evalúa la concavidad o convexidad de la función 
objetivo. En el cálculo de variaciones ocurre lo mismo. Es necesario evaluar 
la concavidad de la función intermedia f(t, y, y'), para definir si la senda 
hallada resuelve un problema de maximización o minimización.
3.1 Condición de segundo orden
Si la función f(t, y, y') es cóncava (convexa) respecto a (y, y') entonces:
a) La ecuación de Euler es suficente para la maximización (minimización) 
de Vi yJ, cuando la condición terminal (T, y i ) es fija.
b) La ecuación de Euler junto con la condición de transversalidad son sufi­
cientes para la maximización (minimización), cuando la condición termi­
nal (T, yr) es libre. 16
1 6 .  P u e d e  h a b e r  d o s  p u n t o s  q u e  p u e d e n  n o  c u m p l i r  n e c e s a r i a m e n t e  la  c o n d i c i ó n  d e  s u f i ­
c i e n c i a .  p e r o  a u n  a s í  s o n  ó p t i m o s .
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Demostración
Dada la senda óptima y (t). una senda factible y(t), el horizonte temporal fijo 
“T”, y el valor terminal fijo “ya”, una función intermedia f(») cóncava cumple 
con la siguiente relación' :
f((,  y,  y') -  f(i .  y ' ,  y ' * ) <  / , . ( / .  y* ,  y ' * )( v -  y * ) +  / , . - ( / .  y  ó  y ' "  ) ( y '  -  y ' * )  ( 4 2 )
Considerando que la senda factible se encuentra definida según (8), entonces
(42) se reduciría a la siguiente expresión:
/ ( ' •  y.  y ' )  -  / ( / ,  y ’ , y ' * ) <  /  (/ ,  y * . y ' *  ) a ( / )  +  / /  (t, y * . y "  « * ' ( / )  ( 4 3 )
Al integrar ambos lados de la desigualdad entre el período t = 0 y t = T se ob­
tiene:
VI y 1 -  Vj v*) < f | [ / ,  (t, y*, y'* ).v(/) + j \ ■ (t, y*, y'* ).v'(/)]dt (44)
0
Al ser y (t) la trayectoria óptima, se satisface tanto la ecuación de Euler como 
la condición (11), de tal forma que el ludo derecho de la desigualdad es igual 
a cero:
V1 y ] < V7 [ v ( 4 5 )
De esta manera, al ser f(») cóncava, se asegura que la senda óptima y genera 
el máximo valor posible del funcional objetivo V|y J. Si la función f(*) fuera 
estrictamente cóncava, las desigualdades (42) a (45) se cumplirían estricta­
mente y la senda óptima hallada daría como resultado un único máximo abso­
luto del funcional objetivo. El lector puede demostrar que cuando el valor 
termina! de la senda óptima es libre, se llega a un resultado similar a (45)IK. 
En este último caso, cuando la función intermedia es cóncava, tanto la ecua­
ción de Euler como la condición de transversalidad son condiciones suficien­
tes para la maximización del funcional objetivo. 178
17 .  V e r  d  A n e x o  B  a l  f i n a l  d e l  c a p í t u l o .
18 .  E s  n e c e s a r i o  e m p l e a r  la  c o n d i c i ó n  ( 3 3 )  p a r a  e s t a b l e c e r  la  e q u i v a l e n c i a  e n  l o s  r e s u l t a d o s .
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3.2 Condiciones de concavidad
Básicamente existen dos formas de evaluar la concavidad de la función t'O). 
Una de ellas es evaluando los menores principales de la matriz Hessiana de la 
función intermedia, para determinar si es definida negativa o positiva. El otro 
método consiste en hallar las raíces características de la matriz Hessiana. A 
continuación se detallan ambos procedimientos.
Método de los menores principales
Dada una función f(t,y,y'), la matriz Hessiana A:
y sus menores principales Ai y A2:
A . = | / , v! = / vV
fyV /„■A,
U  l .
/vv/v, -/vv'/v
La función f(t. y, y') es cóncava si la matriz A es semidefinida negativa (Ai < 0 y 
A2 = 0), y estrictamente cóncava si es definida negativa (Ai < 0 y A2 > 0). Por 
otro lado, la función es convexa si A es semidefinida positiva (Ai > 0 y A:= 0), y 
estrictamente convexa si es definida positiva (Ai > 0 y Az> 0).
Ejemplo.- Evalúe la condición de segundo orden del problema desarrollado 
en la sección 1.3 de este capítulo.
En el problema de extracción óptima de recursos naturales, la función f(t, y, 
y') está definida por:
/  (/, y, y') = Ln(y')
La matriz A de la función de beneficios sería:
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y sus menores principales Ai y A2:
y A  y'2
0 0
Los menores principales cumplen con la condición Ai < 0 y Ai = 0, por lo tan­
to, la función de beneficios es cóncava. De esta forma se cumple la condición 
de suficiencia, y se comprueba que la Ecuación de Euler resuelve el problema 
de maximización del funcional objetivo.
Método de las raíces características
Dada una función t(t, y, y'), la ecuación característica p(r) cuyas raíces son r¡ 
y r2:
P(r)




r ) ( f „ . ~ r ) - f >y. f }.y =0
La función f(t, y, y') es cóncava si n < 0 y r2< 0, y estrictamente cóncava si n 
< 0 y r2 < 0. Asimismo, la función f(t, y. y') es convexa si n > 0 y r2 > 0, y es­
trictamente convexa si n > 0 y r2 > 0.
Ejemplo.- Evalúe la condición de segundo orden del problema desarrollado 
en la sección 2.3.
En este problema, f(t, y, y') está definido del siguiente modo:
/ ( / ,  y, y') = ay'2 + by
A partir de la función de costos se plantea la ecuación característica p(r):
/Ac) = r í'0 ' ' '  J 3;  = - r i l a  -  /•) = 0
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Las raíces características n = 2a y ig= 0 satisfacen la condición t‘i > 0 y n >  
0; por lo tanto, la función es convexa. El problema cumple con la condición 
de segundo orden; y de esta forma, la ecuación de Euler y la condición de 
transversalidad resuelven el problema de minimización del funcional obje­
tivo. En la sección 2.3 se multiplicó por (-1) la función objetivo y el pro­
blema de minimización se convirtió en uno de maximización. Si bien dicho 
artificio altera la condición de segundo orden, no ocurre lo mismo con el 
resultado del problema.
4. Horizonte de tiempo infinito
En esta sección se desarrollará un problema más general de cálculo de varia­
ciones, tomando en cuenta un horizonte de tiempo infinito, y un valor termi­
nal libre de la senda y(t). En este sentido, el problema a resolver es el siguien­
te;
El supuesto de un horizonte temporal infinito es razonable cuando se con­
sidera el caso de agentes que enfrentan decisiones de muy largo plazo. Por 
ejemplo, podemos pensar una situación en la cual una compañía planea in­
vertir en un proyecto de gran escala, y para recuperar el capital invertido 
necesita un amplio período de operaciones. De esta forma, la empresa pue­
de ejecutar el proyecto teniendo en cuenta un horizonte temporal infinito. 
También podría pensarse en el caso de una familia que desee maximizar 
sus utilidades futuras descontadas'9. Si consideramos que esta familia valo­
ra el bienestar de las generaciones futuras, tomaría sus decisiones de con­
sumo, ahorro o inversión con un horizonte temporal infinito, de tal forma 
que efectivamente asegure un nivel determinado de bienestar para sus des­
cendientes. En algunos casos es más realista un período de tiempo infinito, 
no obstante, ello podría implicar que la integral del funcional objetivo no 
converja, y por ende, que no exista una única solución al problema. A con­
tinuación se explicarán algunas condiciones bajo las cuales se asegura la 
convergencia en el problema ( 4 6 ) .  19
1 9 .  C o n s i d e r a n d o  u n a  f u n c i ó n  d e  u t i l i d a d  s i m i l a r  a  la  p r e s e n t a d a  e n  la  e c u a c i ó n  ( 5 )  d e l  p r i -  
m c r  c a p í t u l o .
(46)
0
sujeto a v(0) = v0 (v0dado)
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4.1 Condiciones para la convergencia del funcional objetivo
La dificultad para resolver (46) radica en que la integral del funcional objeti­
vo es impropia, y podría tomar un valor infinito:
J / ( í , y , y V í - > ° °  (47)
o
Aparentemente, una condición que podría superar este problema es que la 
función f(») converja a cero cuando el tiempo tiende a infinito:
Lim f( t ,  y, y') = 0 (48 )
! —>co
Sin embargo, la condición (48) no garantiza una solución. Veamos porqué 
mediante un ejemplo. Considere la siguiente función que depende del tiempo: 
f(t) = 1/t. Claramente se puede apreciar que esta función en el infinito tiende a 
cero:
Lim = 0 
t
Sin embargo, al evaluar la integral impropia de la función, obtenemos el si­
guiente resultado:
f dt = Liin[Ln(t)fa —» °°J f !)-><*>
0
De esta forma podemos apreciar que la condición (48) no implica la existen­
cia de una solución al problema. A continuación se plantean dos condiciones 
suficientes que aseguran la convergencia del funcional objetivo.
Condición 1
Dada la integral impropia de la función objetivo V[y], si la función f(») posee 
un valor finito hasta el período de tiempo “T”, y posteriormente toma un va­
lor igual a cero y se mantiene constante, entonces la integral converge.
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Demostración
La integral impropia de la función objetivo puede descomponerse en la suma 
de dos integrales:
°° TI f { u  V, y')dt = |  f(r ,  V, y')dt + J f ( t ,  y, y')dt (49)
o o r
Si consideramos que la función f(*) es igual a cero a partir del período “T”, 
entonces la segunda integral sería igual a cero, con lo cual la integral impro­
pia se reduciría a una propia:
T
|  / (t, y, y')dt -  J f ( t ,  y, v')dt (50)
o o
De esta forma, se asegura la convergencia de la integral.
Condición 2
Si la función f(*) es descontada a través del factor e pt (donde p > 0), y posee 
en todo el horizonte de tiempo un valor menor o igual a “M" (M < oo), enton- 
ces la integral converge.
Demostración
La función f(») tiene una cota superior igual a “M”, por tanto se cumple la si­
guiente desigualdad:
f ( t ,  y, y V P' < M e ~ pl (51)
Si integramos ambos lados de la desigualdad obtenemos la expresión:
J /(? , y, y')e~‘*dt < |  M e~f,ldt 
o o
(52)
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Al desarrollar la integral del lado derecho de la desigualdad, se llega a la si­
guiente condición:
M
f( t ,  v, y )(' p'dt < —  (53)
De esta forma se asegura que la integral no exceda el límite superior (M/p) y, 
por lo tanto, que exista una convergencia.
4.2 Condiciones de primer y segundo orden
Cuando el horizonte de tiempo es infinito, la ecuación de Euler y la condición 
de segundo orden siguen siendo válidas para la resolución del problema de 
cálculo de variaciones. Sin embargo, la condición de transversalidad se modi­
fica ligeramente. En lugar de evaluar la expresión (27), es necesario emplear 
la siguiente condición:
Lim ( [ /  -  y'/,.-1l=r AC + [ />  ],=r Ay-, ) (54)
Como el horizonte “T” es infinito, la expresión AT es distinta de cero; por 
tanto, debe cumplirse la condición:
Lim[f -  y ' f v'\ = 0 (55)
Si el valor terminal de la senda óptima no estuviera especificado, a! igual que 
en el problema (46), adicionalmente debe cumplirse:
Lim lfu  1 = 0 (56)
Por el contrario, cuando se especifica un valor terminal de la senda y(t), tam­
bién denominado meta asintótica, en lugar de la condición (56) puede em­
plearse la siguiente:
Limy(t) ~ y^ (5 7 )
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Donde y„ constituye un número real. A continuación analizaremos un ejem­
plo para el caso de horizonte temporal infinito.
Ejemplo.- Halle la senda óptima en el siguiente problema:
Para resolver este problema debemos aplicar los tres conceptos desarrollados 
a lo largo del capítulo: la ecuación de Euler, la condición de transversaiidad y 
la condición de suficiencia.
En este caso, al existir un factor de descuento, la ecuación de Euler relevante 
es la (18). Las derivadas que conforman la ecuación de Euler son:
Reemplazando estas derivadas en la ecuación (18) obtendríamos una ecua­
ción diferencial de segundo orden:
Minimizar  E[ yj = J e~i’' ( y - + ay + b y '  + c y ' 2 ).dt
ü
sujeto a y(0) = d (a,b,c .( l, p > 0)
/, =2 y + a 
j\ , = 2 ex + b
2y +  a = ley* -  p(2cy' + b)
La ecuación característica del problema es la siguiente:
r  - p r -  =  0
c
cuyas raíces n y to son ¡guales a:
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Nótese que el término de la raíz cuadrada, en valor absoluto, posee un valor 
superior a (p/2); por lo tanto, una de las raíces es positiva y mayor que p (n > 
p > 0) y la otra es negativa (n  < 0). Por otra parte, la integral particular sería 
la siguiente:
_  ( a + pb
\ 2
Dado que los parámetros a, b y p son positivos, la integral particular es 
negativa (k < 0). Finalmente, la solución general al problema vendría da­
da por:
>’* ( / ) =  //.c-'1' + H,e'
a + pb 
?
Las constantes del problema, Hi y EL, pueden obtenerse a partir de las condi­
ciones (55) y (56), y de la condición inicial y(0) = d. La condición (56) apli­
cada a este problema sería igual a" :
Lim\e~P’ (2cy'+b)\ = Q
Reemplazando la senda óptima y*(t) en ia condición de transversalidad, obte­
nemos:
L i r u l l c ^ H - p »  +  2 c r  H  e ' - ^  +  be ' p' | = 0
En esta condición existen tres términos exponenciales. Los dos últimos térmi­
nos convergen a cero, puesto que los exponentes (r^-p) y (-p) son negativos; 
sin embargo, el exponente del primer término (n-p) es positivo, con lo cual 
dicha expresión podría divergir conforme el tiempo tienda a infinito. Para que 
ello no suceda, la constante Hi debe ser igual a cero, con lo cual se cumpliría 
la condición (56). El lector puede comprobar fácilmente que al evaluar la 20
2 0 .  E n  e s t e  c a s o ,  a l  a p l i c a r  la  c o n d i c i ó n  d e  t r a n s v e r s a l i d a d  s e  c o n s i d e r a  c o m o  u n a  s o l a  f u n ­
c i ó n  a  f (* ) ,  m u l t i p l i c a d o  p o r  e l  f a c t o r  d e  d e s c u e n t o  e ' 1'.
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condición (55) se llega al mismo resultado (Hi = 0). Para hallar la otra cons­
tante Hi, evaluamos la senda óptima en la condición inicial y(0) = H2 - (a + 
pb/2) = d, con lo cual la solución final sería:
La condición de segundo orden del problema se verifica evaluando la matriz 
Hessiana de la función intermedia f(•):
Dado que los menores principales de la matriz son ambos positivos, la matriz 
es definida positiva y, por lo tanto, la función intermedia es convexa. En este 
sentido se cumple la condición de segundo orden y se asegura que la senda 
óptima m inim izad funcional V |y|.
4.3 Diagrama de fase
En todos los ejemplos desarrollados hasta el momento, se han hallado solucio­
nes cuantitativas al problema de cálculo de variaciones con horizonte infinito. 
Es decir, a través de la ecuación de Euler se ha obtenido la forma funcional de 
la trayectoria óptima. Sin embargo, en algunos casos, la ecuación de Euler ano- 
ja una ecuación diferencial no lineal de segundo orden, a partir de la cual no es 
posible derivar la senda óptima de manera analítica. En estas situaciones resulta 
conveniente emplear un diagrama de fase, a partir del cual es posible determi­
nar la dinámica de las variables analizadas y el punto de equilibrio hacia el cual 
convergen en el infinito, también conocido como estado estacionario. A conti­
nuación se explicará la técnica del diagrama de fase.
4.3.1 Diagramas de fase de una variable
El paso inicial para la elaboración de un diagrama de fase de este tipo es co­
nocer una relación entre la variable y su tasa de cambio con respecto al tiem-
2 1 .  L l a m a m o s  a u tó n o m a  a  a n a  e c u a c i ó n  d i f e r e n c i a l ,  c u a n d o  e l  t i e m p o  n o  a p a r e c e  e n  f o r m a  
e x p l í c i t a  c o m o  a r g u m e n t o  d e  l a  f u n c i ó n  d Y / d t  =  f ( Y ) .
l e  0
A =
0 l e e
po, mediante cualquier ecuación diferencial autónoma'
dY/dt = Y’ =f( Y) 21
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La función f(Y) puede presentar cualquier forma (lineal o no lineal); además, 
es posible graficarla en un plano cartesiano con ejes dY/dt e Y. La represen­
tación gráfica de f(Y) es denominada curva de fase. Para entender el meca­
nismo del diagrama de fase debemos conocer la dinámica de los diversos 
puntos implicados en el mencionado plano cartesiano. Para tal fin, conside­
remos el Gráfico No. 2.10.
Gráfico No. 2.10
La posición del punto A hará que éste tienda a moverse de izquierda a dere­
cha, es decir, en la dirección en la que Y crece. Esto se debe a que está ubica­
do en el cuadrante donde dY/dt > 0; el signo positivo de esta derivada implica 
que conforme pasa el tiempo, la variable (representada por el eje de abscisas) 
aumenta, dando así la explicación al movimiento del punto. El punto B se 
comporta de manera contraria a A, ya que en ese cuadrante dY/dt < 0 e Y de­
crecerá ante un incremento en la variable temporal, por lo que se describe un 
movimiento de derecha a izquierda. El último caso involucra al punto C. Nó­
tese que éste se encuentra sobre el eje horizontal, donde dY/dt = 0. Este punto 
representa lo que se conoce como un estado estacionario (t —» » )  porque no 
describe movimiento alguno. De esto podemos concluir que estamos frente a 
un posible punto de equilibrio22, cuando la variable adquiere un estado estáti­
co (Y' = 0).
2 2 .  P o s t e r i o r m e n t e  v e r e m o s  q u e  l a  c o n d i c i ó n  d Y / d t  =  0  n o  i n v o l u c r a  n e c e s a r i a m e n t e  u n  
p u n t o  d e  e q u i l i b r i o .  T a l  e s  e l  c a s o  m o s t r a d o  e n  e l  G r á f i c o  N o .  2 . 1 3 .
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Luego de comprender la dinámica que toma una variable ante los distintos 
comportamientos de sus cambios con respecto al tiempo, podemos distinguir, 
de manera cualitativa, tres tipos de trayectorias mostrados en los Gráficos 
Nos. 2.11,2.12 y 2.13.
En el primer caso, el punto "a" es un equilibrio dinámicamente inestable, por 
lo que puede concluirse que la trayectoria Y diverge. Resulta interesante dar 
cierto énfasis a las condiciones iniciales de esta trayectoria: si empezamos en 
el equilibrio, es decir Y(o, = a, la dinámica hará que nos alejemos, cada vez 
más, con el paso del tiempo y que no sea factible “retornar” a este equilibrio; 
si Y(o) > a, tendremos una función creciente en todo momento y, por el con­
trario, si Y(0) < a, la función será decreciente.
Gráfico No. 2.11
Por otro lado, el punto "b" en el segundo caso representa a un equilibrio di­
námicamente estable. En tal caso, si Y(o) = b, la dinámica hará que siempre se 
mantenga este punto; si Y«» * b, se dará un desplazamiento a lo largo de la 
curva de fase que nos llevará, finalmente, al equilibrio.
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De los dos casos anteriores podemos obtener una conclusión importante, que 
involucra a la pendiente de la curva de fase: si ésta es negativa (dY’/dY < 0), 
aseguramos la estabilidad dinámica de la variable; si es positiva (dY’/dY > 
0), tratamos con inestabilidad dinámica23.
El último caso presenta dos puntos en Y’ = 0. Estos no representan puntos de 
equilibrio, ya que son las cotas de una trayectoria fluctuante. Este tipo de 
movimiento se debe a que nos podemos situar tanto en la zona donde Y ’ > 0 
como en la que Y’ < 0. Además podemos apreciar que dY’/dY es indetermi­
nada, hecho que descarta a c y a c ’ de ser puntos de equilibrio.
4 .3 .2  D iagram as de fase  de dos variab les
Hasta el momento hemos resaltado que es posible evaluar cualitativamente 
cualquier variable dinámica mediante la elaboración de un diagrama de fase. 
Del mismo modo, podemos analizar sistemas de ecuaciones diferenciales. A 
continuación trataremos el enfoque gráfico-cualitativo de un sistema de pri­
mer orden y autónomo, definido como:
X'( t) = dX/dt = f(X,Y)
Y'(t)= dY/dt = g(X, Y)
Recordemos que al resolver un sistema de ecuaciones diferenciales, las tra­
yectorias de las variables involucradas se caracterizan por mostrar las mis­
mas raíces. De esta manera, si una variable converge (o diverge) en el largo 
plazo a su solución particular, la otra también lo hará, por lo que el análisis 
puede resumirse de manera integral a la convergencia (divergencia) del sis­
tema.
Como en el caso de una sola variable, el diagrama de fase de dos variables es 
realizado sobre un plano cartesiano donde los ejes están dados por las varia­
bles dinámicas, mas no por sus tasas de cambio (X e Y, no X ’ e Y ’)- En los 
Gráficos No. 2.11 y 2.12, los equilibrios están dados por puntos que hacen 
que Y’ = 0; al incrementar el número de variables, el equilibrio del sistema
2 3 .  E s t o  p u e d e  c o m p r o b a r s e  f á c i l m e n t e  c o n  u n a  e c u a c i ó n  d i f e r e n c i a l  l i n e a l ,  d e  p r i m e r  o r d e n  
y  c o n  t é r m i n o  c o n s t a n t e  Y ’ +  a Y  =  b ,  d o n d e  la  t r a y e c t o r i a  f i n a l  e s t a  d a d a  p o r
Y„) =  K(0 , -  — c . C u a n d o  t  —> o= ( l a r g o  p l a z o ) ,  é s t a  c o n v e r g e  s i  - a  <  0  y  d i v e r g e  e n  e l  c a s o
L 11J a
c a s o  c o n t r a r i o ,  - a  >  0 .  S i  c o n s i d e r a m o s  q u e  d Y ' / d Y  =  - a ,  l l e g a r e m o s  a  l o s  m i s m o s  r e s u l t a d o s .
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está dado, por ende, cuando ambas variables alcanzan sus respectivos estados 
estacionarios. Esta situación puede ser graficada: ios estados estacionarios de 
las variables generan las curvas de fase  (X’ = 0 e  Y ’= 0) y la intersección de 
ambas, el punto de equilibrio intertemporal del sistema (las curvas de fase, 
representadas por/(X , Y) = 0 y g(X, Y) = 0, nos proporcionan relaciones en­
tre las variables (involucradas en los ejes) que podemos graficar sin mayor 
complicación24).
Al cruzarse las curvas de demarcación o de fase en el punto de equilibrio (X’ 
= Y’ = 0), el espacio de fases se dividide en cuatro regiones distintas. Fuera 
del equilibrio, alguna variable o ambas reportan cambios con el tiempo en las 
direcciones que indiquen las derivadas temporales25 26 (parciales) 3X73X, 
3Y73Y o bien, como manera alternativa, las derivadas cruzadas 3X73Y, 
3Y73X. Estos movimientos generan las trayectorias de fase  o sendas de fase  
del diagrama20 (que pueden ser graficadas) y las combinaciones de ellas gene­
ran diversos tipos de equilibrios: nodos, puntos de silla, focos y vórtices. Ca­
be resaltar que, según su forma funcional, las curvas de fase pueden determi­
nar más de un punto de equilibrio; cada uno de ellos tendrá, consecuentemen­
te, las mencionadas cuatro regiones y pueden corresponder a distintas 
categorías27.
Para explicar la elaboración del diagrama de fase de dos variables, así 
como la naturaleza de los equilibrios, consideremos el siguiente ejemplo, 
del cual desprendemos seis casos particulares28 ilustrados en el Gráfico 
No. 2.14.
2 4 .  D e  l a  m i s m a  f o r m a  q u e  e l  d i a g r a m a  d e  f a s e  d e  u n a  v a r i a b l e ,  p a r a  a t r i b u i r  a s p e c t o s  c u a l i ­
t a t i v o s  a  u n  s i s t e m a  d e  e c u a c i o n e s  d i f e r e n c i a l e s ,  n o  n e c e s i t a m o s  m á s  q u e  u n  e s b o z o  o  u n a  
a p r o x i m a c i ó n  g r á f i c a .  P o r  e l l o ,  e s  i m p o r t a n t e  r e c o r d a r  la  r e g l a  d e  l a  d e r i v a d a  d e  u n a  f u n c i ó n  
i m p l í c i t a  ( l a s  c u r v a s  d e  f a s e  t o m a n  e s t a  f o r m a :  f ( - ) = 0 ) :
d Y / d X  =  -  Q / n / d X ) /  Q / D / d Y )  =  -  f x  /  f v
2 5 .  L a  i n t e r p r e t a c i ó n  d e  l a s  d e r i v a s  t e m p o r a l e s  e s  c o n o c i d a :  l a  v a r i a c i ó n  d e  l a  t a s a  d e  c a m ­
b i o  d e  u n a  v a r i a b l e  ( Z ’ o  Y ’ ) a n t e  u n a  v a r i a c i ó n  e n  l a  m i s m a  v a r i a b l e  ( Z  o  Y ) .
2 6 .  E s t a s  t r a y e c t o r i a s  p u e d e n  d e s p l a z a r s e  d e  u n a  r e g i ó n  a  o t r a  s i n  m a y o r  c o m p l i c a c i ó n ,  y  a s í  
a d o p t a r  d i v e r s o s  m o v i m i e n t o s .
2 7 .  E l  a n á l i s i s  d e  e s t o s  c a s o s  e s  e s e n c i a l m e n t e  e l  m i s m o  q u e  e l  e x p l i c a d o  e n  e s t a  s e c c i ó n .
2 8 .  E x i s t e  u n a  m a y o r  c a n t i d a d  d e  c a s o s  q u e  e l  l e c t o r  p u e d e  d e s a r r o l l a r  y  e v a l u a r  p o r  s u  
c u e n t a .
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Definimos un sistema diferencial lineal: Z ’ = f(Y, Z) -  aZ  + bY + h
Y ’ = g(Y, Z ) = cZ  + (IY  + k
Las curvas de fase son representadas por dos rectas, con pendientes -b /a para 
Z ’ = 0 y -d/c para Y’ = 0:
Z ’ = 0 aZ  + bY+  h = 0 >Z = -b /a Y -h /a  
Y' = 0 > cZ+  dY+  k = 0 > Z  = -d /c Y -k /c
Además, d Z ’/ d Z = f z = a d Y ’/dY = g v = d
Una vez determinadas las curvas de demarcación, las graficamos en un plano 
YZ y determinamos el equilibrio: (Y*, Z*) = [(he - ak)/(ad - be), (bk - 
hd)/(ad - be)].
C aso (a): a > 0 , b < 0 , c > 0 , d > 0
De estas condiciones, vemos que Z ’ = 0 constituye una recta de pendiente po­
sitiva mientras que Y ’ = 0, de pendiente negativa. Examinemos cuidadosa­
mente el origen de la dinámica en el Gráfico No. 2.14 (a). Al ser 5Z73Z = a > 
0, apreciamos que conforme aumenta Z (zona superior a la curva de fase Z ’ = 
0) su variación con el tiempo también lo hace; por ello, trazamos dos flechas 
(una en cada región involucrada) de abajo hacia arriba. Análogamente, dibu­
jamos un par de flechas en dirección opuesta (de arriba hacia abajo) en las 
dos regiones restantes, ya que en ellas Z ’ disminuye, por lo que Z también lo 
hará. Este movimiento vertical se debe exclusivamente a que la variable Z re­
presenta al eje de las ordenadas.
Centrémonos ahora en movimientos horizontales. Tenemos que 3Y73Y = d > 
0, por lo que al ser positiva la variación temporal de Y (zona superior a Y ’ = 
0), Y aumentará, lo que describe movimientos de izquierda a derecha en las 
regiones correspondientes. En las regiones restantes, por simetría, los movi­
mientos serán contrarios. De esta forma, hemos determinado el comporta­
miento que adoptará cada variable en cada zona de fase y, de esa forma, las 
trayectorias. Un simple vistazo al Gráfico No. 2.14 (a) nos sugiere que el 
punto de equilibrio es inestable. Efectivamente, se trata de un nodo inestable.
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Gráfico No. 2.14
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C aso (b): a <0,  b > 0,c > 0 ,d  <0
En este caso, las pendientes de ambas curvas son positivas. Además supon­
gamos que -b /a  > - d/c, hecho que hace que Y ’ = 0 sea más inclinada que 
Z ’ = 0.
Tenemos que 3Z73Z < 0 y 9Y73Y < 0, por lo que encontramos relaciones 
inversas entre las variables y sus tasas de cambio: al ser positiva Y ’ (zona in­
ferior de Y ’ = 0), Y disminuirá y al ser Z ’ positiva (zona inferior de Z ’ = 0), Z
también se verá reducida. Podemos percatarnos que tratamos con un equili­
brio estable (Gráfico No. 2.14 (b)), ya que todas las posibles trayectorias 
tienden a éste (gráficamente, las flechas “señalan” al punto de intersección). 
Formalmente, en este caso se presenta un nodo estable.
Tanto en el caso (a) como en el (b), hemos catalogado a los equilibrios como 
nodos. Un nodo es un equilibrio tal que las posibles trayectorias fluyen de 
manera directa hacia él (estable, Gráfico No. 2.14 (bj) o hacia fuera de él 
(Gráfico No. 2.14 (a)).
C aso (c): a < 0, b > 0, c > 0, d > 0 (queda de tarea para el lector)
C aso (d): a > 0, b < 0, c < 0, d < 0
En estos dos casos (Gráfico No. 2.14 (c) y (d)), se presenta un punto de silla como 
equilibrio. Puede considerarse al punto de silla como un equilibrio que presenta 
dos comportamientos: es estable en un par de trayectorias (las ramas estables), que 
fluyen directa y consecuentemente al equilibrio, e inestable en otro par. Por esta 
característica particular, el punto de silla es calificado como inestable.
En el Gráfico No. 2.14 (c) y (d), las líneas que atraviesan el equilibrio son 
denominadas sendas de ensilladura y están compuestas por el conjunto de 
trayectorias convergentes del sistema. Por ello, con el fin de obtener un sis­
tema estable, las condiciones iniciales de éste deben ubicarse sobre la senda; 
de lo contrario, las trayectorias serán divergentes y el sistema, inestable.
C aso (e): a <0 , b  >0 , c  < 0 , d  <0
En el Gráfico No. 2.14 (e) se presenta un foco  estable. Este equilibrio se ca­
racteriza por contar con trayectorias que se aproximan (estable) o se alejan 
(inestable) del estado estacionario del sistema de manera cíclica, describiendo 
gráficamente una espiral al cruzar de una zona a otra. Es así como Y y Z son, 
en este caso, trayectorias fluctuantes.
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La posición e inclinación de las curvas juegan un rol importante, ya que de­
terminan la estabilidad o inestabilidad de la trayectoria; pero en cualquiera de 
estas situaciones su pendiente en los puntos de cruce será infinita (en Y ’ = 0, 
puesto que se establece un movimiento perfectamente vertical) o cero (en Z ’ 
= 0, movimiento perfectamente horizontal).
C aso (f): a -  0, b < 0, c < 0, d -  0 y , para efectos prácticos, h > 0 , k  <0
Notemos que los nuevos valores de los parámetros cambian la forma de las 
curvas de fase (dejan de ser rectas): Z ’ = 0 es una línea vertical e Y’ = 0 es 
una función constante:
Z ’ = 0 y Y = -h/b 
Y' = 0 -> Z =  -k/c
En este caso, las derivadas que hemos utilizado hasta el momento no nos pro­
porcionan ninguna información dinámica OZ73Z = 3Y73Y = 0), por lo que 
recurrimos al uso de las derivadas temporales cruzadas: ya que 3Z73Y = b < 
0, vemos que conforme Y aumenta (a la derecha de Z ’ = 0), Z varía negati­
vamente, por lo que trazamos en esa zona flechas de arriba hacia abajo; por 
otro lado, dibujamos flechas de izquierda a derecha en las regiones sobre Y ’ 
= 0, ya que 3Y73Z = c > 0.
Apreciamos que el equilibrio es rodeado por trayectorias que forman círcu­
los o espirales concéntricas a través de un movimiento perpetuo. Este tipo 
es conocido como vórtice (o centro) y puesto que el equilibrio es inalcan­
zable (con una excepción: (Y<0), Z(o;) = (Y*, Z*)), es automáticamente cla­
sificado como inestable. De esta forma, las trayectorias Y y Z son simila­
res, individualmente, a la mostrada en el Gráfico No. 2.13: fluctuantes pero 
de manera uniforme.
A manera de conclusión, confirmamos la idea de que el diagrama de fase 
constituye una herramienta útil para atribuir aspectos cualitativos a las 
variables dinámicas. Sin embargo, tiene ciertas limitaciones: por ejem ­
plo, no puede determinar la rapidez o aceleración con que las trayectorias 
convergen o divergen; así como, resulta complicado analizar con mayor 
detalle el comportamiento que éstas toman sin considerar el equilibrio de 
largo plazo.
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4.3 .3  A p licación : exp lo tación  óp tim a de p eces29
Suponga que una población de “N(t)” peces en un cierto lago, crece a la si­
guiente tasa:
N '( t )= a N ( t ) -b N l (t) (a,b > 0)
en ausencia de actividades de extracción. En una comunidad cercana al lago 
se consume una cantidad “C(t)” de pescado, que brinda una utilidad igual 
“U(C)” (U'(C) > 0, U "(C) < 0) y altera el crecimiento de la biomasa de la 
siguiente forma:
N \ t )  = aN(t) - b N \ t )  -  C(t) (a,b > 0)
El objetivo de la comunidad es maximizar las utilidades futuras descontadas a 
la tasa p:
V [C l= J Y p't/(Cy/f
0
Considerando la población actual de peces No= a/b, y la ecuación que explica 
el crecimiento de la población de peces, el problema de cálculo de variacio­
nes a resolver sería el siguiente:
Maximizar
sujeto a
V[N] = J e~p,U(aN -  bN2 -  N jd t
0
N(0) = y  
b
29. Esta aplicación fue tomada de Kamien, Morton I. y Nancy L. y Schwartz, op. eit., p. 
183. Dicho problema está basado en el trabajo de Clark, Colin W. y Gordon R. Munro, "The 
Economics of Fishing and Modem Capital Theory: A Simplified Approach", en Journal o f En­
vironmental Economics and Management, Academic Press, 1975, pp. 92-106.
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En primer lugar, para elaborar el diagrama de fase que permita obtener una 
solución cualitativa del problema debemos emplear la ecuación de Euler. Las 
derivadas que conforman la ecuación son las siguientes:
I J N =  U '(C ) dC  = U \c.)(a  -  2bN) 
dN
Í V  =  V '(C )  -  C =  -U '(O  
dN'
—U N’ = - U \ C . ) C '
di
Al reemplazar las derivadas en la ecuación de Euler (18) obtenemos:
U'(C)(a -  2bN) = -U"(C)C' + pU'(C)
La ecuación de Euler y la ecuación de comportamiento de la población de pe; 
ces, conforman el siguiente sistema de ecuaciones diferenciales no lineal de 
primer orden:
C'= U ^ - ( I b N - a  + p)
U (C)
N ’ = a N ~ b N 2- C
Para construir el diagrama de fase es necesario establecer las curvas de de­
marcación, que representan el conjunto de puntos para los cuales las variables 
del problema se mantienen constantes o estacionarias. Estas curvas se obtie­
nen estableciendo las condiciones C ' = 0 y N ' = 0 en el sistema de ecuaciones 
diferenciales. Al fijar C ' = 0 en la ecuación de Euler, obtenemos la curva de 
demarcación:
2b
Por otra parte, al establecer N ' = 0 en la ecuación de comportamiento de la 
biomasa, obtenemos la otra curva:
C — aN - b N 2
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Ambas ecuaciones de demarcación determinan el diagrama de fase presenta­
do en el Gráfico No. 2.15.
Para hallar la dinámica de las dos variables, es necesario analizar su compor­
tamiento en cada una de las cuatro áreas delimitadas por las curvas de demar­
cación. La dinámica del consumo se obtiene a partir de la derivada parcial de 







Dado que la función de utilidad presenta una utilidad marginal del con­
sumo positiva y decreciente (U '(C) > 0, U "(C ) < 0), el ratio de la prime­
ra derivada de la función sobre la segunda derivada será estrictamente 
negativa, con lo cual la derivada parcial analizada también es negativa. 
La relación existente entre C ' y N  implica que conforme se incremente N, 
la derivada del consumo con respecto al tiempo (C ') disminuirá, así como 
el nivel de consumo. En vista de que a lo largo de la curva de dem arca­
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ción el consumo permanece estacionario, al lado derecho de la curva, con 
un mayor valor de N, el consumo tendrá un comportamiento decreciente; 
mientras que al lado izquierdo, para un menor valor de N, el consumo se­
rá creciente. Esta evolución del consumo puede ser representada median­
te flechas con una dirección hacia abajo, al lado derecho de la curva 
(áreas II y IV), y con dirección hacia arriba, al lado izquierdo de la curva 
(áreas I y III).
Por otra parte, la derivada parcial de la segunda ecuación diferencial (N ') con 
respecto a C es negativa:
Siguiendo el mismo análisis, esta condición implica que ante un incremento 
del consumo, la derivada de la población de peces con respecto al tiempo 
(N') disminuirá y, por ende, lo hará también la población de peces. En este 
sentido, en la parte superior de la curva de demarcación, para un mayor valor 
de C, la población de peces disminuirá; y por el contrario, en el lado inferior 
de la curva, para un valor menor de C, la población de peces tendrá una tra­
yectoria creciente. La dinámica de la población de peces, en este caso, tam­
bién puede representarse mediante flechas. En la parte superior de la curva 
(áreas I y II), el comportamiento decreciente de N se indica mediante flechas 
con dirección a la izquierda; y en la parte inferior de la curva (áreas III y IV), 
el comportamiento creciente de la población de peces se representa mediante 
flechas con dirección a la derecha.
Considerando de manera conjunta el comportamiento de ambas variables, la 
dinámica del sistema quedaría determinado por flechas similares a las 
manecillas del reloj, las que se encuentran incluidas en el Gráfico No. 2.15. 
El equilibrio descrito en este diagrama de fase se denomina equilibrio inesta­
ble, lo cual significa que las variables C y N no siempre convergen al estado 
estacionario. Si estas variables tuvieran un valor inicial que se ubicara en las 
áreas I o IV, la dinámica del sistema, representada a través de las flechas, 
muestra una trayectoria divergente en el tiempo. Por el contrario, si las condi­
ciones iniciales se ubicaran en un conjunto de puntos dentro de las áreas II o 
III, también denominada senda de ensilladura, las variables convergerían di­
rectamente al estado estacionario. El consumo y la población de peces en es­
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tado estacionario se obtienen resolviendo el sistema de ecuaciones definido 
por las ecuaciones de demarcación. De esta forma, ambas variables en el 
equilibrio toman el siguiente valor:
2b
r  " ' r '
4b
Un aspecto que llama la atención en el problema es el nivel de consumo en 
estado estacionario. A pesar de que la curva de demarcación determinada a 
partir de N ' = 0 posee un mayor nivel de consumo para N = a/2b, éste no 
constituye el punto de equilibrio del diagrama de fase. Ello se debe a la exis­
tencia de la tasa de descuento. Esta tasa, como se mencionó anteriormente, 
cumple la función de brindarle una menor ponderación a las utilidades prove­
nientes de las generaciones futuras. En este sentido, como el agente optimiza- 
dor tiene un mayor bienestar por las utilidades cercanas al presente, la deci­
sión óptima consistirá en acceder a niveles altos de consumo en el presente, lo 
cual ocasiona una depredación del recurso marino y, por ende, un menor con­
sumo en el largo plazo o estado estacionario. Si la tasa de descuento fuera 
muy elevada, como por ejemplo p = a, se asignaría una ponderación baja a las 
utilidades futuras, y el consumo y la población de peces serían iguales a cero 
en el estado estacionario30. Por el contrario, si la tasa de descuento fuera baja, 
como por ejemplo p = 0, se daría igual importancia a las utilidades presentes 
y futuras, de tal forma que el consumo y la población de peces en el estado 
estacionario tomarían el máximo valor posible determinado por la curva de 
marcación.
Ejercicios
1. Mediante la ecuación de Euler, halle la senda óptima en los siguientes casos:
a. V [  v] =  J(7y” )r// sujeto a y(0) =  9; y(2) =  11
I
b. V[ vi = J(_y” -  2 y /+  \0ty)dt sujeto a y(0) = 1; y(I) = 2
3 0 .  E l l o  p u e d e  c o m p r o b a r s e  r e e m p l a z a n d o  p  =  a  e n  e l  c o n s u m o  y  l a  p o b l a c i ó n  d e  p e c e s  e n  e l  
e s t a d o  e s t a c i o n a r i o  ( C * .  N * ) .
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c. V\ y] = J( v’ + 4yy '+ 2y'z)dt sujeto a y(0) = 2; y(-72) = e + e
C -■J'l.K
d. K[y| = j (2 v" + 3yy - 4 y '2)cit sujeto a y(0) = 1: v( -) = 2
0 “
e. K[ y 1 = j"(2 ve' + y 2 + y '2 )dt sujeto a y(0) = 2; y(2) = 2e2 + e 2
0
f. V\y] = J (7y' + 1 )dt sujeto a y(0) = 3; y(5) = 8
ü
g. V[_v] = J(f + y2 + 3 v'ylt sujeto a y(0) = 0; y(5) = 3
0
T
h. V/[vJ = j*í' Ln(ay -  y)dt sujeto a _v(0) = b\y(T) -  0 (a,b,p,T >0)
o
ir
i. C[y] = í(.v2 -  y'2)dt sujeto a y(0) = 0;y ( - ) = 1
2o
j. V\y\ = ^ ( y '2e ' )dt sujeto a y(0) = 2;_v(4) = 1
ü
2. Mediante la ecuación de Euler y las condiciones de transversalidad, halle 
la senda óptima en los siguientes casos:
r
a. V{y] = ¡(ciy'2 +by)dt sujeto a y(0) = 0; y(T) = c (a,b,c >Q\T libre)
0
1
b. V[y\ = ^(ty + y’2)dt sujeto a y(0) = ly (T )  = 10 (T Ubre)
0
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c. V| vj
• H
)dt sujeto a y(0) = 1; v(2) = y2(y2 libre)
d. V[yl = | ( 5 0 y - y 2- 2 / - / 2X/f sujeto a y(0) = 1; y(l) = y, (_v, libre)
0
1
e. V[y] = + y'1 ^  sujeto a y(0) = 0; y(T) = 1 -  T 1
0
3. Una firma monopolista presenta la siguiente función de costos cuadrática:
C = Qí + Q + l
La producción de esta firma no se almacena, por lo tanto, la cantidad pro­
ducida Q siempre es igual a la cantidad demandada. Por otra parte, la can­
tidad demandada depende tanto del precio P(t) como de la tasa de varia­
ción del precio P'(t):
Q = 2 -2 P (r)  + P'(t)
La función de beneficios del monopolio en el instante “t” está determina­
da del siguiente modo:
n(P,P') = P Q - C
a. Encuentre la trayectoria del precio que maximice los beneficios totales del 
monopolio en el intervalo de tiempo [0, 5], tomando en cuenta un precio 
inicial de 3 y un precio final de 6. Es decir, resuelva el problema:
Maximizar FI[P] = J^ (P , P')dt
o
sujeto a P{0) = 3
P(5) = 6
b. Compruebe la condición de suficiencia.
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4. Una mina contiene una cantidad "A” de un recurso mineral. La compañía 
propietaria de la mina desea determinar el patrón de extracción del recur­
so que maximice el valor presente de sus beneficios descontados a la tasa 
p en el intervalo de tiempo (0, T], Considerando que y(t) constituye las 
ventas acumuladas del mineral en el período “t”, y'(t) la extracción en el 
período “t’\  y la función de beneficios de la compañía es igual a:
a. Halle la evolución de las ventas acumuladas y(t), la extracción del recurso 
y'(t) y el tiempo óptimo “T” para explotar la totalidad del recurso “A” . En 
otras palabras, resuelva el problema:
b. Demuestre que en el último período “T”, el beneficio promedio de la 
compañía iguala al beneficio marginal.
c. Compruebe la condición de suficiencia.
5. Los ingresos (B) de largo plazo de una firma dependen del stock de capi­
tal de la siguiente forma:
Para incrementar el stock de capital, la firma incurre en costos que depen­
den de manera cuadrática de la inversión realizada (i). Asumiendo que la 
depreciación es igual a cero, la inversión equivale a la variación del stock 
de capital (i = k'), con lo cual la función de costos sería igual a:
?r(y') = I —<ftv'
T
0
sujeto a y(0) = 0 
y(7) = A
B(k) = 50k -  k~
C(k ) -  k ~ + 2k
De este modo, la función de beneficios queda determinada por:
n(k,k') = B ~ C  = 50k - k 2 - k ' 2 - 2 k '
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a. Encuentre la senda del stock de capital que maximice el valor presente de 
los beneficios descontados a una tasa de 10 por ciento (p = 0.1) con un 
horizonte temporal infinito. Considere un stock inicial de capital de 10 
unidades. Resuelva el problema:
Maximizar n[A ] = J e~°'"jt(k,k')dt
o
sujeto a A: (0) = 10
b. Demuestre que en la inversión óptima en el período “t”, (i (t)) es una frac­
ción ((3) de la brecha existente entre el stock de capital vigente (k (t)) y el 
nivel de capital de largo plazo ( k ):
f ( t )  = ¡3 \k -k ’(t)\ (0 < /3 < 1)
c. Construya un diagrama de fase en el espacio inversión-capital (i - k), a partir 
de la ecuación de Euler obtenida en la sección (a) y la relación i = k'.
d. Compruebe la condición de suficiencia.
6. Suponga una economía cerrada donde existe una población constante 
compuesta por “L” trabajadores, y el consumo per cápita de cada trabaja­
dor es c(t). Cada individuo tiene una función de utilidad logarítmica (U(c) 
= Lnc). Además, un planificador central desea determinar un plan de con­
sumo que maximice el flujo de utilidades futuras de la sociedad desconta­
das a la tasa “5” :
Maximizar V\c] = j e  *‘LU(c(t))dt 
0
En esta economía, la producción se genera a partir de los insumos capital 
(K) y trabajo (L) mediante una función de producción Cobb-Douglas 
(F(K,L) = K“L Por otro lado, la producción puede destinarse a con­
sumo o a inversión con el fin de incrementar el stock de capital. De esta 
forma:
F(K, L) = Lc{t) + K' Dado K(0) = K0
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a. Plantee un diagrama de tase que explique la dinámica del consumo y el 
capital per cápita en la economía.
b. Halle el valor del consumo, el capital y el producto en términos per cápi­
ta en el estado estacionario.
7. En una economía se desea maximizar el flujo futuro de utilidades de la 
sociedad, descontadas a la tasa “5” (5 > 0):
Si se sabe que la sociedad tiene una función de utilidad logarítmica 
(U (c) = Ln(c)) y que el consumo (c) depende del stock de capital (k) de 
acuerdo con la siguiente función:
Donde “r” representa la tasa de interés (r > 0).
a. Halle las sendas del consumo (c) y del stock de capital (k) óptimas, con­
siderando que el stock inicial del capital es igual a "p” y el stock en el 
período “T” (T > 0) es igual a cero.
b. Indique el signo de la tasa de crecimiento del consumo si 5 > r. Interprete 
el resultado.
o
c(t) = rk(t) -  k'(t)
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Anexos A
A. Regla de Leibnitz
Dada la integral definida:
F(t,c) ( 1 )
La derivada con respecto a “c" (también definida como la regla de Leibnitz) es igual
' cd f ( c j )
J de
La derivada con respecto a “b" es igual a:
| J  = / ( ' - < - *  =/(*•<■) (3)
Si el límite superior de la integral dependiera de la variable “c":
h-r)
F(t ,c)=  J  f(e,r)dr (4)
La derivada con respecto a “c” se obtiene a partir de las propiedades (2) y (3):
clF t) , , dh
- - = -  -  dt + f(b(c),c) (5)
de J de de
B. Condición de concavidad de una función
Dada una función cóncava que depende de una sola variable f(x), como la mostrada 
en el Gráfico A, esta cumple con la condición:
|) < / ' ( a-,)(jc2 -  A',) (1)
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En términos simples, la condición (1) significa que en toda función cóncava el seg­
mento "AC" siempre será mayor o igual que el segmento "BC". La condición (1) es 
valida también para el caso de dos variables (x e y) o más:





En el capítulo anterior se analizó en detalle la resolución de un tipo específico 
de problema de optimización dinámica: el cálculo de variaciones. En esta 
sección se desarrollará la teoría del control óptimo, mediante la cual pueden 
desarrollarse problemas de optimización intertemporal más complejos. El 
problema básico de control óptimo a resolver es el siguiente:
Tal como se mencionó en el primer capítulo, en el problema de control ópti­
mo intervienen básicamente tres tipos de variables: el tiempo (t), la variable 
de estado (y) y la variable de control (u). Algunos ejemplos económicos de 
variables de control y estado podrían ser la emisión monetaria y la inflación, 
o el gasto en publicidad y las ventas de una empresa. En estos casos, la pri­
mera variable, la de control, está sujeta a la decisión del agente que enfrenta 
el problema de optimización intertemporal, mientras que la segunda variable, 





sujeto a y' = g(t,y,u)
( 1)
y(0) = Vq (>’o dado) 
y(T) = yT(yr libre) 
u(t) e Q. V? e |0,T]
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La trayectoria de la variable de estado se encuentra determinada a través de la 
ecuación de movimiento o ecuación de estado, en la cual se relaciona la va­
riación de la variable de estado con respecto al tiempo (y') con las variables 
“t” , “y” y “u” a través de la función g(*). Una vez seleccionado el valor ópti­
mo de la variable de control en un instante del tiempo, la función g(*) deter­
mina la dirección de crecimiento de la variable de estado y, de este modo, su 
trayectoria en el tiempo. De esta manera, cuando el agente optimizador selec­
ciona la senda óptima de la variable de control, afecta tanto de manera directa 
el funcional objetivo mediante la variable “u”, como de manera indirecta a 
través de la variable “y”, que se encuentra definida por la ecuación de movi­
miento.
Por otra parte, en el problema (1) se considera un valor libre de y(T). Esta 
característica se debe a que en la derivación de la condición de primer orden 
del problema de control óptimo, se hace referencia a sendas de control facti­
bles, similares a las empleadas en la demostración de la ecuación de Euler. A 
través de la ecuación de movimiento, cada senda de control factible posee una 
correspondiente trayectoria factible de la variable de estado. En este sentido, 
si el problema tuviera un valor terminal y(T) = y r dado, las sendas de control 
factibles no serían arbitrarias, sino que estarían predeterminadas para que sa­
tisfagan el valor terminal de la variable de estado. De este modo, un valor 
terminal libre permite derivar la condición de primer orden del problema de 
control óptimo.
Con respecto a la variable de control, ésta se encuentra restringida al conjunto 
£2, que por lo general es un conjunto compacto y convexo. Esta restricción 
abre la posibilidad de que existan soluciones de esquina en el problema de 
optimización, a diferencia de los problemas de cálculo de variaciones, en los 
cuales sólo se admiten soluciones interiores. En algunos problemas no se es­
tablecen restricciones a la senda de control (£2 = ]-«, °o[), por lo que se omite 
la condición u(t) e  £2-
Una de las ventajas que presenta la técnica de control óptimo, es que no re­
quiere necesariamente la continuidad y diferenciabilidad de las sendas de las 
variables de control y de estado en todo el horizonte de tiempo [0, TJ. Para el 
caso de la senda óptima de control, basta con que se sea continua por tramos 
o piecewise continuous. Este requisito implica que la trayectoria de la varia­
ble de control puede presentar un número determinado de puntos con discon­
tinuidades, siempre y cuando en dichos puntos no tome un valor infinito. Un
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ejemplo de ello puede observarse en el Gráfico No. 3.1 (a), donde la variable 
de control es discontinua en los instantes t¡ y ti. En el caso de la trayectoria 
de la variable de estado, al menos se requiere que sea continua y diferenciable 
por tramos o piecewise differentiable. Ello significa que la senda de la varia­
ble de estado puede contener puntos en los cuales no sea diferenciable con res­
pecto al tiempo. Gráficamente, ello implica que la trayectoria presenta puntos 
con “esquinas”, tal como se muestra en el Gráfico No. 3.1 (b).
Gráfico No. 3.1
En los Gráficos No. 3.1 (a) y 3.1 (b), los instantes ti y ti en los cuales se pre­
sentan discontinuidades en la variable de control coinciden exactamente con 
aquellos en los cuales la variable de estado presenta “esquinas”. Esta coinci­
dencia se debe a la forma cómo se obtiene la variable de estado. En este caso 
en particular, una vez determinada la senda de control óptima en el intervalo 
[0, t¡[, mediante la ecuación de movimiento y la condición inicial y(0) = yo, es 
posible hallar la evolución de la variable de estado para el mismo intervalo de 
tiempo. Para el segundo intervalo [ti, t2L, nuevamente se puede hallar la tra­
yectoria de la variable de control y para determinar la evolución de la varia­
ble de estado, necesitamos la ecuación de movimiento y una condición inicial. 
La condición inicial relevante es el valor terminal de la senda de la variable 
de estado del primer tramo. Para los sucesivos puntos de discontinuidad de la
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variable de control se realiza el mismo procedimiento, de tal forma que se 
asegura la continuidad de la variable de estado.
El presente capítulo se encuentra compuesto por cinco partes. En la primera 
se deriva la condición de primer orden al problema de control óptimo, tam­
bién conocido como principio del máximo. En la segunda, se explican las 
condiciones de transversalidad para resolver el problema de control óptimo 
cuando se establecen condiciones alternativas para el valor final de la variable 
de estado. En la tercera sección, se revisan las condiciones de suficiencia del 
problema de control óptimo. En la cuarta, se compara las similitudes existen­
tes entre el problema de control óptimo y el del cálculo de variaciones, y se 
explica cómo este último constituye un caso especial de control óptimo. Fi­
nalmente, en la última sección, se desarrolla el problema de control óptimo 
para el caso de un horizonte temporal infinito.
1. Condición de primer orden: principio del máximo
Así como el cálculo de variaciones presenta una similitud con la optimización 
estática sin restricciones, el control óptimo vendría a ser equivalente a un 
problema de optimización estática sujeta a restricciones. En dicho caso, el 
problema puede resolverse mediante el método de los multiplicadores de La­
grange. A partir de la función objetivo, la restricción y una variable auxiliar 
X, conocida como multiplicador de Lagrange, se conforma una nueva función, 
denominada Lagrangiana. Los valores que resuelven el problema se determi­
nan a partir de la optimización de esta función.
De igual forma, en el control óptimo, a partir de la función intermedia f(t, y, 
u), la ecuación de movimiento y ' = g(t, y, u) y una variable auxiliar A(t), de­
nominada variable de coestado, se determina la función Hamiltoniana del si­
guiente modo:
H(t,  y ,«, A) = / ( / ,  y, u) + Mt)g(t, y , u) (2)
Para determinar la senda de las variables de control y estado que resuelven el 
problema, a partir de la función Hamiltoniana se emplea una condición de 
primer orden, denominada principio del máximo. A continuación, se deri­
varán las condiciones del principio del máximo y se desarrollarán algunas 
aplicaciones.
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1.1 El principio del máximo í
Las sendas u (t), y (t) y A. (t) resuelven el problema (1) si satisfacen las con­
diciones del principio del máximo establecidas para la función Hamiltoniana 
( 2 ) :
a. Max fl (t, y,u,Á) sujeto a u(t)eQ. (3)
b. y dll
dk
c. A' = l
dy
d. U T ) =  0
C
La primera condición establece que el Hamiltoniano debe ser maximizado 
con respecto a la variable de control, sujeto a la restricción dada por el con­
junto Q. La maximización del Hamiltoniano puede brindar básicamente dos 
tipos de soluciones: una solución al interior del conjunto Q. o una solución en 
el contorno. Asumiendo que el conjunto de control es igual a Q = [ui, U2] (ui, 
U2 £  R) y que H es una función que depende de manera no lineal de “u”, en­
tonces nos encontraríamos en una situación como la presentada en la parte (a) 
del Gráfico No. 3.2. En este caso, para maximizar H, en el punto A se debe 
cumplir que la primera derivada con respecto a la variable de control sea 
igual a cero y que el Hamiltoniano sea cóncavo con respecto a “u” QH/3u = 
0; 3‘H/3u < 0). Por otra parte, con el mismo conjunto Q, si H dependiera li­
nealmente de la variable de control, la primera derivada nunca se haría igual a 
cero. En este caso, la maximización daría una solución de esquina, tal como 
se ilustra en la parte (b) del Gráfico No. 3.2 QH/¿)u > 0).
La segunda condición constituye la ecuación de movimiento de la variable de 
estado. La tercera condición representa la ecuación de movimiento de la va­
riable de coestado. Estas dos ecuaciones, simultáneamente, se denominan sis­
tema canónico o sistema Hamiltoniano. Finalmente, la cuarta condición 
consiste en la condición de transversal idad para el problema de control ópti­
mo, cuando el valor terminal de la variable de estado es libre.
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Gráfico No. 3.2
Como regla práctica, para determinar la solución al problema (1) se pueden 
seguir los siguientes pasos:
1) Resolver la condición (a) del principio del máximo y, si es posible, expre­
sar “u” en función de “t”, “X" e “y”.
2) Plantear el sistema de ecuaciones diferenciales ordinarias de primer 
orden para la variable de estado y coestado, a partir de las condicio­
nes (b) y (c) del principio del máximo. Si en este sistema apareciera la 
variable de control, debe reemplazarse por la expresión hallada en el 
primer paso.
3) Resolver el sistema de ecuaciones diferenciales considerando las constan­
tes y(0) = yo y A(T) = 0.
4) Expresar “u”, “X” e “y” como funciones del tiempo.
A continuación se derivarán las condiciones del principio del máximo para el 
caso en el cual el Hamiltoniano presenta una solución interior, y la variable 
de control no se encuentra restringida.
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Para verificar que solamente las sendas óptimas u (t), y (t) y X (t) satisfacen 
las condiciones del principio del máximo, en primer lugar, debemos construir 
sendas factibles de la variable de control que sean próximas a la trayectoria 
óptima u (t). Así, para formar las sendas factibles de u(t) empleamos una sen­
da auxiliar z(t) y un número 0 arbitrariamente pequeño:
u(t) = u (/) + 6 z(t) (10)
Por otra parte, dada una senda factible de la variable de control, mediante la 
ecuación de movimiento se determina la respectiva trayectoria factible de la 
variable de estado. Sin pérdida de generalidad, podemos definir a la variable 
de estado factible del siguiente modo:
y{t) = y {t) + 6h(t) (11)
Donde h(t) representa otra senda auxiliar. Finalmente, si T e yr fueran libres, 
podrían definirse valores factibles de estas variables de la siguiente forma:
r = T * + 0 A T  (12)
yj — yj  O A vy ( 1 3 )
De manera similar al caso de cálculo de variaciones, elaboramos una función 
D(0) conformada por la diferencia entre el valor subóptimo del funcional W y 
el valor óptimo W :
D(0) =W (í, y, u, A )-VV(f, y , u*,X) (14)
r'+ow
DiQ ) =  j{ H ( t ,  y  +6h(t),u* + & (t),Á )+ X [y *  + 6 it ) ] }  d t - M T  +Q \T){y•* +QAvy]
0
r
+/l(0)_y0 -{[//(? , y\  u\ X )  +Xy] +A(0)y0
0
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En vista de que W es el valor máximo del funcional, la función D(0) siempre 
tendrá un valor no positivo, y alcanzará su máximo cuando 0 = 0. De este 
modo, para maximizar la función D(0), se debe cumplir que D'(0) = 0. Em­
pleando la regla de Leibnitz, la primera derivada de la función sería igual a:
r"+0&i , I
D\0)= í — /!(/) + —  z(t) + A7i(')U +[// + Av],-r &T-MT)Av,  -?. '(T)y,AT (15)
J Ov duo i ■ i
En la expresión (15) se eliminó el término A.(0)yo debido a que es una cons­
tante. Por otro lado, tomando en cuenta la siguiente igualdad:
UV],=rAr = A/(7')>’rA7' (16)
simplificamos el segundo y cuarto elemento de la expresión (15), y plantea­
mos la condición de maximización D ’(0) = 0:
D’ dH
dy
'A  T i
+ A |h(t) + ——z.(l) 
du
U + [H)^T.bT* A(r*)Ayr . =0 (17)
Considerando que en el problema (1) el tiempo se encuentra predeterminado, 
en la expresión (17) se cumple que AT = 0 y, por lo tanto, [H]t=rAT = 0. Para 
que la condición de maximización se satisfaga para las sendas óptimas y (t), 
u (t) y X (t), y para cualesquiera sendas auxiliares h(t) y z(t), cada uno de los 
elementos de la integral debe ser igual a cero:
dH n 






Por otra parte, como el valor terminal de las sendas de estado se encuentra 
libre, AyT podría tomar cualquier valor. De este modo, para asegurar que se 
cumpla la condición de optimización, se debe satisfacer la condición de 
transversalidad:
X(T) = 0 (19)
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Por último, en la derivación se ha supuesto que la ecuación de movimiento se 
cumple en todo el período de la optimización t e [0,T|:
y'  = g ( t , y , u ) (20)
Para que la condición (17) se cumpla, deben verificarse necesariamente (18), 
Xi2)-y (20), que constituyen las condiciones del principio del máximo.
A continuación se desarrollarán tres aplicaciones de control óptimo, en las cuales 
se explica la metodología tanto en la resolución de problemas que presentan solu­
ciones de esquina como en aquellos que presentan soluciones interiores.
Ejemplo 1.- Halle las trayectorias y (t), u”(t) y X (t) que resuelvan el problema:
i
Maximum V = J (y + u)dt
o
sujeto a y' = l -M 2
y(0) = 1
El primer paso para desarrollar el problema de control óptimo consiste en 
formar la función Hamiltoniana:
H{t,y,u,X)  =  y  +  M +  / l ( l - í < 2)
En segundo lugar, debemos maximizar la función Hamiltoniana con respecto 
a la variable de control. Para ello es necesario verificar si el Hamiltoniano es 
o no una función lineal de la variable de control. Si fuera no lineal, la solu­
ción sería interior; en caso contrario, nos enfrentaríamos a un problema con 
una solución de esquina. En este problema, el Hamiltoniano presenta una va­
riable de control elevada al cuadrado, por lo que podemos emplear las condi­
ciones clásicas de maximización:
dll
du
- 2  A;/ =0
d2l/
du2
-2A <  0
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A partir de esta maximización del Hamiltoniano, puede obtenerse la variable 
de control en función de la variable de coestado: u (t) = 1/2Á- En segundo lu­







Ambas ecuaciones de movimiento forman un sistema de ecuaciones diferen­
ciales no lineales de primer orden. Con el fin de simplificar la resolución del 
problema, se resolverá cada ecuación de manera separada. Primero se puede 
resolver la ecuación de movimiento de la variable de coestado, mediante la 
integración de ambos lados de la ecuación:
j d A = j - d t
A\t)  = - t  + Hl
Para hallar la constante de integración, evaluamos la senda óptima de la va­
riable de coestado en la condición de transversalidad del principio del máxi­
mo, con lo cual obtendríamos:
Á*(t)=~t + l (21)
Esta trayectoria óptima de la variable de coestado toma un valor comprendido 
en el intervalo 0 < A < 1 para el intervalo de tiempo t e [0, 1], el cual permite 
satisfacer la condición de segundo orden de la maximización del Hamiltonia­
no con respecto a la variable de control. La trayectoria de control óptima 
vendría dada por: 1
“ ’ ( 0 = ^
1
2 ( 1 - 0
(22)
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Para hallar la senda de la variable de estado tenemos que reemplazar la varia­
ble de control en la ecuación de movimiento:
y' = 1 -  u 2 = 1 ---------------
4 (l-r> -
Esta ecuación diferencial se resuelve integrando ambos lados de la ecuación y 
empleando la condición inicial y(0i = 1. con io cual llegaríamos ai siguiente 
resultado:
v (o = t -----------
4 ( 1 - 0 4
(23)
De este modo, las sendas de (21), (22) y (23) cumplen con las condiciones del 
principio del máximo y resuelven el problema propuesto.
Ejemplo 2.- Halle las trayectorias y (t), u (t) y X (t) que resuelvan el 
problema:
Maximizar V = j 3ydt
0
sujeto a y = y + u
y(0) = 5
*#(/) e [0,2]
La función Hamiltoniana del problema es la siguiente:
H(t, y,u. A) = 3y + A(y + u) = (3y + Ay) + Ah
En este caso, la función depende de manera lineal de la variable de control, lo 
que indica que la variable de control óptima se ubicará en la frontera del con­
junto Q. La maximización del Hamiltoniano puede arrojar dos posibles resul­
tados. Si X > 0, entonces es una función creciente de la variable de control, 
por lo que el valor óptimo sería u (t) = 2. Por el contrario, si X<0, el Hamilto­
niano sería una función decreciente de “u” y tomaría el valor óptimo u (t) = 0. 
Ambos casos se ilustran en el Gráfico No. 3.3.
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Gráfico No. 3.3
De esta forma, para hallar la senda de control óptima, debe determinarse en 
cuál de los dos casos anteriores se encuentra la variable de coestado del pro­
blema. La trayectoria de la variable de coestado puede obtenerse a partir de la 
siguiente ecuación de movimiento:
3 - a
dy
Resolviendo esta ecuación diferencial y empleando la condición de trans- 
versalidad A(4) = 0, llegamos a la siguiente trayectoria para la variable de 
coestado:
A*(r) = 3e4 ' - 3  (24)
La senda óptima de la variable de coestado es exponencialmente decreciente 
y toma valores positivos en todo el intervalo t e [0, 4]; por consiguiente, nos 
encontraremos en el primer caso (A. > 0) y el control óptimo será:
u* (t) = 2 (25)
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La trayectoria de la variable de estado puede obtenerse mediante la ecuación 
de movimiento y reemplazando la variable de control u (t) = 2:
, i) II
y = -—  = y + u = y + 2 
<JA
Con la condición inicial y(0) = 5, la solución de la ecuación diferencial 
sería:
y (r) = le '  - 2  (26)
En este ejemplo, las sendas óptimas en (24), (25) y (26) satisfacen las condicio­
nes del principio del máximo y resuelven el problema propuesto.
Ejem plo 3.- Halle las trayectorias y (t), u (t) y X (t) que resuelvan el problema:
5
Maximizar V = j  (uy -  u2 -  y 2 )dt
i
sujeto a = v + u
,V (1) = 2
La función Hamiltoniana del problema es la siguiente:
II (?, y, t/, A) = uy -  ir -  y~ + A(y + u)
Tal como se observa, la función Hamiltoniana depende de manera no lineal 




y -  2h + A = 0
d]H
du{
= -2 < 0
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A partir de esta condición de maximización. expresamos la variable de con­
trol en función del resto de variables: u = (X + y)/2. Las ecuaciones de movi­
miento de las variables de estado y coestado son:
. '<)/!
\ =  =  V  +  II
<)\
Reemplazando la variable de control u = (a + y)/2 en el sistema canónico, ob­
tenemos el siguiente sistema de ecuaciones diferenciales de primer orden:
v = v +
A +
A' = - A + V + 2 v-A ?
Para resolver este sistema de ecuaciones diferenciales, resulta conveniente 
expresarlo matricialmente de la siguiente forma:
p  ° í '1
f-3/2+ | -1/2' y ' o '
L o  ijy. | -3/2 3/2 A L °
Con las condiciones A(5) = 0 e y(l) = 2.
La solución general del problema viene dada por:
*
y (0 = G)ev  +G2cr- +
'y
H / ' '  + H 2eriJ K
(27)




Las raíces características se obtienen a partir del siguiente determinante:
r 1 o- "-3/2 - 1 / 2 “]
r +
|_0 1_ - 3 / 2 3/2 J
que forma la siguiente ecuación característica:
r 1 - 3 =  0
Para n = V3 se puede obtener la relación existente entre Gi y Hi:
-312  + f i  
- 3 / 2
- 1/2 
3 / 2  + V3
G>'
. « 1 .
=  0
/ / ,  =  G , (  2 ^ 3 - 3 )
Del mismo modo, para r2=-V3 se obtiene la relación entre G2 y H2:
- 3 / 2 - V J  - 1 / 2 ' c 2 '
- 3 / 2  3 / 2 - V 3 . " 2 .
¡12 = C 2 ( - 2 - 7 3 - 3 )
Una solución más simplificada de (27), que incorpore las relaciones existentes 
entre los coeficientes H¡ y G¡ (i = 1,2) y la integral particular, es la siguiente:
Veo
A* (O (28)
Los valores de Gi y G2 se obtienen al evaluar la sendas óptimas de la variable 
de estado y coestado en los puntos \ (5)  = 0 e y(l) = 2. A partir de esos pun­
tos se obtiene el siguiente sistema de ecuaciones:
A(5) = G, (2-V3 -  3)e5/3 + G2(-2^3 -  3)e~^  = 0
y ( l )  =  G le ' / 3 + G 2U ' /5 = 2
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Resolver este sistema de ecuaciones arroja como resultado aproximado las 
constantes Gi = 4,73 y G j=  11,30, por lo que las sendas óptimas de las varia­
bles de estado, coestado y control quedarían definidas del siguiente modo:
y* (0 = 4 ,7 3 ^ ' + 11.30c ;'
X*(t) = 4,73(2-73 - 3 )c ^ ' + 1 l,30(-2yf3 -  3)c~^'
, A + y 9,46(73 -  l)e^ ' -  22.60(73 +a (t ) -  - ----- = ------  - - ..--- - -  -
1.2 Aplicación: nivel óptimo de contaminación1
Suponga una economía que produce una cantidad C(t) de un bien de consu­
mo, y esta producción se elabora a partir de una cantidad L(t) de trabajo, de 
acuerdo con la siguiente función:
C(t)=aL(t) (a>  0)
Por otra parte, la evolución del stock de polución P(t) en la economía se 
determina a partir de la siguiente ecuación de movimiento:
p'(t)  = c 1( t ) - YP(t) (y > 0)
Esta ecuación diferencial indica que un incremento del consumo afecta posi­
tivamente el nivel de contaminación, y que la contaminación presenta una ta­
sa natural de eliminación igual a y.
Por otra parte, el bienestar de la sociedad es una función del consumo, el es­
fuerzo y la contaminación:
U = LnC- pÜ -0P
1. E s t a  a p l i c a c i ó n  f u e  t o m a d a  d e  L e o n a r d .  D a n i e l  y  N g o  V a n  L o n g .  O p t im a l  C o n t r o l  T h e o ­
ry  a n d  S ta t ic  O p t im i z a t io n  in e c o n o m i c s ,  C a m b r i d g e :  C a m b r i d g e  U n i v e r s i t y  P r e s s .  1 9 9 3 .  p p .  
2 2 4 - 2 2 6 .  E l  p r o b l e m a  s e  b a s a  e n  e l  a r t í c u l o  e s c r i t o  p o r  F o r s t e r .  B r u c e  A . .  " O n  a  O n e  S t a t e  V a ­
r i a b l e  O p t i m a l  C o n t r o l  P r o b l e m :  C o n s u m p t i o n - P o l l u t i o n  T r a d e - O f f s " ,  e n  F o r s t e r .  B r u c e  A . ,  A p ­
p l i c a t i o n s  o f  C o n t r o l  T h e o r y  to  E c o n o m i c  A n a ly s i s ,  A m s t e r d a m :  N o r t h  H o l l a n d .  1 9 7 7 .
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En la función de utilidad, el consumo incrementa el nivel de bienestar, mien­
tras que el trabajo y la contaminación lo disminuyen.
Si consideramos que la sociedad descuenta las utilidades futuras a la tasa p, y 
reemplazamos la condición C = otL en la función de utilidad, el problema de 
control óptimo se resumiría de la siguiente manera:
M a x i m i e a r V = f
0
L n C C  2 -  O P  
a 2
s u j e t o  a  P '  = C  1 -  y P
/>(0) = 1
/ ’ ( ' / ' )  =  P T ( P T l i b r e  )
En este problema, la variable de control viene dada por el consumo (C), 
mientras que la variable de estado está representada por el stock de polución 
(P). La función Hamiltoniana es la siguiente:
l l ( t . C . P . X )  =  ( L n C  - — C l - 0 P ) e + M C ' - y P )  
a






e-P> + 2AC = 0
¿D// f J
" d c T ' [  c 2
2/3
a 2
e - f  + 2A <0
Despejando la condición de primer orden obtenemos la siguiente expresión 
para el consumo:
2 P
— -  2 X e  <* 
a 2
2. P o s t e r i o r m e n t e  s e  d e m u e s t r a  q u e  l a  v a r i a b l e  d e  c o e s t a d o  e s  n o  p o s i t i v a  e n  e l  p e r í o d o  d e  
o p t i m i z a c i ó n ,  c o n  l o  c u a l  l a  c o n d i c i ó n  d e  s e g u n d o  o r d e n  d e  l a  m a x i m i z a c i ó n  s e  c u m p l e .
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El sistema Hamiltoniano del problema viene dado por el siguiente par de 
ecuaciones de movimiento:





La ecuación de movimiento de la variable de coestado constituye una ecua­
ción diferencial de primer orden, que puede ser resuelta de manera indepen­
diente. La solución general de esta variable es la siguiente:
X{t) = H¡e1' ----- —e'1*
P + Y
Para hallar la constante Hi, basta con aplicar la condición de transversalidad:




Resolviendo la ecuación anterior obtenemos Hi en función de todos los parámetros 
del problema, con lo cual llegamos a las variables de coestado y control óptimas:
6
P + Y
X ( t )  = - " — e p' [e- 'p+r)tT-n ■
C*(f) =
2 B 20—  + -------(i _ e(p+7)(f-r))
a 2 p + y
1] (29)
t Xi (30)
Este problema de optimización intertemporal da como resultado una variable 
de coestado no positiva en todo el horizonte temporal3. Dado que esta varia­
ble se interpreta como el precio sombra del stock de polución, es razonable 
que tome un valor no positivo. Ello implica que el incremento de una unidad 
adicional de polución disminuye el valor del funcional objetivo, compuesto 
por la agregación de las utilidades futuras descontadas.
3 .  E l l o  p u e d e  s e r  c o m p r o b a d o  p o r  e l  l e c t o r ,  y a  q u e  e l  s e g u n d o  t é r m i n o  e x p o n e n c i a l  s i e m p r e  
e s  i n f e r i o r  a  l a  u n i d a d ,  c o n  l o  c u a l  l a  v a r i a b l e  d e  c o e s t a d o  s e r i a  n o  p o s i t i v a .
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La senda del stock de polución puede obtenerse reemplazando la senda ópti­
ma de consumo en la ecuación de movimiento:
P' = l » t  70 (|
« 2 p + y
e ( p + y X l - T )) yP
Esta ecuación diferencial se resuelve mediante métodos numéricos, por lo cual 
no se derivará una solución exacta. En su lugar, se esbozará una solución gené­
rica de la trayectoria de la contaminación. Para ello se traslada al lado izquierdo 
de la ecuación el término yP y se multiplica toda la expresión por e71:
= e*(P'-yP)  = d (Pe*) 
dt
e *  - + - ~ (l -  e (P+YW-T)  )
a 1 p + y
Si integramos esta expresión entre 0 y t, y empleamos como variable auxi­
liar x, obtendríamos finalmente la siguiente expresión para el stock de con­
taminación:
l + j e n '2/3 + 2 0 _ ¿ (p+y)( T- r , j
-1
dr
0 „a2 P + y ' _
(31)
2. C ondición de transversa lidad
El problema base de control óptimo (1) puede ser modificado asumiendo un 
valor final de la variable de estado determinado (yx, T fijo), un horizonte de 
tiempo indeterminado (T libre), o un valor final de la variable de estado que 
dependa del tiempo (curva terminal yx= <j>(T)). Para resolver el problema de 
control óptimo en estos tres casos, es necesario contar con condiciones de 
transversalidad distintas a las establecidas en el principio del máximo (3). La 
condición de transversalidad genérica para estos tres casos puede obtenerse a 
partir de los dos últimos términos de la ecuación (17):
[H]l=TA T - M T ) b y r =0  (32)
A continuación se explican las condiciones de transversalidad específicas pa­
ra los tres casos anteriores.
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2.1 Casos especiales de la condición de transversalidad 
Caso 1.- Valor terminal y horizonte temporal fijo
Cuando el valor terminal de la variable de estado y el horizonte temporal se 
encuentran prefijados, se cumple que sus diferencias Ayx y AT son iguales 
a cero; por lo tanto. (28) se satisface automáticamente. En este sentido, pa­
ra determinar la solución del problema de control óptimo, basta emplear la 
condición;
y ( T ) = y T (T, y T dado) (33)
Ejemplo.- Halle las trayectorias y (t), u (t) y X (t) que resuelvan el problema:
Tr u\-o
Maximizar  V = j ------- (0e]O,l[)
o 1-0
sujeto a y '  = - y - u
y( 0) = 2
>-(!) = 1
La función Hamiltoniana del problema sería la siguiente:
H(t ,y ,u,X) ------ + A (-y  -  m)
1-0
En esta caso, el Hamiltoniano constituye una función no lineal, por lo cual 
pueden emplearse las condiciones de optimización tradicionales:
dH
du
-A  = 0
d 2H
= -du < 0
du2
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A partir de la condición de maximización puede expresarse la variable de 
control óptima en función de la variable de coestado: u (t) = X U°- Posterior­
mente, se pueden plantear las ecuaciones de movimiento para las variables de 
estado y coestado:
, dH
y = ---- = — y — u
dX
x - J J L . x
dy
Al reemplazar la variable de control óptima en la ecuación de movimiento 
de la variable de estado, las dos ecuaciones anteriores constituirían un sis­
tema de ecuaciones diferenciales no lineales de primer orden. Para obtener 
las trayectorias óptimas de una manera simplificada, resulta conveniente 
resolver independientemente cada ecuación de movimiento. La senda ópti­
ma de la variable de coestado está dada por la solución de su ecuación de 
movimiento:
X*(t) = H ¡e> (34)
A partir de (34) es posible obtener la senda óptima de la variable de control:
-1  - I  J
u*(t) = {X*(t)) a = ( H ie>) H = H ~ ° e  0 (35)
La senda óptima de la variable de estado puede hallarse reemplazando la va­
riable de control en la ecuación de movimiento:
y = - y -  //, "e
La solución general de la ecuación diferencial es la siguiente:
0
i i
y (t) = H 2e~‘ + ------ H, °e  0
1 - 0
(36)
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Las constantes Hi y FL del problema pueden obtenerse a partir de la condi­
ción inicial y terminal de la variable de estado:
y ’(0) = H1+- ^ - H ¡" =2
1 — C7
y'(l) = H ,e-‘ V" =1
1-0
Este sistema de ecuaciones tiene como solución los siguientes valores:
esi
i s
" l - 2 e r '  1
0 J 1 L
Estas dos constantes junto con las sendas (34), (35) y (36), determinan la so­
lución al problema de control óptimo.
Caso 2.- Valor terminal fijo
En este caso, como el valor terminal de la variable de estado es constante, se 
cumple que su primera diferencia Ay r es igual a cero. En este sentido, para 
que se satisfaga la condición (32) independientemente del valor que tome la 
diferencia del horizonte de tiempo AT, debe cumplirse:
[ tf ] ,= 7 = 0  (37)
Es decir, el Hamiltoniano debe ser igual a cero en el último período. Este ca­
so es similar al analizado en el cálculo de variaciones, y la representación del 
problema es la misma a la presentada en el Gráfico No. 2.7.
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Ejemplo.- Halle las trayectorias y*(t), u*(t) y A*(t) que resuelvan el problema:
i
M a x i m i z n r  V  =  J " ( - « '  -  u t ) d t
o
s u j e t o  a  y '  =  it
y(0) = I
v ( T ) = 5 ( T  l i b r e )
La función Hamiltoniana del problema está dada por:
H (/, y,«,A) = ~u- - u t  + Au
Aplicando las condiciones del principio del máximo, optimizamos la función 
Hamiltoniana con respecto a la variable de control:
d/l
du
= -2» - 1 + A = 0
d 2H 
du2
■ 2 <  0
Simplificando la condición de primer orden podemos expresar la variable de 
control en función de la variable de coestado y el tiempo: u*(t) — (X - t)/2. 
Posteriormente, obtenemos el sistema canónico dado por las ecuaciones de 
movimiento de las variables de estado y coestado:





Integrando ambos lados de la ecuación de movimiento de la variable de coes­
tado obtenemos su trayectoria óptima, que en este caso es una constante:
W 0 d t (38)
A*(/) = //,
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Reemplazando esta solución en la variable de control, obtenemos la siguiente 
senda óptima:
La senda de la variable de coestado puede obtenerse a partir de (39) y la res­
pectiva ecuación de movimiento:
Para hallar las constantes Hi y H2 del problema, debemos emplear tres condi­
ciones. La primera se obtiene al evaluar la variable de estado y (t) en el punto 
inicial; la segunda, al evaluar la misma variable en el punto final (con el hori­
zonte de tiempo desconocido); y la tercera está dada por la condición de 
transversalidad [H |1=t■= 0. A partir de la primera condición y(0) = 1 se obtie­
ne el valor de la constante Lp:
y’(0) = H , =1
Por otra parte, la condición de transversalidad brinda la siguiente relación: 
\H\__r = - u ( T f  - u ( T ) T  + X ( T ) u ( T )  = 0
Esta condición, junto con la senda óptima de control u*(t) = (X - t)/2, se redu­










Finalmente, al evaluar a la variable de estado en el punto final y empleando la 
condición H| = T, obtenemos la siguiente ecuación cuadrática:
v(T) = ~ - T 2+ ^ T  + 1=5  
4 2
v(7') = - - r 2+ - r -  + i = 5 
4 2
Las raíces de esta ecuación son los valores T = ±4, como el valor T = -4 no es 
relevante, el horizonte de tiempo que resuelve el problema serta T = 4. De 
este modo, a partir de (38), (39) y (40) junto con las constantes Hi = 4 y U2-  
1, se obtendrían las trayectorias óptimas del problema de control óptimo:
v ' ( ! )  = - - r  + 2 /  +1 
4
u ( t )  =  - —t + 2  
2
X(t) = 4
Caso 3.- Curva terminal
En este último caso, el valor terminal de la variable de estado depende del 
horizonte de tiempo a través de la función yT = <j)(T). Aplicando diferencias, 
obtenemos una condición que relaciona la variación del horizonte temporal 
AT con la variación del valor terminal Ay-p: Ay-r = <J>'(T)AT. Reemplazando 
esta condición en (32) obtenemos:
[H]i=l.AT - Á(T)(¡)'(T)AT = [H-Á<¡>X, AT = 0
Para un valor arbitrario de AT, bastará que se cumpla la condición de trans- 
versalidad:
IH-A<¡>’),=t =0 (41)
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Este problema es similar al desarrollado mediante el cálculo de variaciones, y 
la representación de la condición de transversalidad se muestra en el Gráfico 
No. 2.8.
Ejemplo.- Halle la senda con menor distancia entre el origen y la curva y(t) 
= 10- t2.
Este es un problema de minimización de la distancia, el cual ha sido desarro­
llado en el capítulo anterior mediante el cálculo de variaciones. La resolución 
mediante el control óptimo no implica mayores dificultades. El planteamiento 
del problema es el siguiente4 *:
Maximizar 
sujeto a
V = J - V T + k7*
0
y =u  
}’(0) = 0 
y(T)  = 1 0 - E 2
El Hamiltoniano del problema está dado por:
H(t,  y , u ,Á )  = —<Jl + u 2 +Áu
Como la función Hamiltoniana es no lineal con respecto a la variable de con­
trol, entonces se aplican las condiciones de maximización:
()]]
du
---- . ■ — 2 u + A — 0
2 7(1 + ¿r )
d 2H
du2
- ( 1 +  U 2 ) 1 < 0
4 .  S i  s e  r e e m p l a z a r a  l a  e c u a c i ó n  d e  m o v i m i e n t o  y '  =  u  e n  l a  f u n c i ó n  i n t e r m e d i a ,  o b t e n ­
d r í a m o s  e l  p l a n t e a m i e n t o  d e  u n  p r o b l e m a  d e  c á l c u l o  d e  v a r i a c i o n e s .
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A partir de la maximización del Hamiltoniano se obtiene la siguiente expre­
sión para la variable de control: u*(t) = a/ ( 1 - A2)' "- Las ecuaciones de mo­
vimiento para las variables de estado y coestado vienen dadas por:




Integrando ambos lados de la segunda ecuación de movimiento, obtenemos 
que la variable de coestado es igual a una constante:
A* (0  = / / (42)
Reemplazando (42) en la variable de control, obtenemos lo siguiente:
u*(t) "  i (43)
A partir de (43) y la primera ecuación de movimiento, se puede obtener la 
senda óptima de la variable de estado:
v*(0 t + / / 1 (44)
Al igual que en el caso anterior, para hallar las constantes Mi y IL del pro­
blema, es necesario emplear tres condiciones: la variable de estado evaluada 
en el punto inicial, la variable de estado evaluada en el punto final (con el 
tiempo y el valor terminal desconocido) y la condición de transversalidad. La 
variable de estado en el punto inicial cumple con la condición:
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Aplicando la condición de transversalidad (41) con la curva terminal 0(T) = 
10 - T2, obtenemos la condición:
l W - A f U l + - ^ _  +  , H'... -  +  2 7 7 / ,  = 0
l - H ;
Simplificando la condición de transversalidad llegamos a la siguiente relación:
fí, _ 1
Finalmente, reemplazando la relación anterior en el valor terminal de la va­
riable de estado, obtenemos una ecuación cuadrática:
y ( T )  =
H I 1
, ' t  = — 7 = -  = i o - r
2 T 2
Las soluciones de la ecuación cuadrática son: T = ±-j3S/2.  En este caso, el 
valor negativo queda descartado y el horizonte de tiempo estaría dado por T 
= \/38/2 . Empleando este resultado obtenemos las trayectorias óptimas que 
resuelven el problema:
y \ t )
u \ t )
X{t)  =
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2.2 Aplicación: asignación de consumo y ahorro5
La asignación de consumo y ahorro de un agente puede ser formulada de una 
manera sencilla, en un problema de optimización intertemporal. Considere­
mos un individuo que vive “T” años, a lo largo de los cuales percibe una re­
muneración igual a “w” , gana una tasa de interés “r” sobre sus ahorros, y paga 
sus deudas a la misma tasa. Dado una senda del nivel de consumo (C) a lo 
largo del tiempo, sus ahorros (S) evolucionan de acuerdo con la siguiente 
ecuación:
Esta ecuación de movimiento determina la evolución de los ahorros a lo largo 
del tiempo. En términos sencillos, ésta establece que la diferencia entre los 
ingresos (w + rS) y el consumo (C) determina la variación del ahorro. Por 
otra parte, este agente no ha recibido herencia alguna y piensa consumir toda 
su riqueza a lo largo de su vida:
Por último, el individuo presenta la siguiente función de utilidad intertemporal:
El problema que debe resolver el agente, para determinar las trayectorias óp­
timas del consumo (variable de control) y el ahorro (variable de estado), es el 
siguiente:
5 .  E s t a  a p l i c a c i ó n  f u e  t o m a d a  d e  D i x i t ,  A v i n a s h .  O p t im i z a t io n  in E c o n o m i c  T h e o r y ,  O x ­
f o r d :  O x f o r d  U n i v e r s i t y  P r e s s ,  1 9 9 3 ,  p p .  1 5 4 - 1 5 5 .
S ' = w + r S - C
5(0) = 5(7") = 0
U = J Ln(C)e ’’dt
Maximizar
sujeto a S' = vc + rS -  C 
S( 0 )  =  0  
5(7’) =0
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La función Hamiltoniana del problema es la siguiente:
H (t , v, ii, A) = Ln(C)e '' + A(vv + rS -  C)
Como la función es no lineal con respecto al consumo, aplicamos las condi­
ciones de optimización tradicionales:
Simplificando esta condición podemos obtener el consumo en función de la 
variable de coestado C = (e"pl)/A. Por otro lado, la variable de coestado puede 
obtenerse a partir de su ecuación de movimiento:
X  = = - r\
dS
Cuya solución es:
X(t)  = H te r'
La trayectoria óptima de la variable de coestado puede reemplazarse en la 
condición de optimización del Hamiltoniano, y así obtenemos la senda del 
consumo:
Por último, para hallar la senda del ahorro, reemplazamos el consumo óptimo 
en la ecuación de movimiento:
¿L// 1
dC2 C1
= w + rS -  C = w + r S ----- e‘
H,
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Resolviendo la ecuación diferencial obtenemos la siguiente función de ahorro:
.  , 1 , ,, wS (?) = H ,er H-------e ' ----
HíP r
Evaluando la senda óptima del ahorro en la condición inicial y final S(0) = 
S(T) = 0, obtenemos el siguiente sistema de ecuaciones que determina las 
constantes Hi y LL:
S’(0) = H. + ■——  W = 0 
//,p r
S'(T) = I/,e" + - -  e” -  — = 0 
IItp r
La solución a este sistema de ecuaciones está dada por:
_ rerl (e~PT -  1)
1 pw(l - e rT)
_  w (e (r- P )T - 1 )
2 rerT(e~PT - 1)
La evolución del consumo a lo largo del tiempo dependerá del valor relativo 
de la tasa de interés con respecto a la tasa de descuento. Por ejemplo, si la ta­
sa de descuento de la utilidad es superior a la tasa de interés, la tasa de creci­
miento del consumo sería negativa:
En ese caso, el consumo sería superior al ingreso laboral “w” hasta el período 
“i”, mientras que sería inferior a “w” a partir de dicho instante. Esto implica 
que en un período de tiempo, el individuo acumula deudas y posteriormente 
disminuye su consumo, de tal forma que financia toda la deuda contraída pre­
viamente. Este comportamiento se ilustra en el Gráfico No. 3.4. Queda como 
ejercicio para el lector determinar el período crítico “i” en función de los pa­
rámetros del problema.
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Gráfico No. 3.4
3. Condición de segundo orden
De manera similar al cálculo de variaciones, para que el funcional objetivo 
sea maximizado debe satisfacerse una condición de suficiencia. Si se cumple 
la condición de segundo orden, entonces el principio del máximo es suficiente 
para la maximización del funcional. A continuación se desarrollará una con­
dición de suficiencia, conocida como el teorema de suficiencia de Manga- 
sarian.
3.1 Condición de segundo orden (teorema de suficiencia de 
M angasarian)6
Si la función Hamiltoniana (2) es cóncava (convexa) respecto a (y, u) y el 
horizonte de tiempo (T) se encuentra fijo, entonces el principio del máximo es 
una condición suficiente para la maximización (minimización) del funcional 
objetivo.
6 .  B a s a d o  e n  e l  t r a b a j o  d e  M a n g a s a r i a n .  O . L ,  “ S u f f i c i e n t  C o n d i t i o n s  f o r  t h e  O p t i m a l  C o n ­
t r o l  o f  N o n l i n e a r  S y s t e m s ” , e n  S I A M  J o u r n a l  o n  C o n tro l ,  v o l .  4 ,  1 9 6 6 ,  p p .  1 3 9 - 1 5 2 .
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3.2 Condiciones de concavidad y convexidad
El Hamiltoniano es una función cóncava con respecto a (y, u) si:
a) f(t, y, u) es cóncava, g(t, y, u) es cóncava y A(t) > 0.
b) f(t, y, u) es cóncava, g(t, y, u) es convexa y A.(t) < 0.
El Hamiltoniano es una función convexa con respecto a (y, u) si:
a) f(t, y, u) es convexa, g(t, y, u) es convexa y A(t) > 0.
b) f(t, y, u) es convexa, g(t, y, u) es cóncava y A(t) < 0.
Demostración
La demostración se realizará sobre la base del problema más simple de control 
óptimo (1). Considerando la función Hamiltoniana (2) y que la funciones f(t, y, 
u) Y g(L Y ’u) son cóncavas y diferenciales, el principio del máximo establece 
las siguientes condiciones:
—  + A ^ -  = 0 (45)
9 u du
X' = J ± - X dJ_
dy óy
(46)
X(T) = 0 (47)
Además, para asegurar la concavidad de la función Hamiltoniana, supondremos 
que X(t) > 0 (V t e  [0, T]). Por otra parte, considerando que las funciones f(t, y, 
u) y g(t, y, u) son cóncavas, y la existencia de sendas óptimas (X , y , u'), y 
sendas factibles (X, y, u), entonces se cumplen las desigualdades:
f(t, y , « ) - / ( / ,  y \  u*)<fy(t, y * , u ) ( y  -  y*) + /„(t, y* , u ) ( u - u )  (48)
g (¡• -  g(t, y* ,U ) < g ,,(t, y* ,u )(y -  y*) + gu(t, y*,u ){u -  u*)
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Si integramos ambos lados de la primera desigualdad en (48), obtenemos lo 
siguiente:
7
V -  l/* < J [ f y (/, y *, h’ )(y -  y *) + /„ {Uy\u )(M ~ U )}di (49)
o
Reemplazando las condiciones del principio del máximo (45) y (46) en la 
desigualdad (49), se obtiene:
T
V -  V ’ < J [(-A*g v (I, y , u) -  Á')(y -  y *) -  Á*gu (/, y, u){u -  u * )]dt (50)
o
Simplificando (50) se llega a la siguiente expresión:
T
V - v '  < J * \ -Á'(y -  y*) -  X*gy (t, y*, u*)(y -  y*) -  Á*gu (t, y*, u* )(u -  u" )}dt ( 5 1 )  
o
El primer componente de la integral de (51) puede ser modificado mediante 
una integración por partes del siguiente modo:
T T
J l - A ' O ’ -  y* )\dt = [—A* ( y -  y* )]Jt -  J [ - A * ( y ' -  y'")]dt ( 5 2 )
o o
T
= -X'(T)(yT -  y \ )  + A*( 0 ) ( y0 - y Ó )  + j [ A * ( y ' - y ' * ) ] í A
o
El primero de los términos es igual a cero por la condición de transversalidad 
(47), y el segundo término también desaparece, ya que el valor inicial de la 
senda óptima y la senda factible son iguales ( yj = y0). Finalmente, si conside­
ramos que la variación de la variable de estado viene determinada por la 
ecuación de movimiento, la expresión (52) se resumiría del siguiente modo:
T T




Reemplazando (53) en (51) se obtiene la desigualdad:
7
V - V ‘ < J [ A * ( # ( / ,  v , h ) -  ^ ( í ,  V * , H * ) )  -  x y  (I. V * ,M *) (  V -  V*) -  A*, ? „ ( / ,  v ' , h ’ ) ( h  -  ( /* ) ]< *
0 (54)
/
K -  K* <  JA ‘ [ ( ^ ( í , _v, h ) -  ,1>((, v‘ , m*) -  ,1 ',( /,> ’*, »*)(>' -  V*) “  /,’„ ( ' .> ’* .« * )(»  -  H*)]í/í
o
Tomando en cuenta la segunda desigualdad en (48) y que la variable de coes­
tado es no negativa7, el lado izquierdo de la desigualdad tomaría un valor no 
positivo y, por lo tanto, se cumpliría:
Vá R*  (55)
De este modo, si las funciones f(t, y, u) y g(t, y, u) son cóncavas, y la variable 
de coestado es no negativa en todo el horizonte de tiempo, entonces, las sen­
das (u , y , X ) obtenidas a partir de las condiciones del principio del máximo 
aseguran que el funcional objetivo sea maximizado. Expresado de otra forma, 
si la función Hamiltoniana es cóncava con respecto a la variable de control y 
estado (y, u), el principio del máximo es una condición suficiente para la 
maximización del funcional objetivo, es decir, para que se cumpla la de­
sigualdad (55). Si las funciones f(t, y, u) y g(t, y, u) fueran estrictamente cón­
cavas, la desigualdad (55) sería estricta y el funcional objetivo alcanzaría un 
único máximo global. Cuando se considera el valor terminal de la variable de 
estado fijo, los resultados anteriores no se ven alterados. Empleando la condi­
ción (52), el lector puede demostrar que en dicho caso la desigualdad (55) se 
mantiene.
Ejemplo 1.- Evalúe la condición de segundo orden para el problema desarro­
llado en la sección 1.2 de este capítulo.
En este caso se verificará la condición de suficiencia de manera separada para 
la ecuación de movimiento y la función intermedia. La ecuación de movi­
miento del problema es la siguiente:
g(C,P) = C 2(t)-yP(t)
7 .  T a l  c o m o  l o  e s t a b l e c e  e l  c a s o  ( a )  d e  la  s e c c i ó n  3 . 2  d e l  p r e s e n t e  c a p í t u l o .
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Los menores principales de la matriz son Ai = 2 y A2 = 0, por lo que la matriz 
es semidefinida positiva y la ecuación de movimiento es convexa. Por otra 
parte, la función intermedia es la siguiente:
f ( C . P )  = I . n C - ^ C - O P  
a'




y los menores principales:
A, 1 _ 2/ï ! __ 1 _ 2PC 2 a 2\ C2 a 2
A ,  =
1 2fi
(----T----~)  0
C t r  
0 0
La matriz A es semidefinida negativa y, por lo tanto, la función intermedia es 
cóncava. Considerando que la variable de coestado es no positiva en este 
ejemplo, nos encontraríamos en el caso (b) del punto 3.2, de tal forma que la 
función Hamiltoniana sería cóncava y se cumpliría la condición de suficiencia 
de Mangasarian.
Ejemplo 2.- Evalúe la condición de segundo orden para el problema desarro­
llado en la sección 2.2 de este capítulo.
En el problema de asignación de consumo y ahorro, la función Hamiltoniana 
está definida por:
H(t,S,C,  A) = Ln(C)c '' + Â(u’ + rS -  C)
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La matriz Hcssiana del Hamiltoniano es la siguiente:
A C2
0 o
Los menores principales son iguales a:







La matriz A es semidet'inida negativa; por lo tanto, la función Hamiltoniana es 
cóncava. De esta manera, la condición de suficiencia se satisface, y se com­
prueba que las sendas óptimas halladas maximizan el funcional objetivo.
4. C om paración  entre el cá lcu lo  de variaciones y el control 
óptim o
Hasta el momento, hemos estudiado el problema de cálculo de variaciones y 
el de control óptimo de manera separada. En esta sección se demostrará que 
el cálculo de variaciones constituye tan sólo un caso particular del problema 
de control óptimo, y que tanto las condiciones de primer orden como las de 
suficiencia llegan a ser similares para ambos casos.
Consideremos el siguiente problema general de cálculo de variaciones:
r
Maximizar V = J f ( t ,  y, y')dt
y(0) = y0 (y0 dado)
y(T) = yr (yT libre)
sujeto a
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Estableciendo la ecuación de movimiento y’ = g(y ,u) = u, el problema de 
control óptimo equivalente sería el siguiente:
T
V = j  f  (t, y,u)dt (5 7 )
y' = u
v(0 ) = y o (>'o dado) 
y(T) = yr {yT libré)




H  = f ( t ,  y,u) + Xu
A partir de la función Hamiltoniana, derivamos las condiciones que confor­
man el principio del máximo8:









A partir de las condiciones (a) y (b) del principio del máximo, obtenemos la 
relación:
¿ = - / v (59)
Derivando la expresión (59) con respecto al tiempo se obtiene lo siguiente:
A' = -  — />  
dt
(60)
8 .  P o r  s i m p l i c i d a d  a s u m i r e m o s  q u e  l a  f u n c i ó n  H a m i l t o n i a n a  p r e s e n t a  u n a  s o l u c i ó n  i n t e r i o r .
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que no es otra cosa que la ecuación de Euler planteada en la ecuación (4) del 
capítulo II. De esta manera, a partir de la condición de primer orden del pro­
blema de control óptimo, puede obtenerse la respectiva condición de primer 
orden para el problema de cálculo de variaciones. Con respecto a la condición 
de transversalidad del problema (57), a partir de (59) y la condición (d) del 
principio del máximo, se obtiene lo siguiente:
í/, '] /= /’ = 0  (62)
que también representa la condición de transversalidad del problema de cál­
culo de variaciones planteada en la ecuación (39) del capítulo II. Para las 
otras condiciones terminales y empleando (58), las condiciones de transversa­
lidad tanto del problema de control óptimo como del cálculo de variaciones 
llegan a ser equivalentes. En el Cuadro No. 3.1 se resume la relación existente 
entre las condiciones de transversalidad de ambos problemas.
Cuadro No. 3.1
CONDICIONES DE TRANSVERSALIDAD PARA LOS PROBLEMAS DE 








(yT lijo, T fijo) y(T) = yT II1
(y-r fijo, T libre) [HWr = 0 |f-y'fy].= r = 0
(yr = (p(T)) [H-Af(T)],=T=0 |f + (ó (T) - y')fv D t = 0
La condición de segundo orden en ambos problemas también llega a ser simi­
lar. La condición de suficiencia en el problema de control óptimo establece 
que si la función Hamiltoniana es cóncava (convexa) con respecto a la varia­
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ble de control y estado, entonces, el principio del máximo resuelve el pro­
blema de maximización (minimización) del funcional objetivo. Para que el 
Hamiltoniano sea cóncavo, la matriz de segundas derivadas y derivadas cru­
zadas debe ser definida o semidefinida negativa. Es decir, dada la siguiente 
matriz:
X , 'fyy fy»
_H„y h ¡u, _ -/uy ■f mi






deben satisfacer las condiciones Ai < 0 y A2 = 0, si la matriz es semidefinida 
negativa, y Ai < 0 y A2 > 0, si es definida negativa. En el cálculo de variacio­
nes, la condición de suficiencia establece que la función intermedia debe ser 
cóncava (convexa) para que la ecuación de Euler y la condición de transver- 
salidad resuelvan el problema de maximización (minimización) del funcional 
objetivo. Reemplazando la ecuación de movimiento y ' = u en (63), obten­
dríamos la condición de suficiencia para el problema de cálculo de variacio­










La función intermedia será cóncava si la matriz (64) es semidefinida negativa 
(Ai < 0 y 0), y estrictamente cóncava si la matriz es definida negativa (Ai 
< 0 y Az> 0).
5. Control óptimo con factor de descuento
Un problema de control óptimo común es aquel en el cual la función interme­
dia se encuentra multiplicada por un factor de descuento. En estos casos, me­
diante un artificio, el Ilamiltoniano puede ser transformado de tal forma que 
las condiciones del principio del máximo sean derivadas de una forma más 
sencilla. Consideremos el siguiente problema de control óptimo con factor de 
descuento:
T
Maxiniizar V = ¡e~f* f ( t , y ,u )d t  ^ 5 )
o
sujetad y '  = g( t , \ \u )
y(0 ) = y0 (y0 dado)
y(T) = y T (y ¡libre)
u(t)e Q
Con la respectiva función Hamíltoniana:
H =e~pl f ( t , y , u )  + Ág(t ,y\u)  (6 6 )
Con el objeto de eliminar el factor de descuento y simplificar la derivación de 
las condiciones de primer orden, multiplicamos (6 6 ) por el factor epl, con lo 
cual obtenemos la siguiente expresión:
//e p' = H * = f ( t ,  v jt)  + eplÁí>(¡, \\tt) (67)
Por otra parte, realizando una transformación a la variable de coestado:
m = Áepl (68)
llegaríamos a la siguiente expresión:
H = /(f, >’,n) + mg(t, y,ii) (69)
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A la expresión (6 6 ) se le denomina Hamiltoniano en va lor p resen te debido a 
que cuenta con un factor de descuento, mientras que a la expresión (69) se le 
denomina Hamiltoniano en va lor corrien te. En el primer caso, la variable de 
coestado (A) se interpreta como el precio sombra de la variable de estado ex­
presado en valor presente; y en el segundo, la nueva variable de coestado (m) 
se interpreta como el precio sombra expresado en valor corriente. A conti­
nuación obtendremos la condición del principio del máximo para el Hamilto­
niano expresado en valor corriente.
La primera condición del principio del máximo establece que en cada instante 
del horizonte de tiempo, la función Hamiltoniana debe ser maximizada con 
respecto a la variable de control. Como el factor de descuento no depende de 
la variable de control, ésta se considera como una constante positiva que no 
altera el resultado del proceso de maximización. De esta forma, dicha condi­
ción puede plantearse del siguiente modo:
Maximizar H sujeto a u(t)eQ. (70)
U








La ecuación de movimiento de la nueva variable de coestado (m) puede deri­




Al derivar (6 8 ) con respecto al tiempo obtenemos la siguiente igualdad:
X' = m'e pt — pme pl (7 3 )
Además, a partir de (67) se cumple:




Finalmente, reemplazando (74) y (73) en (72), obtenemos la ecuación de mo­
vimiento:
, ¿>11m ----------- 1  pin
ch
(75)
La condición de transversalidad se puede obtener directamente a partir de 
(6 8 ) y de la condición del principio del máximo L(T) = 0.
MT) = [me-<*]t=r =m(T)e-pT =0 (76)
A manera de resumen, el principio del máximo para el problema de control 
óptimo (65) estaría conformado por las siguientes condiciones:
a. Maximiz.ar /{ '  sujeto a u(t)e£i (77)
, d f l 'c. m = —  — r pin
dy
d. m(T)e>" =0
6. Control óptimo con horizonte temporal infinito
Al igual que en el cálculo de variaciones, algunas aplicaciones económicas de 
control óptimo se desarrollan suponiendo un horizonte temporal infinito. Este 
planteamiento si bien en muchos casos se ajusta a la realidad que se desea 
modelar, puede traer problemas en la medida en que el funcional objetivo no 
converja. Las condiciones para la convergencia del funcional objetivo 
analizadas en el capítulo anterior se siguen cumpliendo para el problema de 
control óptimo.
El problema básico de control óptimo con horizonte infinito a resolver es el 
siguiente:
Maximizar V = j  f ( t ,  y,u)dt  (78)
o
sujeto a y '  = g(t, y,u)
>’(0 ) = y 0 (y Qdado)
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En la presente sección se desarrollarán las condiciones de primer y segundo 
orden necesarias para resolver el problema (78). Asimismo, se empleará la 
técnica del diagrama de fase para obtener una solución cualitativa al problema 
con horizonte temporal infinito.
6.1 Condiciones de primer y segundo orden
Las tres primeras condiciones del principio del máximo (3) se siguen 
cumpliendo para el horizonte temporal infinito; sin embargo, la cuarta, que 
representa la condición de transversalidad, debe ser modificada. En el problema 
con horizonte temporal infinito se debe cumplir que el límite en el infinito de 
(32) debe ser igual a cero, es decir:
Uní ([// ]l=T AT -  ?.(T)Ayr ) = 0 (79)
Como el horizonte temporal T tiende a infinito, la diferencia AT es distinta de 
cero, por lo que necesariamente debe cumplirse:
Lim H = 0 (80)
Si la variable de estado se encuentra libre, entonces Aya es distinto de cero y, 
por lo tanto, adicionalmente debe satisfacerse la condición:
LimX(t)  = 0 (81)
Por el contrario, si el valor terminal de la variable de estado se encuentra de­
terminado, en lugar de la condición anterior, basta con emplear una meta 
asintotica:
Lim y(t) = y„  (82)
Donde y„ es una constante que pertenece a los números reales. A continua­
ción desarrollaremos un ejemplo, empleando los conceptos vistos hasta el 
momento.
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sujeto a y' -  U
v(0 ) -- 1
La función Hamiltoniana del problema es la siguiente:
H  = e_3'| -  -  + vu  -  - -  
2 '  2
9 \
-r Alt
La primera condición del principio del máximo establece que el Hamiltoniano 
debe ser maximizado con respecto a la variable de control. Como nos encon­
tramos ante una función no lineal, se plantean las condiciones clásicas de op­
timización:





Simplificando la condición de primer orden obtenemos la siguiente relación:
A = e 3í (w -  y) (83)
Por otra parte, las ecuaciones de movimiento de las variables de estado y co­








Al reemplazar (83) en la ecuación de movimiento de la variable de coestado, 
llegamos a la siguiente ecuación diferencial:
A '  +  A =  0 (86)
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Cuya solución es:
Á*(t) = H le~l (87)
Donde Hi es una constante desconocida por el momento. Para hallar la trayec­
toria de la variable de estado reemplazamos (87) y (84) en (83), con lo cual ob­
tenemos la ecuación diferencial:
y'  ~ y = H xe z< (8 8 )
que presenta la siguiente solución:
y~(t) = H 2e‘ + H \ e 2' (89)
Donde Hi constituye una nueva constante. A partir de (89) y la ecuación de 
movimiento (84), obtenemos la senda óptima de la variable de control:
u ( t )  = H 2e' + 2 H ]e 2' (90)
Para obtener el valor de las constantes Hi y LL, en primer lugar, necesitamos 
la condición inicial y(0 ) = 1 , con lo cual:
y \ 0 )  = H 2 + H i =l  (91)
Además, necesitamos contar con las condiciones de transversalidad para el 
caso de horizonte temporal infinito. La condición asociada al valor terminal 
libre es la siguiente:
Lim Mt)  = H ¡e 1 = 0 (92)
Como en esta expresión el exponente es negativo, la variable de coestado conver­
ge a cero, con lo cual la condición se satisface automáticamente independiente­
mente del valor que tome la constante H;. En este sentido, necesitamos la otra 
condición de transversalidad para hallar el valor de las constantes:
Lim II = Lim e o + iiy
y-
2
+ Áu = 0 (93)
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Simplificando el límite anterior obtenemos:
Um  I I  = Um (’-.1/ 11 (u - y ) 1 + Aa (94)
Um II = Um -e-i< (//,í'2') +//,?-'(//, + 211 ¡c11)
Um  I I  = Linil -  - I I f e '  + / / , / / ,  + 2H^e'
Para que la anterior expresión converja a cero, se debe cumplir que IIi = 0. 
De este modo, la otra constante tomaría el valor H2 = 1 y la solución al pro­
blema estaría dada por las sendas:
y { t )  = e' 
u( t )  =  é  
X ( t )  =  0
Para verificar la condición de segundo orden evaluamos la matriz de deriva­
das cruzadas y segundas derivadas de la función Hamiltoniana:
A = (95)
Como la matriz es semidefinida negativa (Ai < 0, A2 = 0), el principio del 
máximo y las condiciones de transversalidad constituyen condiciones sufi­
cientes para la maximización del funciona] objetivo.
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6.2 Aplicación: modelo neoclásico de crecimiento’'
El modelo neoclásico de crecimiento fue planteado inicialmente por el ma­
temático inglés Frank Ramsey en 1928, y posteriormente fue modificado 
por David Cass y Tjallinjg C. Koopmans en 1965. Este modelo intenta ex­
plicar desde un enfoque neoclásico (asumiendo una función de producción 
neoclásica y supuestos de competencia perfecta), las características 
esenciales de un crecimiento económico óptimo. De esta forma se plantea 
un problema de optimización intertemporal del bienestar de las 
generaciones presentes y futuras de la sociedad, a partir del cual se pueden 
obtener las trayectorias óptimas de consumo, capital y producto. Cabe 
destacar que en este modelo se asume la existencia de un planificador 
social, que resuelve el problema y decide las asignaciones de consumo y 
capital. El modelo supone una economía en la cual se produce un solo bien, 
de acuerdo con la siguiente función de producción que depende del capital 
(K) y el trabajo (L):
Esta función de producción es neoclásica, en la medida en que cumpla tres 
propiedades. En primer lugar, debe presentar productos marginales positivos 
y decrecientes, es decir:
En segundo lugar, la función de producción debe presentar retornos constan­
tes a escala:
9 .  S i  b i e n  e l  m o d e l o  n e o c l á s i c o  d e  c r e c i m i e n t o  f u e  d e s a r r o l l a d o  i n i c i a l m e n t e  p o r  C’a s s ,  D a ­
v i d  ( " O p t i m u m  G r o w t h  i n  a n  A g g r e g a t e  M o d e l  o f  C a p i t a l  A c c u m u l a t i o n " ,  e n  R e v i e w  o f Econo­
mic S tu d ie s ,  v o l .  3 2 .  N o .  3 ,  p p .  2 3 3 - 2 4 0 )  y  K o o p m a n s ,  T . C .  (O n  the  C o n c e p t  o f  O p t im a l  Eeo-  
t io m ie  G r o w th ,  D i s c u s s i o n  p a p e r ,  N e w  H a v e n :  C o u l e s  F o u n d a t i o n ,  Y a l e  U n i v e r s i t y ,  1 9 6 3 ) ,  e l  
d e s a r r o l l o  e s p e c í f i c o  d e  e s t a  a p l i c a c i ó n  f u e  t o m a d o  d e  B a r r o .  R o b e r t  J .  y  X a v i e r  S a l a - i - M a r t i n ,  
E c o n o m i c  G r o w th ,  M c G r a w - H i l l ,  1 9 9 5 ,  p p .  5 9 - 7 4 .
Y = F(K,L) (96)
(97)
F(ÀK,ÀL) = ÀF(K,L)  (Â > 0) (98)
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En tercer lugar, se deben cumplir las condiciones de Inada10 1:
Lim F,  = Lim F, = ”
K —>0 K L-> 0 L
Lim Ft = Lim F, = 0
K-^« * L->~ L
(99)
Por otro lado, se asume que la fuerza laboral crece a una tasa exógena “n” :




por lo tanto, presenta la siguiente trayectoria temporal:
L(t) = LQe'" (¿o > 0) ( 1 0 1 )
En el modelo también se asume una economía cerrada, en la cual se cumple 
la identidad macroeconóinica:
Y = C + I (102)
Es decir, la oferta agregada (Y) es igual a la suma de los componentes de la de­
manda agregada: consumo (C) e inversión bruta (I). Como la economía es ce­
rrada, toda la inversión es financiada mediante el ahorro interno (S), en otras 
palabras, se cumple la igualdad I = S. La inversión bruta se define como la va­
riación del stock de capital más la depreciación del capital. Considerando una 
tasa de depreciación del capital constante e igual a “5 ”, obtenemos lo siguiente:
/ = K'  + SK (103)
Con la finalidad de simplificar el problema, se planteará el modelo en forma 
intensiva, es decir, expresando las variables en términos per cápita11. A partir 




K'  . K 
—  +  ó  —  
I. L
(104)
1 0 .  I n a d a ,  K c n - I c h i ,  " O n  a  T w o - S c c t o r  M o d e l  o f  E c o n o m i c  G r o w t h :  C o m m e n t s  a n d  a  G e n e ­
r a l i z a t i o n " .  c n  R e v ie w  o f  E c o n o m i c  S t u d i e s , v o l .  3 0 ,  1 9 6 3 ,  p p .  1 1 9 - 1 2 7 .
1 1 .  S e  a s u m e  p o r  s i m p l i c i d a d ,  q u e  la  p o b l a c i ó n  e s  i g u a l  a l  n ú m e r o  d e  t r a b a j a d o r e s .
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Al expresar las variables per cápita en minúsculas, llegamos a la siguiente 
igualdad:
—  = v -  c -  Sk 
L '
(105)
Para obtener el ratio de variación del stock de capital sobre la cantidad de 
trabajadores, realizamos la siguiente derivación:
k: i K' K
k ~ 1. 1:
K’ K L’
L L L
k ' = K ~nk 
L
(106)
Además, considerando que la función de producción es homogénea de grado 
1 , se cumple que:
Y _ F(K, L) 
L ~  L
F ( j , l )  = V(k) (107)
Reemplazando (107) y (106) en (105), obtenemos una versión simplificada de 
la identidad macroeconómica (105):
k ' ^ xY{ k) -c -{n+ S)k  (108)
La ecuación diferencial (108) se interpreta también como la ecuación de mo­
vimiento del capital, ya que indica la evolución del stock de capital per cápita 
dada una senda de consumo específica.
Los agentes del modelo son homogéneos, es decir, presentan la misma fun­
ción de utilidad con las siguientes características:
U'(c) > 0 , í / ' ( c )  < 0 (109)
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Como los agentes son homogéneos, cada uno de ellos consume un monto 
igual al consumo per cápita (c). La utilidad agregada de la sociedad en un ins­
tante determinado, viene dada por la utilidad individual multiplicada por el 
número de agentes en la economía:
U (c)L(í) (110)
De esta manera, el funcional objetivo del problema es igual a la suma de las 
utilidades futuras de la sociedad descontadas a la tasa p:
V = J II (c)L(t)e~pt dt = |  U (c) L0e"1 e pl dt = L0 J  U (c)e{n~pM di (111) 
o o o
En este sentido, el problema que enfrenta la sociedad es el siguiente:
Maximizar V = \ U  (c)e{n~pn dt (1 P )
o
sujeto a k '  = x¥(k)  -  c -  (n + S)k
m = k 0 ( *0>o)
0 < r < f ( l )
Con respecto al problema intertemporal (112) cabe destacar cuatro puntos. En 
primer lugar, para que el funcional objetivo sea convergente debe cumplirse 
que (n - p) < 0. En segundo lugar, la variable de control del problema está 
dada por el consumo per cápita, y la variable de estado por el stock de capital 
per cápita. En tercer lugar, corno el valor inicial del factor trabajo (Lo) es una 
constante positiva, por conveniencia se ha fijado dicho valor en la unidad. En 
cuarto lugar, para que el modelo sea consistente, el consumo no debe ser su­
perior al producto. En la medida en que se considera una economía cerrada, 
los agentes no pueden acceder a un nivel de consumo superior al producto 
que se genera.
La función Hamiltoniana en valor corriente del problema (112) es la si­
guiente:
H* = U(c) + m ( ' V ( k ) - c ~ (n  + 8 )k) (1 1 3 )
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El principio del máximo establece, en primer lugar, que el Hamiltoniano debe 
ser maximizado con respecto a la variable de control, que en este caso viene 
dada por el consumo:
dH'
■k
= U'(c) -  m = 0 (114)
La maximización del Hamiltoniano arroja la siguiente condición de equilibrio:
m = U'(c) (115)
La condición (115) tiene una interpretación económica: en cada instante del 
tiempo, el precio sombra del capital expresado en valor corriente (m) debe ser 
igual a la utilidad marginal del consumo. Esta condición de equilibrio implica 
una asignación de recursos eficiente entre consumo e inversión en todo el ho­
rizonte de tiempo. Si no fuera este el caso, analicemos qué sucedería con la 
trayectoria del consumo y el capital. Partamos considerando la ecuación de 
equilibrio ( 1 0 2 ), que establece que el monto total de la producción se destina 
solamente a dos fines: consumo o inversión. Ahora, supongamos que en lugar 
de la condición (115) se cumpliese la desigualdad m < U'(c). En dicho caso, 
el precio sombra sería inferior a la utilidad marginal del consumo. Esta situa­
ción no sería de equilibrio, ya que el valor marginal que posee el capital sería 
inferior al del consumo, de tal forma que aumentaría el nivel de bienestar de 
la sociedad incrementando el consumo y, por ende, disminuyendo el monto 
de inversión. Este incremento del consumo disminuiría el valor de la utilidad 
marginal, hasta que eventualmente se igualaría al precio sombra12. Por el con­
trario, si se cumpliera la desigualdad m > U'(c), el valor marginal del capital 
sería superior al del consumo y, por lo tanto, la decisión óptima sería dismi­
nuir el consumo y aumentar el monto de inversión. La disminución del con­
sumo incrementaría el valor de la utilidad marginal hasta que se iguale al pre­
cio sombra del capital. De esta forma, la única situación de equilibrio ad­
misible es (115), donde el precio sombra del capital se iguala a la utilidad 
marginal.
1 2 .  L a  u t i l i d a d  m a r g i n a l  d i s m i n u i r í a  p o r  l a s  p r o p i e d a d e s  d e  la  f u n c i ó n  d e  u t i l i d a d  e s t a b l e c í -  
d a  e n  ( 1 1 2 ) .
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Las ecuaciones de movimiento para el capital y la variable de coestado vienen 
dadas por:
= M'(£) - r  - (// + S)k ( 116)
din
ni'  = -  \  + ( p  -  n ) m  =  - n i C V ’( k )  -  (n  +  <’>))  +  ( p  -  n )m = - i n ( ' V ' ( k ) -  ( p  +  ó ) )  ( 1 1 7 )
dk
Las dos ecuaciones anteriores constituyen un sistema de ecuaciones diferen­
ciales no lineal, que depende de tres variables: el consumo (c), el capital (k) y 
la variable de coestado (m). Con el objeto de construir un diagrama de fase 
que explique la dinámica de crecimiento de la economía, se expresará el sis­
tema de ecuaciones en función solamente del consumo y el capital. Para ello, 
debemos despejar tanto la variable de coestado como su primera diferencia 
del sistema de ecuaciones anterior. La primera diferencia de la variable de 
coestado es igual a:
m = U"{c)c 18)
Reemplazando (115) y (118) en (117), obtenemos la expresión: 
, U\c)
U'(c)
( ¥ ' ( * ) - ( p  +  ¿>)) (119)





C ¥ \ k ) - ( p  + 8))
La expresión -U '(c)/ U"(c)c es igual a la inversa de la elasticidad de la utili­
dad marginal con respecto al consumo. Ello puede apreciarse en la siguiente 
expresión:
t)(c) -
d ( U ’(c)) c 
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La elasticidad r\(c) indica la sensibilidad de la utilidad marginal ante cambios 
en el nivel de consumo. Como en la parte superior de este ratio se encuentra 
la segunda derivada de la función de utilidad, esta elasticidad constituye una 
medida del grado de concavidad de la función de utilidad. Mientras mayor 
sea la elasticidad, mayor será la curvatura o concavidad de la función de uti­
lidad. En el caso del modelo de crecimiento neoclásico, como la función de 
utilidad satisface los requisitos de (109), la elasticidad tomará siempre un va­
lor positivo.
Finalmente, las ecuaciones (119) y (120) establecen lo siguiente:
-  =  - ^ - V ¥ \ k ) - ( p  + S ) )  (121)
c /7(c)
La ecuación (121) también se conoce como la regla de Keynes-Ramsey de 
consumo óptimo. Esta relación establece de forma explícita, los componentes 
que determinan la senda óptima de consumo. En esta ecuación, cuando la 
productividad marginal del capital neta de depreciación ('F'(k) - 5 ) es supe­
rior a la tasa de descuento subjetiva (p), la tasa de crecimiento del consumo 
(c'/c) es positiva. Ello se puede interpretar de la siguiente forma: cuando la 
productividad marginal del capital o la tasa de interés13 es relativamente ele­
vada, resulta conveniente destinar una buena parte de la riqueza (producto) al 
ahorro (inversión), con lo cual el consumo será mayor en el futuro que en el 
presente. De este modo, la trayectoria temporal del consumo será creciente. 
En caso contrario, 'F '(k) - 5 < p, como la tasa de interés neta es inferior al 
grado de impaciencia intertemporal (p), la estrategia óptima sería disminuir el 
ahorro (inversión) para incrementar el consumo presente, con lo cual dismi­
nuyen las posibilidades de consumo futuro. En este caso, la senda de consu­
mo tendría un comportamiento decreciente en el tiempo (c'/c < 0 ).
Por otra parte, mientras mayor sea el grado de concavidad de la función de 
utilidad, es decir un valor de r|(c) más elevado, la senda óptima de consumo 
será más estable. Por ejemplo, en el caso que la elasticidad de la utilidad 
marginal tienda a infinito, la tasa de crecimiento del consumo tendería a cero
1 3 .  E n  u n a  s i t u a c i ó n  d e  c o m p e t e n c i a  p e r f e c t a  s e  c u m p l e  q u e  l a  r e t r i b u c i ó n  a l  c a p i t a l  o  l a  t a ­
s a  d e  i n t e r é s  e s  i g u a l  a  l a  p r o d u c t i v i d a d  m a r g i n a l  d e l  c a p i t a l .  E l l o  s e  d e r i v a  a  p a r t i r  d e  l a  m a x i -  
m i z a c i ó n  d e  l o s  b e n e f i c i o s  d e  u n a  f i r m a  n  = F  ( K ,  L )  -  w L  -  r K ,  d o n d e  e l  p r e c i o  d e l  b i e n  s e  n o r ­
m a l i z a  a  1,  y  l o s  p r e c i o s  d e l  c a p i t a l  y  e l  t r a b a j o  s o n  i g u a l e s  a  “ r  y  “ w ” , r e s p e c t i v a m e n t e .  E n  f o r ­
m a  i n t e n s i v a ,  l o s  b e n e f i c i o s  s o n  n  =  H ' ( k )  - w  - r k .  L a  c o n d i c i ó n  d e  p r i m e r  o r d e n  d e  m a x i m i z a -  
c i ó n  d e  b e n e f i c i o s  e s t a b l e c e  r  =  H D k ) ,  l o  c u a l  i m p l i c a  q u e  e n  c o m p e t e n c i a  p e r f e c t a  l a  r e t r i b u ­
c i ó n  a l  c a p i t a l  d e b e  s e r  i g u a l  a  s u  p r o d u c t i v i d a d  m a r g i n a l .
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y, por lo tanto, se apreciaría un comportamiento del consumo casi constante. 
De manera opuesta, si la elasticidad tendiera a un valor cercano a cero, la tasa 
de crecimiento del consumo tendería a infinito y la trayectoria del consumo 
sería explosiva.
A partir de (116) y (121) conformamos el sistema de ecuaciones diferenciales 
con el cual se construirá el diagrama de fase. En primer lugar, debemos fijar 
el consumo y el capital per cápita en su estado estacionario (k ' = c ' = 0 ) para 
obtener las curvas de demarcación:
c = '¥ (k ) - (n  + 5)k ( 1 2 2 )
'¥'(k) = p  + S (123)
La primera curva de demarcación es una función que se obtiene a partir de la di­
ferencia de dos componentes: la función de producción 'Fjk) y la recta (n + 5 )k . 
La función de producción cumple con las condiciones de Inada en forma 
intensiva: LiinxV'(k) = ^  y ^ Lwi '^V (k) = o raz0 nporlacualpuederepresentar.se
como una función cóncava, tal como aparece en el Gráfico No. 3.5. La dife­
rencia de ambas funciones da como resultado una función similar a una pará­
bola (ver el Gráfico No. 3.6.).
Gráfico No. 3.5
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La segunda curva de demarcación (123) constituye una recta perfectamente 
vertical. Como la curva de productividad marginal es una función homogénea 
y depende solamente del capital per cápita (k), la ecuación (123) da como re­
sultado un valor constante del capital que depende de los parámetros p y 8 : k 
= T(p, 8 ). Las curvas de demarcación (122) y (123) se encuentran representa­
das en el Gráfico No. 3.6, y constituyen el lugar geométrico en el cual el capi­
tal y el consumo, respectivamente, se encuentran en estado estacionario (c ' = 
k ' = 0 ).
Gráfico No. 3.6
Una propiedad que se cumple en el diagrama de fase es que el consumo y el 
capital en el estado estacionario, siempre son inferiores al máximo nivel que 
se puede obtener de estas variables. Si maximizamos la ecuación (122) con 
respecto al nivel del capital, se obtiene la siguiente condición:
V e r n a l  ) = n  + 5 (124)
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Como p > n, se cumple p + 8 > n  + 5 y , por lo tanto, ¥ '( k  ) > ^ ' ( k ^ ) .  Al ser 
la curva de productividad marginal del capital 'F '(k) decreciente, entonces 
necesariamente se satisface la desigualdad k < kmax. Al stock de capital kmax 
se le denomina nivel de capital de la regla de oro, debido a que constituye el 
máximo valor factible que puede alcanzarse en la economía. El valor k , que 
representa el nivel en el estado estacionario, recibe el nombre de capital de la 
regla de oro modificada, ya que es el máximo valor del capital que se obtie­
ne al resolver el problema de maximización intertemporal.
La trayectoria del consumo y el capital en cada una de las cuatro áreas del 
diagrama de fase presentado en el Gráfico No. 3.6, se obtiene a partir de las 
derivadas parciales de las ecuaciones (116) y ( 1 2 1 ):
= - l  < 0 (125)
= Y'(A) < 0
n ( c )
(126)
El signo de la derivada en (125) indica que conforme se incremente el con­
sumo, la variación del stock de capital con respecto al tiempo disminuirá, y 
por ende el stock de capital. Ello implica que niveles de consumo por encima 
de la curva k ' = 0  disminuyen el stock de capital; y niveles de consumo infe­
riores, incrementan el stock de capital. En el Gráfico No. 3.2, esta dinámica 
se representa mediante flechas con dirección a la izquierda en las áreas I y II, 
y con dirección a la derecha en las áreas III y IV.
Por otra parte, el signo de la derivada (126) indica que conforme se incremen­
te el stock de capital, la variación del consumo con respecto al tiempo dismi­
nuirá, y por lo tanto el nivel de consumo. De esta forma, cualquier nivel de 
capital que se encuentre a la derecha del lugar geométrico c ' = 0  ocasionará 
una disminución del consumo, y cualquier nivel de capital a la izquierda de 
dicha curva significará un crecimiento del consumo. De manera similar al ca­
so anterior, este comportamiento se representa mediante flechas con dirección 
hacia abajo en las regiones II y IV, y con dirección hacia arriba en las regio­
nes I y III.
El impacto negativo del consumo sobre el capital y viceversa se debe al ca­
rácter de asignaciones competitivas que tienen el consumo y la inversión. Un 
crecimiento del consumo puede lograrse a través de una disminución de la
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inversión y, por ende, de una caída del capital en el futuro. Asimismo, un in­
cremento del stock de capital se obtiene a través de una mayor inversión, lo 
cual sólo es posible de obtener a través de una disminución del consumo.
La dirección de las trayectorias definidas por las derivadas (125) y (126) dan 
como resultado un equilibrio inestable, en el cual se puede alcanzar el estado 
estacionario (c , k ) solamente a través de la senda de ensilladura. Cualquier 
nivel de consumo y capital que se encuentre fuera de la senda de ensillada, 
conduce a trayectorias divergentes de estas dos variables.
Para el caso específico de una función logarítmica U(c) = Ln(c) y una fun­
ción de producción Cobb-Douglas F(K,L) =K “ L 1"“, el nivel de estado es­





1. Halle las sendas óptimas u*(t), y*(t) y A*(t) en los siguientes casos:
2
0
b. V = \ Ln(4yu)dt sujeto a y = 4 y (l-« );y (0 ) = l;y(l) = e1
c. V = \ - u 1dt sujeto a y' = y + u;y(0) = l;y(l) = 0
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d .  V  =  J -  '  ( i r  + \ 2 ) d t  s u j e t o  a  y  =  u  -  y ;  y ( 0 )  =  1; v ( 1 )  =  v,  ( v ,  l i b r e )
ü
r
e. V = J -  dt sujeto a y' = y + u\ v(0) = 5; y(T) = 11; (T libre)
o
f. V = J ( 1 -  yjudt sujeto a y = ( 1 - y)u\y(0) = 0 ; (u(t)e  [0 , 1  ])
0
/
g .  V  =  J (  v "  +<J.v + b u  +  ( ' » ’ )dt  s u j e t a n  y '  = ir. v ( 0 )  =  </; v ( 7 " )  =  y ,  ( y ,  l ib re )  ( a . b . c . d  > 0)
O
1
h. V = J(2  v -3 «  -  u2 )dt sujeto a y = v + u v(0) = 5; v(l) = v, (>’, libre)
o
2. El siguiente problema de control óptimo:
I
V = j* f ( y , u ) d t
y = g(v,«) 
v(0 ) = dado) 
y(T) = dado)
Se denomina autónomo debido a que no depende explícitamente del 
tiempo (t).
a. Demuestre que en el problema anterior, el Hamiltoniano óptimo es cons­
tante en todo el horizonte temporal.
b. Demuestre que para g(y, u) = u se cumple la condición:
./ y' f  e Vr e [0,71 
Donde c pertenece a los números reales.
Maximizar 
sujeto a
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3. Dado el siguiente problema de control óptimo:
Ma.ximizar V(a) = e '*Ln(u)dt
sujeto a y'  = by -  it 
y (a) = c 
Lini y(t) = 0
(a, b, c > 0 )
Demuestre que se cumple la siguiente condición:
V(a) = e~p"V( 0)
4. La curva de demanda de un mercado en el instante “t” viene dada por: 
c/(t) = a — bp(t) (a,b > 0 )
Donde q(t) y p(t) representan la cantidad y el precio, respectivamente. Hn 
este mercado existe una firma grande que fija el precio, y un grupo de 
firmas pequeñas que son tomadoras de precios. Nuevas firmas pequeñas 
entrarán al mercado si la firma grande determina un precio mayor a p . 
La producción agregada de las firmas pequeñas (y(t)) se comporta de 
acuerdo con la siguiente ecuación diferencial:
La compañía grande produce una cantidad q(t) - y(t), y presenta un costo 
medio constante e igual a c (p > c > 0). Fd objetivo de la empresa es ma- 
ximizar el valor presente de sus beneficios descontados a la tasa “r":
y = k(p  — p')  (k > 0 ) 
v(0 ) = y0 (y„ > 0 )
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a. Plantee un diagrama de fase que explique la dinámica del precio y la pro­
ducción de las pequeñas firmas.
b. Encuentre el valor del precio y la producción de las pequeñas firmas en el 
estado estacionario.
c. Compruebe la condición de suficiencia de Mangasarian.
5. La variación de las ventas (V) de un producto de la firma XYZ decrece 
de manera proporcional al monto de las ventas, pero aumenta proporcio­
nalmente al gasto en publicidad (P) destinado al sector del mercado que 
aún no adquiere el producto. De esta forma, las ventas se comportan de 
acuerdo con la siguiente ecuación diferencial:
Donde M es el valor de las ventas de todas las empresas dentro del 
mercado. El objetivo de la empresa es maximizar el valor de las ven­
tas hasta el período “T ” :
a. Si la firma XYZ puede destinar a lo más 3,000 unidades monetarias (u.m.) 
en publicidad, mediante el principio del máximo halle la política publici­
taria óptima y la evolución de las ventas. Asuma los siguientes valores pa­
ra los parámetros: a = 1, b = 2, M = 100, a  = 4, T = 12. Considere que las 
variables de control y estado se encuentran expresadas en miles de u.m.
b. Compruebe si se cumple la condición de suficiencia de Mangasarian.
6 . Suponga que un partido político acaba de ganar las elecciones presiden­
ciales (t = 0) y que las próximas elecciones se realizarán dentro de “T” 
años. El partido gobernante desea ser reelegido en las siguientes eleccio­
nes, razón por la cual busca maximizar la intención de voto de la ciuda­
danía representada a través de la función v(*). Los votantes evalúan al 
gobierno sobre la base de la evolución de la inflación (p) y el desempleo 
(u) durante el período de gobierno. Los electores le asignan una mayor
M
DadoV(0) = Vo (V0 > 0)
T
0
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importancia a la situación económica cercana al período de elección, de 
acuerdo con el factor e". De este modo, el funcional objetivo del partido 
gobernante es el siguiente:
La inflación, el desempleo y la inflación esperada (n) en la economía se 
relacionan de acuerdo con la curva de Phillips:
Por otra parte, ¡a inflación esperada se forma de acuerdo con expectati­
vas adaptativas:
Si la intención de voto de los electores se representa a través de la si­
guiente función:
a. Halle la trayectoria del desempleo, la inflación y la inflación esperada, si 
el valor inicial de la inflación esperada es n(0) = m  y el valor terminal es 
libre. Considere al desempleo como la variable de control y a la inflación 
esperada como la variable de estado.
b. Compruebe la condición de suficiencia de Mangasarian.
I
p  = a ~ b u  + cn  (a,b,c>  0 )
n '  = d ( p - n )  (d > 0 )
v(m. p)  = -u~ -  kp (k > 0 )
IV
Programación dinámica
En este capítulo estudiaremos la tercera de las técnicas de optimización inter­
temporal más empleadas en la formulación de problemas económicos: la 
programación dinámica. Esta metodología de optimización dinámica fue 
desarrollada por el matemático Richard Bellman en 1957' y, desde entonces, 
ha sido utilizada principalmente en el planteamiento de modelos de macroe- 
conomía dinámica. La formulación básica del problema de programación di­
námica es muy similar al del control óptimo:
T
M a x i m  i z a r  v  =  ^ f i  (>V - " , )  +  Z ( y T + l )
1=0
s u j e t o  a  >’(+ !  -  )
y 0  d a d o
y,+1 Ubre
yt >0 
u ,  > 0
Con el fin de introducirnos en la técnica de la programación dinámica, de­
sarrollaremos los problemas en tiempo discreto. La programación dinámica 
en tiempo continuo involucra el conocimiento de ecuaciones diferenciales 
parciales, y la explicación de ese tema excede los objetivos del presente texto. 
Por otro lado, los elementos que componen el problema (1) son los mismos 
que en el control óptimo. Las variables ut e y, constituyen las variables de 
control y estado respectivamente, a la función g(») se le denomina ecuación 
de movimiento o de transición, y a la función f(*) se le conoce como función 
de retorno (ésta es equivalente a la función intermedia). Finalmente, al igual 
que en los capítulos anteriores, a “V” se le denomina funcional objetivo. 1
( 1)
V /  =  0 , 1 , 2 , . .  J
1.  B e l l m a n ,  R i c h a r d ,  D y n a m i c  P r o g r a m m in g ,  P r i n c e t o n :  P r i n c e t o n  U n i v e r s i t y  P r e s s ,  1 9 5 7 .
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Antes de iniciar con la explicación de la técnica de programación dinámica 
cabe resaltar tres aspectos. En primer lugar, si bien un mismo problema puede 
plantearse a través de la programación dinámica y del control óptimo, existe 
una suerte de especialización. En aquellos problemas en los cuales se consi­
dera el tiempo continuo y variables determinísticas, usualmente se emplea la 
técnica de control óptimo; mientras que aquellos en los cuales se consideran 
el tiempo discreto y variables estocásticas (es decir, variables que tienen un 
comportamiento aleatorio), se emplea la técnica de programación dinámica.
En segundo lugar, mientras que en el control óptimo es posible obtener una 
solución analítica de una forma relativamente sencilla para las variables en 
análisis, en la programación dinámica no ocurre lo mismo. Por lo general, a 
partir de las condiciones de primer orden del problema de programación di­
námica se obtienen características cualitativas acerca del proceso de optimi­
zación intertemporal que enfrentan los agentes. Solamente bajo formas fun­
cionales específicas de la ecuación de movimiento y la función de retorno, se 
pueden obtener soluciones analíticas simples para el problema (1). En caso 
contrario, las trayectorias de las variables de control y de estado se obtienen a 
través de métodos numéricos o de computación.
En tercer lugar, las variables de control óptimas en programación dinámica 
son de circuito cerrado (también denominado closed-loop control), es decir, 
dependen tanto de la variable de estado (yt) como del tiempo (t). En el caso 
del control óptimo, las variables de control son de circuito abierto (también 
denominado open-loop control), ya que éstas dependen exclusivamente del 
tiempo. A la estrategia que determina el valor del control óptimo para un va­
lor dado de la variable de estado se le denomina función de política (policy 
function), y se le representará mediante la función ut = h(yt). Esta función 
constituye la esencia de la solución al problema ( 1 ).
El presente capítulo está compuesto por cuatro secciones. En la primera se 
desarrollará, a manera de introducción, la forma convencional de resolver el 
problema de optimización intertemporal discreto, es decir, empleando las 
condiciones de Kuhn-Tucker. En la segunda sección se plantea cómo a tra­
vés de la ecuación de Bellman un problema de optimización multiperíodos 
se transforma en una secuencia de problemas de solamente dos períodos. 
Adicionalmente, se desarrollarán las condiciones de primer orden cuando el 
horizonte temporal es finito. En la tercera sección, se extenderán los resulta­
dos a un horizonte temporal infinito. Por último, se considerará el problema 
de programación dinámica en un entorno de incertidumbre.
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1. Optimización dinámica empleando las condiciones de 
Kuhn-Tucker
En el problema (1), el objetivo consiste en determinar las secuencias de 
las variables de control y estado que logren maximizar el funcional obje­
tivo. No obstante, dicho problema puede ser interpretado como un pro­
blema de optimización estática en el cual se deben determinar las “2T + 
2” variables2 que optimicen la función objetivo. Con el fin de introducir­
nos en la programación dinámica, desarrollaremos el problema ( 1 ) bajo 
el segundo enfoque.
1.1 Las condiciones de Kuhn-Tucker
Dada la función Lagrangiana del problema (1):
T T
L = X (-v' } + Z (-v? +‘) + S A' (g>(y' } “  'v'+ '} (2 )
t~o  !=<>
Las condiciones de Kuhn-Tucker establecen que las variables que optimi­
zan la función objetivo cumplen con las siguientes condiciones de primer 
orden:
dL „ dL—  < 0













vr = 0,1,2,..„ r
Para simplificar el problema, asumiremos que la solución es interior. Por lo 
tanto, las condiciones de primer orden se resumen del siguiente modo:
= 0  - ^ _  = o ^
du, dy,+¡ dX,
V/ = 0,1,2,..., r (4)
2 .  S e  d e t e r m i n a n  “ T  +  I ”  v a r i a b l e s  d e  c o n t r o l  y  “ T  +  1 ”  v a r i a b l e s  d e  e s t a d o .
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Desarrollando cada una de las tres condiciones, obtenemos el siguiente siste­
ma de ecuaciones en diferencias:
a.
du, du, du,




df , + 1 , o ág ,+i 





g t ( y , , u , ) - y t+{ = 0
Para obtener el conjunto de variables que optimizan la función objetivo es 
necesario seguir el siguiente procedimiento. En primer lugar, se desarrolla la 
ecuación (5.b) para t = T:
dZ
dyr+i
- A t = 0 (6)
En segundo lugar, se debe reemplazar la ecuación (6 ) en (5.a) para el período 
“T” , con lo cual obtenemos la siguiente expresión:
dfT | dgT dZ 
duT duT dyT+l (V )
La ecuación (7) junto con la ecuación de transición para el período “T” :
>’r+i — § t  (y’r  ’ u t ) (8)
constituyen un sistema con dos ecuaciones y tres incógnitas (uj, yj, yt+ i)■ A 
partir de dicho sistema se puede obtener una función de política que indique 
la elección óptima de la variable de control (ut), dada la variable de estado 
(yt): Ut =  h(yT).
En tercer lugar, desarrollamos la ecuación (5.b) para el período t = T -l:
d/r , ¿  d8r
dyT 7 dyT
~  ¡ —  0 (9)
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Reemplazando (9) y (6 ) en la ecuación (5.a), obtenemos para el período t = T-l 
la siguiente condición:
d/r-i | dgr -i dfT | dgT dZ
^_i dy-f dyj-
= 0 ( 10)
Como se ha podido encontrar una función de política u r = h(yr), en realidad 
la variable yT+i puede expresarse en función yx del siguiente modo: yT+i = 
g(yT, h(y-r)). De esta forma, en la condición (10) intervienen 3 variables: ut-i, 
yx-i e yx- Dicha ecuación junto con la ecuación de movimiento para el período 
“T - 1”:
y T - i  8 T - \ ( y T - \ , u T~\} d i )
representan nuevamente un sistema de dos ecuaciones con tres incógni­
tas. A partir de dichas relaciones se puede obtener la función de política 
para el período “T - 1” : ux-i = h(yx-i). En general, para el período “t”, la 




\ dfn2 , d8,+2
f dZ " 11
_9» + 1 9 » +i i 9 v, +2 V ÍJ (12)
yl+, = 8,(«,- y,)
Vf =0,1,2,. ..,T
Este método, utilizado para hallar la función de política, es denominado 
inducción hacia atrás, ya que es necesario resolver el problema em pe­
zando desde el último período hasta el tiempo inicial t = 0. Tal como se 
puede apreciar en (12), el método permite obtener la variable de control 
óptima en el período “t” excluyendo los valores pasados de las variables 
de control y de estado (u¡, yj, Vj = 0, 1, 2,..., t- l) . Esta característica de la 
condición de primer orden (12) constituye la base del principio de opti- 
malidad desarrollado por Bellman, el cual será explicado en la sección
2.1 del presente capítulo.
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Una vez obtenida la función de política para cada período, la secuencia de 
variables de control y estado óptimas se obtienen de una manera relativamen­
te sencilla, siguiendo el esquema que se presenta a continuación:
En el período t = 0 contamos con el valor inicial yo (yo > 0), y empleamos la 
función de política h(*) para obtener el control óptimo uo. A continuación, 
reemplazamos los valores uo e yo en la ecuación de transición, con lo cual se 
obtiene la variable de estado en el siguiente período yi. Se repite el procedi­
miento para t = 1 , y se obtiene la variable de control ui y la variable de estado 
y2 - Siguiendo el mismo esquema hasta el último período, se halla el valor óp­
timo de las “2T + 2” variables que intervienen en el problema.
1.2 La ecuación de Euler: condición de optimización intertemporal
En un problema económico, muchas veces más importante que obtener la tra­
yectoria de una variable es la condición de optimización intertemporal, y có­
mo se interpreta dicha condición en el marco de la teoría económica. Con este 
propósito se emplea una condición de equilibrio denominada ecuación de 
Euler. Esta ecuación es similar a la vista en el cálculo de variaciones; sin em­
bargo, en el presente caso está planteada en tiempo discreto. Para derivar la 
ecuación de Euler utilizaremos las condiciones de primer orden planteadas en 
(5). En primer lugar, debe despejarse el multiplicador de Lagrange de la 
ecuación (5.b), con lo cual se obtiene la siguiente expresión:
y, -------► /!( } ' , ) -------► u¡
(13)
Por otro lado se despeja la ecuación (5.a) y se adelanta un período, con lo 
cual se obtiene:
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¿ví + 1 dy,+1 dS , +i
_ ( <&,+. j
=  0 (15)
La ecuación de Euler junto con la ecuación de transición:
3\+i = 8 , ( u , , y t )  (16)
resumen las condiciones de primer orden del problema (1). Para interpretar 
de una manera más sencilla la ecuación de Euler, asumiremos que la ecuación 
de transición no depende de la variable estado (gt(uO), con lo cual (15) se 
simplifica del siguiente modo:
M í - + d8> - o  \/t = 0,1,2....T (17)
du, du, ¿fy(+1
Esta condición implica que la elección de la variable de control en el pe­
ríodo “t” debe ser tal que garantice que la función de retorno en el mismo 
período sea la mayor posible, pero considerando el efecto de la asigna­
ción sobre la función de retorno en el período siguiente. Ello se debe a 
que a través de la ecuación de movimiento, las variables en distintos pe­
ríodos de tiempo se encuentran interrelacionadas. De este modo, las deci­
siones en un período afectarán a la función de retorno en los siguientes 
períodos. En este sentido, el segundo término de la ecuación (17) es un 
producto de derivadas que miden el efecto de la elección de la variable 
de control ut sobre la función de retorno en el período “t+1” . Dichas de­
rivadas constituyen una aplicación de la regla de la cadena, ya que indi­
can cómo cambia la función de retorno ante una variación de la variable 
de estado en el período “t + 1 ” , multiplicado por la variación de esta va­
riable ante un cambio en la variable de control en el período “t” .
De esta manera, si la condición (17) se cumple para todos los períodos, la se­
cuencia de la variable de control es óptima en la medida en que garantiza que 
el control en cada período toma en cuenta el efecto sobre las funciones de re­
torno en el futuro. Si estuviéramos en el caso en el cual no existiera una ecua-
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ctón de movimiento (g, = 0 ), y no hubiera interrelación entre las variables de 
distintos períodos, entonces nos enfrentaríamos a la siguiente condición de 
optimización:
~  = 0 V/ = 0,1,2,..., T  (18)
Olí,
que constituye la condición de optimización empleada en los problemas está­
ticos. La condición (18) implica que la función de retorno en cada período se 
encuentra maximizada. Dicho resultado es consistente, ya que no es necesario 
considerar los efectos de la variable de control sobre períodos futuros.
1.3 Condición de segundo orden'
Para asegurar que efectivamente a partir de las condiciones de primer orden 
se obtengan las secuencias de las variables de control y estado óptimas, es 
necesario emplear las condiciones de suficiencia planteadas en Sargent3 4. Es­
tas condiciones establecen que si se cumple que:
a) f,(ut, yó es una función cóncava y acotada.
b) El conjunto definido por {yt+i, y,, u,: yt+i < gt(ut, yt))es convexo y compac­
to para cualquier senda ut factible.
c) La secuencia de variables yt+I, ut (Vt = 0, 1,2,..., T) satisface las condicio­
nes de primer orden de Kuhn-Tucker.
Entonces, yt+¡, u, (Vt = 0, 1, 2,..., T) da como resultado un máximo global de
V. Si la función de retorno fuera estrictamente cóncava, dicho máximo global 
sería único.
A continuación desarrollaremos dos aplicaciones económicas sobre los con­
ceptos vistos hasta el momento. En el primer ejemplo desarrollaremos un 
problema microeconómico, en el cual un individuo enfrenta la decisión de 
determinar la senda de consumo que maximice su utilidad intertemporal. El 
segundo ejemplo es una aplicación macroeconómica, en la cual se determina 
el patrón de crecimiento óptimo de una economía. En vista de que el proce­
3 .  B a s a d o  e n  l a s  c o n d i c i o n e s  d e  s u f i c i e n c i a  d e  K u h n - T u c k e r .
4 .  S a r g e n t ,  T h o m a s .  D y n a m iv  M a r r o e c o n o m ic  T lieo ry ,  C a m b r i d g e :  H a r v a r d  U n i v e r s i t y  
P r e s s ,  1 9 8 7 .
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dimiento para obtener los valores óptimos de las variables de control y estado 
es relativamente engorroso, limitaremos la solución del problema a la obten­
ción de la función de política.
Ejemplo 1.- Asignación de consumo y ahorro5
Un individuo cuenta con un stock de ahorros igual a St. Cada período, el 
agente retira de sus ahorros un monto igual a c, para destinarlo a bienes de 
consumo. El stock de ahorros remanente (S, - Ct) se deposita en un banco que 
paga una tasa de interés constante e igual a “r” (0 < r < 1). De este modo, en 
el siguiente período, el nuevo stock de ahorros será igual a (1 + r)(St - Ct). Es­
ta operación se repite período a período hasta el momento T, cuando termina 
el horizonte de optimización del individuo. El comportamiento de los aho­
rros puede ser expresado de una manera simple, a través de una ecuación 
de movimiento:
Sl+I <(1 + 0 (5 , - C , )  V/ = 0,l,2,...,7" (19)
Dado un stock inicial de ahorros So, el objetivo del individuo consiste en 
maximizar su bienestar intertemporal hasta el período “T”, empleando el fac­
tor de descuento (3 ( 0  < < 1 ):
r
u ^ p ' m )  (2 0 )
f=0
Donde f(Ct) es la función de retorno, que se interpreta como la función de uti­
lidad asociada a cada período. El problema que enfrenta el consumidor se re­




sujeto a S,+i -  a (S, — C, )
So > 0  
S/+1 libre 
S, > 0  
C, > 0
(a  = (1 + r)) Vi =0,1,2,...,T
5 .  P a r a  m a y o r  d e t a l l e  s o b r e  e s t a  a p l i c a c i ó n  e c o n ó m i c a ,  v e r  L é o n a r d ,  D a n i e l  y  N g o  v a n  
L o n g ,  O p tim a l C o n tr o l  T h e o r y  a n d  S ta t ic  O p tim iz a tio n  in  E c o n o m ic s , C a m b r i d g e :  C a m b r i d g e  
U n i v e r s i t y  P r e s s , 1 9 9 3 ,  p p .  1 7 9 - 1 8 1 .
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La resolución del problema se divide en tres partes. En la primera se desarro­
llará la ecuación de Euler, para una función de utilidad genérica f,(Ct); en la 
segunda, se hallará una función de política; y finalmente, se evaluarán las 
condiciones de segundo orden.
a) Ecuación de Euler
En los casos en que la función de utilidad es compleja, no es posible obtener 
la función de política de una manera analítica, por lo que resulta conveniente 
analizar la condición de optimización intertemporal. Asumiendo una función 
de utilidad general f(C,) (f (C t) > 0, f” (Ct) < 0) y empleando la ecuación de 
Euler (15), obtenemos la siguiente condición de equilibrio intertemporal:
El lado izquierdo representa la tasa marginal de sustitución entre consumo 
presente y consumo futuro, e indica cuánto valora el consumidor en términos 
relativos una unidad de consumo de un período a otro. El lado derecho de la 
ecuación representa la tasa de interés bruta ( 1  + r), es decir, cuánto se valora 
en el sistema financiero una unidad de consumo de un período a otro. En el 
equilibrio, las dos valoraciones deben ser iguales; de lo contrario, la asigna­
ción de consumo no sería óptima. Si la tasa marginal de sustitución fuera ma­
yor a la tasa de interés bruta, el agente valora más el consumo que el sistema 
financiero, por lo tanto resultaría conveniente incrementar el consumo. Por el 
contrario, si la tasa marginal de sustitución fuera inferior a la tasa de interés 
bruta, convendría disminuir el consumo. Cuando la asignación de consumo es 
óptima en cada período de tiempo, entonces ambas tasas deben ser iguales.
La condición de equilibrio también puede ser interpretada de otra forma. Su­
pongamos que en un período “t” disminuye el consumo en una unidad, ello 
trae como consecuencia una disminución de la utilidad en (3‘f  (Ct). Esta uni­
dad de consumo puede ser invertida en un banco, donde se puede obtener un 
rendimiento constante e igual a “r” . En el período siguiente se podrá contar
(22)
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con (1 + r) unidades de consumo. En “t + 1”, el bienestar del agente se incre­
mentará en p t+1 f  (Cl+i)(l + r). Si la asignación es óptima, se debe cumplir que 
el agente debe ser indiferente entre ambas opciones, con lo cual llegamos a la 
siguiente condición:
, +r)
s e ,  p  s c , „
(23)
la cual es equivalente a la ecuación de Euler.
b) Función de política
Asumiendo una función de utilidad logarítmica f(Ct) = LnCt, la función La- 
grangiana del problema es la siguiente:
L = ^ p ' L n C ,  + ^ X , ( a ( S ,  -  C,) -  S l+Í)
(=0 r=0
(24)
La condición de primer orden se resume del siguiente modo:




= -A, +dk,í , <0
C >0 -----C, =0
de, (25)
S , > 0 0 V/= 0,1,2....,L
dS,L,
c. —L- = a ( S , - C , ) - S . tl >0 A, >0 —-A, =0
dX, ' dX,
Ahora resolveremos el problema mediante inducción hacia atrás. En primer 
lugar, empezaremos por resolver el problema en el período “T”. Para dicho 
período se cumple:
- dL-  = P r —  -a X r < 0  







 1í oAl oiiis*! ^1
dsT+l 1 i +t
c. —  = orOS,. -  CT) -  Sr+l > 0 A-, > 0 A, = 0
dAj dX-,
172 Apuntes de Estudio
De manera intuitiva podría determinarse cuáles son las asignaciones de con­
sumo y ahorro en el último período. ¿Qué sucedería si el nivel de ahorro fuera 
positivo en el período “T + 1”? En dicho caso nos encontraríamos en una si­
tuación subóptima, ya que en la medida en que no existe utilidad por el con­
sumo realizado más allá del período “T”, cualquier “herencia” dejada por el 
agente implicaría una pérdida de bienestar. En este sentido, el ahorro óptimo 
St+i debería ser igual a cero. Del mismo modo, como la utilidad marginal es 
siempre positiva, el consumo óptimo deberá ser mayor a cero en todo el hori­
zonte temporal. A continuación se demostrarán estos resultados matemática­








Como el consumo es positivo, la expresión anterior es estrictamente positiva. 
Por otra parte, en (26.b) se cumple la tercera condición:
7 T Í S'* '=0 (29)
Como el primer término en (29) es estrictamente positivo, ello implica que 
el ahorro en el último período es igual a cero. Esta igualdad equivale a la 
condición de transversalidad del problema de control óptimo y del cálculo 
de variaciones, en la medida en que determina el valor de la variable de es­
tado en el último período. El resultado obtenido (St+i = 0) lo reemplazamos 
en la ecuación de movimiento, con lo cual obtenemos la siguiente función 
de política:
CT = ST (30)
Programación dinámica 173
De igual forma, en el período “T - 1” se cumplen las condiciones:
= a(Sr_t -  cy_,) ~ S T > 0 X
ST > 0  —  Sr = 0
' dST ‘
Considerando que CT.i > 0  y despejando la ecuación (31.a.), obtenemos lo 
siguiente:
Por otra parte, si consideramos que St > 0, se cumple:
Reemplazando (27) y (32) en (33), se llega a la siguiente relación:
a c r _x ~ *  c , (34)
CT = a  fiC , ,
Reemplazando (30) y (34) en la ecuación de movimiento, se obtiene final­
mente la función de política para el período “T - 1”:
apCT_{ = a (S T_l - C T_¡)
(33)
(35)
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\ + P + p 2
(37)
En general, para el período “t” , la función de política tomará la siguiente for-
C, =- S, 1 ~P
1 + /Í+ ... + /P \ - P '
-s, vt = 0 ,1 , 2 ....r (38)
Esta función de política indica que el consumo es igual a una fracción, cam­
biante en el tiempo, del nivel de ahorro.
c) Condición de suficiencia
Con el fin de asegurar que las condiciones de Kuhn-Tucker efectivamente 
maximicen la función objetivo, se evaluará la condición de suficiencia. En 
primer lugar, la función de retorno debe ser cóncava, lo cual se satisface:
d \ í
d C ,2
- < 0 (39)
En segundo lugar, la ecuación de movimiento es lineal y se clasifica como 
función convexa:
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Por lo tanto, la función de política obtenida a través de las condiciones de 
Kuhn-Tucker permite obtener las secuencias de las variables de control y estado 
que maximizan la función objetivo.
E jem plo 2.- M od elo  d e crecim ien to  n eoclásico6
Suponga una economía en la cual se produce un solo bien de acuerdo con la 
función de producción 0 (k,). Cada período, la producción se destina solamente a 
dos fines: consumo (Ct) o inversión en capital para el período siguiente (kt+i). 
Dicho proceso de asignación puede representarse a través de la siguiente ecua­
ción de movimiento:
C , + k l+] < 0 { k t ) (41)
Por otra parte, el objetivo de la sociedad es maximizar su bienestar intertem­
poral empleando el factor de descuento |3 :
T
U = ^ P ' f ( c ,) (0< /3 < 1) (42)
(=0
De esta manera, el problema que enfrenta el planificador social se resume del 
siguiente modo:
T
Maximizar u ^ P ' n c , )
l-o
sujeto a c ,  + c+ i  -  0 (^ i ) 
A0 >  0 
kTrl libre 
k,u >  0 
C, > 0
(43)
6. La aplicación ha sido tomada de Sargent, Thomas, op. vit, pp. 24-27. El modelo pro­
puesto se basa en el artículo escrito por Brock, William y Leonard Mirman, ‘‘Optimal Economic 
Growth and Uncertainty: The Discounted Case”, en Journal o f Economic Theory, 1972. pp. 
479-513.
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Al igual que en el primer ejemplo, la resolución del problema se divide en 
tres partes. En la primera se establece la condición de primer orden del pro­
blema, para funciones generales f(Ct) y (j)(kt). En la segunda, se halla la fun­
ción de política óptima. Finalmente, en la tercera sección, se evalúa la condi­
ción de segundo orden.
a) Ecuación de Euler
Como se mencionó anteriormente, en algunos casos, en lugar de hallar las 
trayectorias de las variables de control y estado resulta conveniente analizar 
la condición de optimización. Asumiendo funciones genéricas para el nivel de 
utilidad f(Ct) (f’(Ct) > 0 f” (C,) < 0) y la producción (J)(kt) ((J>’(kt) > 0 (])” (kt) < 
0), podemos plantear la ecuación de Euler para analizar la condición de equi­
librio intertemporal. Considerando la ecuación de movimiento k,+i = (j)(kt) - 
Ct, la ecuación de Euler establece lo siguiente:
La interpretación de la ecuación de Euler es muy similar a la del ejemplo an­
terior. En el contexto macroeconómico, el uso alternativo de una unidad de 
consumo ya no consiste en realizar un depósito en un banco sino en la inver­
sión en capital. De esta forma, la ecuación de Euler establece que la tasa mar­
ginal de sustitución entre consumo presente y consumo futuro debe ser igual a 
la productividad marginal del capital. Si la tasa marginal de sustitución fuera 
mayor a la productividad marginal, entonces, la sociedad como un todo valo­
ra más el consumo presente que la inversión en capital; por lo tanto, la deci­
sión óptima sería aumentar el consumo y disminuir la inversión en capital. 
Por el contrario, si la tasa marginal de sustitución fuera inferior a la producti­
vidad marginal, convendría disminuir el consumo e incrementar la inversión 
en capital. De esta forma, en el equilibrio, las secuencias óptimas de consumo 
y capital deben cumplir con una relación de igualdad entre la tasa marginal de 
sustitución y la productividad marginal.
(44)
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b) Función de política
Para obtener la función de política asumiremos una función de utilidad loga­
rítmica f(C,) = LnC,, asimismo se asumirá la función de producción <¡>(k,) = 
k “. Como la utilidad marginal es siempre positiva, entonces nunca se desper­
diciarán unidades de consumo y la restricción (41) siempre se cumplirá con 
igualdad. De este modo, para simplificar el problema, reemplazaremos la res­
tricción (41) en la función objetivo (42), con lo cual obtendríamos la siguien­
te función Lagrangiana:
T
¿ = £ / 3 ' /.«(*,“ ~ ki+\)
r=0
(45)
Este problema presenta una ligera variación con respecto al anterior. Con el 
fin de hacer más simples los cálculos operativos, se ha eliminado la variable 
Ct del problema y se ha considerado como única variable de elección a k1+i. 
En este sentido, la condición de primer orden es la siguiente:
dL = - /T  '
dk,
V? = o,i,2, . . „ r - i
— -  = - p ' - - - 1- - -
dkni (k“ - k , H)
Vr =T
+ / r ak‘‘ < 0  /C , > 0  - — k,^ = o
dk,_ (46)




Para resolver el problema mediante el método de inducción hacia atrás, de­
bemos empezar por la condición de primer orden en el período “T” :
dL






kTj_¡ — 0 (47)
Al igual que en el ejemplo anterior, intuitivamente resulta razonable plantear 
que el stock de capital kx+i sea igual a cero. En caso contrario, se estarían 
desperdiciando recursos y la sociedad alcanzaría un nivel de bienestar subóp­
timo. A continuación demostraremos este resultado matemáticamente. La de­
rivada del lagrangiano con respecto a kx+i es igual a:
= ------- 1-------
dkT+í (kj -  kT+l)
> 0 (48)
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La expresión (48) es estrictamente positiva, ya que por la restricción (41) el 
denominador equivale al consumo7. Ello implica que se debe cumplir la 
condición:
dL
dk¡ +i kr+\ -  P ' (k? - * r +1)
~k7+i -  0 (49)
Lo cual significa que necesariamente kr+i = 0. Siguiendo con el procedimien­
to, en el período “T - 1” se cumplen las condiciones:
d L  _  _o7'-1 1 +  n T  ( ^ T
dk¡ (A>_, -  kT) (k“ -  kT+])
d¡_
SkT
kT = 0  (50)
Para resolver las condiciones partimos de la condición Rt > 0, con lo cual se 
cumple:
3L _(
dk, ( k '^ - k , )  (k'‘ - k lt¡)
■ i ‘. "X . o (51)
L ' (/i k 
' I +afi 1
La condición (51) constituye la función de política que determina el stock de 
capital óptimo para el período “T”, en función del capital en “T - 1”. En “T - 
2 ”, las condiciones de primer orden están dadas por:
dL
dkj - p 7 (kT_2 kr_|)
■+ P7
(kLT ■kr)
- < 0  kT > 0 dL
dkT
kT = 0 (52)




(k'¡_, -  kr_¡)-  + PT-
ak',‘
(k¡ -i k¡ ) (53)
afik" _ 1
(kr , - k , )  (*“_2 — *v-,)
7 .  P a r a  q u e  e l  m o d e l o  s e a  c o n s i s t e n t e ,  e l  c o n s u m o  d e b e  s e r  e s t r i c t a m e n t e  p o s i t i v o .  O e  lo  
c o n t r a r i o ,  a  p a r t i r  d e  la  f u n c i ó n  d e  r e t o r n o  n o  s e  p o d r í a n  o b t e n e r  v a l o r e s  r e a l e s  q u e  r e p r e s e n t e n  
e l  n i v e l  d e  b i e n e s t a r .
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Reemplazando (51) en (53) se obtiene la función de política para el período 
“T - 2”:
k ~aB + a^ k aK j - i - a p k T _ 2
1 +ap +a~P~
(54)
En general, la función de política para el período “t” viene dada por:
--a/3 (aP')T~‘
T - l+l K <1  -  ( a / 3 )
Vi =0,1,2,..., T (55)
De manera similar al ejemplo anterior, el capital en un período constituye una 
fracción variante en el tiempo de la producción agregada en la economía.
c) Condición de suficiencia
En la medida en que la función de utilidad es estrictamente cóncava:
Ü L
dC,2 c :
- < o (56)
y la ecuación de transición es convexa:
H l
dC:
■ = 0 (57)
las condiciones de Kuhn-Tucker constituyen una condición necesaria y sufi­
ciente para la maximízación de la función objetivo. En este sentido, la se­
cuencia de consumo y capital generada a partir de la función de política (55) 
es óptima.
2. Programación dinámica con horizonte temporal finito
La resolución del problema (1) a través de las condiciones de Kuhn-Tucker, 
si bien es correcta, no es la manera más eficiente de enfrentar el problema. 
Tal como se ha podido apreciar, la resolución de las condiciones de primer 
orden de Kuhn-Tucker involucra cálculos engorrosos para despejar las varia­
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bles de control y de estado óptimas. Con la finalidad de resolver aquellos 
problemas con una estructura similar a (1), Bellman8 desarrolló el método de 
programación dinámica. Esta técnica aprovecha la naturaleza recursiva del 
problema para resumir el planteamiento en una relación denominada ecua­
ción de Bellman. El método se sustenta en el principio de optimalidad, el 
cual será explicado a continuación.
2.1 El principio de optimalidad
El problema de programación dinámica (1) cumple con dos propiedades fun­
damentales, que permiten la resolución de una forma recursiva:
a) Propiedad de separabilidad: Para todo t, las funciones de retorno y tran­
sición, ft(») y gt(*), dependen de “t” y de los valores contemporáneos de las 
variables de control y estado, pero no de sus valores pasados o futuros.
b) Propiedad de aditividad: El funcional objetivo V es la suma de las fun­
ciones de retorno en los “T” períodos.
Sobre la base de estos dos principios se establece el principio de optimalidad: 
Principio de optimalidad
La secuencia de variables de control ut* (Vt = 0, 1, 2,..., T) es una solución 
óptima al problema (1) si y sólo si ut* (Vi = t, t + 1, t + 2,..., T) resuelve el 
siguiente problema Vt = 0, 1, 2,..., T:
r
Maximizar V, = ' Z f T(yT,uT) + Z (yT+l) (58)
T —l
sujetoa y \+x= g T(y \ ,u z ) \/z  = t,t + l,t + 2,...,T
y, dado 
yy+1 dado
Nótese que en el problema (58), sin pérdida de generalidad, se ha supuesto 
que las trayectorias de las variables de control y estado son estrictamente po­
sitivas y que la ecuación de movimiento se satisface con una relación de 
igualdad.
8 . B e l l m a n ,  R i c h a r d ,  op. cit.
Programación dinámica
En términos intuitivos, el principio de optimalidad establece que la variable 
de control óptima ut* posee la propiedad de que en cualquier período “t”, el 
conjunto de decisiones restantes ut+i*, u1+2*,..., ut* debe ser óptima con res­
pecto al valor actual de la variable de estado yt, el cual se encuentra determi­
nado en función del valor inicial yo y las decisiones pasadas de la variable de 
control uo*, ui*, U2* , . . . ,  u,-i*. La esencia del principio de optimalidad puede 
resumirse en el siguiente esquema:
* * * * % * *
M q  , l i  j 5 14 2  » • • • } ^  J _|_ 1 5 . . . li  y  _  j í li 'Y
La secuencia de variables de control u," (V t = 0, 1, 2,..., T) perteneciente al 
conjunto “A” será óptima si y solo si dicha secuencia es óptima por tramos9. 
Es decir, el conjunto “A” será óptimo si todos los subconjuntos (tales como, 
“B” y “C”) también son óptimos10.
Demostración
El principio de optimalidad puede ser demostrado formalmente a partir 
de una contradicción. Supongamos que la secuencia u o * ,  ui*, U2* , . . . ,  u t *  
es óptima y resuelve el problema (1). Ahora, consideremos que la se­
cuencia ut*, U|+i*, u1+2 *,..., ut* no cumple con la condición ( 5 8 ) .  Defina­
mos la secuencia ut\  u 1+i', ul+2*,..., u -r\  como la solución al problema 
( 5 8 ) .  Si así fuera, la secuencia u o * ,  ut*, U2* , - . . ,  un* , ut',..., u-r* generaría 
un mayor valor del funcional objetivo V que el conjunto de variables de 
control u o * ,  u;*, U2* ,  u t. i * ,  ut*,..., u-r* . Este resultado contradice la hipó­
tesis inicial, la cual establece que la última secuencia de variables consti­
tuye la solución al problema ( 1 ).
9 .  P o r  t r a m o s  s e  e n t i e n d e  a  a q u e l l a s  s e c u e n c i a s  d e  v a r i a b l e s  d e  c o n t r o l  q u e  e m p i e z a n  e n  u n  
p e r í o d o  a r b i t r a r i o  “ t ” , y  t e r m i n a n  e n  e l  ú l t i m o  p e r í o d o  “ T ” .
1 0 . E s  d e c i r ,  r e s u e l v e n  ( 5 8 ) .
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2.2 La ecuación de Bellman
El problema (58) puede ser planteado en términos de una relación recursiva 
denominada ecuación de Bellman:
V,(y,) = Maximizar [/,(>’,, w,) + V,+1 (_y,+1)] (5 9 )
sujeto a }’,+i = g,(y,,M,) Vr = 0,1,2,...,T 
y, dado
) 'o > °  
yT+¡ dado
En la ecuación (59), la maximización se realiza exclusivamente con respecto 
a la variable de control, y la variable de estado se mantiene constante con el 
fin de obtener la función de política. En la ecuación de Bellman, V, represen­
ta la función de valor para el problema (58) en el período “t”. Si reemplaza­
mos la restricción en la función objetivo, la condición de primer orden del 
problema sería la siguiente:
dfi , dg, dv,+\ =Q
d u ,  d u ,  d y , +l
(60)
La condición (60) junto con la ecuación de transición representan un sistema 
de dos ecuaciones con tres incógnitas (u,, yt, yt+i). A partir de dicho sistema es 
posible obtener la función de política que relacione la variable de control con 
la de estado: ut= h(yt).
2.3 La ecuación de Benveniste y Scheinkman
Para caracterizar completamente las condiciones de primer orden del proble­
ma (1), también es necesaria la ecuación de Benveniste y Scheinkman11, que 
constituye una aplicación del teorema de la envolvente1 2. Para obtener esta 
ecuación reemplazamos la función de política ut = h(yt) en la ecuación de
1 1 . B e n v e n i s t c ,  L a w r e n c e  y  J o s e  S c h e i n k m a n ,  " O n  t h e  D i f f e r e n t i a b i l i t y  o f  t h e  V a l u e  F u n c ­
t i o n  i n  D y n a m i c  M o d e l s  o f  E c o n o m i c s " ,  e n  E co n o m e tr icc i,  v o l .  4 7 ,  N o .  3 ,  E v a n s t o n ,  111.: B l a c k -  
w e l l  P u b l i s h e r s ,  1 9 7 9 ,  p p .  7 2 7 - 7 3 2 .
1 2 . V e r  c l  A n e x o  a l  F in a l  d e l  c a p i t u l o .
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transición, con lo cual obtenemos yt+i = gt(yt,h(y,)). Posteriormente se reem­
plazan la función de política y la ecuación de transición en la ecuación de 
Bellman maximizada, con lo cual se obtiene la siguiente relación:
En (61), la variación de v, afecta directamente a la función de valor a través 
de la misma variable e indirectamente, a través de la ecuación de movimiento 
(y,+i = gt(y,,h(y,))) y la función de política (ut= h(y,)). El teorema de la envol­
vente establece que cuando la función de valor se encuentra maximizada, so­
lamente se consideran los efectos directos. En este sentido, a partir del teore­
ma de la envolvente, se cumple lo siguiente:
A la relación (62) se le denomina la ecuación de Benveniste y Scheinkman.
2.4 La ecuación de Euler
A partir de la condición de primer orden de la ecuación de Bellman y la ecua­
ción de Benveniste y Scheinkman, es posible obtener la ecuación de Euler 
derivada en la sección anterior. El primer paso para obtener la ecuación de 
Euler consiste en despejar la derivada de la función de valor en (60) y adelan­
tarla un período:
El segundo paso consiste en adelantar la ecuación de Benveniste-Scheinkman 
un período, y reemplazar la relación obtenida en (63):
(61)
(62)






dv,.L= i _ dg ,A
dy,,x <?y,.i ^ ijl ¿V,+i 
dun¡
(64)
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Reemplazando (64) en la condición de primer orden de la ecuación de Bell­
man (60) obtenemos:
/)tt, dut
que no es otra cosa que la ecuación de Euler derivada en (15). De igual 
forma, asumiendo una ecuación de transición que depende solamente de la 
variable de control, obtenemos una versión simplificada de la ecuación de 
Euler:
# , + 1 <%,+




=  0 (65)
dft  , 3St df ,  +1   Q
d u : du,  <?v(+i
( 66)
Tal como se ha analizado anteriormente, la ecuación de Euler garantiza que 
la elección de la variable de control óptima sea tal que la función de retor­
no tome el valor máximo posible, considerando los efectos en los siguientes 
períodos.
A continuación se desarrollarán los mismos ejemplos vistos en la primera 
sección, empleando la técnica de la programación dinámica. Como los con­
ceptos de la ecuación de Euler y la condición de suficiencia son iguales a los 
analizados anteriormente, en los ejemplos solamente se incluirá la derivación 
de la función de política y la función de valor.
Ejemplo 1.- Asignación de consumo y ahorro
En términos de la ecuación de Bellman (59), el problema que enfrenta el con­
sumidor para elegir entre consumo y ahorro se resume del siguiente modo:
V,(St ) = Maximizar \¡3' LnCt +E(+1 (S,+1)|
Q






Para hallar la función de política es necesario resolver el problema empezan­
do por el último período. Como la función de utilidad intertemporal no consi­
dera beneficio alguno por el consumo generado más allá del período “T” (no 
hay bienestar por dejar herencias), la función de valor Vt+i es igual a cero. 
Así, el problema en el último período se resume del siguiente modo:
V, (S,) = Maximizar | LnCr ]
sujeto a 0 = a (Sr -  C ,)
Sr dado
El resultado de este problema es la función de política en el período “T”:
C¡ = S T (69)
y la función de valor:
Vr = P 1 LnST (70)
En el período “T - 1”, la ecuación de Bellman respectiva es la siguiente:
, ) = Maximizar \f}‘ ~'LnCr^ +  ¡31 LnS,]
sujeto a Sr = -  C7._,)
Sr , dado
La condición de primer orden de (71) da como resultado la función de políti­





Al reemplazar la función de política en la ecuación de Bellman, se obtiene la 
función de valor:
Ly-i — P \PLn(xji — (1 + P)Ln(\ + ft) +  (1 + P)L/iSr_| J ( 7 3 )
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Para el período T - 2, la ecuación de Bellman está dada por:
V . = Ma.ximizar 1/31 ' LnCr_-, + ¡31 l[PLnaj3 + (1 + P)Ln ^
sujeto a ST , = a ( S r_-, -  CT_-,)
Sr_-, dado
la cual da como resultado la función de política:
ST-i
c ,
1 + p + p-
(75)
y la función de valor:
V T_-, = P1 ~[(P + 2 /í “ jtjiezP — (1 + p + P ~ )Ln(\ + P + P ~) + (1 + P + P ~ )LuSr_2 j (76)
En general, para el período “t”, la función de política y la función de valor 
tomarán la siguiente forma:
S,
\ + p + ... + p T~‘
1 ~P
1 - P t -'+]
S, (77)







‘" i - T
+
1 -JVp-i+i
' ¡  P
l.nS, (78)
Como se puede apreciar, la función de política obtenida a través de la técnica 
de programación dinámica es la misma que la obtenida a través de las condi­
ciones de Kuhn-Tucker.
Ejemplo 2.- Modelo de crecimiento neoclásico
La ecuación de Bellman para el problema de crecimiento económico óptimo 
está definida del siguiente modo:
V¡ (kt) = Maximiz.ar \P' Lnjk'P -  kn ¡) + Vt ., (k^ ¡) |
k,+ i
kt dado
k¡ ,, = 0
(79)
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Este problema difiere ligeramente del anterior, en la medida en que la función 
de retorno incorpora la ecuación de movimiento. Sin embargo, esta caracte­
rística no altera los resultados de la ecuación de Bellman. En este problema, 
como el capital en el período “T + 1” no genera bienestar a la sociedad, se 
cumple que Vt+i = 0. Al igual que en el ejemplo anterior, para obtener la fun­
ción de política es necesario resolver la ecuación de Bellman empezando 
desde el período “T” hasta el período inicial. Para t = T, la ecuación de Bell­
man es la siguiente:




Como el stock de capital óptimo en el período “T + 1” es igual a cero, la fun­
ción de valor sería la siguiente:
VT = [3T Lnk“ (81)
Para el período “T - 1”, la ecuación de Bellman sería la siguiente:
VT_l(kT_¡) = Maximizar [p T^[Ln(k“_¡ - kT) + ¡3TLn(k^)]
dado
A partir de la condición de primer orden se obtiene la función de política 
respectiva:
- / 3 y 1 -----------+ p T — akI a - l  ka
K r - \  K r  K ¡
(83)
k -  ha
1 Í + a 0  I' " 1
Reemplazando la función de política (83) en la ecuación de Bellman, se ob­
tiene la función de valor:
VT-\ ~ PT 1 [ul3Lna[} -  (1 + aP)Ln(l + afi) + (1 + a$)Lnkj_x J (84)
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Para el período “T - 2”, la ecuación de Bellman correspondiente sería:
'  í - L L  ó  = Ma.xiinizar
k.
dado
a/i IjkxP + O +(í [í )Iji
1 + a/J (85)
La condición de primer orden de (85) está dada por:




aP( 1 + ap)kj_
(kj_2 ky_  | )
Reemplazando la función de política (83) en (8 6 ), se obtiene la función de 
política para el período respectivo:
*r->=«/3------1+ ° ^  (87)
1 + ap + a~p~
Por otra parte, para el período “T-2”, la función de valor es la siguiente:
V , = p 1 2\(aP)(l+aP)lM(aP)(\ + <xP)-(\+aP+(aP)2)lM(\+(xP + (aP)2) g^  
+ aP'l,u(aP) -  P(l + aP)Ln(l + aP) + ([ + aP +(<xPy)Lnkp1\
En general para el período “t” , la función de política y la función de valor 
serán:
l - (aP)1 '
k . (/ i ----- k
H \~(aP) '
(89)
V , =  p< 1P>
,, 1 - ( a P ) 1 i ,, 1 - ( a P ) > - ¡  1-(a/))'' d  \ - ( a P ) ‘ ~
{(x\)( -'2 )[J l ( a P ) (  )-( -2-2 ) «  '
1-H/f 1 -  viP 1 - a P  I -exp
1 -(«/))'
+ ( “C )/-«*’, Il~«/f J
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3. P ro g ra m a ció n  d in á m ica  con  h o r izo n te  tem p o ra l in fin ito
AI igual que en el control óptimo, existen problemas de optimización dinámi­
ca donde el horizonte temporal relevante es infinito. El problema general de 
programación dinámica en dichos casos es el siguiente:
v  = Y J fSy<’“,) (91)
/=o v J
v,+i = £,(>’,,« ,) Vr = 0,1,2,...,oo 
y0 dado
El problema (91), al igual que (1), se resuelve mediante la ecuación de Bell­
man y la ecuación de Benveniste y Scheinkman. Sin embargo, como la fun­
ción de retorno usualmente se encuentra multiplicada por un factor de des­
cuento del siguiente modo:
Maximizar 
sujeto a
f , { y n ut ) = f ( y t ,u t ) (92)
resulta conveniente modificar la ecuación de Bellman con el fin de eliminar la 
variable temporal (t) que aparece en el factor de descuento, para así obtener 
una expresión más simple de la función de valor. Para ello definiremos la 
función de valor corriente (Wt), que no es otra cosa que la función de valor 
(Vt) multiplicada por la inversa del factor de descuento:
W,{yt ) = p - 'V ' i y , )  (9 3 )
Mientras que la función de valor (Vt) se encuentra medida en términos del 
bienestar percibido en el período inicial (t = 0 ), la función de valor corriente 
(W,) se encuentra expresada en unidades de bienestar percibido en el período 
“t”. De esta manera, empleando el concepto de la función de valor corriente, 
la ecuación de Bellman (59) para la función de retorno descontada (92) es la 
siguiente:
w, (}’, ) = Maximizar [/(> ’, ,m, ) + PWi+¡ (y,+1)]
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Tal como se puede apreciar en (94), el tiempo no aparece explícitamente en la 
ecuación, lo cual facilita en cierta medida la resolución del problema.
Adicionalmente a la ecuación de Bellman, es necesario emplear una metodo­
logía complementaria para poder hallar la función de política del problema. 
En esta sección veremos dos de las metodologías más conocidas para hallar la 
función de política y la función de valor: la metodología de las aproximacio­
nes sucesivas y la metodología de “adivinar y verificar”. Asimismo, se de­
sarrollarán los dos ejemplos vistos en la sección anterior, pero incorporando 
un horizonte temporal infinito.
3.1 Método de las aproximaciones sucesivas
Este método consiste en construir una secuencia convergente de funciones de 
valor con sus respectivas funciones de política. Esta secuencia se obtiene ite­
rando la ecuación de Bellman (59)
Wj+i (y T- j ) = Maximizar [ f ( y T_j,ur_ j ) + fiW J(yT_j+¡)]
1-1
sujeto a yT- j+i= g j ( y T- j ’ur - j )  V; = 0,1,2,...,°° 
yT_j dado 
y0 dado
Se parte de una condición inicial Wo= 0, y a partir de (95) calculamos la si­
guiente función de valor corriente Wi. Posteriormente, reemplazamos Wi en 
la ecuación de Bellman para obtener W 2 . El procedimiento se realiza iterati­
vamente hasta que se obtenga una función de valor corriente Wj convergente. 
En términos prácticos, el método de las aproximaciones sucesivas consiste en 
resolver la ecuación de Bellman de la misma forma que en el caso del hori­
zonte temporal finito, pero además a la función de valor y a la función de po­
lítica resultantes se les debe tomar el límite cuando T—> 00.
Ejemplo 1.- Asignación de consumo y ahorro
El problema de asignación de consumo y ahorro cuando el horizonte temporal 
es infinito es el siguiente:
Maximizar U ~ X  LnC‘ (96)




Mediante el método de las aproximaciones sucesivas, la solución a (96) se 
obtiene tomando el límite a (77) cuando T—> «>, con lo cual se obtiene la fun­
ción de política convergente:
C, = ( l~ P )S , (97)
La función de política (97) indica que el consumo óptimo en un horizonte 
temporal infinito constituye una fracción constante de los ahorros. Por otro 




(1 - p ) 2
(98)
la función de valor convergente para un horizonte temporal infinito es la siguiente:
V ,= P ' P
( i - p y -
L n a P  + -----
1 - 0
L n (S ,( l -p )) (99)
Considerando la definición (93), la función de valor corriente para el horizon­
te temporal infinito sería:
W, = ~ l ^ LnaP + T [- ñ Lní*S <{l~ P P  ( 100)(l ~ p ) ¿ 1 ~ p
la cual no incorpora de manera explícita el tiempo.
Ejemplo 2.- Modelo de crecimiento neoclásico
El problema de crecimiento óptimo para un horizonte temporal infinito sería 
el siguiente:
Maximizar U ^ P ' L n C ,
1=0
( 1 0 1 )
sujeto a fc,+i = k‘j  -  C, Vf =0,1,2,...,°°
k0 dado
1 3 .  D i c h a  i g u a l d a d  s e  e n c u e n t r a  d e s a r r o l l a d a  e n  la  e c u a c i ó n  2 1  d e l  l i b r o  d e  S a r g e n t ,  
T h o m a s ,  M a c r o e c o n o m ic  T h e o r y , N u e v a  Y o r k :  A c a d e m i c  P r e s s ,  1 9 7 9 ,  p .  8 8 .
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La solución a (101) se obtiene tomando límite a (89) cuando con lo
cual la función de política converge a la expresión:
*,+i = a [3 k ?  (102)
La función de política (102) indica que el stock de capital en un período es 
una fracción constante de la producción (k,a) en el período anterior. Del mis­
mo modo, al tomar el límite a (90) obtenemos la función de valor para el ho­
rizonte temporal infinito:
Sobre la base de la definición (93), la función de valor corriente sería la siguiente: 
w, (k, ) = Y^-j^Ln(\  -  ap) + | LnaP
3.2 Método de “adivinar y verificar”
Este método consiste en “adivinar” la función de valor o la función de políti­
ca y posteriormente verificar la “adivinanza”, a través de la ecuación de 
Bellman y la ecuación de Benveniste y Scheinkman. La eficiencia de este mé­
todo para resolver (91) dependerá de: (a) la existencia de una solución única 
al problema, y (b) la suerte en realizar la “adivinanza”. Este método se utiliza 
usualmente para formas funcionales específicas, tales como preferencias cua­
dráticas y restricciones lineales o preferencias logarítmicas y restricciones con 
funciones Cobb-Douglas.
El ejemplo de asignación de consumo y ahorro se resolverá adivinando la 
función de política, mientras que el modelo neoclásico de crecimiento se re­
solverá adivinando la función de valor.
Ejemplo 1.- Asignación de consumo y ahorro
Resolveremos el problema de asignación de consumo y ahorro con horizonte 
temporal infinito, suponiendo que la función de política toma la siguiente 
forma:
+ — !—  Lnk? (104)
1 - a P





c, =xS, (10 5 )
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donde constituye una constante por determinar. Para hallar el valor de 
reemplazamos (105) en la ecuación de Euler (22), asumiendo una función de 




Reemplazando la ecuación de transición (19) en (106), obtenemos la expresión:
X a S ,(  l - x )
XPS,
(107)
Con lo cual obtendríamos la solución:
X = 1~P
y la función de política:
C, = ( 1 - j3)5,
(108)
(109)
Esta función coincide exactamente con la solución hallada en (97). Para 
hallar la función de valor para el período “t”, es necesario realizar un artifi­
cio. Empleando la definición de la función de valor (61), realizamos reempla­
zos sucesivos de la función de valor hasta derivar la siguiente expresión:
v,(y, )  = ' E f l+j ( y l+j M y l+j)) (U0)
r- o
donde h(yt) constituye la función de política. Para el presente problema es ne­
cesario evaluar la siguiente función de valor:
,+ILnCl+J (111)
./=()
Reemplazando la función de política (109) en la ecuación de transición (19), 
obtenemos una función que relaciona el consumo en cada período con el aho­
rro en el período “t” :
C ,+ ; = ( l - P ) ( a P ) J S, (1 1 2 )
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Reemplazando (112) en (111), finalmente obtenemos la función de valor:
V , = ^ p ,+JLn(l-P )(a l3)JS, (113)
j=o
La función de valor (113) converge a la siguiente expresión:
V,= P 13 Lna¡3 + — Ln(S. (1 -  ¿3))
( 1  -  P )2 1 -/3
Mientras que la función de valor corriente sería igual a:
W. = ----^---- Lnafí + Ln(S. (1 -  (3))
' (1 -  P )2 H 1 -  ¡3
(114)
(115)
Tanto (114) como (115) coinciden con la solución obtenida a través del mé­
todo de las aproximaciones sucesivas.
Ejemplo 2.- Modelo de crecimiento neoclásico
Para resolver este ejemplo supondremos que la función de valor corriente to­
ma la siguiente forma:
W, (¿ ,)  = 8 +6Lnkt (116)
donde 5 y 0 son constantes por determinarse. Considerando la función de va­
lor (116), la ecuación de Bellman expresada en términos de la función de va­
lor corriente sería la siguiente:
W ,(k ,)  = Maximizar \L n (k “ -  k l+l) + (3VP, +1 (k l+l)] (117)
*4 + 1
La condición de primer orden de la ecuación de Bellman es la siguiente:
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a partir de la cual se deriva la función de política:
OP , .a
kt\ 1 -  '1+0/3 '
Reemplazando la función (119) en la ecuación de Bellman obtenemos:
8 + OLnk , = Ln[ -—  ] + ¡38 + P0Ln\ ——^ --k'/
[ i  + op J H ( i  + op '








Ln( 1 -a/3) + — -  — LnaP 
\ - a P
Sobre la base de (116), (119) y (121), la función de política y la función de 
valor corriente del problema serían las siguientes:
kl+1 =a0k?
W,{k,) = - Ln(\ -a f i )  + aP
1 ~ a p
LnaP




Nuevamente, la solución coincide con la respuesta obtenida a través del mé­
todo de las aproximaciones sucesivas.
3.3 Condición de transversalidad
De igual forma que en el control óptimo, en el problema de programación 
dinámica con horizonte temporal infinito es necesario imponer una con­
dición de transversalidad para obtener la secuencia óptima de las varia­
bles. Esta condición de transversalidad se deriva de las condiciones de 
Kuhn-Tucker desarrolladas en la sección 1.1 del presente capítulo. A 
continuación aplicaremos este concepto a los dos ejemplos vistos hasta el 
momento.
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Ejemplo 1.- Asignación de consumo y ahorro
Tomando el límite cuando T—> oo a la condición de transversalidad (29), ob­
tenemos lo siguiente:
B 1
Li’n — — Sr H = 0 (124)
T—>°° (X Cy
Como Ct y a  son siempre distintos de cero, (124) se simplifica del siguiente 
modo:
Lim [3‘ 1 S1, = 0 (125)
Ésta constituye la condición de transversalidad del problema de programación 
dinámica cuando el horizonte temporal es infinito. En términos intuitivos, la 
condición (125) asegura una trayectoria convergente de la variable de estado, 
que en este caso está definida como el stock de ahorros. De no cumplirse la 
condición de transversalidad habría la posibilidad de que exista una secuencia 
del stock de ahorros que sea explosiva, la cual solamente podría obtenerse 
con bajos niveles de consumo en el largo plazo.
Ejemplo 2.- Modelo de crecimiento neoclásico




=  0 (126)
Como el consumo, definido como (le“ - kj+i), es estrictamente positivo, (126) 
se simplifica a:
L i m P ' ' k , = 0  (127)
que constituye la condición de transversalidad para el modelo de crecimiento 
neoclásico con horizonte temporal infinito. Al igual que en el caso anterior, 
esta condición asegura que la variable de estado (el stock de capital) presente 
una secuencia de valores convergente.
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4. Programación dinámica con incertidumbre
En esta sección desarrollaremos un caso especial de optimización dinámica, 
en el cual se incorpora un entorno estocástico. En todos los tipos de proble­
mas vistos hasta el momento, tanto de cálculo de variaciones como de control 
óptimo y programación dinámica, se ha supuesto que las variables son deter- 
minísticas, es decir, que los valores futuros de las variables de control y esta­
do en el futuro pueden ser conocidas de antemano por el agente. En el caso de 
la programación dinámica con incertidumbre no ocurre lo mismo. A pesar de 
que el agente optimizador debe elegir una secuencia de variables futuras, en­
frenta el problema que éstas presentan aleatoriedad, es decir, su valor no pue­
de ser conocido con anticipación. De esta forma, el agente busca optimizar el 
valor esperado de la función objetivo:
V = E0^ f l(y„ul) (128)
/=0
} ’, + 1 = £ ,(v ,,w ,,£,+i) Vr = 0,1,2,. ,.,oo 
y0 dado
En el problema (128) cabe destacar dos aspectos. En primer lugar, la incerti­
dumbre en el problema es introducida a través de la variable aleatoria et+i, 
que aparece en la ecuación de transición. El valor que toma dicha variable es 
conocido en el período “t + 1 ”, una vez que la variable de control ut ha sido 
elegida en el período “t” . También se asume que et+i (Vt = 0, 1, 2,... ,») cons­
tituye una secuencia de variables aleatorias independientes e idénticamente 
distribuidas14 (con una función de distribución conocida). En segundo lugar, 
al término E,(*) se le denomina esperanza matemática condicional a la infor­
mación en el período “t” . En (128), la optimización se realiza con la esperan­
za matemática condicional al período inicial (t = 0). En términos prácticos, la 
esperanza matemática indica el valor promedio de una variable aleatoria. De 
este modo, el problema que enfrenta el agente consiste en maximizar el valor 
promedio de su función objetivo intertemporal.
La solución a (128) será una función que determine la variable de control óp­
tima para un valor dado de la variable de estado: ut = h(yt). Esta función es 
similar a la función de política definida en las secciones anteriores y se le de­
nomina “plan contingente” . La función tiene esta denominación porque la
Maximizar 
sujeto a
1 4 . L o  c u a l  c o r r e s p o n d e  a l  c a s o  m á s  s i m p l e  e n  p r o g r a m a c i ó n  d i n á m i c a  c o n  i n c e r t i d u m b r e .
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elección de la variable de control óptima dependerá del valor que tome la va­
riable de estado, la cual es desconocida a priori debido a la existencia de la 
variable aleatoria e.,+i.
El método para resolver un problema de programación dinámica con incerti­
dumbre no difiere en gran medida de la metodología vista hasta el momento. 
Es necesario emplear los conceptos de la ecuación de Bellman, la ecuación de 
Benveniste-Scheinkman y la ecuación de Euler, pero incorporando el concep­
to de la esperanza matemática.
4.1 La ecuación de Bellman
La ecuación de Bellman incorporando un horizonte temporal infinito y un en­
torno estocástico es la siguiente:
W, (y,) = Maximizar [/ ( » , » , )  + pE,\Wl+l(y „ ,)]] (129)
sujeto a »»i = V? = 0,1,2,...,°°
y, dado 
y0 dado







La condición (130) es similar a la condición de primer orden derivada en 
(60), no obstante incorpora la función de valor corriente (Wt) y la esperanza 
matemática Et(*). En este caso, la condición de primer orden permite obtener 
un plan contingente ut = h(y,) que maximice el valor esperado de la función 
objetivo.
4.2 La ecuación de Benveniste y Scheinkman
Al reemplazar el plan contingente en la ecuación de Bellman, obtenemos la 
siguiente función de valor corriente:
W, (y,) = / (y ,, /)(» )) + PE, [W,+ 1 (g, (v,, /;(y,), £, tl )J (131)
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Aplicando el teorema de la envolvente a (131), obtenemos la ecuación de 








( 1 3 2 )
4.3 La ecuación de Euler estoeástica
Debido a la existencia de la esperanza matemática, no es posible simplificar 
fácilmente (131) y (132) para hallar una expresión general de la ecuación de 
Euler. Para ello sería necesario tener un conocimiento previo de las formas 
funcionales de la función de retorno, la ecuación de movimiento y la función 
de distribución. En lugar de ello, derivaremos la ecuación de Euler para el 
caso especial en el cual la ecuación de transición depende exclusivamente de 
la variable de control. En dicho caso (132) se simplificaría a:
dW, _  d f
dy, dy, (133)





du, dy , + 1
=  0 (134)
Ejemplo 1.- Selección de portafolio'5
En este ejemplo introduciremos algunas modificaciones al problema de asig­
nación de consumo y ahorro que hemos visto hasta el momento. Plasta ahora, 
el consumidor enfrentaba el problema de seleccionar la trayectoria del con­
sumo que maximice su utilidad intertemporal. En este ejemplo incorporare­
mos un nuevo tipo de decisión. Además de decidir cuánto destinar a consumo 
y ahorro, el agente deberá tomar una decisión de portafolio. Es decir, deberá 
elegir entre asignar sus ahorros a un instrumento libre de riesgo (como un bo­
no del gobierno) que brinda un retorno constante (r), o invertir en un instru- 15
1 5 . E s t e  e j e m p l o  f u e  t o m a d o  d e  B l a n c h a r d ,  O l i v i e r  J e a n  y  S t a n l e y  F i s c h e r ,  l e c tu r e s  on  M a ­
c r o e c o n o m ic s , C a m b r i d g e :  T h e  M I T  P r e s s ,  1 9 9 3 .  p p .  2 7 9 - 2 8 5 .  D i c h o  m o d e l o  s e  b a s a  e n  e l  t r a ­
b a j o  d e  S a m u e l s o n ,  P a i d .  “ L i f e t i m e  P o r t f o l i o  S e l e c t i o n  b y  D y n a m i c  S t o c h a s t i c  P r o g r a m m i n g " ,  
e n  R e v ie w  o f  E c o n o m ic s  a n d  S ta t is t ic s , N o .  5 1 , 1 9 6 9 ,  p p .  2 3 9 - 2 4 6 .
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mentó riesgoso (como es el caso de las acciones) que presenta una rentabili­
dad (z,) variable en el tiempo c incierta. Asumiremos que el retorno z, es una 
variable independiente e idénticamente distribuida. En este caso, las variables 
de control serían el consumo y la participación de los ahorros que destina a 
cada instrumento. Impondremos la restricción de que la suma de las partici­
paciones es igual a uno. En este sentido, la fracción de los ahorros destinada 
al instrumento libre de riesgo será (o*) y la destinada en el instrumento ries­
goso será (1 - a)t). De este modo, el problema que debe resolver el consumi­
dor será el siguiente:
Maximizin' U = E0^  ¡3'f(C , ) (135)
l-o
sujeto a S,:i = (S, -  C, )[(1 + r)(ú, + (1 + z,)(l -  fit,)]
S0 dado
En el problema asumiremos que la función de retorno es logarítmica f(Ct) = LnC(. 
Para resolver (135), en primer lugar, debemos plantear la ecuación de Bell­
man estocástica:
W, (5,) = Maximizar [LnC, + /3£,[W,4|(5MI)J] (136)
G ,  (th
sujeto a S,t] =(S, -  C, )[(1 + r)w, + (1 + z, )(1 -(tí,)]
5) dado 
So dado
En este caso emplearemos el método más simple, el de “adivinar y verificar” . 
Dado que la función objetivo es la misma que en los casos anteriores, supon­
dremos que la función de valor corriente toma la siguiente forma:
W, = 5  +6LnSl (137)
Tomando en cuenta (137), desarrollamos las condiciones de primer orden de 
la ecuación de Bellman:
1_
G
OPE, _____ [(1 +  r)col +  (1 +  z, )(1 -  to, )]
(S, -  C , )[(1 +  r)(0, +  (1 +  z, )(1 -  0J, )]
=  0 (138)
E,
_____ (S, - C ,  )( r - z , ) ______




Simplificando (138) obtenemos el plan contingente del consumo (Ct):
C, _ S j _  
1 +6(3
(139)
Al reemplazar el plan contingente (139) en la ecuación de Bellman (136), ob­
tenemos la igualdad:
S
S+OLnS. í.n + f¡E, 
' 1 +  0/1 1
S + OLn 1(1 +  r)cot +  (1 +  r ,  )(l  -  w, )] : i 4 0 )




S =  -  -
1 - P
Ln( 1 -  P) + -  — LnP + E,(Ln(íü,(r -  z, ))\ 
1 - P  1 -P
Finalmente, hallamos los planes contingentes para el consumo, la decisión de 
portafolio y la función de valor corriente:
C , = ( I - / ? ) S ,  ( 1 4 2 )
_______ ( r - z t )_______




Ln(¡ -  P) +  LnP +  E, 1 Ln{(ü, (r -  z, ))
1-/1
LnS, ( 1 4 4 )
En (143), la decisión de portafolio (o>) se encuentra definida implícitamente. 
Bajo el supuesto de que la rentabilidad del activo riesgoso es una variable 
aleatoria independiente e idénticamente distribuida, la participación de los 
ahorros destinada al activo libre de riesgo será una constante a lo largo del 
tiempo.
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La principal conclusión del problema de selección de portafolio consiste en 
que la decisión de portafolio (elección de a>) y la decisión de consumo y aho­
rro (elección de C,) se realizan de manera separada. Ello puede apreciarse en 
la ecuación (143), donde la variable o  se define implícitamente independien­
temente del nivel de ahorros. De este forma, para cualquier nivel de riqueza 
inicial (So), la estrategia de portafolio óptima para unas preferencias logarít­
micas siempre será la misma.
Ejemplo 2.- Modelo de crecimiento neoclásico estocástico16
En este ejemplo desarrollaremos el modelo de crecimiento neoclásico en un 
entorno de incertidumbre. Asumiremos que la variable estocástica afecta la 
función de producción de la siguiente forma:
<¡)(kr,£ l ) = k ? e 1 (145)
La variable aleatoria e, puede ser interpretada como shocks que afectan la 
oferta agregada de la economía, como desastres naturales o shocks de tecno­
logía. Por otra parte, supondremos que Lne, presenta una distribución normal 
con media cero (Et[Lnet) = 0)y varianza constante (Et[Ln£tr =  o ‘).
Asumiendo una función de utilidad logarítimica, la ecuación de Bellman co­
rrespondiente a este problema sería la siguiente:
Wl (kl ,e t ) = Maximizar [udk'/e , -  k¡¥[ ) + f¡E, [lV,+l (kl+i ,e ,+1 )J] (U 6)
k' + ' k, ciado
k0 dado
Para resolver el problema recursivo (146) emplearemos el método de “adivi­
nar y verificar”. De este modo, supondremos que la función de valor corriente 
presenta la siguiente forma:
W ,  = 8  +  O L u k j  + y L n e , (147)
1 6 .  L a  a p l i c a c i ó n  f u e  t o m a d a  d e  S a r g e n t ,  T h o m a s .  D y n a m ic  M a c r o e c o n o m ic  T h eo ry ,  C a m ­
b r i d g e :  H a r v a r d  U n i v e r s i t y  P r e s s ,  1 9 8 7 ,  p p .  3 5 - 3 6 .  D i c h o  m o d e l o  s e  b a s a  e n  e l  a r t í c u l o  e s c r i t o  
p o r  K y d l a n d  y  P r e s c o t t ,  " T i m e  t o  B u i l d  a n d  A g g r e g a t e  F l u c t u a t i o n s ” , e n  T c o n o m e tr ic a ,  E v a n s ­
t o n  III. : B l a c k w e l l  P u b l i s h e r s .  1 9 8 2 .  p p .  4 7 3 - 4 9 1 .
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La condición de primer orden de la ecuación de Bellman es la siguiente:
I a  F  -  k  K, t ,  f i+]
pe  0
a partir de la cual se deriva la función de política:
, _ op
+ op
k , e ,
(148)
(149)
Reemplazando la función de política (149) en la ecuación de Bellman, obte­
nemos la siguiente igualdad:
S + dLiikt S + 6 L n  k ? E ,  + y L i i E , .  i
1 + 0/3 r nl
(150)







Ln( 1 -aft)+  — Lnafi 
1 - a P
(151)
Empleando (151), hallamos el plan contingente óptimo y la función de valor 
corriente:
k,+1 = a P k ‘ít E¡ (152)
W, =-
1 - P
Ln( 1 -  afi) + a[j
1 -  afi
Ln aP aP , ,H------------ Lnk, + -
1 - a P 1 -  aP L u e , (153)
Tal como se puede apreciar, la función de valor corriente hallada en (153) es 
consistente con la “adivinada” en (147); por lo tanto, el plan contingente 
(152) determina la secuencia de variables de control y estado que maximiza el 
valor esperado de la utilidad intertemporal.
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E jercicios
1. Resuelva el siguiente modelo correspondiente al problema de asignación 
de consumo y ahorro de tres períodos:
3
Maximizar U = ^  Ln C(t)
i i
sujeto a S(t + 1) = 1.15(f)-C ( t)
5(1) = 1 5(4) = 1.21
2. Un consumidor vive durante tres períodos designados por t = 0, 1, 2, y 
consume avena (a) y brócoli (b) cada día. Este consumidor tiene prefe­
rencias sobre cantidades de consumo según la función de utilidad que 
se muestra. Este consumidor debe elegir cuánto consumir de los bienes 
(a) y (b) en cada uno de los tres períodos, y dispone de un ingreso de 
300 u.m. para los tres períodos. Además, se sabe que la cantidad de di­
nero que no gasta en un determinado día permanece en su bolsillo, no 
obteniéndose ningún interés. Halle las cantidades óptimas de avena (a) 
y brócoli (b) que maximicen la utilidad del consumidor para cada uno 
de los tres períodos.
Maximizar U (a ^ b ^ a ^ b ^ a ^ b j)  = (aobo)0K + 0 .9 (0 ^)°  ^  + 0.8 (chb,)0"'
P„ = 1 / = 300 Ph =1.1
3. Desarrolle el problema de asignación de consumo y ahorro para un hori­
zonte temporal finito (T) e infinito (m), con las siguientes funciones de 
utilidad instantáneas:
a. f ( C , ) = - 1 r  n (o  >0)
1 — cr
b. / ( C , ) = pC, - á c ; > 0)
c.
( i j
/ (C ,)  = -  -  e (P >0)
I 7? /
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4. Resuelva el modelo neoclásico de crecimiento para el caso en que existe 
persistencia en los hábitos de consumo:
Maximizar U = X/ 3'(LnC , +(pLnC,_¡)
/-O
sujeto a fcl + l = k " ~ c ,  W = 0 .1 .2 .
k 0 dado
C_, dado
Para los parámetros a . p. cp e ]0, 1(
5. Considere el problema de asignación de consumo y ahorro, en el cual 
existe solamente un instrumento financiero que presenta un retorno (rt) 




í / = £ 0Y / 3 ' -  -  c ;-ct
Sn] = (1 + rj)(S, - C , )  Vf = 0,1,2
S o dado
oo
Para p e |0, 1(, y o > 0  A a  * 1.
a. Calcule el coeficiente de aversión al riesgo relativa (C.A.R.R.), definido 
por:
_ f i C , ) C L
f i e , )
b. Halle el plan contingente del consumo,
c. Suponga que L n(l+rt) tiene una distribución normal con media cero y 
varianza constante 0". Bajo esas propiedades estadísticas se cumple que:
- a  (1 -c r )0  '
E ,[ ( \  + r , ) ‘-CT] = £ ,[1  + r , t a e
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Empleando dicha propiedad, indique el efecto de un incremento del rendi­
miento esperado Et[ 1 + rt] (todo lo demás constante) sobre el consumo. Con­
sidere los casos en los cuales el C.A.R.R. es mayor a uno y menor a uno.
6. Un individuo busca maximizar el valor esperado de su utilidad inter­
temporal:
Asimismo, el agente invierte una cantidad de dinero Aten una acción que 
presenta un precio (pt) y un dividendo (dt), ambos con un comportamien­
to estoeástieo. La rentabilidad de la acción Rt (que también es una varia­
ble aleatoria) está definida por:
Por otra parte, la ecuación de movimiento que describe la evolución de la 
inversión es la siguiente:
Asimismo, defina la variable de control u, = A, - ct, y la función de valor 
corriente Wt(A|, Rt i).
a. Resuelva la ecuación de Bellman:
y demuestre a partir de la condición de primer orden y la ecuación de 
Benveniste y Scheinkman, que se cumple lo siguiente:
P,
sujeto a Al+I =
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b. Demuestre a partir de (a) que el precio de equilibrio de la acción es el 
siguiente:
P,
/  < C , )
(Sugerencia: Considere la ley de las expectativas iteradas, la cual estable­
ce que B,[Et+l[X]J = E,|X |)
c. Desarrolle la expresión de (b) para la función de utilidad f(C,) = Ct
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Anexo
TEOREMA DE EA ENVOEVENTE
Los problemas de optimización en economía usan funciones dependientes de cierta 
cantidad de parámetros, como precios, ingreso y otros. Estos parámetros, normalmen­
te, se mantienen constantes durante el análisis, pero podrían variar según lo que se 
pretende analizar. En teoría del consumidor, por ejemplo, podríamos calcular la 
utilidad máxima considerando los precios que enfrenta como parámetros, y luego 
querer averiguar cómo cambia esa utilidad máxima al cambiar los precios. El teo­
rema de la envolvente nos brinda un resultado general acerca de cómo derivar la fun­
ción de valor:
Consideremos el siguiente problema de optimización estática:
M A X  f ( x , r )  sujeto a g j ( x , r )  =  0 j  =  1,........ , m
Donde r =  ( r ¡ , r 2......rk íe s  un vector de parámetros. Aquí r  se mantiene constante
durante la maximización con respecto a x = (.í , ,.. ) . El valor máximo de
f ( x , r )  que se obtenga del proceso anterior se denota mediante f  (>'), también lla­
mado función de valor. Si designamos por (x*,......,x*) los valores del vector Apara
los cuales se alcanza el valor máximo, entonces:
/ V )  = f ( x  r )  = f(x ¡  (r).......x'„ ( r ) ,  r ,    rk )
El resultado siguiente muestra de manera general, cómo derivar la función de valor:
S i  f  ( r )  =  max xf ( . \ , r )  y  x  ( r )  es el valor de x  que maximizxi f  (,v, r), entonces : 
d [ U r )  =  d f ( x \ r ) , r )
Este es el llamado teorema de la envolvente y resulta muy útil. Nótese que si varía r¡ , 
entonces /*(/') cambia por dos razones: en primer lugar, un cambio en >j cambia el 
vector r  y así cambia / ( r. r) directamente. En segundo lugar, un cambio en r¡ 
cambia todas las funciones x¡ ( r ) , ......,xn(r)y, por lo tanto, f ( x  O), r) cambia indi­
rectamente. El resultado anterior demuestra que el efecto total sobre la función de va­
lor de un pequeño cambio en f j  se puede hallar calculando la derivada parcial de 
f ( x  (r),r)con respecto a r¡ ,  ignorando el efecto indirecto de la dependencia de 
x de r.
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Consideremos, ahora, el problema más general y supongamos que X¡ = X, 0 ), / = 1..... m,
son los multiplicadores de Lagrange que se obtienen de las condiciones de primer orden
ni
para el problema. Sea, además, L(x, r) = f(x , r ) - £ à -,ç ; ( v, r ) , la Función de Lagrange 
correspondiente. Entonces: 1
d f \ r )  = dL(x'(r),r)
,k
Según este resultado, el electo total sobre el valor de f*(r) de un cambio pequeño de 
i', se puede hallar derivando parcialmente la Función lagrangiana /.(.*. r) con respecto 
a i'j , considerando como constantes las v y las A . Este es el teorema general de la 
envolvente.
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