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1. Introduction
The commutativity condition LnLm = LmLn of two differential operators
Ln =
n∑
i=0
ui(x)∂
i
x, Lm =
m∑
i=0
vi(x)∂
i
x,
where coefficients ui(x) and vi(x) are scalar or matrix valued functions, is
equivalent to a very complicated system of nonlinear differential equations.
The theory of commuting ordinary differential operators was first developed
in the beginning of the XX century in the works of Wallenberg [16], Schur
[17], and Burchnall, Chaundy [1].
If two differential operators with scalar or matrix valued coefficients com-
mute, then there exists a nonzero polynomial R(z, w) such that R(Ln, Lm) =
0 (see [1], [22]). The curve Γ defined by R(z, w) = 0 is called the spectral
curve of this pair of operators.
If coefficients are scalar functions and
Lnψ = zψ, Lmψ = wψ,
then (z, w) ∈ Γ. For almost all (z, w) ∈ Γ, the dimension of the space of
common eigenfunctions ψ is the same. The dimension of the space of com-
mon eigenfunctions of two commuting scalar differential operators is called
the rank of this pair. The rank is a common divisor of m and n. The genus
of the spectral curve of a pair of commuting operators is sometimes called
the genus of this pair.
When coefficients are matrix of size s× s we have the vector rank (l1, ..., lk),
where k 6 s (see [22]). Numbers li are common divisors of m and n.
The first examples of pairs of commuting scalar differential operators of the
nontrivial ranks 2 and 3 and the nontrivial genus g=1 were constructed by
Dixmier [8] for the nonsingular elliptic spectral curve w2 = z3 − α, where α
is and arbitrary nonzero constant.
A general classification of commuting scalar differential operators was ob-
tained by Krichever [3]. Unfortunately this classification helps to find co-
efficients of commuting operators explicitly only when rank equals 1 and in
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some other cases. The general form of commuting operators of rank 2 for an
arbitrary elliptic spectral curve was found by Krichever and Novikov [4]. The
general form of operators of rank 3 with arbitrary elliptic spectral curve was
found by Mokhov [5], [6]. Mironov in [7] found new methods of constructing
new scalar commuting operators of rank 2. Using Mironov’s method many
examples of scalar commuting operators of rank 2 were found (see [11], [19]
[21], [14], [18], [20]).
A general classification of commuting matrix differential operators was ob-
tained by Grinevich [22].
Many nonlinear equations are equivalent to commutativity condition of scalar
or matrix differential operators. Using theory of commuting operators many
exact solutions of nonlinear differential equations were found (see [12], [13],
[27], [28], [29]).
The author is grateful to Professor O. I. Mokhov and Professor A. O. Smirnov
for valuable discussions.
2. AKNS hierarchy and finite-gap Schrodinger potentials
Let us consider
M =
(
ı 0
0 −ı
)
∂x +
(
0 −ıq(x)
ıp(x) 0
)
.
Denote by Ln any differential operator of order n with matrix coefficients of
size 2× 2.
Define functions fk, gk by the recurrence relations{
fk+1 =
i
2
f ′k(x)− iq(x)(
∫
(p(x)fk(x) + q(x)gk(x))dx+ Ck)
gk+1 = − i2g′k(x) + ip(x)(
∫
(p(x)fk(x) + q(x)gk(x))dx+ Ck)
(1)
where Ck are arbitrary constants and{
f1 = −iq(x)
g1 = ip(x)
For example {
f3 =
i
4
qxx − i2pq2 + C12 qx − iC2q
g3 = − i4pxx + i2p2q + C12 px + iC2p.
Easy to check that fk and gk are polynomials in p, q, p
′, q′, ...p(k−1), q(k−1) (see
[26]). Functions p(x), q(x) are solutions of{
fm+1 = 0
gm+1 = 0
(2)
2
if and only if there exists an operator Lm+1 such that MLm+1 = Lm+1M (see
[26]) and
L2m+1 = M
2m+2 + b2mM
2m + ...+ b1M + b0,
where bi are certain constants. Easy to see from (1) that if condition (2) is
satisfied, then {
fk = 0
gk = 0
(3)
for all k > m+ 1.
Assume that p(x) and q(x) have isolated poles of order 1 at points ai. And
in a neighborhood of ai the Laurent series have the form
p(x) =
ϕi,−1
x− ai + ϕi,0 + ϕi,1(x− ai) + ...
q(x) =
ψi,−1
x− ai + ψi,0 + ψi,1(x− ai) + ...
The main results of this paper are the following.
Theorem 1.
If functions p(x), q(x) are solutions of equations f2m+2 = 0 and g2m+2 = 0 or
f2m+3 = 0 and g2m+3 = 0, then
ϕi,−1 =
n2i
ψi,−1
, ϕi,0 = −
ψi,0ϕ
2
i,−1
n2i
, ϕi,1 =
ψi,1ϕ
2
i,−1
n2i
, ϕi,2 = −
ψi,2ϕ
2
i,−1
n2i
,
ϕi,3 =
ψi,3ϕ
2
i,−1
n2i
, ..., ϕi,2ni−1 =
ψi,2ni−1ϕ
2
i,−1
n2i
,
where ni ∈ N and ni 6 m.
Theorem 2.
If
ϕi,−1 =
n2i
ψi,−1
, ϕi,0 = −
ψi,0ϕ
2
i,−1
n2i
, ϕi,1 =
ψi,1ϕ
2
i,−1
n2i
, ϕi,2 = −
ψi,2ϕ
2
i,−1
n2i
,
ϕi,3 =
ψi,3ϕ
2
i,−1
n2i
, ..., ϕi,2ni−1 =
ψi,2ni−1ϕ
2
i,−1
n2i
,
for some ni, then solutions of(
ı 0
0 −ı
)
∂xy +
(
0 −ıq(x)
ıp(x) 0
)
y = zy
are meromorphic in a neighborhood of a pole ai for all z ∈ C, where y =
(y1(x), y2(x))
t.
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We know the following theorem (see [24])
Theorem.
Assume that p(x), q(x) are rational functions bounded at infinity or else that
p(x), q(x) are meromorphic ω-periodic functions with finitely many poles in
the period strip. Then functions p(x), q(x) are solutions of some equations
of AKNS hierarchy if and only if all solutions of(
ı 0
0 −ı
)
∂xy +
(
0 −ıq(x)
ıp(x) 0
)
y = zy
are meromorphic for any z ∈ C, where y = (y1(x), y2(x))t.
So, we obtain the following Theorem
Theorem 3.
Assume that p(x), q(x) are rational functions bounded at infinity or else that
p(x), q(x) are meromorphic ω-periodic functions with finitely many poles in
the period strip. Assume that all poles of p(x) and q(x) are poles of order 1.
Then functions p(x) and q(x) are solutions of fm = 0 and gm = 0 if and only
if
ϕi,−1 =
n2i
ψi,−1
, ϕi,0 = −
ψi,0ϕ
2
i,−1
n2i
, ϕi,1 =
ψi,1ϕ
2
i,−1
n2i
, ϕi,2 = −
ψi,2ϕ
2
i,−1
n2i
,
ϕi,3 =
ψi,3ϕ
2
i,−1
n2i
, ..., ϕi,2ni−1 =
ψi,2ni−1ϕ
2
i,−1
n2i
.
for some ni ∈ N.
Assume that p(x), q(x) satisfy the condition of Theorem 1. Let us con-
sider the function pq. The Laurent series of function pq in a neighborhood
of ai has the form
pq =
hi,−2
(x− ai)2 +
hi,−1
(x− ai) + hi,0 + hi,1(x− ai) +O((x− ai)
2),
where
hi,−2 = n2i ,
hi,2k−1 = (ϕi,−1ψi,2k + ψi,−1ϕi,2k) + (ϕi,0ψi,2k−1 + ψi,0ϕi,2k−1) + ...+
+(ϕi,lψi,2k−l−1 + ψi,lϕi,2k−l−1) + ...+ (ϕi,2kψi,−1 + ψi,2kϕi,−1).
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But we know that p and q satisfy the condition of Theorem 1 and
ϕi,lψi,2k−l−1 + ψi,lϕi,2k−l−1 = ϕi,−1ψi,−1(
ϕi,lψi,2k−l−1
ϕi,−1ψi,−1
+
ψi,lϕi,2k−l−1
ϕi,−1ψi,−1
) =
= ψi,−1(
ψi,2k−l−1
ψi,−1
+(−1)l+1ϕi,2k−l−1
ϕi,−1
) = (
ψi,2k−l−1
ψi,−1
+(−1)2k−l−1ϕi,2k−l−1
ϕi,−1
) = 0.
So, we see that coefficients hi,−1 = hi,1 = ... = hi,2ni−1 = 0. We obtain that
in a neighborhood of ai the Laurent series of function pq have the form
pq =
n2i
(x− ai)2 +
t=ni∑
t=0
hi,2t(x− ai)t + hi,2ni+1(x− ai)2ni+1 +O((x− ai)2ni+2)
Theorem 4. Let us suppose that p(x) and q(x) are rational or simply pe-
riodic functions with a common period. Let us assume that p(x) and q(x)
haven’t isolated singularity at infinity. Suppose that functions p(x), q(x)
have finitely many poles in the period strip. Also suppose that all poles of
p, q are poles of order 1 and ϕi,−1ψi,−1 = n2 for any i. If p(x), q(x) are
solutions of fm = 0 and gm = 0 for any m > 2, then function u(x) =
n+1
n
pq
is finite-gap Schrodinger potential.
Let us consider some examples (see [26], page 101)
Example 1.
Functions p = α
sin(x)
and q = β
sin(x)
, where αβ = n2 and n ∈ N, are solutions
of f2n+2 = 0 and g2n+2 = 0. Product pq =
n2
sin2(x)
and n+1
n
pq = n(n+1)
sin2(x)
is
Schrodinger finite-gap potential.
Example 2.
Let us consider p = α(ζ(x) − ζ(x − ω2) − ζ(ω2)) and q = β(ζ(x) − ζ(x −
ω2) − ζ(ω2)), where ζ(x;ω1, ω2) is Weierstrass function, αβ = n2, n ∈ N.
Functions p, q are solutions of fm+1 = 0 and gm+1 = 0 for some m. Function
n+1
n
pq = n(n+1)℘(x)+n(n+1)℘(x−ω2) is Schrodinger finite-gap potential.
3. Proof of Theorem 1
We know that in a neighborhood of ai
f1 = − iψi,−1
(x− ai) +O(1) =
A1i,−1
(x− ai) +O(1)
g1 =
iϕi,−1
(x− ai) +O(1) =
B1i,−1
(x− ai) +O(1).
By Aki,m denote a coefficient in the term (x − ai)m in Laurent series of fk
at point ai. Similarly by B
k
i,m denote a coefficient in the term (x − ai)m in
5
Laurent series of gk at point ai.
Lemma 1. There exists ni ∈ N such that ϕi,−1 = n
2
i
ψi,−1
and Bki,−k =
(−1)k ϕi,−1A
k
i,−k
ψi,−1
.
Proof.
We obviously have B1i,−1 = −
ϕi,−1A1i,−1
ψi,−1
.
Let us calculate f2 and g2
f2 = − ψi,−1
2(x− ai)2 +O(
1
(x− ai)) =
A2i,−2
(x− ai)2 +O(
1
(x− ai))
g2 = − ϕi,−1
2(x− ai)2 +O(
1
(x− ai)) =
B2i,−2
(x− ai)2 +O(
1
(x− ai))
We get B2i,−2 =
ϕi,−1A2i,−2
ψi,−1
. Consider f3 and g3
f3 = −iψi,−1(ϕi,−1ψi,−1 − 1)
2(x− ai)3 +O(
1
(x− ai)2 ) =
A3i,−3
(x− ai)3 +O(
1
(x− ai)2 )
g3 =
iϕi,−1(ϕi,−1ψi,−1 − 1)
2(x− ai)3 +O(
1
(x− ai)2 ) =
B3i,−3
(x− ai)3 +O(
1
(x− ai)2 )
We get B3i,−3 = −
ϕi,−1A3i,−3
ψi,−1
. Let us prove that
B2k+1i,−2k−1 = −
ϕi,−1A2k+1i,−2k−1
ψi,−1
, B2k+2i,−2k−2 =
ϕi,−1A2k+2i,−2k−2
ψi,−1
. (4)
The proof is by induction on k. We checked this for k = 0 and k = 1. By
the induction hypothesis,
B2k+1i,−2k−1 = −
ϕi,−1A2k+1i,−2k−1
ψi,−1
, B2ki,−2k =
ϕi,−1A2ki,−2k
ψi,−1
.
We obtain
f2k+2 =
2iψi,−1(A2k+1i,−2k−1ϕi,−1 +B
2k+1
i,−2k−1ψi,−1)− iA2k+1i,−2k−1(2k + 1)2
2(2k + 1)(x− ai)2k+2 +O(
1
(x− ai)2k+1 ) =
= −iA
2k+1
i,−2k−1(2k + 1)
2(x− ai)2k+2 +O(
1
(x− ai)2k+1 ),
(5)
g2k+2 =
iB2k+1i,−2k−1(2k + 1)
2 − 2iϕi,−1(A2k+1i,−2k−1ϕi,−1 +B2k+1i,−2k−1ψi,−1)
2(2k + 1)(x− ai)2k+2 +O(
1
(x− ai)2k+1 ) =
= −iA
2k+1
i,−2k−1ϕi,−1(2k + 1)
2ψi,−1(x− ai)2k+2 +O(
1
(x− ai)2k+1 )
(6)
6
In this case we see that B2k+2i,−2k−2 =
ϕi,−1A2k+2i,−2k−2
ψi,−1
. Then
f2k+3 = −i
2(k + 1)2A2k+2i,−2k−2 − ψi,−1(B2k+2i,−2k−2ψi,−1 + A2k+2i,−2k−2ϕi,−1)
2(k + 1)(x− ai)2k+3 +O(
1
(x− ai)2k+2 ) =
=
iA2k+2i,−2k−2(ϕi,−1ψi,−1 − (k + 1)2)
(k + 1)(x− ai)2k+3 +O(
1
(x− ai)2k+2 )
(7)
g2k+3 = i
2(k + 1)2B2k+2i,−2k−2 − ϕi,−1(B2k+2i,−2k−2ψi,−1 + A2k+2i,−2k−2ϕi,−1)
2(k + 1)(x− ai)2k+3 +O(
1
(x− ai)2k+2 ) =
= −iA
2k+2
i,−2k−2ϕi,−1(ϕi,−1ψi,−1 − (k + 1)2)
(k + 1)ψi,−1(x− ai)2k+3 +O(
1
(x− ai)2k+2 ).
(8)
So (4) is proved.
We know that there exists l such that fl = 0 and gl = 0 hence A
l
i,−l = B
l
i,−l =
0 for some l. But we see from (5), (6) and (7), (8) that Aki,−k = B
k
i,−k = 0 if
and only if ϕi,−1ψi,−1 = n2i .
The Lemma is proved.
Lemma 2. ϕi,0 = −ψi,0ϕ
2
i,−1
n2i
.
Proof.
As in the previous Lemma let us consider
f1 = − iψi,−1
(x− ai) − iψi,0 +O((x− ai)),
g1 =
iϕi,−1
(x− ai) + iϕi,0 +O((x− ai)).
We see that
A1i,0
ψi,−1
− B1i,0
ϕi,−1
= − i
n2i
(ψi,−1ϕi,0 + ϕi,−1ψi,0). Let us prove that
Api,−p+1
ψi,−1
+ (−1)pB
p
i,−p+1
ϕi,−1
= αp(ψi,−1ϕi,0 + ϕi,−1ψi,0), (9)
where αp 6= 0 and doesn’t depend on Ci, p ∈ N is an arbitrary number. The
proof is by induction on p. Suppose that the assumption is true for Api,−p+1
and Bpi,−p+1. Easy to see that
Ap+1i,−p =
iψi,0(B
p
i,−pψi,−1 + A
p
i,−pϕi,−1)
p
+
+
iψi,−1(A
p
i,−pϕi,0 +B
p
i,−pψi,0 + A
p
i,−p+1ϕi,−1 +B
p
i,−p+1ψi,−1)
p− 1 −
iApi,−p+1(p− 1)
2
,
(10)
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Bp+1i,−p = −
iϕi,0(B
p
i,−pψi,−1 + A
p
i,−pϕi,−1)
p
−
−iϕi,−1(A
p
i,−pϕi,0 +B
p
i,−pψi,0 + A
p
i,−p+1ϕi,−1 +B
p
i,−p+1ψi,−1)
p− 1 +
iBpi,−p+1(p− 1)
2
.
(11)
Suppose that p is odd number and p = 2k + 1. By (4), Lemma 1 and the
induction assumption it follows that
A2k+2i,−2k−1
ψi,−1
+
B2k+2i,−2k−1
ϕi,−1
= −ikα2k+1(ϕi,0ψi,−1 + ψi,0ϕi,−1) (12)
If p is even and p = 2k, then
A2k+1i,−2k
ψi,−1
− B
2k+1
i,−2k
ϕi,−1
=
(ϕi,0ψi,−1 + ψi,0ϕi,−1)
i((8k − 2)A2ki,−2k + α2kkψi,−1(4ϕi,−1ψi,−1 − (2k − 1)2)
2(2k − 1)kψi,−1 =
= (ϕi,0ψi,−1 + ψi,0ϕi,−1)
i((8k − 2)A
2k
i,−2k
ψi,−1
+ α2kk(4n
2
i − (2k − 1)2)
2(2k − 1)k =
= (ϕi,0ψi,−1 + ψi,0ϕi,−1)
i((8k − 2)β
l=k−1∏
l=1
(n2i − l2) + α2kk(4n2i − (2k − 1)2)
2(2k − 1)k ,
where β doesn’t depend on ϕi,−1, ψi,−1 and ni. Easy to see that αl 6= 0 for
any ni ∈ N and l. We know that there exists l such that fl = 0 and gl = 0.
So Ali,−l+1 = B
l
i,−l+1 = 0⇒
Ali,−l+1
ϕi,−1
+(−1)l B
l
i,−l+1
ψi,−1
= 0. But we see that αl 6= 0
and hence
Ali,−l+1
ϕi,−1
+ (−1)l B
l
i,−l+1
ψi,−1
= 0 if and only if ϕi,0ψi,−1 + ψi,0ϕi,−1 = 0.
The Lemma is proved.
Let us assume that
ψi,−1ϕi,p + (−1)pϕi,−1ψi,p = 0,
Ati,p−t+1
ψi,−1
+ (−1)p−tB
t
i,p−t+1
ϕi,−1
= 0, (13)
where p = 0, ..., k − 1 and t ∈ N is arbitrary number.
Obviously
A1i,k
ψi,−1
+(−1)k+1 B
1
i,k
ϕi,−1
= −i( ψi,k
ψi,−1
+(−1)k ϕi,k
ϕi,−1
) = − i
n2
(ϕi,−1ψi,k+(−1)kψi,kϕi,−1).
8
Consider
fr =
Ari,−r
(x− ai)r + ...+ A
r
i,0 + A
r
i,1(x− ai) + ..+ Ari,k−r(x− ai)k−r +O((x− ai)k−r+1)
gr =
Bri,−r
(x− ai)r + ...+B
r
i,0 +B
r
i,1(x− ai) + ..+Bri,k−r(x− ai)k−r +O((x− ai)k−r+1)
and suppose that
Ar−1i,k−r+2
ψi,−1
+ (−1)k−r+1B
r−1
i,k−r+2
ϕi,−1
= αr−1,k−r+2(ϕi,−1ψi,k + (−1)kψi,kϕi,−1), (14)
where αr−1,k−r+2 doesn’t depend on Ci and coefficients ϕi,j, ψi,j. But αr−1,k−r+2
depends on n2i = ϕi,−1ψi,−1.
Let us prove that
Ari,k−r+1
ψi,−1
+ (−1)k−rB
r
i,k−r+1
ϕi,−1
= αr,k−r+1(ϕi,−1ψi,k + (−1)kψi,kϕi,−1). (15)
Denote
pfr−1 + qgr−1 =
hi,−r
(x− ai)r + ...+ hi,k−r+1(x− ai)
k−r+1 +O((x− ai)k−r+1).
Let us consider two cases.
1) k − r is even number.
Using (13), we get
hi,k−r = ϕi,−1Ar−1i,k−r+1 + ψi,−1B
r−1
i,k−r+1 + ...+ ϕi,k−1A
r−1
i,−r+1 + ψi,k−1B
r−1
i,−r+1 =
= ϕi,−1ψi,−1((
Ar−1i,k−r+1
ψi,−1
+
Br−1i,k−r+1
ϕi,−1
) + ...+ (
ϕi,k−1Ar−1i,−r+1
ϕi,−1ψi,−1
+
ψi,k−1Br−1i,−r+1
ψi,−1ϕi,−1
)) = 0
Similarly, under the condition of (13), we have hi,2t = 0, where 2t 6 k − r.
From (1) it follows that
fr
ψi,−1
+
gr
ϕi,−1
=
i
2
(
f ′r−1
ψi,−1
− g
′
r−1
ϕi,−1
)+i(
p
ϕi,−1
− q
ψi,−1
)(
∫
(pfr−1+qgr−1)dx+Cr−1).
Note that∫
(pfr−1+qgr−1)dx =
t=k−r∑
t=−r
hi,t(x− ai)t+1
t+ 1
+
hi,k−r+1(x− ai)k−r+1
k − r +O((x−ai)
k−r+1),
(16)
9
where hi,p = 0, p is even number and p 6 k−r. We mentioned before that fk
and gk are polynomials in p, q, p
′, q′, ..., p(k−1, q(k−1) for all k. Hence hi,−1 = 0.
Moreover, we see from (13) that
p
ϕi,−1
− q
ψi,−1
=
2t<k∑
t=0
(
ϕi,2t
ϕi,−1
− ψi,2t
ψi,−1
)(x−ai)2t+( ϕi,k
ϕi,−1
− ψi,k
ψi,−1
)(x−ai)k+... (17)
Combining (16) and (17) and using the fact that k − r + 1 is odd number,
we obtain
Ari,k−r+1
ψi,−1
+
Bri,k−r+1
ϕi,−1
=
i(k − r + 2)
2
(
Ar−1i,k−r+2
ψi,−1
− B
r−1
i,k−r+2
ϕi,−1
) =
= αr−1,k−r+2
i(k − r + 2)
2
(ϕi,−1ψi,k + (−1)kψi,−1ϕi,−1).
(18)
So, if k − r is even, then assumption (15) is true.
2) Suppose that k − r is odd number.
Arguing as before we see that
hi,k−r+1 = ϕi,−1Ar−1i,k−r+2 + ψi,−1B
r−1
i,k−r+2 + ...+ ϕi,k−1A
r−1
i,−r+1 + ψi,k−1B
r−1
i,−r+1 =
= ϕi,−1ψi,−1((
Ar−1i,k−r+2
ψi,−1
+
Br−1i,k−r+2
ϕi,−1
) + ...+ (
ϕi,k−1Ar−1i,−r+2
ϕi,−1ψi,−1
+
ψi,k−1Br−1i,−r+2
ψi,−1ϕi,−1
)+
+(
ϕi,kA
r−1
i,−r+1
ϕi,−1ψi,−1
+
ψi,kB
r−1
i,−r+1
ψi,−1ϕi,−1
)) = ψi,−1Br−1i,−r+1(
ϕi,k
ϕi,−1
+ (−1)r−1 ψi,k
ψi,−1
) =
= β
l=[ r−1
2
]∏
l=1
(n2 − l2)( ϕi,k
ϕi,−1
+ (−1)k ψi,k
ψi,−1
),
where β is constant and doesn’t depend on coefficients of series.
Easy to see from (13) that hi,2t+1 = 0, where 2t+ 1 < k− r+ 1. From (1) it
follows that
fr
ψi,−1
− gr
ϕi,−1
=
i
2
(
f ′r−1
ψi,−1
+
g′r−1
ϕi,−1
)−i( p
ϕi,−1
+
q
ψi,−1
)(
∫
(pfr−1+qgr−1)dx+Cr−1).
From (13) we obtain that
p
ϕi,−1
+
q
ψi,−1
=
t=k−1∑
t=−1
(
ϕi,t
ϕi,−1
+
ψi,t
ψi,−1
)(x− ai)t + ( ϕi,k
ϕi,−1
+
ψi,k
ψi,−1
)(x− ai)k + ... =
=
2
(x− ai) + 2
2t6k−2∑
t=0
ϕi,2t+1
ϕi,−1
(x− ai)2t+1 + ( ϕi,k
ϕi,−1
+
ψi,k
ψi,−1
)(x− ai)k...
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Using the fact that k − r + 1 is even number, we get
Ari,k−r+1
ψi,−1
− B
r
i,k−r+1
ϕi,−1
=
i(k − r + 2)
2
(
Ar−1i,k−r+2
ψi,−1
+
Br−1i,k−r+2
ϕi,−1
)− 2 hi,k−r+1
k − r + 1 =
= (
i(k − r + 2)αr−1,k−r+2
2
− 2β
l=[ r−1
2
]∏
l=1
(n2 − l2))( ϕi,k
ψi,−1
+ (−1)k ψi,k
ϕi,−1
).
We obtain that if k − r is odd, then assumption (15) is correct.
So, we proved that assumption (15) is correct for all k and r.
Suppose that k < 2ni + 1. We know from Lemma 1 that fk 6= 0 and gk 6= 0
because Aki,−k 6= 0. We obtain that if there exists m such that f2m+1 = 0 and
g2m+1 = 0, then A
2m+1
i,p = B
2m+1
i,p = 0 ⇒ A2m+1i,p + (−1)p+1B2m+1i,p = 0, where
p 6 0, m > ni. Note that A2ni+1i,−2ni−1 = B
2ni+1
i,2ni+1
= 0.
We see from (18) that
A
2ni+2
i,−1
ψi,−1
+
B
2ni+2
i,−1
ϕi,−1
= 0. We get from (15) that
A2m+1i,k−2m
ψi,−1
+ (−1)k−2m+1B
2m+1
i,k−2m
ϕi,−1
= α2m+1,k−2m(
ϕi,k
ψi,−1
+ (−1)k ψi,k
ϕi,−1
) = 0.
Easy to see that α2m+1,k−2m 6= 0, where k − 2m < −1. This means that
ϕi,k
ψi,−1
+ (−1)k ψi,k
ϕi,−1
= 0⇒ ϕi,k = (−1)k+1 ψi,kϕ
2
i,−1
n2
for any k 6 2ni − 1.
Theorem 1 is proved.
4. Proof of Theorem 2
Let us consider the equation
M =
(
ı 0
0 −ı
)
∂xy +
(
0 −ıq(x)
ıp(x) 0
)
y = zy (19)
where y = (y1(x), y2(x))
t. Solution of (19) have poles only at poles of p and
q.
Assume that
y1 = α0(x− ai)σ + α1(x− ai)σ+1 + ...
y2 = β0(x− ai)σ + β1(x− ai)σ+1 + ...
where ai is a pole of functions p(x) and q(x). Substituting y in (19) and
considering the coefficient of (x− ai)σ−1 we get{
σα0 − ψi,−1β0 = 0
ϕi,−1α0 − σβ0 = 0.
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There exist solutions α0, β0 6= 0 if and only if σ = ±ni, where ni ∈ N.
Consider the coefficient of (x − ai)k+σ, where k is integer and k > 0. We
obtain {
(k + σ)αk−ni+1 − ψi,−1βk−ni+1 = F1
ϕi,−1αk−ni+1 − (k + σ)β0 = F2
where F1 and F2 don’t depend on αk−ni+1 and βk−ni+1. Determinant of this
system is equal to zero if and only if k = −2σ and k = 0. So, we have
problems with finding coefficients only when σ = −ni and k = 2ni because
k > 0.
Let us prove that if k 6 2ni − 1, then
niβk + (−1)kϕi,−1αk = 0 (20)
or equivalently
niαk + (−1)kψi,−1βk = 0.
We see that niα0 + ψi,−1β0 = 0 or equivalently ϕi,−1α0 + nβ0 = 0. Then{
(1− ni)α1 − ψi,−1β1 − ψi,0β0 = zα0
(ni − 1)β1 + ϕi,−1α1 + ϕi,0α0 = zβ0.
(21)
Multiplying the first equation of (21) by ni, the second by ψi,−1 and summing,
we get
niα1 − ψi,−1β1 + ψi,−1ϕi,0α0 − nψi,0β0 = 0
Under the condition of the Theorem we obtain that niα1 − ψi,−1β1 = 0. So,
if k = 1, then assumption (20) is true. Similarly, let us prove (20) for k + 1
assuming that (20) is true for k, where k < 2ni − 1. Calculations show{
(ni − k)αk − ψi,−1βk − ψi,0βk−1 − ...− ψi,k−1β0 = zαk−1
−(ni − k)βk + ϕi,−1αk + ϕi,0αk−1 + ...+ ϕi,k−1α0 = zβk−1.
(22)
Let us multiply the first equation of (22) by ni the second by (−1)k+1ψi,−1
and add. Easy to see that under the conditions of the Theorem we get (20).
Now let us consider coefficient of (x− ai)ni−1{
niα2ni − ψi,−1β2ni − ψi,0β2ni−1 − ...− ψ2ni−1β0 = zα2ni−1
ϕi,−1α2ni + ϕi,0α2ni−1 + ...+ ϕ2ni−1α0 − nβ2ni = zβ2ni−1{
niα2ni = zα2ni−1 + ψi,−1β2ni + ψi,0β2ni−1 + ...+ ψ2ni−1β0
ϕi,−1α2ni = niβ2ni − ϕi,0α2ni−1 − ...− ϕ2ni−1α0 + zβ2ni−1.
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This system has solutions if and only if
z
α2ni−1
ni
+
ψi,−1β2ni
ni
+
ψi,0β2ni−1
ni
+ ...+
ψ2ni−1β0
ni
−
−ni β2ni
ϕi,−1
− ϕi,0α2ni−1
ϕi,−1
− ...− ϕ2ni−1α0
ϕi,−1
− zβ2ni−1
ϕi,−1
= 0.
But we know from Lemma 1 that ϕi,−1ψi,−1 = n2 and under the conditions
of the Theorem and (20) we have
β2ni(
ϕi,−1ψi,−1 − n2i
niϕi,−1
) +
ϕi,−1ψi,0β2ni−1 − niϕi,0α2ni−1
niϕi,−1
+ ...+
ϕi,−1ψi,2ni−1β0 − niϕi,2ni−1α0
niϕi,−1
+
+z(
ϕi,−1α2ni−1 − niβ2ni−1
niϕi,−1
) =
= ϕi,0(
ψi,−1β2ni−1 − niα2ni−1
niϕi,−1
) + ...+ ϕi,2ni−1
−ψi,−1β0 − niα0
niϕi,−1
+
+z(
ϕi,−1α2ni−1 − niβ2ni−1
niϕi,−1
) = 0.
So, y = (y1(x), y2(x))
t, where σ = ±ni, are two linear independent formal
solutions then it is also an actual solution near ai (see [30], §4.3). Finally,
we obtain that solutions of (21) are locally meromorphic for all z ∈ C.
Theorem is proved.
5. Proof of Theorem 4
Suppose u(x) is a rational function or a simply periodic function or an
elliptic function. Suppose that u(x) hasn’t isolated singularity at infinity.
Assume that u(x) has finitely many poles in the period strip or fundamental
parallelogram. Suppose that function u(x) has poles at points a1, a2, ..aN . In
a neighborhood of ai
u(x) =
ai,−2
(x− ai)2 +
ai,−1
(x− ai) + ai,0 + ai,1(x− ai) +O((x− ai)
2).
Theorem 3 follows from the following theorem [23]
Theorem.
Function u(x) is Schrodinger finite-gap potential if and only if
ai,−2 = ni(ni + 1), ai,−1 = 0, ai,1 = 0, ..., a2ni−1 = 0.
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But we have already proved that in a neighborhood of poles ai the Laurent
series of function n+1
n
pq have the form
ni(ni + 1)
(x− ai)2 +
t=ni∑
t=0
hi,2t(x− ai)2t + h2ni+1(x− ai)2ni+1 +O((x− ai)2ni+2)
Theorem 3 is proved.
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