Abstract: Testing of pesticide leaching models against comprehensive field-scale measurements is necessary to increase confidence in their predictive ability when used as regulatory tools. Version 5.1 of the MACRO model was tested against measurements of water flow and the behaviour of bromide, bentazone [3-isopropyl-1H-2,1,3-benzothiadiazin-4(3H)-one-2,2-dioxide] and imidacloprid [1-(6-chloro-3-pyridylmethyl)-N-nitroimidazolidin-2-ylideneamine] in a cracked clay soil. In keeping with EU (FOCUS) procedures, the model was first calibrated against the measured moisture profiles and bromide concentrations in soil and in drain water. Uncalibrated pesticide simulations based on laboratory measurements of sorption and degradation were then compared with field data on the leaching of bentazone and imidacloprid. Calibrated parameter values indicated that a high degree of physical non-equilibrium (i.e. strong macropore flow) was necessary to describe solute transport in this soil. Comparison of measured and simulated bentazone concentration profiles revealed that the bulk of the bentazone movement in this soil was underestimated by MACRO. Nevertheless, the model simulated the dynamics of the bentazone breakthrough in drain water rather well and, in particular, accurately simulated the timing and the concentration level of the early bentazone breakthrough in drain water. The imidacloprid concentration profiles and its persistence in soil were simulated well. Moreover, the timing of the early imidacloprid breakthrough in the drain water was simulated well, although the simulated concentrations were about 2-3 times larger than measured. Deep groundwater concentrations for all substances were underestimated by MACRO, although it simulated concentrations in the shallow groundwater reasonably well. It is concluded that, in the context of ecotoxicological risk assessments for surface water, MACRO can give reasonably good simulations of pesticide concentrations in water draining from cracking clay soils, but that prior calibration against hydrologic and tracer data is desirable to reduce uncertainty and improve accuracy.
INTRODUCTION
Preferential transport through macropores (e.g. shrinkage cracks, earthworm and root channels) in the unsaturated zone can increase the risk of groundwater and surface water contamination by pesticides, because the biologically and chemically reactive topsoil is quickly bypassed. As a result, pesticides can rapidly reach subsoil layers where transformation and sorption processes are generally less effective. Preferential transport of pesticides in macropores has gained much attention from soil scientists in recent decades, and many field studies have demonstrated its occurrence. 1 -4 However, the information gained from such field studies is often limited owing to the difficulty in experimentally quantifying macropore flow effects, the restricted duration of the experiments and also the limited number of pesticides studied compared with the large number in use today. 5 Pesticide leaching models can play an important role in overcoming these limitations. Many solute leaching models that account for preferential flow processes have been developed during the past 15 years using different approaches. 6 -11 One promising approach is that used in dual-permeability models, which consists in partitioning the soil into two pore domains, each being characterized by a porosity, a water pressure and a solute concentration. 11 One such model, MACRO, 11 is now being used to support authorities in decisions concerning the approval of pesticide registration in the European Union. 12, 13 MACRO was selected as it calculates macropore flow with a physics-based approach that is also relatively simple and parsimonious with respect to data requirements. In comparison with the widely used advection-dispersion equation, which does not account for macropore flow, MACRO requires only four additional parameters. In EU procedures, MACRO is used to predict pesticide leaching to drains for a number of 'representative worst-case' scenarios, some of which are precalibrated with respect to water flow and tracer transport. 14 However, in common with other pesticide leaching models, 15 only a limited number of comprehensive field-scale tests of MACRO have been carried out, and more are needed to improve confidence in the ability of the model to predict pesticide leaching with sufficient accuracy for this purpose. In one such test on a structured clay soil at Lanna, Sweden, Larsson and Jarvis 1 showed that calibrated MACRO simulations of bromide and bentazone contents in the soil profile were within one standard deviation of the measured values. Good predictions of the initial breakthrough of bromide and bentazone in drain flow were also obtained by the model. However, the short-term fluctuations of bromide and bentazone concentrations in drain flow were not well captured by the model. Larsson and Jarvis 1 suggested that uncertainty in the boundary conditions (e.g. precipitation and groundwater inflow/outflow) and the simplified description of first-order mass exchange between micropores and macropores were the main sources of deviations between measurements and simulations. Using the Lanna dataset, Larsbo and Jarvis 16 demonstrated that significant parameter and predictive uncertainty remained even after careful calibration of the model against this detailed data. It was concluded that only the most comprehensive datasets can support sufficiently unambiguous tests of detailed simulation models such as MACRO.
The availability of the Andelst dataset 3 provides such an opportunity for testing the performance of the MACRO model. This comprehensive dataset includes detailed high-time-resolution measurements of site hydrology and the leaching behaviour of a tracer and two contrasting pesticides, one weakly and one strongly sorbing, in a tile-drained cracking clay soil. Recently, a new version of MACRO (5.1) has been released, with more accurate and faster numerical solution methods, that allows the use of automated calibration procedures. Thus, the main objective of this study was to evaluate the ability of MACRO (v.5.1) to simulate the behaviour of water, bromide and two pesticides with contrasting mobility as measured in the Andelst field-scale experiment.
MODEL DESCRIPTION
MACRO 5.1 is a physically based, one-dimensional, numerical model that simulates transient water flow and solute transport at the plot scale. The MACRO 5.1 model will be described here briefly, focusing on features that are most relevant for this study. A full description of MACRO is given elsewhere.
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The total porosity in each soil layer is partitioned into micropores and macropores. Each of these flow domains is characterized by a degree of saturation, conductivity and flux. The Richards equation is used to calculate the vertical movement of water in the micropores:
where C is the water capacity (dθ/dh mi ) (cm −1 ), h mi is the soil water pressure head in the micropores (cm), t is time (days), z is depth (cm), K mi is the hydraulic conductivity in the micropores (cm day −1 ) and S i are sink/source terms to account for water exchange with macropores, drainage and root water uptake (day −1 ). Soil water retention in the micropores is described by a modified form of the van Genuchten equation, 17 while hydraulic conductivity is calculated with the Mualem model. 18 A simplified approach is used to describe the water flow in the macropores, assuming a non-capillary, gravity-driven process (i.e. ∂h/∂z = 0). Therefore, description of the soil water pressure in the macropores is not required. The hydraulic conductivity function in the macropores, K ma (cm day −1 ), is given as a simple power law function:
and
where K s is the saturated hydraulic conductivity (cm day −1 ), K b is the saturated hydraulic conductivity of micropores (cm day −1 ), S ma is the effective saturation in the macropores (cm 3 cm −3 ), n * is a kinematic exponent related to the macropore size distribution, θ ma is the volume fraction of liquid phase in the macropores (cm 3 cm −3 ), θ s is the saturated volume fraction of liquid phase (cm 3 cm −3 ) and θ b is the volume fraction of liquid phase at the micropore/macropore boundary (cm 3 cm −3 ). Water exchange rates between micropores and macropores [used as S w in Eqn (1)] are calculated as a function of an effective aggregate half-width, d (cm), using an approximate physically based first-order function, which neglects the influence of gravity and assumes a rectangular slab geometry for the aggregates: 19, 20 
where G f is a dimensionless geometry factor (set at a value of 3 for a rectangular slab geometry 21 ), D w is an effective water diffusivity (cm 2 day −1 ) and γ w is a dimensionless scaling factor to match the approximate and exact solutions to the diffusion problem. 22 In MACRO, γ w is set at an average value of 0.8.
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MACRO needs daily or hourly rainfall and meteorological data (daily maximum and minimum air temperatures, daily wind speed, daily vapour pressure and daily global radiation), used in the calculation of potential evapotranspiration by the Penman-Monteith method. 24 Actual transpiration [i.e. the rate of soil water extraction by plant roots, S u in Eqn (1)], is calculated using a simple empirical function as described by Jarvis. 25 The uptake of water by the roots can occur in both regions in the model, although it is assumed to be preferentially extracted from the macropores.
The top boundary condition for water flow in dual-permeability models is very critical because it determines the partitioning of net precipitation and/or irrigation between micropores and macropores. 26, 27 Basically, three different situations of flow can occur at the soil surface in MACRO. In the first situation, the precipitation rate is smaller than the infiltration capacity of the micropores. Then all rainfall will infiltrate into the micropores. In the second situation, precipitation is greater than the infiltration capacity of the soil matrix but smaller than the infiltration capacity of the macropores. Then both micropores and macropores receive water. Finally, a third situation can occur in which the precipitation rate exceeds the total infiltration capacity of the soil. Then the excess of water at the soil surface leads to overland flow.
The drainage rate for saturated micropore and macropore domains in each layer of the soil profile, q d (cm day −1 ), is calculated using seepage potential theory for layers above drain depth 28 and the Hooghoudt equation for layers below. 11 Total drain flow is given by the sum of drain flow from micropore and macropore domains. Percolation to groundwater, q out (cm day −1 ), is calculated as a linear function of the water table height, H (cm):
where q const (day −1 ) is an empirical parameter that controls percolation to groundwater, K is the saturated hydraulic conductivity of either the macropore or micropore domain in the deepest horizon of the profile and K S (cm day −1 ) is the overall saturated hydraulic conductivity in the deepest horizon of the profile.
Soil temperatures are calculated from the heat conductivity equation using air temperatures to define the boundary conditions. Soil thermal properties are defined as a function of soil physical properties. 23 Solute transport in the micropores is calculated using the convection-dispersion equation:
where C L,mi is the concentration of solute in the liquid phase in the micropores (g cm −3 ), f is the fraction of sorption sites attributed to the macropores, X is the content of solute sorbed onto the solid phase (g g −1 ), ρ is the dry soil bulk density (g cm −3 ), D is the dispersion coefficient (cm 2 day −1 ), q is the volume flux of water in soil (cm day −1 ) and R i represents the source/sink terms regarding mass exchange between flow domains, solute uptake by crop, solute transformation and losses to drains. Coefficient D is calculated from
where L dis is the dispersion length (cm), v mi is the pore water velocity in the micropores (cm day −1 ) given by q/θ mi , D 0 is the coefficient of solute diffusion in the water (cm 2 day −1 ) and ζ L is the tortuosity factor for diffusion in the liquid phase. 29 In macropores, solute dispersion is neglected because solute transport is assumed to be dominated by convection. The partitioning of reactive solutes between liquid and solid phases in either flow domain is described using the Freundlich isotherm:
where K F is the Freundlich sorption coefficient ( ) introduced to make the units of K F independent of N. 30 MACRO can also deal with kinetic sorption, but instantaneous equilibrium between sorbed and solution phases was assumed in the present study.
The rate of solute exchange between micropores and macropores, R e (g cm −3 day −1 ), is given by a combination of diffusion and convection: 19, 31 
where D e is an effective diffusion coefficient (cm 2 day −1 ), C L,ma and C L,mi are mass concentrations of solute in the liquid phase (g cm −3 ) in macropores and micropores respectively and C L,mi/ma indicates either C L,ma or C L,mi depending on the direction of the water flow. Coefficient D e is approximated by
The rate of solute discharge by the drainage system, R d (g cm −3 day −1 ), is calculated assuming complete mixing of solute in the lateral direction in each soil layer:
The rate of solute uptake by plant roots, R U (g cm −3 day −1 ), is described as a passive process:
where f u is the transpiration stream concentration factor 32 and S is the root water uptake (day −1 ). Solute transformation in each soil phase and flow domain is described with first-order kinetics. The actual transformation rate in the field, k (day −1 ), is predicted from a laboratory-measured reference value, k REF (day −1 ), using reduction factors to account for the influence of environmental conditions:
where f T and f θ are the reduction factors to account for the influence of temperature and soil moisture content respectively. Factor f T is given by a numerical approximation of the Arrhenius equation 30 modified for low temperatures:
where T is soil temperature (
is T at reference conditions and α is a composite parameter (
• C −1 ) dependent on T , T REF , molar activation energy and the gas constant. The reduction factor f θ is calculated from
where θ is the volume fraction of liquid phase (cm 3 cm −3 ), θ 100 is the volume fraction of liquid phase (cm 3 cm −3 ) at a pressure head of 100 cm, θ W is the volume fraction of liquid phase at the wilting point (cm 3 cm −3 ) and B is a constant. The water routed into the macropores is characterized by a concentration C ma (g cm −3 ), which is calculated assuming complete mixing with solute stored in the soil liquid phase of a shallow mixing depth z d (cm) at the soil surface:
where Q s is the amount of solute stored in z d (g cm −2 ), C P is the solute concentration in the precipitation (g cm −3 ), θ mi,sur is the volumetric fraction of liquid phase in the mixing depth z d (cm 3 cm −3 ) and ρ sur is the dry soil bulk density in the mixing depth z d (g cm −3 ).
MODEL PARAMETERIZATION, TESTING AND CALIBRATION 3.1 Field experiment
The field experiment has been described in detail elsewhere 3 and will be described here only very briefly. The experiment was carried out from April 1998 until April 1999 in the municipality of Andelst (51 • 53 N, 5
• 43 E, 8 m above sea level) in the Netherlands.
Cumulative rainfall during the entire experimental period was about 1150 mm. This amount in about 1 year is exceptionally high for Dutch conditions, as the annual average of total rainfall between 1971 and 2000 in the Netherlands was about 800 mm. 34 The soil is a young Holocene river bank deposit of the river Rhine, classified as Eutric Fluvisol. 35 Its clay layer was about 3 m deep and underlaid with a thick layer of coarse sand. The clay content of the top 120 cm ranged from 28 to 37%. After dry periods, shrinkage cracks were observed at the soil surface of the entire experimental field. Permanent macropores as a result of root decay and earthworm activity were regularly found in the 30-100 cm soil layer during the sampling of soil profile. The surface area of the field was 1.2 ha. Tile drains were located at 0.8 m depth and at 10 m spacing. Winter wheat was sown in the autumn of 1997. Bromide and bentazone were applied on 7 April 1998 and imidacloprid was applied on 27 May 1998. Rainfall, groundwater level and drain discharges in two pipes were continuously measured at the experimental field. The total experimental area comprised the whole catchment area of six drains. Each drain pipe was the result of coupling the outlets of three tile drains with an intermediate distance of 10 m. The catchment area of the two pipes was 0.63 and 0.57 ha respectively. Groundwater and drain water were sampled and analysed for bromide, bentazone and imidacloprid. On six occasions (i.e. at 22, 69, 125, 167, 239 and 378 days after bromide and bentazone application), soil profiles were sampled up to 120 cm depth at 16 plots in the field (one sample per plot). This was done using a steel corer that was built to collect soil cores in PVC tubes (used as liners inside the corer). This corer was pressed vertically into the soil with a hydraulic wheeled excavator. The 16 soil columns of each sampling time were not analysed individually, but the corresponding layers of four plots were mixed to reduce analytical efforts. Similarly, groundwater samples from the same filter depths of four plots were mixed for pesticide analysis. Using these samples, moisture profiles and concentration profiles of bromide, bentazone and imidacloprid were measured. In the laboratory, soil water retention curves and unsaturated hydraulic conductivity were measured simultaneously using Wind's evaporation method, 36 and saturated hydraulic conductivity was measured using the constant head method. 37 The degradation rate and sorption of bentazone and imidacloprid were also measured in the laboratory in incubation and batch experiments.
Model parameterization
To provide adequate numerical accuracy, the 2. were calculated by linearly interpolating the measurements at 0.05, 0.5 and 1 m depth. Initial soil water contents were based on measurements down to 0.9 m. For the deeper layers, saturated water contents were assumed because the phreatic groundwater level was initially at 0.9 m. Hourly rainfall rates measured at the experimental site 3 were used as input for the model. The driving variables required for the calculation of Penman-Monteith evapotranspiration (i.e. daily maximum and minimum air temperatures, wind speed, vapour pressure and global radiation) were obtained from the meteorological station 'de Haarweg' (part of the Wageningen University and Research Centre), which is located 10 km from the experimental field.
Van Genuchten parameters to describe hydraulic functions in the micropores (Table 1) were derived from site-specific laboratory experiments 38 using the RETC package. 39 The saturated hydraulic conductivities (K s ) were estimated on the basis of measured values obtained using the constant head method, 37 supported by near-saturated hydraulic conductivities obtained using Wind's evaporation method. 36 Saturated water contents (θ s ) were considered to be equal to 96% of the total porosity (ϕ) to account for entrapped air, and ϕ was derived from the dry bulk density using a density of the soil solid phase of 2.65 g cm −3 . 40 The assumed soil water pressure head at the micropore/macropore boundary was −10 cm for all layers.
Parameters for crop development and crop uptake were based on observations, on the literature or on default values as supplied by the model. The soil moisture contents at the wilting point θ W (Table 1) were set according to the value of θ mi at a pressure head of 16 000 cm. 41 Leaf area indexes at different times were estimated on the basis of light interception measurements made at the soil surface. 42 The maximum root depth and the maximum crop height were based on field observations and set at 0.6 and 0.8 m respectively. It was assumed that 60% of the total root length was present in the top 20 cm of the soil profile.
The application of bromide at the experimental field in Andelst was intended to trace the water flow during the whole experimental period. However, about 80% of the bromide dose was taken up by the crop in the first month after application, and most of this was subsequently released into the soil in the next 2 months by the mineralization of litterfall. 3 Therefore, the bromide behaviour in soil during the cropping period cannot be used to trace water flow. Hence, the bromide concentration profile measured at day 167 (all day numbers are days since bromide and bentazone application on 7 April 1998) was used as an initial condition, and MACRO was run from day 167 until the end of the experimental period. A dispersion length [L dis in Eqn (7)] of 5 cm was set. The coefficient of bromide diffusion in water [D 0 in Eqn (7)] was set at 2 × 10 −9 m 2 s −1 . 43 It was assumed for bromide that the excluded soil water content due to anion exclusion was 5% of the micropore volume fraction. The mixing depth [z d in Eqn (16) ] was set at 1 mm for all simulations.
The dosage of bentazone used in the simulations was 1.4 kg ha −1 (the average amount recovered from soil 1 day after application). Input parameters for pesticide/soil interactions were obtained from laboratory studies 3 and are shown in Table 2 . The half-lives of bentazone at reference conditions (i.e. 20
• C and moisture content at pressure head of −10 cm) were 23.9 days for the 0-35 cm layer, 78.6 days for the 35-75 cm layer and 198 days for the 75-120 cm layer. These half-lives were based on laboratory experiments and converted to the reference conditions using the Arrhenius equation. The empirical exponent describing the effect of moisture content on degradation [B in Eqn (15) ] was set at 0.7. 32 The parameter α in Eqn (14) was calculated using the following approximation:
where U is the activation energy (kJ mol −1 ). Based on the U value of 73.8 kJ mol −1 for bentazone, 3 an α value of 0.105 K −1 was obtained using Eqn (19) . The transpiration stream concentration factor for bentazone [f u in Eqn (12) ] was assumed to be 0.78, 45 and D 0 was set at 4.9 × 10 −10 m 2 s −1 . 46 No significant sorption of bentazone could be measured in the Andelst clay soil, 3 and the sorption coefficient of bentazone in the simulations was therefore set at zero (i.e. K F = 0). It was assumed for bentazone that the excluded soil water content due to anion exclusion was 5% of the micropore volume fraction.
The dosage of imidacloprid used in the simulations was 0.55 kg ha −1 (the average amount recovered from soil 2 days after application). The half-lives for imidacloprid at reference conditions were 90.2 days for the 0-35 cm layer, 174.5 days for the 35-75 cm layer and 445.7 days for the 75-120 cm layer. These half-lives were based on laboratory experiments and converted to the reference conditions using the Arrhenius equation. The exponent B was set at 0.7, 32 and the parameter α was calculated to be 0.092 K −1 using a value of U of 64.5 kJ mol −1 in Eqn (17) . 3 For imidacloprid, f u was assumed to be 0.5, 47 and D 0 was set at 4. 48 reported that f values of between 0.01 and 0.04 are considered realistic for many soils.
The half-life for the pesticides was assumed to be the same in both phases and in both flow domains within each soil layer. Neither interception nor degradation of pesticides by the plant canopy was assumed, because the doses used in the simulations were based on the amount recovered in the soil profile 1 or 2 days after application.
Calibration and testing procedure
Simulations were carried out for the period from 21 January 1998 to 20 April 1999. Simulation results were compared with soil moisture contents, cumulative drain discharge, soil temperature, bromide and pesticide concentration profiles and bromide and pesticide concentrations in drain water and groundwater at different times.
The performance of MACRO was either assessed visually by graphical displays or by using statistical measures. For a graphical comparison, time series and concentration profiles of simulated and measured values are presented. The modelling efficiency (ME) was used to quantify the fit between model predictions and measurements of solute concentration depth profiles:
where P i is the predicted value, O i is the observed value, O is the average of the observed values and n is the number of values. ME indicates whether the model describes the data better than simply the average of the measurements. The optimal value of ME is 1. If the average of the measurements is used as the predictor, the value of ME becomes 0. The testing strategy adopted in this study was based on the recommendations of Armstrong et al. 50 and Vanclooster et al. 15 Firstly, the model was calibrated using the field measurements of water and bromide behaviour. Subsequently, simulations for bentazone and imidacloprid were carried out without further calibration. This strategy was adopted in order to test the predictive ability of the model in the context of exposure assessments in the EU, where scenarios may be precalibrated with respect to water flow and tracer transport, but where pesticide leaching predictions are uncalibrated. 14 The testing procedure consisted of initially calibrating simultaneously the parameter q const [Eqn (5)] controlling percolation to groundwater, the aggregate half-width for layers 0-10 cm and 10-120 cm [d in Eqns (4) and (9)], the saturated hydraulic conductivity of the micropores for all layers [K b in Eqn (2)], the kinematic exponent n * [Eqn (2)] and the saturated hydraulic conductivity for layers 0-20 cm and 20-120 cm [K s in Eqn (3)] against the data of moisture profiles, cumulative drain flow, bromide concentration profiles and bromide concentrations in drain water. This calibration was carried out using the SUFI program. 51 These parameters were selected because of the difficulty and/or impossibility of direct measurement (i.e. q const , d, n * ) or owing to the large uncertainty in deriving parameters from highly variable and uncertain measured data (i.e. K b and K s ). SUFI is a forward, sequential and iterative parameter estimation procedure that employs a global search of the parameter uncertainty domains. As a first step in SUFI, prior-uncertainty domains must be defined that should be large enough to include all physically reasonable values of the parameters on the basis of prior experience. Each uncertainty domain is divided into equidistant strata, and parameter values are defined as the first moment of each stratum. Then MACRO is run for each combination of parameter values and the simulations are compared with measured values in a goal function. In this study, the deviation between measured and simulated values was quantified by ME [Eqn (18) ]. During this comparison, a critical value of the goal function (i.e. ME) is then defined, and any parameter value that fails to give any value of ME above the tolerance is eliminated. The subsequent iteration consists of repeating the above steps with reduced uncertainty domains. The procedure stops when the goal function cannot be minimized any more, or when it is not possible to reduce the uncertainty domains for the next iteration.
In a second calibration step, the effective aggregate half-width and the kinematic exponent were manually fine tuned to match tracer data obtained in individual flow events that were considered important for pesticide leaching, especially the initial breakthrough of solute to tile drains. These significant events, which were only of short duration, were not matched well by the initial automatic calibration since all data points were given equal weighting in the fitting procedure.
RESULTS AND DISCUSSION

Calibrated parameter values
The parameter controlling percolation to groundwater, q const , was calibrated to 6.8 × 10 −13 h −1 . This implies that the site hydrology was dominated by discharge to surface water via the drainage system. Indeed, this parameterization produced an upward flow of only −7.9 mm between 7 April 1998 and 20 April 1999, while drain flow amounted to 576 mm during the same period. Hydraulic parameter values obtained by calibration against moisture profiles, cumulative drain water, bromide concentration profiles and bromide concentration in drain flow are shown in Table 1 . It can be seen that K s values were much larger than K b values, which implies that macropores conducted water much faster than the soil matrix. The large d values imply a high degree of physical non-equilibrium and are typical of structured soils exhibiting strong macropore flow. 1, 52 The kinematic exponent n * had to be set at its theoretical minimum value to match the initial tracer breakthrough to drains, which implies that transport was dominated by larger macropores of little tortuosity. Taken altogether, this parameterization implies that bromide and bentazone concentrations in drain flow should respond primarily to the macropores.
Water and heat flow
MACRO simulated the range and dynamics of the groundwater level during the whole experimental period reasonably well, with an EF value of 0.34 ( Fig. 1) . However, there were some discrepancies during the dry period. Simulated groundwater levels were too deep between days 50 and 150, and during the last days of the experimental period. A possible cause of these discrepancies could be the assumption of a linear dependence of percolation on the water table height in MACRO. Also, it is known that upward seepage of water occurred at the experimental field between days 202 and 219. 3 Alternating downward and upward flows during the simulation are difficult to capture with the bottom boundary condition assumed in MACRO.
The moisture content in the 0-10 cm soil layer during the whole simulation period was overestimated (Fig. 2) . This discrepancy was probably caused by the assumption that the hydraulic properties of this layer could be based on the measurements for the 10-20 cm layer, which is probably not realistic because the 0-10 cm layer had a bulk density about 20% smaller than that of the 10-20 cm layer (Table 1) . In early spring in 1998 and 1999 (days 22 and 378), MACRO simulated the soil moisture contents below 10 cm depth fairly well (EF = 0.49 for day 22 and EF = 0.28 for day 378). In autumn (days 167 and 239), MACRO overestimated the soil moisture contents between 0 and 70 cm depth (EF = −0.51 for day 167 and EF = 0.30 for day 239). Figure 3 indicates that the cumulative drain discharge up to day 200 and after day 250 is overestimated with MACRO. However, between days 200 and 250, the simulated cumulative drain discharge was within the measured range for drain sets 1 and 2. The magnitude and timing of the drain discharges between days 160 and 260 were captured quite well with MACRO (Fig. 4) . The comparison of drain discharges is restricted to this period, partly because the most important drain discharge events occurred at this time (Fig. 3) , but also because the pattern shown in Fig. 4 was representative of other periods with drain discharge events.
Considering groundwater levels, moisture profiles and drain discharge rates, the authors conclude that this parameterization of MACRO described the overall site hydrology accurately enough.
A good simulation of soil temperature is a prerequisite for a reliable simulation of pesticide degradation in the soil profile. The range and the dynamics of the simulated soil temperature at 5 and 50 cm depth corresponded well to the measurements, with a calculated average deviation between measured and simulated values of 0.21
• C at 5 cm and 0.24 • C at 50 cm depth.
Bromide behaviour
Bromide concentrations were rather evenly distributed with depth below 10 cm on day 239, but MACRO simulated the position of a peak at about 70 cm depth (Fig. 5) . The negative value of ME, equal to −0.69, confirms the poor simulation of bromide contents on day 239. However, on day 378 there was an excellent agreement between simulated and measured bromide concentration profiles, which is confirmed by the ME value of 0.95.
Simulated bromide concentrations in the drain water were mainly between 2000 and 6000 µg dm −3 during the entire simulated period, which are mostly within the range of the measured values (see Fig. 9A ). The overestimation of bromide concentrations in drain water between days 200 and 230 might be attributed to a dilution effect in the measured concentrations owing to the considerable upward seepage of water at the experimental field in this period. 3 An upward seepage of water is also indicated by the fact that MACRO underpredicts measured drain flow during this period (Fig. 4) .
The bromide concentration profile on day 239 was not described well with MACRO, in apparent contradiction to the fact that the bromide concentrations in drain water were described reasonably well (Figs 5 and 9A ). The measured bromide content in the soil at 90 cm depth was about 1500 µg dm −3 (Fig. 5) . This corresponds to a concentration in the soil water of about 3800 µg dm −3 , assuming an average volume fraction of liquid phase of 0.4 cm 3 cm
at 90 cm depth between days 167 and 378 (Fig. 2) . Figure 9A shows that the measured bromide concentration in drain water was between 3000 and 4000 µg dm −3 on day 239, which corresponds well to a value of 3800 µg dm −3 at 90 cm depth in the soil profile. Therefore, the discrepancy between the measured and simulated bromide concentration profiles on day 239 did not lead to errors in the drain water concentrations, probably because it occurred mainly above the groundwater level.
Simulated bromide concentrations in the shallow groundwater (1.0-1.2 m) were within a factor 2 of those measured, but were underestimated between days 180 and 260, and overestimated between days 300 and 380 (see Fig. 10A ). For the deep groundwater (1.3-1.5 m) , MACRO underestimated bromide concentrations during the entire experimental period (see Fig. 10B ).
Bentazone behaviour
The amount of bentazone in the soil profile was overestimated at all sampling dates (Fig. 6A) . In a recent review, Beulke et al. 53 compared simulated and measured pesticide soil residues in the field using 178 studies for different soil types, pesticides and weather conditions. Their results showed that in 72% of the reviewed studies there was a tendency of the model to overestimate pesticide persistence in the field, based on laboratory-measured degradation rates. Different reasons have been attributed to faster degradation of pesticides in the field. Beulke et al. 53 suggest that the decline of microbial biomass during soil incubation experiments and the use of static conditions in the laboratory experiments concerning temperature and moisture content are the main reasons for the discrepancies between laboratory and field half-lives. Moreover, Huber and Otto 54 suggest that, under field conditions, the degradation of bentazone occurs with alternating wetting and drying of the topsoil, which stimulates microbial activity by improving oxygen supply, and thus a faster degradation in the field than in laboratory incubation studies may be expected. Based on these two studies, 53, 54 it is concluded that there are some difficulties in characterizing pesticide degradation under field conditions using laboratory studies. Although the specific causes of the faster degradation of bentazone in the present field experiment are not known, it is clear that underestimation of the degradation rate can seriously influence leaching losses estimated with models, since these are generally very sensitive to degradation. 55 -57 Bentazone concentration profiles in Fig. 7 show that bentazone concentrations were overestimated between 0 and 20 cm depth and underestimated between 30 and 70 cm depth at day 22. At days 69 and 125, bentazone concentrations were overestimated between 0 and 40 cm depth. Bentazone concentrations in the soil profile below 5 cm depth at day 239 were strongly overestimated by MACRO. ME values for bentazone concentration profiles at days 22, 69 and 125 were −0.28, −3.42 and −10.41 respectively, indicating poor simulation. The ME value was not calculated for day 239 because measured concentrations below 30 cm depth were below the limit of quantification.
The bulk of the bentazone movement in the soil profile after 22, 69 and 125 days was underestimated with MACRO ( Fig. 7) , perhaps because the degree of physical non-equilibrium was overestimated. MACRO was calibrated using bromide measurements in autumn and winter, whereas bentazone transport was monitored in spring and summer. This difference in seasons may involve temporal variations in soil hydraulic characteristics and thus variations in the partitioning of water flow between micropores and macropores. 58, 59 MACRO simulated the dynamics of the bentazone breakthrough in drain water well during the entire experimental period (see Fig. 9B ). In particular, MACRO accurately simulated the timing of the initial breakthrough of bentazone in drain water. The bentazone concentration in drain water between days 240 and 330 remained at around 4 µg dm −3 (Fig. 9B) , whereas the concentration in soil on day 239 was below the LOQ of 0.8 µg dm −3 for the entire soil profile (Fig. 7) . The LOQ of 0.8 µg dm −3 implies a maximum bentazone concentration of 2 µg dm −3 in soil pore water, which is about 2 times lower than measured in drain water. Therefore, the source of the bentazone leached in the drain flow between days 240 and 330 (which corresponds to ca 0.1% of the dose) is not clear. It is possible that the soil contained a higher total concentration than was extracted. Bentazone was extracted by shaking for 1 hour with aqueous calcium chloride solution. 3 It was checked that this procedure gave good recoveries for fresh residues. However, this is not a guarantee that the extraction is adequate for aged residues, 60 and slow sorption may have occurred that was not detected via the present extraction. 61 This also suggests that the simulation of the bentazone depth profile on day 239 may be better than it might appear at first sight. As shown by the simulated concentration profiles in Fig. 7 , the bulk of the bentazone leaching was apparently underestimated with MACRO during the entire simulation period. However, it simulated the dynamics of the initial bentazone breakthrough in drain water rather well (Fig. 9B) . This discrepancy between simulated concentration profiles and simulated concentrations in drain water can probably be explained by the two flow domains (i.e. micropores and macropores) that operate semi-independently in MACRO. The parameterization used in MACRO for the Andelst soil indicates a high degree of physical non-equilibrium and thus emphasizes the flow in the macropores. Therefore, the good description of the early breakthrough of bentazone in drain water suggests that MACRO could capture satisfactorily the main process (i.e. macropore flow) regulating this transport.
MACRO simulated the timing of the bentazone breakthrough in the groundwater at 1.0-1.2 m depth well, but underestimated the concentration (see Fig. 10C ). The simulated bentazone concentrations in groundwater were almost constant at a value of 5 µg dm −3 , which resulted in an overestimation after day 170. The simulated bentazone concentrations at 1.3-1.5 m depth showed a fairly good agreement with the measurements. However, the bentazon peak that occurred at about day 150 could not be simulated with MACRO (see Fig. 10D ). The failure of MACRO to describe the magnitude of the initial concentration peak in the groundwater at 1.0-1.2 m depth may be the cause of the poor simulation for the 1.3-1.5 depth because the concentration peak of bentazone moves downwards.
Imidacloprid behaviour
MACRO simulated the decline of total areic mass of imidacloprid in the soil profile well (Fig. 6B) .
The measured values after day 167 were almost constant with time, indicating very slow dissipation during winter. However, MACRO simulated a slight decline after day 167. The comparison of measured and simulated imidacloprid concentration profiles in Fig. 8 shows that MACRO simulated the leaching of this substance reasonably well, with EF values between 0.64 and 0.85.
The timing of the imidacloprid breakthrough in drain water around day 180 was well simulated by MACRO, whereas the simulated concentrations were 3 times larger than measured (Fig. 9C) . MACRO overestimated imidacloprid concentrations between days 190 and 220 (a period of intensive drain discharge) (see Fig. 4 ). An important MACRO parameter for simulation of sorbed substances is the fraction of sorption sites attributed to macropores [f in Eqns (6) and (16)]. There is considerable uncertainty in the estimation of this parameter, and there is evidence that pesticides can be strongly sorbed to macropore coatings and linings that have larger organic carbon contents owing to biological activity. 62 The present authors therefore investigated the sensitivity to this parameter. Because MACRO overpredicted the concentrations in drain water (Fig. 9C) , a calculation was made with an upper limit of f of 0.04, as proposed by Dubus et al., 48 which is 2 times the original f value of 0.02. However, increasing f to 0.04 only decreased the simulated imidacloprid concentration in drain water by 2%.
MACRO underestimated imidacloprid concentrations in the groundwater at 1.0-1.2 m and 1.3-1.5 m depth by a factor of up to 5 during the experimental period, with the exception of one measurement at about day 250 ( Figs 10E and F) . The early breakthrough of imidacloprid in the groundwater at 1.3-1.5 m depth was not predicted by MACRO (Fig. 10F) .
CONCLUSIONS
Calibration against the measurements of soil water content and bromide concentration in soil and in drain water indicated that a high degree of physical non-equilibrium was necessary to accurately describe the solute transport in this cracking clay soil. Using laboratory input data, MACRO overestimated bentazone persistence in the field. In contrast, MACRO described the imidacloprid persistence well. The bulk of the bentazone movement in this soil was underestimated by MACRO, but the timing and the concentration level of the early breakthrough of bentazone in drain water as a result of macropore flow was accurately simulated. MACRO simulated the concentration profiles of the strongly sorbed substance imidacloprid reasonably well, although it overpredicted the concentrations of this substance in the drain water during intensive drain discharges. As a heavy clay soil, Andelst can be considered as a good example of a typical scenario for surface water risk assessment for pesticides, since discharge to drains dominates the site hydrology. In the context of FOCUS, 14 most emphasis should therefore be placed on the accuracy of the model simulations of maximum concentrations in drain water, because these are the main drivers of the ecotoxicological risk assessment. In this respect, and considering the uncertainties involved, MACRO gave quite accurate predictions for both bentazone and imidacloprid, with simulated concentrations within a factor of 3 at worst.
