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  image	  (van	  der	  Waals	  representation)	  and	  the	  top	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  1SDS.	  	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  a	  single	  stranded	  RNA	  (magenta).	  The	  mid	  left	  image	  (van	  der	  Waals	  representation)	  and	  the	  mid	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  1AUD.	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  double	  stranded	  RNA	  (magenta).	  The	  bottom	  left	  image	  (van	  der	  Waals	  representation)	  and	  the	  bottom	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  2AZO.	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  double	  stranded	  RNA	  (magenta).	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Figure	  16.	  Both	  images	  on	  the	  top	  belong	  to	  the	  complex	  PDB	  ID	  3K5Q.	  The	  top	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  3K5Q,	  while	  the	  top	  right	  image	  is	  a	  cartoon	  representation	  of	  3K5Q.	  This	  complex	  is	  composed	  of	  a	  globular	  protein	  (blue)	  bound	  to	  a	  single	  stranded	  RNA	  (magenta).	  Both	  images	  on	  the	  bottom	  belong	  to	  the	  complex	  PDB	  ID	  3U4M.	  The	  bottom	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  3U4M,	  while	  the	  bottom	  right	  image	  is	  a	  cartoon	  representation	  of	  3U4M.	  This	  complex	  is	  composed	  of	  a	  globular	  protein	  (blue)	  bound	  to	  RNA	  (magenta).	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  Figure	  17.	  Pulling	  force	  for	  the	  small	  molecule	  systems	  1KOC	  and	  1RAW.	  The	  green	  represents	  the	  1RAW	  system	  while	  the	  red	  represents	  the	  1KOC	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	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  Figure	  18.	  Pulling	  force	  for	  the	  peptide-­‐RNA	  systems	  1ETG	  and	  2LA5.	  The	  red	  represents	  the	  1ETG	  system	  while	  the	  blue	  represents	  the	  2LA5	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	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  Figure	  19.	  Pulling	  force	  profile	  for	  the	  small	  globular	  protein-­‐RNA	  systems	  1AUD,	  1SDS,	  and	  2AZO.	  The	  red	  represents	  the	  1AUD	  system,	  the	  green	  represents	  the	  1SDS	  system,	  and	  the	  blue	  represents	  the	  2AZO	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	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  Figure	  20.	  Pulling	  force	  profile	  for	  the	  large	  globular	  protein-­‐RNA	  systems	  3K5Q	  and	  3U4M.	  The	  light	  blue	  represents	  the	  3U4M	  system	  while	  the	  magenta	  represents	  the	  3K5Q	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	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  Figure	  21.	  Shows	  the	  values	  for	  FMAX	  plotted	  against	  the	  BSA	  for	  each	  of	  the	  9	  systems	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  using	  SMD.	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  Figure	  22.	  Electrostatic	  interactions	  for	  the	  two	  small	  molecule	  complexes	  1KOC	  and	  1RAW.	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  Figure	  23.	  Electrostatic	  interactions	  for	  the	  two	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  and	  2LA5.	  64	  Figure	  24.	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   MOLECULAR	  DYNAMICS	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  OF	  	  NUCLEIC	  ACIDS	  AND	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  University	  of	  New	  Hampshire,	  December,	  2015	  
	  
	   Molecular	  simulations	  of	  protein-­‐nucleic	  acid	  complexes,	  as	  well	  as	  the	  HIV-­‐1	  Trans-­‐Activation	  Response	  Element	   (TAR)	  RNA	  molecule,	  were	  conducted.	  First,	   three	  different	  molecular	  dynamics	   techniques	  were	  studied	  on	  the	  molecule	  HIV-­‐1	  TAR	  RNA.	  The	  three	  techniques	  studied	  were	  classical	  molecular	  dynamics,	  steered	  molecular	  dynamics	  (SMD),	  and	  metadynamics.	  The	   classic	  molecular	  dynamics	   simulations	  were	  used	   to	   equilibrate	  the	  HIV-­‐1	  TAR	  RNA	  system,	  as	  well	  as	  every	  other	  system	  studied	  in	  this	  thesis.	  The	  SMD	  technique	  was	  used	   in	  order	   to	  observe	   the	  breaking	   force	  of	   the	  nucleotide	   interactions	  within	  TAR.	   This	   breaking	   force	   averaged	   to	   about	   100pN.	  The	  metadynamics	   technique	  was	  used	  in	  order	  to	  accelerate	  the	  folding	  of	  HIV-­‐1	  TAR	  RNA	  from	  an	  unfolded	  state	  to	  its	  native	   state.	  With	   the	   use	   of	   root	  mean	   square	   deviation	   (RMSD)	   and	   radius	   of	   gyration	  (RGYR)	  as	  collective	  variables	  (CVs)	  we	  were	  not	  able	  to	  successfully	  fold	  HIV-­‐1	  TAR	  RNA	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from	   an	   unfolded	   state	   to	   it’s	   native	   state,	   however,	   we	   did	   obtain	   four	   unique	  conformations	  of	  TAR	  that	  were	  within	  1kcal/mol	  of	  the	  native	  state	  in	  free	  energy.	  	  Next,	   the	   classification	   of	   interaction	   strength	   between	   nine	   diverse	   nucleic	   acid-­‐protein	  complexes	  was	  studied	  using	  the	  SMD	  technique.	  The	  nine	  chosen	  complexes	  vary	  in	   size	   (800-­‐6000	   atoms)	   as	  well	   as	   in	   the	   type	   of	   RNA	   binding	   protein	   (RBP)	   bound	   to	  RNA.	   In	   these	   simulations	   the	   RNA	   molecule	   in	   each	   system	   is	   partially	   fixed	   and	   the	  protein	   atoms	   in	   the	   binding	   interface	   are	   pulled	   at	   a	   constant	   velocity.	   Force	   data	   is	  obtained	   for	   each	   of	   the	   nine	   systems	   and	   the	  maximum	   force	   required	   to	   separate	   the	  molecules	   is	   compared	   using	   two	   different	   variables,	   percent	   composition	   of	   charged	  amino	  acid	  residues	  in	  the	  binding	  interface	  (percent	  composition)	  and	  buried	  surface	  area	  (BSA).	  We	  also	  look	  at	  the	  van	  der	  Waals	  and	  electrostatic	  interactions	  of	  each	  system	  over	  their	  respective	  trajectories.	  It	  was	  found	  that	  an	  increase	  in	  BSA	  often	  resulted	  in	  a	  higher	  value	   of	   the	   maximum	   force.	   The	   percent	   composition	   did	   not	   correlate	   well	   with	   the	  maximum	   force,	   however	   it	   is	   shown	   that	   the	   arginine	   rich	   motif	   (1ETG)	   system	  surprisingly	  had	  a	   relatively	  high	  maximum	  force	  value	   for	   such	  a	   small	  BSA	  and	  system	  size.	   Lastly,	   the	   binding	   affinity	   of	   an	   arginine	   residue	   bound	   to	   RNA	   and	   an	   adenine	  monophosphate	   (AMP)	   molecule	   bound	   to	   RNA	   is	   determined	   using	   the	   well-­‐tempered	  metadynamics	   technique.	   Binding	   affinity	   is	   an	   important	   aspect	   to	   drug	   targeting.	   An	  effective	   characterization	   of	   a	   molecules	   binding	   affinity	   is	   the	   free	   energy	   of	   binding.	  Finding	   a	   way	   to	   calculate	   this	   value	   using	   molecular	   dynamics	   simulations	   could	   save	  much	   time	   in	   the	   drug	   development	   process.	  We	   apply	  well-­‐tempered	  metadynamics	   to	  two	   small	   molecule	   systems	   that	   resemble	   drug-­‐like	   molecular	   systems	   in	   order	   to	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determine	   the	   binding	   free	   energy	   of	   these	   systems.	   The	   aim	   here	   was	   to	   first	   test	   the	  technique	  on	  these	  two	  example	  systems	  such	  that	  the	  same	  process	  could	  be	  repeated	  for	  any	  system	  involving	  the	  binding	  of	  drug	  molecules	  to	  proteins	  or	  nucleic	  acids.	  Using	  well-­‐tempered	  metadynamics	  with	   a	   center-­‐of-­‐mass	  distance	  CV	  we	  were	   able	   to	   successfully	  determine	  the	  binding	  free	  energy	  of	  the	  two	  model	  systems.	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CHAPTER	  1:	  INTRODUCTION	  	  
1.1 History	  of	  Nucleic	  Acids	  	   All	  life	  on	  earth	  has	  something	  in	  common,	  cells.	  There	  are	  many	  different	  types	  of	  cells,	   and	   humans	   alone	   are	  made	   up	   of	   thousands	   of	   different	   types	   of	   cells.	   Each	   cell,	  however,	   contains	   the	   same	   generic	   molecules	   as	   any	   other;	   proteins,	   lipids,	   and	   most	  importantly	  nucleic	  acids.	  Nucleic	  acids	  are	  molecules	  that	  contain	  the	  genetic	  information	  of	   the	   host	   used	   in	   the	   processes	   of	   replication	   and	   gene	   expression	   through	   protein	  synthesis.	   [1]	  There	  are	   two	   types	  of	  nucleic	  acids:	  DNA	  (deoxyribonucleic	  acid)	  and	  RNA	  (ribonucleic	  acid).	  The	  discovery	  of	  nucleic	  acids	  began	  in	  1869	  when	  a	  Swiss	  physician	  by	  the	  name	  of	  Friedrich	  Miescher	  discovered	  a	  molecule	  that	  he	  called	  nuclein,	  which	  we	  now	  know	  as	  DNA.	  [1]	  In	  1944	  DNA	  was	  discovered	  as	  a	  storage	  molecule	  for	  genetic	  information	  by	  Avery,	  Macleod	  and	  McCarty.	  [1]	  In	  1950	  Erwin	  Chargaff	  demonstrated	  that	  the	  ratio	  of	  adenine	  to	  thymine	  and	  guanine	  to	  cytosine	  were	  close	  to	  unity,	  suggesting	  some	  form	  of	  base	   pairing.	   [2]	   In	   1953	   the	   classic	   double	   helix	   structure	   of	   DNA	   was	   determined	   by	  Watson	  and	  Crick.	  [1]	  It	  was	  only	  two	  years	  later	  in	  1955	  that	  RNA	  was	  first	  synthesized	  in	  a	  laboratory	  setting,	  [1]	  and	  the	  synthesis	  of	  DNA	  wasn’t	  accomplished	  until	  1967.	  [1]	  	  
1.2	  DNA	  and	  RNA	  	  
1.1.1 DNA	  and	  RNA	  Cellular	  Function	  	  DNA	  has	  two	  key	  functions,	  replication	  and	  transcription.	  Replication,	  which	  is,	  in	  a	  sense,	  the	  passing	  of	  genetic	  information	  from	  a	  parent	  cell	  to	  its	  offspring,	  was	  discovered	  as	  a	  result	  of	  the	  specific	  order	  of	  DNA’s	  base	  pairing.	  Transcription,	  which	  is	  the	  copying	  of	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DNA’s	  information	  into	  RNA	  to	  begin	  protein	  synthesis,	  was	  comprehended	  by	  deciphering	  triplet	  nucleotide	  codons	  in	  the	  DNA	  sequence.	  [2]	  Both	  of	  these	  key	  functions	  couldn’t	  ever	  be	  determined	  without	  the	  knowledge	  of	  DNA	  and	  RNA	  structure.	  	  DNA’s	   primary	   sequence	   carries	   structural	   information	   that	   not	   only	   controls	  duplication	  but	  also	  helps	  to	  regulate	  gene	  expression.	  In	  biology	  genetic	  variation	  can	  rise	  from	   errors	   in	   these	   processes.	   These	   errors	   are	   known	   as	   insertions,	   deletions	   and	  substitutions,	  where	  nucleotides	  are	  inserted,	  deleted	  or	  substituted.	  These	  errors	  are	  what	  lead	  to	  altered	  triplet	  codons.	  A	  codon	  is	  a	  specific	  three-­‐nucleotide	  sequence	  that	  signals	  the	   start	   or	   stop	   of	   protein	   synthesis.	   As	   a	   result	   of	   these	   alterations,	   the	   polypeptide	  composition	  can	  be	  changed.	  [2]	  	  RNA	  molecules	  are	  essential	  to	  the	  functioning	  of	  cells.	  RNA	  participates	  in	  a	  variety	  of	   processes	   from	  protein	   synthesis	   to	   transport	   to	   catalysis.	   It	  was	   the	  discovery	   of	   the	  catalytic	  capability	  of	  RNA	  that	  won	  Thomas	  Cech	  and	  Sidney	  Altman	  the	  1989	  Nobel	  Prize	  in	   Chemistry.	   [2]	   RNA	   molecules	   called	   ribozymes	   perform	   this	   catalysis.	   There	   are	  hundreds	  of	  different	  ribozymes	  now	  known.	  The	  main	   function	  of	  ribozymes	   is	   to	  break	  phosphodiester	   bonds	   in	   RNA	   backbones.	   [2]	   Many	   biological	   processes	   hinge	   on	   the	  successful	   interactions	  between	  nucleic	  acids	  and	  proteins.	  These	   interactions	  are	   largely	  regulated	  by	  the	  structure	  of	  the	  proteins	  and	  nucleic	  acids	  involved	  in	  the	  process.	  These	  Protein-­‐RNA	  complexes	  will	  be	  discussed	  in	  more	  depth	  in	  section	  1.3.	  	  
1.1.2 Molecular	  Structure	  of	  Nucleic	  Acids	  	  The	   basic	   building	   blocks	   of	   nucleic	   acids	   (DNA	   and	   RNA)	   are	   nucleotides.	   Each	  nucleotide	  is	  made	  of	  3	  chemical	  groups,	  the	  nitrogenous	  base,	  a	  5-­‐carbon	  sugar	  ring	  and	  a	  phosphate	  group	  as	  seen	  below	  in	  Figure	  1.	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Figure	  1.	  Above	  is	  the	  chemical	  structure	  of	  the	  nucleotide	  Adenine.	  The	  three	  chemical	  groups	  that	  make	  up	  the	  structure	  are	  the	  phosphate	  group,	  the	  sugar,	  and	  the	  nitrogenous	  base.	  [3]	  	  There	   are	   5	   different	   nitrogenous	   bases	   that	   can	   be	   separated	   into	   two	   different	  chemical	  groups,	  the	  pyrimidines	  and	  purines.	  The	  pyrimidines	  can	  be	  distinguished	  from	  the	  purines	  structurally	  since	  the	  pyrimidine	  bases	  have	  only	  one	  carbon	  ring	  where	  as	  the	  purines	  are	  a	  bicyclic	  base.	  The	  pyrimidines	  are	  Thymine	   (only	   found	   in	  DNA),	  Cytosine,	  and	   Uracil	   (only	   in	   RNA).	   	   The	   purines	   are	   Adenine	   and	   Guanine.	   The	   three	   letter	  designation	   for	   these	   bases	   is:	   Adenine	   (ADE),	   Guanine	   (GUA),	   Cytosine	   (CYT),	   Thymine	  (THY),	  and	  Uracil	  (URA).	  In	  DNA	  and	  RNA	  these	  nitrogenous	  bases	  form	  hydrogen-­‐bonded	  base	   pairs,	   where	   one	   pyrimidine	   hydrogen	   bonds	   to	   a	   purine,	   forming	   the	  well-­‐known	  ladder-­‐like	   structure.	   Thymine/Uracil	   pairs	   with	   Adenine	   forming	   two	   hydrogen	   bonds,	  and	  Cytosine	  pairs	  with	  Guanine	  forming	  three	  hydrogen	  bonds.	  	  Going	  back	  to	  the	  ladder	  analogy,	  if	  the	  rungs	  of	  the	  ladder	  are	  the	  nitrogenous	  base	  pairs,	   the	   sides	   of	   the	   ladder	   are	   the	   sugar-­‐phosphate	   backbone	   of	   the	   nucleic	   acid.	   The	  backbones	  of	  nucleic	  acids	  are	  made	  up	  of	  a	  sugar	  group	  (deoxyribose	  for	  DNA	  and	  ribose	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for	  RNA)	  that	  is	  bonded	  to	  a	  phosphate	  group.	  	  Similar	  to	  the	  N/C-­‐terminus	  in	  proteins,	  it	  is	  this	  sugar-­‐phosphate	  linkage	  that	  determines	  the	  5’	  (start)	  and	  3’	  (end)	  direction	  in	  nucleic	  acids.	  The	  sugar	  ring	  of	  the	  backbone	  is	  what	  determines	  the	  3’	  and	  5’	  ends	  of	  the	  nucleic	  acid.	  If	  the	  C3’	  carbon	  in	  the	  sugar	  ring	  is	  not	  bonded	  to	  a	  phosphate	  group	  it	  signifies	  the	  3’	  end	  of	  the	  structure,	  similarly	  the	  C5’	  carbon	  of	  the	  sugar	  ring,	  if	  non-­‐bonded,	  signifies	  the	  5’	   end	   of	   the	   structure.	   [2]	   This	   notation	   is	   important	   for	   scientists	   to	   distinguish	  which	  nucleotides	  within	   a	   structure	   they	   are	   discussing,	   as	  DNA	   and	  RNA	   are	   very	   symmetric	  and	  repetitive.	  The	  backbone	  of	   the	  nucleic	   acid	  plays	   a	   large	   role	   in	   structure	   and	   stability.	   The	  phosphate	   group,	   located	   on	   the	   exterior	   of	   the	   backbone,	   is	   negatively	   charged	   and	   is	  readily	  accessible	  for	  physical	  and	  chemical	  interactions	  with	  metal	  ions	  and	  solvent	  water	  molecules.	  It	  is	  these	  interactions	  between	  the	  phosphate	  groups	  and	  metal	  ions	  that	  give	  the	  nucleic	  acid	  stability	  in	  its	  helical	  conformation.	  	  Looking	   at	   nucleic	   acid	   stability	   from	   the	   interior	   of	   the	   structure	   we	   see	   two	  significant	  factors,	  hydrogen	  bonding	  and	  base	  stacking.	  The	  hydrogen	  bonding	  between	  a	  pyrimidine	  group	  and	  a	  purine	  group	  has	  previously	  been	  discussed.	  Base	  stacking	  refers	  to	  the	  advantageous	  interactions	  between	  bases	  that	  are	  on	  top	  of	  one	  another,	  as	  opposed	  to	   the	   one	   they	   hydrogen	   bond	  with	   to	  make	   the	   “rung”.	   These	   interactions	   result	   from	  favorable	   van	   der	   Waals	   forces,	   hydrophobic	   contacts,	   weak	   hydrogen	   bonding	   and	  electrostatics.	  The	  van	  der	  Waals	  forces	  that	  these	  bases	  experience	  are	  very	  weak	  forces	  but	   they	   help	   to	   stabilize	   base	   stacking.	   Hydrophobic	   contacts	   refer	   to	   the	   fact	   that	   the	  interior	   of	   a	   nucleic	   acid	   is	   hydrophobic,	   thus	   the	   base	   stacking	   conformation	   becomes	  more	   favorable	   in	   order	   to	   minimize	   the	   solvent	   accessible	   surface	   area.	   	   The	   weak	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hydrogen	   bonding	   occurs	   between	   the	   large	   electronegative	   atoms	   like	   oxygen	   and	  nitrogen	   and	   the	   axial	   hydrogens	   on	   the	   pyrimidine	   and	   purine	   rings.	   They	   are	   termed	  “weak”	  hydrogen	  bonds	  because	  the	  length	  between	  the	  interactions	  is	  larger	  than	  the	  true	  length	   of	   a	   hydrogen	   bond.	   Lastly	   electrostatics	   refers	   to	   the	   preferred	   electron	  distributions	   in	   the	  purine	  and	  pyrimidine	   rings	   (distribution	  of	  double	  bonds)	   to	   create	  stability,	  which	  promotes	  base	  stacking.	  	  The	  primary	  sequence	  of	  nucleotides	  in	  DNA	  and	  RNA	  affects	  the	  three-­‐dimensional	  structure	  greatly,	  and	  consequently	  the	  subsequent	  biological	  processes.	  For	  example,	  DNA	  supercoiling	  is	  only	  possible	  because	  of	  the	  double	  helical	  structure	  of	  the	  DNA	  itself.	  DNA	  supercoiling	   is	   when	   the	   DNA’s	   double	   helix	   coils	   about	   itself,	   reducing	   its	   volume	   by	  several	   orders	   of	   magnitude.	   This	   supercoiling	   effect	   is	   vital	   to	   the	   storage	   of	   genetic	  information	  in	  eukaryotic	  cells.	  This	  is	  why	  a	  comprehensive	  knowledge	  of	  DNA	  and	  RNA	  structure	  is	  imperative	  to	  understanding	  even	  the	  simplest	  biological	  processes.	  	  Given	   the	   complexity	   of	   DNA	   and	  RNA,	   scientists	   and	   researchers	   involved	   in	   the	  study	  of	  nucleic	  acid	  structure	  prediction	  have	  termed	  their	  work	  “the	  nucleic	  acid	  folding	  problem”.	  The	  “nucleic	  acid	  folding	  problem”	  is	  thought	  to	  be	  at	  least	  equally	  challenging	  to	  the	  famous	  “protein-­‐folding	  problem”;	  this	  is	  because	  of	  the	  vastly	  different	  spatiotemporal	  scales.	  	  
1.1.3 Hydrogen	  Bonding	  Patterns	  in	  RNA	  	  Since	  this	  thesis	  work	  primarily	  focuses	  on	  the	  structure-­‐function	  relationships	  of	  RNA,	  I	  will	  go	  into	  a	  detailed	  description	  of	  the	  chemical	  structure	  and	  intramolecular	  attractions	  in	  RNA.	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The	  Watson	  and	  Crick	  model	   for	  nucleic	  acids	   is	  an	   idealistic	  model,	  but	   in	  nature	  we	  see	  a	  vast	  collection	  of	  sequence-­‐dependent	  conformations	  and	  structures	  that	  occur	  at	  the	  base	  pair	  level	  and	  higher	  levels.	  These	  non-­‐idealistic	  conformations	  in	  RNA	  primarily	  arise	  from	  non-­‐Watson	  Crick	  hydrogen	  bonding.	  	  Hydrogen	   bonding	   between	   the	   base	   pairs	   in	   nucleic	   acids	   is	   extremely	   important	   to	  RNA’s	   flexibility	  and	  stability.	   In	  general,	   the	  strength	  of	  a	  hydrogen	  bond	  is	  between	  3-­‐7	  kcal/mol	   but	   in	   RNA	   we	   see	   only	   the	   lower	   end	   of	   that	   scale	   due	   to	   RNA’s	   geometric	  constraints.	   Compared	   to	   covalent	   bond	   strengths	   of	   80-­‐100	   kcal/mol	   this	   may	   seem	  insignificant,	  but	  when	  you	  account	  for	  the	  energy	  of	  base	  pair	  stacking,	  4-­‐15	  kcal/mol,	  and	  the	  cumulative	  effect	  of	  the	  entire	  structure,	  we	  see	  that	  hydrogen	  bonding	  is	  a	  major	  factor	  in	  nucleic	  acid	  stability.	  	  In	   RNA	   there	   are	   many	   variations	   in	   hydrogen	   bonding	   patterns	   due	   to	   the	  oxygen/nitrogen	   atoms	   found	   in	   the	   bases.	   The	   oxygens	   and	  nitrogens	   allow	   for	   various	  donor	  and	  acceptor	  combinations.	  For	  the	  Adenine	  and	  Thymine	  base-­‐pair	  we	  see	  3	  other	  base	   pairing	   variations	   to	   the	   classic	  Watson	   crick	   base	   pairing.	   These	   base	   pairings	   are	  named	  the	  reverse	  Watson-­‐Crick,	  the	  Hoogsteen,	  and	  the	  reverse	  Hoogsteen.	  The	  bonding	  patterns	  for	  these	  pairings	  are	  shown	  below	  in	  Figure	  2.	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Figure	  2.	  Common	  Hydrogen	  bonding	  patterns	  in	  RNA	  base	  pairs.[2]	  	  	   There	   are	   other	   base	   pairing	   arrangements	   known	   as	   mismatches	   and	   wobbles.	  These	   interactions	   involve	   anti/syn	   base	   pairs	   between	   two	   purines	   in	   which	   one	   base	  adopts	  a	  syn	  glycosyl	  configuration	  due	  to	  the	  protonation	  of	  one	  of	  the	  base	  pairs.	  These	  ionized	   bases	   reverse	   the	   polarity	   of	   hydrogen-­‐bonds	   and	   lead	   to	   schemes	   such	   as	   the	  Hoogsteen	  (G	  +	  C)	  or	  the	  wobble	  (A	  +	  C).	  The	  Wobble	  pairs	  form	  when	  one	  of	  the	  bases	  is	  shifted	  relative	  to	  its	  base-­‐pairing	  partner	  due	  to	  steric	  misalignment.	  In	  general,	  the	  non-­‐Watson-­‐Crick	   base	   pairs	   tend	   to	   have	   lower	   stability	   than	   the	   Watson	   crick	   pairings	  because	  of	  greater	  distortion	  in	  the	  RNA’s	  sugar	  phosphate	  backbone.	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1.1.4 RNA	  Secondary	  and	  Tertiary	  Structures	  	  Single-­‐stranded	   polynucleotide	   chains	   of	   RNA	   can	   fold	   upon	   themselves	   creating	  secondary	   structures	   known	   as	   loops	   and	   bulges.	   These	   strands,	   because	   of	   their	  complexity,	   can	   form	   a	   multitude	   of	   hydrogen	   bonding	   patterns.	   The	   double	   stranded	  regions	  of	  these	  RNAs,	  also	  known	  as	  stems,	  can	  be	  riddled	  with	  secondary	  structures	  such	  as	   bulges	   and	   hairpin	   loops.	   They	   also	   contain	   mismatched	   pairs	   and	   some	   unusual	  hydrogen	  bonding	  schemes	  in	  order	  to	  form	  favorable	  base	  stacking	  for	  stability.	  RNA’s	   conformational	   flexibility	   is	   very	   important	   for	   its	   functionality.	   Ligands	   have	  certain	  sites	  on	  RNA	  molecules	  where	  they	  bind	  to	  perform	  their	  function.	  The	  knowledge	  of	  these	  features	  is	  important	  to	  the	  development	  of	  therapeutic	  agents,	  such	  as	  drugs,	  that	  can	  target	  and	  bind	  to	  these	  sites	  to	  make	  them	  inactive.	  These	  applications,	  combined	  with	  the	  design	  of	  new	  RNA	  molecules,	  called	  aptamers,	  that	  bind	  to	  specific	  molecular	  targets	  have	  great	  potential	  as	  regulators	  or	  therapeutic	  agents.	  	  	  	   There	   are	   at	   least	   seven	   major	   tertiary	   interaction	   motifs	   in	   RNA,	   which	   can	   be	  divided	  into	  three	  sub-­‐categories.	  These	  categories	  are	  separated	  by	  interactions	  between	  two	  double	  stranded	  helices,	  between	  a	  single	  strand	  and	  a	  double	  helix,	  and	  between	  two	  single	  stranded	  regions.	  A	  representation	  of	  the	  secondary	  and	  tertiary	  motifs	  in	  RNA	  can	  be	  seen	  below	  in	  Figure	  3.	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Figure	  3.	  Secondary	  (a)	  and	  tertiary	  (b)	  motifs	  commonly	  found	  in	  RNA.	  [2]	  	   There	   is	   another	   subsection	   of	   RNA	   molecules	   known	   as	   micro	   RNAs	   and	   non-­‐coding	  RNAs.	  Non-­‐coding	  RNAs	  are	  sections	  of	  non-­‐protein	  coding	  messenger	  RNA	  (mRNA)	  that	   vary	   in	   length	   from	   20	   to	   10,000	   nucleotides.	  Micro	   RNA’s	   are	   commonly	   21	   to	   25	  nucleotides	   long	   and	   control	   gene	   expression	   by	   repressing	   translation	   of	   target	   genes	  through	   binding	   to	   untranslated	   regions	   of	   mRNA.	   	   Another	   subsection	   of	   RNA’s	   are	  interference	  RNA	  or	  RNAi.	  These	  interference	  RNA’s	  seek	  our	  mRNA	  and	  destroy	  it,	  or	  they	  may	  bind	   to	   chromatin	   and	  modify	   the	   structure.	   	   This	  mechanism	   is	   being	   exploited	  by	  scientists	  in	  order	  to	  target	  viral	  genes	  and	  inhibit	  the	  replication	  of	  HIV-­‐1,	  polio,	  or	  other	  viruses.	  
1.1.5 Experimental	  Techniques	  for	  RNA	  structure	  determination	  	  The	  field	  of	  nucleic	  acid	  structure	  determination	  largely	  depends	  on	  the	  success	  of	  X-­‐ray	  crystallography	  and	  nuclear	  magnetic	  resonance	  (NMR)	  methods	  in	  determining	  the	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structures	   of	   small	   RNAs	   and	   small	   segments	   of	   DNA.	   All	   of	   the	   structures	   used	   for	   the	  research	  found	  in	  this	  thesis	  were	  determined	  by	  X-­‐ray	  crystallography.	  Structure	   determination	   by	   X-­‐ray	   crystallography	   involves	   analysis	   of	   the	   X-­‐ray	  diffraction	  pattern	  produced	  when	  a	  beam	  of	  X-­‐rays	  is	  directed	  onto	  a	  well-­‐ordered	  crystal.	  These	  crystals	  are	  formed	  by	  vapor	  diffusion	  from	  purified	  protein	  or	  nucleic	  acid	  solutions	  under	  optimal	  conditions.	  NMR	   is	   a	   very	   important	   technique	   for	   obtaining	   structural	   and	   dynamic	  information	   of	   molecules	   in	   solution.	   Unlike	   X-­‐ray	   crystallography	   NMR	   structures	   have	  slightly	  less	  resolution	  but	  can	  provide	  information	  on	  thermal	  fluctuations	  of	  molecules	  in	  solution.	   NMR	   is	   carried	   out	   by	   applying	   high	   intensity	   magnetic	   fields	   to	   the	   target	  molecules	  and	  then	  high	  frequency	  radiation	  waves	  are	  applied	  and	  the	  absorption	  data	  of	  those	  waves	  is	  analyzed	  in	  order	  to	  determine	  structure.	  
1.3	  RNA-­‐Protein	  Complexes	  	  
1.3.1	   Importance	  of	  RNA-­‐Protein	  Interactions	  	   The	  interactions	  between	  proteins	  and	  RNA	  molecules	  within	  living	  cells	  play	  a	  vital	  roll	   in	   a	  number	  of	   cellular	  processes.	   For	   example,	  RNA-­‐protein	  binding	  helps	   to	   create	  arguably	   one	   of	   the	   most	   important	   pieces	   of	   cellular	   machinery,	   the	   Ribosome.	   The	  Ribosome	   is	   a	   compilation	   of	   a	   variety	   of	   proteins,	   as	   well	   as	   ribosomal	   RNA	   (rRNA)	  molecules,	   that	   carry	   out	   the	   translation	   of	   messenger	   RNA	   (mRNA)	   into	   polypeptide	  chains	   of	   amino	   acids.	   [1]	   These	   chains	   are	   then	   folded	   into	   the	   proteins	   that	   the	   cell	  requires	  for	  proper	  functioning.	  	  Another	  important	  role	  of	  these	  RNA-­‐protein	  complexes	  is	  the	  binding	  of	  translational	  RNA	  (tRNA)	  to	  aminoacyl-­‐tRNA	  synthetases.	  [1]	  This	  binding	  is	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essential	   for	   the	   passing	   of	   genetic	   information	   into	   proteins,	   which,	   in	   turn,	   helps	   to	  regulate	   post-­‐transcriptional	   control	   of	   gene	   expression	   by	   binding	   ribonucleoproteins	  (RNPs)	  to	  RNA.	  [1]	  
The	   field	  of	  characterizing	   these	  RNA-­‐protein	  complex	   interactions	  has	  seen	  much	  growth	  in	  the	  past	  few	  years.	  However,	  there	  lies	  a	  greater	  difficulty	  in	  characterizing	  these	  interactions	   for	  RNA	  compared	  to	  those	  of	  DNA	  mostly	  because	  of	  a	  variety	  of	  secondary	  and	   tertiary	   structures	   in	  RNA,	  which	   lead	   to	  more	   complex	   binding	  motifs	   for	   proteins.	  Some	   part	   of	   this	   thesis	   is	   devoted	   to	   explanation	   of	   interactions	   between	   these	   RNA-­‐protein	  complexes	  through	  molecular	  dynamics	  simulations.	  
1.3.2	   Seven	  Integral	  Families	  of	  RNA	  Binding	  Proteins	  (RBPs)	  	  	   When	  categorizing	  RBPs	  we	  are	  able	  to	  break	  down	  this	  collection	  into	  seven	  major	  different	  subgroups.	  Each	  subgroup	  is	  distinguished	  by	  the	  type	  of	  binding	  motif	  found	  in	  the	   RBP.	   In	   the	   following	   sections	   these	   seven	   groups	   will	   each	   be	   summarized	   and	  examples	  will	  be	  given	  for	  each	  subgroup.	  
1.3.3	   Arginine	  Rich	  Motif	  	  	   An	  arginine	  rich	  motif	  is	  simply	  an	  area	  of	  a	  protein	  that	  is	  densely	  packed	  with	  the	  charged	  amino	  acids,	  Arginine	  and	  Lysine.	  These	  densely	  packed	  regions	  of	  charged	  amino	  acids	  are	  the	  motifs	  that	  bind	  to	  the	  major	  grooves	  of	  RNA	  molecules.	   It	  should	  be	  noted,	  however,	  that	  the	  Arginine	  rich	  motif	  is	  not	  a	  true	  motif	  due	  to	  the	  variance	  in	  Arginine	  and	  Lysine	  positions	  across	  RNA	  binding	  proteins.	  [1]	  	  	   An	   important	   example	   of	   an	   Arginine	   rich	  motif	  would	   be	   the	   binding	   of	   the	   Rev	  peptide	  to	  the	  Rev	  Response	  Element	  RNA.	  This	  binding	  is	  a	  major	  step	  in	  the	  life	  cycle	  of	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the	  HIV-­‐1	  virus.	  In	  order	  for	  this	  binding	  to	  occur	  the	  major	  groove	  of	  the	  RNA	  widens	  and	  the	  rev	  peptide	  adopts	  an	  α-­‐helical	  conformation	  and	  binds	  to	  the	  Rev	  RNA	  hairpin	  loop.	  [1]	  It	  is	  common	  for	  arginine	  or	  lysine	  rich	  peptides	  to	  undergo	  a	  conformational	  change	  upon	  binding	  to	  RNA.	  [1]	  	  
1.3.4	   αβ 	  Protein	  Domains	  	  
αβ	  motifs	  in	  proteins	  can	  be	  classified	  into	  3	  different	  categories;	  RNA	  Recognition	  Motif	   (RRM),	   the	   K-­‐homology	   (KH)	   domain,	   and	   the	   double-­‐stranded	  RNA	   binding	  motif	  (dsRBM).	  [1]	  	  Of	   all	   the	  known	  RNA	  binding	  proteins,	   the	  RRM	   is	   found	   in	  more	  RBPs	   than	   any	  other	  motif.	  [1]	  The	  RRM	  is	  composed	  of	  90	  amino	  acids,	  of	  which	  8	  are	  conserved	  across	  all	  RBP’s.	   [1]	  The	  RRM	  varies	  depending	  on	  its	  sequence,	  and	  usually	  has	  a	  very	  high	  binding	  affinity.	   [1]	  The	  major	  function	  of	  RRMs	  is	  delivering	  a	  binding	  platform	  to	  targeted	  RNAs.	  The	  function	  of	  RRMs	  changes	  depending	  on	  which	  conformation	   it	  adopts.	  The	  RRM	  has	  over	   30	   different	   conformations,	   each	   of	   which	   are	   attained	   by	   modifying	   loops	   and	  secondary	  structures.	  [1]	  Aside	  from	  conformational	  changes,	  the	  function	  of	  RRMs	  can	  also	  change	  by	  using	  more	  than	  one	  RRM	  domain.	  	  	  	   One	   example	   of	   the	   RRM	   at	  work	   is	   the	   human	  U1A	   protein.	   The	   RRM	   is	   located	  within	  U1A	  and	   recognizes	  a	   specific	  nucleotide	   sequence	   (AUGCAC)	   in	   the	  RNA	   internal	  hairpin	  loop	  that	  it	  then	  hydrogen	  bonds	  to.	  [1]	  	  	   The	  K-­‐homology	   (KH)	  motif	   is	   found	   in	  many	  proteins	   and	   in	  most	   cases	   there	   is	  more	  than	  1	  KH	  motif	  in	  a	  single	  protein.	  The	  KH	  motif	  contains	  on	  average	  70	  amino	  acids.	  Conserved	  across	  all	  KH	  motifs	  is	  a	  GXXG	  loop	  that	  can	  be	  anywhere	  from	  3	  to	  60	  residues	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long,	  as	  well	  as	  a	  3	  stranded	  beta	  sheet	  and	  3	  alpha	  helices,	  which	   interact	  with	   the	  beta	  sheets	  [1].	  	   The	  KH	  motif	   typically	   interacts	  with	  the	  single	  stranded	  RNA.	  This	  strand	  of	  RNA	  becomes	  bound	  to	  the	  KH	  motif	  in	  two	  locations.	  The	  first	  is	  between	  the	  alpha	  1	  and	  alpha	  2	  helices,	  and	  the	  second	  is	  between	  the	  GXXG	  loop	  and	  the	  variable	  loop.	  [1]	  	  The	  most	   common	   regulatory	   pathways	   that	   KH	  motifs	   are	   found	   are	   in	   proteins	  that	  perform	  transcription	  and	  translation.	  This	  binding	  of	   the	  KH	  domain	  and	  the	  single	  stranded	  RNA	  only	  involves	  four	  nucleotide	  bases.	  [1]	  	  	   The	  double	  stranded	  RNA	  binding	  motif	  (dsRBM)	  can	  be	  identified	  by	  its	  αββα	  fold.	  This	  αββα	   fold	   is	   the	  motif	  within	   the	  protein	  which	  binds	   to	  RNA.	  The	  dsRBM	  has	  been	  found	   to	   be	   non-­‐sequence	   specific.	   [1]	   The	  αββα	   fold	   has	   been	   shown	   to	   appear	   up	   to	   5	  times	  throughout	  a	  single	  protein.	  This	  fold	  seems	  to	  only	  target	  RNAs	  in	  the	  A-­‐form	  helical	  conformation.	  [1]	  All	  dsRBMs	  are	  separated	  into	  two	  different	  categories:	  those	  that	  contain	  a	  catalytic	  domain,	  and	  those	  that	  do	  not.	  	  Examples	  of	  enzymes	  with	  catalytic	  dsRBM’s	  are	  RNaselli,	   Droshna	   and	   Dicer.	   An	   example	   of	   a	   dsRBM	   that	   doesn’t	   contain	   a	   catalytic	  domain	  is	  the	  staufen	  protein.	  [1]	  	  	   As	  stated	  above,	  the	  dsRBM	  targets	  A-­‐form	  helical	  conformations	  of	  RNA.	  Residues	  2	  and	   4	   located	   on	   the	   dsRBM	   are	   the	   residues	   that	   recognize	   the	   RNA’s	   A-­‐form	   helical	  conformation.	  More	  specifically,	   it	   is	  residues	  2	  and	  4	  of	  the	  αββα	   fold	  that	  recognize	  the	  2’OH	  and	  phosphate	  groups	  in	  the	  RNA’s	  major	  and	  minor	  grooves.	  [1]	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1.3.5	   Zinc	  Fingers	  	  	   Zinc	   fingers	  occur	  when	  a	  zinc	   ion	   is	  coordinated	  with	  a	  cysteine	  and/or	  histidine	  amino	   acid	   residue.	   These	   zinc-­‐His-­‐Cys	   domains	   are	   found	   repeatedly	   throughout	   the	  proteins.	  The	  Cys-­‐Cys-­‐His-­‐His	  motif	  (CCHH)	  makes	  up	  about	  3%	  of	  the	  human	  genome.	  [1]	  Zinc	  fingers	  are	  more	  commonly	  known	  as	  DNA-­‐binding	  protein	  motifs,	  but	  there	  are	  cases	  in	  which	  they	  can	  bind	  to	  RNA,	  such	  as	  the	  CCCH	  and	  CCHC	  motifs.	  	  	   The	   zinc	   finger	   motif	   is	   composed	   of	   2	   distorted	   β-­‐hairpins	   that	   encompass	   a	  tryptophan	   amino	   acid	   as	  well	   as	   a	   zinc	   ion.	   This	  motif	   binds	   very	   differently	   to	   double	  stranded	  RNA	  than	  it	  does	  to	  single	  stranded	  RNA.	  In	  dsRNA	  the	  zinc	  finger	  motif	  interacts	  with	  the	  phosphate	  backbone	  and	  binds	  through	  hydrogen	  stacking.	  With	  single	  stranded	  RNA	  the	  zinc	  fingers	  bind	  by	  placing	  their	  aromatic	  side	  chains	  in	  between	  dinucleotides	  in	  A-­‐U	  rich	  regions	  of	  RNA.	  	  	  	   One	   example	   of	   a	   RBP	   with	   zing	   finger	   motifs	   of	   the	   Transcription	   factor	   IIIA	  (TFIIIA).	  [1]	  TFIIIA	  contains	  9	  zinc	  fingers;	  fingers	  1-­‐3	  and	  7-­‐9	  bind	  to	  DNA	  while	  fingers	  4-­‐6	  bind	   to	   ribosomal	   5S	   RNA.	   [1]	   The	   binding	   of	   TFIIIA	   to	   RNA	   and	   DNA	   aids	   in	   the	  transcription	  of	  genes	  in	  eukaryotic	  ribosomal	  5S	  RNA.	  	  
1.3.6	   Multimeric	  Proteins	  and	  RNA	  Targeting	  Enzymes	  	  
	   Multimeric	   proteins	   are	   a	   type	   of	   structure	   that	   is	   formed	   by	  many	   proteins	   that	  allows	  it	  to	  bind	  with	  RNA.	  Currently,	  the	  mechanism	  for	  RNA	  recognition	  of	  structures	  is	  not	  well	   known.	  An	   example	  of	   a	  multimeric	  protein	   is	   the	  Human	  Pumilio	  protein.	  This	  protein	  forms	  a	  multimeric	  complex	  with	  many	  copies	  of	  itself,	  allowing	  the	  RNA	  to	  bind	  to	  the	  inner	  surface	  of	  the	  complex.	  [1]	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CHAPTER	  2:	  METHODS	  
	  
2.1	  Introduction	  to	  Molecular	  Modeling	  	  	   Large	   biomolecules,	   such	   as	   proteins	   and	   nucleic	   acids,	   are	   an	   integral	   part	   of	  today’s	  scientific	  advancements	   from	   improved	  medicine	   to	  renewable	  energy.	  Computer	  simulations	   can	   assist	   in	   not	   only	   obtaining	   the	   macroscopic	   properties,	   but	   also	   the	  microscopic	   details	   of	   these	   biomolecules.	  Molecular	  modeling	   through	   simulation	   is	   not	  limited	  to	  academic	  research.	  It	  is	  also	  used	  in	  industry,	  spanning	  multiple	  disciplines	  from	  pharmaceutical	  engineering,	  material	  science,	  chemistry,	  and	  molecular	  biology.	  [4]	  	   	  Computer	   simulations	   of	   biomolecules	   are	   a	   powerful	   tool	   since	   they	   can	   give	   us	  information	   on	   the	   macroscopic	   properties	   of	   the	   system	   as	   well	   as	   the	   microscopic	  properties,	   such	   as	   the	   positions	   and	   velocities	   of	   atoms.	   The	   challenge	   with	   computer	  simulation	   is	   that	   the	   properties	   that	   can	   be	  measured	   directly,	   such	   as	   the	  microscopic	  properties,	  are	  properties	  that	  cannot	  be	  measured	  in	  experiments,	  and	  the	  properties	  that	  can’t	   be	   measured	   directly,	   the	   macroscopic	   properties,	   are	   accessible	   in	   experiments.	  	  Laboratory	   experiments	  measure	  macroscopic	  properties	  by	   taking	   either	   time	   averaged	  measurements	  or	  measurements	  averaged	  over	  multiple	  molecules.	   [5]	   In	  order	   to	  obtain	  accurate	   macroscopic	   property	   measurements	   in	   computer	   simulations	   of	   microscopic	  systems	  we	  must	  turn	  to	  statistical	  mechanics	  for	  aid.	  	  	   Statistical	  mechanics	  gives	  us	  mathematical	  tools	  to	  measure	  bulk	  properties	  of	  our	  microscopic	   systems.	   The	   macroscopic	   properties	   in	   these	   simulations	   that	   we	   are	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interested	  in	  are	  those	  such	  as	  temperature,	  pressure,	  heat	  and	  work,	  all	  of	  which	  are	  only	  characteristic	  of	   large	  assemblies	  of	  molecules.	  However,	  with	  the	  assistance	  of	  statistical	  mechanic	  theories,	  and	  Newtonian	  physics,	  macroscopic	  properties	  of	  microscopic	  systems	  can	  easily	  be	  measured.	  	   Two	   experimental	   techniques	   that	   are	   vital	   to	   the	   field	   of	   bio-­‐molecular	  conformational	   dynamics	   are	   X-­‐ray	   crystallography	   and	   nuclear	   magnetic	   resonance	  (NMR)	   spectroscopy.	   X-­‐ray	   crystallography	   is	   used	   to	   obtain	   the	   static	   coordinates	   of	  biomolecules.	  The	  majority	  of	  initial	  coordinate	  structure	  files	  used	  for	  molecular	  dynamics	  (MD)	   simulations	   are	   derived	   from	   X-­‐ray	   crystallography	   experiments.	   NMR	   provides	  information	   of	   solution	   dynamics	   for	   smaller	   biomolecules.	   While	   both	   of	   these	  experimental	   techniques	   are	   important,	   only	   MD	   can	   provide	   the	   large	   timescale	  conformational	  dynamics	  and	  energetics,	  making	  it	  a	  critical	  tool	  in	  the	  biomolecular	  field.	  	   In	  this	  thesis,	  the	  computer	  simulations	  carried	  out	  deal	  entirely	  with	  biomolecules,	  more	   specifically	   proteins	   and	   RNA.	   These	   molecules	   are	   simulated	   using	   classical	  molecular	   dynamics,	   steered	   molecular	   dynamics,	   and	   an	   enhanced	   sampling	   technique	  known	   as	   metadynamics.	   The	   three	   techniques	   described	   above	   all	   work	   under	   similar	  assumptions	  but	  have	  unique	  advantages	  for	  specific	  problems.	  These	  simulations	  compute	  the	  positions	  and	  velocities	  of	   individual	  atoms	  by	  applying	  an	  underlying	  force-­‐field	  and	  integrating	   their	   equations	   of	   motion	   numerically,	   and	   then	   averaging	   the	   property	   of	  interest	   over	   a	   sufficient	   period	   of	   simulation	   time.	   [5]	   In	   the	   subsequent	   sections	   of	   this	  chapter,	   I	   will	   discuss	   some	   of	   the	   basic	   principles	   of	   MD	   simulations	   as	   well	   as	   the	  intricacies	  and	  benefits	  of	  the	  techniques	  used	  in	  this	  work.	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2.2	  Review	  of	  Statistical	  Mechanics	  	  	   Statistical	   mechanics	   provides	   the	   theoretical	   framework	   for	   connecting	  microscopic	  properties	  to	  macroscopic	  ones.	  While	  going	  into	  full	  detail	  would	  provide	  the	  best	   understanding	   of	   statistical	   mechanics,	   I	   find	   for	   the	   purposes	   of	   this	   thesis	   that	   a	  summary	  of	  the	  basics	  will	  suffice	  in	  aiding	  the	  reader	  in	  understanding	  of	  basic	  concepts.	  For	  detailed	  knowledge	  the	  reader	  is	  recommended	  several	  excellent	  literature	  sources.	  [5-­‐
8]	  
	   Picture	  a	  system	  of	  volume	  V,	  total	  energy	  E,	  and	  total	  number	  of	  particles	  N,	  where	  each	  particle	  within	  the	  system	  can	  be	  described	  by	  its	  coordinates	  ri,	  and	  its	  momenta	  pi.	  At	   any	   one	   particular	   snapshot	   of	   the	   system	   the	   collection	   of	   atoms	   within	   can	   be	  described	   by	   a	   fixed	   set	   of	   internal	   coordinates	   (ri,	   pi),	   also	   known	   as	   a	   microstate.	   All	  microstates	   of	   a	   particular	   system	   collectively	   form	   a	   macrostate.	   This	   collection	   of	  microstates	  is	  also	  known	  as	  an	  ensemble.	  In	  statistical	  mechanics	  we	  use	  a	  few	  different	  ensembles.	  The	  ensembles	  are	  characterized	  by	  which	   thermodynamic	  variables	  are	  held	  constant.	  The	  variables	  of	   interest	  are	  temperature	  (T),	  number	  of	  particles	  (N),	  chemical	  potential	  (μ),	  total	  energy	  (E),	  and	  volume	  (V).	  The	  two	  ensembles	  used	  in	  the	  simulations	  carried	  out	  in	  this	  thesis	  are	  NVT	  and	  NPT.	  The	  NVE	  ensemble	  is	  typically	  not	  used	  due	  to	  its	  large	  computational	  requirement	  that	  arises	  from	  the	  necessity	  of	  a	  smaller	  integration	  step	  to	  keep	  E	  conserved.	  	  
In	  statistical	  mechanics	  a	  particular	  measured	  property	  A	  depends	  entirely	  upon	  the	  momenta	  pi	  and	  the	  positions	  ri	  of	  all	  N	  particles.	  Therefore,	  property	  A	  at	  any	  time	  t	  can	  be	  written	  as	  A(r(t),	  p(t)).	  [6]	  At	  each	  snapshot	  of	  the	  system	  the	  value	  of	  property	  A	  is	  going	  to	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fluctuate.	  The	  value	  of	  A	  that	  we	  really	  want,	  the	  value	  measured	  in	  experiments,	  is	  a	  time	  averaged	   value,	   which	   is	   averaged	   over	   the	   time	   of	   the	   measurement.	   According	   to	   the	  integration	   in	   equation	   1	   below	  we	   can	   see	   that	   as	   the	   time	   approaches	   infinity	  we	   get	  closer	  to	  the	  “true	  average”	  of	  property	  A.	  
𝐴 = lim!→! !! 𝐴 𝑟 𝑡 ,𝑝 𝑡 𝑑𝑡!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (1)	  
So	  in	  order	  to	  calculate	  the	  average	  property	  in	  a	  molecular	  simulation	  one	  must	  simulate	  the	  dynamic	  behavior	  of	  the	  system.	  The	  problem	  arises	  in	  simulating	  a	  system	  containing	  multiple	  atoms.	  Even	  for	  a	  1	  mole	  sample,	  which	  would	  be	  considered	  small	  in	  a	  laboratory	  setting,	   is	   not	   even	   feasible	   in	   a	   molecular	   dynamics	   simulation	   to	   set	   up	   such	   a	   large	  system.	   In	   statistical	  mechanics	   this	   problem	  was	   solved	   by	   considering	   the	   same	   single	  system	  multiple	   times	   in	   order	   to	   create	   an	   ensemble	   average,	  which	   is	   shown	  below	   in	  equation	  2.	  
𝐴 !"#!!"#$ =    𝑑𝑝𝑑𝑟  𝐴 𝑝, 𝑟 𝑃(𝑝, 𝑟)	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (2)	  
Where	  the	  angle	  brackets	  indicate	  an	  ensemble	  average	  of	  property	  A,	  which	  is	  the	  value	  of	  property	  A	  averaged	  over	  every	  ensemble	  generated	  by	  the	  simulation.	  
Equation	  2	  brings	  us	  to	  one	  of	  the	  most	  important	  theorems	  of	  statistical	  mechanics,	  the	   ergodic	   hypothesis,	   which	   states	   that	   a	   time	   averaged	   quantity	   is	   equivalent	   to	   its	  ensemble	   averaged	   value.	   The	   probability	   density	   of	   any	   particular	   ensemble,	   which	   is	  given	  by	  P(p,	  r),	   is	  the	  probability	  of	  discovering	  a	  specific	  configuration	  with	  positions	  ri	  and	  momenta	  pi.	  For	  example,	  in	  the	  canonical	  ensemble	  (NVT),	  P(p,	  r)	  can	  be	  determined	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using	  the	  following	  equation:	  
𝑃 𝑝, 𝑟 = !! exp   !!(!,!)!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (3)	  
where	  T	  is	  the	  temperature,	  H	  is	  the	  Hamiltonian	  of	  the	  system	  (which	  is	  equivalent	  to	  the	  total	  energy	  of	  the	  system),	  and	  	  kB	  is	  the	  Boltzmann’s	  constant.	  H	  can	  also	  be	  defined	  by	  the	  sum	  of	  the	  potential	  (G)	  and	  kinetic	  (K)	  energies	  of	  the	  system;	  H	  =	  K	  +	  U.	  In	  equation	  3	  above	   the	   variable	   Z	   is	   known	   as	   the	   partition	   function.	   The	   partition	   function	   can	   be	  described	  below	  in	  equation	  4.	  
𝑍 =    𝑑𝑝𝑑𝑟 exp − ! !,!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (4)	  
Using	   equation	   4	   above	   for	   the	   partition	   function	   we	   can	   now	   calculate	   every	   other	  thermodynamic	   property.	   For	   example,	   in	   equations	   5,	   6	   and	   7	   below	  we	   can	  write	   the	  thermodynamic	   properties	   such	   as	   internal	   energy	   (U),	   entropy	   (S),	   and	   Helmholtz	   free	  energy	  (F)	  in	  terms	  of	  the	  partition	  function	  Z.	  	  
𝑈 = 𝑘!𝑇! ! !" !!" !,!	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (5)	  
𝑆 = 𝑘! ln 𝑧 + !!	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (6)	  
𝐹 =   −𝑘!𝑇 ln 𝑧 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (7)	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2.3	  Underlying	  Equations	  for	  Molecular	  Dynamics	  Simulations	  	  
2.3.1	  Langevin	  Equation	  	  	   Probably	   the	   most	   important	   equation	   in	   molecular	   dynamics	   simulations	   is	   the	  Langevin	  equation,	  which	  is	  given	  below	  as,	  𝑚!𝑟! =   − !"!!! − 𝛾𝑚!𝑟! +   𝜂! 𝑡;   𝛽 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (8)	  where	  mi	  is	  the	  mass	  of	  each	  particle,	  and	  𝛽	  is	  equivalent	  to	  the	  inverse	  of	  kBT.	  U(ri)	  is	  the	  interatomic	   potential,	   which	   is	   described	   in	   full	   detail	   in	   section	   2.3.4.	  𝛾	  is	   the	   Langevin	  friction	  coefficient,	  𝜂	  is	  the	  white	  noise,	  which	  satisfies	  the	  fluctuation	  dissipation	  theorem	  at	  physical	  temperature	  β-­‐1.	  	  
2.3.2	  Numerical	  Integration	  with	  the	  Verlet	  Algorithm	  	  	   Using	  equation	  8	  above,	  the	  equation	  of	  motion,	  and	  integrating	  numerically	  we	  can	  propagate	  our	  systems	  in	  time.	  Since	  our	  simulations	  involve	  large	  biomolecules	  with	  many	  degrees	   of	   freedom	   one	   small	   divergence	   in	   the	   initial	   configuration	   of	   the	   system	   can	  result	   in	   two	   completely	  unique	   systems	   in	  only	   a	   few	  picoseconds.	  But,	   the	  objective	  of	  biomolecular	   simulations	   is	   to	  be	  able	   to	   effectively	   sample	  phase	   space,	  not	   to	  generate	  perfect	   replicable	   trajectories.	   With	   that	   being	   said,	   when	   looking	   for	   a	   numerical	  integration	  scheme	  we	  don’t	  want	   to	  only	   focus	  on	   the	   local	  accuracy	  of	   the	  method,	  but	  rather	  its	  overall	  efficiency	  as	  well	  as	  its	  ability	  to	  preserve	  some	  of	  the	  basic	  properties	  of	  the	   system	   like	   momentum,	   time-­‐reversibility	   and	   energy.	   [9]	   One	   numerical	   integration	  method	  that	  adheres	  to	  all	  of	  the	  above	  criteria	  is	  the	  velocity-­‐Verlet	  algorithm.	  [5,	  10]	  
The	  velocity-­‐Verlet	  algorithm	  works	  by	  calculating	  the	  velocity	  and	  position	  of	  every	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atom	  at	  the	  next	  time-­‐step	  (rn+1,vn+1)	   	  from	  the	  current	  velocities	  and	  positions	  (rn,vn),	  	  assuming	  Fn	  =	  F(rn)	  is	  already	  computed	  using	  the	  method	  shown	  below	  in	  equations	  9-­‐11.	  
𝑣!!!! = 𝑣! + !!!!!∆!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (9)	  
𝑟!!! = 𝑟! + 𝑣!!!!∆𝑡	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (10)	  
Compute,	  𝐹!!! = 𝐹 𝑟!!! ,	  
𝑣!!! = 𝑣!!!! + !!!!!!!∆!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (11)	  
Where	  ∆t	  is	  the	  time-­‐step,	  r	  is	  the	  position,	  v	  is	  the	  velocity,	  F	  is	  the	  force,	  and	  M	  is	  the	  mass	  matrix.	  What	  makes	  the	  Verlet	  algorithm	  so	  practical	  is	  its	  ability	  to	  only	  require	  one	  force	  calculation	  per	  time-­‐step.	  This	  allows	  for	  an	  accurate	  simulation	  as	  well	  as	  one	  that	  is	  less	  computationally	  demanding,	  something	  that	  is	  very	  important	  in	  biomolecular	  simulations.	  
2.3.3	  Choice	  of	  Timestep	  	  In	   order	   to	   choose	   a	   suitable	   timestep	   for	   a	   biomolecular	   simulation	   the	   timestep	  must	  satisfy	   two	   requirements:	   First,	   the	   timestep	  must	   be	   small	   enough	   that	   it	   captures	   the	  motions	  of	  the	  fastest	  moving	  atoms	  in	  the	  system,	  but	  not	  too	  small	  as	   it	  wouldn’t	  allow	  for	   timely	   exploration,	   Secondly	   the	   timestep	   cannot	   be	   too	   large	   as	   this	   would	   cause	  instabilities	   in	   the	   numerical	   integration	   leading	   to	   the	   violation	   of	   the	   conservation	   of	  energy	  and	  momentum.	  Taking	  into	  account	  the	  two	  requirements	  stated	  above,	  a	  proper	  timestep	  for	  a	  biomolecular	  simulation	  would	  be	  ~1-­‐2fs.	  1fs	  is	  enough	  time	  to	  capture	  the	  fastest	  moving	  atoms	  in	  the	  system,	  hydrogens,	  and	  is	  also	  large	  enough	  to	  propagate	  the	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system	  in	  time	  fast	  enough	  to	  achieve	  simulations	  that	  are	  hundreds	  of	  nanoseconds	  long.	  A	  timestep	  of	  2fs	  can	  also	  be	  used	   if	  one	   freezes	  the	  hydrogen	  atoms	   in	  the	  system	  at	   their	  equilibrium	  values.	  	  
2.3.4	  Interatomic	  Potential	  or	  Force	  Field	  	  In	   every	   biomolecular	   simulation	   we	   have	   many	   different	   types	   of	   atoms	   with	   many	  different	  types	  of	  bonding	  patterns.	  In	  order	  to	  describe	  the	  interactions	  between	  atoms,	  as	  well	  as	  the	  characteristics	  of	  chemical	  bonds,	  scientists	  have	  developed	  what	  is	  known	  as	  a	  force	  field.	  A	  force	  field	  in	  MD	  is	  essentially	  an	  empirical	  model	  potential	  that	  dictates	  the	  forces	  experienced	  by	  every	  atom	  in	  the	  system.	  While	  there	  are	  many	  different	  force	  fields	  being	  developed,	  each	  with	  their	  own	  particular	  areas	  of	  strength,	  in	  this	  thesis	  we	  will	  be	  using	   the	   CHARMM	   (Chemistry	   at	   Harvard	   Macromolecular	   Mechanics)	   force-­‐field	   for	  proteins	   and	  nucleic	   acids.	   [11,	  12]	   The	   terms	   that	  make	  up	   the	  CHARMM	  potential	   energy	  function	  are	  given	  below.	  
𝑈!"!#$ = 𝑈!"#$ + 𝑈!"#$% + 𝑈!"!!"#$% + 𝑈!"#$%#&$' + 𝑈!"#$!!"#$%&' + 𝑈!"# + 𝑈!"#$"%&	  	  (12)	  
In	   equation	   12	   above,	   the	   first	   four	   terms	   are	   used	   to	   describe	   the	   characteristics	   of	  chemical	   bonds	   such	   as	   bending,	   stretching	   and	   torsion.	  𝑈!"#$!!"#$%&' 	  describes	   the	  bending	  of	  angles	  by	  using	  1,3	  nonbonded	  interactions.	  The	  final	  two	  terms	  of	  equation	  12	  describe	  the	  interactions	  between	  nonbonded	  pairs	  of	  atoms.	  Each	  of	  these	  expressions	  in	  equation	  12	  are	  described	  below	  in	  equations	  13-­‐19.	  	  
𝑈!"#$ =    𝐾! 𝑏 − 𝑏! !!"#$% 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (13)	  
Where	  b	   is	   the	   instantaneous	  covelant	  bond	   length	   for	  each	  bond	  in	  the	  system	  and	  b0	   is	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the	  equilibrium	  bond	  length,	  Kb	  is	  the	  bond	  force	  constant.	  
𝑈!"#$% =    𝐾! 𝜃 − 𝜃! !!"#$% 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (14)	  
Where	  𝜃	  is	   the	   instantaneous	   valence	   bond	   angle	   and	  𝜃!	  is	   the	   equilibrium	   valence	   bond	  angle,	  Kθ	  is	  the	  bond	  angle	  force	  constant.	  
𝑈!"!!"#$% =    𝐾!(1+ cos 𝑛𝜒 − 𝛿 )!"!!"#$% 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (15)	  
where	  χ	  is	  a	  dihedral	  angle	  which	  arises	  from	  a	  pair	  of	  atoms	  separated	  by	  three	  covalent	  bonds.	  The	  intermediate	  bond	  is	  subject	  to	  the	  torsion	  χ.	  n	  is	  the	  multiplicity	  and	  δ	  is	  the	  phase	  shift.	  K	  χ	  is	  the	  dihedral	  angle	  force	  constant.	  
𝑈!"#$%#&$' =    𝐾! 𝜑 − 𝜑! !!!"#$"%#& 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (16)	  
φ	   is	   known	   as	   an	   improper	   dihedral.	   This	   variable	   describes	   the	   geometry	   of	   4	   planar	  covalently	  bonded	  atoms.	  K	  φ	  is	  the	  improper	  dihedral	  angle	  force	  constant.	  
𝑈!"#$!!"#$!"# =    𝐾! 𝑢 − 𝑢! !!"#$!!"#$%&' 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (17)	  
Where	   u	   is	   the	   cross	   term	   that	   accounts	   for	   angle	   bending	   using	   1,3	   non-­‐bonded	  interactions.	  KU	  is	  the	  cross	  term	  force	  constant.	  
𝑈!"# =    4𝜖!" !!"!!" !" − !!"!!" !!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (18)	  
𝑈!"#$"%& =    !!!!!!!!!!"!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (19)	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In	  equations	  18	  and	  19	  above	  εij	  is	  the	  Lennard-­‐Jones	  well	  depth,	  σij	  is	  the	  distance	  where	  the	  inter-­‐particle	  potential	  is	  0,	  and	  rij	  is	  the	  distance	  between	  the	  two	  interacting	  particles.	  ε0	  is	  the	  dielectric	  constant	  and	  qi	  is	  the	  partial	  charge	  for	  atom	  i.	  	  
Values	   for	   each	   parameter	   for	   each	   atom	   type	   can	   be	   found	   in	   the	   force	   field	  parameter	  file	  used	  in	  every	  MD	  simulation.	  Each	  of	  these	  parameters	  is	  determined	  by	  a	  combination	  of	  quantum	  mechanical	  calculations	  and	  thorough	  experimental	  observations.	  The	  gathering	  of	  this	  data	  is	  extremely	  difficult	  and	  with	  new	  techniques	  being	  developed	  to	  study	  interactions	  at	  a	  molecular	  level	  the	  force	  fields	  being	  used	  in	  MD	  simulations	  are	  constantly	   being	   updated.	   Some	   of	   the	   early	   work	   in	   this	   thesis	   was	   completed	   using	  CHARMM	  27	   parameter	   files,	  while	   some	   of	   the	  more	   recent	  work	   done	  was	   completed	  using	  CHARMM	  36	  parameter	  files.	  	  
2.3.5	  Initial	  conditions,	  Pressure	  and	  Temperature	  Control,	  and	  Minimization	  	  	   Usually	   the	   first	  step	   in	  any	  MD	  simulation	   is	   the	  minimization	  of	   initial	  structure.	  What	   one	   needs	   to	   recognize	   is	   that	   the	   initial	   configuration	   of	   the	   system	   is	   extremely	  important	  for	  any	  simulation.	  If	  there	  are	  any	  high	  energy	  steric	  overlaps	  in	  the	  molecule,	  the	   simulation	   can	   immediately	   fail.	   The	   reason	   these	   steric	   overlaps	   exist	   is	   due	   to	   the	  methods	   used	   to	   determine	   these	   initial	   structures.	   All	   of	   the	   initial	   configurations	   of	  proteins	   and	  nucleic	   acids	  used	   in	   this	   thesis	  were	  obtained	   from	   the	  Protein	  Data	  Bank	  (PDB)	   (http://www.rcsb.org/pdb/home/home.do).	   The	   structures	   in	   the	   Protein	   Data	  Bank	  are	  determined	  experimentally	  by	  X-­‐ray	  crystallography	  and	  NMR	  techniques.	  These	  techniques,	   however,	   do	   not	   provide	   us	   with	   stable	   initial	   configurations	   of	   molecules.	  Therefore,	  an	  energy	  minimization	  is	  used	  in	  order	  to	  remove	  any	  steric	  overlaps.	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   In	   order	   to	   recreate	   the	   natural	   environment	   of	   these	   biomolecules	   they	   are	  surrounded	  by	  a	   layer	  of	  water	  molecules.	  This	  addition	  of	  water	  molecules	  creates	  what	  we	  refer	  to	  as	  the	  “simulation	  box”.	  In	  addition	  to	  the	  water	  molecules	  there	  are	  also	  ions	  added	  to	  the	  box	  in	  order	  to	  help	  stabilize	  the	  proteins	  and	  nucleic	  acids	  by	  neutralizing	  the	  overall	  charge	  of	  the	  system.	  	   Since	   the	   temperature	   of	   the	   system	   is	   determined	   by	   the	   kinetic	   energy	   of	   the	  atoms	  within,	  the	  kinetic	  energy	  of	  those	  atoms	  must	  remain	  constant	  in	  order	  to	  keep	  the	  temperature	  constant.	  The	  challenge	  is	  assigning	  an	  initial	  velocity	  to	  each	  atom	  at	  the	  start	  of	  the	  simulation.	  This	  is	  done	  by	  using	  a	  Maxwell-­‐Boltzmann	  Gaussian	  distribution	  at	  the	  desired	  temperature	  of	  the	  system	  to	  randomly	  assign	  each	  atom	  a	  velocity.	  	  
𝑃 𝑣 = !!!!!!! !/! exp −!!!!!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (20)	  Equation	  21	  gives	   the	  probability	   that	   any	  atom	   i	  of	  mass	  m	  will	  have	  a	  velocity	  v	   at	   the	  desired	   temperature	  T.	   The	   relationship	  between	   the	   temperature	  of	   the	   system	  and	   the	  total	  kinetic	  energy	  of	  the	  system	  is	  shown	  below	  in	  equation	  22.	  𝐻 =    !! !!!!   = !!!! 3𝑁 − 𝑁!!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (21)	  Where	   H	   is	   the	   Hamiltonian	   of	   the	   system,	   Pi	   is	   the	   momentum	   of	   atom	   i,	   kB	   is	   the	  Boltzmann	  constant	  and	  the	  expression	  (3N-­‐Nc)	  is	  the	  total	  number	  of	  degrees	  of	  freedom	  in	  the	  system.	  	  	   The	  simulations	  carried	  out	  in	  this	  thesis	  were	  done	  using	  two	  different	  ensembles,	  the	  NVT	  and	  NPT	  ensembles.	  There	  are	  many	  different	  methods	  used	  for	  maintaining	  the	  systems	  pressure	  and	  temperature,	  but	   in	   this	   thesis	   the	   temperature	  control	  used	   is	   the	  Langevin	  thermostat,	  and	  the	  pressure	  control	  used	  is	  the	  Nosé-­‐Hoover	  Langevin	  piston.	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2.3.6	  Boundary	  Conditions	  	   When	  a	  biomolecule	  is	  solvated	  in	  a	  box	  we	  are	  presented	  with	  the	  issue	  of	  dealing	  with	  the	  end	  effects	  of	  that	  simulation	  box.	  In	  order	  to	  eliminate	  the	  distortion	  of	  dynamics	  at	   the	   boundary	   a	   technique	  we	   can	   use	   is	   called	   the	  periodic	  boundary	  condition	   (PBC),	  which	   is	   used	   in	   all	   simulations	   in	   this	   thesis.	   These	   conditions	   work	   by	   enclosing	   the	  atoms	  in	  a	  unit	  cell,	  which	  is	  then	  replicated	  to	  infinity	  by	  periodic	  translations.	  [9]	  From	  a	  two-­‐dimensional	  standpoint	  each	  unit	  cell	  has	  8	  nearest	  neighbors,	  in	  three	  dimensions	  it	  would	   have	   26.	   In	   PBC	   each	   atom	   is	   allowed	   to	   interact	   with	   the	   nearest	   “image”	   of	   its	  neighbor.	  If	  the	  atom	  leaves	  its	  unit	  cell,	  it	  is	  then	  replaced	  by	  an	  image	  of	  that	  particle	  from	  the	  side	  opposite	  to	  which	  it	  exited	  from.	  	  
2.4	  Software	  Used	  for	  Biomolecular	  Simulations	  	  	   The	   software	   used	   to	   carry	   out	   simulations	   in	   this	   thesis	   was	   NAMD	   (Nanoscale	  Molecular	  Dynamics)	  version	  2.9	  to	  2.11.	  NAMD	  is	   free	   for	  academic	  users	  and	   its	  source	  code	  can	  be	  downloaded	  at	  http://www.ks.uiuc.edu/Research/namd/.	  NAMD	  allows	   for	  high-­‐performance	   simulations	   of	   biomolecules	   by	   scaling	   its	   computations	   to	   hundreds	   of	  processors	  on	  high-­‐end	  parallel	  platforms	  like	  the	  one	  here	  at	  UNH	  called	  Trillian.	  	  NAMD	  source	  code	  has	   the	  ability	   to	   integrate	  Newtonian	  equations	  of	  motion,	  effectively	  apply	  statistical	   mechanics	   methods	   for	   pressure	   and	   temperature	   control,	   and	   evaluate	  electrostatic	   interactions	   using	   PME	   (particle	   mesh	   Ewald)	   summations.	   NAMD	   source	  code	   also	   allows	   for	   the	   use	   of	   different	   MD	   simulation	   techniques	   such	   as	   steered	  molecular	  dynamics	  (SMD)	  as	  well	  as	  Metadynamics,	  both	  of	  which	  were	  used	  in	  this	  thesis	  and	  will	  be	  described	  in	  full	  in	  sections	  2.6	  and	  2.7.	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   For	   the	   analysis	   and	   visualization	   of	   trajectories	   generated	   by	   NAMD	   we	   used	   a	  software	  called	  VMD	  (Visual	  Molecular	  Dynamics).	  [13]	  VMD	  is	  freely	  available	  to	  anyone	  in	  academics	  and	  it	  can	  be	  downloaded	  at	  http://www.ks.uiuc.edu/Research/vmd/.	  The	  versions	  of	  VMD	  used	  in	  this	  thesis	  were	  VMD	  1.9	  to	  VMD	  1.9.2.	  
2.5	  Classical	  Molecular	  Dynamics	  	  	   Classical	  MD	  refers	  to	  the	  fact	  that	  the	  simulation	  is	  conducted	  without	  bias	  and	  is	  allowed	   to	   evolve	   naturally	   under	   the	   governing	   interatomic	   potential	   function	   chosen.	  Classical	  MD,	  or	  conventional	  MD,	  is	  generally	  accepted	  to	  be	  the	  more	  accurate	  method	  of	  obtaining	  energetic	  information	  on	  biomolecules.	  The	  biggest	  problem	  that	  researchers	  in	  this	   field	   face	   with	   classical	   MD	   is	   the	   inability	   to	   resolve	   large	   scale	   conformational	  changes	  in	  biomolecules.	  Since	  biomolecular	  conformational	  changes	  occur	  on	  the	  scale	  of	  nanoseconds	  to	  micro	  and	  even	  milliseconds,	  MD	  with	  a	  timestep	  of	  1fs	  does	  not	  allow	  one	  to	  observe	  these	  conformational	  changes	  in	  a	  reasonable	  amount	  of	  time	  even	  with	  modern	  day	   supercomputers.	   It	   is	   because	   of	   this	   deficiency	   of	  MD	   that	   an	   extensive	   amount	   of	  effort	  is	  invested	  into	  creating	  alternate	  techniques	  that	  can	  be	  used	  to	  quickly	  explore	  the	  conformational	   landscape	   of	   large	   biomolecules.	   In	   this	   thesis	   we	  will	   explore	   two	   such	  methods,	  one	  is	  known	  as	  Steered	  Molecular	  Dynamics	  (section	  2.6)	  and	  the	  other	  is	  known	  as	  Metadynamics	  (section	  2.7).	  	  
2.6	  Steered	  Molecular	  Dynamics	  (SMD)	  	  
2.6.1	  Introduction	  	  	   Many	  biological	  processes	  occur	  on	  timescales	  that	  are	  inaccessible	  to	  classical	  MD	  simulations.	  SMD	  is	  a	   technique	   that	  can	  be	  used	   to	  observe	   these	  events	   in	  a	  simulation	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environment.	  SMD	  is	  a	  technique	  that	  allows	  one	  to	  apply	  an	  external	  force	  on	  an	  atom	  or	  group	  of	  atoms,	  while	  simultaneously	  keeping	  another	  atom	  or	  group	  of	  atoms	  fixed.	  This	  type	  of	  technique	  can	  be	  used	  to	  explore	  conformational	  changes	  in	  biomolecules	  or	  even	  the	   unbinding	   of	   ligands.	   For	   the	   purposes	   of	   this	   thesis	   the	   SMD	   technique	   is	   used	   to	  explore	  the	  binding	  strength	  between	  RNA-­‐protein	  complex	  interfaces.	  	  
2.6.2	  Underlying	  Equations	  	  	   Basically	  SMD	  works	  by	  pulling	  on	  one	  group	  of	  atoms	  while	  keeping	  another	  group	  fixed.	   This	   is	   carried	   out	   by	   creating	   a	   reference	   file	   that	   labels	   which	   atoms	   are	   to	   be	  designated	  for	  pulling	  (the	  SMD	  atoms)	  and	  which	  atoms	  are	  to	  be	  fixed.	  The	  SMD	  atom	  or	  a	   group	   of	   atoms	   is	   attached	   to	   a	   “dummy”	   atom	   by	   a	   harmonic	   spring.	   The	   atoms	  designated	  to	  be	  fixed	  are	  secured	  at	  their	  initial	  position	  throughout	  the	  simulation.	  There	  are	  two	  types	  of	  SMD	  simulations:	  constant	  force	  pulling	  and	  constant	  velocity	  pulling.	  For	  our	   simulations	   in	   this	   thesis,	   since	   the	   force	   required	   to	  pull	   apart	   the	   two	  molecules	   is	  unknown,	  the	  constant	  velocity	  approach	  is	  used.	  Constant	  force/velocity	  refers	  to	  whether	  the	  SMD	  atom	  is	  pulled	  at	  a	  specified	  constant	  velocity	  or	  constant	  force.	  	  The	  equations	  for	  the	   force	  and	  potential	  energy	  between	  the	  dummy	  atom	  and	  the	  SMD	  atom	  for	  constant	  velocity	  pulling	  is	  shown	  below.	   𝐹 =   −∇𝑈	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (22)	  𝑈 = !! 𝑘 𝑣𝑡 − 𝑟 − 𝑟! ∙ 𝑛 !	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (23)	  Where	  U	  is	  the	  potential	  energy,	  k	  is	  the	  spring	  constant	  that	  is	  chosen	  at	  the	  start	  of	  the	  simulation,	  v	  is	  the	  pulling	  velocity	  which	  is	  also	  chosen	  at	  the	  beginning	  of	  the	  simulation,	  t	  is	  the	  time,	  r	  is	  the	  instantaneous	  position	  of	  the	  SMD	  atom,	  r0	  is	  the	  initial	  position	  of	  the	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SMD	  atom	  and	  n	  is	  the	  direction	  of	  pulling.	  [14]	  The	  direction	  of	  pulling	  is	  important,	  as	  you	  want	  to	  make	  sure	  that	  you	  are	  pulling	  the	  dummy	  atom	  along	  the	  same	  direction	  as	  the	  vector	  between	  the	   fixed	  and	  SMD	  atoms.	  This	  ensures	  an	  accurate	  representation	  of	   the	  force	  required	  to	  pull	  apart	  the	  two	  molecules.	  
2.7	  Metadynamics	  	  
2.7.1	  Introduction	  	   Metadynamics	   is	   a	   method	   that	   was	   developed	   in	   response	   to	   the	   difficulties	   in	  simulating	   rare	   events	   in	   biomolecules,	   such	   as	   conformational	   changes,	   that	   occur	   on	  timescales	   too	   long	   for	   a	   classical	  MD	   simulation	   to	   capture.	  Metadynamics	   is	   a	   complex	  algorithm	   that	   allows	   for	   observations	   of	   these	   events,	   which	   are	   described	   by	   complex	  Hamiltonians.	  [15]	  The	  algorithm	  can	  also	  be	  used	  to	  reconstruct	  the	  free	  energy	  landscapes,	  which	  is	  an	  extremely	  useful	  benefit	  to	  using	  metadynamics.	  The	  way	  the	  algorithm	  works	  is	  by	  biasing	  the	  system	  with	  a	  history	  dependent	  potential	  which	  is	  constructed	  through	  a	  summation	  of	  Gaussian	  functions.	  [15]	  These	  Gaussians	  are	  used	  to	  “push”	  the	  system	  out	  of	  a	  local	  minimum,	  and	  thereby	  explore	  the	  free	  energy	  landscape,	  which	  is	  defined	  in	  a	  set	  of	  chosen	   collective	   variables	   (CVs).	   CVs	   are	   defined	   as	   a	   differentiable	   functions	   of	   atomic	  Cartesian	  coordinates	  that	  reduce	  the	  number	  of	  degrees	  of	  freedom	  in	  the	  system.	  The	  free	  energy	   landscapes	   of	   biomolecular	   events	   is	   reconstructed	   iteratively	   by	   the	   sum	   of	  Gaussians.	  [15]	  The	   metadynamics	   algorithm	   can	   be	   explained	   qualitatively	   through	   an	   example.	  Imagine	  an	  empty	  swimming	  pool	  with	  a	  shallow	  end	  and	  a	  deep	  end.	  You	  walk	  up	  to	  the	  empty	  pool	  and	  toss	  a	  basketball	  into	  it.	  This	  basketball	  represents	  our	  biomolecule	  and	  the	  
	   31	  
pool	   represents	   the	   free	  energy	   landscape.	  No	  matter	  where	  you	   toss	   the	  basketball	   into	  the	  pool	  it	  will	  bounce	  around	  and	  eventually	  find	  the	  deepest	  part	  of	  the	  pool.	  The	  chances	  of	  that	  basketball	  bouncing	  around	  and	  finding	  it’s	  way	  out	  of	  the	  pool	  are	  very	  small,	  and	  represent	  the	  chances	  of	  our	  biomolecule	  going	  through	  a	  complex	  conformational	  change	  in	   a	   classical	  MD	   simulation.	  Now	   imagine	   you	   have	   a	   bucket	   full	   of	  water	   and	   every	   so	  often	  you	  dump	  that	  bucket	  of	  water	  into	  the	  empty	  swimming	  pool.	  This	  bucket	  of	  water	  represents	  the	  Gaussians	  added	  in	  a	  metadynamics	  simulation.	  Slowly	  the	  water	  will	  begin	  filling	  the	  deepest	  part	  of	  the	  swimming	  pool,	  lifting	  the	  basketball	  further	  and	  further	  up.	  Eventually	  the	  basketball	  will	  be	  able	  to	  fall	  out	  of	  the	  pool	  (transition	  region)	  and	  it	  will	  probably	  be	  at	  the	  shallowest	  point	  of	  the	  pool.	  The	  difference	  between	  metadynamics	  and	  some	  of	  the	  biasing	  potential	  methods	  that	  have	  come	  before	  it	  is	  the	  water	  deposited	  into	  the	   pool	   represents	   a	   negative	   image	   of	   the	   free	   energy	   landscape	   explored	   by	   the	  basketball,	   and	   therefore	   can	   be	   reconstructed	   to	   give	   valuable	   information	   about	   the	  simulation.	  	  However,	  metadynamics	  is	  not	  the	  easiest	  of	  techniques	  to	  implement.	  The	  choice	  of	  CVs	  and	  other	  metadynamics	  parameters,	  greatly	  influences	  the	  dynamics	  of	  the	  simulation	  and	   are	   not	   always	   obvious.	   In	   the	   following	   sections	   I	   will	   discuss	   the	   metadynamics	  algorithm	  and	  briefly	  go	  into	  the	  choice	  of	  CVs	  and	  metadynamics	  parameters.	  	  
2.7.2	  The	  Algorithm	  	  	   For	  our	  systems,	  we	  have	  a	  potential	  V(ri)	  and	  a	  set	  of	  coordinates	  ri={xi,	  yi,	  zi}	  that	  describe	   the	   Cartesian	   positions	   of	   all	   atoms	   in	   the	   simulation.	   These	   coordinates	   and	  potentials	  evolve	  under	  Langevin	  dynamics.	  These	  collective	  variables	  must	  be	  an	  explicit	  function	  of	  atomic	  coordinates.	  A	  few	  examples	  of	  CVs	  are	  a	  distance,	  an	  angle,	  a	  dihedral	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and	   the	   root-­‐mean-­‐squared-­‐deviation	   (RMSD).	   CVs	   explore	   the	   following	   probability	  distribution.	  	  	  
𝑃(𝑠) =    !"# ! !! ! !!" !"# ! !! ! !   	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (24)	  The	  free	  energy	  F(s)	  can	  be	  written	  as,	  
𝐹 𝑠 =   −𝑇 ln 𝑑𝑥 exp − !! 𝑉 𝑥 𝛿 𝑠 − 𝑆 𝑥 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (25)	  Now	   consider	   the	   simulation	   trajectory	   x(t)	   at	   a	   defined	   temperature	   T.	   If	   we	   let	   the	  simulation	   run	   long	   enough	   we	   can	   compute	   P(s)	   by	   collecting	   a	   histogram	   of	   the	   CVs	  explored	   during	   our	   finite	   trajectory.	   [15]	   An	   example	   of	   this	   for	   an	   arbitrary	   time	   t	   is	  defined	  below.	   𝑃 𝑠 ~ !! 𝑑𝑡′𝛿(𝑆 𝑥 𝑡! − 𝑠)!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (26)	  If	  our	  biomolecule	  is	  in	  a	  metastable	  state,	  where	  it	  is	  located	  at	  the	  bottom	  of	  a	  free	  energy	  well,	  it	  has	  a	  very	  low	  probability	  of	  escaping	  since	  it	  is	  in	  a	  local	  minimum	  of	  free	  energy,	  or	   maxima	   of	   P(s).	   [15]	   Metadynamics	   will	   then	   add	   a	   constant	   external	   potential	   in	   the	  form,	  	  
!! 𝑠 − 𝑆 𝑥 !	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (27)	  thereby	  allowing	  the	  system	  to	  preferentially	  explore	  the	  landscape	  surrounding	  our	  CVs.	  From	   this,	   the	  metadynamics	  algorithm	  can	   recursively	   reconstruct	   the	   free	  energy	   from	  the	   history	   dependent	   deposition	   of	   Gaussian	   functions.	   This	   technique	   of	   applying	   an	  external	  potential	  is	  also	  known	  as	  ‘direct	  metadynamics’.	  [15]	  The	  metadynamics	  equation	  for	  the	  external	  potential	  placed	  on	  the	  system	  is	  given	  below.	  
𝑉! 𝑆 𝑥 , 𝑡 = 𝑤 exp − ! ! !! !! !!!!!!!,!!!,…!!!! 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (28)	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In	  the	  above	  equation	  s(t)	  is	  the	  numerical	  value	  of	  the	  CV	  at	  a	  time	  t.	  [15]	  The	  expression	  for	  VG	  includes	  three	  new	  parameters,	  all	  of	  which	  are	  set	  by	  the	  user.	  These	  three	  parameters	  are	  the	  Gaussian	  height	  w,	  the	  Gaussian	  width	  δs,	  and	  the	  frequency	  at	  which	  the	  Gaussians	  are	   added	   τG.	   These	   parameters	   are	   important	   because	   they	   affect	   the	   efficiency	   of	   the	  simulation	  and	  the	  accuracy	  of	  the	  reconstructed	  free-­‐energy.	  If	  the	  Gaussians	  are	  too	  large,	  the	  simulation	  will	  explore	  the	  landscape	  quickly	  but	  the	  constructed	  free	  energy	  plot	  will	  be	  of	  low-­‐resolution.	  On	  the	  other	  hand,	  small	  Gaussians	  will	  cause	  the	  simulation	  to	  spend	  more	  time	  exploring	  the	  free	  energy	  landscape	  but	  the	  reconstructed	  free	  energy	  will	  be	  of	  higher	  resolution.	  	  
2.7.3	  The	  Choice	  of	  CV’s	  	  
	   In	   a	  metadynamics	   simulation,	   the	   choice	   of	   CVs	   greatly	   affects	   the	   efficiency	   and	  accuracy	  of	  the	  simulation.	  Choosing	  the	  right	  set	  of	  CVs	  for	  any	  particular	  system	  can	  be	  challenging,	  but	   it	   is	  not	   impossible.	  Typically,	   the	   chosen	  set	  of	  CVs	   should	   satisfy	   three	  general	  properties:	  1. CVs	  should	  clearly	  distinguish	  between	  the	  initial,	  final,	  and	  the	  intermediate	  states	  visited	  by	  the	  molecular	  system.	  [15]	  2. CVs	  must	  be	  able	  to	  capture	  the	  slow	  events	  that	  are	  of	  interest	  in	  the	  system.	  [15]	  3. The	  numerical	  values	  for	  the	  range	  chosen	  for	  CVs	  should	  not	  be	  too	  large	  as	  to	  avoid	  the	  system	  spending	  a	  long	  time	  filling	  the	  free	  energy	  surface.	  [15]	  Why	  is	  it	  important	  to	  capture	  all	  the	  slow	  variables	  in	  a	  system?	  What	  would	  happen	  if	  one	  excludes	  such	  a	  variable?	  Below	  in	  Figure	  4	  we	  have	  an	   idealized	  system	  with	  a	   free	  energy	  map	  described	  by	  two	  CVs.	  If	  the	  molecule	  starts	  off	  in	  a	  free	  energy	  well	  B	  and	  is	  only	  described	  by	  CV1,	  then	  in	  order	  for	  it	  to	  reach	  the	  free	  energy	  well	  A,	  metadynamics	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will	   continue	   to	   overfill	   the	   region	   surrounding	  well	   B	   until	   it	   is	  much	   greater	   than	   the	  barrier	  between	  the	  two.	  The	  inclusion	  of	  CV2	  allows	  one	  to	  cross	  the	  barrier	  immediately,	  saving	  precious	  simulation	  time.	  
	  
Figure	  4.	  Free	  energy	  landscapes	  of	  single	  and	  multi	  CV	  metadynamics	  simulations.	  [15]	  	  
2.7.4	  Examples	  of	  Collective	  Variables	  	  	   Below	   is	   a	   list	   of	   the	   collective	   variables	   that	   have	   been	   used	   and	   tested	   in	   this	  thesis.	  	  
• Distance:	  Measures	  the	  center	  of	  mass	  distance	  between	  two	  selected	  groups	  of	  atoms.	  	  
• Angle:	  Measures	  the	  angle	  between	  three	  selected	  atoms	  or	  groups	  of	  atoms	  and	  returns	  a	  value	  in	  degrees.	  	  
• Dihedral:	  Measure	  the	  dihedral	  angle	  between	  four	  selected	  atoms	  or	  groups	  of	  atoms.	  	  
• RMSD:	  Root	  mean	  squared	  displacement.	  This	  CV	  describes	  the	  root	  mean	  squared	  deviation	  of	  a	  group	  of	  atoms	  from	  a	  set	  of	  reference	  coordinates.	  	  
• Radius	  of	  Gyration:	  Measures	  the	  radius-­‐of-­‐gyration	  of	  a	  selected	  group	  of	  atoms.	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2.7.5	  Well-­‐Tempered	  Metadynamics	  	  	   It	  is	  difficult	  to	  determine	  when	  a	  metadynamics	  simulation	  is	  completed,	  since	  the	  free	   energy	   space	   doesn’t	   truly	   converge	   for	   complex	   systems.	   The	   reason	   for	   this	   is	  because	  metadynamics	   will	   continue	   to	   explore	   free	   energy	   space	   even	   if	   the	   system	   is	  exploring	  unphysical	  or	  unimportant	  regions	  of	  free	  energy	  space.	  One	  method	  used	  in	  this	  thesis	   to	   assist	   in	   the	   convergence	   of	   a	   metadynamics	   simulation	   is	   “well-­‐tempered	  metadynamics”.	  An	  extensive	  description	  of	  well-­‐tempered	  metadynamics	  can	  be	  found	  in	  the	  following	  citation.	  [16]	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CHAPTER	  3:	  FOLDING	  AND	  UNFOLDING	  OF	  HIV-­‐1	  TAR	  RNA	  
	  	  
3.1	  Abstract	  	  	   In	   this	   chapter,	   we	   describe	   the	   folding	   and	   unfolding	   of	   HIV-­‐1	   Trans-­‐Activation	  Response	  element	  (TAR)	  RNA	  using	  two	  different	  MD	  techniques:	  Metadynamics	  and	  SMD.	  The	   SMD	   technique	   allows	   us	   to	   explore	   the	   binding	   forces	   between	   TARs	   nucleotide	  interactions,	   while	   metadynamics	   gives	   us	   insight	   into	   the	   free	   energy	   landscape	   of	   the	  folded	   and	   unfolded	   conformations	   of	   TAR.	   Through	   SMD	   we	   find	   the	   average	   force	  required	   to	   break	   the	   nucleotide	   interactions	   within	   TAR.	   	   Although	   we	   aren’t	   able	   to	  completely	   fold	   TAR	   from	   its	   unfolded	   state	   using	   metadynamics,	   we	   have	   shown	  conformations	  of	  similar	  free	  energy	  to	  that	  of	  the	  folded	  state.	  
3.2	  Introduction	  	  	   HIV-­‐1	  TAR	  RNA	  is	  a	  section	  of	  mRNA	  found	  in	  the	  HIV	  virus.	  TAR	  is	  a	  29-­‐nucleotide	  segment	  of	  RNA	  that	  contains	  a	  hairpin	  loop	  and	  a	  3-­‐nucleotide	  Uracil	  bulge,	  shown	  below	  in	  Figure	  5.	  This	  stem-­‐bulge-­‐loop	  structure	   in	  TAR	  is	  highly	   folded	  and	   is	  used	  to	  bind	  to	  cellular	  proteins	  to	  form	  ribonucleoprotein	  complexes.	   [17]	  TAR	  RNA’s	  function	  in	  the	  	  HIV	  virus	  is	  mainly	  binding	  to	  the	  viral	  protein	  Tat.	  [17]	  TAR	  is	  present	  at	  the	  5’	  end	  of	  all	  HIV-­‐1	  mRNAs,	  and	  can	  be	  located	  in	  the	  cytoplasm	  of	  cells	  or	  in	  the	  cell	  nucleus.	  [17]	  Information	  on	   the	   dynamics	   of	   TAR	   has	   been	   sought	   after	   recently,	   as	   it	   is	   the	   focus	   of	   drug	  development	  to	  inhibit	  viral	  replication	  of	  HIV.	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Figure	  5.	  Molecular	  representation	  of	  HIV-­‐1	  TAR	  RNA	  using	  VMD.	  [13]	  The	  red	  and	  yellow	  spheres	  represent	  the	  atoms	  in	  the	  backbone	  with	  the	  yellow	  being	  the	  phosphorous	  atoms.	  The	  blue	  rods	  are	  the	  adenine	  and	  uracil	  nucleotide	  bases	  and	  the	  green	  rods	  are	  the	  cytosine	  and	  guanine	  nucleotide	  bases.	  	  
3.3	  SMD	  Simulation	  Description	  	  	   All	  trajectories	  were	  generated	  using	  NAMD	  version	  2.10	  [18]	  and	  the	  CHARMM	  force	  field.	   [19]	  We	  used	  VMD	  version	  1.9.2	   for	  visualization	  and	  molecular	  rendering	  purposes.	  
[13]	  Classical	  MD	  simulation	  is	  detailed	  in	  section	  2.5	  and	  the	  SMD	  technique	  is	  detailed	  in	  section	  2.6.	  The	  initial	  coordinates	  of	  TAR	  are	  taken	  from	  a	  PDB	  file	  from	  the	  protein	  data	  bank.	  [20]	  The	  PDB	  file	  coordinates	  (PDB	  code	  1QD3)	  are	  from	  an	  X-­‐ray	  crystal	  structure	  of	  TAR	  taken	  at	  a	  2.0	  Å	  resolution.	  Hydrogen	  atoms	  are	  added	  to	  the	  initial	  structure	  from	  the	  
	   38	  
PDB	   file,	   as	   they	   cannot	   be	   resolved	   by	   X-­‐Ray	   crystallographic	   methods.	   	   TAR	   is	   then	  solvated	   with	   water	   molecules	   in	   a	   box	   with	   dimensions	   56	   Å	   X	   45	   Å	   X	   223	   Å.	   TAR	   is	  solvated	  such	  that	  there	  is	  a	  10	  Å	  layer	  of	  water	  in	  the	  X,	  Y,	  and	  negative	  Z	  direction.	  There	  is	  a	  175	  Å	  layer	  of	  water	  in	  the	  positive	  Z	  direction,	  as	  that	  is	  the	  direction	  that	  TAR	  will	  be	  pulled	   into	   during	   the	   SMD	   simulation.	   The	   systems	   charge	   is	   neutralized	   by	   random	  placement	  of	  Mg2+	  and	  Cl-­‐	  ions	  at	  a	  concentration	  of	  0.15	  mol/L	  with	  a	  minimum	  distance	  of	  5	  Å	  between	  ions.	  The	  solvated	  and	  ionized	  system	  has	  a	  total	  of	  57,741	  atoms.	  Below	  in	  Figure	  6	  is	  an	  example	  of	  a	  smaller	  solvated	  system	  of	  TAR.	  
	  
Figure	  6.	  HIV-­‐1	  TAR	  RNA	  solvated	  in	  a	  water	  box	  and	  ionized	  with	  Mg2+	  and	  Cl-­‐	  ions.	  The	  blue	   represents	   the	  water	  molecules.	   The	   large	   green	   spheres	   represent	   the	  magnesium	  ions	  and	  the	  small	  green	  spheres	  represent	  the	  chlorine	  ions.	  Here	  there	  is	  a	  10	  Å	  padding	  of	  water	  in	  all	  directions	  from	  TAR.	  For	  reference,	  this	  system	  is	  roughly	  10,000	  atoms.	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   Before	  simulation,	  TAR	  must	  be	  rotated	  such	  that	  the	  vector,	  from	  the	  fixed	  atom	  to	  the	   SMD	   atom,	   is	   normalized	   along	   the	   Z-­‐direction.	   Once	   TAR	   molecule	   is	   rotated,	   a	  reference	   file	   is	   created	   for	   the	   SMD	   simulation.	   This	   reference	   file	   helps	   the	   simulation	  identify	  which	  atom	  or	  atoms	  are	  to	  be	  fixed	  and	  which	  are	  to	  be	  pulled	  at	  a	  constant	  force	  or	   velocity.	  This	   is	  done	  by	   assigning	   fixed	  atoms	  a	   value	  of	  1	   in	   the	  PDB’s	  beta	   column,	  while	  the	  SMD	  atom	  is	  assigned	  by	  setting	  its	  occupancy	  value	  to	  1.	  	  	   This	  system	  is	  energy	  minimized	  for	  1000	  steps.	  Then	  the	  system	  is	  run	  through	  a	  classical	  MD	  simulation	  for	  1ns	  in	  order	  to	  relax	  the	  solvent	  molecules.	  This	  is	  known	  as	  the	  
equilibration	  of	   the	   system.	   Equilibration	   is	   done	   in	   the	   NPT	   ensemble	   at	   310K,	   using	   a	  Langevin	   thermostat,	   and	   1	   bar,	   using	   the	   Nosé	   -­‐Hoover	   barostat.	   In	   this	   simulation	  we	  have	  not	  used	  any	  rigid	  bonds.	  The	  boundary	  conditions	  are	  periodic.	  Full	  electrostatics	  are	  computed	  every	  timestep	  (1fs)	  using	  the	  particle	  mesh	  ewald	  (PME)	  method.	  The	  van	  der	  Waals	   interactions	   are	   cut-­‐off	   beyond	  12	  Å	  with	   a	   switching	   function	   that	   takes	   effect	   at	  10Å.	  	  	   Once	   the	   equilibration	   is	   completed	   the	   SMD	   simulations	   are	   prepared.	   The	  simulations	   are	   done	   in	   the	   NVT	   ensemble.	   All	   other	   simulation	   parameters	   from	   the	  equilibration	  are	  the	  same	  with	  the	  exception	  of	  the	  zero	  momentum	  option,	  which	  is	  set	  to	  
no	   for	  SMD	  simulations	  due	  to	  the	   fixed	  atoms	  constraint.	  The	  SMD	  simulation	   is	  done	  at	  constant	   velocity	  with	   a	   constant	   pulling	   velocity	   of	   1x10-­‐4	   Å/timestep.	   The	   SMD	   spring	  constant	  is	  set	  to	  7kcal/mol/	  Å2.	  
3.4	  SMD	  Results	  	  	   The	  constant	  velocity	  SMD	  simulations	  were	  initially	  performed	  at	  a	  wide	  range	  of	  pulling	  velocities.	  The	  pulling	  velocities	  ranged	  from	  0.1	  Å/fs	  to	  1x10-­‐4	  Å/fs.	   It	  was	  found	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that	  even	  though	  the	  higher	  velocities	  unfolded	  TAR	  as	  we	  desired,	  the	  forces	  calculated	  for	  the	  higher	  pulling	  velocities	  were	  unphysical.	  This	  is	  because	  the	  energy	  introduced	  by	  the	  “pulling”	   of	   the	   SMD	   atom	   increases	   the	   systems	   energy	   greatly.	   The	   slower	   the	   pulling	  velocity	  the	  less	  energy	  is	  introduced	  to	  the	  system,	  therefore	  behaving	  more	  closely	  to	  that	  of	  a	  classical	  MD	  simulation	  and	  near	  equilibration.	  Therefore,	  the	  pulling	  velocities	  used	  in	  our	  SMD	  simulations	  were	  kept	  at	  1x10-­‐4	  Å/fs.	  	   There	   were	   a	   total	   of	   10	   cv-­‐SMD	   simulations	   completed	   at	   a	   constant	   pulling	  velocity	   of	   1x10-­‐4	   Å/fs.	   The	   SMD	   atom	   in	   these	   simulations	   is	   the	   Phosphorous	   atom	  located	  in	  the	  backbone	  of	  residue	  45,	  while	  the	  fixed	  atom	  is	  the	  phosphorous	  atom	  in	  the	  backbone	  of	  residue	  17.	  The	  SMD	  atom	  was	  constrained	  with	  a	  harmonic	  spring	  of	  stiffness	  7	   kcal/mol/	   Å2.	   Each	   system	   went	   through	   1000	   steps	   of	   minimization,	   and	   1	   ns	   of	  equilibration.	  Since	  the	  pulling	  velocity	  is	  constant,	  and	  TAR	  is	  pulled	  over	  a	  distance	  of	  80	  Å,	  each	  simulation	  is	  800ps	  in	   length.	  Below	  in	  Figure	  7	  is	  a	  visual	  representation	  of	  TAR	  being	  unfolded	  during	  the	  SMD	  simulation.	  
	  
Figure	  7.	  HIV-­‐1	  TAR	  RNA	  trajectory	  from	  cv-­‐SMD	  simulation	  at	  1x10-­‐4	  Å/fs.	  The	  6	  states	  above	  are	  taken	  at	  0ns,	  0.16ns,	  0.32ns,	  0.48ns,	  0.64ns,	  0.8ns	  respectively.	  The	  blue	  sphere	  represents	  the	  fixed	  phosphorous	  atom	  in	  the	  backbone	  of	  residue	  17.	  The	  yellow	  sphere	  represents	  the	  SMD	  phosphorous	  atom	  in	  the	  backbone	  of	  residue	  45.	  The	  green	  spheres	  are	  the	  ions	  in	  solution.	  The	  water	  molecules	  are	  not	  shown	  to	  give	  the	  image	  more	  clarity.	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   After	  running	  all	  10	  SMD	  simulations	  the	  pulling	  force	  was	  calculated	  and	  averaged	  over	   the	   10	   runs	   and	   plotted	   versus	   simulation	   time	   as	   shown	   in	   Figure	   8	   below.	   The	  average	   force	   over	   all	   10	   runs	   was	   ~100pN.	   It	   is	   difficult	   to	   determine	   which,	   if	   any,	  sections	  of	  TAR	  are	  more	  strongly	  bound	  than	  others	  because	  of	   the	   large	   fluctuations	   in	  the	   force	   data.	   Ideally,	   a	   cleaner	   force	   profile	   would	   allow	   us	   to	   determine	   if	   certain	  sequences	  of	  nucleotides	  have	  an	  effect	  on	  the	  strength	  of	  interactions	  in	  TAR.	  	  
	   	  
Figure	  8.	  Force	  data	  averaged	  over	  10	  SMD	  runs	  of	  the	  unfolding	  of	  HIV-­‐1	  TAR	  RNA.	  	  	  
3.5	  Metadynamics	  Simulation	  Description	  	  	   The	  Metadynamics	  technique	  is	  detailed	  in	  section	  2.7.	  Since	  we	  are	  folding	  TAR	  in	  these	  metadynamics	   simulations	   the	   initial	   coordinates	   of	   TAR	   are	   taken	   from	   the	   final	  coordinates	  of	  the	  SMD	  simulations.	  TAR	  is	  then	  solvated	  in	  a	  new	  water	  box,	  with	  water	  molecules,	  with	  dimensions	  80	  Å	  X	  80	  Å	  X	  175	  Å.	  TAR	  is	  solvated	  such	  that	  there	  is	  a	  10	  Å	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layer	  of	  water	   in	   the	  X,	  Y,	   and	  Z	  direction.	  The	   systems	   charge	   is	  neutralized	  by	   random	  placement	  of	  Mg2+	  and	  Cl-­‐	  ions	  at	  a	  concentration	  of	  0.15	  mol/L	  with	  a	  minimum	  distance	  of	  5	  Å	  between	  ions.	  The	  solvated	  and	  ionized	  system	  has	  a	  total	  of	  106,564	  atoms.	  	  	  	   This	  system	  is	  energy	  minimized	  for	  1000	  steps.	  Then	  the	  system	  is	  equilibrated	  for	  1ns	   in	  order	  to	  relax	  the	  solvent	  molecules.	  Equilibration	  is	  done	  in	  the	  NPT	  ensemble	  at	  310K,	   using	   a	   Langevin	   thermostat,	   and	   1	   bar,	   using	   the	   Nosé	   -­‐Hoover	   barostat.	   In	   this	  simulation	   we	   have	   no	   rigid	   bonds	   used.	   The	   boundary	   conditions	   are	   periodic.	   Full	  electrostatics	   are	   computed	   every	   timestep	   (1fs)	   using	   the	   particle	   mesh	   ewald	   (PME)	  method.	  The	  van	  der	  Waals	  interactions	  are	  cut	  off	  beyond	  12	  Å	  with	  a	  switching	  function	  that	  takes	  effect	  at	  10	  Å.	  	  	   The	  two	  collective	  variables	  (CVs)	  used	  in	  these	  metadynamics	  simulations	  are	  root-­‐mean-­‐square-­‐deviation	   (RMSD)	   and	   radius	   of	   gyration	   (RGYR)	   (see	   section	   2.7	   for	   a	  detailed	  description	  of	  CV’s).	  In	  these	  simulations	  the	  RMSD	  ranges	  from	  0	  Å	  to	  45	  Å.	  The	  RGYR	  ranges	   from	  14	  Å	   to	  47	  Å.	   	  The	  width	  was	   set	   to	  0.2,	  with	  a	  hill	  width	  of	  1.0	   for	  a	  detailed	   free	   energy	   PMF	   plot.	   The	   upper	   and	   lower	  wall	   constants	  were	   set	   to	   10.	   The	  colvar	   trajectory	   frequency	   and	   restart	   frequency	   were	   set	   to	   500	   while	   the	   new	   hill	  frequency	  was	  set	   to	  1000.	  The	  reference	   file	   for	   the	  RMSD	  CV	  uses	  only	   the	  positions	  of	  phosphorous	  atoms	   in	   the	  backbone	   for	  RMSD	  calculations.	  The	  RGYR	  is	  calculated	  using	  the	  positions	  of	  all	  atoms	  in	  TAR	  except	  for	  hydrogens.	  	  
3.6	  Metadynamics	  Results	  	   There	  were	   13	   trajectories	   completed	   for	   TAR	  using	  metadynamics,	   ranging	   from	  60ns	   to	   80ns.	   Simulations	   9	   and	   10	  were	   the	  most	   successful	   at	   arriving	   at	   low	   energy	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metastable	  states	  of	  TAR.	  Below	  in	  Figures	  9	  and	  10	  are	  the	  PMF	  plots	  for	  simulation	  9	  and	  10	  respectively.	  	  
	  
Figure	  9.	  Simulation	  9	  of	  TAR	  folding	  with	  metadynamics.	  
	  
Figure	  10.	  Simulation	  10	  of	  TAR	  folding	  with	  metadynamics.	  
	   There	  are	  two	  particular	  states	  of	  interest	  in	  Figure	  9:	  the	  first	  is	  located	  at	  an	  RMSD	  of	  14	  Å	  and	  a	  RGYR	  of	  15	  Å,	  the	  second	  is	  located	  at	  an	  RMSD	  of	  16	  Å	  and	  an	  RGYR	  of	  16	  Å.	  These	   two	  conformations	  of	  TAR	  can	  be	   seen	   in	  Figure	  11	  below.	   In	  Figure	  10	   there	  are	  multiple	   low	  energy	  states,	  but	   the	   two	   lowest	  are	  both	   located	  at	  an	  RGYR	  of	  15	  Å.	  The	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first	   is	   at	   an	   RMSD	   of	   9.5	   Å	   and	   the	   second	   is	   at	   an	   RMSD	   of	   12.5	   Å.	   These	   two	  conformations	  from	  Figure	  10	  can	  be	  seen	  in	  Figure	  12	  below.	  	  
	  
Figure	  11.	  These	  two	  conformations	  correspond	  to	  figure	  4.	  The	  conformation	  shown	  on	  the	  left	  is	  the	  state	  located	  at	  RGYR	  15	  Å	  and	  RMSD	  14	  Å	  on	  the	  PMF	  plot	  and	  has	  a	  ΔG	  of	  1.0	  kcal/mol.	  The	  image	  on	  the	  right	  is	  the	  RGYR	  16	  Å	  and	  RMSD	  16	  Å,	  which	  has	  a	  ΔG	  of	  0.5kcal/mol.	  The	  green	  highlighted	  section	  represents	  the	  Hairpin	  residues	  from	  the	  native	  structure	  of	  TAR	  and	  the	  red	  highlighted	  section	  shows	  the	  3-­‐nucleotide	  bulge.	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Figure	  12.	  These	  two	  conformations	  correspond	  to	  figure	  5.	  The	  conformation	  shown	  on	  the	  left	  is	  the	  state	  located	  at	  RGYR	  15	  Å	  and	  RMSD	  9.5	  Å	  on	  the	  PMF	  plot	  and	  has	  a	  ΔG	  of	  1.0	  kcal/mol.	  The	  conformation	  on	  the	  right	  is	  the	  RGYR	  15	  Å	  and	  RMSD	  12.5	  Å,	  which	  has	  a	  ΔG	  of	  0.5kcal/mol.	  The	  green	  highlighted	  section	  represents	  the	  Hairpin	  residues	  from	  the	  native	  structure	  of	  TAR	  and	  the	  red	  highlighted	  section	  shows	  the	  3-­‐nucleotide	  bulge.	  	  	  	   As	  you	  can	  see,	  based	  on	  the	  lowest	  energy	  conformations	  above	  we	  were	  not	  able	  to	  fully	  fold	  TAR	  from	  a	  completely	  unfolded	  state	  to	  its	  original	  state.	  	  It	  is	  difficult	  to	  find	  a	  set	  of	  collective	  variables	  to	  describe	  a	  single	  RNA	  molecule	  due	  to	  its	  flexibility.	  However,	  from	  this	  data	  it	  is	  seen	  that	  TAR	  can	  adapt	  many	  different	  low	  energy	  conformations	  that	  are	  similar	  to	  its	  native	  structure.	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3.7	  Discussion	  	  	   One	   important	   aspect	   of	   these	   simulations	   was	   to	   learn	   the	   subtleties	   of	   the	  techniques	  of	  both	  SMD	  and	  metadynamics.	  Another	  important	  aspect	  was	  to	  gain	  dynamic	  information	  on	  HIV-­‐1	  TAR	  RNA,	  one	  of	  the	  most	  researched	  nucleic	  acid	  molecules	   in	  the	  field	  of	  RNA.	  	  Through	  the	  use	  of	  SMD	  we	  were	  able	  to	  unfold	  TAR	  and	  determine	  the	  strength	  of	  attraction	  between	  its	  nucleotide	  pairs.	  While	  we	  were	  not	  able	  to	  discern	  between	  which	  secondary	   structures	   contributed	   to	   the	   molecules	   stability,	   we	   were	   able	   to	   obtain	   an	  average	  force	  for	  unfolding	  of	  TAR.	  In	  future	  simulations,	  a	  slower	  pulling	  velocity	  may	  be	  able	   to	   give	  more	   accurate	   data.	   A	   slower	   velocity	  may	   help	   us	   determine	   if	   in	   fact	   the	  hairpin	   and	   bulge	   structures	   contribute	   to	   overall	   stability.	   Slower	   velocities	   may	   also	  inform	  us	  if	  nucleotide	  sequence	  has	  an	  effect	  on	  nucleic	  acid	  stability.	  	  Through	  the	  use	  of	  the	  metadynamics	  technique	  we	  were	  able	  to	  obtain	  information	  on	   the	   free	   energy	  of	   folding	   for	  TAR.	  Although	  we	  did	  not	   successfully	   fold	  TAR	   from	  a	  completely	   unfolded	   state	   to	   its	   original	   one,	   we	   gained	   important	   metastable	  conformations	   of	   TAR	   that	   could	   be	   useful.	   One	   way	   to	   completely	   fold	   TAR	   in	   these	  simulations	  could	  be	  to	  increase	  the	  width	  parameter.	  By	  increasing	  the	  width	  the	  PMF	  data	  will	  be	  of	  less	  resolution,	  but	  the	  simulation	  would	  be	  able	  to	  explore	  the	  collective	  space	  faster.	  Another	  possible	  alteration	  could	  be	  to	  define	  a	  new	  set	  of	  collective	  variables	  since	  the	   only	   variables	   tested	   in	   these	   simulations	  were	   RMSD	   and	   RGYR.	   Some	   examples	   of	  new	  variables	  could	  be	  backbone	  angle,	  end-­‐to-­‐end	  distance,	  or	  potential	  energy.	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3.8	  Conclusion	  	   By	   performing	   10	   runs	   of	   cv-­‐SMD	   on	   TAR	   we	   were	   able	   to	   determine	   that	   the	  average	  pulling	  force	  to	  unfold	  the	  molecule	  was	  ~100pN.	  Using	  the	  unfolded	  state	  of	  TAR	  from	  the	  SMD	  trajectory	  we	  were	  then	  able	  to	  partially	  fold	  TAR	  using	  metadynamics.	  The	  metadynamics	   variables	   used	   were	   RGYR	   and	   RMSD.	   	   Four	   metastable	   states	   of	   TAR	  (figures	   11	   and	   12)	  were	   discovered.	   These	   four	   states	   ranged	   from	  0.5	   kcal/mol	   to	   1.0	  kcal/mol	  in	  free	  energy	  difference	  from	  the	  native	  state	  of	  TAR.	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CHAPTER	  4:	  STUDY	  OF	  INTERACTIONS	  IN	  PROTEIN-­‐NUCLEIC	  ACID	  
COMPLEXES	  WITH	  STEERED	  MOLECULAR	  DYNAMICS	  	  
4.1	  Abstract	  	  	   In	  this	  chapter,	  the	  SMD	  technique	  (described	  in	  chapter	  2.6)	  is	  used	  to	  explore	  the	  interactions	  between	  nine	  different	  nucleic	  acid–protein	  complexes.	   In	   these	   simulations,	  the	  RNA	  molecule	   in	   each	   system	   is	   partially	   fixed	   and	   the	   protein	   atoms	   in	   the	   binding	  interface	   are	   pulled	   at	   a	   constant	   velocity.	   Force	   data	   is	   obtained	   for	   each	   of	   the	   nine	  systems	   and	   the	  maximum	   force	   required	   to	   separate	   the	  molecules	   (FMAX)	   is	   compared	  using	   two	  different	  variables,	  percent	   composition	  of	   charged	  amino	  acid	   residues	   in	   the	  binding	   interface	   (percent	   composition)	   and	   buried	   surface	   area	   (BSA).	  We	   also	   analyze	  van	   der	   Waals	   and	   electrostatic	   interactions	   of	   each	   system	   over	   their	   respective	  trajectories.	   It	  was	  found	  that	  an	   increase	   in	  BSA	  often	  resulted	   in	  a	  higher	  value	  of	  FMAX.	  The	   percent	   composition	   did	   not	   correlate	  well	  with	   FMAX,	   however	   it	   is	   shown	   that	   the	  arginine	   rich	  motif	   (1ETG)	   system	   surprisingly	   had	   a	   relatively	   high	   FMAX	   value	   given	   its	  small	  BSA	  and	  system	  size.	  
4.2	  Introduction	  	   The	   intermolecular	   attractions	   between	   protein	   and	   RNA	  molecules	   within	   living	  cells	  plays	  a	  vital	  role	  in	  a	  number	  of	  cellular	  processes.	  For	  example,	  RNA-­‐protein	  binding	  helps	  to	  create	  the	  Ribosome,	  a	  piece	  of	  cellular	  machinery	  that	  is	  a	  compilation	  of	  a	  variety	  of	  proteins,	  as	  well	  as	  ribosomal	  RNA	  (rRNA)	  molecules.	  Protein-­‐RNA	  binding	  is	  essential	  for	  the	  transfer	  of	  genetic	  information	  through	  protein	  synthesis.	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The field of characterizing these complex RNA-protein interactions has seen much 
growth in the past few years. However, one of the challenges in characterizing the protein-
binding motifs arises from the secondary and tertiary structures found in RNA. In this chapter we 
will explore several different types of protein-RNA complexes by using cv-SMD (see chapter 
2.6) to quantify the binding strength of their interfaces. 	  
4.3	  Simulation	  Description	  	   All	  trajectories	  were	  generated	  using	  NAMD	  version	  2.10	  [3]	  and	  the	  CHARMM	  force	  field	  [4].	  	  We	  used	  VMD	  version	  1.9.2	  for	  visualization	  and	  molecular	  rendering	  purposes.	  [2]	  Classical	  MD	   simulation	   is	   detailed	   in	   Chapter	   2.5	   and	   the	   SMD	   technique	   is	   detailed	   in	  Chapter	   2.6.	   The	   initial	   coordinates	   of	   each	   complex	   are	   taken	   from	   a	   PDB	   file	   from	   the	  protein	   data	   bank	   [5].	   The	   PDB	   file	   coordinates	   are	   from	   an	   X-­‐ray	   crystal	   structure,	   each	  taken	   at	   a	   2.0	  Å	   resolution.	  Hydrogen	   atoms	   are	   added	   to	   the	   initial	   structures	   from	   the	  PDB	   files,	   as	   they	   are	   usually	   not	   resolved	   by	   X-­‐Ray	   crystallographic	   methods.	   	   Each	  complex	  is	  then	  solvated	  with	  water	  molecules	  in	  a	  box.	  The	  system	  sizes	  for	  each	  complex	  can	  be	  seen	  in	  Table	  1	  below.	  The	  overall	  charge	  on	  the	  solvated	  system	  is	  neutralized	  by	  random	  placement	  of	  Mg2+	  and	  Cl-­‐	   ions	  at	  a	  concentration	  of	  0.15	  mol/L	  with	  a	  minimum	  distance	  of	  5	  Å	  between	  ions.	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PDB	  ID	   Complex	  Size	  (atoms)	   System	  Size	  (atoms)	  
1KOC	   842	   13000	  
1RAW	   1202	   16000	  
1SDS	   2295	   22000	  
2LA5	   1420	   35000	  
1AUD	   2628	   42000	  
1ETG	   1534	   57000	  
2AZO	   3368	   62000	  
3U4M	   6128	   71000	  
3K5Q	   6681	   92000	  
Table	  1.	  System	  and	  complex	  sizes	  for	  protein-­‐nucleic	  acid	  complex	  simulations	  using	  SMD.	  	  	  Before	  conducting	  simulations,	  each	  complex	  must	  be	  oriented	  such	  that	  the	  vector	  from	  the	  fixed	  atom	  to	  the	  SMD	  atom	  is	  normalized	  along	  the	  Z-­‐direction	  in	  order	  to	  create	  an	   optimal	   sized	   system	   for	   SMD	   runs.	   Once	   the	   complex	   is	   oriented,	   a	   reference	   file	   is	  created	   for	   the	   SMD	   simulation.	   This	   reference	   file	   helps	   in	   identification	   of	   an	   atom	   or	  atoms	  that	  are	  to	  be	  fixed	  and	  that	  are	  to	  be	  pulled	  at	  a	  constant	  velocity.	  This	  is	  done	  by	  assigning	  fixed	  atoms	  a	  value	  of	  1	  in	  the	  PDB’s	  beta	  column,	  while	  the	  SMD	  atom	  is	  assigned	  by	  setting	  its	  occupancy	  column	  value	  to	  1.	  For	  all	  nine	  protein-­‐RNA	  complexes	  simulated	  the	  first	  step	  in	  determining	  the	  SMD	  atoms	  and	  fixed	  atoms	  is	  by	  identifying	  the	  binding	  interface.	  This	  is	  done	  by	  selecting	  all	  atoms	  in	  the	  protein	  that	  are	  within	  4	  Å	  of	  the	  RNA.	  4	  Å	  was	  chosen	  because	  the	  average	  length	  of	  a	  hydrogen	  bond	  is	  between	  1.5	  Å	  and	  2.5	  Å,	  so	  4	  Å	  was	  chosen	  to	  satisfy	  those	  constraints.	  Therefore,	  all	  protein	  atoms,	  with	  the	  exception	  of	  hydrogens,	  that	  are	  within	  4	  Å	  of	  the	  RNA	  are	  selected	  as	  the	  SMD	  atoms.	  Similarly,	  all	  phosphorous	  atoms	  in	  the	  RNA	  that	  were	  not	  within	  4	  Å	  of	  the	  protein	  were	  fixed.	  This	  was	  done	  to	  keep	  the	  RNA	  flexible	  around	  the	  protein-­‐RNA	  binding	  interface.	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   Each	   of	   these	   systems	   is	   energy	  minimized	   for	   1000	   steps.	   Then	   the	   systems	   are	  equilibrated	   for	   1ns	   in	   order	   to	   relax	   the	   solvent	  molecules.	   Equilibration	   is	   done	   in	   the	  NPT	   ensemble	   at	   310K,	   using	   a	   Langevin	   thermostat,	   and	  1	   bar,	   using	   the	  Nosé	   -­‐Hoover	  barostat.	  In	  this	  simulation	  we	  have	  no	  rigid	  bonds.	  The	  boundary	  conditions	  are	  periodic.	  Full	  electrostatics	  are	  computed	  every	  timestep	  (1fs)	  using	  the	  particle	  mesh	  ewald	  (PME)	  method.	  The	  van	  der	  Waals	  interactions	  are	  cut	  off	  beyond	  12	  Å	  with	  a	  switching	  function	  that	  takes	  effect	  at	  10	  Å.	  	  	   Once	  the	  equilibration	  is	  completed,	  SMD	  simulations	  are	  launched.	  The	  simulations	  are	  done	  in	  the	  NVT	  ensemble.	  All	  other	  simulation	  parameters	  from	  the	  equilibration	  are	  the	   same	   with	   the	   exception	   of	   the	   zero	  momentum	   option,	   which	   is	   set	   to	   no	   for	   SMD	  simulations	   due	   to	   the	   constraint	   on	   fixed	   atoms.	   The	   SMD	   simulations	   are	   done	   at	   a	  constant	   pulling	   velocity	   of	   1x10-­‐6	   Å/timestep.	   The	   SMD	   spring	   constant	   is	   set	   to	  7kcal/mol/Å2.	  	  
4.4	  Results	  	  	   Each	  of	  the	  nine	  RNA-­‐protein	  complexes	  used	  in	  these	  simulations	  was	  chosen	  specifically	  to	  represent	  diversity	  of	  interactions	  in	  complexes.	  These	  nine	  systems	  can	  be	  split	  into	  3	  categories:	  The	  first	  is	  the	  small	  molecule	  category,	  which	  contains	  two	  systems.	  In	  this	  category	  the	  first	  system	  contains	  the	  small	  molecule	  adenine	  mono-­‐phosphate	  (AMP)	  bound	  to	  RNA.	  The	  second	  contains	  a	  single	  arginine	  nucleotide	  bound	  to	  RNA.	  In	  Figure	  13,	  we	  show	  two	  small	  molecule	  systems	  chosen	  for	  this	  study.	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Figure	  13.	  Both	  images	  on	  the	  top	  belong	  to	  the	  complex	  PDB	  ID	  1KOC.	  The	  top	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  1KOC,	  while	  the	  top	  right	  image	  is	  a	  cartoon	  representation	  of	  1KOC.	  This	  complex	  is	  composed	  of	  an	  arginine	  nucleotide	  (blue)	  bound	  to	  the	  RNA	  (magenta).	  Both	  images	  on	  the	  bottom	  belong	  to	  the	  complex	  PDB	  ID	  1RAW.	  The	  bottom	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  1RAW,	  while	  the	  bottom	  right	  image	  is	  a	  cartoon	  representation	  of	  1RAW.	  This	  complex	  is	  composed	  of	  an	  AMP	  molecule	  (blue)	  bound	  to	  the	  RNA	  (magenta).	  	  The	  second	  category	  is	  the	  peptide-­‐RNA	  complexes,	  which	  also	  contains	  two	  systems.	  The	  first	  contains	  a	  helical	  peptide	  bound	  to	  RNA.	  The	  second	  contains	  a	  non-­‐helical	  peptide	  bound	  to	  RNA.	  These	  two	  systems	  are	  shown	  below	  in	  Figure	  14.	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Figure	  14.	  Both	  images	  on	  the	  top	  belong	  to	  the	  complex	  PDB	  ID	  2LA5.	  The	  top	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  2LA5,	  while	  the	  top	  right	  image	  is	  a	  cartoon	  representation	  of	  2LA5.	  This	  complex	  is	  composed	  of	  a	  non-­‐helical	  peptide	  (blue)	  bound	  to	  RNA	  (magenta).	  Both	  images	  on	  the	  bottom	  belong	  to	  the	  complex	  PDB	  ID	  1ETG.	  The	  bottom	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  1ETG,	  while	  the	  bottom	  right	  image	  is	  a	  cartoon	  representation	  of	  1ETG.	  This	  complex	  contains	  a	  helical	  peptide	  (blue)	  bound	  to	  RNA	  (magenta).	  	  The	  last	  category	  contains	  the	  globular	  protein-­‐RNA	  complexes.	  There	  are	  a	  total	  of	  5	  systems	  in	  this	  category.	  However	  these	  complexes	  can	  be	  further	  split	  into	  2	  sub-­‐categories.	  The	  first	  of	  which	  belongs	  to	  the	  complexes	  that	  contain	  globular	  proteins,	  but	  range	  between	  2000-­‐3500	  atoms	  in	  size.	  The	  3	  systems	  that	  fall	  into	  this	  first	  category	  are	  shown	  in	  Figure	  15.	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Figure	  15.	  The	  top	  left	  image	  (van	  der	  Waals	  representation)	  and	  the	  top	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  1SDS.	  	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  a	  single	  stranded	  RNA	  (magenta).	  The	  mid	  left	  image	  (van	  der	  Waals	  representation)	  and	  the	  mid	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  1AUD.	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  double	  stranded	  RNA	  (magenta).	  The	  bottom	  left	  image	  (van	  der	  Waals	  representation)	  and	  the	  bottom	  right	  image	  (cartoon	  representation)	  belong	  to	  the	  complex	  PDB	  ID	  2AZO.	  This	  complex	  contains	  a	  globular	  protein	  (blue)	  bound	  to	  double	  stranded	  RNA	  (magenta).	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The	  second	  sub-­‐category	  contains	  complexes	  that	  range	  from	  6000	  to	  7000	  atoms	  in	  size.	  These	  2	  systems	  can	  be	  seen	  below	  in	  Figure	  16.	  
	   	  
	   	  
Figure	  16.	  Both	  images	  on	  the	  top	  belong	  to	  the	  complex	  PDB	  ID	  3K5Q.	  The	  top	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  3K5Q,	  while	  the	  top	  right	  image	  is	  a	  cartoon	  representation	  of	  3K5Q.	  This	  complex	  is	  composed	  of	  a	  globular	  protein	  (blue)	  bound	  to	  a	  single	  stranded	  RNA	  (magenta).	  Both	  images	  on	  the	  bottom	  belong	  to	  the	  complex	  PDB	  ID	  3U4M.	  The	  bottom	  left	  image	  is	  a	  van	  der	  Waals	  representation	  of	  3U4M,	  while	  the	  bottom	  right	  image	  is	  a	  cartoon	  representation	  of	  3U4M.	  This	  complex	  is	  composed	  of	  a	  globular	  protein	  (blue)	  bound	  to	  RNA	  (magenta).	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   Each	  of	  these	  nine	  complexes	  was	  energy	  minimized	  for	  1000	  steps	  and	  equilibrated	  in	  a	  classical	  MD	  simulation,	  in	  the	  NPT	  ensemble,	  for	  1	  ns.	  Once	  equilibrated,	  each	  complex	  was	  simulated	  using	  the	  SMD	  technique.	  	  	   Initially,	   cv-­‐SMD	  simulations	  were	  carried	  out	  on	  4	  of	   these	  9	   systems	   in	  order	   to	  find	  a	  pulling	  velocity	  that	  satisfied	  3	  requirements.	  	  1. The	  pulling	  velocity	  must	  not	  be	  too	  small,	  in	  order	  to	  reduce	  simulation	  time.	  	  2. The	  pulling	  velocity	  must	  not	  be	  too	  large	  in	  order	  to	  avoid	  unnatural	  system	  states.	  	  3. The	  pulling	  velocity	  must	  be	  small	  enough	  that	  it	  gives	  an	  accurate	  representation	  of	  the	   force	   required	   to	   separate	   the	   two	   molecules	   (FMAX).	   High	   pulling	   velocities	  typically	  yield	  high	  values	  of	  FMAX	  due	  to	  the	  added	  energy	  to	  the	  system.	  Pulling	  velocities	  on	  the	  first	  4	  systems	  (1AUD,	  1ETG,	  1SDS,	  2AZO)	  ranged	  from	  1.0x10-­‐4	  Å/fs	   to	   1.0x10-­‐6	  Å/fs.	   At	   the	   highest	   pulling	   velocity	   it	  was	   found	   in	   all	   systems	   that	   the	  protein	  began	   to	  unfold.	  This	  was	  due	   to	   the	  energy	  added	   in	  SMD	  atoms.	   In	  order	   to	   fix	  this,	  the	  pulling	  velocity	  was	  lowered	  to	  1.0x10-­‐5	  Å/fs.	  This	  pulling	  velocity	  worked	  for	  all	  but	  the	  1ETG	  system,	  where	  the	  helical	  peptide	  began	  to	  unravel.	  We	  also	  noticed	  that	  the	  values	   for	   the	   force	   required	   to	   separate	   the	   complex	   (FMAX)	   began	   to	   decrease	   as	   the	  velocity	   decreased.	   In	   order	   to	   find	   an	   accurate	   value	   for	   FMAX	   the	   velocity	  was	   lowered	  incrementally	  until	  FMAX	  remained	  constant.	  	  	  The	  velocity	  that	  satisfied	  all	  3	  requirements	  above	   was	   found	   to	   be	   1.0x10-­‐6	   Å/fs.	   The	   SMD	   atom	   was	   constrained	   with	   a	   harmonic	  spring	  of	  stiffness	  7kcal/mol/	  Å2.	  The	  simulation	  times	  ranged	  from	  20	  to	  49	  ns.	  Simulation	  times	  for	  each	  system	  can	  be	  seen	  below	  in	  Table	  2.	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PDB	  ID	   Simulation	  time	  (ns)	  
1AUD	   32	  
1ETG	   29	  
1KOC	   20	  
1RAW	   21	  
1SDS	   29	  
2AZO	   37	  
2LA5	   32	  
3K5Q	   49	  
3U4M	   42	  
	  
Table	  2.	  Simulation	  time	  (ns)	  for	  each	  of	  the	  9	  RNA-­‐protein	  complexes	  simulated.	  	   The	  force	  profiles	  for	  each	  system	  are	  split	  into	  the	  same	  4	  categories	  as	  stated	  before,	  small	   molecule,	   peptide,	   small	   globular	   protein,	   and	   large	   globular	   protein.	   The	   force	  profiles	  below	  are	  all	  for	  the	  constant	  pulling	  velocity	  of	  1.0x10-­‐6	  Å/fs.	  
	  
Figure	  17.	  Pulling	  force	  for	  the	  small	  molecule	  systems	  1KOC	  and	  1RAW.	  The	  green	  represents	  the	  1RAW	  system	  while	  the	  red	  represents	  the	  1KOC	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	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Figure	  18.	  Pulling	  force	  for	  the	  peptide-­‐RNA	  systems	  1ETG	  and	  2LA5.	  The	  red	  represents	  the	  1ETG	  system	  while	  the	  blue	  represents	  the	  2LA5	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	  	  
	  	  
Figure	   19.	   Pulling	   force	  profile	   for	   the	   small	   globular	  protein-­‐RNA	  systems	  1AUD,	  1SDS,	  and	  2AZO.	  The	  red	  represents	  the	  1AUD	  system,	  the	  green	  represents	  the	  1SDS	  system,	  and	  the	  blue	  represents	  the	  2AZO	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	  




Figure	  20.	  Pulling	  force	  profile	  for	  the	  large	  globular	  protein-­‐RNA	  systems	  3K5Q	  and	  3U4M.	  The	  light	  blue	  represents	  the	  3U4M	  system	  while	  the	  magenta	  represents	  the	  3K5Q	  system.	  The	  entire	  force	  trajectory	  for	  each	  simulation	  is	  not	  shown,	  the	  figure	  above	  only	  shows	  the	  force	  profile	  up	  until	  the	  molecules	  separate.	  	  	   In	   order	   to	   characterize	   the	   binding	   strength	   of	   these	   9	   interfaces	  we	   decided	   to	  compare	   the	  value	  of	   each	   system	  FMAX	  with	   it’s	  buried	   surface	  area.	  Buried	   surface	  area	  (BSA)	  is	  defined	  as	  the	  surface	  area	  of	  complex	  that	  is	  not	  exposed	  to	  solvent,	  or	  the	  surface	  area	  in	  the	  interface.	  It	  is	  hypothesized	  that	  a	  higher	  BSA	  will	  result	  in	  a	  larger	  value	  of	  FMAX	  due	  to	  extensive	  interactions.	  BSA	  is	  given	  by	  the	  equation	  below,	  𝑆𝐴𝑆𝐴!"#$%&' + 𝑆𝐴𝑆𝐴!"# − 𝑆𝐴𝑆𝐴!"!#$ = 𝐵𝑆𝐴	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  (29)	  Where	   SASA	   is	   each	   molecules	   solvent	   accessible	   surface	   area.	   Each	   value	   of	   SASA	   in	  Equation	  29	  is	  obtained	  using	  the	  measure	  command	  in	  VMD.	  Below	  in	  Table	  3	  are	  the	  BSA	  and	  FMAX	  values	  for	  each	  of	  the	  nine	  systems.	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PDB	  ID	   BSA	  (Å2)	   FMAX	  (pN)	  
1KOC	   386	   710	  
1RAW	   520	   880	  
3K5Q	   2703	   1355	  
1AUD	   2572	   1570	  
1SDS	   904	   1610	  
2LA5	   1756	   1760	  
3U4M	   2991	   2115	  
1ETG	   1924	   2270	  
2AZO	   2334	   3073	  
	  
Table	  3.	  Values	  for	  FMAX	  and	  BSA	  for	  each	  of	  the	  9	  complexes	  simulated	  using	  SMD.	  	  	  In	  Figure	  9	  below	  the	  BSA	  for	  each	  of	  the	  9	  systems	  is	  plotted	  against	  the	  FMAX	  values	  for	  each	  system.	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   In	  Figure	  21	  there	  seems	  to	  be	  a	  general	  trend	  upward,	  suggesting	  that	  while	  BSA	  is	  not	  the	  only	  factor	  affecting	  FMAX,	  The	  value	  for	  FMAX	  does	  tend	  to	  increase	  with	  increasing	  BSA.	  	   One	  other	   factor	   that	   is	  known	  to	  aid	   in	   the	  binding	  of	  proteins	   to	  nucleic	  acids	   is	  charged	  amino	  acid	  residues,	  such	  as	  the	  arginine	  rich	  motif	  discussed	  in	  section	  1.3.3.	  The	  amino	   acids	   arginine	   (ARG)	   and	   lysine	   (LYS),	   both	   positively	   charged	   residues,	   are	  important	   for	   RNA	   binding	   proteins	   (RBPs)	   because	   they	   interact	   strongly	   with	   the	  negatively	   charged	   backbone	   of	   RNA	   molecules.	   [1]	   This	   interaction	   between	   positively	  charged	   amino	   acids	   and	   the	   negatively	   charged	   backbone	   on	   nucleic	   acids	   is	   an	  electrostatic	   interaction.	   In	   order	   to	   determine	   whether	   or	   not	   the	   charged	   amino	   acid	  residues	  have	  an	  effect	  on	  FMAX	  we	  analyzed	  the	  percentage	  of	  charged	  amino	  acids	  in	  the	  binding	  interfaces	  of	  all	  9	  complexes.	  The	  percent	  composition	  value	  is	  simply	  the	  number	  of	   charged	   amino	   acid	   residues	   (LYS	   ARG)	   within	   4	   Å	   of	   the	   RNA	   divided	   by	   the	   total	  number	  of	   residues	  within	  4	  Å	  of	   the	  RNA.	  This	   is	  done	   in	  VMD	  by	   selecting	   the	  protein	  residues	  that	  are	  within	  4	  Å	  of	  the	  RNA	  molecule.	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PDB	  ID	   %	  Composition	   BSA	  (A2)	   FMAX	  (pN)	  
2AZO	   27.6	   2334	   3073	  
1ETG	   61.5	   1924	   2270	  
3U4M	   24.2	   2991	   2115	  
2LA5	   37.5	   1756	   1760	  
1SDS	   18.8	   904	   1610	  
1AUD	   33.3	   2572	   1570	  
3K5Q	   16.7	   2703	   1355	  
1RAW	   0.0	   520	   880	  
1KOC	   100.0	   386	   710	  
	  
Table	  4.	  Percent	  composition	  is	  the	  percentage	  of	  charged	  amino	  acids	  (LYS	  ARG)	  in	  the	  binding	  interface	  of	  each	  of	  the	  9	  complexes	  studied.	  This	  is	  compared	  to	  BSA	  and	  FMAX	  in	  order	  to	  observe	  trends.	  	   In	  Table	  4,	  we	  can	  see	  the	  relation	  between	  percent	  composition	  and	  the	  value	  for	  FMAX.	  Excluding	  the	  two	  single	  residue	  systems	  1RAW	  and	  1KOC,	   it	   is	  unclear	   if	   there	  is	  a	  trend	   between	   percent	   composition	   and	   FMAX.	   The	   values	   for	   percent	   composition	   don’t	  vary	  significantly,	  lying	  between	  16.7%	  and	  37.5%	  for	  6	  of	  the	  systems,	  with	  the	  exception	  of	  the	  1ETG	  system,	  which	  has	  a	  percent	  composition	  of	  61.5%.	  The	  1ETG	  system,	  which	  is	  an	  arginine	  rich	  motif,	  has	  8	  arginine	  residues	  in	  its	  13	  residue	  interface.	  The	  large	  percent	  composition	  value	   for	  1ETG	  could	  explain	  why	   it	  has	   the	  second	  highest	  FMAX	  value	  even	  though	  it’s	  the	  5th	  largest	  system	  and	  has	  the	  5th	  highest	  BSA	  value.	  	  However,	   we	   do	   see	   a	   trend	   between	   percent	   composition	   and	   the	   strength	   of	  electrostatic	   interactions	   between	   molecules.	   In	   Figures	   22	   to	   25	   are	   the	   electrostatic	  interactions	  between	  the	  nucleic	  acid	  and	  the	  attached	  protein	  or	  small	  molecule.	  In	  each	  case	   the	  protein	  molecule	  with	   the	  higher	  percent	   composition	  has	  a	  higher	  electrostatic	  potential.	  In	  Figures	  22	  to	  25	  one	  can	  also	  see	  that	  as	  the	  molecule	  dissociates	  (gets	  pulled	  away)	  the	  electrostatic	  interactions	  fade	  over	  the	  course	  of	  the	  trajectory.	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Figure	  22.	  Electrostatic	  interactions	  for	  the	  two	  small	  molecule	  complexes	  1KOC	  and	  1RAW.	  	   In	  Figure	  22	  the	  1KOC	  system	  has	  a	  higher	  electrostatic	  interaction,	  this	  is	  because	  the	   molecule	   attached	   is	   an	   arginine,	   a	   positively	   charged	   molecule.	   The	   1RAW	   system	  actually	   has	   a	   positive	   electrostatic	   value	   at	   some	   points	   during	   the	   trajectory,	   this	   is	  because	   the	   molecule	   attached	   is	   AMP	   (adenine	   monophosphate)	   which	   is	   essentially	   a	  nucleotide	  and	  is	  negatively	  charged	  like	  the	  RNA	  it	  is	  attached	  to.	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Figure	  23.	  Electrostatic	  interactions	  for	  the	  two	  peptide-­‐RNA	  complexes	  1ETG	  and	  2LA5.	  In	   Figure	   23	   the	   electrostatic	   interaction	   is	   greater	   for	   the	   1ETG	   system	   than	   the	   2LA5	  system.	   This	   is	   because	   the	   1ETG	   system	   is	   an	   arginine	   rich	   motif,	   containing	   61.5%	  charged	  residues	  in	  the	  binding	  interface	  compared	  to	  just	  37.5%	  for	  the	  2LA5	  system.	  
	  
Figure	  24.	  Electrostatic	  interactions	  for	  the	  3	  small	  globular	  protein-­‐RNA	  complexes	  1AUD,	  1SDS	  and	  2AZO.	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In	   Figure	   24	   we	   see	   the	   same	   trend,	   where	   the	   electrostatics	   increase	   with	   increasing	  percent	  composition.	  1AUD	  (33.3%)	  has	  the	  highest,	  2AZO	  (27.6%)	  has	  the	  second	  highest,	  and	  1SDS	  (18.8%)	  has	  the	  lowest.	  	  
	  
Figure	  25.	  Electrostatic	  interactions	  for	  the	  2	  large	  globular	  protein-­‐RNA	  complexes	  3K5Q	  and	  3U4M.	  	  In	   Figure	   25	   the	   electrostatic	   interaction	   is	   greater	   for	   the	   3U4M	   system	   than	   the	   3K5Q	  system.	  This	  is	  because	  the	  3U4M	  system	  contains	  24.2%	  charged	  residues	  in	  the	  binding	  interface	  compared	  to	  just	  16.7%	  for	  the	  3K5Q	  system.	  	   To	  show	  the	  importance	  of	  electrostatic	  interactions,	  and	  how	  much	  they	  dominate	  over	  other	  molecular	  forces	  in	  these	  nucleic	  acid-­‐protein	  complex	  simulations,	  we	  compare	  to	  the	  van	  der	  Waals	  interaction.	  In	  Figures	  26	  to	  29	  we	  show	  the	  van	  der	  Waals	  interaction	  potential	  energy	  for	  each	  of	  the	  four	  major	  groups	  of	  RBP’s.	  It	  can	  be	  seen	  that	  the	  van	  der	  Waals	   potential	   energy	   is	   almost	   one	   order	   of	   magnitude	   smaller	   than	   its	   respective	  electrostatic	  potential.	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Figure	  26.	  Van	  der	  Waals	  potential	  energy	  for	  the	  small	  molecule-­‐RNA	  complexes	  1KOC	  and	  1RAW.	  
	  
Figure	  27.	  Van	  der	  Waals	  potential	  energy	  for	  the	  peptide-­‐RNA	  complexes	  2LA5	  and	  1ETG.	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Figure	  28.	  Van	  der	  Waals	  potential	  energy	  for	  the	  small	  lobular	  protein-­‐RNA	  complexes	  1AUD,	  1SDS	  and	  2AZO.	  	  
	  
Figure	  29.	  Van	  der	  Waals	  potential	  energy	  for	  the	  large	  globular	  protein-­‐RNA	  complexes	  3K5Q	  and	  3U4M.	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4.5	  Discussion	  	  	   The	  purpose	  of	  	  simulations	  reported	  in	  this	  chapter	  was	  to	  explore	  the	  factors	  that	  contribute	  to	  the	  strength	  of	  nucleic	  acid-­‐protein	  interfaces.	  This	  was	  done	  using	  the	  SMD	  technique	  and	  choosing	  nine	  different	  systems,	  each	  with	  varying	  RBP	  domains.	  	  	   The	  first	  variable	  that	  was	  studied	  was	  the	  buried	  surface	  area	  (BSA).	  It	  was	  hypothesized	  that	  a	  larger	  BSA	  would	  result	  in	  a	  higher	  breaking	  force,	  mainly	  because	  the	  BSA	  accurately	  describes	  the	  surface	  area	  of	  the	  binding	  interface.	  With	  the	  exception	  of	  a	  few	  systems	  this	  was	  found	  to	  be	  generally	  true,	  however	  the	  BSA	  is	  certainly	  not	  the	  only	  determining	  factor	  in	  the	  force	  required	  to	  dissociate	  a	  complex.	  	   The	  second	  variable	  chosen	  was	  the	  percent	  composition.	  This	  variable	  was	  based	  off	  of	  a	  known	  factor	  in	  nucleic	  acid-­‐protein	  complexes,	  charged	  amino	  acids.	  Percent	  composition	  is	  simply	  the	  percentage	  of	  the	  charged	  amino	  acids	  Lysine	  (LYS)	  and	  Arginine	  (ARG)	  in	  the	  binding	  interface.	  Percent	  composition	  was	  also	  proven	  to	  increase	  with	  increasing	  electrostatic	  potential.	  It	  was	  found	  that	  with	  the	  exception	  of	  one	  system	  there	  did	  not	  seem	  to	  be	  any	  general	  relation	  between	  percent	  composition	  and	  FMAX.	  However,	  the	  1ETG	  system	  (an	  arginine	  rich	  motif)	  had	  a	  percent	  composition	  value	  almost	  twice	  that	  of	  any	  other	  system	  studied	  in	  this	  experiment,	  and	  even	  though	  the	  1ETG	  system	  had	  only	  the	  5th	  highest	  BSA	  value	  and	  was	  the	  5th	  largest	  system	  studied	  it	  had	  the	  second	  highest	  FMAX	  value.	  It	  can	  be	  attributed	  to	  its	  high	  percentage	  of	  arginine	  residues	  in	  the	  binding	  interface.	  	  
4.6	  Conclusion	  	  	   In	  conclusion	  the	  SMD	  technique	  was	  used	  to	  explore	  the	  interactions	  between	  nine	  different	  nucleic	  acid–protein	  complexes.	  Force	  data	  was	  obtained	  for	  each	  of	  the	  nine	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systems	  and	  the	  maximum	  force	  required	  to	  separate	  the	  molecules	  (FMAX)	  was	  compared	  to	  two	  different	  variables,	  percent	  composition	  and	  buried	  surface	  area	  (BSA).	  It	  was	  found	  that	  an	  increase	  in	  BSA	  often	  resulted	  in	  a	  higher	  value	  of	  FMAX.	  The	  percent	  composition,	  which	  correlated	  well	  with	  electrostatic	  potential,	  did	  not	  correlate	  well	  with	  FMAX,	  however	  it	  was	  shown	  that	  the	  arginine	  rich	  motif	  (1ETG)	  system	  had	  a	  relatively	  high	  FMAX	  value	  for	  such	  a	  small	  BSA	  and	  system	  size.	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CHAPTER	  5:	  EXPLORING	  WELL-­‐TEMPERED	  METADYNAMICS	  AS	  A	  
TECHNIQUE	  FOR	  DETERMINING	  BINDING	  FREE	  ENERGIES	  OF	  DRUG	  
MOLECULES	  	  
5.1	  Abstract	  	  	   An	  important	  aspect	  to	  drug	  targeting	  is	  estimating	  the	  affinity	  of	  the	  drug	  molecule	  to	  its	  target	  protein	  or	  nucleic	  acid.	  Normally,	  a	  larger	  affinity	  would	  be	  desired	  for	  a	  more	  successful	  product.	  An	  effective	  characterization	  of	  a	  molecules	  binding	  affinity	  is	  the	  free	  energy	   of	   binding.	   In	   this	   chapter	   we	   focus	   on	   applying	   an	   enhanced	   sampling	   method	  called	   well-­‐tempered	   metadynamics	   to	   two	   nucleic	   acid-­‐protein	   complexes	   in	   order	   to	  determine	  the	  binding	  free	  energy	  of	  these	  systems.	  The	  aim	  is	  to	  test	  the	  first	  application	  of	   this	   technique	   to	   these	   two	   example	   systems	   such	   that	   the	   same	   process	   could	   be	  repeated	   for	   any	   system	   involving	   the	   binding	   of	   drug	  molecules	   to	   proteins	   or	   nucleic	  acids.	  
5.2	  Introduction	  	  	   In	  the	  last	  few	  years	  alone	  there	  has	  been	  an	  increased	  interest	  for	  experimental	  and	  computational	  studies	  on	  mechanisms	  that	  reveal	  specific	  details	  about	  the	  binding	  process	  of	  drug	  molecules	  to	  their	  targets.	  One	  key	  piece	  to	  any	  proposed	  drug	  molecules	  résumé	  is	  the	  binding	  affinity	  to	  its	  target	  molecule.	  Finding	  a	  method	  that	  simplifies	  this	  part	  of	  the	  drug	   discovery	   system	   would	   allow	   many	   proposed	   drug	   molecules	   to	   be	   tested	   at	   the	  same	  time,	  shortening	  the	  process	  of	  finding	  a	  reliable	  drug	  molecule.	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   The	  well-­‐tempered	  metadynamics	   technique	   is	   ideal	   for	   this	   type	   of	   challenge	   for	  two	  reasons.	  The	  first	  of	  which	  is	  that	  the	  well-­‐tempered	  metadynamics	  technique	  has	  the	  potential	  to	  reveal	  the	  free	  energy	  of	  binding	  without	  perturbing	  the	  system	  significantly,	  giving	   a	  more	   accurate	   value	  of	   the	   free	   energy.	  Another	   reason	   is	   that	   since	  many	  drug	  molecules	  are	  small	  molecules,	   their	  systems	  can	  be	  simulated	  quickly,	  and	   in	  an	  explicit	  solvent	  environment.	  Explicit	  solvents	  are	  important	  in	  drug	  targeting	  as	  they	  give	  a	  more	  accurate	  representation	  of	  the	  drug	  molecules	  interaction	  with	  water	  molecules	  and	  ions.	  	   In	  this	  chapter	  we	  will	  be	  simulating	  two	  systems	  that	  were	  previously	  described	  in	  chapter	  4	  of	  this	  thesis	  (1KOC	  and	  1RAW).	  The	  reason	  these	  two	  systems	  were	  chosen	  was	  because	  they	  closely	  resemble	  a	  system	  in	  which	  a	  drug	  molecule	  is	  bound	  to	  a	  protein	  or	  nucleic	  acid.	  In	  this	  case	  we	  have	  a	  single	  arginine	  molecule	  bound	  to	  RNA	  (1KOC),	  and	  an	  adenine	  monophosphate	   (AMP)	  molecule	   bound	   to	   RNA.	   In	   these	   two	   systems	   the	  well-­‐tempered	  metadynamics	   technique	  will	   be	   used	   to	   determine	   the	   free	   energy	   of	   binding	  using	  a	  center-­‐of-­‐mass	  collective	  variable	  in	  which	  the	  system	  will	  be	  biased	  along.	  	  
5.3	  Simulation	  Description	  	   The	  well-­‐tempered	  metadynamics	  technique	  is	  detailed	  in	  Section	  2.7	  of	  this	  thesis.	  We	   begin	  with	   the	   1KOC	   and	   1RAW	   PDB	   coordinate	   files	   downloaded	   from	   the	   Protein	  Data	  Bank.	  Each	  system	  is	  then	  solvated	  explicitly	  with	  water	  molecules.	  The	  water	  box	  in	  the	   1KOC	   system	  has	   dimensions	  50.6	  Å	  X	   43.8	  Å	  X	   58.5	  Å,	  while	   the	   1RAW	  system	  has	  dimensions	  57.9	  Å	  X	  45.9	  Å	  X	  68.9	  Å.	  Each	  system	  is	  solvated	  such	  that	  there	  is	  a	  10	  Å	  layer	  of	  water	  in	  the	  X,	  Y,	  and	  negative	  Z	  direction.	  There	  is	  a	  20	  Å	  layer	  of	  water	  in	  the	  positive	  Z	  direction	   to	   allow	  well-­‐tempered	  metadynamics	   to	  move	  bound	  molecule	   away	   from	   the	  RNA.	   Each	   systems	   charge	   is	   neutralized	   by	   random	  placement	   of	  Mg2+	   and	  Cl-­‐	   ions	   at	   a	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concentration	   of	   0.15	   mol/L	   with	   a	   minimum	   distance	   of	   5	   Å	   between	   ions.	   The	   fully	  solvated	  and	  ionized	  1KOC	  system	  has	  13,238	  atoms,	  while	  the	  fully	  solvated	  and	  ionized	  1RAW	  system	  has	  16,731	  atoms.	  	   Each	  system	  is	  energy	  minimized	  for	  1000	  steps.	  Then	  each	  system	  is	  equilibrated	  for	  1ns	  in	  order	  to	  relax	  the	  solvent	  molecules.	  Equilibration	  is	  done	  in	  the	  NPT	  ensemble	  at	  310K,	  using	  a	  Langevin	  thermostat,	  and	  1	  bar,	  using	  the	  Nosé	  -­‐Hoover	  barostat.	   In	  this	  simulation	   no	   rigid	   bonds	   were	   used.	   The	   boundary	   conditions	   are	   periodic.	   Full	  electrostatics	   are	   computed	   every	   timestep	   (1fs)	   using	   the	   particle	   mesh	   ewald	   (PME)	  method.	  The	  van	  der	  Waals	  interactions	  are	  cut	  off	  beyond	  12	  Å	  with	  a	  switching	  function	  that	  takes	  effect	  at	  10	  Å.	  	  	   The	  collective	  variable	  (CV)	  used	  in	  these	  well-­‐tempered	  metadynamics	  simulations	  is	   the	  center-­‐of-­‐mass	   (COM)	  distance	  CV,	  which	   is	  measured	  as	   the	  distance	  between	   the	  COM	  of	   each	  molecule.	   In	   the	  1KOC	   simulation	   the	  COM	  ranges	   from	  7	  Å	   to	  30	  Å.	   In	   the	  1RAW	  simulation	  the	  COM	  ranges	  from	  7	  Å	  to	  35	  Å.	   	  The	  width	  was	  set	  to	  1.0,	  with	  a	  hill	  width	  of	  1.0	  for	  a	  detailed	  free	  energy	  PMF	  plot.	  The	  upper	  and	  lower	  wall	  constants	  were	  set	  to	  500.	  The	  colvar	  trajectory	  frequency	  and	  restart	  frequency	  were	  set	  to	  500	  while	  the	  new	  hill	   frequency	  was	  set	   to	  1000.	  The	  well-­‐tempered	  bias	   temperature	  was	  set	   to	  900.	  The	  reference	  file	  for	  the	  COM	  CV	  uses	  all	  atoms	  in	  each	  of	  the	  two	  molecules.	  	  
5.4	  Results	  	  
	   Each	   system	   was	   simulated	   for	   30	   ns	   using	   the	   well-­‐tempered	   metadynamics	  technique	  and	  a	  COM	  distance	  CV	  between	   the	  RNA	  and	   the	  bound	  AMP/arginine.	   In	   the	  1KOC	   system	  we	   see	   the	   bound	   arginine	  molecule	   dissociates	   after	   15	   ns	   of	   simulation	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time.	  Below	  in	  Figure	  30	  is	  the	  COM	  distance	  between	  the	  arginine	  molecule	  and	  the	  RNA	  throughout	  the	  trajectory	  of	  the	  simulation.	  
	  
Figure	  30.	  CV	  trajectory	  of	  the	  1KOC	  system.	  The	  distance	  is	  given	  in	  angstroms	  while	  the	  simulation	  time	  is	  given	  in	  ns.	  The	  initial	  COM	  distance	  for	  the	  1KOC	  system	  is	  7	  Å.	  The	  5	  images	  correspond	  to	  configurations	  3	  ns	  apart	  along	  the	  trajectory	  of	  the	  simulation.	  	  Below	  in	  Figure	  31	  is	  the	  PMF	  plot	  for	  the	  1KOC	  system.	  From	  Figure	  31	  we	  can	  determine	  that	   the	   free	   energy	   barrier	   that	   the	   arginine	   molecule	   needs	   to	   overcome	   in	   order	   to	  dissociate	   from	   the	   RNA	   is	   roughly	   15	   kcal/mol.	   One	   important	   note	   in	   the	   1KOC	  simulation	  is	  that	  the	  arginine	  molecule	  is	  smoothly	  detached	  from	  the	  RNA.	  The	  arginine	  molecule	   doesn’t	   visit	   any	   alternative	   conformation	   in	   which	   it	   is	   bound	   to	   a	   different	  location	   on	   the	   RNA.	   This	   is	   important	   because	   the	   energy	   barrier	   we	   are	   observing	   is	  specifically	  for	  the	  initial	  binding	  site.	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Figure	  31.	  PMF	  plot	  for	  the	  1KOC	  system.	  The	  distance	  is	  given	  in	  angstroms	  while	  the	  free	  energy	  value	  is	  given	  in	  kcal/mol.	  The	  free	  energy	  barrier	  observed	  from	  this	  trajectory	  is	  roughly	  15	  kcal/mol.	  	  In	  the	  1RAW	  system	  the	  bound	  AMP	  molecule	  dissociates	  from	  the	  RNA	  molecule	  after	  just	  6	   ns.	   However,	   in	   the	   1RAW	   simulation	   the	   bound	   AMP	   molecule	   is	   able	   to	   find	   one	  alternate	  bound	  configuration.	  Below	  in	  Figure	  32	  is	  the	  COM	  distance	  CV	  trajectory	  for	  the	  1RAW	  system.	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Figure	  32.	  CV	  trajectory	  of	  the	  1RAW	  system.	  The	  distance	  is	  given	  in	  angstroms	  while	  the	  simulation	  time	  is	  given	  in	  ns.	  The	  initial	  COM	  distance	  for	  the	  1RAW	  system	  is	  7	  Å.	  The	  5	  images	  correspond	  to	  configurations	  1.5	  ns	  apart	  along	  the	  trajectory	  of	  the	  simulation.	  	  Below	  in	  Figure	  33	  is	  the	  PMF	  plot	  for	  the	  1RAW	  system.	  From	  Figure	  33	  we	  can	  determine	  that	   the	   free	   energy	   barrier	   that	   the	   AMP	   molecule	   needs	   to	   overcome	   in	   order	   to	  dissociate	  from	  the	  RNA	  is	  roughly	  9	  kcal/mol.	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Figure	  33.	  PMF	  plot	  for	  the	  1RAW	  system.	  The	  distance	  is	  given	  in	  angstroms	  while	  the	  free	  energy	  value	  is	  given	  in	  kcal/mol.	  The	  free	  energy	  barrier	  observed	  from	  this	  trajectory	  is	  roughly	  9	  kcal/mol.	  
5.5	  Discussion	  	  	   The	  1KOC	  system	  was	   simulated	  using	  well-­‐tempered	  metadynamics	   for	  30	  ns.	   In	  this	   trajectory	   we	   see	   the	   bound	   arginine	   molecule	   dissociate	   after	   15	   ns	   of	   simulation	  time.	  	   From	   Figures	   30	   and	   31	   we	   can	   determine	   that	   the	   free	   energy	   barrier	   that	   the	  arginine	  molecule	   needs	   to	   overcome	   in	   order	   to	   dissociate	   from	   the	  RNA	   is	   roughly	   15	  kcal/mol.	  This	  number	  is	  arrived	  at	  by	  subtracting	  the	  free	  energy	  at	  a	  COM	  distance	  of	  7	  Å	  (~0kcal/mol)	   from	   the	   free	   energy	   at	   a	   COM	   distance	   of	   30	   Å	   (~15kcal/mol).	   One	  important	   element	   to	   consider	   in	   the	   1KOC	   simulation	   is	   that	   the	   arginine	   molecule	   is	  smoothly	   dissociated	   from	   the	   RNA.	   By	   smoothly	   dissociated,	   we	   mean	   the	   arginine	  molecule	   didn’t	   visit	   any	   alternative	   conformations	   in	   which	   it	   is	   bound	   to	   a	   different	  position	  on	  the	  RNA.	  This	  is	  important	  because	  the	  free	  energy	  barrier	  we	  are	  observing	  is	  likely	  for	  the	  initial	  binding	  site.	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The	  1RAW	  system	  was	  simulated	  using	  well-­‐tempered	  metadynamics	  for	  30	  ns.	   In	  this	  trajectory	  the	  bound	  AMP	  molecule	  dissociates	  from	  the	  RNA	  molecule	  after	  just	  6	  ns.	  	  From	  Figures	  32	  and	  33	  we	  can	  determine	  that	  the	  free	  energy	  barrier	  that	  the	  AMP	  molecule	   needs	   to	   overcome	   in	   order	   to	   dissociate	   from	   the	   RNA	   is	   roughly	   9	   kcal/mol.	  This	  number	  is	  arrived	  at	  by	  subtracting	  the	  free	  energy	  at	  its	  initial	  COM	  distance	  of	  7	  Å	  (~1	  kcal/mol)	  from	  the	  free	  energy	  at	  a	  COM	  distance	  of	  30	  Å	  (~10	  kcal/mol).	  In	  the	  1RAW	  system	  we	  observe	  something	  interesting.	  The	  bound	  AMP	  molecule	  actually	  finds	  a	  lower	  energy	   conformation,	   attached	   to	   a	   different	   location	   on	   the	   RNA	   molecule	   before	  dissociating	  from	  it.	  This	  lower	  energy	  state	  can	  be	  seen	  in	  Figure	  33	  at	  roughly	  13	  Å	  COM	  distance.	  	  While	  the	  AMP	  molecule	  in	  the	  1RAW	  system	  did	  not	  smoothly	  dissociate	  from	  the	  RNA	  we	  were	  still	  able	  to	  recover	  estimates	  of	  the	  binding	  free	  energy.	  This	  is	  because	  the	  alternate	  binding	  site	  of	  the	  AMP	  molecule	  was	  at	  a	  different	  COM	  distance	  than	  the	  initial	  state.	  The	  reason	  this	  is	  important	  is	  because	  in	  metadynamics	  the	  bias	  potential	  is	  based	  off	  of	  a	  collection	  of	  CVs,	  therefore	  the	  PMF	  plot	  can	  only	  be	  reconstructed	  at	  a	  function	  of	  these	  CVs.	  If,	  for	  example,	  the	  AMP	  molecule	  relocated	  to	  another	  binding	  site	  on	  the	  RNA	  during	  the	  simulation,	  and	  that	  binding	  site	  had	  the	  same	  COM	  distance	  as	  the	  initial	  state,	  then	  the	  PMF	  free	  energy	  at	  that	  distance	  would	  be	  some	  combination	  of	  the	  free	  energies	  of	   those	   two	   states,	   giving	   us	   a	   false	   free	   energy	   value	   for	   the	   initial	   state	   of	   the	   bound	  molecule.	  	  It	   is	   also	   interesting	   to	   note	   that	   the	   binding	   free	   energy	   barrier	   of	   the	   arginine	  molecule	   (15	   kcal/mol)	   was	   greater	   than	   the	   AMP	   molecule	   (9	   kcal/mol).	   This	   is	   most	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likely	  due	  to	  the	  fact	  that	  the	  arginine	  molecule	  is	  a	  charged	  residue,	  causing	  it	  to	  interact	  more	  strongly	  with	  the	  negatively	  charged	  RNA.	  
5.6	  Conclusion	  	  	   In	  both	  the	  1RAW	  and	  1KOC	  system	  we	  were	  able	  to	  successfully	  obtain	  preliminary	  estimates	  of	  the	  binding	  free	  energy	  using	  the	  well-­‐tempered	  metadynamics	  technique	  and	  a	  COM	  distance	  CV	  in	  which	  to	  bias	  the	  simulation.	  The	  binding	  free	  energy	  for	  the	  1KOC	  system	  was	  determined	  to	  be	  15	  kcal/mol	  and	  the	  binding	  free	  energy	  of	  the	  1RAW	  system	  was	  9kcal/mol.	  	  It	  seems	  that	  well-­‐tempered	  metadynamics,	  at	  an	  initial	  glance,	  seems	  to	  be	  at	  least	  a	  potential	  method	  for	  use	  in	  exploring	  the	  binding	  free	  energy	  of	  drug	  molecules	  bound	  to	  proteins	  and	  nucleic	  acids.	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