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Kapitel 1
Einleitung
Modelle haben in vielen Fa¨llen des allta¨glichen oder technischen Lebens eine Bedeutung. Sie
helfen, die Wirklichkeit besser zu verstehen, zu bewerten oder vorherzusehen. Ein Modell ist
immer eine Abstraktion der Realita¨t. Fu¨r ein zu modellierendes System wird festgelegt, wel-
che (Teil-)Aspekte interessieren und daher betrachtet und modelliert werden sollen. Ziel ist es
dann, ein Modell zu erstellen, das bezu¨glich der interessierenden Aspekte mo¨glichst gut mit der
Realita¨t u¨bereinstimmt.
Die Einsatzmo¨glichkeiten fu¨r Modelle sind vielfa¨ltiger Natur. So dienen Modelle zur Simula-
tion, zur Kennfeldnachbildung, zur Objekterkennung und -klassifikation, zur Prognose, oder
auch zum Wissenserwerb u¨ber ein System. Eine Simulation kann beispielsweise im Rahmen
eines Reglerentwurfs, oder dessen Optimierung, hilfreich sein, denn sie kann Kosten sparen
und Risiken vermeiden, die bei Experimenten am realen System aufgetreten wa¨ren. Die Objek-
terkennung und -klassifikation ist beispielsweise in der Qualita¨tskontrolle einsetzbar und eine
Prognose ero¨ffnet die Mo¨glichkeit zur sinnvollen Anpassung aktueller bzw. zuku¨nftiger Regel-
strategien oder Handlungen. Der Wissenserwerb u¨ber ein System schließlich erlaubt es, die
Auswirkungen von Vera¨nderungen oder Beeinflussungen des Systems vorab abzuscha¨tzen.
Ein mo¨glicher Ansatz zur Erstellung eines Modells ist die sogenannte mathematisch-physikalische
Modellierung. Dabei werden fu¨r die Wirkungszusammenha¨nge des Systems die entsprechen-
den beschreibenden Systemgleichungen aufgestellt und gelo¨st. Unbekannte Systemparameter
ko¨nnen dann in Experimenten am realen System identifiziert werden. Die erhaltenen Model-
le sind transparent. Sie ermo¨glichen analytische Betrachtungen, die unter Umsta¨nden Ru¨ck-
schlu¨sse auf das Systemverhalten fu¨r ein Kontinuum an mo¨glichen Systemparametern oder
Betriebssituationen zulassen. Oft wird diese Vorgehensweise auch als deduktive oder white-box
Modellierung bezeichnet. Ein Nachteil der mathematisch-physikalischen Modellierung ist, daß
diese ein tiefgreifendes Wissen u¨ber das zu modellierende System und oft auch einen erheblichen
Arbeitsaufwand erfordert.
Eine Alternative ist die datenbasierte Modellierung. Bei dieser werden zuna¨chst Daten, die
mo¨glichst alle relevanten Systemzusammenha¨nge oder Betriebssituationen abdecken, am realen
System erhoben. Aus diesen Beobachtungsdaten wird dann induktiv mittels eines sogenannten
Lernverfahrens ein Modell erstellt. Vorwissen u¨ber das zu modellierende System ist dabei nicht
oder nur in stark reduziertem Umfang erforderlich. Dieser Ansatz wird auch als induktive oder
black- bzw. grey-box Modellierung bezeichnet. Dabei ist die Einstufung zwischen black- und
grey-box Modellierung subjektiv und spiegelt wider, in welchem Maße das erstellte Modell fu¨r
einen Menschen versta¨ndlich, d.h. interpretierbar ist.
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Ein mo¨glicher Ansatz zur datenbasierten Modellierung ist das induktive Lernen von Wenn-
Dann-Regeln. Regeln beschreiben jeweils einen Teilaspekt des zu modellierenden Systems und
sind somit einzeln sowie als auch in ihrem Zusammenspiel fu¨r einen Menschen intuitiv versta¨nd-
lich. Ferner ist es mo¨glich, Regeln wissensbasiert – beispielsweise durch Experteninterviews –
aufzustellen. Dieses deduktiv erworbene Wissen u¨ber ein System kann mit induktiv erworbenen
Wissen in einem einheitlichen Rahmen verarbeitet werden.
Induktion ist ein Teilgebiet des maschinellen Lernens und nicht zu verwechseln mit dem sehr
a¨hnlichen Gebiet des sogenannten Data-Mining. Dieses zielt darauf ab, alle gu¨ltigen und interes-
santen Regeln oder Zusammenha¨nge in unu¨bersichtlichen Datensammlungen und Datenbanken
zu finden. Meist werden dabei statistische Methoden im Zuge einer interaktiven, explorativen
Datenanalyse eingesetzt.
Struktur der Arbeit Zuna¨chst wird in Kapitel 2 die Aufgabenstellung der datenbasierten
Modellierung formal konkretisiert und der u¨bliche Ablauf zur Modellerstellung beschrieben.
Daran anschließend werden die Grundlagen regelbasierter Modelle eingefu¨hrt und mit dem
Fuzzy-ROSA-Algorithmus ein bekanntes Lernverfahren zur automatischen, induktiven Generie-
rung eines regelbasierten Modells skizziert. Nach einem kurzen U¨berblick u¨ber instanz-basierte
Algorithmen und weitere Lernverfahren, und nach einem Exkurs in die COD-Problematik1 und
Methoden zur Eingangsgro¨ßenselektion, wird eine Einfu¨hrung in Clusterverfahren gegeben. Es
folgen die in diesem Kontext wichtigen Abstandsfunktionen. Das Kapitel schließt mit einem
kurzen Abriß u¨ber Mo¨glichkeiten zum Einsatz von Clusterverfahren in der datenbasierten Mo-
dellierung und der Benennung der Ziele dieser Arbeit.
Kapitel 3 und 4 stellen die beiden im Rahmen dieser Arbeit entwickelten Clusterverfahren vor.
Dies sind das Positive and Negative Example-Based Clustering (Pnc 2) und das Supervised
Modell-Based Clustering (Smbc). Diese beiden Kapitel beginnen jeweils mit der Darstellung
der dem jeweiligen Algorithmus zugrundeliegenden Idee, beschreiben dann eine vereinfachte
Basis-Variante des Algorithmus und pra¨sentieren dessen Pseudo-Code. Darauf folgen weitere
Erla¨uterungen, Details und Erweiterungen und abschließend eine Einordnung der entwickelten
Algorithmen in die bestehende Literatur.
In Kapitel 5 wird zuna¨chst eine Einfu¨hrung in mo¨gliche Gu¨temaße zur Bewertung der Progno-
seeignung eines Lernverfahrens gegeben und mit der Kreuz-Validierung und der mehrfachen
Wiederholung Verfahren zur Ermittlung derselben vorgestellt. Ein Problem dabei ist die Ein-
stellung der freien Parameter eines Lernverfahrens. Erfolgt diese nicht systematisch, kann dies
die Validita¨t der erhaltenen Ergebnisse beeintra¨chtigen. Zur Vermeidung dieser Schwierigkeit
wird, basierend auf einer Arbeit von Salzberg, die Vorgehensweise der harten Validierung de-
finiert. Es folgt eine Beschreibung der durchgefu¨hrten Experimente und Untersuchungen, sowie
eine Darstellung und Diskussion der erhaltenen Ergebnisse.
In Kapitel 6 werden die wichtigsten Ergebnisse der Arbeit zusammengefaßt und ein Ausblick
auf zuku¨nftige Arbeiten gegeben.
Die Tabellen D.3 und D.4 in Anhang D erla¨utern die verwendeten speziellen Za¨hler, Indizes
und Begriffe. Es wurde versucht, bevorzugt solche Literatur zu verwenden, welche gebu¨hrenfrei
online verfu¨gbar ist.
1engl.: Curse of Dimensionality
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Kapitel 2
Grundlagen und Einordnung
In diesem Kapitel wird zuna¨chst die Aufgabenstellung der datenbasierten Modellierung formal
konkretisiert und der u¨bliche Ablauf zur Modellerstellung beschrieben. Daran anschließend wer-
den die Grundlagen regelbasierter Modelle eingefu¨hrt und mit dem Fuzzy-ROSA-Algorithmus
ein bekanntes Lernverfahren zur automatischen, induktiven Generierung eines solchen regel-
basierten Modells skizziert. Nach einem kurzen U¨berblick u¨ber instanz-basierte Algorithmen
und weitere Lernverfahren und nach einem Exkurs in die COD-Problematik und Methoden zur
Eingangsgro¨ßenselektion, wird eine Einfu¨hrung in Clusterverfahren gegeben. Es folgen die in
diesem Kontext wichtigen Abstandsfunktionen. Das Kapitel schließt mit einem kurzen Abriß
u¨ber Mo¨glichkeiten zum Einsatz von Clusterverfahren in der datenbasierten Modellierung und
der Benennung der Ziele dieser Arbeit.
2.1 Datenbasierte Modellierung
Aufgabenstellung Die der datenbasierten Modellierung zugrundeliegende Aufgabenstellung
ist in Abbildung 2.1 illustriert. Gegeben sei ein System, fu¨r das ein Eingangsvektor x und
eine zugeho¨rige Ausgangsgro¨ße y gemessen bzw. erhoben werden ko¨nnen. Der Eingangsvektor
besteht aus einer oder mehreren Eingangsgro¨ßen. Ziel ist es, ein Modell zu erstellen, das fu¨r einen
gegebenen Eingangsvektor die Ausgangsgro¨ße mo¨glichst genau als Gro¨ße ŷ prognostiziert. Ein
Tuple (x, y) von Eingangsvektor und zugeho¨rigem Ausgangsgro¨ßenwert bildet einen Datenpunkt
P .
System
x
1
x
2
x
m
.
.
.
y y^
Modell
x
1
x
2
x
m
.
.
.
Abbildung 2.1: Aufgabenstellung der datenbasierten Modellierung.
Es wird davon ausgegangen, daß der dem System zugrundeliegende wahre Zusammenhang
des Ein/Ausgangsverhaltens durch die sogenannte true function ftf (x) und einen nicht na¨her
definierbaren Rauschterm e beschrieben werden kann zu
y = ftf (x) + e. (2.1)
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Die auftretenden Eingangsvektoren x gehorchen dabei der Verteilung µtf (x). Sowohl die Funk-
tion ftf (x), als auch die Verteilung µtf (x) sind im Allgemeinen nicht bekannt. Bei Kenntnis
der Funktion ftf (x) wa¨re die Aufgabenstellung vollsta¨ndig gelo¨st. Ziel ist es daher, anhand
gemessener Datenpunkte eine mo¨glichst gute Approximation dieser Funktion zu lernen.
Nominale, ordinale und kontinuierliche Gro¨ßen Bezu¨glich der Art der gemessenen
Gro¨ßen sind drei verschiedene Typen zu unterscheiden.
• Nominale Gro¨ßen nehmen ausschließlich symbolische Werte an, die nicht in einer Rang-
folge bezu¨glich einer kleiner-gro¨ßer Relation angeordnet werden ko¨nnen. Beispielsweise
kann es sich dabei um die Farbe eines Objektes handeln, die die mo¨glichen Symbole rot,
gru¨n und blau annehmen kann. Im Rahmen dieser Arbeit wird prinzipiell davon ausgegan-
gen, daß die verschiedenen Symbole einer nominalen Gro¨ße als von eins an aufsteigende
natu¨rliche Zahlen kodiert sind.
• Ordinale Gro¨ßen nehmen, ebenso wie nominale Gro¨ßen, ausschließlich symbolische Werte
an, jedoch lassen sich die einzelnen Symbole anhand einer kleiner-gro¨ßer Relation ordnen.
Beispielsweise stellt eine qualitative Temperaturangabe in der Form kalt, normal, warm
und heiß oder eine in Jahren gemessene Altersangabe eine ordinale Gro¨ße dar. Im Rahmen
dieser Arbeit werden ordinale Gro¨ßen mit nur wenigen verschiedenen Symbolen, wie bei
der obigen qualitativen Temperaturangabe, als nominale Gro¨ßen behandelt. Wenn jedoch,
wie bei der obigen Altersangabe, sehr viele verschieden Symbole auftreten ko¨nnen, wird
eine solche Gro¨ße als kontinuierlich behandelt.
• Kontinuierliche Gro¨ßen ko¨nnen beliebige, nur durch die Auflo¨segenauigkeit und den Wer-
tebereich der verwendeten Meßapparatur begrenzte, reelle Werte annehmen. Beispielswei-
se stellt die Messung einer Temperatur in Grad Celsius eine kontinuierliche Gro¨ße dar.
Ablauf der datenbasierten Modellierung Bei der datenbasierten Erstellung eines Modells
fu¨r ein gegebenes System wird nach [Sla01], wie in Abbildung 2.2 skizziert, vorgegangen. Es sei
angemerkt, daß es in der Praxis selten mo¨glich ist, die dargestellten Schritte streng nacheinander
zu bearbeiten. Vielmehr handelt es sich um einen iterativen Vorgang, bei dem immer wieder
verschiedene Varianten und Algorithmen ausprobiert werden, und somit der ganze Prozeß, oder
Teile desselben, mehrmals wiederholt werden mu¨ssen.
• Datenaufbereitung: Zuna¨chst wird am realen System eine Stichprobe mit Rohdaten aufge-
nommen, indem fu¨r eine mo¨glichst repra¨sentative Auswahl von Objekten oder Betriebs-
situationen Datenpunkte, die aus einem prima¨ren Eingangsvektor und einem zugeho¨ri-
gen Ausgangsgro¨ßenwert bestehen, erhoben werden. Da beim Messen am realen System
oftmals Fehler auftreten, ist es sinnvoll, augenscheinlich fehlerhafte oder inkonsistente
Datenpunkte aus der Stichprobe zu entfernen. Ebenso ko¨nnen einfache Methoden zur
Vorverarbeitung der Daten, wie beispielsweise eine Normierung oder Gla¨ttung der Werte
einer prima¨ren Eingangsgro¨ße, zum Einsatz kommen.
• Merkmalsbildung: Die Merkmalsbildung bezeichnet die anschließende U¨berfu¨hrung der
prima¨ren in sekunda¨re Eingangsvektoren mittels geeignet definierter Berechnungsvor-
schriften. Ziel ist es dabei, anhand der sekunda¨ren Eingangsvektoren besser die Aus-
gangsgro¨ße prognostizieren zu ko¨nnen, als dies anhand der prima¨ren Eingangsvektoren
mo¨glich gewesen wa¨re. Der Vorgang der Merkmalsbildung ist optional, d.h. ggf. werden
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Abbildung 2.2: Vorgehensweise zur datenbasierten Modellierung. Quelle: [Sla01]
die gemessenen prima¨ren Eingangsvektoren bereits als geeignet angesehen, um darauf ba-
sierend ein Modell zu lernen. Zur Illustration betrachte man das folgende Beispiel: Fu¨r ein
zu pru¨fendes Objekt werde das wa¨hrend eines Pru¨flaufes emittierte Gera¨usch mittels eines
Ko¨rperschallsensors gemessen und daraus das dazugeho¨rige Frequenzspektrum ermittelt.
Nun werde der Frequenzanteil fu¨r einige bestimmte, fu¨r die Beurteilung des Gera¨usches
interessierende, Frequenzen berechnet. Diese Frequenzanteile stellen Merkmale dar. Um
die Anzahl der sekunda¨ren Eingangsgro¨ßen zu reduzieren, kann anschließend eine Ein-
gangsgro¨ßenselektion erfolgen. Fu¨r einen knappen U¨berblick u¨ber mo¨gliche automatische,
datenbasierte Ansa¨tze siehe Kapitel 2.6.
• Modellbildung: Die aus den sekunda¨ren Eingangsvektoren1 und der zugeho¨rigen Ausgangs-
gro¨ße bestehenden Datenpunkte bilden die Lernstichprobe. Die in der Abbildung verwen-
deten Begriffe Strukturwahl und Modellidentifikation sind hier auch im weiteren Sinne als
Wahl eines geeigneten Lernverfahrens und als Einsatz desselben zum Lernen eines Mo-
dells zu verstehen. Mittels der Lernstichprobe wird datenbasiert ein Modell erstellt, das
ggf. noch mit Hilfe nachgeschalteter Verfahren optimiert wird. Eine anschließende Vali-
dierung dient zur Kontrolle der Generalisierungsfa¨higkeiten des gelernten Modells. Hierzu
wird die Prognosegu¨te des gelernten Modells zur Vorhersage des Ausgangsgro¨ßenwertes zu
gegebenem Eingangsvektor bezu¨glich einer Teststichprobe ermittelt. Diese Teststichprobe
besteht aus weiteren am System gemessenen Datenpunkten. Eine detaillierte Beschrei-
bung verschiedener Maße zur Bewertung der Prognosegu¨te findet sich in Kapitel 5.1.
1Im folgenden wird der Einfachheit halber wieder der Begriff Eingangsvektor verwendet.
5
Regression versus Klassifikation Anhand der Art der Ausgangsgro¨ßenwerte sind zwei
Fa¨lle zu unterscheiden, die zu grundlegend voneinander verschiedenen Lernaufgaben fu¨hren.
Fu¨r nominale Ausgangsgro¨ßen handelt es sich um den Fall der Klassifikation2, fu¨r kontinuierli-
che Ausgangsgro¨ßen dagegen um den Fall der Regression. In dieser Arbeit wird vorwiegend der
Fall der Klassifikation betrachtet und der Fall der Regression im wesentlichen im Rahmen der
im folgenden beschriebenen Trivialerweiterung behandelt: Eine kontinuierliche Ausgangsgro¨ße
kann, wie in Kapitel 2.8.2 beschrieben, durch Diskretisierung in eine ordinale Gro¨ße u¨berfu¨hrt
werden. Wird diese ordinale Ausgangsgro¨ße dann als nominal betrachtet, ergibt sich ein Klas-
sifikationsproblem, das als ein solches – ggf. mit leicht vera¨ndertem Prognosemechanismus des
verwendeten Lernverfahrens – gelo¨st werden kann.
Batch versus inkrementelles Lernen Bezu¨glich der Arbeitsweise eines Lernverfahrens sind
der sogenannte batch und der inkrementelle Fall zu unterscheiden. Im ersteren Fall stehen alle
Datenpunkte der gegebenen Lernstichprobe dem Lernverfahren gleichzeitig zur Verfu¨gung und
werden gleichzeitig bearbeitet. Im letzteren Fall ist es – meist aus Gru¨nden des Rechen- und
Speicheraufwands – nicht mo¨glich, alle Datenpunkte gleichzeitig zu erfassen oder zu bearbei-
ten. Dann werden die Datenpunkte iterativ nacheinander betrachtet. Fu¨r viele Lernverfahren
sind sowohl batch als auch inkrementelle Varianten mo¨glich. Da mit den Batch-Varianten mehr
Information gleichzeitig ausgewertet werden kann, lassen sich damit tendenziell bessere Pro-
gnosegu¨ten – wenn auch meist um den Preis eines gro¨ßeren Rechenaufwands – erzielen.
Bestandteile eines Lernverfahrens Der datenbasierten Modellierung liegt die sogenannte
A¨hnlichkeitshypothese zugrunde. Diese geht davon aus, daß im Eingangsraum zusammenha¨ngen-
de Regionen der gleichen Ausgangsklasse bzw. a¨hnlicher Ausgangsgro¨ßenwerte vorhanden sind.
Somit kann die Kenntnis des Ausgangsgro¨ßenwertes zu einer Eingangsraumposition genutzt
werden, um auch fu¨r umliegende Eingangsraumpositionen Ru¨ckschlu¨sse auf den zugeho¨rigen
Ausgangsgro¨ßenwert zu ziehen. Ein datenbasiertes Lernverfahren besteht aus einem Repra¨sen-
tationsformalismus, einem Suchverfahren und einem Prognosemechanismus [Dom97].
• Repra¨sentation: Durch die Wahl der Repra¨sentation wird festgelegt, wie die gelernten
Zusammenha¨nge des Ein/Ausgangsverhaltens operational, d.h. anwendbar, repra¨sentiert
werden. Bekannte Varianten zur Repra¨sentation sind beispielsweise Wenn-Dann-Regeln,
diskriminierende Hyperebenen und lineare Funktionsansa¨tze.
• Suche: Durch die Suche wird festgelegt, wie zu gegebener Lernstichprobe aus der Menge
aller anhand der gewa¨hlten Repra¨sentation mo¨glichen Modelle ein mo¨glichst gut passendes
ausgewa¨hlt wird.
• Prognosemechanismus: Durch die Wahl des Prognosemechanismus wird festgelegt, wie
anhand der gelernten Zusammenha¨nge des Ein/Ausgangsverhaltens zu gegebener Ein-
gangsraumposition ein Prognosewert fu¨r die Ausgangsgro¨ße gebildet wird. Teilweise wird
dieser Aspekt auch zum Repra¨sentationsformalismus gerechnet.
Aufgrund der Wahl von Repra¨sentation, Suche und Prognosemechanismus besitzt jedes Lern-
verfahren einen mehr oder minder ausgepra¨gten sogenannten Bias: Das Lernverfahren bevor-
zugt bestimmte Generalisierungen bzw. Annahmen u¨ber bestimmte Zusammenha¨nge in der
Lernstichprobe gegenu¨ber anderen und ist damit umso erfolgreicher, je mehr der Bias mit den
Eigenarten des zu modellierenden Systems u¨bereinstimmt.
2Um Mißversta¨ndnisse zu vermeiden sei darauf hingewiesen, daß einige Autoren den Prozeß der Klassen-
bildung selbst als Klassifikation bezeichnen, hier jedoch davon ausgegangen wird, daß dieser Prozeß bereits
abgeschlossen ist.
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2.2 Regelbasierte Modelle
Die Fuzzy-Logik [Zad65, Zad68] wurde 1965 von Zadeh eingefu¨hrt und bildet die Grundla-
ge der Fuzzy-Modellierung. Im folgenden wird eine kurze Einfu¨hrung in die Fuzzy-Logik und
die Funktionsweise darauf aufbauender regel-basierter Fuzzy-Modelle nach Mamdani [MG81]
gegeben. Die Ausfu¨hrungen sind an [Kie97] angelehnt und die Bezeichnungen orientieren sich
weitestgehend an der VDI/VDE-Richtlinie 3550 [VDI02]. Fu¨r eine online verfu¨gbare Referenz
siehe [KHJ97].
Repra¨sentation Regelbasierte Fuzzy-Modelle nach Mamdani bestehen aus einer Menge von
linguistischen Regeln der Form
WENN Pra¨misse DANN Konklusion (2.2)
Die Pra¨misse entha¨lt logisch miteinander verknu¨pfte linguistische Aussagen u¨ber die Eingangs-
gro¨ßen und die Konklusion entha¨lt eine Aussage u¨ber den Wert der Ausgangsgro¨ße. Jede Regel
beschreibt in qualitativer Form lokal das Ein/Ausgangsverhalten fu¨r das Gebiet des Eingangs-
gro¨ßenraums, in dem die Pra¨misse erfu¨llt ist. Im Gegensatz zu sogenannten harten Regeln, bei
denen die Pra¨misse entweder erfu¨llt oder nicht erfu¨llt sein und somit nur die Wahrheitswerte
0 und 1 annehmen kann, wird bei einer Fuzzy-Regel das Konzept der Wahrheitswerte einer
logischen Aussage auf das Kontinuum [0, 1] erweitert. Ein Wert von 1 bzw. 0 bedeutet wie
bisher, daß eine logische Aussage erfu¨llt bzw. nicht erfu¨llt ist. Bei Werten zwischen 0 und 1
ist eine logische Aussage teilweise erfu¨llt. Die Verknu¨pfung mehrerer linguistischer Aussagen
geschieht durch verallgemeinerte logische Operatoren auf den Wahrheitswerten [0, 1]. Mo¨gliche
Fuzzy-Und-Operatoren sind
µ1 ∧ µ2 = min(µ1, µ2) (Minimum)
µ1 ∧ µ2 = µ1µ2 (Algebraisches Produkt) (2.3)
und mo¨gliche Fuzzy-Oder-Operatoren3 sind
µ1 ∨ µ2 = max(µ1, µ2) (Maximum)
µ1 ∨ µ2 = µ1 + µ2 − µ1µ2 (Algebraische Summe)
µ1 ∨ µ2 = µ1 + µ2 (Gewo¨hnliche Summe) .
(2.4)
Mittels einer sogenannten Zugeho¨rigkeitsfunktion (ZGF) kann eine kontinuierliche Gro¨ße in
den Zugeho¨rigkeitsgrad zu einem linguistischen Wert, d.h. in eine beschreibende qualitative
linguistische Gro¨ße u¨berfu¨hrt werden. Dieser Vorgang wird als Fuzzifizierung bezeichnet. Die
typischerweise fu¨r Eingangsgro¨ßen verwendeten ZGF haben die Form eines Dreiecks, Trapezes,
Rechtecks oder einer Gaußglocke. Fu¨r die Ausgangsgro¨ße wird oft ein sogenanntes Singleton
verwendet, das nur an einer einzigen Stelle einen Wert von 1 annimmt und ansonsten gleich 0
ist. Ein Beispiel fu¨r die Wahl der ZGF, mit denen ein kontinuierlicher Temperaturwert in die
Zugeho¨rigkeiten zu den linguistischen Gro¨ßen kalt, normal, warm und heiß u¨berfu¨hrt werden
kann, ist in Abbildung 2.3 skizziert.
3Die gewo¨hnliche Summe ist streng genommen kein Fuzzy-Oder-Operator, fu¨hrt jedoch in Verbindung mit
geeigneten nachgeschalteten Defuzzifizierungsmethoden zu besonders einfachen Kennfeldern. Deshalb wird die
gewo¨hnliche Summe oft in der Praxis verwendet.
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Abbildung 2.3: Beispielhafte Wahl der ZGF, mit denen kontinuierliche Temperaturwerte in die
Zugeho¨rigkeiten zu den linguistischen Gro¨ßen kalt, normal, warm und heiß u¨berfu¨hrt werden
ko¨nnen. Quelle: [Sla01]
Prognosemechanismus Ein Regelsatzes wird wie folgt zur Prognose des Ausgangsgro¨ßen-
wertes zu gegebener Eingangsraumposition verwendet. Nach der Fuzzifizierung der Eingangs-
gro¨ßenwerte wird im Zuge der Aggregation fu¨r jede Regel der Wahrheits- oder Erfu¨lltheits-
grad der Regelpra¨misse ermittelt und dieser zur Aktivierung mit der Konklusion der jeweiligen
Regel Und-verknu¨pft. Diese aktivierten Regeln werden dann durch die Akkumulation Oder-
verknu¨pft und so das ausgangsseitige Empfehlungsgebirge erhalten. Fu¨r einen Regelsatz mit K
Regeln ergibt sich das ausgangsseitige Empfehlungsgebirge formal zu
µ(x, y) =
K∨
t=1
(µt(x) ∧ µt(y)) . (2.5)
Dabei bezeichnet µt(x) den Erfu¨lltheitsgrad der Pra¨misse in Abha¨ngigkeit von der Eingangs-
raumposition und µt(y) bezeichnet den Erfu¨lltheitsgrad der Konklusion der t-ten Regel in
Abha¨ngigkeit vom Ausgangsgro¨ßenwert. Aus dem ausgangsseitigen Empfehlungsgebirge wird
durch die sogenannte Defuzzifizierung der prognostizierte Ausgangsgro¨ßenwert ŷ abgeleitet. Die
beiden bekanntesten Defuzzifizierungsmethoden sind die Schwerpunktmethode (COG)
ŷ =
∫ +∞
−∞
y µ(x, y) dy∫ +∞
−∞
µ(x, y) dy
(2.6)
und die Maximummethode (MOM)
ŷ mit µ(x, ŷ) = max µ(x, y) . (2.7)
Wahl der Fuzzy-Operatoren Im Rahmen dieser Arbeit wird als Fuzzy-Und-Operator zur
Aggregation und Aktivierung das algebraische Produkt und als Fuzzy-Oder-Operator zur Ak-
kumulation die gewo¨hnliche Summe verwendet. Als ausgangsseitige ZGF werden stets Single-
tons gewa¨hlt. Anschaulich gesprochen wird bei der Schwerpunktmethode ein Kompromiß aus
den verschiedenen empfohlenen Ausgangsgro¨ßenwerten gebildet, wa¨hrend die Maximumme-
thode den am meisten empfohlenen Wert prognostiziert. Bei Klassifikationsaufgaben ist ein
Kompromiß zwischen verschiedenen Ausgangsklassen unerwu¨nscht, fu¨r Regressionsaufgaben
kann sich dagegen eine Mittelwertbildung aus verschiedenen empfohlenen Ausgangsgro¨ßenwer-
ten gu¨nstig auf die Prognosegu¨te auswirken. Daher wird hier im Falle der Klassifikation stets
die MOM- und im Falle der Regression stets die COG-Defuzzifizierung eingesetzt. Durch die
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gerade beschriebene Wahl der Operatoren und Vorgehensweisen vereinfachen sich die Berech-
nungsvorschriften fu¨r die COG-Defuzzifizierung zu
ŷ =
K∑
t=1
µt(x) yt
K∑
t=1
µt(x)
(2.8)
und jene fu¨r die MOM-Defuzzifizierung zu
ŷ = yt mit t = arg
K
max
t=1
µt(x) . (2.9)
Dabei bezeichnet yt denjenigen Ausgangsgro¨ßenwert, fu¨r den das als ausgangsseitige ZGF ver-
wendete Singleton der t-ten Regel den Wert 1 annimmt.
TSK-Modelle Als Erweiterung des Fuzzy-Modells nach Mamdani ist von Takagi, Suge-
no und Kang das sogenannte Takagi-Sugeno-Kang-Modell (TSK) [TS85] entwickelt worden.
Dessen wesentlicher Unterschied im Vergleich zum Mamdani-Modell besteht darin, daß als
Konklusion nicht mehr linguistische Ausdru¨cke, sondern von den Eingangsvektoren abha¨ngige
Funktionen verwendet werden. Damit definiert jede solche TSK-Regel
WENN Pra¨misse DANN y = f(x) (2.10)
ein lokales Modell fu¨r den Bereich des Eingangsraumes, in dem die Regelpra¨misse in einem
Grade µt(x) > 0 zutrifft. Der prognostizierte Ausgangsgro¨ßenwert ŷ ergibt sich als gewichteter
Mittelwert u¨ber die einzelnen empfohlenen Werte analog zu Gl. (2.8), wenn anstelle des festen
Wertes yt jeweils der Funktionswert ft(x) verwendet wird.
Regelbewertung Es ist mo¨glich, jede Regel mit einem sogenannten Glaubensgrad % zu ver-
sehen. Dies ist eine Bewertung, die angibt, wie zuverla¨ssig oder wie gut eine Regel ist. Die
Glaubensgrade werden vor Durchfu¨hrung der Aktivierung mit den Erfu¨lltheitsgraden der je-
weiligen Regelpra¨missen unter Verwendung des gewa¨hlten Fuzzy-Und-Operators verknu¨pft.
Verschiedene Methoden zur Regelbewertung sind in [Jes00] zu finden. Im folgenden wird mit
der Trefferquote exemplarisch die bekannteste Regelbewertung beschrieben. Die Trefferquote
ergibt sich als bedingte Auftrittswahrscheinlichkeit P (c|p) der Konklusion c wenn die Pra¨misse
p erfu¨llt ist zu
% = P (c|p) . (2.11)
Fu¨r eine Fuzzy-Regel wird diese Wahrscheinlichkeit im einfachsten Falle anhand der Erfu¨llt-
heitsgrade µt(xi) und µt(yi) von Pra¨misse und Konklusion fu¨r die verschiedenen Datenpunkte
i der Lernstichprobe gescha¨tzt zu
P̂ (c|p) =
N∑
i=1
µt(xi) µt(yi)
N∑
i=1
µt(xi)
. (2.12)
9
Diese Scha¨tzung aufgrund der relativen Ha¨ufigkeiten ist jedoch zu optimistisch, wenn eine
Pra¨misse nur fu¨r sehr wenige oder im Extremfall nur fu¨r einen einzigen Datenpunkt der
Lernstichprobe erfu¨llt ist. Dann ist na¨mlich zu erwarten, daß die tatsa¨chliche Trefferquote,
d.h. die Trefferquote, die sich ergeben wu¨rde, wenn unendlich viele Datenpunkte aufgenom-
men und ausgewertet werden ko¨nnten, niedriger ist. Das ha¨ufig verwendete Laplace-Verha¨ltnis
[Goo65, Nib87] korrigiert den mittels Gl. (2.12) erhaltenen Wert unter Beru¨cksichtigung der
Anzahl der mo¨glichen Symbole der Ausgangsgro¨ße Sy zu
P̂ (c|p) =
1 +
N∑
i=1
µt(xi) µt(yi)
Sy +
N∑
i=1
µt(xi)
. (2.13)
Ein alternativer, im na¨chsten Abschnitt im Zusammenhang mit dem Fuzzy-ROSA-Algorithmus
na¨her beschriebener Ansatz besteht darin, die berechneten empirischen Ha¨ufigkeiten durch die
untere Grenze des einseitigen Konfidenzintervalls
Iα = [P αU , 1] (2.14)
zu ersetzen. Konfidenzintervalle beschreiben den Wertebereich, in dem der tatsa¨chliche Wert
einer gescha¨tzten Gro¨ße sich mit einer Wahrscheinlichkeit von (1− α) befinden wird [HEK95].
Der Parameter α wird als Irrtumswahrscheinlichkeit bezeichnet und gibt die Wahrscheinlichkeit
dafu¨r an, daß sich der tatsa¨chliche Wert außerhalb des Konfidenzintervalls befindet.
Fu¨r Regeln, deren Pra¨misse fu¨r viele Lerndatenpunkte erfu¨llt ist, na¨hert sich fu¨r beide oben ge-
nannte Ansa¨tze der korrigierte Scha¨tzwert asymptotisch an den unkorrigierten Scha¨tzwert an.
In [Fri96] wurde in einem Experiment gezeigt, daß die untere Grenze des einseitigen Konfidenz-
intervalls I95% im Gegensatz zum Laplace-Verha¨ltnis zu einer eher pessimistischen Abscha¨tzung
des tatsa¨chlichen Wertes neigt.
2.2.1 Der Fuzzy-ROSA-Algorithmus
Ein Verfahren zum datenbasierten Lernen von regel-basierten Modellen ist der in [KK89] von
Kiendl und Krabs erstmalig vorgestellte ROSA-Algorithmus4. In [Kro99] wird das Verfah-
ren zum Fuzzy-ROSA-Algorithmus (Fr) fu¨r die Generierung von Mamdani-Fuzzy-Modellen
verallgemeinert. Seither ist der Fr-Algorithmus in verschiedenen Richtungen erfolgreich wei-
terentwickelt worden. So werden in [Jes00] verschiedene Test- und Bewertungsverfahren unter-
sucht, in [Sla01] wird eine systematische Vorgehensweise zur Anwendung entwickelt, in [Kra01]
wird der Algorithmus fu¨r die Generierung von TSK-Modellen erweitert und in [SNK01] wird ein
Verfahren zur gleichzeitigen Selektion relevanter Eingangsgro¨ßen und Optimierung der beno¨tig-
ten ZGF vorgestellt. Im folgenden wird die Grundidee und der prinzipielle Ablauf des Fr-
Algorithmus fu¨r die Generierung von Mamdani-Fuzzy-Modellen skizziert.
Zuna¨chst werden geeignete eingangs- und ausgangsseitige ZGF definiert. Zur Repra¨sentation
werden nun Fuzzy-Regeln der Form (2.2) verwendet, wobei die Pra¨misse aus Und-verknu¨pften
linguistischen Aussagen u¨ber eine, mehrere oder alle Eingangsgro¨ßen besteht. Die Anzahl der
miteinander verknu¨pften linguistischen Terme einer Pra¨misse wird als Verknu¨pfungstiefe der
Regel bezeichnet. Wenn die Verknu¨pfungstiefe einer Regel gleich der Anzahl der Eingangsgro¨ßen
ist, wird diese Regel als vollsta¨ndige Regel bezeichnet; andernfalls handelt es sich um eine
4Abku¨rzung fu¨r: Rule Oriented Statistical Analysis
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generalisierende Regel. Die Art der Eingangsraumgebiete, die mit derartigen Regelpra¨missen
adressiert werden ko¨nnen, ist in Abbildung 2.4 skizziert.
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Abbildung 2.4: Zweidimensionales Beispiel fu¨r die beim Fr-Algorithmus adressierbaren Ein-
gangsraumgebiete.
Die Grundidee des Fr-Algorithmus besteht darin, das Problem der Generierung eines komplet-
ten Regelsatzes auf das einfachere Problem der Generierung von einzelnen, lokal vernu¨nftigen
Regeln zu reduzieren. D.h. im Gegensatz zu anderen Ansa¨tzen, bei denen der komplette Regel-
satz gleichzeitig bewertet und optimiert wird (Pittsburgh-Ansatz), wird der Regelsatz beim Fr-
Algorithmus sukzessive aus individuell getesteten Regeln aufgebaut (Michigan-Ansatz). Der zu
bearbeitende Suchraum besteht somit aus der Menge aller Regeln, die anhand der oben beschrie-
benen Repra¨sentation gebildet werden ko¨nnen. Zur Suche in diesem Raum werden zuna¨chst alle
potentiellen Regeln der Verknu¨pfungstiefe 1 als sogenannte Hypothesen aufgestellt und mittels
eines Regeltests bewertet. Besteht eine Hypothese diesen Test, so wird sie zur Regel erhoben,
mit einem Bewertungsindex versehen und in den Regelsatz eingefu¨gt. Anschließend wird bis
zu einer vorgegebenen maximalen Verknu¨pfungstiefe mit der na¨chstho¨heren Verknu¨pfungstiefe
fortgefahren.
Regeltest Beispielhaft werden im folgenden mit der Trefferquote und der konfidenten Tref-
ferquote zwei Varianten eines Regeltests und der jeweils dazugeho¨rende Bewertungsindex vor-
gestellt. Fu¨r weitere Tests sei auf [Jes00] verwiesen. Eine Hypothese besteht den Regeltest der
Trefferquote bzw. den Regeltest der konfidenten Trefferquote und wird mit dem angegebenen
Bewertungsindex % versehen, wenn die aufgrund der relativen Ha¨ufigkeiten nach Gl. (2.12) be-
rechnete Trefferquote P̂ (c|p) bzw. die nach Gl. (2.14) mittels Konfidenzintervallen nach unten
abgescha¨tzte Trefferquote P̂ αU (c|p) einen vorgegebenen Schwellwert θ u¨berschreitet. Eine u¨bliche
Wahl des Schwellwertes ist θ = 50%. Zusa¨tzlich kann als weitere Bedingung gefordert werden,
daß die Hypothese einen minimalen Daten-Support aufweist, d.h., daß die Fuzzy-Summe derje-
nigen Datenpunkte der Lernstichprobe die Pra¨misse und Konklusion erfu¨llen einen weiteren –
oftmals zu 1 gewa¨hlten – Schwellwert u¨berschreiten muß.
P̂ (c|p) > θ % = P̂ (c|p)
P̂ αU (c|p) > θ % = P̂ αU (c|p)
(2.15)
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Suchraum Der Suchraum la¨ßt sich anhand einer spezieller-genereller Relation halb-ordnen.
Eine Regel a ist spezieller als eine Regel b, wenn beide Regeln dieselbe Konklusion haben und fu¨r
jede Eingangsraumposition, die die Pra¨misse der Regel a erfu¨llt, auch die Pra¨misse der Regel b in
gleichem oder ho¨herem Maße erfu¨llt ist. Die Halb-Ordnung der Regeln ermo¨glicht es zum einen,
wa¨hrend der Regelgenerierung, d.h. beim Einfu¨gen neuer Regeln in den Regelsatz, redundante
Regeln zu entfernen. Dabei gilt eine Regel genau dann als redundant, wenn im Regelsatz eine
generellere Regel existiert, die den gleichen oder einen ho¨heren Bewertungsindex aufweist. Zum
anderen ist es mo¨glich, den Suchraum sicher zu beschneiden, denn wenn eine Regel aufgrund
zu geringen Daten-Supports den Regeltest nicht bestanden hat, so wird auch jede speziellere
Regel den Regeltest ebenfalls nicht bestehen und braucht daher gar nicht mehr als Hypothese
aufgestellt zu werden. Dadurch la¨ßt sich der Rechenaufwand bei vollsta¨ndiger Durchmusterung
aller zula¨ssigen Regeln mittels einer u¨blichen Tiefensuche5 signifikant reduzieren [Sla01].
2.3 Instanz-basierte Lernverfahren
Die sogenannten instanz-basierten Lernverfahren6 (IBL) speichern alle oder einige, in einem
Vorverarbeitungsschritt ausgewa¨hlte, Lerndatenpunkten und benutzen diese, um die Ausgangs-
gro¨ße zu gegebener Eingangsraumposition zu prognostizieren. Kennzeichnend ist dabei, daß –
abgesehen von evtl. Vorverarbeitungsschritten – die Analyse der Lerndaten erst zu dem Zeit-
punkt erfolgt, zu dem eine Prognose fu¨r eine bestimmte Eingangsraumposition beno¨tigt wird.
Der bekannteste IBL-Algorithmus ist der k-Nearest-Neighbor-Algorithmus (knn) [CH67, DH73,
Das91]. Die Prognose erfolgt bei diesem Algorithmus, indem die Ausgangsgro¨ßenwerte derjeni-
gen k Lerndatenpunkte, die zu der zu prognostizierenden Eingangsraumposition am na¨chsten
liegen, im Sinne eines Mehrheitsentscheides oder einer gewichteten Mittelwertbildung ausge-
wertet werden. Die na¨chstliegenden Lerndatenpunkte werden auch als Nachbarn bezeichnet.
Sie werden anhand einer geeignet gewa¨hlten Abstandsfunktion ermittelt. Fu¨r den Fall von
k = 1 wird die Abku¨rzung des Algorithmus oftmals auch zu Nn vereinfacht. Die Auswertung
im Sinne eines Mehrheitsentscheides kommt u¨berwiegend im Falle der Klassifikation zum Ein-
satz. Wenn verschiedene Ausgangsklassen gleich oft unter den na¨chsten Nachbarn vertreten
sind, muß dieser Konflikt geeignet – etwa indem die Ausgangsklasse mit der ho¨chsten a priori
Wahrscheinlichkeit prognostiziert wird – aufgelo¨st werden. Im Falle der Regression dagegen
wird meist die Auswertung im Sinne eines gewichteten Mittelwerts verwendet. Der bekannte-
ste Ansatz dazu ist der – hier fu¨r den Fall k = N angegebene – Nadaraya-Watson-Estimator
[Nad64, Wat64]
ŷ =
N∑
i=1
F (di) yi
N∑
i=1
F (di)
. (2.16)
Dabei bezeichnet F eine beliebige eindimensionale Kernelfunktion, die u¨blicherweise stetig,
5Eine Tiefen- oder Breitensuche strukturiert den Suchraum als Baum. Jeder Knoten entspricht einer Regel.
Die Nachfolger eines Knotens werden gebildet, indem die na¨chst spezielleren Regeln aufgestellt werden, wo-
bei geeignet das mehrfache Aufstellen einer Regel vermieden werden muß. Ein Knoten muß dann nicht mehr
expandiert werden, wenn die zugeho¨rige Regel einen zu geringen Daten-Support aufweist.
6engl: Instance-Based-Learning – In dieser Arbeit wird der Begriff IBL analog zu [Aha95b, Dom97] syn-
onym fu¨r die Begriffe Memory-Based-Learning und Nearest-Neighbor-Learning verwendet und im erweiterten
Sinne auch fu¨r die Begriffe Exemplar-Based-Generalization, Case-Based-Learning und Kernel-Based-Learning
gebraucht.
12
beschra¨nkt und integrierbar gewa¨hlt wird und di bezeichnet den anhand einer geeigneten Ab-
standsfunktion berechneten Abstand des i-ten Datenpunktes der N -elementigen Lernstichprobe
zu der zu prognostizierenden Eingangsraumposition. Man beachte die A¨hnlichkeit von Gl. (2.16)
zu Gl. (2.8) und zu den Gln. (4.17) und (4.22).
Die Vor- und Nachteile des knn-Algorithmus bzw. der IBL-Algorithmen sind [Dom97, WM00a]:
• Vorteile
– intuitiv und einfach zu verstehende Grundidee
– einfach und schnell zu implementieren
– schneller Lernvorgang, da das Lernen im einfachsten Falle nur aus
dem Speichern der Lernstichprobe besteht
– komplexe Entscheidungsgrenzen im Eingangsraum ko¨nnen mit nur
wenigen Lerndatenpunkten induziert werden
– sehr gute Generalisierungsfa¨higkeiten fu¨r viele reale Probleme
• Nachteile
– vergleichsweise großer Speicherplatzbedarf
– vergleichsweise langsamer Prognosemechanismus, da zur Prognose
alle gespeicherten Lerndatenpunkte beru¨cksichtigt werden mu¨ssen
– das resultierende Modell ist fu¨r einen Menschen schwer zu interpre-
tieren
– Sensibilita¨t gegenu¨ber irrelevanten oder oder mit Rauschen u¨berla-
gerten Eingangsgro¨ßen
Viele Forschergruppen haben Erweiterungen des knn- bzw. der IBL-Algorithmen entwickelt.
Wichtige und immer noch aktuelle Fragestellungen betreffen die Reduktion der Gro¨ße der
Modelle durch Vorverarbeitungsmechanismen zur Auswahl der zu speichernden Datenpunk-
te [Aha90, WM97b, WM00b], die Verwendung fortschrittlicher Abstandsfunktionen [SW92,
WM96, WM97a] bzw. die Ermittlung von – teilweise lokal adaptiven – Gewichtsfaktoren fu¨r
die einzelnen Eingangsgro¨ßen [WAM97, Aha98] sowie die Verminderung der Sensibilita¨t fu¨r ir-
relevante oder verrauschte Eingangsgro¨ßen durch vorhergehende Eingangsgro¨ßenselektion. Fu¨r
Erla¨uterungen u¨ber Verfahren zur Eingangsgro¨ßenselektion bzw. zu mo¨glichen Abstandsfunk-
tionen siehe Kapitel 2.6 bzw. 2.8.
Ein Ansatz, der im weiteren Sinne den IBL-Algorithmen zugeordnet werden kann, ist die
Exemplar-Based-Generalization [Sal91, WD95, Dom97], bei der die Datenpunkte der Lern-
stichprobe durch Zusammenfassen zu sogenannten Exemplaren oder Prototypen generalisiert
werden. Hierbei wird allerdings ein wesentlich aufwendigeres Lernverfahren beno¨tigt, so daß
das eigentliche Kennzeichen der IBL-Algorithmen nicht mehr gegeben ist. Siehe hierzu auch die
Beschreibungen des Nge- und des Rise-Algorithmus in Kapitel 3.4.
2.4 Weitere Lernverfahren
Weitere Lernverfahren zur datenbasierten Modellierung sind ku¨nstliche neuronale Netze und
Entscheidungsba¨ume.
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Bei den ku¨nstlichen neuronalen Netzen [Sar02] wird versucht, die in der Biologie beobachte-
te Informationsverarbeitung nachzubilden. Wichtige Ansa¨tze sind das Multi-Layer-Perceptron
(MLP) und Radiale-Basis-Funktionen-Netze (RBF). Der letztere Ansatz ist in Kapitel 4.4 na¨her
beschrieben. Neuronale Netze sind universelle Approximatoren, jedoch ist das mit ihnen gelern-
te Modell aufgrund seiner Komplexita¨t vergleichsweise schwer zu interpretieren. Im Bereich der
Neuro-Fuzzy-Systeme [NK97] wird daher versucht, die Lerneigenschaften der neuronalen Netze
mit der Interpretierbarkeit der Fuzzy-Systeme zu verbinden. Dazu wird eine spezielle Netzstruk-
tur gewa¨hlt, die sich jederzeit – d.h. vor, wa¨hrend und nach dem Lernen – in ein Fuzzy-System
u¨berfu¨hren la¨ßt.
Entscheidungsba¨ume [Qui86] sind aus Knoten und Bla¨ttern bestehende Graphen. Ausgehend
von einem sogenannten Wurzelknoten werden die Knoten des Graphen bis zu einem Blatt,
d.h. einem Knoten ohne weitere Nachfolgeknoten, durchlaufen. In jedem Knoten wird dabei
aufgrund einer Bedingung u¨ber die Auswahl des Nachfolgeknotens entschieden. Eine einfache
Bedingung kann beispielsweise die Abfrage sein, ob eine bestimmte Eingangsgro¨ße einen be-
stimmten Wert u¨berschreitet. Ein Blatt schließlich entha¨lt das Klassifikationsergebnis. Entschei-
dungsba¨ume sind jederzeit in einen Regelsatz aus – ggf. ineinander geschachtelten – Wenn-
Dann-Sonst-Regeln u¨berfu¨hrbar. Sie sind besonders geeignet, wenn nur einige wenige sehr
relevante Eingangsgro¨ßen vorhanden sind.
2.5 COD-Problematik
Der Begriff der Curse of Dimensionality7 (COD) wurde 1961 von Bellman gepra¨gt [Bel61].
Bellman betrachtete die Aufgabe, Wahrscheinlichkeitsdichten in hochdimensionalen Ra¨umen
anhand einer gezogenen Stichprobe zu scha¨tzen. Diese Aufgabe kann als das Problem gesehen
werden, die Wahrscheinlichkeitsdichte in jeder Zelle eines mehrdimensionalen Gitternetzes zu
bestimmen. Fu¨r eine bestimmte, feste Anzahl an Gitterlinien pro Dimension, steigt die Anzahl
der Zellen exponentiell mit der Anzahl der Dimensionen an. Damit steigt ebenfalls die Stichpro-
bengro¨ße, die beno¨tigt wird, um die gesuchte Wahrscheinlichkeitsdichte mit einer bestimmten
statistischen Sicherheit zu scha¨tzen.
Mittlerweile wird der Begriff der COD-Problematik fu¨r alle Probleme verwendet, die bei ei-
nem Algorithmus mit zunehmender Anzahl an zu bearbeitenden (Eingangs-)Gro¨ßen auftreten
ko¨nnen. Im Bereich der datenbasierten Modellierung ist fu¨r jedes Lernverfahren zu untersuchen,
welche Auswirkungen sich bezu¨glich Laufzeit, Speicherplatzbedarf und Qualita¨t der Ergebnisse
bzw. beno¨tigter Stichprobengro¨ße ergeben ko¨nnen. So ko¨nnen bei IBL-Algorithmen und a¨hn-
lichen Verfahren Probleme mit der verwendeten Abstandsfunktion dahingehend auftreten, daß
sich die ermittelten Abstandswerte fu¨r den na¨chsten und den fernsten Nachbarn einer betrachte-
ten Eingangsraumposition immer mehr einander angleichen und damit letztlich bedeutungslos
werden [HAK00]. Beim Fr-Algorithmus hingegen kommt es zu einem mit der Verknu¨pfungs-
tiefe exponentiell gro¨ßer werdenden Suchraum. Gleichzeitig steigt aber auch die Anzahl der
Pra¨missenterme, die fu¨r keinen einzigen Datenpunkt der Lernstichprobe erfu¨llt sind. Dieser
Zusammenhang wird, wie bereits beschrieben, in [Sla01] ausgenutzt, um den Rechenaufwand
durch sicheres Beschneiden des Suchraums zu begrenzen. Bei der Berechnung von Kovarianzma-
trizen zu gegebenen Stichproben schließlich, steigt die Anzahl der zu bestimmenden Parameter
quadratisch mit der Dimensionalita¨t an. Dies bedeutet, daß die Scha¨tzung dieser Parameter
bei konstanter Stichprobengro¨ße zunehmend ungenauer wird und wichtige Eigenschaften der
Kovarianzmatrix, wie etwa die Invertierbarkeit, ggf. nicht mehr vorhanden sind [HL96].
7Fluch der Dimension oder Leere der hochdimensionalen Ra¨ume
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2.6 Eingangsgro¨ßenselektion
Nicht immer sind alle gemessenen oder zur Verfu¨gung stehenden Eingangsgro¨ßen notwendig,
um die zugrundeliegenden Systemzusammenha¨nge zu lernen. Eine vorhergehende Selektion der
relevanten und nicht redundanten Eingangsgro¨ßen wirkt sich oftmals vorteilhaft aus, da
• der Arbeitsaufwand zum Messen und zum Speichern der Daten reduziert wird,
• das sich ergebende Modell oftmals leichter zu interpretieren ist,
• der Rechenaufwand zum Lernen des Modells geringer ist, da die Laufzeit vieler Lernver-
fahren mit zunehmender Anzahl an Eingangsgro¨ßen ansteigt und
• viele Lernverfahren sensibel gegenu¨ber irrelevanten oder redundanten Eingangsgro¨ßen
sind und die Elimination derartiger Eingangsgro¨ßen einen positiven Effekt auf die erziel-
bare Generalisierungsfa¨higkeit haben kann.
Die in der Literatur bekannten Selektionsverfahren lassen sich anhand der verwendeten Be-
wertungsfunktion und der verfolgten Suchstrategie einteilen. Die Bewertungsfunktion ist eine
geeignet gewa¨hlte Funktion, die einer bestimmten Auswahl an Eingangsgro¨ßen, einem soge-
nannten Eingangsgro¨ßensatz, einen Gu¨tewert zuordnet. Die Suchstrategie bestimmt dann die
Vorgehensweise, wie im Raum aller mo¨glichen Eingangsgro¨ßensa¨tze eine mo¨glichst gute Lo¨sung
gefunden und ausgewa¨hlt wird.
Bewertungsfunktion Bezu¨glich der Wahl der Bewertungsfunktion sind zwei verschiedene
Ansa¨tze auszumachen [JKP94, KJ97, KW00]. Zum einen der sogenannte Filteransatz. Bei die-
sem wird ein im allgemeinen einfach und schnell zu berechnendes Maß verwendet. Ein solches
Maß ist beispielsweise die Transinformation des Eingangsgro¨ßensatzes bezu¨glich der Ausgangs-
gro¨ße. Fu¨r eine knappe Beschreibung der Transinformation fu¨r den Fall der Betrachtung einer
einzigen Eingangsgro¨ße siehe Kapitel 2.8.2. Eine formale Darstellung zur Berechnung der Trans-
information im mehrdimensionalen Fall findet sich in [KW00]. Zum anderen gibt es den soge-
nannten Wrapperansatz (engl. wrapper = einwickeln), bei dem die mittels Kreuz-Validierung
oder a¨hnlichen Ansa¨tzen innerhalb der Lernstichprobe ermittelte Prognosegu¨te, die der spa¨ter
zu verwendende Lernalgorithmus bezu¨glich des jeweiligen Eingangsgro¨ßensatzes erreicht, als Be-
wertung benutzt wird. Der Vorteil dieses Ansatzes besteht darin, daß der Bias der Bewertungs-
funktion und der Bias des hinterher verwendeten Lernverfahrens, eben aufgrund der Identita¨t
von Bewertungsfunktion und Lernverfahren, u¨bereinstimmen. Bei einem Filteransatz hingegen
kann nicht gewa¨hrleistet werden, daß eine als gu¨nstig ausgewa¨hlte Lo¨sung sich auch als gu¨nstig
fu¨r das verwendete Lernverfahren erweist. Nachteilig beim Wrapperansatz wirkt sich jedoch der
teilweise erheblich gro¨ßere Rechenaufwand aus.
Suche Zur Suche eines bezu¨glich der Bewertungsfunktion mo¨glichst guten Eingangsgro¨ßensat-
zes sind in der Literatur verschiedene Ansa¨tze vorgeschlagen worden. Die sogenannte vollsta¨ndi-
ge Suche findet garantiert das globale Optimum, ist aber aufgrund der exponentiell mit der
Anzahl der Eingangsgro¨ßen anwachsenden Gro¨ße des Suchraums in der Praxis nur begrenzt
anwendbar. Meist werden daher sogenannte Greedy-Algorithmen oder Genetische-Algorithmen
verwendet [IV94, DM98]. Bekannte Greedy-Algorithmen sind die sogenannte Ru¨ckwa¨rts- und
Vorwa¨rtsselektion, bei denen ausgehend vom Satz, der keine bzw. alle Eingangsgro¨ßen entha¨lt,
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iterativ immer diejenige Eingangsgro¨ße hinzugefu¨gt bzw. entfernt wird, deren Hinzufu¨gung bzw.
Entfernung den positivsten Effekt8 auf den Wert der Bewertungsfunktion hat.
In [IV94, DM98] werden vollsta¨ndige, greedy und genetische Suche fu¨r einen Wrapperansatz
mit einem IBL-Algorithmus bzw. mit einem Entscheidungsbaum experimentell miteinander
verglichen. Oft liefert dabei eine greedy Suche in wesentlich ku¨rzerer Zeit als eine vollsta¨ndige
Suche bereits ausreichend gute Lo¨sungen, die sich in der Bewertung kaum von der optimalen
Lo¨sung unterscheiden. Bei sehr komplexen Problemen zeigt sich jedoch, daß eine genetische
Suche, um den Preis eines ho¨heren Rechenaufwands, die robustere Suchstrategie sein kann.
2.7 Clusterverfahren
Clusterverfahren [And73, Eve93, HKK97, JMF00] partitionieren eine gegebene Menge von Ob-
jekten anhand eines geeignet definierten A¨hnlichkeitskriteriums in Gruppen, die als Cluster
bezeichnet werden. Ziel dabei ist es, die A¨hnlichkeit der Objekte innerhalb einer Gruppe zu
maximieren und dabei gleichzeitig die A¨hnlichkeit zwischen zwei verschiedenen Gruppen zu mi-
nimieren. Harte Clusterverfahren ordnen dabei jedes Objekt exklusiv einem bestimmten Cluster
zu, wa¨hrend Fuzzy-Clusterverfahren die graduelle Zugeho¨rigkeit eines Objektes zu mehreren
Clustern erlauben. Die zu clusternden Objekte ko¨nnen u¨blicherweise als Datenpunkte, die aus
einem m-dimensionalen Datenvektor x bestehen, beschrieben werden. Die Menge der zu clu-
sternden Datenpunkte stellt die zu bearbeitende Stichprobe dar.
fuzzy
partitionierend hierarchisch
hart
Clusterverfahren
divisivagglomerativ
Abbildung 2.5: Verwendete Taxonomie.
Clusterverfahren arbeiten meist unu¨berwacht in dem Sinne, daß eine eventuell vorhandene Aus-
gangsgro¨ße nicht gesondert beru¨cksichtigt wird. Einige Autoren [Aha95b] definieren Cluster-
verfahren sogar als unu¨berwacht arbeitend und ordnen andere Ansa¨tze den maschinellen Lern-
verfahren zu. Von dieser strengen Sichtweise wird hier jedoch abgesehen und die beiden im
Rahmen dieser Arbeit entwickelten Verfahren als Clusterverfahren bezeichnet.
Clusterverfahren lassen sich einteilen in partitionierende und hierarchische Verfahren. Letztere
liefern, basierend auf Operationen zum Vereinigen oder zum Teilen von Clustern, eine ganze
Serie von Partitionierungen fu¨r verschiedene Clusteranzahlen, wa¨hrend erstere nur eine einzige
Partitionierung produzieren. Abbildung 2.5 zeigt die hier verwendete Taxonomie. Bevor nun
die partitionierenden und hierarchischen Verfahren na¨her beschrieben werden, soll zuna¨chst ein
Eindruck u¨ber mo¨gliche Ansa¨tze zur Bewertung der A¨hnlichkeit zweier Datenpunkte vermittelt
werden.
8Dies kann entweder die gro¨ßtmo¨gliche Verbesserung der Bewertung sein, oder aber auch, wenn sich in jedem
Fall eine Verschlechterung ergibt, die kleinstmo¨gliche Verschlechterung.
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A¨hnlichkeitsmaße Als naheliegendes A¨hnlichkeitsmaß kann eine Abstandsfunktion9 wie bei-
spielsweise der Euklidische Abstand zweier Datenpunkte verwendet werden. Verschiedene Ab-
standsfunktionen wie die Minkowski-Norm und der allgemeine quadratische Abstand werden
in Kapitel 2.8 detailliert beschrieben.
Weitere Ansa¨tze werten beispielsweise fu¨r die betrachteten Datenpunkte den Kontext der um-
liegenden Datenpunkte der zu clusternden Stichprobe aus. Dabei wird eine Abstandsfunktion
zur Ermittlung dieses Kontextes beno¨tigt. Beim Jarvis&Patrick-Clusterverfahren [JP73] wird
ausgewertet, wieviele na¨chste Nachbarn zwei Datenpunkte gemeinsam haben. A¨hnlich wird bei
der sogenannten Mutual-Neighbor-Distance (MND)
d(xa,xb) = NN(xa,xb) + NN(xb,xa) (2.17)
vorgegangen. Dabei besagen die Funktionen NN(xa,xb) und NN(xb,xa) der wievielte Nachbar
der Datenvektor xa bzw. xb bezogen auf den Datenvektor xb bzw. xa ist. Man beachte, daß die
MND keine Metrik ist, da die Dreiecksungleichung nicht erfu¨llt zu sein braucht.
2.7.1 Partitionierende Verfahren
Partitionierende Verfahren optimieren – u¨blicherweise lokal – die Partitionierung bezu¨glich
einer Gu¨tefunktion. Ein sehr bekanntes und oft eingesetztes einfaches Verfahren ist der k-
Means-Algorithmus [McQ67]. Dieser Algorithmus ordnet jeden Datenpunkt exklusiv einem von
k generierten Clustern zu. Dabei ist k ein vom Anwender vorzugebender Parameter. Die Er-
mittlung der Partitionierung erfolgt mittels einer Art iterativer Optimierung. Zuna¨chst werden
die k Cluster geeignet initialisiert. Dann wird abwechselnd bis zum Erreichen eines Abbruch-
kriteriums immer wieder neu die Zuordnung anhand der gegebenen Clusterparameter ermittelt
und anschließend die Clusterparameter aufgrund der neuen Zuordnung aktualisiert. Die Ab-
folge dieser beiden Schritte wird auch als Lernepoche bezeichnet. Als Abbruchkriterium kann
beispielsweise eine maximale Epochenanzahl oder aber ein Schwellwert fu¨r die Vera¨nderung
der Clusterparameter zwischen zwei aufeinanderfolgenden Lernepochen verwendet werden. Die
Zuordnung der Datenpunkte zu den Clustern kann kompakt in einer sogenannten Partitions-
matrix U dargestellt werden. Ein Element ui,t dieser Matrix entha¨lt die Information u¨ber die
Zugeho¨rigkeit des i-ten Datenpunktes zum t-ten Cluster. Die Partitionsmatrix hat dementspre-
chend genausoviele Zeilen wie Datenpunkte in der zu clusternden Stichprobe vorhanden sind
und k Spalten. Da der k-Means-Algorithmus eine exklusive Zuordnung vornimmt, ko¨nnen die
Elemente der Partitionsmatrix nur die Werte 0 und 1 annehmen. Jedes Cluster wird durch
ein sogenanntes Clusterzentrum v gekennzeichnet, dessen einzelne m Komponenten als Schwer-
punkt der Datenvektoren der zugeordneten Datenpunkte ermittelt werden zu
vt j =
N∑
i=1
ui,t xi j
N∑
i=1
ui,t
. (2.18)
Zu gegebenen Clusterzentren wird die Partitionsmatrix ermittelt, indem jeder Datenpunkt dem
na¨chstliegenden Cluster zugeordnet wird. In Tabelle 2.1 wird der Ablauf, prototypisch fu¨r par-
titionierende Clusterverfahren, zusammengefaßt.
9Genaugenommen handelt es sich hierbei um ein Una¨hnlichkeitsmaß, das passend invertiert werden muß,
um als A¨hnlichkeitsmaß eingesetzt zu werden.
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Tabelle 2.1: Prototypischer Ablauf partitionierender Clusterverfahren.
1. Initialisiere zufa¨llig die Parameter der k Cluster
2. Ermittle die Partitionsmatrix zu den gegebenen Clusterparametern
3. Ermittle die Clusterparameter zu gegebener Partitionsmatrix
4. Fahre mit dem 2. Schritt bis zum Erreichen eines Abbruchkriteriums fort
Man kann zeigen, daß der Ablauf des k-Means-Algorithmus zur iterativen Minimierung der
Zielfunktion
J =
K∑
t=1
N∑
i=1
ui,t d
2
i,t mit di,t = ||xi − vt|| (2.19)
fu¨hrt. Dabei bezeichnet di,t den aufgrund einer geeigneten Abstandsfunktion ermittelten Ab-
stand des Datenvektors x zum Zentrum des t-ten Clusters.
Fuzzy-Clusterverfahren Der Fuzzy-C-Means-Algorithmus (Fcm) [Bez81] und der Gustaf-
son-Kessel-Algorithmus (Gk) [GK79] erweitern den k-Means-Algorithmus fu¨r den Fall einer
Fuzzy-Partitionierung. Dazu werden die mo¨glichen Werte fu¨r die Zuordnung eines Datenpunktes
zu einem Cluster von den Werten 0 und 1 auf das Intervall [0, 1] erweitert. Im Rahmen dieser
Arbeit wird ausschließlich die sogenannte probabilistische Variante, bei der fu¨r die Summe der
Zuordnungen jedes Datenpunktes i zu den verschiedenen Clustern
K∑
t=1
ui,t = 1 (2.20)
gilt, behandelt.
Der Gk-Algorithmus verwendet zusa¨tzlich zum Clusterzentrum sogenannte Geometrieparame-
ter, die die Form und Ausdehnung der Datenvektoren der dem Cluster zugeordneten Daten-
punkte beschreiben. Dadurch ist der Gk-Algorithmus in der Lage, ellipsoide Cluster gleicher
Gro¨ße zu finden und zu repra¨sentieren, wa¨hrend der Fcm-Algorithmus auf spha¨rische Clu-
ster beschra¨nkt ist. Der Vollsta¨ndigkeit halber sei der Gath-Geva-Algorithmus (Gg) [GG89]
erwa¨hnt, der durch einen weiteren Parameter in der Lage ist, ellipsoide Cluster unterschiedli-
cher Gro¨ße zu finden und zu repra¨sentieren. In [HKK97] wird im Vergleich der Clusterverfahren
Fcm, Gk, und Gg angemerkt, daß die Verfahren mit zunehmend komplexerer Clusterrepra¨sen-
tation dazu tendieren, wa¨hrend der iterativen Optimierung in einem lokalen Optimum ha¨ngen
zu bleiben. Daher sind Gk- und Gg-Algorithmus zwar in der Lage, flexiblere Clusterformen zu
identifizieren, jedoch ist die Qualita¨t der gefundenen Partitionierung zunehmend abha¨ngig von
einer gu¨nstigen Start-Initialisierung. Der genaue Ablauf von Fcm- bzw. Gk-Algorithmus ist im
Rahmen der Beschreibung des hier entwickelten Smbc-Algorithmus in den Kapiteln 4.2.1 bzw.
4.3.1 na¨her erla¨utert. So ergibt sich der Fcm-Algorithmus aus der Anwendung von Gl. (4.3)
und (4.4) zur Ermittlung der Partitionsmatrix und aus Gl. (4.1) zur Ermittlung der Cluster-
parameter analog zum in Tabelle 2.1 angegeben Ablauf. Der Gk-Algorithmus entsteht dann,
indem Gl. (4.15) anstelle von (4.3) zur Ermittlung der Absta¨nde von Datenvektoren zu Clustern
verwendet wird.
Der Fcm-, Gk- und Gg-Algorithmus ko¨nnen auch im Rahmen der modell-basierten Clusterver-
fahren [FR98] betrachtet werden. Bei diesen Verfahren wird angenommen, daß die zu clusternde
Stichprobe anhand einer U¨berlagerung einzelner Wahrscheinlichkeitsdichtefunktionen gezogen
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wurde. Dabei entsprechen diese Wahrscheinlichkeitsdichtefunktionen den Clustern. Die oben fu¨r
den k-Means-Algorithmus beschriebene alternierende Optimierung der Clusterparameter ist im
Rahmen der modell-basierten Clusterverfahren identisch mit einem Expectation-Maximization-
Algorithmus (EM).
2.7.2 Hierarchische Verfahren
Die hierarchischen Verfahren lassen sich unterteilen in die sogenannten agglomerativen und
divisiven Verfahren. Bei den agglomerativen Verfahren werden, ausgehend von einer Partitio-
nierung, in der jeder Datenpunkt ein eigenes Cluster darstellt, schrittweise immer zwei, anhand
eines A¨hnlichkeitskriteriums ausgewa¨hlte, Cluster miteinander vereinigt, bis nur noch ein ein-
ziges Cluster vorhanden ist oder bis ein Abbruchkriterium erfu¨llt ist. Bei divisiven Verfahren
wird im Gegensatz dazu, ausgehend von einer Partitionierung, in der alle Datenpunkte in einem
einzigen Cluster zusammengefaßt sind, schrittweise immer ein Cluster geteilt, bis jedes Cluster
nur noch aus einem einzigen zugeordneten Datenpunkt besteht oder bis ein Abbruchkriterium
erfu¨llt ist. Die meisten hierarchischen Verfahren arbeiten agglomerativ, da bei divisiven Ver-
fahren zusa¨tzlich zur Auswahl eines zu teilenden Clusters auch festgelegt werden muß, wie ein
Cluster geteilt werden soll, d.h. wie die in dem zu teilenden Cluster enthaltenen Datenpunk-
te auf die beiden neuen Cluster aufgeteilt werden sollen. Im folgenden werden verschiedene
agglomerative Verfahren kurz vorgestellt. Fu¨r divisive Verfahren sei auf [SBBG02] verwiesen.
Die beiden bekanntesten agglomerativen Verfahren sind der Single-Linkage-Algorithmus [SS73]
und der Complete-Linkage-Algorithmus [Kin67]. Bei diesen Verfahren werden in jedem Schritt
die Cluster fu¨r die Vereinigung wie folgt ausgewa¨hlt. Fu¨r jede mo¨gliche Kombination zweier
Cluster Ca und Cb der aktuellen Partitionierung wird der minimale bzw. der maximale Abstand
u¨ber alle mo¨glichen Paare zweier Datenpunkte aus den beiden betrachteten Clustern zu
d(Ca, Cb) = min
w∈Ca z∈Cb
d(xw,xz) bzw. d(Ca, Cb) = max
w∈Ca z∈Cb
d(xw,xz) (2.21)
ermittelt. Dabei indiziert w ∈ Ca bzw. z ∈ Cb die Menge aller dem Cluster Ca bzw. Cb zuge-
ordneter Datenpunkte. Ausgewa¨hlt wird nun das Clusterpaar Ca und Cb, fu¨r das der Abstand
d(Ca, Cb) minimal wird. Der Single-Linkage-Algorithmus tendiert dazu, Cluster zu produzieren,
deren zugeordnete Datenpunkte im Raum langgezogene Ketten bilden [Nag68], wohingegen der
Complete-Linkage-Algorithmus sehr kompakte Cluster bevorzugt [FBY92].
Weitere Varianten sind der Average-Distance-Algorithmus [Mur83] und Ward’s-Algorithmus
[War63]. Das erstere Verfahren arbeitet a¨hnlich wie der Single-Linkage- bzw. Complete-Linkage-
Algorithmus, ermittelt jedoch den Abstand zweier Cluster als durchschnittlichen Abstand u¨ber
alle mo¨glichen Paare zweier Datenpunkte aus den beiden betrachteten Clustern zu
d(Ca, Cb) =
1
|Ca||Cb|
∑
w∈Ca
∑
z∈Cb
d(xw,xz) . (2.22)
Dabei bezeichnet |Ca| bzw. |Cb| die Anzahl der dem jeweiligen Cluster zugeordneten Daten-
punkte. Bei letzterem Verfahren wird in jedem Schritt fu¨r die Vereinigung das Clusterpaar
ausgewa¨hlt, dessen Vereinigung zu der geringsten Erho¨hung der, u¨ber alle Cluster aufsummier-
ten, quadratischen Absta¨nde der Datenpunkte zu einem, analog zum k-Means-Algorithmus
nach Gl. (2.18) berechneten, Schwerpunkt fu¨hrt. Ward’s-Algorithmus bevorzugt ebenso wie der
k-Means-Algorithmus spha¨rische Cluster.
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2.8 Abstandsfunktionen
Abstandsfunktionen werden zur Bestimmung des Abstandes zweier Datenpunkte Pa und Pb
verwendet. Im Rahmen dieser Arbeit werden die Absta¨nde von Datenpunkten zueinander prin-
zipiell im Eingangsraum ermittelt. Daher werden in den folgenden Beschreibungen die Begriffe
Eingangsvektor bzw. Eingangsgro¨ße verwendet. Fu¨r den Einsatz der dargestellten Abstands-
funktionen im Kontext unu¨berwachter Clusterverfahren sind diese Begriffe durch Datenvektor
bzw. Gro¨ße zu ersetzen. Die bekannteste Abstandsfunktion ist die Minkowski-Metrik zu
d = ρ
√√√√ m∑
j=1
dρj . (2.23)
Fu¨r kontinuierliche Eingangsgro¨ßen werden die darin vorkommenden komponentenweisen Absta¨nde
dj zu
dj = |xaj − xbj| (2.24)
berechnet. Dabei bezeichnet xaj bzw. xbj die Komponente j des Eingangsvektors xa bzw. xb.
Fu¨r bestimmte Werte des Parameters ρ entspricht die Minkowski-Metrik den in Tabelle 2.2
angegebenen bekannten Abstandsfunktionen.
Tabelle 2.2: U¨bliche Wahl des Parameters ρ bei der Minkowski-Metrik.
Komponentenweiser Abstand ρ = 1 d =
m∑
j=1
dj
Euklidischer Abstand ρ = 2 d =
√√√√ m∑
j=1
d2j
Chebychev Abstand ρ = ∞ d = mmax
j=1
|dj|
U¨blicherweise wird der Parameterwert ρ ≥ 1 gewa¨hlt. Praktisch sind jedoch auch Werte von
0 < ρ < 1 mo¨glich. In [AHK01] wird die derart gebildete Fractional-Distance-Metric eingefu¨hrt
und experimentell gezeigt, daß diese bei Verwendung zusammen mit einem knn-Algorithmus
in hochdimensionalen Eingangsra¨umen gu¨nstiger sein kann.
Eine weitere bekannte Abstandsfunktion ist der sogenannte allgemeine quadratische Abstand
zu
d = (xa − xb)T V (xa − xb) , (2.25)
bei dem V eine problemspezifisch gewa¨hlte positiv definite quadratische Matrix der Gro¨ße m
ist. Wenn V aus der Kovarianzmatrix
Q =
1
N − 1
N∑
i=1
(xi − x)T (xi − x) (2.26)
der N Eingangsvektoren xi der betrachteten Stichprobe zu
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V = m
√
detQ Q−1 (2.27)
berechnet wird, ergibt sich die sogenannte Mahalanobis-Distanz.
Komponentenweise Absta¨nde bei nominalen Eingangsgro¨ßen Die einfachste Art, den
komponentenweisen Abstand dj zweier nominaler Eingangsgro¨ßenwerte xaj und xbj festzulegen,
ist die sogenannte Overlap-Metric. Bei dieser ist der komponentenweise Abstand entweder 0 bei
Gleichheit oder 1 bei Ungleichheit der beiden betrachteten Eingangsgro¨ßenwerte.
dj =
{
0 xaj = xbj
1 sonst
(2.28)
Um mit einer feineren Abstufung die Absta¨nde nominaler Eingangsgro¨ßen – auch unter Ein-
beziehung der Ausgangsgro¨ße – ermitteln zu ko¨nnen, wird in [SW92] die sogenannte Value-
Difference-Metric (VDM) eingefu¨hrt. Die Idee dieses Ansatzes ist es, daß zwei Symbole w = xaj
und z = xbj einer nominalen Gro¨ße xj als umso na¨her zueinander gelten sollen, je mehr sich
die bedingten Auftrittswahrscheinlichkeiten P (y = s|xj = w) und P (y = s|xj = z) fu¨r die
verschiedenen Ausgangsklassen s gleichen. Die Vorschrift
dj =
Sy∑
s=1
|P (y = s|xj = w)− P (y = s|xj = z)| =
Sy∑
s=1
∣∣∣∣Nw,sNw − Nz,sNz
∣∣∣∣ (2.29)
ist eine vereinfachte Variante der VDM. Die beno¨tigten Auftrittswahrscheinlichkeiten werden
mittels der relativen Ha¨ufigkeiten bezu¨glich der Datenpunkte der Lernstichprobe gescha¨tzt. Nw
bzw. Nz ist dann die Anzahl aller Datenpunkte, fu¨r die die Eingangsgro¨ße xj das Symbol w
bzw. z aufweist und Nw,s bzw. Nz,s ist dementsprechend die Anzahl aller Datenpunkte, fu¨r
die zusa¨tzlich noch die Ausgangsgro¨ße das Symbol s aufweist. Dabei wird davon ausgegangen,
daß die Sy mo¨glichen Symbole der Ausgangsgro¨ße als von 1 an aufsteigende natu¨rliche Zahlen
kodiert sind.
Fu¨r mehrere nominale oder gemischt kontinuierliche und nominale Eingangsgro¨ßen ko¨nnen die
komponentenweisen Absta¨nde dj nach Gl. (2.28) oder (2.29) fu¨r nominale und nach Gl. (2.24)
fu¨r kontinuierliche Eingangsgro¨ßen berechnet und dann mittels Gl. (2.23) zum resultierenden
Abstand zusammengefaßt werden. Die dadurch entstehenden Abstandsfunktionen werden fu¨r
den Fall von ρ = 2 in [WM97a] auch als Heterogeneous-Euclidean-Overlap-Metric (HEOM) und
als Heterogeneous-Value-Difference-Metric (HVDM) bezeichnet10.
Fehlende Eingangsgro¨ßenwerte Bei praktischen Lernaufgaben kommt es oft vor, daß fu¨r
einige Eingangsvektoren Werte fehlen. Ursache hierfu¨r sind z.B. Meßfehler. Aus der Literatur
sind zahlreiche Ansa¨tze bekannt, nach denen Lernverfahren in solchen Fa¨llen fehlende Werte
verarbeiten ko¨nnen. Beim Regelinduktionsverfahren Rise [Dom97] beispielsweise wird ein feh-
lender Wert als zusa¨tzlicher symbolischer Wert einer Gro¨ße betrachtet. Die Repra¨sentation der
10In neueren Vero¨ffentlichungen [WM97a, WM00a] wird u¨ber den erfolgreichen Einsatz der VDM und der
daraus entwickelten Interpolated-Value-Difference-Metric (IVDM) im Bereich der datenbasierten Modellierung
berichtet. Erste Versuche mit den im Rahmen dieser Arbeit entwickelten Clusterverfahren zeigten jedoch, daß
die Verwendung der VDM oder IVDM zu fast gleichen Prognosegu¨ten fu¨hrt, wie eine sinnvoll normierte und
gewichtete Metrik nach Gl. (3.15). In Anbetracht des wesentlich ho¨heren Aufwands zur Implementierung wur-
de daher der Einsatz der VDM und IVDM verworfen und auf weitergehende systematische Untersuchungen
verzichtet.
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Regeln wird zu diesem Zwecke fu¨r jede Eingangsgro¨ße um ein zusa¨tzliches Flag, das angibt, ob
fehlende Werte abgedeckt sind oder nicht, erweitert. Man beachte, daß diese Vorgehensweise
unabha¨ngig vom Typ der Eingangsgro¨ße mo¨glich ist. Eine andere, u.a. beim Nge-Algorithmus
[Sal91] verfolgte, Vorgehensweise ist die sogenannte Ignore Strategie [Aha90], nach der ein feh-
lender Wert in einer Abstandsfunktion der Form (2.23) einfach ignoriert wird, indem der ent-
sprechende Einzelabstand dj = 0 gesetzt wird. Der Gesamtabstand wird anschließend durch
die Anzahl der bekannten Werte dividiert. Alternativ ist es auch mo¨glich, die Stichprobe vor-
zubereiten, indem fehlende Werte – beispielsweise durch ein eigens dafu¨r generiertes Modell
– geeignet gescha¨tzt werden. In [Qui89, LWTB97] findet sich ein U¨berblick u¨ber verschiede-
ne Strategien, die im Zusammenhang mit der Induktion von Entscheidungsba¨umen verwendet
wurden.
2.8.1 Normierung
Kontinuierliche Eingangsgro¨ßen Normalerweise wird angestrebt, daß alle Eingangsgro¨ßen
in gleicher Weise in den resultierenden Wert der Abstandsfunktion eingehen.11. Bei den hier
vorgestellten Abstandsfunktionen treten jedoch im Falle kontinuierlicher Eingangsgro¨ßen Pro-
bleme auf, wenn die zugeho¨rigen Wertebereiche stark unterschiedlich sind, da dann ggf. die
Werte einer einzigen oder weniger Eingangsgro¨ßen den resultierenden Abstandswert im wesent-
lichen bestimmen ko¨nnen. So z.B. wenn der Wertebereich einer Eingangsgro¨ße im Intervall [0, 1]
und der einer anderen im Intervall [0, 100] liegt. Daher sollten die einzelnen Eingangsgro¨ßen
vorher mittels Normierungsfaktoren δj derart normiert werden, daß die auftretenden Werte
der komponentenweisen Absta¨nde meistens innerhalb des Intervals [0, 1] liegen. Fu¨r Abstands-
funktionen nach Gl. (2.25) empfiehlt sich eine vorherige Transformation jeder Komponente der
Eingangsvektoren der Stichproben zu
x˜j =
xj − xmin j
δj
. (2.30)
Dabei bezeichnet xmin j den minimalen Wert der Eingangsgro¨ße xj. Bei Verwendung der Min-
kowski-Metrik treten die komponentenweisen Absta¨nde explizit auf, weshalb eine Integration
der Normierung in die Abstandsfunktion gema¨ß
d = ρ
√√√√ m∑
j=1
(
dj
δj
)ρ
(2.31)
mo¨glich ist. Fu¨r kontinuierliche Gro¨ßen ko¨nnen die Normierungsfaktoren δj sehr einfach an die,
bezu¨glich der Lernstichprobe ermittelte, Spannweite bzw. Standardabweichung der jeweiligen
Eingangsgro¨ße gekoppelt werden. Eine formale Definition dieser beiden einfachen statistischen
Kennzahlen ergibt sich aus Tabelle 2.3. Bei Normierung auf die Spannweite nach
δj = xrange j (2.32)
liegen die mo¨glichen komponentenweise Absta¨nde dj zweier Punkte der Lernstichprobe wie
gewu¨nscht im Intervall [0, 1]. Die Eingangsgro¨ßen einer Teststichprobe ko¨nnen zwar durchaus
andere Extrema aufweisen, jedoch kann in einem solchen Falle ein sich ergebender komponenten-
weiser Abstand dj > 1 auch als gerechtfertigt angesehen werden. Ein Problem bei Verwendung
11Sollten einige Eingangsgro¨ßen als wichtiger eingestuft werden als andere, wird dem, wie im Kapitel 2.8.2
beschrieben, mittels zusa¨tzlicher Gewichtsfaktoren Rechnung getragen.
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Tabelle 2.3: Einfache statistische Kennzahlen einer Gro¨ße x.
Arithmetischer Mittelwert x =
1
N
N∑
i=1
xi
Standardabweichung σ =
1
N − 1
N∑
i=1
(xi − x)2
Maximalwert xmax =
N
max
i=1
xi
Minimalwert xmin =
N
min
i=1
xi
Spannweite xrange = xmax − xmin
der Spannweite ist jedoch, daß diese durch eventuelle Ausreißer, wie sie beispielsweise durch
Meßfehler entstehen ko¨nnen, stark gesto¨rt sein kann. Bei verrauschten Daten ist es daher sinn-
voll, zur Ermittlung der Spannweite einen gewissen Prozentsatz von beispielsweise α = 5%
der kleinsten und gro¨ßten Werte zu ignorieren, um so robustere Scha¨tzwerte zu erhalten12. Bei
Normierung mittels der vierfachen Standardabweichung zu
δj = 4σj (2.33)
liegen die komponentenweisen Absta¨nde zwar nicht immer, aber doch meist innerhalb des ge-
wu¨nschten Intervals [0, 1]. Bei einer normalverteilten Gro¨ße xj liegen 95% aller Werte innerhalb
des Intervals [−2σj, +2σj], womit Absta¨nde zweier Werte bei Normierung mit 4σ meist kleiner
als 1 sein werden.
Gemischt kontinuierliche und nominale Eingangsgro¨ßen Wenn gemischt kontinuierli-
che und nominale Eingangsgro¨ßen vorhanden sind, stellt die geschickte Normierung von nach Gl.
(2.28) ermittelten Absta¨nden ein Problem dar13. Zwar liegen die mo¨glichen komponentenweisen
Absta¨nde innerhalb des Intervals [0, 1], jedoch ist der sich im arithmetischen Mittel ergebende
Wert meist wesentlich gro¨ßer, als derjenige, der sich fu¨r die normalisierten Absta¨nde kontinu-
ierlicher Eingangsgro¨ßen ergibt. Dies fu¨hrt zu einer u¨berproportionalen Gewichtung nominaler
im Vergleich zu kontinuierlichen Eingangsgro¨ßen. Im Rahmen dieser Arbeit werden zwei mo¨gli-
che Varianten zur gleichma¨ßigen Normierung kontinuierlicher und nominaler Eingangsgro¨ßen
betrachtet.
Die erste und einfachste Vorgehensweise besteht darin, fu¨r kontinuierliche Eingangsgro¨ßen
weiterhin den Normierungsfaktor nach Gl. (2.32) oder (2.33) an die Spannweite oder Stan-
dardabweichung zu koppeln und fu¨r nominale Eingangsgro¨ßen einen Normierungsfaktor von
δ = δSymb > 1 zu wa¨hlen.
12Dies entspricht der Verwendung des Abstandes des (1 − α)-Quantils zum α-Quantil der betrachteten Ein-
gangsgro¨ße.
13Fu¨r Angaben u¨ber eine gu¨nstige Normierung fu¨r nach Gl. (2.29) ermittelte Absta¨nde nominaler Eingangs-
gro¨ßen siehe [WM97a].
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Bei der zweiten Variante werden die Normierungsfaktoren fu¨r alle, d.h. fu¨r nominale sowie fu¨r
kontinuierliche Eingangsgro¨ßen nach der in [HC99] beschriebene Normierung auf den durch-
schnittlichen komponentenweisen Abstand davr ermittelt. Die Idee dieses Ansatzes besteht dar-
in, die komponentenweisen Absta¨nde jeder Eingangsgro¨ße derart zu normieren, daß sich im
arithmetischen Mittel 1 ergibt. Dazu wird anhand der Datenpunkte der jeweils betrachteten
Lernstichprobe fu¨r jede Eingangsgro¨ße der durchschnittliche komponentenweise Abstand zweier
Datenpunkte zueinander bestimmt. In Gl. (2.34) wird der durchschnittliche komponentenwei-
se Abstand der Eingangsgro¨ße xj als arithmetischer Mittelwert u¨ber den komponentenweisen
Abstand aller mo¨glichen Kombinationen zweier Eingangsvektoren gema¨ß
δj = davr =
N∑
i=1
N∑
z=i+1
dj(xi,j , xz,j)
1
2
N(N − 1)
(2.34)
ermittelt. Dabei steigt der Rechenaufwand quadratisch mit der Anzahl der Lerndatenpunkte
an. Es ist jedoch nicht notwendig, alle mo¨glichen Kombinationen auszuwerten, um einen hin-
reichend robusten Scha¨tzwert fu¨r den durchschnittlichen Abstand zu ermitteln. So ko¨nnte zur
Begrenzung des Rechenaufwandes nur eine Teilmenge der Datenpunkte betrachtet werden.
2.8.2 Gewichtsfaktoren der Eingangsgro¨ßen
Mittels sogenannter Gewichtsfaktoren ist es mo¨glich, den Einfluß besonders relevant erscheinen-
der Eingangsgro¨ßen auf den Wert der Abstandsfunktion zu erho¨hen bzw. den Einfluß irrelevant
erscheinender Eingangsgro¨ßen zu vermindern. Dabei wird hier streng unterschieden zwischen
der oben beschriebenen Normierung und der Gewichtung. Ziel der Normierung ist es, zuna¨chst
einen mo¨glichst gleichma¨ßigen Einfluß aller Eingangsgro¨ßen zu gewa¨hrleisten, um dann mittels
Gewichtsfaktoren die Relevanz oder Irrelevanz der Eingangsgro¨ßen zu beru¨cksichtigen.
In [WAM97, Aha98] sind zahlreiche Methoden zur Berechnung von Gewichtsfaktoren im Zu-
sammenhang mit dem Einsatz von IBL-Algorithmen beschrieben. Im folgenden wird die auch
in [WD95] zusammen mit dem Nge-Algorithmus verwendete Methode mittels der Transinfor-
mation [Rez94] der jeweiligen Eingangsgro¨ße zur Ausgangsgro¨ße vorgestellt.
Die Transinformation I(x, y) ist ein Maß dafu¨r, wie stark die Unsicherheit u¨ber den Wert einer
diskreten Zufallsgro¨ße y abnimmt, wenn eine andere diskrete Gro¨ße x bekannt ist. Das Maß,
mit dem die Unsicherheit gemessen wird, ist die Entropie E(y) [Sha48].
E(y) = −
Sy∑
s=1
P (y = s) log P (y = s) (2.35)
I(x, y) = I(y, x) =
Sx∑
w=1
Sy∑
s=1
P (y = s ∧ x = w) log P (y = s ∧ x = w)
P (y = s)P (x = w)
(2.36)
Dabei bezeichnen Sx und Sy die Anzahl der mo¨glichen diskreten Ereignisse (Erhebung der
Werte) der Zufallsgro¨ßen x bzw. y und P (x = w) und P (y = s) bezeichnen die Auftrittswahr-
scheinlichkeiten der Ereignisse w und s. Es gilt log 0
0
= 0. Wenn eine Eingangsgro¨ße nicht dazu
beitra¨gt, die Unsicherheit u¨ber die Ausgangsgro¨ße zu verringern, so ist die Transinformation 0.
Wenn die Kenntnis einer Eingangsgro¨ße dagegen die Ausgangsgro¨ße vollsta¨ndig erkla¨rt, so ist
die Transinformation gleich der Entropie der Ausgangsgro¨ße.
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Die Transinformation ist schnell zu berechnen und die sich ergebenden Werte sind vergleichs-
weise robust, d.h. es ergeben sich fu¨r verschiedene Stichproben a¨hnliche Zahlenwerte.
Basierend auf der Transinformation werden die Gewichtsfaktoren unter Verwendung der Lern-
stichprobe wie folgt berechnet: Fu¨r jede der m Eingangsgro¨ßen xj wird die Transinformation
I(xj, y) bezu¨glich der Ausgangsgro¨ße bestimmt. Kontinuierliche Eingangsgro¨ßen werden fu¨r
die Berechnung der Transinformation vorher, wie im folgenden Abschnitt beschrieben, durch
Vorgabe mehrerer Intervalle diskretisiert. Die erhaltenen Werte der Transinformation werden
derart normiert, daß sich im Mittel u¨ber alle Komponenten der Wert 1 ergibt.
ωj =
mI(xj, y)
m∑
w=1
I(xw, y)
(2.37)
Diskretisierung kontinuierlicher Gro¨ßen Kontinuierliche Gro¨ßen ko¨nnen durch Dikre-
tisierungsverfahren in ordinale Gro¨ßen u¨berfu¨hrt werden, indem der Wertebereich der konti-
nuierlichen Gro¨ße in mehrere Intervalle unterteilt wird. Ein kontinuierlicher Wert wird dann
durch die Nummer des Intervalls, in dem er liegt, ersetzt14. Die beiden einfachsten und am
ha¨ufigsten eingesetzten Verfahren sind die sogenannte a¨quidistante und die a¨quifrequente Dis-
kretisierung. Beide Verfahren arbeiten univariat und unu¨berwacht, d.h. ohne eine evtl. vor-
handene Ausgangsgro¨ße zu beru¨cksichtigen. Ferner wird die Vorgabe einer festen Anzahl an
Diskretisierungsintervallen NBins beno¨tigt.
• A¨quidistante Diskretisierung: Der Wertebereich einer Gro¨ße x wird – unter Verwendung
der bezu¨glich der Lernstichprobe ermittelten Spannweite – a¨quidistant in NBins Intervalle
der Breite
w =
xrange
NBins
(2.38)
eingeteilt. A¨hnlich wie bei der oben beschriebenen Normierung ist es auch hier ratsam, bei
Ermittlung der Spannweite einen geringen Prozentsatz der kleinsten und gro¨ßten Werte
zu ignorieren um auch bei evtl. in den Daten enthaltenen Ausreißern ein stabiles Ergebnis
zu erhalten. Die Grenzen der beiden a¨ußersten Intervalle werden nach links und rechts
ins Unendliche erweitert.
• A¨quifrequente Diskretisierung: Die gleichma¨ßige Aufteilung des Wertebereichs einer Gro¨ße
kann ggf. zu einer in dem Sinne ungu¨nstigen Diskretisierung fu¨hren, daß die Anzahl der
in jedem Intervall liegenden Werte stark streut. Die a¨quifrequente Diskretisierung umgeht
dieses Problem, indem die Intervallgrenzen so positioniert werden, daß in jedem Intervall
jeweils gleich viele Werte
N ′ = floor
(
N
NBins
)
(2.39)
liegen. Der Operator floor(x) liefert den ganzzahligen Anteil einer Gleitkommazahl. N ist
die Lernstichprobengro¨ße. Wie bei der a¨quidistanten Diskretisierung werden die Grenzen
der beiden a¨ußersten Intervalle nach links und rechts ins Unendliche erweitert.
14In dieser Arbeit werden diese Intervalle prinzipiell beginnend mit 1 durchnumeriert.
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In der Literatur sind zahlreiche weitere Verfahren zur Diskretisierung einer Gro¨ße bekannt.
Besonders interessant sind im hier vorliegenden Kontext jene Verfahren, die die Diskretisie-
rung einer Eingangsgro¨ße u¨berwacht, d.h. unter Beru¨cksichtigung der zugeho¨rigen Ausgangs-
gro¨ßenwerte ermitteln. Im folgenden wird ein in [FI89] erstmalig vorgestelltes auf der Entropie
basierendes Verfahren beschrieben. Fu¨r einen U¨berblick u¨ber mo¨gliche andere Verfahren siehe
[HLTM99, DKS95].
Das Verfahren in [FI89] generiert eine Diskretisierung, die die intervallweise nach Gl. (2.35)
berechnete und gemittelte Entropie der Ausgangsgro¨ße y minimiert. Eine Vorgabe der Anzahl
der Intervalle ist nicht notwendig. Der Ablauf gestaltet sich wie folgt: Die Eingangsgro¨ße wird
derart in zwei Intervalle geteilt, daß die sich bezu¨glich dieser Diskretisierung ergebende Entropie
minimal wird. Anschließend wird rekursiv auf den beiden erhaltenen Intervallen fortgefahren,
solange das Minimum Description Length Principle (MDLP) nicht verletzt wird. Dieses Prinzip
wa¨gt die aus der Unterteilung eines Intervalls resultierende Verringerung der Entropie gegen die
zunehmende Komplexita¨t der Diskretisierung ab. Das MDLP wurde urspru¨nglich im Fachgebiet
der Nachrichtentechnik in Zusammenhang mit den U¨bertragungskosten fu¨r eine Botschaft von
einem Sender zu einem Empfa¨nger vorgestellt.
Dieses Verfahren scheint zum Einsatz fu¨r eine anschließende Berechnung der Transinformati-
on besonders geeignet zu sein. In [HLTM99] wird es in einer Vergleichsstudie verschiedener
Verfahren als first method of choice bezeichnet.15
2.9 Einsatz von Clusterverfahren zur datenbasierten Mo-
dellierung
Das Ziel der datenbasierten Regelgenerierung besteht darin, anhand der gegebenen Lernstich-
probe zusammenha¨ngende Eingangsraumgebiete, in denen die Ausgangsgro¨ßenwerte mo¨glichst
homogen sind, d.h. die gleichen oder a¨hnliche Werte aufweisen, zu identifizieren. Clusterverfah-
ren ko¨nnen in diesem Kontext auf unterschiedliche Weise genutzt werden. So ist es zum einen
mo¨glich, jedes Cluster als eine eigene Regel zu betrachten. Zum anderen kann das Clusterver-
fahren als eine Art Vorverarbeitungsmechanismus eingesetzt werden, um so fu¨r ein nachgeschal-
tetes Lernverfahren den Rechenaufwand zu reduzieren oder eine gu¨nstige Start-Initialisierung
vorzugeben.
Einsatz zur direkten Regelgenerierung Im folgenden wird skizziert, wie Clusterverfah-
ren zur direkten Regelgenerierung eingesetzt werden ko¨nnen. Wenn das verwendete Cluster-
verfahren unu¨berwacht arbeitet, kann dieses entweder nur im Eingangsraum oder aber im
Ein/Ausgangsraum eingesetzt werden. Im letzteren Fall bedeutet dies, daß die Ausgangsgro¨ße
als zusa¨tzliche Eingangsgro¨ße behandelt wird. Fu¨r einen knappen U¨berblick siehe [KK97].
Jedes Cluster entspricht direkt einer Regel der Form
WENN Eingangsvektor liegt im Cluster DANN y = c . (2.40)
Fu¨r die Ermittlung des Erfu¨lltheitsgrads der Regelpra¨misse ist, je nach Art des verwendeten
Clusterverfahrens, eine geeignete Vorgehensweise zu definieren. Bei partitionierenden Verfahren
15Erste experimentelle Versuche mit den im Rahmen dieser Arbeit entwickelten Clusterverfahren verliefen
jedoch wenig erfolgversprechend, da die Prognosegu¨te nicht gesteigert werden konnte. Deshalb wurde auf weitere
systematische Untersuchungen verzichtet.
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werden die Cluster meist durch Prototypen repra¨sentiert und der Erfu¨lltheitsgrad der Pra¨mis-
se kann anhand des Abstandes des Eingangsvektors zu dem Cluster mittels einer geeigneten,
beispielsweise gaußfo¨rmigen, Kernelfunktion festgelegt werden. Siehe hierzu die Beschreibung
zur U¨berfu¨hrung der Cluster des hier entwickelten Smbc-Algorithmus in Kapitel 4.2.4. Bei
hierarchischen Verfahren hingegen existiert nicht zwangsla¨ufig eine explizite Clusterrepra¨sen-
tation, sondern nur eine exklusive Zuordnung der einzelnen Datenpunkte zu den Clustern.
Anhand dieser kann beispielsweise, wie beim hier entwickelten Pnc 2-Algorithmus in Kapi-
tel 3.2.1 beschrieben, der die Eingangsvektoren der zugeordneten Datenpunkte umschließende
Hyperquader zur Bildung der Regelpra¨misse verwendet werden.
Die Konklusion erfordert die Festlegung eines Clusterausgangsgro¨ßenwerts c. Mo¨glich ist bei-
spielsweise, analog zur Ermittlung des Clusterzentrums beim k-Means- oder Fcm-Algorithmus,
diesen als Schwerpunkt der Ausgangsgro¨ßenwerte der dem Cluster zugeordneten Datenpunk-
te zu bestimmen. Oder aber der Clusterausgangsgro¨ßenwert ist, wie beim Pnc 2-Algorithmus,
aufgrund des prinzipiellen Ablaufes des Verfahrens von Anfang an festgelegt.
Einsatz zur Vorverarbeitung Beim Einsatz von Clusterverfahren zur Vorverarbeitung fu¨r
ein nachgeschaltetes Lernverfahren sind im wesentlichen die drei im folgenden aufgefu¨hrten
Ansa¨tze zu unterscheiden.
• Kombination mit Evolutiona¨ren- oder Genetischen-Algorithmen: Das Clusterverfahren
wird eingesetzt, um einen ersten Regelsatz zu generieren, der dann mittels Evolutiona¨rer-
oder Genetischer-Algorithmen optimiert wird. Insofern dient das Clusterverfahren zur
gu¨nstigen Start-Initialisierung des nachgeschalteten Optimierverfahrens. Konkrete Bei-
spiele fu¨r diesen Ansatz sind in [BGC97, GSJ97, RSA00] zu finden.
• Kombination mit ku¨nstlichen neuronalen Netzen: Das Clusterverfahren wird, wie bei
der Kombination mit Evolutiona¨ren- oder Genetischen-Algorithmen, zur Generierung ei-
nes ersten Regelsatzes eingesetzt. Dieser wird dann in ein ku¨nstliches neuronales Netz
u¨berfu¨hrt. Dabei wird eine spezielle Netzstruktur verwendet, so daß das Netz jederzeit
a¨quivalent zu einem Regelsatz ist [NK97]. Mittels eines Lernverfahrens fu¨r ku¨nstliche
neuronale Netze wird nun der Regelsatz optimiert. Konkrete Arbeiten, die diesen Ansatz
verfolgen, sind in [Fri97, RPP99] zu finden.
• Einsatz zur Erzeugung von TSK-Modellen: Das Clusterverfahren wird eingesetzt, um die
Lernstichprobe zu partitionieren und damit geeignete Eingangsraumgebiete bzw. Regel-
pra¨missen, fu¨r deren Geltungsbereich dann ein lokales Modell aufgestellt wird, zu identi-
fizieren. Eine einfu¨hrende Beschreibung dieses Ansatzes ist in [Bab98, Bab02] zu finden.
Fu¨r ein konkretes Verfahren dieser Art siehe [HK00].
2.10 Ziele der Arbeit
Ziel dieser Arbeit ist es, Clusterverfahren zu entwickeln, die zur direkten datenbasierten Ge-
nerierung von Regeln der Form (2.40) eingesetzt werden ko¨nnen. Dafu¨r sollen unu¨berwacht
arbeitende Clusterverfahren oder Strategien erweitert oder weiter entwickelt werden, um der
von der Clusteranalyse verschiedenen Zielvorgabe, der Identifikation zusammenha¨ngender Ein-
gangsraumgebiete mit mo¨glichst homogenen Ausgangsgro¨ßenwerten, gerecht zu werden. Dabei
ist, neben einer hohen Prognosegu¨te der generierten Regelsa¨tze, den folgenden Randbedingun-
gen Rechnung zu tragen.
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Interpretierbare Regeln Um einen mo¨glichst interpretierbaren Regelsatz zu erhalten soll
jede einzelne Regel fu¨r sich einen sinnvollen Teilaspekt der zu modellierenden Systemzu-
sammenha¨nge beschreiben, d.h. lokal vernu¨nftig sein. Dafu¨r ist es notwendig, aufgrund von
lokalen Entscheidungskriterien u¨ber die Bildung eines Clusters zu entscheiden bzw. dessen
Bildung zu beeinflussen. Man beachte den Unterschied zu den in Kapitel 2.9 skizzierten
Ansa¨tzen, bei denen Clusterverfahren zusammen mit Evolutiona¨ren- oder Genetischen-
Algorithmen oder neuronalen Netzen, die den generierten Regelsatz unter Verwendung
eines globalen Kriteriums optimieren, eingesetzt werden. Eine anschließende Verwendung
derartiger Strategien ist zwar prinzipiell mo¨glich, soll hier aber nur am Rande betrachtet
werden.
Hochdimensionale Eingangsra¨ume Die entwickelten Clusterverfahren sollen auch in hoch-
dimensionalen Ra¨umen mit 40 und mehr Eingangsgro¨ßen eingesetzt werden ko¨nnen. Dafu¨r
ist zu analysieren, welche konkreten Auswirkungen die COD-Problematik auf die ent-
wickelten Clusterverfahren hat. Anschließend sind geeignete Mechanismen zur Umgehung
oder Bewa¨ltigung der COD-Problematik zu entwickeln.
Vollautomatische Standard-Vorgehensweise Viele Lernverfahren besitzen eine Reihe frei-
er, vom Anwender einzustellender Parameter, mit denen die Strategieelemente des Ver-
fahrens an die jeweilige Lernaufgabe angepaßt werden mu¨ssen bzw. ko¨nnen. Die sinnvolle
Einstellung dieser Parameter ist meist nur bei einem tiefgreifenden Versta¨ndnis der Wir-
kungsweise des jeweiligen Lernverfahrens mo¨glich. Von großem Nutzen fu¨r den Anwender
ist daher die Angabe einer Standard-Vorgehensweise, nach der die Parameter des Verfah-
rens vollautomatisch und ohne tieferes Hintergrundwissen eingestellt werden ko¨nnen.
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Kapitel 3
Der PNC2-Algorithmus
In diesem Kapitel wird das im Rahmen dieser Arbeit entwickelte Positive and Negative Example-
Based Clustering (Pnc 2) beschrieben. Das Kapitel beginnt mit der Darstellung der zugrunde-
liegenden Idee, beschreibt dann eine vereinfachte Basis-Variante des Algorithmus und pra¨sen-
tiert dessen Pseudo-Code. Darauf folgen Details und Erweiterungen und abschließend eine
Einordnung in die bestehende Literatur.
Beim Pnc 2-Algorithmus handelt es sich um den Nachfolger des in [Hae01b, Hae01a] erst-
malig vorgestellten Pnc-Algorithmus. Im wesentlich unterscheidet sich der Pnc 2 von seinem
Vorga¨nger darin, daß fu¨r nominale Eingangsgro¨ßen eine sinnvolle Verarbeitungsweise realisiert
wurde1, nun eine kontext-sensitive Eingangsgro¨ßenselektion nach Abschluß des Clustervorgangs
durchgefu¨hrt werden kann, und der Prognosemechanismus fu¨r den Fall der Klassifikation ver-
bessert wurde.
3.1 Grundidee
Der Pnc 2 ist ein u¨berwacht arbeitendes hierarchisches agglomeratives Clusterverfahren. Der-
artige Clusterverfahren betrachten zuna¨chst jeden Datenpunkt als elementares Cluster und ver-
einigen dann schrittweise jeweils zwei Cluster miteinander, bis ein Abbruchkriterium erreicht ist
oder aber alle Datenpunkte in einem einzigen Cluster vereinigt wurden. Die meisten hierarchi-
schen Verfahren wa¨hlen, wie in Kapitel 2.7.2 beschrieben, die jeweils zu vereinigenden Cluster
anhand eines im (Eingangs-)Raum ausgewerteten Abstands- oder Punktdichtekriteriums aus.
Daher beru¨cksichtigen diese Verfahren zwar die Struktur der Daten im (Eingangs-)Raum, nicht
aber, ob die zusammengefaßten Datenpunkte gleiche oder wenigstens a¨hnliche Ausgangsgro¨ßen-
werte haben. Dagegen fu¨hrt der Pnc 2-Algorithmus vor der Vereinigung einen Test durch, der
das entstehende generalisierte Cluster nach Regelgesichtspunkten bewertet.
Die Cluster werden durch im Eingangsraum definierte achsparallele Hyperquader2 und einen zu-
geordneten Ausgangsgro¨ßenwert repra¨sentiert. Die Hyperquader schließen die Eingangsvektoren
aller im Cluster vereinigten Datenpunkte ein. Ein Cluster kann direkt als eine Wenn-Dann-
Regel interpretiert werden: Der Hyperquader entspricht der Regelpra¨misse und der zugeordnete
Ausgangsgro¨ßenwert bildet die Konklusion.
1Beim Pnc-Algorithmus wurden nominale Eingangsgro¨ßen ohne weitere Maßnahmen als kontinuierliche
Gro¨ßen behandelt. Unter anderem die deutlich schlechteren Prognosegu¨ten, die der Pnc-Algorithmus beim
Benchmark Dna erzielte, sind darauf zuru¨ckzufu¨hren.
2Der Begriff Hyperquader paßt eigentlich nur bei kontinuierlichen Eingangsgro¨ßen. Daru¨ber wird an dieser
Stelle jedoch hinweggesehen und auf die Darstellung der Repra¨sentation fu¨r nominale Eingangsgro¨ßen in Kapitel
3.3.1 verwiesen.
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Der agglomerative Clustervorgang gestaltet sich wie folgt: Zuna¨chst wird jeder Datenpunk-
te einzeln fu¨r sich als elementares Cluster betrachtet. Dabei werden die Ausgangsgro¨ßenwerte
dieser elementaren Clusters vom jeweiligen Datenpunkt u¨bernommen. Fu¨r eine Vereinigung
kommen nur Cluster mit demselben Ausgangsgro¨ßenwert in Betracht. Daher werden die Clu-
ster in Gruppen gleicher Ausgangsgro¨ßenwerte, innerhalb derer dann versucht wird mo¨glichst
viele Cluster miteinander zu vereinigen, eingeteilt. Dafu¨r werden immer die beiden einander am
na¨chsten liegenden und bisher noch nicht betrachteten Cluster herausgegriffen und mittels des
sogenannten Vereinigungstests wird u¨berpru¨ft, ob sie miteinander vereinigt werden du¨rfen. Die-
ser Test pru¨ft, ob das durch die Vereinigung entstehende generalisierte Cluster eine zutreffende
Regel darstellt, die eine bestimmte minimale Trefferquote – ermittelt auf der Lernstichprobe –
aufweist. Der Clustervorgang innerhalb einer Gruppe ist beendet, sobald keine nicht getesteten
Clusterpaare mehr existieren.
Zur Prognose des Ausgangsgro¨ßenwertes zu gegebener Eingangsraumposition werden die Aus-
gangsgro¨ßenwerte der im Eingangsraum na¨chstliegenden Cluster verwendet.
3.2 Basisalgorithmus
Im folgenden wird der vereinfachte aber in niederdimensionalen Eingangsra¨umen bereits voll
funktionsfa¨hige Basisalgorithmus beschrieben. Mehrere Einschra¨nkungen sind vorgenommen
worden, um den Pnc 2 kompakt und versta¨ndlich in seinen wesentlichen Grundzu¨gen dar-
zustellen. So wird zuna¨chst ausschließlich der Fall kontinuierlicher Eingangsgro¨ßen betrachtet
und der Aspekt der Normierung und Gewichtung vernachla¨ssigt. Die Darstellung beschra¨nkt
sich ferner auf den Fall der Klassifikation mit einem vereinfachten Prognosemechanismus. Die
Vorgehensweise fu¨r Regressionsaufgaben, spezielle Mechanismen zur Bewa¨ltigung der COD-
Problematik sowie Details und Erweiterungen sind in Kapitel 3.3 ausfu¨hrlich beschrieben.
3.2.1 Repra¨sentation
Cluster Ein Datenpunkt sei, wie in Kapitel 2.1 definiert, durch einen m-dimensionalen Ein-
gangsvektor x und durch eine zugeordnete Ausgangsklasse y gegeben. Ein Cluster wird durch
eine zugeordnete Ausgangsklasse c und durch einen im Eingangsraum definierten Hyperquader
H repra¨sentiert. Der Hyperquader wird durch seine linke untere und rechte obere Ecke l bzw.
r im m-dimensionalen Eingangsraum beschrieben. Ein Datenpunkt kann in ein elementares
Cluster u¨berfu¨hrt werden, indem die Ausgangsklasse des Datenpunktes u¨bernommen und die
Eingangsraumposition des Datenpunktes als linke und rechte Ecke des Hyperquaders verwendet
werden. Ein derart gebildeter Hyperquader wird im folgenden auch als trivialer Hyperquader
bezeichnet.
l = x r = x c = y (3.1)
Abstandsmaß Der Abstand zweier Cluster Ca und Cb ist der Abstand der beiden Hyper-
quader Ha und Hb, der als Summe der komponentenweisen Absta¨nde, gemessen von den Au-
ßenkanten der Hyperquader aus, gebildet wird. Dies entspricht einer Minkowski-Norm nach Gl.
(2.23) mit Wahl des Metrikparameters zu ρ = 1. Bezu¨glich einer einzelnen Eingangsgro¨ße j
stellt der Hyperquader ein Intervall dar, welches durch die linke und rechte Grenze lj und rj
bestimmt ist. Der komponentenweise Abstand zweier Hyperquader dj bezu¨glich der Eingangs-
gro¨ße j ist genau dann 0, wenn sich die beiden Intervalle u¨berlappen. Dementsprechend ist der
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gesamte Abstand zweier Hyperquader d genau dann 0, wenn sich die beiden Hyperquader in
jeder Eingangsgro¨ße u¨berlappen.
dj =

laj − rbj laj > rbj
lbj − raj raj < lbj
0 sonst
(3.2)
Da der Eingangsvektor eines Datenpunktes in einen trivialen Hyperquader u¨berfu¨hrt werden
kann, wird Gl. (3.2) auch verwendet, um den Abstand eines Datenpunktes zu einem Cluster
zu ermitteln. Man beachte, daß die Ausgangsgro¨ßenwerte des Datenpunktes und des Clusters
irrelevant sind, da die Absta¨nde ausschließlich im Eingangsraum berechnet werden. Ein Abstand
von d = 0 bedeutet dann, daß der Datenpunkt innerhalb des Hyperquaders und damit innerhalb
des Clusters liegt: Der Datenpunkt wird von dem Hyperquader und damit von dem Cluster
abgedeckt.
x1
x2
Ha
Hb
d2
d1
Ht
ra2
ra1la1
la2
Abbildung 3.1: Repra¨sentation und Absta¨nde der Hyperquader im zweidimensionalen Eingangs-
raum.
U¨berfu¨hrung in Regeln Ein Cluster C = (H, c) ist a¨quivalent zu einer Wenn-Dann-Regel
nach Gl. (3.3) und kann direkt in eine solche u¨berfu¨hrt werden, indem der vom Hyperquader
H abgedeckte Eingangsraumbereich als Regelpra¨misse und die zugeordnete Ausgangsklasse c
als Konklusion verwendet werden.
WENN x ∈ H DANN y = c (3.3)
Ein Eingangsvektor x liegt innerhalb des Hyperquaders, wenn der Abstand d(x, H) = 0 wird.
Dementsprechend wird der Erfu¨lltheitsgrad der Pra¨misse mittels der ZGF
µ(x ∈ H) =
{
1 d(x, H) = 0
0 sonst
(3.4)
ermittelt. Durch Projektion der Zugeho¨rigkeitsfunktion auf die einzelnen Eingangsgro¨ßen ist es
mo¨glich, die Regel auf die u¨blichere Form
WENN x1 = µ1 UND x2 = µ2 UND . . . UND xm = µm DANN y = c (3.5)
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mit
µj =
{
1 dj = 0
0 sonst
(3.6)
zu bringen.
Die hier beschriebenen Regeln verwenden ausschließlich rechteckfo¨rmige Zugeho¨rigkeitsfunk-
tionen, d.h. eine Eingangsraumposition ist entweder vollsta¨ndig inner- oder aber vollsta¨ndig
außerhalb eines Hyperquaders. In Kapitel 3.3.5 wird erla¨utert, wie die Cluster alternativ auch
in Fuzzy-Regeln u¨berfu¨hrt werden ko¨nnen.
Vereinigung Zwei Cluster mit derselben Ausgangsklasse werden miteinander zu einem ge-
neralisierten Cluster vereinigt, indem die Ausgangsklasse u¨bernommen und ein generalisierter
Hyperquader Hg aus den beiden Hyperquadern Ha und Hb der zu vereinigenden Cluster wie
folgt gebildet wird: Der Hyperquader eines Clusters soll die Eingangsvektoren aller im Cluster
vereinigten Datenpunkte erfassen. Dementsprechend werden die neuen linken und rechten Gren-
zen komponentenweise als Minimum bzw. Maximum der beiden linken und rechten Grenzen der
zu generalisierenden Hyperquader gebildet. Dies ist im Rahmen der gewa¨hlten Repra¨sentation
die speziellst mo¨gliche Generalisierung.
lg = min(la, lb) rg = max(ra, rb) cg = ca = cb (3.7)
Fu¨r jedes Cluster sei die Anzahl der abgedeckten positiven und negativen Beispiele wie folgt
definiert. Es handelt sich dabei um eine, aufgrund der rechteckfo¨rmigen ZGF, vereinfachte
Betrachtungsweise analog zur Darstellung der Bewertung von Fuzzy-Regeln in Kapitel 2.2.
• Alle Datenpunkte, die innerhalb des Hyperquaders eines Clusters liegen und die denselben
Ausgangsgro¨ßenwert wie das Cluster haben, d.h. alle Datenpunkte, fu¨r die sowohl die
Regelpra¨misse als auch die Konklusion der a¨quivalenten Regel gilt, werden als positive
Beispiele p eines Clusters betrachtet. Als rechentechnisch einfacher zu aktualisierende,
aber ggf. etwas zu pessimistische Scha¨tzung dieser Gro¨ße, wird die Anzahl der im Cluster
jeweils vereinigten Datenpunkte verwendet. Diese Kenngro¨ße wird im folgenden auch als
Clustermasse bezeichnet.
• Alle Datenpunkte, die innerhalb des Hyperquaders eines Clusters liegen und einen ande-
ren Ausgangsgro¨ßenwert als das Cluster haben, d.h. alle Datenpunkte fu¨r die zwar die
Regelpra¨misse, nicht aber die Konklusion der a¨quivalenten Regel gilt, werden als negative
Beispiele n eines Clusters betrachtet.
3.2.2 Suche
Genereller Ablauf Zur Initialisierung werden zuna¨chst alle Datenpunkte in elementare Clu-
ster u¨berfu¨hrt. Nur Cluster mit demselben Ausgangsgro¨ßenwert kommen fu¨r eine potentielle
Vereinigung in Betracht. Daher werden die Cluster anhand der Ausgangsgro¨ßenwerte in Grup-
pen eingeteilt. In jeder Gruppe wird nun versucht, schrittweise mo¨glichst viele Cluster mitein-
ander zu vereinigen.
Ein einzelner Clusterschritt gestaltet sich wie folgt: Die beiden einander na¨chstliegenden und
bisher noch nicht betrachteten Cluster werden ausgewa¨hlt, generalisiert und mittels des soge-
nannten Vereinigungstests wird gepru¨ft, ob das dann entstehende generalisierte Cluster eine
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gu¨ltige Regel darstellt. Bei bestandenem Test werden die beiden alten Cluster durch das neue,
generalisierte Cluster ersetzt.
Die Suche ist beendet, wenn in jeder Gruppe alle mo¨glichen Paare der verbliebenen Cluster
negativ getestet worden sind. Um die Clusteranzahl weiter zu reduzieren, werden alle Cluster
eliminiert, deren Masse einen Schwellwert pmin nicht u¨berschreitet. Dabei ist pmin ein vorzu-
gebender Parameter, der im folgenden auch als minimale Clustermasse bezeichnet wird. Die
Anzahl der Cluster vor bzw. nach der Reduktion wird als K bzw. KRed bezeichnet.
Der doppelte Vereinigungstest Das generalisierte Cluster soll eine mo¨glichst gute Re-
gel darstellen. Als Kriterium fu¨r die Gu¨te einer Regel wird die Trefferquote verwendet, deren
Scha¨tzwert als das Verha¨ltnis der positiven zu der Gesamtzahl der von der Regel abgedeckten
Beispiele zu
% =
p
p + n
(Gewo¨hnliche Trefferquote) (3.8)
bzw.
% =
1 + p
Sy + p + n
(Laplace korrigierte Trefferquote) (3.9)
ermittelt wird. Es handelt sich dabei um, aufgrund der rechteckfo¨rmigen ZGF nach Gl. (3.6),
vereinfachte Versionen der Gl. (2.12) und (2.13).
Die maximale Anzahl der negativen Beispiele nmax, die das generalisierte Cluster aufweisen
darf, wird aus den Anzahlen der positiven und negativen Beispiele der beiden zu testenden
Cluster a und b berechnet zu
nmax = min( paη + nb, pbη + na ) 0 ≤ η ≤ 1 . (3.10)
Der Parameter η steuert, wieviele negative Beispiele relativ zur Anzahl der positiven Beispiele
der Cluster a und b vorhanden sein du¨rfen. Fu¨r η = 0 ist kein einziges (zusa¨tzliches) negatives
Beispiel zula¨ssig. Eine Wahl von η > 0 erscheint bei verrauschten oder in sich widerspru¨chlichen
Lerndaten sinnvoll.
Die der Gl. (3.10) zugrundeliegenden U¨berlegungen sollen im folgenden erla¨utert werden: Man
betrachte die beiden Hyperquader der Cluster a und b und den daraus entstandenen gene-
ralisierten Hyperquader des Clusters g, die jeweils die Eingangsraumgebiete Ha, Hb und Hg
abdecken. Dem generalisierten Cluster a¨quivalent ist analog zu Gl. (3.3) die Regel
WENN x ∈ Hg DANN y = cg. (3.11)
Getestet und bewertet wird jetzt allerdings nicht diese, sondern die beiden folgenden Regeln
WENN x ∈ Hg UND x /∈ Ha DANN y = cg (3.12)
und
WENN x ∈ Hg UND x /∈ Hb DANN y = cg . (3.13)
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Der Parameter η bedingt einen Schwellwert fu¨r die minimale Trefferquote %min, den beide Regeln
u¨berschreiten mu¨ssen, damit der Vereinigungstest bestanden wird.
%min =
1
1 + η
(3.14)
Diese Vorgehensweise verhindert ein unerwu¨nschtes Ausufern von Hyperquadern mit gro¨ßerer
Masse bei Generalisierung mit Hyperquadern kleinerer Masse. Zur Illustration sei das in Ab-
bildung 3.2 skizzierte Szenario betrachtet, bei welchem zwar die dem generalisierten Cluster
a¨quivalente Regel durchaus eine minimale Trefferquote u¨berschreitet, jedoch eine Vereinigung
dennoch unerwu¨nscht ist. Dargestellt sind die zwei Hyperquader Ha und Hb der beiden Cluster
a und b. Die Massen der Cluster unterscheiden sich stark. Im Eingangsraum liegen zwischen den
Hyperquadern der beiden Cluster einige Datenpunkte mit anderer Ausgangsklasse, die sa¨mtlich
negative Beispiele des generalisierten Clusters sind. Wenn nun der Parameters η zu 1 gewa¨hlt
wird, bedingt dies eine minimale Trefferquote von %min = 50%. Das generalisierte Cluster wa¨re
demnach eine gu¨ltige Regel, eine Vereinigung ist in diesem Falle jedoch unerwu¨nscht, da – von
dem Cluster mit der gro¨ßeren Masse aus betrachtet – fu¨r den von der generalisierten Pra¨misse
zusa¨tzlich abgedeckten Eingangsraumbereich eine Aussage getroffen wird, die augenscheinlich
unzutreffend ist.
x1
x2
Ha
Hb
x1
x2
Hg
Abbildung 3.2: Illustration der Wirkungsweise des doppelten Vereinigungstests. Rechts ist grau
der – vom Hyperquader Ha aus betrachtet – zusa¨tzlich abgedeckte Eingangsraumbereich skiz-
ziert.
3.2.3 Prognosemechanismus
Zur Prognose des Ausgangsgro¨ßenwertes zu gegebener Eingangsraumposition wird der Aus-
gangsgro¨ßenwert des im Eingangsraum na¨chstliegenden Hyperquaders verwendet. Wenn die
Eingangsraumposition innerhalb eines Hyperquaders liegt, so ist ihr Abstand zu diesem d = 0
und dementsprechend verha¨lt sich dieser Mechanismus wie ein regelbasiertes System. Falls
keine einzige Regel erfu¨llt sein sollte, d.h. wenn die Eingangsraumposition außerhalb aller Hy-
perquaders liegt, so verha¨lt sich der Mechanismus wie ein Nearest-Neighbor-Ansatz mit dem
Unterschied, daß die Absta¨nde nicht zwischen Eingangsraumpositionen und Lerndatenpunk-
ten, sondern zwischen Eingangsraumpositionen und Clustern ermittelt werden. Die Cluster
ko¨nnen insofern als generalisierte Datenpunkte betrachtet werden.
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Der Vollsta¨ndigkeit halber sei angemerkt, daß der hier beschriebene Prognosemechanismus auch
mit einem – wie in Kapitel 3.3.5 beschrieben – aus den Clustern erzeugten Fuzzy-Regelsatz
realisiert werden kann, wenn zur Defuzzifizierung die Maximummethode, als Und-Operator
das Produkt und als Oder-Operator die gewo¨hnliche Summe verwendet werden.
3.2.4 Pseudo-Code
In Abbildung 3.3 ist der Ablauf und in Algorithmus 1 der Pseudo-Code des Pnc 2-Basisalgo-
rithmus angegeben. Dabei wird davon ausgegangen, daß die mo¨glichen Symbole der Ausgangs-
gro¨ße als von 1 an durchnumerierte natu¨rliche Zahlen kodiert sind. Der Operator ”.” bezeichnet
dabei das Zugreifen auf eine Variable aus einem Variablenverbund. So wird beispielsweise bei
einem durch das Tuple (l, r, c, p, n) repra¨sentierten Cluster a das Element c durch den Ausdruck
a.c adressiert.
Elementare Cluster
Lerndatenpunkte
Finde einander nächstliegendes bisher
ungetestetes Paar gleicher Ausgangsklasse
Generalisiere
Ok?
Ersetze Cluster
Ok? Abbruch
Teste
Abbildung 3.3: Prinzipieller Ablauf des Pnc 2-Basisalgorithmus.
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Algorithm 1: Pnc 2(P)
comment: Learn clusters C from given data tuples P. The global pmin is the minimum
cluster mass and global η is the maximal percentage of negative examples relative to
the cluster’s mass.
global pmin, η
procedure Create(x, y)
comment: create new elementary cluster a from given data tuple P = (x, y)
a.l = x
a.r = x
a.c = y
a.p = 1
a.n = 0
return (a)
procedure Generalize(a, b)
comment: create new cluster g as generalization of the two given clusters a and b
g.l = min(a.l, b.l)
g.r = max(a.r, b.r) comment: component wise minima and maxima
g.p = a.p + b.p
g.c = a.c
return (g)
procedure Distance(a, b)
comment: calculate distance d of clusters a and b to each other
d = 0
for each input j
do

if a.lj > b.rj
then d = d + a.lj − b.rj
else if a.rj < b.lj
then d = d + a.lj − b.rj
return (d)
procedure IsCovered(x, a)
comment: determine if data tuple’s input vector x is covered by cluster a
b = Create(x, 0) comment: output class is arbitrary
return (Distance(a, b) == 0)
procedure CountNegativeExamples(a,P)
comment: count number n of negative examples covered by cluster a
n = 0
for each data tuple Pi = (xi, yi)
do
{
if yi 6= a.c and IsCovered(xi, a)
then n = n + 1
return (n)
procedure MergeTest(n, a, b)
comment: decide upon the number of positive and negative examples if cluster is a
valid rule
nmax = min(a.p η + b.n, b.p η + a.n)
return (n < nmax)
procedure Predict(x, C)
comment: predict output class ŷ given the input vector x
find cluster b closest to the input vector x
ŷ = b.c
return (ŷ)
36
Algorithm 1: Pnc 2(P)
main
for each data tuple Pi = (xi, yi)
do Ci = Create(xi, yi) comment: create elementary clusters
for each output class s
do

take the pair of clusters a and b with output class s which
are closest to each other and have not been taken before
continue loop if no pair is found
g = Generalize(a, b)
g.n = CountNegativeExamples(g,P)
if MergeTest(g.n, a, b)
then replace the clusters a and b by g
for each cluster Ct
do
{
if Ct.p ≤ pmin comment: if cluster mass is below threshold
then delete cluster t
return (C)
3.3 Details und Erweiterungen
3.3.1 Abstandsfunktion und nominale Eingangsgro¨ßen
Der beschriebene Basisalgorithmus ist nur fu¨r kontinuierliche Eingangsgro¨ßen einsetzbar. Fu¨r
den Fall, daß einige oder alle Eingangsgro¨ßen nominal sein sollten, sind A¨nderungen an der
Repra¨sentation vorzunehmen. Fu¨r die Hyperquader der Cluster wird bei nominalen Eingangs-
gro¨ßen statt einer linken und rechten Grenze ein Bitstring verwendet, der angibt, welche Symbo-
le als vom Hyperquader bezu¨glich der jeweiligen Eingangsgro¨ße abgedeckt gelten. Der Bitstring
hat genauso viele Stellen, wie die nominale Eingangsgro¨ße unterschiedliche Symbole annehmen
kann. Jede Stelle korrespondiert mit einem der mo¨glichen Symbole und kann entweder den
Wert 0 oder den Wert 1 haben, wobei letzteres bedeutet, daß das entsprechende Symbol vom
Bitstring abgedeckt wird. Es wird davon ausgegangen, daß nominale Eingangsgro¨ßen als von
1 an ansteigende natu¨rliche Zahlen kodiert sind. Beispielsweise entsprechen die drei mo¨glichen
Symbole a, b und c einer nominalen Eingangsgro¨ße den Werten 1, 2 und 3. Bei Generalisierung
zweier Hyperquader wird fu¨r eine nominale Eingangsgro¨ße der Bitstring mit einer Art Oder-
Operator derart generalisiert, daß ein Symbol als abgedeckt gilt, wenn es von einem der beiden
zu generalisierenden Bitstrings abgedeckt ist.
Zur Ermittlung der Absta¨nde zwischen Datenpunkten und Hyperquadern wird analog zu Gl.
(2.31) eine normierte und gewichtete heterogene Minkowski-Overlap-Metric zu
d = ρ
√√√√ m∑
j=1
ωj
∣∣∣∣∣djδj
∣∣∣∣∣
ρ
(3.15)
verwendet. Dabei ergeben sich die komponentenweisen Absta¨nde dj fu¨r kontinuierliche Gro¨ßen
nach Formel (3.2) und fu¨r nominale Gro¨ßen zu
dj =
{
1 Symbol xj ist im Bitstring bj aktiviert
0 sonst
. (3.16)
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Abbildung 3.4: Zwei Beispiele zur Illustration der symbolischen Repra¨sentation und Generalisie-
rung. Die ersten 3 Eingangsgro¨ßen sind nominal und ko¨nnen die Symbole a, b und c annehmen,
die letzten 3 Eingangsgro¨ßen sind kontinuierlich.
3.3.2 COD-Problematik
Wie in Kapitel 2.5 beschrieben, kann sich die COD-Problematik in unterschiedlicher Art und
Weise auf einen Algorithmus auswirken. Dieser Abschnitt erla¨utert, welcher ungu¨nstige Effekt
beim Pnc 2-Algorithmus mit zunehmender Anzahl an Eingangsgro¨ßen auftreten und wie dem
entgegengewirkt werden kann.
Zuna¨chst sei das negative Gebiet definiert als dasjenige Gebiet des Eingangsraumes, welches
von der Pra¨misse einer Regel abgedeckt wird, und in dem die zugrundeliegende wahre Funktion
ftf (x) einen anderen Ausgangsgro¨ßenwert annimmt, als die Konklusion der Regel empfiehlt.
Sinnvollerweise sollte eine Regel kein negatives Gebiet abdecken. Da ftf (x) jedoch i. allg. nicht
bekannt ist, kann obige Forderung nicht exakt erfu¨llt werden. Stattdessen wird im Vereini-
gungstest die Anzahl der negativen Beispiele einer Regel betrachtet und davon ausgegangen,
daß, wenn eine Regel ein negatives Gebiet abdeckt, diese Regel auch negative Beispiele aufwei-
sen wird. Genau diese Annahme kann aber ein entscheidendes Problem darstellen, wie folgendes
Szenario illustriert:
x1
x2
a
x2
x1
b
Abbildung 3.5: Illustration zur COD-Problematik.
Es werde das in Abbildung 3.5 skizzierte Problem mit zwei Ausgangsklassen in einem zwei-
dimensionalen Eingangsraum betrachtet. Der wahre zugrunde liegende Zusammenhang ist, wie
durch die Quader skizziert, gegeben. Zweimal werden zufa¨llig Lernstichproben mit etwa 50
(links) bzw. etwa 15 (rechts) Datenpunkten generiert. Fu¨r beide Lernstichproben soll nun ver-
sucht werden, mit dem Pnc 2-Algorithmus ein Modell zu lernen. Da ytf (x) bekannt ist, ko¨nnen
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die gelernten Cluster danach beurteilt werden, wie gut sie die wahren Zusammenha¨nge wie-
dergeben. Im ersten Fall wird dies problemlos mo¨glich sein, bei der kleineren Lernstichprobe
wird jedoch das Problem deutlich: Die beiden gekennzeichneten Eingangsvektoren der Daten-
punkte a und b liegen einander na¨her als die Eingangsvektoren anderer Datenpunkte derselben
Ausgangsklasse. Daher wird der Versuch unternommen, sie zu generalisieren. Da innerhalb des
generalisierten Hyperquaders kein weiterer Datenpunkt liegt, besteht das generalisierte Cluster
den Test und deckt damit ein negatives Gebiet ab.
Der Vereinigungstest liefert die gewu¨nschten Ergebnisse nur dann, wenn innerhalb des negati-
ven Gebietes, das eine zu testende generalisierte Regel abdeckt, auch ein Lerndatenpunkt und
damit ein negatives Beispiel liegt. Es ist leicht einsichtig, daß die Wahrscheinlichkeit, das ein
abgedecktes negatives Gebiet mindestens einen Lerndatenpunkt entha¨lt, von der Anzahl der
Lerndatenpunkte und dem Volumen des zu testenden Gebiets derart abha¨ngt, daß diese Wahr-
scheinlichkeit mit zunehmender Anzahl an Lerndatenpunkten und zunehmendem Volumen des
zu testenden Gebiets gro¨ßer wird.
Die COD-Problematik wirkt sich beim Pnc 2-Algorithmus nun derart aus, daß – vorallem in
der Anfangsphase des Clustervorgangs – die Volumen der zu testenden Hyperquader mit zuneh-
mender Anzahl an Eingangsgro¨ßen zu klein werden. Folgendes Experiment verdeutlicht diesen
Effekt: Betrachtet werden 100 gleichverteilte m-dimensionale Eingangsvektoren. Die Ausgangs-
gro¨ße ist an dieser Stelle nicht relevant und wird daher auch nicht betrachtet. Es werde nun
das durchschnittliche Volumen der aus der Vereinigung von 10 zufa¨llig ausgewa¨hlten Eingangs-
vektoren gebildeten Hyperquader u¨ber die Anzahl der Eingangsgro¨ßen aufgetragen.
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Abbildung 3.6: Volumen der Hyperquader V – normiert auf Volumen des Eingangsraumes.
Wie zu sehen ist, fa¨llt das Volumen anna¨hernd exponentiell ab. Damit steigt also die Wahr-
scheinlichkeit, daß von einem generalisierten Cluster ein negatives Gebiet unerkannt abgedeckt
wird mit zunehmender Anzahl an Eingangsgro¨ßen an. Mit fortschreitendem Clustervorgang
werden zwar die Volumen der Hyperquader gro¨ßer und damit wird dieser Effekt weniger stark
auftreten. Dennoch ist nicht davon auszugehen, daß das resultierende Modell eine zufriedenstel-
lende Prognosegu¨te erzielt, wenn bereits in der Anfangsphase Cluster entstehen, deren a¨quiva-
lente Regeln negative Gebiete abdecken. Dies la¨ßt sich auch an mehreren ho¨herdimensionalen
Benchmarkbeispielen gut beobachten: Die Lerndatenpunkte werden zu sehr wenigen Clustern
vereinigt und der a¨quivalente Regelsatz erzielt nur ma¨ßige bis ausgesprochen schlechte Progno-
segu¨ten.
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Daher wird folgender Mechanismus eingefu¨hrt, um die Vorgehensweise bei der Entscheidung, ob
ein Datenpunkt innerhalb eines Hyperquaders liegt, zu modifizieren. Bisher war es ausreichend,
wenn ein Datenpunkt bezu¨glich einer einzigen Eingangsgro¨ße außerhalb lag, um als außerhalb
des Hyperquaders zu gelten. Nun wird gefordert, daß die Summe der Gewichtsfaktoren ωj
derjenigen Eingangsgro¨ßen, die außerhalb des Hyperquaders liegen, einen Schwellwert ωCOD
u¨berschreitet.
∑
ωj sgn(dj) > ωCOD (3.17)
Ansonsten gilt der betreffende Datenpunkt wa¨hrend – und nur wa¨hrend – des Vereinigungstests
als innerhalb des Hyperquaders und wird als negatives Beispiel geza¨hlt. Wenn keine Gewichts-
faktoren fu¨r die einzelnen Eingangsgro¨ßen verwendet werden sollen, werden alle Eingangsgro¨ßen
fu¨r den Vereinigungstest mit einem Gewicht von 1 versehen.
x1
x2
H
Abbildung 3.7: Extension (grau) der Hyperquader wa¨hrend des Vereinigungstests. Beide Ein-
gangsgro¨ßen haben jeweils einen Gewichtsfaktor von ω1 = ω2 = 1.
Im Abbildung 3.7 ist das von einem generalisierten Hyperquader wa¨hrend des Vereinigungstests
bei Wahl des Parameters ωCOD = 1 abgedeckte Gebiet fu¨r den Fall eines zweidimensionalen
Eingangsraumes dargestellt. Wie zu sehen ist, bewirkt der vorgeschlagene Mechanismus eine
Vergro¨ßerung der Hyperquader.
3.3.3 Auswahl der zu testenden Cluster
Alle Kombinationen von zwei Clustern mit der gleichen Ausgangsklasse kommen fu¨r eine po-
tentielle Generalisierung in Betracht. Dementsprechend werden die Cluster nach ihrer Aus-
gangsklasse in Gruppen eingeteilt, die nacheinander bearbeitet werden. Immer die beiden am
na¨chsten beieinander liegenden und noch nicht negativ getesteten Cluster werden fu¨r den Ver-
einigungstest ausgewa¨hlt.
Die Absta¨nde jedes Clusters zu jedem anderen Cluster einer Gruppe werden in einer Adjazenz-
matrix gespeichert. Adjazenzmatrizen werden beispielsweise in Autoatlanten zur Auflistung der
Entfernungen von Sta¨dten untereinander verwendet. Es sind Dreiecksmatrizen der Dimension
K−1, wobei K die aktuelle Anzahl der in der Gruppe enthaltenen Cluster bezeichnet. Die Ad-
jazenzmatrizen werden bei Generalisierung zweier Cluster um eine Dimension verkleinert und
bezu¨glich der Absta¨nde zwischen dem generalisierten und den bestehenden Cluster aktualisiert.
Es ist ferner zu beachten, daß ein generalisiertes Cluster wieder mit allen anderen Clustern ge-
testet werden muß. Dies gilt nicht, wenn der Parameter η = 0 gewa¨hlt wird. In diesem Falle
braucht das generalisierte Cluster mit keinem Cluster mehr getestet zu werden, mit dem eines
der beiden generalisierten Cluster bereits negativ getestet wurde.
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Ein Problem stellt die quadratisch mit der Anzahl der Cluster und damit mit der Anzahl
der Lerndatenpunkte wachsende Gro¨ße der Adjazenzmatrizen dar. Um den Pnc 2-Algorithmus
dennoch fu¨r Aufgaben mit einer großen Anzahl an Datenpunkten verwenden zu ko¨nnen, werden
solche Aufgaben in mehrere kleinere Einheiten zerlegt. Diese kleineren Einheiten werden mit
wesentlich geringerem Aufwand gelo¨st und die einzelnen Ergebnisse werden anschließend zu
einer Gesamtlo¨sung zusammengesetzt.
Konkret bedeutet dies, daß bei der Initialisierung, d.h. bei der Transformation aller Lernda-
tenpunkte in Cluster, die maximale Anzahl an Clustern in einer Gruppe auf eine handhabbare
Anzahl NG Max begrenzt wird. Wenn die Anzahl der Cluster einer Gruppe diese maximal zula¨ssi-
ge Anzahl u¨bersteigt, werden die Cluster in zwei oder mehrere etwa gleichgroße Sub-Gruppen
aufgeteilt. Diese werden einzeln bearbeitet und bilden die einzelnen Lo¨sungen. Um die Ge-
samtlo¨sung zu erhalten, werden die Cluster der Sub-Gruppen untereinander noch auf potentiell
mo¨gliche Vereinigungen getestet.
3.3.4 Kontext-sensitive Eingangsgro¨ßenselektion
Die in Kapitel 2.6 dargestellten Verfahren zur Eingangsgro¨ßenselektion arbeiten global, d.h.
eine Eingangsgro¨ße wird entweder als relevant angesehen und verwendet oder aber eliminiert.
Teilweise sind Eingangsgro¨ßen jedoch nur innerhalb eines gewissen Kontextes, d.h. innerhalb
eines bestimmten Eingangsraumgebietes, relevant. Eine solche Gro¨ße du¨rfte nicht eliminiert
werden, da sie teilweise beno¨tigt wird. Motiviert durch einen entsprechenden Ansatz beim, in
Kapitel 3.4 beschriebenen, Rise-Algorithmus, wird fu¨r den Pnc 2 das folgende Verfahren zur
kontext-sensitiven Eingangsgro¨ßenselektion (CSFS) definiert.
Nach Abschluß des Clustervorgangs liefert der Pnc 2 die Clusterpopulation C. Jedes Cluster
C werde nun einzeln fu¨r sich betrachtet. Die einzelnen Eingangsgro¨ßen werden anhand des
Abdeckungsgrades der Hyperquader bezu¨glich der jeweiligen Eingangsgro¨ße
ξj =

|rj − lj|
xrange j kontinuierliche Eingangsgro¨ssen
Sj∑
w=1
bj w
Sj
nominale Eingangsgro¨ssen
(3.18)
in absteigender Reihenfolge sortiert. Sj bezeichnet dabei die Anzahl mo¨glicher Symbole einer
nominalen Eingangsgro¨ße. Fu¨r kontinuierliche Gro¨ßen wird der vom Hyperquader bezu¨glich der
jeweiligen Eingangsgro¨ße abgedeckte Bereich auf die Spannweite, und damit auf den maximal
mo¨glichen Wertebereich, bezogen. Fu¨r symbolische Gro¨ßen wird betrachtet, wieviel Prozent der
mo¨glichen Symbole der jeweiligen Eingangsgro¨ße im Bitstring aktiviert sind.
Die einzelnen Hyperquaderkomponenten werden jetzt iterativ in Reihenfolge abnehmender Ab-
deckungsgrade durchgegangen und es wird versucht, die jeweilige Hyperquaderkomponente ma-
ximal zu generalisieren. Dies bedeutet bei nominalen Eingangsgro¨ßen, daß im Bitstring alle
Symbole aktiviert werden. Bei kontinuierlichen Eingangsgro¨ßen wird – jeweils getrennt nach-
einander – zuna¨chst die linke und dann die rechte Grenze der Hyperquaderkomponente auf
lj = −∞ und rj = ∞ gesetzt. Der Versuch wird akzeptiert, wenn dadurch die Anzahl der vom
Cluster abgedeckten negativen Beispiele, die wie wa¨hrend des Vereinigungstests ermittelt wer-
den, nicht erho¨ht wird. Ansonsten wird der urspru¨ngliche Zustand der Hyperquaderkomponente
wiederhergestellt. Man beachte, daß das Verfahren iterativ arbeitet, d.h. bei Generalisierung
einer weiteren Eingangsgro¨ße wird mit dem aus den vorhergehenden Generalisierungsversuchen
entstandenen Hyperquader gearbeitet.
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Vor Anwendung der CSFS hat jeder Hyperquader die, im Bezug zum beno¨tigten Speicherplatz-
bedarf angegebene, Gro¨ße m. Nach Anwendung der CSFS wird die Gro¨ße eines Hyperquaders
zu
m∑
j=1
hj (3.19)
ermittelt, wobei hj fu¨r kontinuierliche Eingangsgro¨ßen zu
hj =

1 lj 6= −∞∧ rj 6= ∞
0 lj = −∞∧ rj = ∞
0.5 sonst
(3.20)
und fu¨r nominale Eingangsgro¨ßen zu
hj =
{
0 bj = 1
1 sonst
(3.21)
festgelegt ist.
Die Ordnung dieses Verfahrens zur lokalen Eingangsgro¨ßenselektion ist O(m2NLK), wobei NL
die Anzahl der Lerndatenpunkte, m die Anzahl der Eingangsgro¨ßen und K die Anzahl der
Cluster bezeichnet. Der Ansatz skaliert linear mit der Anzahl der Cluster, da jedes Cluster
unabha¨ngig von den anderen betrachtet wird. Fu¨r jedes Cluster muß nacheinander fu¨r jede
Eingangsgro¨ße die Anzahl der negativen Beispiele bei Generalisierung ermittelt werden. Dies
wiederum skaliert linear mit der Anzahl der Eingangsgro¨ßen und der Anzahl der zu beru¨cksich-
tigen Lerndatenpunkte.
3.3.5 Prognosemechanismus
Klassifikation Der im Basisalgorithmus beschriebene Prognosemechanismus stellt eine Art
1-Nearest-Neighbor Prognose dar, wobei die gelernten Cluster als generalisierte Datenpunkte
anzusehen sind. In vielen Untersuchungen ist gezeigt worden, daß ein k-Nearest-Neighbor Ansatz
bessere Prognosegu¨ten erzielen kann. Bei einem solchen Ansatz werden zur Prognose die k im
Eingangsraum na¨chstliegenden Lerndatenpunkte bestimmt und der bei diesen Punkten am
ha¨ufigsten vorkommende Ausgangsgro¨ßenwert als Prognosewert verwendet. Dies fu¨hrt zu einer
Gla¨ttung der Entscheidungsgrenzen, was z.B. bei verrauschten Daten gu¨nstig sein kann.
Fu¨r Klassifikationsaufgaben kann ein a¨hnlicher Mechanismus fu¨r den Pnc 2 realisiert werden.
Jedoch empfiehlt es sich, nicht mit einer feststehenden Anzahl an na¨chstliegenden Clustern zu
arbeiten. Dies wa¨re aufgrund der teilweise recht starken Kompressionseigenschaften des Pnc 2,
der die Lerndatenpunkte fu¨r einige Lernaufgaben bis auf wenige Cluster zusammenfaßt, unter
Umsta¨nden fatal, wie folgendes Szenario mit den beiden Ausgangsklassen a und b illustriert.
Die Lerndatenpunkte seien zu 5 Clustern zusammengefaßt worden, wobei ein Cluster die Aus-
gangsklasse a und die restlichen 4 Cluster die Ausgangsklasse b aufweisen. Eine Auswertung
der Ausgangsklassen der jeweils 3 na¨chstliegenden Cluster wu¨rde fu¨r jede Eingangsraumposition
immer zur Prognose der Klasse b fu¨hren.
Daher wird der im folgenden beschriebene Prognosemechanismus verwendet, der zu der jeweils
gegebenen Eingangsraumposition individuell einen Nachbarschaftsbereich ermittelt: Zuna¨chst
wird der Abstand dmin des zur Eingangsraumposition x am na¨chsten liegenden Clusters be-
stimmt. Der Nachbarschaftsbereich sei dann festgelegt durch den Nachbarschaftsabstand
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dref = wKernel dmin + wKernel Min. (3.22)
Dabei sind wKernel und wKernel Min einstellbare Parameter. Eine Wahl zu wKernel = 1 und
wKernel Min = 0 fu¨hrt zu einer reinen 1-Nearest-Neighbor Prognose. Die Einstellung des Parame-
ters wKernel Min wird prozentual an die durchschnittliche La¨nge der Diagonalen der Hyperquader
nach Gl. (3.26) gekoppelt und bedingt eine minimale Gro¨ße des Nachbarschaftsbereichs. Alle
Cluster mit einem geringeren oder gleichen Abstand zur Eingangsraumposition x als dref gelten
als innerhalb des Nachbarschaftsbereichs. Die Ausgangsgro¨ßenwerte dieser Cluster werden im
Sinne eines gewichteten Mehrheitsentscheides ausgewertet. Dabei wird ein Ausgangsgro¨ßenwert
desto sta¨rker gewichtet, umso na¨her der Abstandswert des zugeho¨rigen Clusters dem Wert des
minimalen Abstandes dmin ist. Fu¨r jedes mo¨gliche Symbol s der Ausgangsgro¨ße wird ermittelt,
in welchem Grade
µs =
K∑
t=1
e
(
1− dt − dmin
dref − dmin
)
mit e =
{
1 dt < dref ∧ s = ct
0 sonst
(3.23)
es empfohlen ist3. Dabei bezeichnet K die Anzahl der Cluster und dt bzw. ct den Abstand bzw.
Ausgangsgro¨ßenwert des t-ten Clusters. Damit wird der Einfluß eines Clusters auf den Progno-
sewert linear mit zunehmendem Abstand geringer. Der Einfluß ist maximal fu¨r ein Cluster mit
Abstand dmin und er wird 0 fu¨r ein Cluster mit Abstand dref , d.h. fu¨r ein Cluster an der Grenze
des Nachbarschaftsbereichs. Als Ausgangsgro¨ßenwert ŷ wird der am meisten empfohlene Wert
nach
ŷ = arg
Sy
max
s=1
(µs) (3.24)
prognostiziert.
Regression Der Pnc 2-Algorithmus ist problemlos fu¨r den Fall der Regression erweiterbar.
Dazu wird in einem Vorverarbeitungsschritt die kontinuierliche Ausgangsgro¨ße durch ein ge-
eignetes Diskretisierungsverfahren, wie im Kapitel 2.8.2 beschrieben, in mehrere Intervalle ein-
geteilt und damit ein Klassifikationsproblem erhalten. Dieses kann dann wie gehabt bearbei-
tet werden. Im Rahmen dieser Arbeit wird hierzu die a¨quidistante Diskretisierung verwendet,
da diese zum einen ein sehr einfaches Verfahren ist, und zum anderen zu einer gleichma¨ßi-
gen Aufteilung des Wertebereichs der Ausgangsgro¨ße fu¨hrt. Um den durch die Diskretisierung
der Ausgangsgro¨ße entstandenen Informationsverlust teilweise wieder auszugleichen, werden
am Ende des Clustervorgangs die Ausgangsgro¨ßenwerte der Cluster als Schwerpunkt der Aus-
gangsgro¨ßenwerte der im jeweiligen Cluster vereinigten Datenpunkte neu berechnet.
Die Cluster werden in einen Fuzzy-Regelsatz u¨berfu¨hrt4. Als Fuzzy-Und-Operator wird die
Multiplikation und als Fuzzy-ODER-Operator die gewo¨hnliche Summe verwendet. Die De-
fuzzifizierung erfolgt nach der COG-Methode analog zu Gleichung (2.8). Die Regeln nehmen
dieselbe Form wie im Basisalgorithmus nach Gl. (3.3) an, jedoch wird der Erfu¨lltheitsgrad der
Pra¨misse nun zu
3Sollte aufgrund der gewa¨hlten Parameter dref = dmin gelten, so wird der dann in Gl. (3.23) auftretende
Fall 00 = 0 gesetzt.
4Um Mißversta¨ndnisse zu vermeiden sei darauf hingewiesen, daß die Trefferquote fu¨r die Fuzzy-Regeln nicht
neu berechnet, sondern von den Clustern u¨bernommen wird. Sa¨mtliche beschriebenen Mechanismen, wie die
Reduktion derjenigen Cluster mit zu kleiner Masse oder die kontext-sensitive Eingangsgro¨ßenselektion, finden
vorher statt.
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µ = exp−
(
d
σZGF
)υ
(3.25)
ermittelt. Mittels der Parameters υ und σZGF wird dabei die Form und die Breite der Flan-
ken der ZGF bestimmt. U¨bliche Werte fu¨r υ sind 1 und 2. Bezu¨glich des Parameters σZGF
beachte man, daß es sich um einen global fu¨r alle Regeln geltenden Parameter und nicht et-
wa um eine aus den Datenpunkten eines Cluster berechnete Standardabweichung handelt. Um
den Parameter interpretierbar einstellen zu ko¨nnen, ist es sinnvoll, den Wert an den maximal
mo¨glichen Abstand im Eingangsraum, oder aber an die wie folgt berechnete durchschnittliche
La¨nge der Diagonalen eines Hyperquaders zu koppeln. Diese La¨nge wird unter Verwendung
der Abstandsfunktion nach Gl. (3.15) als Abstand der linken unteren zur rechten oberen Ecke
des Hyperquaders ermittelt. Die einzelnen komponentenweisen Absta¨nde dj ergeben sich fu¨r
kontinuierliche Eingangsgro¨ßen als normale Differenz der rechten und linken Ecke und fu¨r sym-
bolische Eingangsgro¨ßen als Anteil der abgedeckten zur Gesamtzahl der mo¨glichen Symbole.
dj =

rj − lj kontinuierliche Eingangsgro¨ssen
Sj∑
w=1
bw j
Sj
nominale Eingangsgro¨ssen
(3.26)
Sj ist die Gesamtzahl der mo¨glichen Symbole der Eingangsgro¨ße j und mit
∑Sj
w=1 bw j wird
dann die Anzahl der Symbole bestimmt, die vom Hyperquader bezu¨glich der betrachteten
Eingangsgro¨ße j vom Bitstring bj abgedeckt sind.
Wenn der Parameter der Minkowski-Metrik ρ mit υ u¨bereinstimmt ist es ferner mo¨glich, die
Zugeho¨rigkeitsfunktion auf die einzelnen Eingangsgro¨ßen zu projizieren und die u¨blichere Form
einer Fuzzy-Regel
WENN x1 = µ1 UND x2 = µ2 UND . . . UND xm = µm DANN y = c (3.27)
mit
µj = exp−ωj
(
dj
δj σZGF
)ρ
(3.28)
zu erhalten.
Die Repra¨sentation der mit dem Pnc 2-Algorithmus erhaltenen Regressions-Modelle als Fuzzy-
Regeln stellt eine eher ungu¨nstige Art der Repra¨sentation dar, da fu¨r kontinuierliche Eingangs-
gro¨ßen jede Regel eigene Zugeho¨rigkeitsfunktionen beno¨tigt. Dem kann begegnet werden, indem
die Eingangsgro¨ßen vorher in ordinale oder eventuell auch nominale Gro¨ßen u¨berfu¨hrt werden.
Dies kann entweder durch ein geeignetes Diskretisierungsverfahren automatisch oder aber auch,
analog zur u¨blichen Definition von Zugeho¨rigkeitsfunktionen, wissensbasiert von Hand gesche-
hen.
3.3.6 Skalierbarkeit
Von großer Bedeutung fu¨r die Abscha¨tzbarkeit der praktischen Anwendbarkeit eines Lernver-
fahrens fu¨r eine gegebene Lernaufgabe ist die sogenannte Ordnung. Diese gibt an, wie sich die
Laufzeit bzw. der Speicherplatzbedarf von einem Algorithmus mit zunehmender Gro¨ße des zu
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bearbeitenden Problems erho¨ht. Die Gro¨ße des Problems ist im Kontext dieser Arbeit gekenn-
zeichnet durch die Anzahl der Eingangsgro¨ßen m sowie durch die Lernstichprobegro¨ße NL.
Der Vereinigungstest besitzt die Ordnung O(NL m), da jeder Datenpunkt mit anderem Aus-
gangsgro¨ßenwert betrachtet werden muß und der Aufwand, um festzustellen, ob ein Daten-
punkt innerhalb eines Hyperquaders liegt, linear mit der Anzahl der Eingangsgro¨ßen skaliert.
Die Anzahl der durchzufu¨hrenden Vereinigungstests in jeder Sub-Gruppe gleicher Ausgangs-
gro¨ßenwerte ergibt sich im worst case5 aus der Kombination jedes Clusters mit jedem anderen,
womit sich insgesamt fu¨r den Algorithmus die Ordnung O(N 3L m) ergibt. Damit erho¨ht sich die
Laufzeit des Pnc 2-Algorithmus im worst case kubisch mit der Anzahl der Lerndatenpunkte.
Wie die in Kapitel 5.3.4 durchgefu¨hrten Experimente jedoch nahelegen, steigt die durchschnitt-
liche Laufzeit an praktisch auftretenden Lernaufgaben nur etwa quadratisch mit der Anzahl
der Lerndatenpunkte an.
3.3.7 Pseudo-Code
Im folgenden ist der Pseudo-Code des Pnc 2-Algorithmus fu¨r gemischt kontinuierliche und no-
minale Eingangsgro¨ßen sowie der erweiterte Prognosemechanismus fu¨r Klassifikationsaufgaben
angegeben. Auf die Angabe der Routinen fu¨r den Fall der Regression, fu¨r den Einsatz einer
Trefferquote zur Regelbewertung, fu¨r die Aufstellung und effiziente Bearbeitung der Adjazenz-
matrizen und fu¨r die Eingangsgro¨ßenselektion, ist aus Platzgru¨nden verzichtet worden.
Zur Repra¨sentation wird bei symbolischen Eingangsgro¨ßen statt der linken unteren und der
rechten oberen Ecke ein Bitstring verwendet, der speichert, welche mo¨glichen Symbole abge-
deckt sind. Es wird davon ausgegangen, daß die Symbole als von 1 an ansteigende natu¨rliche
Zahlen kodiert sind. Zur Abstandsberechnung wird eine gewichtete und normierte Minkowski-
Overlap-Metric nach Gl. (3.15) verwendet. Fu¨r die Berechnung der dabei beno¨tigten Gewichts-
und Normierungsfaktoren der Eingangsgro¨ßen sei auf die Kapitel 2.8.1 und 2.8.2 verwiesen.
Algorithm 2: PNC2(P)
comment: The globals ω and δ contain feature weights and normalization factors for
each input. The global ρ defines the Minkowski metric used and the globals wKernel
and wKernel Min control the neighborhood for the nearest cluster prediction. The
program main and the procedures CountNegativeExamples and MergeTest
are omitted here as they are same as in algorithm 1.
global ω, δ, ρ, wKernel, wKernel Min, ωCOD
procedure Create(P )
comment: create new elementary cluster a from given data tuple P = (x, y)
for each input j
do

if input j is symbolic
then set bit string a.bj to cover symbol xj
else
{
a.lj = xj
a.rj = xj
a.c = y
a.p = 1
a.n = 0
return (a)
5Im worst case scheitert jeder Vereinigungstest, wodurch die Clusterpopulation am Ende des Clustervor-
gangs identisch ist mit derjenigen nach der Initialisierung. Das Auftreten dieses Falles ist in der Praxis nahezu
auszuschließen.
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Algorithm 2: Pnc(P)
procedure Generalize(a, b)
comment: create new cluster g as generalization of the two given clusters a and b
for each input j
do

if input j is symbolic
then set bit string g.bj to cover all symbols covered by bit strings a.bj or b.bj
else
{
g.lj = min(a.lj , b.lj)
g.rj = max(a.rj , b.rj)
g.p = a.p + b.p
g.c = a.c
return (g)
procedure Distance(a, b)
comment: calculate distance d of the two clusters a and b to each other
for each input j
do

if input j is symbolic
then set dj to 1 if at least one bit is set in both bit strings a.bj and b.bj
else

if a.lj > b.rj
then dj = d + a.lj − b.rj
else if a.rj < b.lj
then dj = d + b.lj − a.rj
d = ρ
√∑
ωj
(
dj
δj
)ρ
return (d)
procedure IsCovered(x, a)
comment: determine if data tuple’s input vector x is covered by cluster a
ωsum = 0
for each input j
do

if input j is symbolic
then ωsum = ωsum + ωj if symbol xj is not covered by bit string a.bj
else
{
if xj < a.l or xj > a.r
then ωsum = ωsum + ωj
return (ωsum < ωCOD)
procedure Predict(x, C)
comment: predict output class ŷ given the input data vector x
for each cluster Ct
do dt = distance of input vector x to cluster Ct
dmin = min
K
t=1(dt)
dref = dmin wKernel + wKernel Min
µ = 0
for each cluster Ct
do

if dt < δref
then
{
s = Ct.c
µs = µw + 1− dt − dmindref − dmin
ŷ = arg max
Sy
s=1(µs) comment: predict most suggested output class
return (y)
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3.4 Einordnung
In diesem Kapitel wird der Pnc 2-Algorithmus mit aus der Literatur bekannten Verfahren und
Ansa¨tzen verglichen. Zuna¨chst werden mit dem Nge- und dem Rise-Algorithmus die beiden
dem Pnc 2 am a¨hnlichsten Verfahren betrachtet.
Vergleich mit dem NGE-Algorithmus
Der Nearest-Generalized-Exemplar-Algorithmus (Nge) [Sal91, Wet94, Aha95a] wurde von Salz-
berg entwickelt. Zur Repra¨sentation werden sogenannte Exemplare, bestehend aus einem im
Eingangsraum definierten Hyperquader und einer zugeordneten Ausgangsklasse, verwendet.
Im wesentlichen wie in Kapitel 3.2 beschrieben, ko¨nnen Datenpunkte in triviale Exemplare
u¨berfu¨hrt, zwei Exemplare generalisiert oder Absta¨nde zwischen Datenpunkten und Exempla-
ren ermittelt werden. Zur Prognose der Ausgangsklasse zu gegebener Eingangsraumposition
wird jeweils die Ausgangsklasse des im Eingangsraum na¨chstliegenden Exemplars verwendet.
Die Repra¨sentation und der Prognosemechanismus sind damit weitgehend identisch zu denje-
nigen, welche im Pnc 2-Basisalgorithmus verwendet werden.
Der Lernvorgang gestaltet sich dagegen grundlegend anders. Eine vorher festgelegte Anzahl an
Lerndatenpunkten wird zufa¨llig ausgewa¨hlt und in triviale Exemplare u¨berfu¨hrt. Diese trivia-
len Exemplare bilden die Startpopulation. Inkrementell wird jetzt jeweils einer der verbliebenen
Lerndatenpunkte ausgewa¨hlt, in ein triviales Exemplar Et u¨berfu¨hrt und es wird das im Ein-
gangsraum na¨chstliegende Exemplar Ep aus der aktuellen Population ermittelt. Stimmen die
Ausgangsklassen der beiden Exemplare u¨berein, so wird das Exemplar Eg als Generalisierung
der beiden Exemplare Et und Ep erzeugt und in der Population gegen das Exemplar Ep aus-
getauscht. Ansonsten wird das zweitna¨chste Exemplar bestimmt und analog verfahren. Sollten
auch bei diesem zweiten Versuch die Ausgangsklassen nicht u¨bereinstimmen, wird das trivia-
le Exemplar Et in die Population eingefu¨gt. Damit ist ein Lernschritt beendet, der jeweilige
Lerndatenpunkt bearbeitet und es wird mit einem weiteren, noch nicht bearbeiteten Lern-
datenpunkt, fortgefahren. Das Verfahren ist beendet, wenn alle Lerndatenpunkte bearbeitet
wurden.
Den grundlegenden Unterschied im Vergleich zum Pnc 2-Algorithmus stellt der inkrementelle
Charakter des Lernvorgangs dar, durch den zum einen das Ergebnis abha¨ngig von der Reihen-
folge der Datenpunkte ist. Zum anderen wird bei der Generalisierung zweier Exemplare nicht
beru¨cksichtigt, ob das hierbei gebildete Exemplar Lerndatenpunkte mit anderer Ausgangsklasse
abdeckt.
In [WD95] werden zahlreiche Varianten des urspru¨nglichen Nge-Algorithmus vorgestellt. Zwei
Varianten, die den urspru¨nglich inkrementellen Algorithmus in eine Batch-Version u¨berfu¨hren,
sind hier von Interesse: Dies ist zum einen der Overlapping-Batch-NGE-Algorithmus (Obn-
ge) und zum anderen der Batch-NGE-Algorithmus (Bnge). Bei diesen Algorithmen wird eine
Vereinigung zweier Hyperquader nur dann durchgefu¨hrt, wenn von dem dann entstehenden
Hyperquader keine negativen Beispiele abgedeckt werden bzw. keine U¨berlappungen mit be-
stehenden Hyperquadern auftreten. Damit wird – insbesondere beim Obnge-Algorithmus –
ein im Ansatz a¨hnlicher Weg wie beim Pnc 2-Algorithmus verfolgt. Jedoch fehlen im Obnge-
Algorithmus Mechanismen zur Begegnung der COD-Problematik, so daß die Prognosegu¨ten in
ho¨herdimensionalen Ra¨umen ausgesprochen schlecht sind. Wie in Kapitel 5.3.6 experimentell
gezeigt wird, ist der Pnc 2 bezu¨glich der Prognosegu¨te und Gro¨ße der generierten Modelle bei
allen betrachteten Benchmarkbeispielen jeder Nge-Variante u¨berlegen.
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Vergleich mit dem RISE-Algorithmus
Der von Domingos entwickelte Rise-Algorithmus6 [Dom95, Dom96, Dom97] verwendet diesel-
be Repra¨sentation und einen a¨hnlichen Prognosemechanismus wie der Nge- bzw. der Pnc 2-
Algorithmus. Unterschiedlich gestaltet sich jedoch der Lernvorgang: Zur Initialisierung werden
alle Lerndatenpunkte – analog zur Vorgehensweise beim Pnc 2-Algorithmus – als Regeln be-
trachtet. Anschließend wird der Regelsatz bis zum Erreichen eines Abbruchkriteriums zyklisch
durchgegangen. Dabei werden die Regeln der Reihe nach betrachtet und derart zu generali-
sieren versucht, daß die generalisierte Regel das na¨chstliegende positive Lernbeispiel, d.h. den
na¨chstliegenden Lerndatenpunkt mit gleicher Ausgangsklasse, mit abdeckt. Die Generalisierung
wird akzeptiert, wenn sie nicht zu einer Verschlechterung der Prognosegu¨te des Gesamtregelsat-
zes fu¨hrt. Die Prognosegu¨te wird dabei mittels Leave-One-Out Cross-Validation bezu¨glich der
Lernstichprobe ermittelt. Da hier keine Datenpunkte miteinander vereinigt werden, sondern
vielmehr Regeln unabha¨ngig voneinander derart generalisiert werden, daß sie nahe liegende
Datenpunkte mit abdecken, ko¨nnen einander einschließende oder identische Regeln entstehen.
Diese mu¨ssen detektiert und gelo¨scht werden.
Der wesentliche Unterschied im Vergleich zum Pnc 2-Algorithmus ist in der verwendeten Such-
strategie zu sehen. Der Pnc 2 verwendet ein lokales Entscheidungskriterium und fa¨hrt fort,
solange potentiell zwei Cluster miteinander vereinigt werden ko¨nnen. Insofern kann die Such-
strategie des Pnc 2 auch als global bezeichnet werden. Der Rise-Algorithmus dagegen verwen-
det mit der Prognosegu¨te des aktuellen Regelsatzes ein globales Entscheidungskriterium, jedoch
wird nur das jeweils am na¨chsten zu einer Regel liegende positive Lernbeispiel als Kandidat
fu¨r eine mo¨gliche Generalisierung der Regel betrachtet, womit die verwendete Suchstrategie als
lokal bezeichnet werden kann.
Es sind zwei Mechanismen vorgesehen, um die Anzahl der Regeln bzw. die Anzahl der Pra¨mis-
senterme einer Regel nachtra¨glich zu reduzieren. So werden zum einen alle Regeln gelo¨scht,
die kein einziges positives Lernbeispiel gewinnen. Die Regeln werden dazu mit ihrer laplace-
korrigierten Trefferquote bewertet. Eine Regel gewinnt ein Beispiel, wenn es die dem Beispiel
na¨chstliegende Regel ist. Haben mehrere Regeln den gleichen Abstand – was sehr oft vorkom-
men kann, wenn sich Regelpra¨missen u¨berlappen – gewinnt die Regel mit der ho¨chsten Be-
wertung. Dieser Reduktionsmechanismus fu¨hrt bei zahlreichen in [Dom97] betrachteten Bench-
markproblemen zu einer Verkleinerung des Regelsatzes um etwa 90%. Allerdings nimmt die
Prognosegu¨te dabei leicht ab. Der andere Ansatz zielt auf eine Reduktion der Pra¨missenterme
ab. Dazu werden bei jeder Pra¨misse diejenigen Eingangsgro¨ßen gelo¨scht, fu¨r die bei negati-
ven Lernbeispielen keine anderen als die ohnehin abgedeckten Werte auftreten, d.h. fu¨r die
jedes negative Lernbeispiel bezu¨glich der betrachteten Eingangsgro¨ße innerhalb des Hyperqua-
ders liegt. Dieser Ansatz a¨hnelt bezu¨glich der zugrundeliegenden Idee der kontext-sensitiven
Eingangsgro¨ßenselektion beim Pnc 2-Algorithmus, erzielt im Gegensatz dazu jedoch laut Do-
mingos keine nennenswerten Kompressionsraten.
In Kapitel 5.3.6 wird der Pnc 2 experimentell mit dem Rise-Algorithmus verglichen.
Vergleich mit dem FR-Algorithmus
Der in Kapitel 2.2.1 beschriebene Fuzzy-ROSA-Algorithmus unterscheidet sich bezu¨glich aller
drei Komponenten eines datenbasierten Lernverfahrens, d.h. bezu¨glich Repra¨sentation, Suche
und Prognosemechanismus, vom Pnc 2-Algorithmus. Im folgenden werden diese Unterschiede
6Abku¨rzung fu¨r: Rule Induction from a Set of Exemplars
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erla¨utert und diskutiert. In Kapitel 5.3.6 wird erga¨nzend hierzu der Pnc 2 experimentell mit
dem Fr-Algorithmus verglichen.
Repra¨sentation Der Pnc 2-Algorithmus verwendet ausdrucksta¨rkere Pra¨missen. Der Fr-
Algorithmus beno¨tigt vorab die Definition von Zugeho¨rigkeitsfunktionen mittels derer konti-
nuierliche Ein- und Ausgangsgro¨ßen in symbolische Gro¨ßen u¨berfu¨hrt werden7. Damit sind
die Eingangsraumgebiete, die in einer Regelpra¨misse adressiert werden ko¨nnen, fest vorge-
geben. Dies hat andererseits jedoch den Vorteil, daß in allen Regelpra¨missen dieselben Zu-
geho¨rigkeitsfunktionen verwendet werden und nicht wie beim Pnc 2-Algorithmus, wenn der
gelernte Pnc 2-Regelsatz in die Form eines Fuzzy-Regelsatzes u¨berfu¨hrt werden soll, fu¨r jede
Regelpra¨misse eigene Zugeho¨rigkeitsfunktionen erzeugt werden mu¨ssen. Bei nominalen Ein-
gangsgro¨ßen ermo¨glicht der Pnc 2, wie im folgenden Beispiel illustriert, standardma¨ßig die
Oder-Verknu¨pfung mehrerer Symbole einer Gro¨ße, wohingegen beim Fr-Algorithmus in sol-
chen Fa¨llen mehrere Regeln generiert werden mu¨ssen.
WENN (x1 = gelb ODER x1 = rot) UND x2 = klein DANN . . . (3.29)
Suche Der Fr-Algorithmus wird, vor allem bei Lernaufgaben mit gro¨ßerer Anzahl an Ein-
gangsgro¨ßen, Regeln geringerer Verknu¨pfungstiefe generieren als der Pnc 2-Algorithmus. Die
Ursache hierfu¨r ist die beim Fr-Algorithmus verwendete Suchstrategie, welche in einer Art top-
down Vorgehensweise zuna¨chst Regeln geringer Verknu¨pfungstiefe, d.h. generalisierende Regeln,
sucht. U¨blicherweise ist es beim Fr-Algorithmus ausreichend, sich auf Regeln mit einer Ver-
knu¨pfungstiefe von ein bis drei linguistischen Pra¨missentermen zu beschra¨nken. Der Begriff
ausreichend wird hier gebraucht, um auszudru¨cken, daß das Zulassen von Regeln ho¨herer Ver-
knu¨pfungstiefe meist keine Verbesserung der Prognosegu¨te zur Folge hat. Auch lassen sich auf-
grund der COD-Problematik oft keine Regeln ho¨herer Verknu¨pfungstiefe finden, da die Gro¨ße
der adressierten Eingangsraumgebiete mit zunehmender Verknu¨pfungstiefe exponentiell kleiner
wird, und daher dann keine Datenpunkte zur statistischen Absicherung vorhanden sind.
Der Pnc 2 hingegen verfolgt einen bottom-up Ansatz und fa¨ngt mit den speziellsten bildba-
ren Regeln, also auch mit jeweils voller Verknu¨pfungstiefe, an. Im Laufe des Lernvorgangs,
und vor allem im Zuge der abschließenden kontext-sensitiven Eingangsgro¨ßenselektion, wird
durch Generalisierung von Eingangsgro¨ßen die Verknu¨pfungstiefe reduziert. Eine untere Gren-
ze der Verknu¨pfungstiefe ist durch den Mechanismus zur Begegnung der COD-Problematik
gegeben: Die minimale Summe der Gewichte der verknu¨pften Eingangsgro¨ßen muß gro¨ßer sein
als der eingestellte Wert des Parameters ωCOD. Da dieser Parameter mit zunehmender Anzahl
an Eingangsgro¨ßen gro¨ßer zu wa¨hlen ist, kann es hier zu einem Problem kommen, wenn in sehr
hochdimensionalen Eingangsra¨umen die tatsa¨chlichen Zusammenha¨nge nur die Verknu¨pfung
einiger weniger Eingangsgro¨ßen erfordern.
Aufgrund der gerade ero¨rterten Unterschiede von Repra¨sentation und Suche ist zu erwarten,
daß der Bias des Fr-Algorithmus vorteilhaft ist, wenn die wahren Zusammenha¨nge in nieder-
dimensionalen Unterra¨umen von ein bis drei Eingangsgro¨ßen zu finden sind. Sollte dagegen die
Verknu¨pfung von mehr Eingangsgro¨ßen notwendig sein, sollte der Bias des Pnc 2-Algorithmus
gu¨nstiger sein.
7Es wird an dieser Stelle vernachla¨ssigt, daß u¨blicherweise u¨berlappende ZGF verwendet werden, so daß ein
kontinuierlicher Wert zu mehr als einer linguistischen Gro¨ße geho¨ren kann
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Prognosemechanismus Der Fr-Algorithmus generiert einen Fuzzy-Regelsatz. Dieser er-
mo¨glicht eine Prognose fu¨r Eingangsraumpositionen, in denen mindestens eine Regelpra¨misse
aktiviert ist. In allen anderen Bereichen des Eingangsraums ist keine Aussage mo¨glich bzw.
es kann lediglich ein vorher eingestellter Default-Wert zur Prognose verwendet werden. Der
Pnc 2 trifft fu¨r alle Bereiche des Eingangsraumes eine Aussage, indem er, falls keine Regel ak-
tiviert ist, den Prognosewert aus den Ausgangsklassen der na¨chstliegenden Regeln ableitet. Es
ist jedoch zu bedenken, daß beim Fr-Algorithmus der Fall, daß eine Prognose fu¨r eine nicht ab-
gedeckte Eingangsraumposition gemacht werden muß, bei praktischen Lernaufgaben aufgrund
der sta¨rker generalisierenden Regeln seltener auftritt.
Reduktionsmethoden Ein weiterer Aspekt ist die Verwendung von Methoden zur nachtra¨gli-
chen Reduktion der Regelanzahl. Beispielsweise enstehen beim Fr-Algorithmus redundante Re-
geln, wenn fu¨r ein und denselben Zusammenhang im Ein/Ausgangsraum mehrere Projektionen
existieren, in denen sich aus den Lerndatenpunkten gu¨ltige Regeln ableiten lassen. Hier kann die
datenbasierte Konfliktreduktion, bei der alle Regeln in der Reihenfolge absteigender Bewertung
durchgegangen und neu bewertet werden, zum Einsatz kommen. Bei dieser Neubewertung wird
jeder Lerndatenpunkt mit einem sogenannten Kreditfaktor gewichtet, der zu eins initialisiert
und dann jedesmal reduziert wird, wenn der zugeho¨rige Datenpunkt von der gerade betrachteten
Regel abgedeckt wird. Damit werden Lerndatenpunkte, nachdem sie zum Aufstellen einer oder
mehrerer Regel verwendet wurden, allma¨hlich aus der Lernstichprobe ausgeblendet und letzt-
endlich vollkommen entfernt. Eine andere Mo¨glichkeit ist die optimierende Konfliktreduktion
(OCR), bei der der gesamte Regelsatz mittels eines Evolutiona¨ren-Algorithmus’ bezu¨glich der
auf der Lernstichprobe erzielten Prognosegu¨te durch das Ein- und Ausschalten von einzelnen
Regeln optimiert wird.
Beim Pnc 2-Algorithmus sind zur Zeit keine derartigen nachgeschalteten Reduktionsmechanis-
men realisiert.
50
Kapitel 4
Der SMBC-Algorithmus
In diesem Kapitel wird das in [KH02] erstmalig vorgestellte Supervised Modell Based Clustering
(Smbc) in weiter ausgestalteter und u¨berarbeiterter Form beschrieben. Beginnend mit der Dar-
stellung der zugrundeliegenden Idee wird dann eine vereinfachte Basis-Variante des Algorithmus
beschrieben und dessen Pseudo-Code pra¨sentiert. Darauf folgen Details und Erweiterungen und
abschließend eine Einordnung in die bestehenden Literatur.
Der im vohergehenden Kapitel vorgestellte Pnc 2-Algorithmus folgt dem Paradigma der hier-
archischen Clusterverfahren. Mit dem Smbc-Algorithmus wird nun ein auf dem Paradigma der
partitionierenden Clusterverfahren basierender Ansatz zur Regelgenerierung vorgestellt.
4.1 Grundidee
Der Fcm- und der Gk-Algorithmus arbeiten unu¨berwacht, d.h. ohne besondere Beru¨cksich-
tigung einer Ausgangsgro¨ße. Im Kontext der datenbasierten Regelgenerierung ist es jedoch
erwu¨nscht, Cluster zu erhalten, die sich durch mo¨glichst gleiche oder homogene Ausgangs-
gro¨ßenwerte auszeichnen und es erscheint sinnvoll, dieses bereits wa¨hrend des Clustervorgangs
zu beru¨cksichtigen. Ferner ist die Anzahl der zu verwendenden Cluster selten im vorhinein
bekannt und sollte sich deshalb wa¨hrend des Clusterprozesses selbsta¨ndig einstellen. Daher
werden der Fcm- bzw. Gk-Algorithmus durch die neu entwickelten Strategieelemente wie folgt
erweitert und das daraus resultierende Verfahren wird fortan als Smbc-Algorithmus bezeichnet.
• Erweiterung der Repra¨sentation der Cluster um einen Ausgangsgro¨ßenwert
• Modifikation der Zuteilung von Datenpunkten, die bezu¨glich des Ausgangsgro¨ßenwertes
unpassend zu einem Cluster sind
• automatische Ermittlung einer passenden Clusteranzahl
– durch Einfu¨gen neuer Cluster in Gebiete des Eingangsraums, in denen inhomoge-
ne Cluster, d.h. Cluster, denen Datenpunkte mit stark unterschiedlichen Ausgangs-
gro¨ßenwerten zugeteilt wurden, liegen
– durch U¨bertragung und Einsatz der Relevanzkonzepte des Fuzzy-ROSA-Algorithmus
zur Bewertung von Clustern. Lo¨schen von Clustern mit besonders schlechter Bewer-
tung und Vereinigen von Clustern, wenn dies anhand der resultierenden Relevanz-
bewertung sinnvoll erscheint.
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4.2 Basisalgorithmus
Im folgenden wird die auf dem Fcm-Algorithmus basierende Basis-Variante des Smbc-Algorith-
mus beschrieben. Die Cluster werden dabei zuna¨chst nur durch ein Clusterzentrum repra¨sen-
tiert. Die Vorgehensweise zur Erweiterung des Gk-Algorithmus wird in Kapitel 4.3.1 detailliert
beschrieben.
4.2.1 Clusterprototypen und Partitionsmatrix
Ein Cluster wird beschrieben durch ein im Eingangsraum definiertes sogenanntes Clusterzen-
trum v und durch einen zugeordneten Ausgangsgro¨ßenwert c. Die Zuteilung jedes Datenpunktes
der zu clusternden Stichprobe zu jedem Cluster sei zusammengefaßt in der sogenannten Parti-
tionsmatrix U. Das Element ui,t dieser Matrix kennzeichnet die Zuteilung des Datenpunktes Pi
zum Cluster Ct. Die Partitionsmatrix hat genauso viele Zeilen wie Datenpunkte in der zu clu-
sternden Stichprobe enthalten sind und genauso viele Spalten wie Cluster vorhanden sind. Fu¨r
jeden Datenpunkt hat die u¨ber alle Cluster gebildete Summe der Zuteilungen den Wert 1. Ord-
net man einem Datenpunkt Pi die Masse 1 zu, so la¨ßt sich ui,t auch als der Anteil interpretieren,
der dem Cluster Ct von der Masse des Datenpunktes Pi zugeteilt wird.
x1
x2
d
Abbildung 4.1: Zugeteilte Datenpunkte und daraus gebildetes Clusters beim Fcm-Algorithmus.
Skizziert ist das Clusterzentrum und die Form der aufgrund von Gl. (4.3) resultierenden A¨qui-
distanzlinien im Eingangsraum.
Zu einer Stichprobe werden bei gegebener Partitionsmatrix die Clusterzentren und Ausgangs-
gro¨ßenwerte jedes Clusters als eine Art Schwerpunkt der zugeteilten Datenpunktmassen gema¨ß
vt,j =
N∑
i=1
uαi,txi,j
N∑
i=1
uαi,t
(4.1)
ct =
N∑
i=1
uαi,tyi
N∑
i=1
uαi,t
(4.2)
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berechnet. Dabei bezeichnet j die jeweilige Eingangsgro¨ße und t das jeweilige Cluster. N ist die
Anzahl der Datenpunkte und α ist ein wa¨hlbarer Fuzziness-Parameter1, fu¨r den eine u¨bliche
und auch verwendete Wahl α = 2 ist.
Der Abstand eines Datenpunktes zu einem Cluster wird im Eingangsraum gema¨ß
d2(x,v) =
m∑
j=1
(xj − vj)2 (4.3)
als Euklidischer Abstand zwischen dem Eingangsvektor x des Datenpunktes und dem Zentrum
v des Clusters ermittelt. Zu einer Stichprobe werden bei gegebenen Clustern Ct die Elemente
ui,t der Partitionsmatrix nach der Vorschrift
ui,t =
1
K∑
w=1
(
di,t
di,w
) 2
α−1
(4.4)
ermittelt. Dabei ist di,t der nach Gl. (4.3) ermittelte Abstand des Datenpunktes Pi = (xi, yi)
zum Clusterzentrum vt und K ist die Anzahl der Cluster. Die Zuteilung eines Datenpunktes
zu einem Cluster ist hiernach um so gro¨ßer, je geringer der Abstand des Datenpunktes zum
betrachteten Cluster – relativ zu den Absta¨nden zu den anderen Clustern – ist.
4.2.2 Modifikationsmatrix
Die Partitionsmatrix wird unu¨berwacht, d.h. ohne Beru¨cksichtigung der Ausgangsgro¨ßenwer-
te der jeweiligen Datenpunkte und Cluster ermittelt. Anhand des Ausgangsgro¨ßenwertes eines
Clusters ist jedoch feststellbar, wie gut ein Datenpunkt hinsichtlich seines Ausgangsgro¨ßenwer-
tes zu einem Cluster paßt. Die Idee des Smbc-Algorithmus besteht darin, diese Information
bereits wa¨hrend des Clustervorgangs auszunutzen. Hierzu wird die Zuteilung eines Datenpunk-
tes mittels eines Modifikationsfaktors ω abgeschwa¨cht, wenn sich die Ausgangsgro¨ßenwerte des
Datenpunktes und des Clusters stark voneinander unterscheiden. Zur Ermittlung der Modifi-
kationsfaktoren werden im folgenden fu¨r den Fall der Regression bzw. der Klassifikation unter-
schiedliche Vorgehensweisen beschrieben. Analog zur Partitionsmatrix werden die Modifikati-
onsfaktoren in der Matrix Ω zusammengefaßt. Das Element ωi,t gibt an, in welchem Maße die
Zuteilung des Datenpunktes Pi zum Cluster Ct abzuschwa¨chen ist.
Anstelle der urspru¨nglichen Partitionsmatrix wird dann in den Gln. (4.1) und (4.2) zur Bestim-
mung der Clusterparameter die modifizierte Partitionsmatrix Umod verwendet, die sich ergibt,
indem die urspru¨ngliche Partitionsmatrix U elementweise mit der Modifikationsmatrix Ω multi-
pliziert wird. Gegebenenfalls ist es sinnvoll, die modifizierte Partitionsmatrix so zu renormieren,
daß die Summe der Elemente jeder Zeile wieder den Wert 1 ergibt.
Regression Bei hinreichend gleichma¨ßiger Verteilung der Ausgangsgro¨ßenwerte der Daten-
punkte wird die A¨hnlichkeit zweier Ausgangsgro¨ßenwerte anhand eines Gaußkernels nach
ωi,t = exp−
(
ct − yi
2σyβ
)2
(4.5)
1In der Literatur wird dieser Parameter meist mit m bezeichnet, was hier aufgrund der Verwechselungsgefahr
mit der Anzahl der Eingangsgro¨ßen nicht mo¨glich war.
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bewertet. Dabei bezeichnet σy die auf der zu clusternden Stichprobe berechnete Standardabwei-
chung der Ausgangsgro¨ße und β ist ein einzustellender Parameter des Verfahrens. Er bestimmt
die Breite des Ausgangsgro¨ßenintervalls, das von einem Cluster abgedeckt wird.
Bei stark unterschiedlicher Verteilung der Ausgangsgro¨ßenwerte der Datenpunkte kann es vor-
teilhaft sein, die Ausgangsgro¨ße in einigen Wertebereichen genauer als in anderen aufzulo¨sen.
Dann empfiehlt es sich, den Parameter β – basierend auf der Verteilung der Ausgangsgro¨ßen-
werte – fu¨r den jeweiligen Ausgangsgro¨ßenwert des Clusters gema¨ß
ωi,t =

exp−
(
ct − yi
βl t
)2
y < ct
exp−
(
ct − yi
βr t
)2
y ≥ ct
(4.6)
individuell anzupassen. Die angepaßten Werte fu¨r βl t und βr t werden durch
βl t = ct − yl und βr t = yr − ct (4.7)
festgelegt. Dabei werden yl und yr so bestimmt, daß innerhalb der Intervalle [yl, ct] bzw. [ct, yr]
jeweils ungefa¨hr N ′ Datenpunkte enthalten sind. Der Wert des Parameters N ′ ist u¨ber den
einzustellenden Parameters γ an die Anzahl der zu clusternden Datenpunkte N und an die
aktuelle Clusteranzahl K gema¨ß
N ′ =
γ
K
N (4.8)
gekoppelt.
Klassifikation Im Falle der Klassifikation sind die vorkommenden Ausgangsgro¨ßenwerte der
Datenpunkte ganzzahlig und es existiert keinerlei Ordnung der Zahlenwerte wie es beispielsweise
bei einer ordinalen Gro¨ße der Fall wa¨re. Daher werden die Modifikationsfaktoren durch
ωi,t =
{
1 yi = ct
0 sonst
(4.9)
festgelegt. Dies hat zur Folge, daß sich der Ausgangsgro¨ßenwert eines Clusters nach dessen
Initialisierung nicht mehr a¨ndern kann.
4.2.3 Suche
Zu gegebenen Datenpunkten werden die Clusterparameter mit einem iterativen EM-Algorithmus,
a¨hnlich zum prototypischen Ablauf partitionierender Clusterverfahren in Tabelle 2.1, ermittelt.
• Initialisierung: Zuna¨chst werden KStart Cluster initialisiert, indem zufa¨llig KStart Daten-
punkte der Stichprobe ausgewa¨hlt und die Eingangsvektoren und Ausgangsgro¨ßenwerte
dieser Datenpunkte als Clusterzentrum und Clusterausgangsgro¨ßenwert verwendet wer-
den.
• E-Schritt: Anschließend wird zu den aktuellen Clusterparametern die modifizierte Parti-
tionsmatrix anhand von Gl. (4.4) und einer der Gln. (4.5), (4.6) oder (4.9) berechnet.
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• M-Schritt: Darauf folgend werden die Clusterparameter zu gegebener Partitionsmatrix
anhand von Gl. (4.1) und (4.2) neu ermittelt.
• Lo¨schen, Hinzufu¨gen und Vereinigen: Um die Anzahl der Cluster automatisch den Eigen-
arten der jeweiligen Lernstichprobe anzupassen, werden im Anschluß an den M-Schritt die
in den Abschnitten 4.2.6 und 4.2.7 beschriebenen Mechanismen zum Lo¨schen, Hinzufu¨gen
und Vereinigen von Clustern eingesetzt.
• Abbruchbedingung: Damit sind alle Teilschritte einer Lernepoche beendet und es wird
bis zum Erreichen eines geeignet definierten Abbruchkriteriums mit Wiederholung des
E-Schritts fortgefahren.
4.2.4 Prognosemechanismus
Wie in Kapitel 2.9 beschrieben ist jedes Cluster C analog zu Gl. (2.40) direkt in eine Fuzzy-
Regel
WENN µ(x) DANN y = c (4.10)
u¨berfu¨hrbar. Der Aktiviertheitsgrad µ(x) der Pra¨misse, d.h. das Maß nach dem bestimmt wird,
in welchem Grade ein Eingangsvektor x innerhalb eines Clusters C liegt, wird durch
µ = exp(−d2) (4.11)
definiert. Dabei wird d im Basisalgorithmus nach Gl. (4.3) als Abstand des Eingangsvektors
zum Clusterzentrum berechnet.
x1
x2
s2 v2
v1
s1
m2
m1
Regel 2
Regel 3
Regel 1
Abbildung 4.2: Projektion der Cluster auf die einzelnen Eingangsgro¨ßenachsen fu¨r den Fall,
daß, abweichend zum Text, die Cluster zusa¨tzlich, wie in Kapitel 4.3.1 beschrieben, durch
diagonalisierte Kovarianzmatrizen beschrieben werden.
Die U¨berfu¨hrung von Clustern in Regeln ist in Abbildung 4.2 illustriert. Wenn dies gewu¨nscht
ist, kann die Regel durch Projektion der Cluster auf die einzelnen Eingangsgro¨ßenachsen auch
auf die folgende, u¨blichere Form
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WENN x1 ist µ1 UND . . . UND xn ist µn DANN y = c mit µj = exp(−d2j) (4.12)
gebracht werden. Wenn zur Verknu¨pfung mehrerer linguistischer Terme in der Pra¨misse als
Und-Operator die Multiplikation verwendet wird, tritt durch die Projektion fu¨r nach Gl. (4.3)
berechnete Absta¨nde kein Informationsverlust auf.
4.2.5 Relevanzbewertung
Im Rahmen des Fr-Algorithmus sind zur Bewertung der Relevanz einer Regel mehrere stati-
stisch motivierte Kriterien entwickelt worden (Siehe Kapitel 2.2). Der Grundgedanke besteht
darin, jede einzelne Regel danach zu bewerten, ob sie einen signifikanten Zusammenhang des
Ein/Ausgangsverhaltens beschreibt. Die U¨bertragung des Relevanzkonzeptes auf eine Regel, die
wie beschrieben einem Cluster zugeordnet wird, erfolgt derart, daß die Homogenita¨t der Aus-
gangsgro¨ßenwerte der Datenpunkte innerhalb eines Clusters betrachtet wird. Gemessen wird
der Homogenita¨tsgrad als Trefferquote
%t =
N∑
i=1
ωi,tµi,t
N∑
i=1
µi,t
, (4.13)
die sich als das Verha¨ltnis der Summe der mit den Modifikationsfaktoren gewichteten Zu-
geho¨rigkeiten der Datenpunkte zum Cluster Ct zur Summe der ungewichteten Zugeho¨rigkeiten
ergibt.
Man beachte, daß in Gl. (4.13) nicht die Zuteilung sondern die Zugeho¨rigkeit der Datenpunkte
zu den Clustern verwendet wird, damit jedes Cluster unabha¨ngig von den anderen bewertet
wird. Dies ist fu¨r den im Abschnitt 4.2.7 beschriebenen Vereinigungsmechanismus und fu¨r die
Interpretierbarkeit der generierten Cluster von Bedeutung. Die bei der Relevanzbewertung der
Cluster erhaltenen Werte %t werden als Glaubensgrad bei der Verarbeitung des resultierenden
Regelsatzes verwendet.
4.2.6 Lo¨schen und Hinzufu¨gen von Clustern
Aufgrund ihrer A¨quivalenz zu Regeln sollten Cluster gelo¨scht werden, wenn ihre Relevanzbe-
wertung zu schlecht ist oder wenn die Summe der Zuteilungen zu gering ist. Fu¨r diese beiden
Lo¨schbedingungen sind passende Schwellwerte %min und u
α
min zu wa¨hlen
2.
Dort wo Datenpunkte liegen, die in – bezu¨glich der Ausgangsgro¨ßenwerte – inhomogenen Clu-
stern zusammengefaßt sind, werden, in einer a¨hnlichen Vorgehensweise wie beim Growing-
Neural-Gas-Algorithmus [Fri97], gezielt neue Cluster eingefu¨gt: Das Konzept der Modifikati-
onsfaktoren induziert, daß dem einzelnen Datenpunkt sogenannte Verlustmasse3 zugeordnet
wird. Dies ist die Differenz zwischen der urspru¨nglichen Masse 1 eines Datenpunktes und der
Summe der Teilmassen, die sich aufgrund der modifizierten Zuteilung ergeben. Am Ende eines
Lernschritts wird ein Datenpunkt, fu¨r den sich eine von 0 verschiedene Verlustmasse ergeben
2Bei Berechnung der Clusterparameter werden in Gl. (4.1) und (4.2) die mit α potenzierten Zuteilungen
verwendet. Dementsprechend bezieht sich der Schwellwert uαmin auf die Summe
∑N
i=1 u
α
i,t.
3Diese wird unabha¨ngig von einer eventuellen Re-Normalisierung der Partitionsmatrix nachgehalten.
56
hat, zufa¨llig ausgewa¨hlt. Die Auswahlwahrscheinlichkeit wird proportional zu den Verlustmas-
sen der Datenpunkte angesetzt. Der ausgewa¨hlte Datenpunkt dient zur Initialisierung eines
neuen Clusters in der aktuellen Clusterpopulation. Wie auch bei der Initialisierung wird die
Eingangsraumposition des Datenpunktes als neues Clusterzentrum und die Ausgangsgro¨ße des
Datenpunktes als Clusterausgangswert verwendet.
4.2.7 Vereinigen von Clustern
Eine geringere Anzahl von Clustern bedeutet ein weniger komplexes Modell und wirkt sich
gu¨nstig auf die Interpretierbarkeit und oft auch auf die Generalisierungsfa¨higkeit und damit
auf die Prognosegu¨te aus.
Beim ISODATA-Algorithmus [BD67], einem dem k-Means-Algorithmus a¨hnlichem Clusterver-
fahren, werden zwei Cluster miteinander vereinigt, wenn der Abstand der Clusterzentren einen
vorzugebenden Schwellwert unterschreitet. Hier interessiert jedoch, ob der von zwei Clustern be-
schrieben Zusammenhang des Ein/Ausgangsverhaltens auch durch ein einziges, generalisiertes
Cluster korrekt beschrieben werden kann. Deshalb werden hier eng benachbarte Cluster, de-
ren zugeteilte Datenpunkte a¨hnliche Ausgangsgro¨ßenwerte aufweisen und denen damit a¨hnliche
Clusterausgangswerte zugewiesen worden sind, als Kandidaten fu¨r eine Vereinigung angesehen.
Sie werden miteinander vereinigt, wenn die Relevanzbewertung des vereinigten Clusters nicht
schlechter ist, als die beste Relevanzbewertung der bisherigen einzelnen Cluster. Die Vereinigung
zweier Cluster geschieht, indem die entsprechenden Spalten der modifizierten Partitionsmatrix
addiert und anschließend die Clusterparameter und die Relevanzbewertung neu berechnet wer-
den.
Die Cluster, fu¨r die eine Vereinigung versucht wird, werden wie folgt ausgewa¨hlt: Fu¨r jedes
Cluster Ct wird aus der Menge der Cluster gleichen oder
4 a¨hnlichen Ausgangsgro¨ßenwertes
das am na¨chsten liegende sogenannte Partnercluster ermittelt. Die Cluster werden mit zuneh-
menden Abstand zu ihrem Partnercluster in einer Rangliste sortiert5. Nun wird die Rangliste
schrittweise durchgegangen und versucht, das jeweilige Cluster mit seinem Partnercluster zu
vereinigen, wenn keines der beiden betrachteten Cluster bisher vereinigt wurde und somit nicht
mehr in der Clusterpopulation existiert.
4.2.8 Pseudo-Code
Im folgenden wird der Pseudo-Code einer auf dem Fcm-Algorithmus basierenden Smbc Va-
riante angegeben. Als Wert fu¨r den Fuzziness-Parameter wird dabei α = 2 gewa¨hlt und die
Modifikationsfaktoren werden fu¨r Regressionsaufgaben nach Gl. (4.5) und fu¨r Klassifikations-
aufgaben nach Gl. (4.9) berechnet. Die Routinen zum Lo¨schen, Hinzufu¨gen und Vereinigen von
Clustern sind nicht mit angegeben.
4Im Falle der Klassifikation werden nur die Cluster mit gleichem Ausgangsgro¨ßenwert betrachtet. Im Falle
der Regression werden zu Ct dagegen alle Cluster betrachtet, deren Ausgangsgro¨ßenwert – hier yi genannt – in
Verbindung mit dem Ausgangsgro¨ßenwert ct des Clusters Ct nach Gl. (4.5) einen Modifikationsfaktor ergibt,
der oberhalb eines festzulegenden Schwellwertes ωmin liegt.
5Sollte ein Cluster Ct kein Partnercluster besitzen wird dieses Cluster ignoriert.
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Algorithm 2: Smbc(P)
comment: Learn clusters C from given data tuples P. The global KStart is the number
of clusters to start with and global β is used to calculate modification weights for
regression tasks. Global σy is the deviation of the output.
global KStart, β, σy
procedure Initialize(P)
comment: select KStart random data tuples Pi = (xi, yi) to initialize clusters
for t = 1 to KStart
do
{
i = index of random data tuple drawn without repetition
Ct.v = xi
Ct.c = yi
return (C)
procedure Predict(x, C)
comment: predict output value ŷ given input vector x using clusters C
each cluster is a fuzzy rule and gets activated with a degree of
e−d
2
t with dt being the distance of cluster t to the input x
if problem is regression task
then ŷ = COG evaluation of activated rules
else ŷ = MOM evaluation of activated rules
return (ŷ)
procedure Clusters(P,Umod)
comment: calculate clusters given data tuples P and the modified partition matrix
Umod
for each cluster t
do
{
set cluster center vt and output ct to be a kind of
weighted average of input and output values of
assigned data tuples
return (C)
procedure PartitionMatrix(P, C)
comment: calculate partition matrix U given data tuples P and clusters C
set element ui,t = di,t
−1 with di,t being the distance of tuple i to cluster t
normalize partition matrix to have each row with a sum of 1
return (U)
procedure ModificationMatrix(P, C)
comment: calculate modification matrix Ω given data tuples P and clusters C
for each data tuple i and cluster t
do

if problem is regression task
then ωi,t = exp−
(
Ct.c−yi
2σyβ
)2
else ωi,t =
{
1 Ct.c = yi
0 else
return (Ω)
main
C = Initialize(P)
repeat
U = PartitionMatrix(P, C)
Ω = ModificationMatrix(P, C)
Umod = element wise multiplication of matrices U and Ω
C = Clusters(P,Umod)
delete, add, and merge clusters
until abortion criterion is met
return (C)
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4.3 Details und Erweiterungen
4.3.1 Geometrieparameter
Beim Fcm-Algorithmus werden die Cluster lediglich durch ein Clusterzentrum gekennzeichnet;
die Verteilung der Eingangsvektoren der dem Cluster zugeteilten Datenpunkte im Eingangs-
raum wird nicht beru¨cksichtigt. Damit impliziert das verwendete Clustermodell spha¨rische,
kugelfo¨rmige Cluster gleicher Gro¨ße. Im Gegensatz dazu werden die Clusterprototypen beim
Gk-Algorithmus durch Bestimmung der Kovarianzmatrix anhand der zugeteilten Datenpunkte
durch zusa¨tzliche Geometrieparameter charakterisiert. Dabei werden die Elemente der Kovari-
anzmatrix6 bei gegebener Stichprobe durch die Partitionsmatrix7 U zu
Qt =
N∑
i=1
uαi,t(xi − vt)T (xi − vt) (4.14)
bestimmt. Ferner wird fu¨r die Berechnung der Partitionsmatrix anstelle des euklidischen Ab-
standes zwischen Clusterzentrum und Datenpunkt fu¨r jedes Cluster analog zu Gl. (2.27) eine
Art individuelle Mahalanobis-Distanz
d2i,t =
m
√
det(Qt) (xi − v)T Q−1t (xi − vt) (4.15)
verwendet. Der Term m
√
det(Qt) bewirkt eine Normalisierung der Clustergro¨ße. Damit impli-
ziert das beim Gk-Algorithmus verwendete Clustermodell ellipsoide Cluster beliebiger Orien-
tierung aber gleicher Gro¨ße. Fu¨r die Berechnung der Zugeho¨rigkeit fu¨r die Relevanzbewertung
der Cluster und zur Auswertung des a¨quivalenten Regelsatzes wird hier jedoch in den Gln.
(4.11) und (4.13) auf diese Normierung verzichtet. Fu¨r die Startinitialisierung der Geometrie-
parameter wird die Einheitsmatrix verwendet. Beim Hinzufu¨gen eines neuen Clusters werden
die Geometrieparameter vom na¨chstliegenden Cluster u¨bernommen.
x1
x2
d
Abbildung 4.3: Zugeteilte Datenpunkte und daraus gebildetes Cluster beim Gk-Algorithmus.
Skizziert ist das Clusterzentrum und die Form der aufgrund von Gl. (4.15) resultierenden A¨qui-
distanzlinien im Eingangsraum.
6Gustafson & Kessel verwendeten urspru¨nglich sogenannte Fuzzy-Kovarianzmatrizen, die sich nach Gl. (4.14)
ergeben wenn zusa¨tzlich sa¨mtliche Elemente durch
∑N
i=1 u
α
i,t dividiert werden. Siehe hierzu [HKK97] Seite 43.
7Wir verwenden hier die modifizierte Partitionsmatrix Umod.
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Die Anzahl der zu berechnenden Parameter der Kovarianzmatrix steigt quadratisch mit der
Dimensionalita¨t des Problems. Damit steigt gleichermaßen die Anzahl der Datenpunkte, die
notwendig sind, um die Parameter mit einer bestimmten statistischen Robustheit zu bestim-
men. Vergleiche hierzu Kapitel 2.5. Ebenso ist es bei Verwendung der vollen Kovarianzmatrix
nicht mehr mo¨glich, die den Clustern a¨quivalenten Fuzzy-Regeln auf die Form (4.12) zu bringen,
da aufgrund der Drehung des Koordinatensystems keine komponentenweisen Absta¨nde mehr
ermittelt werden ko¨nnen. Oft werden daher nur die Diagonalelemente der Kovarianzmatrix er-
mittelt und sa¨mtliche Elemente der Nebendiagonalen zu 0 gesetzt, womit die Clusterprototypen
jedoch wieder nur achsparallele Strukturen implizieren. Die Diagonalelemente sind bis auf einen
zu vernachla¨ssigenden konstanten Faktor identisch mit den komponentenweise berechneten Va-
rianzen der den Cluster zugeteilten Datenpunkte bezu¨glich des Clusterzentrums.
Ein allgemeinerer von Banfield & Raftery entwickelter Weg wird in [BR93, FR98] beschrieben.
Durch Re-Parametrisierung der Kovarianzmatrix mittels Singula¨rwertzerlegung ist es mo¨glich,
sehr flexibel eine große Vielzahl von verschiedenen Clustermodellen mit der kennzeichnenden
Matrix
Qt = Dt Λt D
T
t (4.16)
aufzustellen. Dabei ist Dt eine orthogonale Matrix mit den Eigenvektoren der Matrix Qt. Die
Matrix Λt ist eine Diagonalmatrix mit den Eigenwerten der Matrix Qt als Diagonalelementen;
sie kann weiter in Λt = λtAt zerlegt werden. Die Matrix Dt bestimmt damit die Orientierung,
die Matrix At die Form und der Parameter λt die Gro¨ße des Clusterellipsoids. Jeder Term wird
entweder individuell fu¨r jedes Cluster einzeln ermittelt, als Mittel u¨ber alle Cluster berechnet
oder aber a priori festgelegt.
4.3.2 Skalierbarkeit
Von großer Bedeutung fu¨r die Abscha¨tzung der praktischen Anwendbarkeit eines Lernverfah-
rens fu¨r eine gegebene Lernaufgabe ist die sogenannte Ordnung. Sie gibt an, wie sich die Laufzeit
bzw. der Speicherplatzbedarf von einem Algorithmus mit zunehmender Gro¨ße des zu bearbei-
tenden Problems erho¨ht. Die Gro¨ße des Problems ist im Kontext dieser Arbeit gegeben durch
die Anzahl der Lerndatenpunkte NL und durch die Anzahl der Eingangsgro¨ßen m. Wenn mit
einer festen maximalen Anzahl an Lernepochen und einer Obergrenze fu¨r die Anzahl der Cluster
gearbeitet wird, hat der Smbc-Algorithmus eine jeweils mit der Anzahl der Datenpunkte linear
und mit der Anzahl der Eingangsgro¨ßen kubisch zunehmende Ordnung O(NL m
3). Dies ergibt
sich wie folgt: Fu¨r jede Lernepoche mu¨ssen einmalig die Partitions- und Modifikationsmatrix
berechnet und daran anschließend die Clusterparameter neu ermittelt werden. Diese Operatio-
nen skalieren linear mit der Anzahl der Datenpunkte und der Cluster. Fu¨r die Berechnung der
Absta¨nde der Datenpunkte zu den Clustern ist die Inversion einer m×m Matrix erforderlich,
die bei Verwendung eines u¨blichen Gauß’schen Eliminationsverfahrens eine Ordnung von O(m3)
aufweist8.
Allerdings ist zu beachten, daß die obigen Voraussetzungen mit steigender Stichprobengro¨ße ggf.
nicht mehr zu rechtfertigen sind und es sinnvoll sein kann, eine gro¨ßere Anzahl an Lernschritten
und Clustern vorzusehen.
8Je nach verwendeten Clustermodell ist die Inversion einer Matrix nicht erforderlich bzw. bei einer Dia-
gonalmatrix mit einer Ordnung von O(m) durchfu¨hrbar, womit sich die Ordnung des Verfahrens auf O(Nm)
reduziert.
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4.4 Einordnung
Vergleich mit RBF-Netzen
RBF-Netze [Orr96] modellieren den Zusammenhang zwischen der Ausgangsgro¨ße und den Ein-
gangsgro¨ßen durch eine Linearkombination
y = f(x) =
K∑
t=1
c∗t gt(x). (4.17)
von K Teilfunktionen gt. Als Teilmodell werden ha¨ufig durch einen Mittelpunkt v und skalare
oder komponentenweise Radien r bzw. r definierte Kernelfunktionen gewa¨hlt. Ein einfaches
Beispiel fu¨r den eindimensionalen Fall ist
g(x) = exp−
(
x− v
r
)2
. (4.18)
Die Erweiterung fu¨r den mehrdimensionalen Fall ist trivial. Neben Exponentialfunktionen wer-
den in der Literatur verschiedene andere Funktionen untersucht. Beispielsweise schla¨gt Orr
[Orr96] den allgemeinen Ansatz
g(x) = F (d2) mit d2 = (x− v)TR−1(x− v) (4.19)
fu¨r die Modelle g(x) vor, wobei R eine geeignet definierte und invertierbare Matrix und F
irgendeine eindimensionale Kernelfunktion ist, die vorzugsweise kontinuierlich, beschra¨nkt und
integrierbar zu 1 zu wa¨hlen ist. Das Lernen eines RBF-Netzes wird oft auf die Bestimmung
gu¨nstiger Gewichtsfaktoren fu¨r einen festen Kanon von mo¨glichen Kernelfunktionen beschra¨nkt.
Fu¨r eine bestimmte Auswahl aus der Menge der mo¨glichen Kernelfunktionen ist dann die Be-
stimmung optimaler Gewichtsfaktoren durch Lo¨sung eines linearen Gleichungssystems mittels
der Pseudoinversen9 durchfu¨hrbar. Die Initialisierung, d.h. die Vorgabe mo¨glicher Kernelfunk-
tionen erfolgt u.a. durch Clusterverfahren. Alternativ werden alle Lerndatenpunkte als mo¨gliche
Kernelmittelpunkte verwendet. Die Ausdehnungsparameter ergeben sich dann – zumeist sehr
einfach – aus statistischen Kennwerten der Lerndaten.
Das aus Abschnitt 4.2.4 im Falle der Regression resultierende Modell liefert zu einem gegebenen
Eingangsvektor x den prognostizierten Ausgangsgro¨ßenwert y in der Form
y(x) =
K∑
t=1
ctµt(x)
K∑
t=1
µt(x)
. (4.20)
Darin sind ct die den Clustern Ct zugeordneten Ausgangsgro¨ßenwerte und µt(x) die Zugeho¨rig-
keitsgrade des Vektors x zu den einzelnen Clustern Ct. Kennzeichnend fu¨r unseren Ansatz ist,
daß sich die Werte ct aus dem Clusterprozeß ergeben. Dieser ist – wie beschrieben – im Inter-
esse einer guten Interpretierbarkeit der resultierenden Regeln so angelegt, daß sich mo¨glichst
homogene Cluster ergeben. Dies sind Cluster, die mo¨glichst nur Datenpunkte mit gleichen oder
9Die Pseudoinverse A+ = (AT A)−1AT lo¨st die Gl. Ax = b im Sinne der Minimierung der quadratischen
Fehler zu x = A+b.
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a¨hnlichen Ausgangsgro¨ßenwerten abdecken. Dementsprechend lassen sich die Funktionen µt(x)
und die Werte ct als lokale Charakterisierungen der Menge der Datenpunkte interpretieren. Mit
ut(x) =
µt(x)
K∑
h=1
µh(x)
(4.21)
la¨ßt sich Gl. (4.20) auch in der Form
y(x) =
K∑
t=1
ctut(x) (4.22)
schreiben. Damit kann man die aus dem Clusterprozeß hervorgegangenen Funktionen ut(x) zur
Initialisierung der Kernelfunktionen fu¨r ein RBF-Netz verwenden und anstelle der bisherigen
Werte ct mit Hilfe der Pseudoinversen neue Werte c
∗
t bestimmen.
In ersten Versuchen konnte die Prognosegu¨te damit jedoch nur geringfu¨gig gesteigert werden.
Im Gegensatz dazu fu¨hrte die Initialisierung der Menge mo¨glicher Kernelfunktionen mit allen
Lerndatenpunkten zu wesentlich besseren Ergebnissen; allerdings unter letztendlicher Verwen-
dung einer viel gro¨ßeren Anzahl an Kernelfunktionen.
Die Ursache hierfu¨r ist darin zu sehen, daß die Auswahl der Kernelfunktionen beim u¨blichen
RBF-Ansatz mit Blick auf das Gesamtverhalten erfolgt. Es wird dabei also das Zusammenspiel
der Kernelfunktionen von Anfang an beru¨cksichtigt. Dies fu¨hrt zu einer hohen Prognosegu¨te
– allerdings auf Kosten der Interpretierbarkeit: Ha¨ufig ergeben sich stark u¨berlappende Ker-
nelfunktionen, d.h. fu¨r eine Eingangsraumposition sind meistens die Funktionswerte mehrerer
Kernelfunktionen signifikant von 0 verschieden. Zudem sind die sich ergebenden Gewichtsfak-
toren – die positiv und negativ sein ko¨nnen – nicht mehr lokal interpretierbar.
Der hier aufgezeigte Zielkonflikt zwischen Modellierungsgu¨te und Interpretierbarkeit ist im
u¨brigen generell bei der datenbasierten Fuzzy-Modellierung anzutreffen. Man kann – wie beim
Fr-Algorithmus – auf Regeln abzielen, die jede fu¨r sich einen lokal sinnvollen Aspekt der
betrachteten Daten darstellen und somit interpretierbar sind. Alternativ kann man auch auf
die Interpretierbarkeit verzichten und die Regeln nebst Zugeho¨rigkeitsfunktionen allein danach
auswa¨hlen bzw. bestimmen, daß das resultierende Modell eine mo¨glichst hohe Prognosegu¨te
liefert.
Zur Abrundung der Einordnung und zum Vergleich sei hier angemerkt, daß sich die fu¨r RBF-
Netze kennzeichnende Vorschrift (4.17) auch wie folgt interpretieren la¨ßt: Jedem Tupel (c∗t , gt(x))
entspricht eine Regel
WENN x ist gt(x) DANN y = c
∗
t , (4.23)
wobei der Erfu¨lltheitsgrad der Pra¨misse sich direkt zu
µt(x) = gt(x) (4.24)
ergibt und die Defuzzifizierung durch die Drehmomentmethode (TOR) [Kie97] erfolgt. Diese
Sicht macht deutlich, daß die datenbasierte Generierung von interpretierbaren Regeln fu¨r ein
Fuzzy-Modell, in dem die Drehmomentmethode zur Defuzzifizierung verwendet wird, ein noch
nicht befriedigend gelo¨stes Problem aufwirft: Die Relevanz einer Regel kann nicht durch eine
isolierte Betrachtung dieser Regeln, sondern nur durch Beru¨cksichtigung des Zusammenspiels
aller Regeln ermittelt werden.
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Kapitel 5
Experimente und Anwendungsbeispiele
In diesem Kapitel werden eine Einfu¨hrung in mo¨gliche Maße zur Bewertung der Prognosegu¨te
eines Lernverfahrens gegeben und mit der Kreuz-Validierung und der mehrfachen Wiederho-
lung Verfahren zur Ermittlung derselben vorgestellt. Ein Problem stellt die Einstellung der
freien Parameter eines Lernverfahrens dar. Erfolgt diese nicht systematisch, kann dies die Va-
lidita¨t der erhaltenen Ergebnisse beeintra¨chtigen. Daher wird basierend auf einer Arbeit von
Salzberg die Vorgehensweise der harten Validierung definiert. Es folgt eine Beschreibung der
durchgefu¨hrten Experimente und Untersuchungen sowie eine Darstellung und Diskussion der
erhaltenen Ergebnisse.
5.1 Gu¨temaße
Prognosegu¨te
Die wichtigsten Gu¨temaße zur Bewertung eines Modells stellen diejenigen Maße dar, die die Pro-
gnosegu¨te bewerten. Einige weit verbreitete Maße fu¨r Klassifikations- und Regressionsaufgaben
sind im folgenden beschrieben. U¨blicherweise werden diese Maße bezu¨glich einer Teststichprobe
ausgewertet. Dazu wird zu jedem Datenpunkt der Teststichprobe anhand des Eingangsvektors
ein Prognosewert fu¨r die Ausgangsgro¨ße ermittelt und die Abweichung vom tatsa¨chlichen Aus-
gangsgro¨ßenwert dann mit dem Gu¨temaß bewertet. Es ist prinzipiell auch mo¨glich – wenn auch
oft nicht besonders aussagekra¨ftig – die Gu¨temaße bezu¨glich der Lernstichprobe auszuwerten.
Um Mißversta¨ndnisse zu vermeiden, sei darauf hingewiesen, daß sich der Begriff Prognosegu¨te,
so nicht explizit anders angegeben, in dieser Arbeit immer auf eine Ermittlung bezu¨glich einer
Teststichprobe bezieht.
Klassifikation Der mittlere Klassifizierungsfehler (MCE) gibt an, fu¨r wieviel Prozent der
Datenpunkte die Ausgangsklasse falsch prognostiziert wurde.
MCE =
N∑
i=1
ei
N
mit ei =
{
0 ŷi = yi
1 ŷi 6= yi (5.1)
Dabei bezeichnet ŷi jeweils die prognostizierte und yi die tatsa¨chliche Ausgangsklasse eines
Datenpunktes und N die Stichprobengro¨ße. Die erhaltenen Gu¨tewerte liegen innerhalb des
Intervals [0, 1] und sind direkt interpretierbar.
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Um tieferen Einblick in die genaue Art der Fehlklassifikationen zu erhalten, kann die sogenannte
Konfusionsmatrix O aufgestellt werden. Diese erlaubt es festzustellen, wie oft fu¨r eine bestimmte
Ausgangsklasse fa¨lschlicherweise eine andere bestimmte Ausgangsklasse prognostiziert wurde.
Die Konfusionsmatrix ist eine quadratische Matrix deren Gro¨ße der Anzahl Sy der mo¨glichen
Ausgangsklassen entspricht. Ihre Elemente werden gebildet zu
ow,z =
N∑
i=1
ei mit ei =
{
1 ŷi = w ∧ yi = z
0 sonst
. (5.2)
Teilweise ist die Fehlklassifikation einer bestimmten Ausgangsklasse wesentlich sta¨rker zu be-
werten als bei einer anderen Ausgangsklasse. So verursacht z.B. die fa¨lschliche Einstufung eines
kreditunwu¨rdigen Kunden als kreditwu¨rdig wesentlich ho¨here Kosten als im umgekehrten Falle
die Einstufung eines kreditwu¨rdigen Kunden als kreditunwu¨rdig. Im ersten Falle muß der ge-
samte Kredit abgeschrieben werden, im zweiten Falle entsteht lediglich ein Umsatzverlust. Bei
solchen Lernaufgaben empfiehlt es sich daher, die Kosten der jeweiligen Fehlklassifikation mit
zu beru¨cksichtigen und als Gu¨temaß die mittleren Fehlklassifizierungskosten (MMC) anzuge-
ben. Im allgemeinen Fall sind die Fehlklassifizierungskosten in einer quadratischen Matrix B,
deren Gro¨ße der Anzahl Sy der mo¨glichen Ausgangsklassen entspricht, angegeben. Sa¨mtliche
Diagonalelemente dieser Matrix sind 0. Das Nebendiagonalelement bw,z entha¨lt die Kosten, die
entstehen, wenn fu¨r einen Datenpunkt der Ausgangsklasse w die Ausgangsklasse z prognosti-
ziert wird. Die mittleren Fehlklassifizierungskosten ergeben sich dann durch das elementweise
multiplizieren und anschließende Aufsummieren der Elemente der Matrizen O und B zu
MMC =
Sy∑
w=1
Sy∑
z=1
ow,z bw,z
N
. (5.3)
Regression Der mittlere absolute bzw. der mittlere quadratische Fehler (MAE bzw. MSE)
gibt an, welcher absolute bzw. quadratische Fehler im Mittel bei der Prognose u¨ber alle Daten-
punkte der betrachteten Stichprobe gemacht wird.
MAE =
N∑
i=1
|ŷi − yi|
N
(5.4)
MSE =
N∑
i=1
(ŷi − yi)2
N
(5.5)
Wiederum bezeichnet dabei ŷi jeweils die prognostizierten und yi die tatsa¨chlichen Ausgangs-
gro¨ßenwerte eines Datenpunktes und N ist die Stichprobengro¨ße. Die sich ergebenden Gu¨tewer-
te sind meist nicht direkt interpretierbar. Um einen Gu¨tewert auf den ersten Blick einscha¨tzen zu
ko¨nnen, kann eine Normierung auf denjenigen Fehler, der sich bei einer sogenannten Baseline-
Prognose [RNH+96] ergeben ha¨tte, vorgenommen werden. Bei einer solchen Prognose wird
unabha¨ngig vom jeweiligen Eingangsgro¨ßenvektor fu¨r jeden Datenpunkt immer ein konstan-
ter Wert yconst prognostiziert. Fu¨r das Gu¨temaß MAE bzw. MSE wird yconst als Medianwert
bzw. arithmetischer Mittelwert der Ausgangsgro¨ßenwerte der Lernstichprobe angesetzt1. Die
1Fu¨r das MSE-Kriterium ist diese Vorgehensweise identisch mit einer Normierung auf die Streuung der
Ausgangsgro¨ßenwerte
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normierten MAE- und MSE-Gu¨tewerte sollten wesentlich kleiner als eins sein, ansonsten sind
Zweifel an der Prognoseeignung des gelernten Modells angebracht, da eine einfache Baseline-
Prognose zu a¨hnlichen Prognosegu¨ten fu¨hrt.
Experiment-Design
Lernverfahren ko¨nnen experimentell anhand einer Lernaufgabe bzw. der dazugeho¨rigen Stich-
probe bezu¨glich der erzielten Prognosegu¨ten miteinander verglichen werden. Im folgenden wird
zuna¨chst der Begriff der tatsa¨chlichen Gu¨te eines Modells Q∗P eingefu¨hrt und darauf aufbauend
die tatsa¨chliche Gu¨te eines Lernverfahrens Q∗ definiert. Anschließend werden mit der Kreuz-
Validierung und der mehrfachen Wiederholung zwei Scha¨tzer zur Ermittlung derselben vorge-
stellt.
Unter tatsa¨chlicher Gu¨te Q∗P eines Modells fu¨r eine gegebene Lernaufgabe wird diejenige Gu¨te
bezu¨glich eines Gu¨temaßes verstanden, die sich ergeben wu¨rde, wenn mittels der zugrunde-
liegende wahren Funktion y = ftf (x) unendlich viele Datenpunkte generiert und zum Testen
verwendet wu¨rden. Die Eingangsvektoren dieser Testdatenpunkte wu¨rden dabei anhand der
Verteilung µtf (x) produziert.
Sowohl y = ftf (x), als auch µtf (x) sind typischerweise nicht bekannt, weshalb die tatsa¨chliche
Gu¨te auch meist nicht exakt ermittelt werden kann, und daher eher eine theoretische Gro¨ße
darstellt. Bei Aufteilung einer gegebenen Stichprobe in Lern- und Testdaten steht nur eine
endliche Anzahl an Testdatenpunkten zur Verfu¨gung, und somit kann nur die Gu¨te Q̂P bezu¨glich
dieser Stichprobe ermittelt werden.
Unter tatsa¨chlicher Gu¨te Q∗ eines Lernverfahrens an einer Lernaufgabe bei feststehender Lern-
stichprobengro¨ße wird diejenige Gu¨te bezu¨glich eines Gu¨temaßes verstanden, die sich im arith-
metischen Mittel der tatsa¨chlichen Gu¨ten Q∗P der Modelle ergibt, wenn unendlich oft auf einer
NL-elementigen Lernstichprobe ein Modell gelernt wird. Auch Q
∗
P ist i.allg. nicht exakt ermit-
telbar. Um den Wert zu scha¨tzen kommen daher u¨blicherweise Methoden der Kreuz-Validierung
oder mehrfachen Wiederholung zum Einsatz.
• NR-fache Kreuz-Validierung: Die Stichprobe wird zufa¨llig in NR etwa gleich große
kleinere Stichproben aufgeteilt. Jede der kleineren Stichproben wird einmal als Teststich-
probe zuru¨ckgehalten und unter Verwendung der Datenpunkte der restlichen NR − 1
Stichproben wird ein Modell gelernt und dessen Prognosegu¨te Q̂P bezu¨glich der zuru¨ck-
gehaltenen Teststichprobe ermittelt. Kohavi berichtet in [Koh95], daß NR = 10 eine
gute Wahl ist, auch wenn die Rechenkapazita¨ten einen gro¨ßeren Wert zulassen wu¨rden.
Eine besondere Form der Kreuz-Validierung ist die sogenannte Leave-One-Out Cross-
Validation (LOOCV). Bei dieser wird NR zur Anzahl der Datenpunkte der Stichprobe
gewa¨hlt.
• NR-fache Wiederholung: Die Stichprobe wird NR mal zufa¨llig in Lern- und Teststich-
proben aufgeteilt. Auf der Lernstichprobe wird ein Modell gelernt und die Prognosegu¨te
Q̂P desselben bezu¨glich der Teststichprobe ermittelt.
Als Ergebnis Q̂ wird der arithmetische Mittelwert der NR einzelnen Prognosegu¨ten Q̂P ange-
geben. Es ist mo¨glich, den sogenannten Standard-Fehler σ∗Q der Scha¨tzung zu
σ∗Q =
σQ√
NR
(5.6)
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anzugeben. Dabei bezeichnet σQ die Standardabweichung der Prognosegu¨ten Q̂P . Wenn davon
ausgegangen wird, daß die Prognosegu¨te Q̂P normalverteilt ist, so ist der erhaltene Scha¨tzwert
mit einer Wahrscheinlichkeit von etwa 67% nicht weiter als σ∗Q vom tatsa¨chlichen Gu¨tewert
entfernt2.
Weitere Gu¨temaße
Neben der Prognosegu¨te gibt es eine Reihe weiterer Aspekte, nach denen die gelernten Modelle,
und allgemein auch die zum Lernen verwendeten Verfahren, miteinander verglichen werden
ko¨nnen. Es sind dies:
• Gro¨ße des Modells, wobei darunter u¨blicherweise der beno¨tigte Speicherplatzbedarf fu¨r
das gelernte Modell verstanden wird. Bei einem regelbasierten Lernverfahren ist die Gro¨ße
bestimmt durch die u¨ber alle Regeln aufsummierte Anzahl der Pra¨missen- und Konklu-
sionsterme. Die Gro¨ße ist u.a. wichtig, wenn fu¨r das erhaltene Modell die Eigenschaft der
Interpretierbarkeit bewertet werden soll.
• Zeitbedarf, d.h. Rechenaufwand der zum Lernen eines Modells bzw. zum Treffen einer
Prognose beno¨tigt wird.
• Notwendiges Hintergrundwissen, das ein Benutzer besitzen muß, um das Lernver-
fahren korrekt und mit akzeptablen Prognosegu¨ten anwenden zu ko¨nnen. An dieser Stelle
ist insbesondere die Problematik der Einstellung freier Parameter eines Lernverfahrens
zu beru¨cksichtigen.
5.2 Einstellung freier Parameter
Salzberg benennt in [Sal99] das Problem des Repeated Tuning:
Many researchers tune their algorithms repeatedly in order to make them perform opti-
mally on at least some data sets. At the very least, when a system is being developed, the
developer spends a great deal of time determining what parameters it should have and what
the optimal values should be. [. . . ] Fortunately one can perform virtually unlimited tuning
without corrupting the validity of the results. The solution is to use cross-validation enti-
rely within the training set itself. [. . . ] When the parameters appear to be at their optimal
settings, accuracy can finally be measured on the test data.
Thus when doing comparative evaluations, everything that is done to modify or prepare the
algorithms must be done in advance of seeing the test data. This point will seem obvious to
many experimental researchers, but the fact is that papers are still appearing in which this
methodology is not followed. In the survey by Flexer [Fle96], only 3 out of 43 experimental
papers in leading neural network journals used a separate data set for parameter tuning;
the remaining 40 papers either did not explain how they adjusted parameters or else did
their adjustments after using the test set.
Damit hat Salzberg sowohl ein ha¨ufig in der Literatur auftretendes Problem benannt, als auch
einen Ausweg skizziert, wie dem Problem mittels des Einsatzes einer Kreuz-Validierung oder
2Es handelt sich hierbei um eine sehr optimistische Scha¨tzung, da in Gl. (5.6) vorausgesetzt wird, daß es
sich um NR unabha¨ngige Experimente handelt, was nicht gegeben ist, wenn Datenpunkte mehrfach in den
Experimenten verwendet werden.
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a¨hnlicher Ansa¨tze zum automatischen Parametertuning begegnet werden kann. Diese Vorge-
hensweise wird im folgenden als harte Validierung, im Gegensatz zur u¨blicherweise verwendeten
normalen Validierung, bezeichnet.
Jedoch, und dies wird von Salzberg nur teilweise deutlich gemacht, gibt es Situationen, in
denen die normale Validierung durchaus ihre Berechtigung hat. So ist die Durchfu¨hrung ei-
ner harten Validierung mit einem wesentlich ho¨heren Arbeitsaufwand seitens des Entwicklers
verbunden und fu¨r die notwendigen Experimente wird deutlich mehr Rechenleistung beno¨tigt.
Die Definition geeigneter Standard-Parametersa¨tze, aus denen wa¨hrend des Parametertunings
der letztlich verwendete Parametersatz ausgewa¨hlt wird, als auch die Realisierung des Parame-
tertunings selbst, sind nicht triviale Aufgaben. Bei der Entwicklung eines neuen Algorithmus
bzw. einer neuen Idee fu¨r einen bestehenden Algorithmus stellt sich zuna¨chst die Frage der
prinzipiellen Funktionsfa¨higkeit. Designentscheidungen sind zu treffen und fu¨r einige wenige
Strategieelemente sind Parameter vorzusehen, um die Arbeitsweise des Algorithmus flexibel
an verschiedene Probleme anpassen zu ko¨nnen. In diesem Entwicklungsprozeß ist eine nor-
male Validierung vollkommen ausreichend, eine harte Validierung aufgrund des viel ho¨heren
Arbeitsaufwandes hingegen eher ungeeignet.
Prinzipielle Vorgehensweise zur harten Validierung
Die im folgenden vorgestellte Vorgehensweise zur harten Validierung orientiert sich an den
Ausfu¨hrungen in [Sal97]. Es wird zuna¨chst davon ausgegangen, daß fu¨r alle freien Parameter
des zu testenden Algorithmus’ sogenannte Standard-Parametersa¨tze definiert sind.
Die gegebene Stichprobe wird mittels NR-facher Wiederholung oder Kreuz-Validierung in Lern-
und Teststichproben aufgeteilt. Fu¨r jede Lernstichprobe wird der vermutlich beste Parameter-
satz aus der Menge der Standard-Parametersa¨tze durch ein sogenanntes Parametertuning aus-
gewa¨hlt. Mit dem ausgewa¨hlten Parametersatz wird dann auf der betrachteten Lernstichprobe
ein Modell gelernt und dessen Prognosegu¨te auf der zugeho¨rigen Teststichprobe ermittelt. Der
arithmetische Mittelwert u¨ber die NR einzelnen Prognosegu¨ten wird berichtet.
Im folgenden wird die Vorgehensweise zum Parametertuning genauer beschrieben: Die jeweils
betrachtete Lernstichprobe wird weiter in die zum Parametertuning verwendeten Tuning-Lern-
und Tuning-Teststichproben aufgeteilt. Zur Aufteilung wird diesmal eine NTune-fache Wieder-
holung oder Kreuz-Validierung verwendet. Fu¨r jeden mo¨glichen Parametersatz wird nun auf den
Tuning-Lernstichproben ein Modell gelernt und auf den zugeho¨rigen Tuning-Teststichproben
dessen Prognosegu¨te ermittelt. Anhand dieser Prognosegu¨ten und ggf. unter Beru¨cksichtigung
weiterer Kriterien, wie beispielsweise der Gro¨ße der gelernten Modelle, wird der vermutlich
beste Parametersatz ausgewa¨hlt. Zwei einfache Auswahlmechanismen sind im Rahmen dieser
Arbeit betrachtet worden:
• mittlere Lernstichproben-Prognosegu¨te: Die mittlere Lernstichproben-Prognosegu¨te
ergibt sich als arithmetischer Mittelwert u¨ber die einzelnen Prognosegu¨ten fu¨r die NTune
Wiederholungen oder Kreuz-Validierungen.
• mittlerer Lernstichproben-Rang: Fu¨r jede der NTune Wiederholungen oder Kreuz-
Validierungen werden die Parametersa¨tze mit abnehmender Prognosegu¨te sortiert. Der
Parametersatz mit dem besten Gu¨tewert erha¨lt einen Rang von 1, die anderen Parame-
tersa¨tze folgen entsprechend. Bei gleicher Prognosegu¨te mehrerer Parametersa¨tze erhalten
alle den gleichen Rang. Danach wird mit dem na¨chstho¨heren Rang fortgefahren. Der mitt-
lere Lernstichproben-Rang ergibt sich als arithmetischer Mittelwert u¨ber die einzelnen
NTune Ra¨nge.
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Man beachte das grundlegende Problem, daß bei der automatischen Auswahl des vermutlich
besten Parametersatzes Overfitting auftreten kann, denn der ausgewa¨hlte Parametersatz ist
lediglich optimal bezu¨glich der aus der jeweiligen Lernstichprobe generierten Tuning-Lern- und
Tuning-Teststichproben, nicht aber garantiertermaßen optimal bezu¨glich der Teststichprobe auf
der letztendlich die Prognosegu¨te ermittelt wird. Dies kann sich negativ auf die bei einer harten
Validierung erreichten Prognosegu¨ten auswirken.
Parameterklassen bei harter Validierung
Bei der oben beschriebenen Vorgehensweise zur harten Validierung wird jeder freie Parameter
des zu testenden Algorithmus’ im Rahmen des Parametertunings betrachtet. Der Rechenauf-
wand steigt jedoch mit zunehmender Anzahl der betrachteten Parameter, so daß man bestrebt
ist, mo¨glichst viele freie Parameter vorab festzulegen, und dann nicht weiter betrachten zu
mu¨ssen. Durch U¨berlegungen zur Wirkungsweise der einzelnen freien Parameter oder durch
Voruntersuchungen an einigen ausgewa¨hlten Benchmarks ko¨nnen einige freie Parameter, wie
beispielsweise die Art und Ausgestaltung der verwendeten Abstandsfunktion, festgelegt werden.
Die derart festgelegten Parameter werden im folgenden als Designparameter bzw. Designent-
scheidungen bezeichnet. Die verbleibenden freien Parameter des Algorithmus werden fortan
Strategieparameter genannt.
Der beim Parametertuning verwendete Auswahlmechanismus und die zur Ermittlung der Lern-
stichproben-Prognosegu¨te bzw. des Lernstichproben-Rangs durchgefu¨hrte Bestimmungsmetho-
de stellen auch Parameter dar, und mu¨ssen daher ebenfalls in Voruntersuchungen festgelegt
werden. Im folgenden werden diese Parameter als Tuningparameter bezeichnet.
Ferner sind die Parameter, die das Experiment-Design bestimmen, zu betrachten. Dies ist bei-
spielsweise die Art, wie die gegebene Stichprobe in Lern- und Teststichproben aufgeteilt wird
und die Anzahl der durchgefu¨hrten Wiederholungen oder Kreuz-Validierungen NR. Diese soge-
nannten Experimentparameter sind unkritisch, d.h. sie mu¨ssen und ko¨nnen nicht in Voruntersu-
chungen festgelegt werden. In der Literatur finden sich zahlreiche Beispiele zu einer sinnvollen
Wahl der Experimentparameter [WD95, Dom97, WM00a].
Tabelle 5.1: Parameterklassen bei harter Validierung.
Klasse Erla¨uterung
Designparameter Freie Parameter des Algorithmus, die durch U¨berlegungen
zur Wirkungsweise festgelegt werden.
Designentscheidungen Freie Parameter des Algorithmus, die durch Voruntersu-
chungen festgelegt werden.
Strategieparameter Freie Parameter des Algorithmus, die im Rahmen des Para-
metertunings betrachtet werden.
Tuningparameter Parameter, die die genaue Vorgehensweise beim Parameter-
tuning bestimmen.
Experimentparameter Parameter, die das Experiment-Design an sich festlegen.
Die Einteilung der Parameter in die verschiedenen Klassen ist in Tabelle 5.1 zusammenfassend
aufgefu¨hrt. Die Zuordnung eines freien Parameter des zu testenden Algorithmus zu einer der drei
dabei mo¨glichen Klassen ist vom Experimentator vorzunehmen und damit in gewisser Weise
subjektiv. Fu¨r die in den Voruntersuchungen verwendeten Benchmarks ist prinzipiell keine
68
harte Validierung mehr mo¨glich. Die erzielten Ergebnisse du¨rfen entweder nicht im Rahmen
einer harten Validierung berichtet werden, oder aber sie mu¨ssen entsprechend gekennzeichnet
sein.
5.3 Ergebnisse PNC 2
Ein neuer Lernalgorithmus sollte mit den ihm am a¨hnlichsten in der Literatur bekannten Algo-
rithmen verglichen werden [Sal99]. Dies sind der im Kapitel 3.4 beschriebene Nge und Rise,
sowie der im Kapitel 2.3 beschriebe knn-Algorithmus. Das vom Pnc 2-Algorithmus generierte
Modell kann in die Form eines Fuzzy-Regelsatzes transformiert werden. Daher wird auch der
in Kapitel 2.2.1 beschriebene Fr-Algorithmus betrachtet. Zum Vergleich werden umfangreiche
Benchmarkstudien durchgefu¨hrt. Derartige Studien wurden auch bereits mit der Vorga¨nger-
version des Pnc 2-Algorithmus gemacht und in [Hae01b, Hae01a] vero¨ffentlicht. Dabei wurden
zwar einige sinnvoll erscheinende freie Parameter des Algorithmus als Strategieparameter ein-
gestuft, die u¨brigen Parameter jedoch, ebenso wie die beno¨tigten Standard-Parametersa¨tze und
die Tuningparameter, ad hoc aufgrund einfacher Voru¨berlegungen eingestellt. Fu¨r den Pnc 2-
Algorithmus werden dagegen alle Parameter in die verschiedenen Klassen nach Tabelle 5.1
eingeteilt, systematisch in ihrer Wirkungsweise untersucht und dann festgelegt. Dazu werden
Voru¨berlegungen angestellt und in Voruntersuchungen Experimente mit einigen ausgewa¨hlten
Benchmarks durchgefu¨hrt.
Tabelle 5.2: U¨berblick u¨ber die durchgefu¨hrten Voruntersuchungen zum Pnc 2-Algorithmus.
Ku¨rzel Fragestellung Erla¨uterungen
ExpA Designentscheidungen Wahl der Normierungs- und Diskretisierungsme-
thode, Entscheidung u¨ber die Verwendung von
Glaubensgraden zur Regelbewertung etc.
ExpB Strategieparameter Parameterstudien zur Definition geeigneter Stan-
dard-Parametersa¨tze
ExpC NG Max Auswirkung des Designparameters NG Max auf
Laufzeit, Prognosegu¨te und Modellgro¨ße bei zuneh-
mender Gro¨ße der Lerndatenstichprobe
ExpE Tuningparameter
1: Validierungsmethode Entscheidung zwischen 10 facher Kreuz-Validie-
rung und 10 bzw. 50 facher Wiederholung
2: Randbedingungen Erprobung der Randbedingungen der maximalen
Modellgro¨ße und der minimalen Vereinigungsrate
3: Gu¨tekriterium Entscheidung zwischen Lernstichproben-Prognose-
gu¨te und Lernstichproben-Rank
4: CSFS Auswirkung einer permanenten Aktivierung der
kontext-sensitiven Eingangsgro¨ßenselektion
Die Tabelle 5.2 gibt einen U¨berblick u¨ber die jeweilige Fragestellung der durchgefu¨hrten Vorun-
tersuchungen. Bis auf bei den Experimenten ExpC werden dabei die Benchmarks Australian,
Hepatitis, Mushrooms, Seg und Temp verwendet. Bei den Experimenten ExpC kommen
davon abweichend die Benchmarks Dna, Letter und Wave zur Anwendung, da eine gro¨ßere
Anzahl an Lerndatenpunkten beno¨tigt wurde. Die bei den Experimenten ExpC gewonnenen
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Erkenntnisse ko¨nnen allerdings keinesfalls in den spa¨teren Benchmarkstudien genutzt werden,
da dies eine Verletzung der Bedingungen der harten Validierung bedeuten wu¨rde!
In den folgenden Kapiteln sind die angestellten Voru¨berlegungen und durchgefu¨hrten Vorunter-
suchungen dokumentiert. Die Ergebnisse der Benchmark-Vergleichsstudie finden sich im Kapitel
5.3.6.
5.3.1 Voru¨berlegungen
Die sechs in Tabelle 5.3 aufgefu¨hrten freien Parameter des Pnc 2-Algorithmus sind als De-
signparameter klassifiziert worden und werden – so nicht anders angegeben – in sa¨mtlichen
Experimenten wie angegeben eingestellt. Im folgenden werden die einzelnen Designparame-
ter kurz erla¨utert und die U¨berlegungen, die zur Wahl des jeweiligen Wertes gefu¨hrt haben,
dargelegt.
Tabelle 5.3: Designparameter.
ρ υ NG Max NBins δSymb WKernel Min
1 2 250 10 0.3−1 0
• Der Parameter ρ wird in der Minkowski-Metrik nach Gl. (3.15) verwendet. Die Einstel-
lung auf den Wert 1 erschien am besten zu der beim Pnc 2-Algorithmus verwendeten
Hyperquader-Repra¨sentation zu passen. Andere Werte wurden versuchsweise verwendet.
Fu¨r die in den folgenden Voruntersuchungen verwendeten Benchmarks ergaben sich da-
bei teilweise leicht bessere Prognosegu¨ten. Da jedoch kein systematischer Zusammenhang
feststellbar war, ha¨tte dieser Parameter nicht als Designentscheidung festgelegt werden
ko¨nnen, sondern ha¨tte als Strategieparameter im Rahmen des Parametertunings auf den
jeweils betrachteten Benchmark angepaßt werden mu¨ssen. In Anbetracht der eher gerin-
gen Auswirkungen dieses Parameters wurde dies nicht fu¨r sinnvoll gehalten.
• Der Parameter υ bestimmt bei Regressionsaufgaben die Form der aus den Hyperquadern
generierten eingangsseitigen ZGF. Der Wert 2 bedingt gauss-fo¨rmig abfallende Flanken
der ZGF, was als die plausibelste Form angesehen wurde. Ferner ergaben sich in ersten
Versuchen mit dem Benchmark Temp fu¨r den Wert 1 deutlich schlechtere Prognosegu¨ten.
• Der Parameter NG Max dient, wie im Kapitel 3.3.3 beschrieben, zur Reduktion der Laufzeit
bei gro¨ßeren Lernstichproben. Dieser Parameter wurde zuna¨chst ad hoc auf einen Wert
von 250 eingestellt. In den Experimenten der Reihe ExpC in Kapitel 5.3.4 wird diese Wahl
nachtra¨glich hinterfragt und die Wirkung dieses Parameters systematisch untersucht.
• Der Parameter NBins wird, wie im Kapitel 2.8.2 beschrieben, zur a¨quidistanten oder
a¨quifrequenten Diskretisierung kontinuierlicher Eingangsgro¨ßen im Rahmen der Berech-
nung der Transinformation verwendet. Die in der Literatur u¨blicherweise verwendeten
Werte variieren von einigen wenigen bis zu 20 und mehr Intervallen. Hier wird wie in
[WD95, DKS95] der Wert 10 verwendet.
• Der Parameter δSymb wird, wie im Kapitel 2.8.1 beschrieben, zusammen mit der Spann-
weiten- und 4σ-Normierung verwendet, um den Normierungsfaktor δj fu¨r symbolische
Eingangsgro¨ßen festzulegen. Die Einstellung des Parameters erfolgte aufgrund der Unter-
suchungen in [WM97a]. Dort wurde fu¨r mehrere, auf dem Nn-Algorithmus basierende,
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Lernverfahren experimentell ein Wert von 0.3−1 als bezu¨glich der Prognosegu¨te gu¨nstig-
ste Einstellung ermittelt. Man beachte, daß dieser Parameter bei einer davr-Normierung
irrelevant ist, denn dort werden auch fu¨r symbolische Eingangsgro¨ßen die Normierungsfak-
toren aus der Lerndatenstichprobe berechnet. Bemerkenswerterweise ergeben sich bei den
Benchmarks Australian und Hepatitis im Mittel der fu¨r symbolische Eingangsgro¨ßen
berechneten Normierungsfaktoren mit δ = 2.8 bzw. δ = 2.5 jedoch a¨hnliche Werte.
• Der Parameter WKernel Min dient zusammen mit dem Parameter WKernel zur Steuerung
des Nachbarschaftsbereichs bei dem im Kapitel 3.3.5 beschriebenen Prognosemechanis-
mus fu¨r Klassifikationsaufgaben. In Anbetracht der Zielvorgabe, die Anzahl der Strate-
gieparameter mo¨glichst gering zu halten, erscheint es nicht sinnvoll, zur Steuerung eines
Strategieelementes zwei verschiedene Parameter zu verwenden. Daher wurde der Wert
dieses Parameters zu 0 gewa¨hlt.
5.3.2 Experimente ExpA: Designentscheidungen
Versuchsbeschreibung In Tabelle 5.4 sind die freien Parameter des Pnc 2-Algorithmus, die
im Rahmen einer Designentscheidung festgelegt werden sollen, aufgefu¨hrt. Zur Berechnung der
konfidenten Trefferquote wird dabei eine Irrtumswahrscheinlichkeit von α = 0.05 verwendet.
Tabelle 5.4: U¨berblick u¨ber die zu treffenden Designentscheidungen.
Designentscheidung Alternativen Kapitel
Neuberechnung Clusterausgangsgro¨ßenwerte Aus, An∗ 3.3.5
Vereinigungstest einfach, doppelt∗ 3.2.1
Normalisierungsmethode Spannweite∗, 4σ, davr 2.8.1
Glaubensgrade zur Regelbewertung Aus MFC∗, Aus MTB, TQ, konfi-
dente TQ, laplace korrigierte TQ
2.2
Diskretisierungsmethode a¨quidistant, a¨quifrequent∗ 2.8.2
Eingangsgro¨ßengewichte An∗, Aus 2.8.2
CSFS An∗, Aus 3.3.4
Zeichenerkla¨rung: ∗ = Default-Alternative, MTB = Mass Tie Breaking, MFC = Most Frequent Class,
TQ = Trefferquote
Theoretisch sollten alle Kombinationen der verschiedenen Alternativen betrachtet und die dar-
aus resultierenden Pnc 2-Varianten miteinander verglichen werden. Jedoch wu¨rde dies zu ei-
nem unvertretbar hohem Arbeitsaufwand fu¨hren. Daher wird fu¨r jede Designentscheidung eine
Default-Alternative festgelegt und die Prognosegu¨te der daraus resultierenden Pnc 2-Default-
Variante mit den Prognosegu¨ten derjenigen Pnc 2-Varianten verglichen, die sich ergeben, wenn
fu¨r jeweils genau eine Designentscheidung nicht die Default-Alternative gewa¨hlt wird.
Zur Festlegung der Default-Alternative wurden drei Auswahlkriterien beru¨cksichtigt. Zum einen
wurde versucht, aufgrund von Plausibilita¨tsu¨berlegungen eine vermutlich gu¨nstige Alternative
zu identifizieren. Zum anderen wurde der u¨blichsten bzw. einfachsten Alternative oder der
Alternative, die zu den kleineren generierten Modellen fu¨hren du¨rfte, der Vorzug gegeben.
Alle verbleibenden Parameter des Pnc 2-Algorithmus sind eigentlich Strategie-Parameter, wer-
den hier jedoch, wie in Tabelle 5.5 angegeben, fest eingestellt. Die Werte wurden nach er-
sten Versuchen mit den Entwicklungs-Benchmarks festgelegt. Diese feste Einstellung der Stra-
tegieparameter ohne vorherige systematische Untersuchungen ist problematisch. Besser wa¨re
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Tabelle 5.5: Wahl der Strategieparameter bei den Experimenten ExpA.
Benchmark NInt η wCOD pmin WKernel σZGF
Temp 15 0.5 0 2 – 0.001
alle anderen – 0.5 3 2 2 –
es, bereits hier Standard-Parametersa¨tze festzusetzen und jeweils ein Parametertuning durch-
zufu¨hren. Dies ist aus Gru¨nden des damit verbundenen Arbeitsaufwandes unterlassen worden.
Die Prognosegu¨ten werden mittels der Methode der NR-fachen Wiederholung – bei Aufteilung
in etwa gleich große Stichproben zum Lernen und Testen – ermittelt. Fu¨r Klassifikationsauf-
gaben wird der mittlere Klassifizierungsfehler MCE und fu¨r Regressionsaufgaben der mittlere
absolute Fehler MAE betrachtet. Mittels des, im Anhang C beschriebenen, zweiseitigem t-
Tests fu¨r gepaarte Ereignisse wird die Irrtumswahrscheinlichkeit, d.h. die Wahrscheinlichkeit
der Null-Hypothese, daß der beobachtete Unterschied der mit der Default-Variante verglichenen
Prognosegu¨ten zufa¨llig ist, berechnet. Tabelle 5.6 gibt einen U¨berblick u¨ber die Stichproben-
gro¨ße N , die Anzahl und Art der Eingangsgro¨ßen und die Anzahl der durchgefu¨hrten Wieder-
holungen NR. Man beachte, daß beim Benchmark Mushrooms nur 1000 der insgesamt 8124
Datenpunkte verwendet werden.
Tabelle 5.6: Benchmarku¨berblick ExpA.
Benchmark N m nom cont NR
Australian 690 14 8 6 100
Hepatitis 155 19 13 6 100
Mushrooms 1000 22 22 0 100
Seg 2130 19 0 19 25
Temp 1126 3 0 3 25
Anmerkung: nom und cont bezeichnen die Anzahl
nominaler bzw. kontinuierlicher Eingangsgro¨ßen
Auswertung Die vollsta¨ndigen Ergebnisse der Experimente sind in Anhang B aufgefu¨hrt.
Unterschiede der mit der Default-Variante verglichenen Prognosegu¨te 4QT [%] werden ab ei-
ner Irrtumswahrscheinlichkeit PH0 von weniger als 10% als signifikant angesehen. Irrtumswahr-
scheinlichkeiten von weniger als 0.1% werden als 0% angegeben. Tabelle 5.7 gibt einen U¨berblick
u¨ber die letztlich getroffenen Entscheidungen.
Tabelle 5.7: Getroffene Designentscheidungen.
Designentscheidung Wahl
Neuberechnung Clusterausgangsgro¨ßenwerte An
Vereinigungstest Doppelt
Normalisierungsmethode Spannweite
Glaubensgrade zur Regelbewertung Aus MFC
Diskretisierungsmethode A¨quifrequent
Eingangsgro¨ßengewichte An
Kontext-sensitive Eingangsgro¨ßenselektion Strategieparameter
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Im folgenden werden die Ergebnisse fu¨r jede Designentscheidung einzeln diskutiert. Zur Verein-
fachung werden im folgenden die Begriffe besser und schlechter in dem Sinne benutzt, daß die
jeweilige alternative Designentscheidung beim Pnc 2-Algorithmus bezu¨glich der betrachteten
Benchmarks zu besseren bzw. schlechteren Prognosegu¨ten der generierten Modelle fu¨hrt.
• Keine Neuberechnung der Clusterausgangsgro¨ßenwerte
Benchmark 4QT [%] PH0
Temp -51.7 % 0.0 %
Diese Designentscheidung betrifft ausschließlich Regressionsaufgaben und kann daher nur
anhand der Ergebnisse beim Benchmark Temp getroffen werden. Die Prognosegu¨te ist
mit Neuberechnung um etwa 50% besser. Die Neuberechnung wird daher ausgewa¨hlt.
• Normierung
– 4σ-Normierung
Benchmark 4QT [%] PH0
Hepatitis -3.1 % 4.5 %
Seg -4.2 % 4.1 %
Temp 1.0 % 0.2 %
– davr-Normierung
Benchmark 4QT [%] PH0
Australian -0.2 % 8.5 %
Hepatitis -4.1 % 2.2 %
Mushrooms -9.6 % 0.8 %
Seg -5.0 % 5.0 %
Temp 3.5 % 0.2 %
Die 4σ- und davr-Normierung sind meist signifikant schlechter als die Spannweiten-Nor-
mierung. U¨berraschend deutlich fa¨llt das Ergebnis bei der davr-Normierung aus. In [HC99]
wird dagegen u¨ber teilweise bessere Prognosegu¨ten im Vergleich zur Spannweiten- und
4σ-Normierung berichtet; allerdings mu¨ßte, um die hier erzielten Ergebnisse direkt ver-
gleichen zu ko¨nnen, der Wert des Normierungsfaktors δSymb zu 1 gewa¨hlt werden. Die
Experimente werden daher versuchsweise mit dieser Einstellung bei den Benchmarks Au-
stralian und Hepatitis wiederholt. Die sich dann beim Benchmark Hepatitis fu¨r die
Spannweiten-Normierung ergebende Prognosegu¨te ist um 5.1% (PH0 = 0.6%) signifikant
schlechter als vorher.
Die Spannweiten-Normierung wird ausgewa¨hlt, denn sie ist besser als die beiden anderen
betrachteten Normierungsmethoden, wenn der Wert des Normierungsfaktors δSymb zu
0.3−1 gewa¨hlt wird.
73
• Einfacher Vereinigungstest
Benchmark 4QT [%] PH0
Australian 0.5 % 0.0 %
Hepatitis -10.5 % 0.0 %
Mushrooms -470.7 % 0.0 %
Seg -13.0 % 0.0 %
Temp -35.3 % 0.2 %
Erwartungsgema¨ß fu¨hrt der einfache Vereinigungstest zu einer sta¨rkeren Vereinigungsra-
te und damit zu kleineren Modellen bezu¨glich der Clusteranzahl. Die durchschnittliche
Trefferquote der Cluster ist dabei geringer, der Abdeckungsgrad, d.h. der Anteil der Test-
datenpunkte, deren Eingangsraumposition innerhalb eines oder mehrerer Hyperquader
der generierten Cluster liegt, dagegen gro¨ßer. Der doppelte Vereinigungstest wird aus-
gewa¨hlt.
• Glaubensgrade zur Regelbewertung
– Aus Mass Tie Breaking (MTB)
Benchmark 4QT [%] PH0
Mushrooms -39.1 % 0.0 %
Beim MTB wird bei mehreren im gleichen Maße empfohlenen Ausgangsgro¨ßenwer-
te derjenige gewa¨hlt, dessen empfehlende Regel die ho¨chste Masse aufweist. Dies
fu¨hrt beim Benchmark Mushrooms zu einer um etwa 40% schlechteren Progno-
segu¨te. Bei diesem Benchmark gibt es zwei Ausgangsklassen mit den unbedingten
Auftrittswahrscheinlichkeiten von etwa 20% und 80%. Demnach scheint die bei der
Default-Alternative Aus MFC verfolgte Strategie, im Zweifelsfall die am ha¨ufigsten
auftretende Ausgangsklasse zu prognostizieren, die gu¨nstigere zu sein. Zudem mu¨ßte
fu¨r jedes Cluster die Masse gespeichert werden, was zu einer Vergro¨ßerung der Mo-
delle und damit zu einem Verlust an Interpretierbarkeit fu¨hren wu¨rde.
– Laplace Korrigierte Trefferquote
Benchmark 4QT [%] PH0
Hepatitis 0.5 % 3.5 %
Mushrooms -38.5 % 0.0 %
Seg -1.7 % 9.1 %
Temp -2.0 % 0.0 %
– Konfidente Trefferquote
Benchmark 4QT [%] PH0
Hepatitis 1.6 % 1.9 %
Mushrooms -44.8 % 0.0 %
Temp -2.2 % 0.0 %
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– Einfache Trefferquote
Benchmark 4QT [%] PH0
Seg 1.6 % 1.6 %
Beim Pnc 2-Algorithmus werden aufgrund dieser Ergebnisse keine Glaubensgrade zur
Regelbewertung verwendet, da dies meist keinen oder aber einen negativen Einfluß auf
die Prognosegu¨te hat. Allenfalls wa¨re die Verwendung der normalen Trefferquote in Be-
tracht gekommen, da dies bei einem Benchmark zu Verbesserungen fu¨hrt. Jedoch ist zu
bedenken, daß die Glaubensgrade als zusa¨tzliche Gro¨ße der Modelle gespeichert werden
mu¨ßten.
• A¨quidistante Diskretisierung
Benchmark 4QT [%] PH0
Seg -8.1 % 1.0 %
Erwartungsgema¨ß hat die verwendete Diskretisierungsmethode bei vielen Benchmarks
einen eher geringen Einfluß auf die Prognosegu¨ten des Pnc 2-Algorithmus, da sich diese
Entscheidung nur indirekt u¨ber leicht andere Eingangsgro¨ßengewichte auswirkt. Die a¨qui-
frequente Diskretisierung ist beim Benchmark Seg signifikant besser und zudem robuster
bei eventuell in den Daten enthaltenen Ausreißern. Daher wird sie ausgewa¨hlt.
• Keine Eingangsgro¨ßengewichte
Benchmark 4QT [%] PH0
Australian -2.8 % 0.3 %
Hepatitis -2.8 % 9.1 %
Mushrooms -11.9 % 0.8 %
In [WD95] wurden Gewichtsfaktoren in gleicher Weise wie hier zusammen mit Nge- und
knn-Algorithmen eingesetzt und dabei das gleiche Ergebnis erhalten: Die Verwendung
von Gewichtsfaktoren fu¨hrt zu denselben oder zu teils deutlich besseren, nie jedoch zu
schlechteren Prognosegu¨ten. Daher werden Gewichtsfaktoren beim Pnc 2-Algorithmus
prinzipiell verwendet.
• Keine kontext-sensitive Eingangsgro¨ßenselektion (CSFS)
Benchmark 4QT [%] PH0
Australian 0.5 % 0.1 %
Hepatitis 2.8 % 4.6 %
Bei allen Benchmarks ist die Prognosegu¨te ohne CSFS leicht besser, jedoch ist dieser
Unterschied nur bei den Benchmarks Australian und Hepatitis signifikant. Auf der
anderen Seite ist bei Anwendung der CSFS die Gro¨ße der generierten Modelle etwa um
den Faktor 3.6 geringer. Daher wird an dieser Stelle nicht endgu¨ltig u¨ber die Verwendung
der CSFS entschieden, sondern diese Entscheidung im folgenden als Strategieparameter
betrachtet und im Rahmen des Parametertunings festgelegt.
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5.3.3 Experimente ExpB: Strategieparameter
Versuchsbeschreibung Um geeignete Standard-Parametersa¨tze fu¨r den Pnc 2-Algorithmus
zu definieren wird fu¨r jeden Strategieparameter ein als sinnvoll erachteter Wertebereich fest-
gelegt und innerhalb dieses Wertebereichs werden einige etwa gleichma¨ßig verteilte Werte aus-
gewa¨hlt. Der Wertebereich des Strategieparameters ωCOD wird an die Anzahl der Eingangs-
gro¨ßen m gekoppelt zu
[0, ωmax] mit ωmax ≈ m
3
. (5.7)
Innerhalb dieses Intervalls werden drei bis fu¨nf etwa gleichma¨ßig verteilte Werte ausgewa¨hlt,
wobei bei Benchmarks mit vielen Eingangsgro¨ßen Werte im unteren Wertebereich vermieden
werden, damit im mittleren bis oberen Wertebereich entsprechend feiner aufgelo¨st werden kann.
Bei Benchmarks mit einem hohen Anteil an nominalen Eingangsgro¨ßen kann ferner die obere
Wertebereichsgrenze reduziert werden. Die verwendeten Standard-Parametersa¨tze sind in den
Tabellen 5.8 und 5.9 aufgefu¨hrt.
Tabelle 5.8: Standard-Parametersa¨tze.
NInt η ωCOD pmin WKernel CSFS σZGF
{10, 15, 20} {0, 0.5, 1} siehe Text {7, 4, 2} {1, 2, 3} {0, 1} {0.01, 0.001, 0.0001}
Fu¨r alle mo¨glichen Kombinationen dieser Werte wird mittels NR-facher Wiederholung – bei
Aufteilung in etwa gleich große Stichproben zum Lernen und zum Testen – die Prognosegu¨te
ermittelt. Fu¨r Klassifikationsaufgaben wird der mittlere Klassifizierungsfehler MCE und fu¨r
Regressionsaufgaben der mittlere absolute Fehler MAE betrachtet. Die Parametersa¨tze werden
dann nach der resultierenden Prognosegu¨te sortiert. Der Parametersatz der die beste Progno-
segu¨te erzielt wird als bester Parametersatz bezeichnet. Tabelle 5.9 gibt einen U¨berblick u¨ber die
Stichprobengro¨ße N , die Anzahl und Art der Eingangsgro¨ßen, die Anzahl der durchgefu¨hrten
Wiederholungen NR und die fu¨r den Strategieparameter wCOD verwendeten Werte. Man beach-
te, daß beim Benchmark Mushrooms nur 1000 der insgesamt 8124 Datenpunkte verwendet
wurden.
Tabelle 5.9: Benchmarku¨berblick ExpB.
Benchmark N m nom cont NR ωCOD
Australian 690 14 8 6 400 {0, 1.5, 3, 4.5}
Hepatitis 155 19 13 6 100 {0, 2, 4, 6}
Mushrooms 1000 22 22 0 1500 {0, 1.5, 3, 4.5}
Seg 2130 19 0 19 150 {1, 2.5, 4, 5.5}
Temp 1126 3 0 3 100 {0, 0.5, 1}
Anmerkung: nom und cont bezeichnen die Anzahl nominaler bzw.
kontinuierlicher Eingangsgro¨ßen
Der Wert des Experimentparameters NR wird fu¨r jeden Benchmark so eingestellt, daß sich
auch bei Wahl von NR
2
dieselben besten Parametersa¨tze ergeben. Damit wird dem im folgenden
beschriebenen Problem des Overfittings entgegengewirkt: Die ermittelten Prognosegu¨ten Q̂ sind
lediglich Scha¨tzwerte der tatsa¨chlichen Prognosegu¨ten Q∗ und werden mit einer bestimmten,
aber unbekannten Verteilung um den tatsa¨chlichen Wert streuen. Durch die Sortierung nach
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der Prognosegu¨te wird ein Bias erzeugt, der bedingt, daß als bester Parametersatz bevorzugt
ein Parametersatz ausgewa¨hlt wird, fu¨r den ein zu optimistischer Gu¨tewert ermittelt wurde.
Auswertung In Tabelle 5.10 sind fu¨r jeden Benchmark fu¨r beide mo¨glichen Werte des Pa-
rameters CSFS die jeweils besten, sowie die jeweils schlechtesten Parametersa¨tze aufgefu¨hrt.
Fu¨r die dazugeho¨rigen Modelle ist die erzielte Prognosegu¨te Q̂T , die Anzahl der generierten
Cluster K bzw. KRed und die u¨ber alle Cluster ermittelte durschnittliche Anzahl betrachte-
ter Eingangsgro¨ßen ø m angegeben. Die reduzierte Clusteranzahl KRed ergibt sich, indem alle
Cluster eliminiert werden, deren Masse den Schwellwert pmin nicht u¨berschreitet.
Tabelle 5.10: Ergebnisse der Experimente ExpB.
Benchmark NInt η wCOD pmin WKernel σZGF CSFS Q̂T K KRed ø m
Australian – 1 4.5 7 1 – 1 14.53 % 168.3 3.8 5.2
– 1 4.5 7 2 – 0 14.59 % 168.3 3.8 14.0
– 0 4.5 7 1 – 1 33.40 % 264.0 1.9 5.8
Hepatitis – 0 4 2 3 – 1 17.88 % 19.8 9.3 4.9
– 0.5 0 7 3 – 0 19.62 % 5.6 2.1 19.0
– 0 6 7 1 – 1 29.58 % 32.7 1.4 5.2
Mushrooms – 0 1.5 2 1 – 0 0.36 % 5.7 5.3 22.0
– 0 3 2 1 – 1 0.47 % 8.1 6.9 4.6
– 1 0 7 3 – 1 5.91 % 2.9 2.7 3.9
Seg – 0 1 2 3 – 0 4.19 % 32.3 26.3 19.0
– 0 1 2 3 – 1 4.33 % 32.3 26.3 2.5
– 0 5.5 7 1 – 0 11.73 % 147.6 30.7 19.0
Temp 10 0 0.5 2 – 0.0001 1 1.159 44.2 29.5 1.4
10 1 0.5 2 – 0.001 0 1.269 28.1 19.4 3.0
20 0 0.5 7 – 0.001 1 2.903 72.4 9.1 1.5
U¨ber die Auswirkungen der verschiedenen Strategieparameter lassen sich die folgenden Aussa-
gen ableiten:
• η: Eine Wahl von η → 1 fu¨hrt zu einer sta¨rkeren Vereinigungsrate und damit zu einer
geringeren Clusteranzahl K. Die Masse der Cluster wird gro¨ßer sein, womit der Redukti-
onseffekt durch den Parameter pmin geringer ausfallen wird.
• wCOD: Die Wahl von wCOD → ωmax fu¨hrt zu einer geringeren Vereinigungsrate, die bei
Wahl eines zu großen Wertes dazu fu¨hrt, daß kaum noch Datenpunkte miteinander ver-
einigt werden und die Clusteranzahl K fast der urspru¨nglichen Gro¨ße der Lernstichprobe
entspricht. Beim Benchmark Australian tritt dadurch Instabilita¨t des Parametersatzes
in dem Sinne auf, daß kleine A¨nderungen der Parameter signifikant schlechtere Progno-
segu¨ten zur Folge haben. Der beste und der schlechteste Parametersatz unterscheiden
sich dort lediglich im Wert des Parameters η. Beim Parametertuning sollte daher eine
minimale Vereinigungsrate als Randbedingung beachtet werden. Dies du¨rfte auch zu bes-
seren Laufzeiten des Pnc 2-Algorithmus fu¨hren, da bei einer geringen Vereinigungsrate
mehr Vereinigungstests durchgefu¨hrt werden mu¨ssen. Insgesamt scheint der fu¨r den Pa-
rameter vorgesehene Wertebereich ausreichend zu sein, da die in den jeweiligen besten
Parametersa¨tzen aufgetretenen Werte meist innerhalb des Wertebereichs liegen.
• pmin: Eine Wahl von pmin → 7 bewirkt eine sta¨rkere Elimination von Clustern und damit
kleinere Modelle. Diese Wirkung ist insbesondere in Verbindung mit gro¨ßeren Werten
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fu¨r wCOD zu beobachten, weil dann aufgrund der geringeren Vereinigungsrate sehr viele
Cluster eine kleine Masse aufweisen und eliminiert werden.
• WKernel: Erwartungsgema¨ß fu¨hrt bei einigen Benchmarks die Wahl von WKernel > 1,
bei anderen die Wahl von WKernel = 1, zu besseren Prognosegu¨ten. Damit verha¨lt sich
dieser Parameter a¨hnlich wie der Parameter k des knn-Algorithmus, bei dem fu¨r einige
Benchmarks ebenfalls eine Wahl von k = 1 am gu¨nstigsten ist.
• CSFS: Teilweise fu¨hrt die Anwendung der CSFS zu besseren Prognosegu¨ten. Dies zeigt,
daß die in Rahmen der Experimente ExpA getroffene Entscheidung, die Anwendung der
CSFS als Strategieparameter zu betrachten, sinnvoll ist.
5.3.4 Experimente ExpC: Laufzeit und der Parameter NGMax
Versuchsbeschreibung Mittels der Experimente ExpC1 wird die Wirkung des Designpa-
rameters NG Max na¨her untersucht und die zuna¨chst ad hoc getroffene Einstellung auf den Wert
250 u¨berpru¨ft. Der Parameter NG Max ist eine Schwellwert fu¨r die Anzahl der zu clusternden
Datenpunkte einer Ausgangsklasse und bedingt bei U¨berschreitung die Aufteilung der Daten-
punkte in mehrere Sub-Gruppen, die dann nacheinander bearbeitet und abschließend wieder
zusammengefu¨hrt werden. Die genaue Wirkungsweise ist im Kapitel 3.3.3 beschrieben. Mittels
der Experimente ExpC2 wird die Erho¨hung der Laufzeit und die Entwicklung der Progno-
segu¨te und Modellgro¨ße mit zunehmender Anzahl an Lerndatenpunkten dokumentiert. Anders
als in den anderen Voruntersuchungen werden hier die Benchmarks Dna, Letter und Wave
verwendet, da Benchmarks mit einer gro¨ßeren Anzahl an Datenpunkten beno¨tigt werden. Die
gewonnenen Erkenntnisse ko¨nnen allerdings nicht in den spa¨teren Benchmark-Vergleichsstudien
genutzt werden, da dies eine Verletzung der Bedingungen der harten Validierung bedeuten
wu¨rde! Fu¨r die Strategieparameter werden die in Tabelle 5.11 angegebenen Werte fest einge-
stellt. Die Experimente wurden auf einem Pentium iii 700 MHz (Letter und Wave) bzw.
auf einem Amd Duron 1 GHz (Dna) durchgefu¨hrt.
Tabelle 5.11: Wahl der Strategieparameter bei den Experimenten ExpC.
η ωCOD pmin WKernel CSFS
0.5 3 1 2 0 oder∗ 1
∗ Gewa¨hlt wird fu¨r den jeweiligen Benchmark die
Einstellung, die zu den besseren Prognosegu¨ten fu¨hrt.
Bei den Experimenten ExpC1 wird der Parameter NG Max auf die Werte 50, 75, 100, 125,
250, 500 und 1000 eingestellt und jeweils mittels NR-facher Wiederholung die Prognosegu¨te
ermittelt. Die Aufteilung in Lern- und Teststichproben und die Anzahl der durchgefu¨hrten
Wiederholungen ist Tabelle 5.12 zu entnehmen. Ferner ist die anhand der Lernstichproben-
gro¨ße zu erwartende maximale Anzahl N˜G Max an Datenpunkten mit derselben Ausgangsklasse
angegeben. Eine Erho¨hung von NG Max u¨ber den Wert von N˜G Max hinaus sollte keine Wirkung
mehr haben.
Bei den Experimenten ExpC2 wird fu¨r die feste Einstellung des Parameters NG Max zu 125
und zu ∞ jeweils mittels NR-facher Wiederholung die Prognosegu¨te ermittelt. Die Anzahl der
Datenpunkte in der Lernstichprobe NL wird dabei schrittweise erho¨ht. Die u¨brigen Daten-
punkte werden jeweils zum Testen verwendet. Man beachte, daß mit zunehmender Gro¨ße der
Lernstichprobe gleichzeitig weniger Datenpunkte zum Ermitteln der Prognosegu¨te verwendet
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Tabelle 5.12: Benchmarku¨berblick ExpC1.
Benchmark N m nom cont NL NT NR N˜G Max
Dna 3175 60 60 0 1700 1475 200 850
Letter 20000 16 0 16 16000 4000 75 650
Wave 5000 21 0 21 2550 2450 50 850
Anmerkung: nom und cont bezeichnen die Anzahl nominaler bzw.
kontinuierlicher Eingangsgro¨ßen
werden, wodurch die Genauigkeit der ermittelten Scha¨tzwerte abnimmt. Fu¨r NG Max = 125
wird der in Tabelle 5.13 angegebene Wert fu¨r die Anzahl der Wiederholungen NR verwendet.
Fu¨r NG Max = ∞ wurden aufgrund der stark ansteigenden Rechenzeiten nur jeweils 2 Wieder-
holungen durchgefu¨hrt.
Tabelle 5.13: Benchmarku¨berblick ExpC2.
Benchmark N m nom cont NR NL 100%
Dna 3175 60 60 0 40 3060
Letter 20000 16 0 16 10 18000
Wave 5000 21 0 21 10 4590
Anmerkung: nom und cont bezeichnen die Anzahl
nominaler bzw. kontinuierlicher Eingangsgro¨ßen
Auswertung In den Abbildungen 5.1 und 5.2 ist fu¨r alle drei Benchmarks jeweils die Laufzeit,
die resultierende Modellgro¨ße und die erzielte Prognosegu¨te u¨ber den Wert des Parameters
NG Max aufgetragen.
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Abbildung 5.1: Zeitbedarf (quadratisch) (a) und Prognosefehler Q̂T (b) beim Lernen eines
Modells mit dem Pnc 2-Algorithmus in Abha¨ngigkeit des Parameters NG Max.
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Abbildung 5.2: Clusteranzahl eines mit dem Pnc 2-Algorithmus gelernten Modells in Abha¨ngig-
keit des Parameters NG Max.
Erwartungsgema¨ß vergro¨ßert sich die Laufzeit und verringert sich die Modellgro¨ße mit zuneh-
menden Werten des Parameters NG Max. U¨berraschenderweise wird jedoch nur beim Benchmark
Letter die erzielte Prognosegu¨te dabei ebenfalls besser, wohingegen sie sich bei den Bench-
marks Dna und Wave verschlechtert. Dies weist darauf hin, daß es sich bei der Bildung der
Sub-Gruppen de facto um eine Kombination mehrerer – auf Teilmengen der Lerndaten ge-
lernter – Modelle handelt, was, wie im folgenden Abschnitt diskutiert werden wird, zu einer
Erho¨hung der Prognosegu¨te fu¨hren kann. Die Wahl eines Wertes von 125 scheint ein guter
Kompromiß zwischen erzielbarer Prognosegu¨te auf der einen und beno¨tigter Laufzeit und re-
sultierender Modellgro¨ße auf der anderen Seite zu sein. Um jedoch nicht die Bedingungen der
harten Validierung zu verletzen, wird weiterhin der bisherige Wert von 250 verwendet.
In den Abbildungen 5.3 und 5.4 sind, fu¨r den kleineren oder beide Werte des Parameters
NG Max und fu¨r alle drei Benchmarks, jeweils die Laufzeit, die erzielte Prognosegu¨te und die
resultierende Modellgro¨ße u¨ber die Anzahl der Lerndatenpunkte dargestellt. Dabei entsprechen
100% der Lerndatenpunkte den fu¨r den jeweiligen Benchmark in Tabelle 5.13 in der Spalte
NL 100% angegeben Wert. Wie zu sehen ist, steigt die Laufzeit fu¨r die Wahl von NG Max = 125
in etwa quadratisch mit der Anzahl der Lerndatenpunkte an.
Diskussion Ein in letzter Zeit mit steigendem Interesse verfolgter Forschungszweig unter-
sucht die Fragestellung, ob durch die Kombination mehrerer Modelle eine Verbesserung der
Prognosegu¨te erzielt werden kann [KHDM98, Die98, BK99]. Dafu¨r werden fu¨r eine gegebene
Lernstichprobe mehrere Modelle gelernt und die Prognosewerte der einzelnen Modelle wer-
den typischerweise mit einem gewichteten oder ungewichteten Mehrheitsentscheid ausgewertet.
Dies fu¨hrt dann zu einer Erho¨hung der Prognosegu¨te, wenn fu¨r die einzelnen Modelle die Fehler
untereinander unkorreliert sind und die Fehlerraten unter 50% liegen [Die98].
Um Modelle, die zu unkorrelierten Prognosefehlern fu¨hren, zu generieren, ist es zuna¨chst not-
wendig, daß die einzelnen Modelle unterschiedlich sind, d.h. zumindest in einigen Teilen des
Eingangsraumes unterschiedliche Ausgangsgro¨ßenwerte prognostizieren. Daher werden die ein-
zelnen Modelle entweder mit verschiedenen Lernverfahren gelernt, oder aber es wird zwar das-
selbe Lernverfahren verwendet, dieses jedoch unterschiedlich parametriert oder auf mehreren,
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Abbildung 5.3: Zeitbedarf (quadratisch) zum Lernen eines Modells mit dem Pnc 2-Algorithmus
abha¨ngig von der Lernstichprobengro¨ße fu¨r NG Max = 125 (a) und NG Max = ∞ (b).
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Abbildung 5.4: Prognosefehler Q̂T und Clusteranzahl der mit dem Pnc 2-Algorithmus gelernten
Modelle abha¨ngig von der Lernstichprobengro¨ße fu¨r NG Max = 125.
aus der Lernstichprobe gebildeten, kleineren Stichproben eingesetzt3. Im zweiten Falle ist eine
weitere Bedingung fu¨r den erfolgreichen Einsatz, daß das verwendete Lernverfahren instabil ist,
d.h. kleine A¨nderungen der Lernstichprobe mu¨ssen ein stark unterschiedliches Prognosemodell
zur Folge haben. Regelinduktionsverfahren, Entscheidungsba¨ume und neuronale Netze sind in
diesem Sinne instabil, wa¨hrend lineare Regressionsmodelle oder Nearest-Neighbor-Verfahren
generell stabil sind [Die98].
3In [BK99] werden verschiedene sogenannte Bagging- und Boosting-Verfahren zur Aufteilung der Lernstich-
probe in mehrere kleinere Stichproben beschrieben. In einer umfangreichen Vergleichsstudie werden die Vor-
und Nachteile der beschriebenen Aufteilungsvarianten in Kombination mit mehreren Lernverfahren untersucht.
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Die zur Laufzeitreduktion eingesetzte Aufteilung der Lernstichprobe stellt offensichtlich eine
Kombination mehrerer Modelle dar, die sich bei zwei der hier betrachteten Benchmarks positiv
auf die Prognosegu¨te auswirkt.
5.3.5 Experimente ExpE: Tuningparameter
Mittels der Experimente ExpE1 bis ExpE4 wird die genaue Vorgehensweise des Parametertu-
nings festgelegt. Zur Ermittlung der Prognosegu¨te wird bei allen Experimenten eine NR-fache
Wiederholung – bei Aufteilung in etwa gleich große Stichproben zum Lernen und zum Testen
– verwendet.
Tabelle 5.14: Wahl von NR fu¨r die Experimente ExpE.
Australian Hepatitis Mushrooms Seg Temp
100 200 50 100 100
Tabelle 5.14 gibt Auskunft u¨ber die Anzahl der fu¨r den jeweiligen Benchmark durchgefu¨hr-
ten Wiederholungen NR. Fu¨r Klassifikationsaufgaben wird der mittlere Klassifizierungsfehler
MCE und fu¨r Regressionsaufgaben der mittlere absolute Fehler MAE betrachtet. Es werden
die im Rahmen der Experimente ExpB definierten und erprobten Standard-Parametersa¨tze,
wie in den Tabellen 5.8 und 5.9 angegeben, verwendet. Die einzelnen Experimente werden im
folgenden beschrieben und ausgewertet. Die daraufhin gewa¨hlten Tuningparameter sind in Ta-
belle 5.15 dargestellt. Aus Platzgru¨nden sind die Ergebnisse der einzelnen Experimente nur
zusammenfassend dokumentiert.
Tabelle 5.15: Gewa¨hlte Tuningparameter.
Auswahlkriterium fu¨r den besten Parametersatz Lernstichproben-Prognosegu¨te MCE/MAE
Ermittlung Lernstichproben-Prognosegu¨te 50-fache Wiederholung∗
NL Tune bzw. NT Tune 0.8 NL bzw. 0.2 NL
∗
min. Vereinigungsrate 50 %
max. Modellgro¨ße 10 %
∗ Bei gro¨ßeren Stichproben wird zur Reduktion des Rechenaufwands eine geringere Wiederholungsanzahl
und Tuning-Lern- und Tuning-Teststichprobengro¨ße verwendet.
Experimente ExpE1
Zuna¨chst wird beim Parametertuning derjenige Parametersatz ausgewa¨hlt, der auf der jeweili-
gen Lernstichprobe die beste Lernstichproben-Prognosegu¨te erzielt. Im Rahmen der Experimen-
te ExpE1 werden drei verschiedene Varianten zur Ermittlung dieser Prognosegu¨te betrachtet:
Zum einen die 10-fache Kreuz-Validierung und zum anderen eine 10- bzw. 50-fache Wiederho-
lung bei Aufteilung der jeweiligen Lernstichprobe in einem Verha¨ltnis von 80 zu 20.
Bezu¨glich der damit erzielten Prognosegu¨ten sind nur beim Benchmark Seg signifikante Unter-
schiede vorhanden: Dort fu¨hrt die Verwendung der 50-fachen Wiederholung zu einer Progno-
segu¨te von 4.3%, wohingegen mittels einer 10-fachen Kreuz-Validierung nur eine Prognosegu¨te
von 4.64% erzielt werden kann. Dieser Unterschied ist – bei Bewertung mit dem in Anhang
C beschriebenen t-Test fu¨r gepaarte Ereignisse bei zweiseitiger Fragestellung – signifikant mit
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einer Irrtumswahrscheinlichkeit von 0.1%. Zudem sind die generierten Modelle mit einer ur-
spru¨nglichen Clusteranzahl K von 55 zu 36 und einer reduzierten Clusteranzahl KRed von 34
zu 27 etwas kleiner.
Es ist zu vermuten, daß bei den kleineren Benchmarks, die nur einige Hundert Datenpunkte
umfassen, eine 10-fache Kreuz-Validierung bzw. eine 10-fache Wiederholung vollkommen ausrei-
chend ist und deshalb mit einer 50-fachen Wiederholung auch keine Verbesserung erzielt werden
kann. Hingegen ist es bei dem mit 2130 Datenpunkten gro¨ßeren Benchmark Seg vermutlich
mo¨glich, mittels einer 50-fachen Wiederholung die Lernstichproben-Prognosegu¨te der einzel-
nen Parametersa¨tze genauer zu ermitteln und daher teilweise einen gu¨nstigeren Parametersatz
auszuwa¨hlen, was sich positiv auf die Prognosegu¨te auswirkt. In allen folgenden Experimen-
ten wird daher – so nicht anders angegeben – eine 50-fache Wiederholung zur Ermittlung der
Lernstichproben-Prognosegu¨te verwendet.
Experimente ExpE2
Motiviert durch die in den Experimenten der Reihe ExpB beim Benchmark Australian ge-
machte Beobachtung, daß zu hohe Werte des Parameters ωCOD zu instabilen Parametersa¨tzen
fu¨hren ko¨nnen, werden die minimale Vereinigungsrate und die maximale Modellgro¨ße als zusa¨tz-
liche Randbedingungen eingefu¨hrt. Die Vereinigungsrate berechnet sich als Quotient aus der
Anzahl der Cluster K und der Anzahl der Lerndatenpunkte N . Die Modellgro¨ße ergibt sich
als Produkt der reduzierten Anzahl der Cluster KRed und der – u¨ber alle verbliebenen Cluster
ermittelten – mittleren Anzahl betrachteter Eingangsgro¨ßen øm. Wenn bei einer der durch-
gefu¨hrten Wiederholungen zur Ermittlung der Lernstichproben-Prognosegu¨te das generierte
Modell eine oder beide Randbedingungen nicht erfu¨llt, wird der betreffende Parametersatz bei
der Auswahl ignoriert. Die Wirkungsweise der Randbedingungen wird am Benchmark Au-
stralian untersucht. Die dabei verwendeten Werte und die damit erzielten Ergebnisse sind
in Tabelle 5.16 dargestellt. TTune bezeichnet dabei die zur Durchfu¨hrung des Parametertunings
beno¨tigte Rechenzeit4.
Tabelle 5.16: Ergebnisse der Experimente ExpE2.
max. Modellgro¨ße min. Vereinigungsrate Q̂T K KRed ø m TTune
100 % 100 % 15.01 % 95.2 9.2 10.7 14m35s
10 % 100 % 14.90 % 88.2 5.8 8.5 13m33s
10 % 50 % 14.94 % 53.0 5.7 9.1 3m21s
Um Rechenzeit bei Durchfu¨hrung des Parametertunings zu sparen, sollten Simulationen dann
nicht mehr durchgefu¨hrt werden, wenn davon auszugehen ist, daß der betreffende Parame-
tersatz ignoriert werden wird. Wenn fu¨r einen Parametersatz a bereits feststeht, daß er die
Randbedingungen verletzt, so wird hier davon ausgegangen, daß jeder Parametersatz b fu¨r den
gilt
(ηa ≥ ηb) ∧ (ωCOD a ≤ ωCOD b) ∧ (pmin a ≥ pmin b) ∧ (CSFSa ≥ CSFSb), (5.8)
ebenfalls ignoriert werden wird5.
4Simuliert auf einem System mit einem Pentium iii 700 MHz.
5Dies muß im allgemeinen nicht immer der Fall sein. Man bedenke, daß bei einem ho¨heren Wert des Parame-
ters ωCOD durch die dann geringere Vereinigungsrate viel mehr Cluster eine zu kleine Masse aufweisen ko¨nnen
und reduziert wu¨rden. Dieser Fall sollte jedoch ohnehin vermieden werden.
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Die Simulationen fu¨r die einzelnen Parametersa¨tze sollten so durchgefu¨hrt werden, daß zuna¨chst
diejenigen Parametersa¨tze betrachtet werden, die zu den kleineren Modellen fu¨hren werden.
Die Wahl der minimalen Vereinigungsrate zu 50% und der maximalen Modellgro¨ße zu 10% fu¨hrt
zu sowohl deutlich kleineren Modellen, als auch zu einer Reduktion der fu¨r das Parametertuning
beno¨tigten Rechenzeit um etwa 80%. Damit scheint es sich bei diesen beiden Werten um eine
gu¨nstige Wahl zu handeln, die in allen folgenden Experimenten verwendet wird.
Experimente ExpE3 Bisher wurde die Lernstichproben-Prognosegu¨te als Auswahlkriterium
fu¨r den besten Parametersatz verwendet. Versuchsweise wird stattdessen der mittlere Lernstich-
proben-Rank ausprobiert. Zu dessen Ermittlung wird jeweils eine 10-fache Wiederholung durch-
gefu¨hrt. Da sich hierbei bei keinem der Benchmarks signifikante Unterschiede feststellen lassen,
wird an der urspru¨nglichen Vorgehensweise festgehalten.
Experimente ExpE4 Die Entscheidung u¨ber die Anwendung der CSFS wird als Strategie-
parameter im Rahmen des Parametertunings eingestellt. Beim Benchmark Temp wird in u¨ber
95% aller Fa¨lle die CSFS aktiviert, bei anderen Benchmarks teilweise deutlich seltener. Die
CSFS wird versuchsweise permanent aktiviert. Dies fu¨hrt einerseits zu einer etwa 5% schlech-
teren Prognosegu¨te, andererseits wird jedoch die Reduktion der Modellgro¨ße vom Faktor 1.8
auf den Faktor 4.6 gesteigert. In Anbetracht der geringeren Prognosegu¨te wird an der urspru¨ng-
lichen Vorgehensweise festgehalten.
5.3.6 Benchmark-Vergleichsstudien
Der Pnc 2-Algorithmus wird in diesem Kapitel experimentell mit dem Nge-, dem Rise-, dem
knn- und dem Fr-Algorithmus verglichen. Der Nge- und der Rise-Algorithmus sind im Kapi-
tel 3.4 und der knn- und der Fr-Algorithmus im Kapitel 2.3 bzw. 2.2.1 na¨her beschrieben. Zur
Ermittlung der Ergebnisse des Pnc 2-Algorithmus wird die, im Kapitel 5.1 beschriebene, harte
Validierung durchgefu¨hrt. Fu¨r die anderen Algorithmen werden in der Literatur angegebene Er-
gebnisse herangezogen und die dort jeweils verwendete Aufteilung in Lern- und Teststichproben
wird fu¨r die mit dem Pnc 2-Algorithmus durchgefu¨hrten Untersuchungen u¨bernommen. Es sei
angemerkt, daß dies nur eine sub-optimale Vorgehensweise darstellt. Optimaler wa¨re es, fu¨r alle
Algorithmen die Ergebnisse mit eigenen Simulationen zu ermitteln. Damit wa¨re gewa¨hrleistet,
daß genau die gleichen Lern- und Teststichproben verwendet wu¨rden, und es wa¨re mo¨glich, die
Unterschiede in den erzielten Prognosegu¨ten mittels eines t-Tests fu¨r gepaarte Ereignisse auf
ihre Signifikanz hin zu bewerten. Die Anwendung des einfachen t-Tests mit den gemittelten
Prognosegu¨ten ermo¨glicht hingegen – aufgrund der vom Betrag her geringen Unterschiede und
der dazu relativ großen Standardabweichung – kaum noch eine Aussage. Allerdings erfordert
die Durchfu¨hrung der optimaleren Vorgehensweise einen nicht unerheblich ho¨heren Arbeitsauf-
wand, denn alle Algorithmen mu¨ßten implementiert oder anderweitig beschafft werden. Daher
wurde darauf verzichtet.
Zur Ermittlung der Prognosegu¨te wird eine NR-fache Wiederholung verwendet. Die dabei fu¨r
den Vergleich mit den verschiedenen Algorithmen verwendete Aufteilung in Lern- und Test-
stichproben und die fu¨r den Strategieparameter ωCOD verwendeten Standard-Werte sind Tabelle
5.17 zu entnehmen. Abweichend von der Vorgehensweise in [WD95] werden, um die Genauig-
keit der Ergebnisse zu erho¨hen, bei den Benchmarks Wave und Wave+Noise statt der Wahl
von NT = 100 alle restlichen verfu¨gbaren Datenpunkte zum Testen verwendet. Des weite-
ren werden die in den Voruntersuchungen ermittelten Einstellungen fu¨r die freien Parameter
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des Pnc 2-Algorithmus verwendet. Dies sind die Designparameter nach Tabelle 5.3, die De-
signentscheidungen nach Tabelle 5.7, die Standard-Parametersa¨tze nach Tabelle 5.8 und die
Tuningparameter nach Tabelle 5.15. Um den Rechenaufwand zu begrenzen wird – abweichend
von Tabelle 5.15 – bei den Benchmarks Dna, Letter, Mushrooms, Sat und Kin32fm die
Lernstichprobe in zwei etwa gleich große Tuning-Lern- und Teststichproben geteilt6 und die
Anzahl der durchgefu¨hrten Wiederholungen auf 5 fu¨r den Benchmark Kin32fm und auf 10 fu¨r
die restlichen Benchmarks reduziert.
Eventuell in einer der Stichproben vorhandene fehlende Eingangsgro¨ßenwerte werden zur Zeit
im Pnc 2-Algorithmus nicht gesondert beru¨cksichtigt. Stattdessen werden fehlende Eingangs-
gro¨ßenwerte in einem manuellen Vorverarbeitungsschritt bei nominalen Eingangsgro¨ßen durch
ein zusa¨tzliches Symbol und bei kontinuierlichen Eingangsgro¨ßen durch einen außerhalb des
Wertebereichs der betreffenden Gro¨ße liegenden Wert ersetzt. Dies ist eine einfache, aber bei
kontinuierlichen Eingangsgro¨ßen ungu¨nstige Lo¨sung, da damit der komponentenweise Abstand
eines fehlenden Wertes zu verschiedenen mo¨glichen bekannten Werten unterschiedlich sein wird.
Bei den in den Tabellen 5.19 bis 5.21 angegebenen Ergebnissen bezeichnet K die Anzahl der
Cluster vor, und KRed jene nach der Reduktion aller Cluster mit einer Masse von nicht mehr
als pmin; ø m ist die durchschnittliche Anzahl betrachteter Eingangsgro¨ßen je Cluster. Als Pro-
gnosegu¨te wird bei Klassifikationsaufgaben der mittlere Klassifizierungsfehler MCE und bei
Regressionsaufgaben der mittlere absolute Fehler MAE bezu¨glich der Teststichproben ange-
geben. Wenn verfu¨gbar wird zusa¨tzlich noch die Standardabweichung der Prognosegu¨te – mit
dem Zeichen ± gekennzeichnet – mit angegeben.
Tabelle 5.17: Verwendete Standard-Werte des Strategieparameters ωCOD und Aufteilung in
Lern- und Teststichproben fu¨r den Vergleich mit dem jeweiligen Algorithmus.
[WD95] Rise Fr
Benchmark ωCOD NL NT NL NT NL NT
Chess {0, 2, 4, 6} – – 2109 1087 – –
Dna {2, 4, 6, 8} – – 2117 1058 1588 1587
Cleveland {1, 2, 3, 4, 5} 212 91 202 101 – –
Hepatitis {0, 2, 4, 6} – – 103 52 – –
Iris {0, 0.5, 1, 1.5} 105 45 100 50 75 75
Letter {1, 2, 3, 4, 5} 16000 4000 – – – –
Mackey {0, 0.5, 1, 1.5} – – – – 500 500
Mushrooms {0, 1.5, 3, 4.5} – – 5333 2167 – –
Sat {2, 4, 6, 8, 10} – – – – 3218 3217
Votes {1, 2, 3, 4} 305 130 290 145 – –
Wave {1, 2.5, 4, 5.5, 7} 300 4700 – – – –
Wave+Noise {4, 6, 8, 10, 12} 300 4700 – – – –
Wine {1, 2, 3, 4, 5} – – 118 60 89 89
Vergleich mit dem NGE- und dem knn-Algorithmus
Versuchsbeschreibung In [WD95] werden zahlreiche Varianten des Nge-Algorithmus in
einer umfangreichen Studie experimentell mit verschiedenen knn-Algorithmen verglichen. Der
Vorga¨nger des Pnc 2-Algorithmus wurde bereits in [Hae01b] und [Hae01a] anhand dieser Studie
6Beim Benchmark Letter werden dabei zudem nur 8000 der 16000 Datenpunkte der Lernstichprobe benutzt.
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mit den Nge- und knn-Algorithmen verglichen. Dabei wurde immer diejenige Nge- bzw. knn-
Variante zum Vergleich herangezogen, die auf dem jeweiligen Benchmark die beste Prognosegu¨te
erzielt. Dies ist problematisch, denn es kann nicht garantiert werden, daß mittels eines Para-
metertunings auf den jeweiligen Lernstichproben eben jene jeweils beste Variante ausgewa¨hlt
werden wu¨rde. Fu¨r den Vergleich mit dem knn-Algorithmus kann dieses Problem jedoch um-
gangen werden, denn bei genauerer Betrachtung ist es mo¨glich, aus den vier knn-Varianten eine
fu¨r den Vergleich auszuwa¨hlen. Die verschiedenen knn-Varianten sind in Tabelle 5.18 aufgeli-
stet. Zwei Varianten verwenden – wie der Pnc 2-Algorithmus – auf Basis der Transinformation
berechnete Eingangsgro¨ßengewichte. Von diesen beiden wird bei der Variante knnCV MI eben
jene Vorgehensweise verfolgt, den Parameter k mittels Parametertunings auf den jeweiligen
Lerndaten einzustellen. Die Variante NnMI ist insofern mit der Wahl von k = 1 in der Variante
knnCV MI enthalten. Somit braucht fu¨r einen Vergleich nur die Variante knnCV MI betrachtet
zu werden. Fu¨r den Vergleich mit dem Nge-Algorithmus ist es nicht mo¨glich, eine bestimmte
Variante fest auszuwa¨hlen. Daher wird, trotz der oben geschilderten Problematik, weiterhin
das Ergebnis der jeweils besten Variante herangezogen. Des weiteren wird die mit der Variante
Obnge erzielte Prognosegu¨te angegeben, da diese Variante im Ansatz dem Pnc 2-Algorithmus
a¨hnlich ist.
Tabelle 5.18: In [WD95] verwendete knn-Varianten.
knnCV knn-Algorithmus bei dem der Parameter k mittels 10-facher Kreuz-
Validierung auf der jeweiligen Lernstichprobe eingestellt wird
Nn knn-Algorithmus mit fester Wahl von k = 1
knnCV MI wie knnCV , jedoch werden zusa¨tzlich aufgrund der Transinformation
berechnete Eingangsgro¨ßengewichte verwendet
NnMI wie Nn, ebenfalls mit Eingangsgro¨ßengewichten wie knnCV MI
Die Ergebnisse in [WD95] wurden mit 25-facher Wiederholung ermittelt. Fu¨r die dabei ver-
wendete Aufteilung siehe Tabelle 5.17. Der in [WD95] angegebene Standard-Fehler der Progno-
segu¨te wird mit dem Faktor
√
NR = 5 auf die Standardabweichung der Prognosegu¨te umgerech-
net. Da die Werte allerdings nur mit einer Genauigkeit von einer Nachkommastelle angegeben
sind, kann es bei der Umrechnung zu gro¨ßeren Ungenauigkeiten kommen. Fu¨r den Benchmark
Letter ist in [WD95] ein Standard-Fehler von 0.0% angegeben. Es ist unwahrscheinlich, daß
der Wert exakt 0 gewesen ist. Daher wird hier fu¨r den Benchmark Letter keine Angabe zur
Standardabweichung der Prognosegu¨te des knnCV MI-Algorithmus gemacht.
Auswertung Der Pnc 2-Algorithmus erzielt auf allen betrachteten Benchmarkbeispielen deut-
lich bessere Prognosegu¨ten als die jeweils beste Variante des Nge-Algorithmus. Mit der Variante
Obnge lassen sich nur ausgesprochen schlechte Prognosegu¨ten erzielen. Dies ist besonders in-
teressant, da der Obnge dem Pnc 2-Algorithmus im Ansatz a¨hnlich ist. Jedoch wird beim
Pnc 2-Algorithmus mit dem Strategieparameter ωCOD ein Mechanismus zur Begegnung der
COD-Problematik eingesetzt. Wenn dieser durch die Wahl von ωCOD = 0 deaktiviert wird,
fu¨hrt dies – ebenso wie beim Obnge – an zahlreichen ho¨herdimensionalen Benchmarks zu ei-
ner sehr starken Vereinigungsrate, damit zu einer sehr kleinen Clusteranzahl und letztendlich im
Extremfall zu gleichermaßen schlechten Prognosegu¨ten. In [WD95] wurde aus dem schlechten
Abschneiden des Obnge gefolgert, daß der beim Obnge verfolgte Ansatz ungeeignet sei, und
daß ein Problem der Nge-Algorithmen in dem Entstehen von u¨berlappenden Hyperquadern zu
sehen sei. Die hier erzielten Ergebnisse stellen diese Folgerungen in Frage.
Die Prognosegu¨te des knnCV MI-Algorithmus wird bei einigen Benchmarks leicht u¨bertroffen,
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Tabelle 5.19: Vergleich des Pnc 2- mit dem Nge- und knn-Algorithmus.
[WD95]
knnCV MI NgeBest Obnge
Benchmark Q̂T Q̂T K Q̂T K
Cleveland 18.3 % ± 3.0 % 21.5 % 57 28.7 % 63
Iris 4.9 % ± 2.5 % 5.3 % 6 6.8 % 4
Letter 3.4 % ± 0.– % 8.7 % 2560 –∗ –∗
Votes 4.6 % ± 2.0 % 5.3 % 46 11.2 % 38
Wave 17.4 % ± 4.5 % 25.9 % 116 29.7 % 9
Wave+Noise 17.6 % ± 3.0 % 29.9 % 20 35.5 % 5
∗ keine Angabe, da laut [WD95] eine Simulation aufgrund des zu hohen
Rechenaufwands nicht mo¨glich war
Pnc 2
Benchmark Q̂T K KRed ø m NR
Cleveland 18.12 % ± 3.6 % 74.9 6.3 7.0 250
Iris 4.54 % ± 2.6 % 9.3 3.9 1.5 250
Letter 5.71 % ± 0.4 % 1566 1109 7.6 25
Votes 4.93 % ± 1.5 % 34.4 4.5 4.4 150
Wave 18.10 % ± 1.1 % 41.7 22.0 10.1 150
Wave+Noise 17.21 % ± 0.9 % 37.1 27.6 16.1 150
bei anderen Benchmarks jedoch nicht erreicht. Die Gro¨ße der generierten Prognosemodelle ist
bei allen Benchmarks wesentlich kleiner. Zum Vergleich bedenke man, daß beim knnCV MI alle
Lerndatenpunkte zum Treffen einer Prognose verwendet werden.
Die Prognosegu¨te des Pnc 2-Algorithmus ist beim Benchmark Wave+Noise um etwa 5 %
besser als beim Benchmark Wave. Dieser Unterschied ist – bei Auswertung der Prognosegu¨ten
fu¨r die einzelnen Wiederholungen mittels des, in Anhang C beschriebenen, t-Tests fu¨r gepaarte
Ereignisse – signifikant mit einer Irrtumswahrscheinlichkeit von 0.0%. Die beiden Benchmarks
sind gleich bis auf den Unterschied, daß beim Benchmark Wave+Noise 19 irrelevante Ein-
gangsgro¨ßen, die ausschließlich mittelwertfreies Rauschen enthalten, hinzugefu¨gt wurden. Daher
wa¨re eigentlich ein gegenteiliges Ergebnis zu erwarten gewesen. Durch weitere Untersuchungen
wurde herausgefunden, daß das Hinzufu¨gen der irrelevanten Eingangsgro¨ßen eine, individuell
mit der Masse jedes Clusters ansteigende, dynamische Erho¨hung des Strategieparameters ωCOD
bedingt: Cluster, in denen bereits viele Datenpunkte vereinigt wurden, decken bezu¨glich der
irrelevanten Eingangsgro¨ßen einen großen Teil der mo¨glichen Spannweite dieser Gro¨ßen ab, und
daher werden kaum noch Datenpunkte bezu¨glich dieser Gro¨ßen außerhalb liegen. Dieser Effekt
sollte zuku¨nftig na¨her untersucht werden, um dabei Hinweise auf weitere Verbesserungen des
Pnc 2-Algorithmus zu erhalten.
Vergleich mit dem RISE-Algorithmus
Versuchsbeschreibung Der Rise-Algorithmus wird in [Dom96] experimentell an zahlrei-
chen Benchmarks mit verschiedenen anderen Lernverfahren verglichen. Dabei werden die Pro-
gnosegu¨ten mit einer 50-fachen Wiederholung ermittelt. Fu¨r die dabei verwendete Aufteilung
siehe Tabelle 5.17. Von den dort verwendeten Benchmarks werden diejenigen, die auch bis-
her in dieser Arbeit Verwendung fanden und drei weitere, zufa¨llig ausgewa¨hlte, zum Vergleich
herangezogen.
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NMem bezeichnet den Speicherplatzbedarf der gelernten Modelle und ergibt sich fu¨r den Pnc 2-
Algorithmus aus der Anzahl der Cluster KRed und der durchschnittlichen Anzahl pro Cluster
betrachteter Eingangsgro¨ßen ø m zu
NMem = KRed(øm + 1). (5.9)
Tabelle 5.20: Vergleich des Pnc 2- mit dem Rise-Algorithmus.
Rise Pnc 2
Benchmark Q̂T NMem Q̂T NMem K KRed ø m NR
Chess 1.8 % ± 0.2 % 3064 2.50 % ± 0.8 % 721 69.8 34.0 21.2 25
Cleveland 20.3 % ± 3.8 % 1461 17.97 % ± 3.5 % 46 71.5 5.8 6.9 250
Dna 6.9 % ± 1.6 % 8351 4.39 % ± 0.5 % 5117 285.4 208.0 23.6 25
Hepatitis∗+ 21.7 % ± 5.7 % 1232 18.54 % ± 5.0 % 61 18.4 6.5 8.3 250
Iris+ 6.0 % ± 2.8 % 383 4.66 % ± 2.5 % 10 9.0 4.0 1.5 250
Mushrooms∗ 0.0 % ± 0.2 % 398 0.00 % ± 0.0 % 19 13.4 8.8 1.1 25
Votes+ 4.8 % ± 1.5 % 541 4.85 % ± 1.5 % 23 29.3 4.5 4.2 150
Wine+ 3.1 % ± 2.0 % 896 3.36 % ± 2.0 % 52 8.8 6.4 7.1 250
* bzw. + bedeutet: Benchmark wurde zur Entwicklung beim Pnc 2- bzw. beim Rise-Algorithmus benutzt
Anmerkung: Es ist unklar, wie sich beim Rise-Algorithmus beim Benchmark Mushrooms die
angegebene Standardabweichung ergeben konnte.
Auswertung Es zeigt sich, daß sich mit dem Pnc 2 meist bessere Prognosegu¨ten erzielen
lassen als mit dem Rise-Algorithmus. Zudem sind die generierten Modelle teilweise wesentlich
kleiner. Jedoch ist anzumerken, daß fu¨r den Rise-Algorithmus ein Reduktionsmechanismus an-
gegeben ist, dessen Anwendung – bei leichten Einbußen der Prognosegu¨te – durchschnittlich zu
einer Verringerung der Modellgro¨ßen um etwa 90 % fu¨hrt. Siehe hierzu Kapitel 3.4. Domingos
argumentiert in [Dom96], die Prognosegu¨te des Rise ko¨nne nicht schlechter sein, als die des
knn-Algorithmus, da beim Rise-Algorithmus zuna¨chst alle Lerndatenpunkte als triviale Re-
geln angesehen werden, womit in diesem Zustand der Algorithmus identisch zum knn ist, und
nur dann Regeln generalisiert werden, wenn dies keinen negativen Einfluß auf die bei Kreuz-
Validierung bezu¨glich der Lerndaten erzielte Prognosegu¨te hat. Die Ergebnisse in den Tabellen
5.19 und 5.20 wurden mit in etwa gleicher Aufteilung der Datenpunkte in Lern- und Testdaten
ermittelt. Beim Vergleich fa¨llt auf, daß der Rise-Algorithmus oft schlechtere Prognosegu¨ten
als die von [WD95] verwendete knn Variante erzielt. Die Aussage von Domingos ist inso-
fern zu konkretisieren, als daß sie sich nur auf die innerhalb des Rise-Algorithmus verwendete
knn-Variante bezieht.
Vergleich mit dem FR-Algorithmus
Versuchsbeschreibung In [Sla01] wurde fu¨r den Fr-Algorithmus eine systematische Vorge-
hensweise definiert und an zahlreichen Lernaufgaben getestet. Dabei werden die beno¨tigten ein-
gangsseitigen ZGF anhand der Spannweite der jeweiligen Eingangsgro¨ße als a¨quidistant verteilte
trapez- oder dreieckfo¨rmige ZGF erzeugt. Zur Defuzzifizierung wird bei Klassifikationsaufgaben
die Maximum- und fu¨r Regressionsaufgaben die COG-Defuzzifizierung verwendet. Die weiteren
freien Parameter des Fr-Algorithmus – wie beispielsweise der verwendete Regeltest – werden,
a¨hnlich der beschriebenen Vorgehensweise bei harter Validierung, wie folgt ermittelt: Fu¨r eine
gegebene Lernstichprobe wird fu¨r alle mo¨glichen Einstellungen der freien Parameter ein Modell
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gelernt und die Prognosegu¨te dieses Modells bezu¨glich der verwendeten Lernstichprobe ermit-
telt. Der Parametersatz, der dabei zur besten Prognosegu¨te fu¨hrt, wird ausgewa¨hlt. Dabei wird
die Randbedingung, daß die Anzahl der generierten Regeln des Modells nicht gro¨ßer sein darf,
als die Ha¨lfte der Anzahl der Lerndatenpunkte, beru¨cksichtigt. Man beachte, daß hier nicht
wie beim Pnc 2-Algorithmus eine Kreuz-Validierung o.a¨. zur Ermittlung der Lernstichproben-
Prognosegu¨te durchgefu¨hrt wird. Damit ist die Vorgehensweise beim Fr-Algorithmus einfacher
und du¨rfte trotzdem ausreichend sein, da eine hohe Korrelation zwischen dem Modellierungs-
fehler auf Lern- und Testdaten vorliegt [Sla01](S. 125). Beim Pnc 2-Algorithmus wa¨re eine
derartige Vorgehensweise nicht mo¨glich, da eine fast optimale Prognosegu¨te auf Lerndaten sich
allein dadurch erzielen la¨ßt, daß z.B. durch die Wahl von ωCOD = m keine Vereinigungen mehr
zugelassen werden und das Verfahren zum knn entartet.
Zur anschließenden Reduktion der Regelanzahl kommt die optimierende Konfliktreduktion
(OCR) [Kro99] zum Einsatz. Dabei wird der Regelsatz durch Ein- und Ausschalten einzelner
Regeln mittels eines Evolutiona¨ren-Algorithmus bezu¨glich der auf den Lerndaten erzielten Pro-
gnosegu¨te optimiert. Die systematische Vorgehensweise wird analog zu [Sla01] im folgenden als
FrSys bezeichnet. Wird anschließend noch eine optimierende Konfliktreduktion durchgefu¨hrt,
wird die Bezeichnung FrSys+OCR verwendet.
In [SNK01] wird ein Verfahren zur gleichzeitigen Eingangsgro¨ßenselektion und Optimierung
dazugeho¨riger ZGF fu¨r den Fr-Algorithmus vorgestellt. Dabei werden iterativ mittels einer
Vorwa¨rts-Selektion sowohl Eingangsgro¨ßen ausgewa¨hlt, als auch gleichzeitig fu¨r diese aus-
gewa¨hlten Eingangsgro¨ßen ZGF mittels einer evolutiona¨ren Suche optimiert. Im folgenden wird
der Einsatz dieses Verfahrens zusammen mit dem Fr-Algorithmus als FrEFS bezeichnet.
Die angegebenen Ergebnisse des Fr-Algorithmus sind mittels einer 2-fachen Kreuz-Validierung
erzielt worden. Damit la¨ßt sich, vor allem bei den vom Umfang her kleineren Benchmarkbeispie-
len, nur ein grober Scha¨tzwert fu¨r die Prognosegu¨ten ermitteln. Um robustere Scha¨tzwerte zu
erhalten, wird die Prognosegu¨te fu¨r den Pnc 2 – bei gleicher Aufteilung wie bei einer 2-fachen
Kreuz-Validierung – mittels einer NR-fachen Wiederholung ermittelt.
Auswertung Es zeigt sich, daß sich mit dem Pnc 2 oft bessere Prognosegu¨ten erzielen las-
sen als mit dem Standardansatz des Fr-Algorithmus. Zur Vergleichbarkeit von Regelanzahl
und Clusteranzahl sei darauf hingewiesen, daß beim Fr-Algorithmus nur maximal 2 Terme
in den Regelpra¨missen verknu¨pft werden. Beim Pnc 2-Algorithmus ergibt sich die Anzahl der
Pra¨missenterme als durchschnittliche Anzahl betrachteter Eingangsgro¨ßen ø m. Somit sind die
mit dem Pnc 2-Algorithmus generierten Modelle teilweise signifikant gro¨ßer. Verglichen mit
der Variante FrEFS erzielt der Pnc 2-Algorithmus teilweise bessere und teilweise schlechtere
Prognosegu¨ten.
Die anschließende Verwendung der optimierenden Konfliktreduktion fu¨hrt beim Fr-Algorithmus
bei allen Benchmarks zu kleineren Regelsa¨tzen bei gleichzeitiger Verbesserung der Progno-
segu¨te7. Bei der optimierenden Konfliktreduktion wird eine globale Optimierung des Regelsatzes
bezu¨glich der Prognosegu¨te durchgefu¨hrt. Beim Pnc 2-Algorithmus ist derzeit kein derartiges
nachgeschaltes Verfahren realisiert. Es wa¨re zu untersuchen, ob bzw. inwieweit sich mit ei-
nem solchen oder a¨hnlichem Verfahren beim Pnc 2-Algorithmus Verbesserungen bezu¨glich der
Prognosegu¨te oder der Modellgro¨ße erzielen lassen.
In [Kra01] wird gezeigt, daß sich bei Regressionsaufgaben die Prognosegu¨te der mit dem Fr-
Algorithmus generierten Regelsa¨tze durch die Verwendung von TSK-Modellen fu¨r die Regelkon-
7Allerdings ist dafu¨r bei den vom Stichprobenumfang her gro¨ßeren Benchmarks ein nennenswerter Rechen-
aufwand verbunden. Beim Benchmark Dna bzw. Sat dauerte die Optimierung auf einem seinerzeit u¨blichen
Bu¨ro-Computer etwa eine Stunde bzw. einen Tag.
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Tabelle 5.21: Vergleich des Pnc 2- mit dem Fr-Algorithmus.
FrSys FrSys+OCR FrEFS
Benchmark Q̂T K Q̂T K Q̂T K
Dna 5.5 % 1567 5.4 % 500 5.8 % 141
Iris 6.0 % 7 6.0 % 7 0.0 % 9
Sat 18.8 % 2683 18.2 % 1044 +15.9 % 161
Wine 11.2 % 105 10.7 % 15 2.6 % 34
Kin32fm 0.22 1530 0.12 457 ∗– ∗–
Mackey 0.07 59 0.05 20 +0.04 47
∗ Es liegen keine Ergebnisse vor.
+ Bisher nicht vero¨ffentlichte Ergebnisse mit OCR laut
perso¨nlicher Kommunikation
Pnc 2
Benchmark Q̂T K KRed ø m NR
Dna 4.78 % ± 0.4 % 217.7 162.9 23.7 25
Iris 4.82 % ± 2.0 % 6.9 3.5 1.4 250
Sat 9.63 % ± 0.4 % 374.9 332.8 14.3 25
Wine 3.53 % ± 2.0 % 7.6 5.1 7.0 250
Kin32fm 0.20 ± 0.004 846 505.4 11.2 10
Mackey 0.03 ± 0.002 51.8 37.0 2.1 150
klusionen – um den Preis einer gro¨ßeren Komplexita¨t des Modells – weiter erho¨hen la¨ßt. Beim
Benchmark Mackey wird damit die erzielte Prognosegu¨te auf 0.0094 bei 24 Regeln erho¨ht.
Wenn zugleich die verwendeten ZGF mit dem oben genannten Verfahren [SNK01] optimiert
werden, ergibt sich eine weitere Verbesserung der Prognosegu¨te auf 0.0054 bei etwa 120 Regeln.
Es wa¨re zu untersuchen, wie gut sich dieser Ansatz auf den Pnc 2-Algorithmus u¨bertragen
la¨ßt.
5.4 Ergebnisse SMBC
In diesem Kapitel wird zuna¨chst die Arbeitsweise des Smbc-Algorithmus an zwei einfachen Il-
lustrationsbeispielen dokumentiert. Anschließend wird der Smbc in einer normalen Validierung
mit dem Fr-Algorithmus verglichen. Die freien Parameter des Algorithmus werden, wie in Ta-
belle 5.22 aufgefu¨hrt, ad hoc eingestellt. Wie in Kapitel 2.2 beschrieben wird als Und-Operator
die Multiplikation, als Oder-Operator die gewo¨hnliche Summe und zur Defuzzifizierung bei
Regressionsaufgaben die COG- und bei Klassifikationsaufgaben die MOM-Methode verwendet.
5.4.1 Illustrationsbeispiel quadratische Form
Als zu modellierendes System wird zuna¨chst die quadratische Form
y = xT
[
2 0
1 1
]
x (5.10)
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Tabelle 5.22: Gewa¨hlte Einstellungen fu¨r die freien Parameter des Smbc-Algorithmus.
Parameter erla¨uternder Kontext
KStart 1 Anzahl Startcluster
α 2 Fuzziness-Parameter
β 0.2 Modifikationsfaktoren nach Gl. (4.5)
γ 6 Modifikationsfaktoren nach Gl. (4.6)
uαmin 5 minimale Zuteilung; Lo¨schen von Clustern
%min 0 minimale Relevanz; Lo¨schen von Clustern
ωmin 0.9 A¨hnlichkeitsschwelle fu¨r Vereinigung
betrachtet, fu¨r die 1000 Datenpunkte durch zufa¨llig gewa¨hlte Eingangsvektoren erzeugt wur-
den. Fu¨r die Berechnung der Modifikationsfaktoren wird die histogramm-basierte Variante nach
Gl. (4.6) gewa¨hlt und abweichend von Tabelle 5.22 der Parameter uαmin auf den Wert 2 einge-
stellt. Abbildung 5.5 zeigt die Verteilung der Datenpunkte und die sich nach 40 Lernschritten
ergebende Clusterkonfiguration im Eingangsraum. Fu¨r jedes Cluster sind dabei das Zentrum
und die Ellipse, die alle Punkte mit gleicher Zugeho¨rigkeit – und zwar µ = 1
e
– zum Cluster
entha¨lt, eingezeichnet. Offensichtlich sind die Cluster wunschgema¨ß entlang der Ho¨henlinien der
quadratischen Form ausgerichtet – und dies, obwohl im Eingangsraum keinerlei Clusterstruktur
vorhanden ist.
Abbildung 5.5: Datenpunkte und mit dem Smbc-Algorithmus generierte Cluster im Eingangs-
raum.
5.4.2 Illustrationsbeispiel Klassifikation
Im folgenden Beispiel soll die Wirkungsweise des Vereinigungsmechanismus’ illustriert werden.
Gegeben sei das in Abbildung 5.6 bzw. 5.7 im zweidimensionalen Eingangsraum dargestellte
Klassifikationsproblem. Die Ausgangsgro¨ße kann eines von vier verschiedenen Symbolen anneh-
men. Fu¨r die dargestellten Datenpunkte ist die zugeho¨rige Ausgangsklasse farblich markiert.
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Abbildung 5.6: Datenpunkte und mit dem Smbc-Algorithmus generierte Cluster im Eingangs-
raum ohne Vereinigungsmechanismus.
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Abbildung 5.7: Datenpunkte und mit dem Smbc-Algorithmus generierte Cluster im Eingangs-
raum mit Vereinigungsmechanismus.
Abbildung 5.6 bzw. 5.7 zeigt die sich ergebende Clusterkonfiguration nach 20 Epochen, oh-
ne bzw. mit aktiviertem Vereinigungsmechanismus. Fu¨r jedes Cluster sind dabei wiederum
das Zentrum und die Ellipse, die alle Punkte mit gleicher Zugeho¨rigkeit – und zwar µ = 1
e
– zum Cluster entha¨lt, eingezeichnet. Wie zu sehen ist, ist das Clusterergebnis ohne Verei-
nigungsmechanismus zwar durchaus korrekt im Sinne einer Regelgenerierung, jedoch werden
Zusammenha¨nge teilweise von mehr Clustern repra¨sentiert, als dies notwendig wa¨re. Dem wird
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durch den Vereinigungsmechanismus Abhilfe geleistet. Es sei angemerkt, daß die Vereinigung
der Cluster rechts unten in Abbildung 5.7 aus Clustergesichtspunkten sicherlich nicht sinnvoll
erscheinen wu¨rde. Jedoch wird das Verfahren nicht zum Clustern an sich, sondern zur Re-
gelgenerierung eingesetzt und unter diesem Gesichtspunkt sind diese Vereinigungen durchaus
akzeptabel bzw. sogar erwu¨nscht.
5.4.3 Benchmarkbeispiele
Versuchsbeschreibung Der Smbc-Algorithmus wird anhand eines Regressions- und dreier
Klassifikationsaufgaben getestet und die Ergebnisse werden mit denen verglichen, die sich beim
Fr-Algorithmus bei Anwendung der in [Sla01] definierten Standardvorgehensweise bei 2-facher
Kreuz-Validierung ergeben. Ebenso werden die in [SNK01] erzielten Ergebnisse bei zusa¨tzlicher
Anwendung einer vorgeschalteten Eingangsgro¨ßenselektion und evolutiona¨ren Optimierung der
zugeho¨rigen ZGF betrachtet. Da der Smbc-Algorithmus nicht deterministisch arbeitet, werden
fu¨r jede Kreuz-Validierung jeweils 10 Testla¨ufe durchgefu¨hrt und die resultierenden Mittelwerte
angegeben. Als Prognosegu¨te ist – je nach Aufgabentyp – jeweils der mittlere absolute Fehler
MAE bzw. der mittlere Klassifizierungsfehler MCE bezu¨glich der Teststichprobe als Ergebnis
angegeben. FrSys bezeichnet die Standardvorgehensweise, FrSys+OCR bedeutet, daß der mit
der Standardvorgehensweise generierte Regelsatz anschließend bezu¨glich der auf den Lerndaten
erzielten Gu¨te optimiert wurde und FrEFS zeigt an, daß die verwendeten ZGF vorher mit dem
evolutiona¨ren Verfahren zur Eingangsgro¨ßenselektion optimiert wurden. Fu¨r na¨here Erla¨ute-
rungen dieser verschiedenen Varianten siehe die Ausfu¨hrungen im Rahmen des Vergleichs des
Pnc 2- mit dem Fr-Algorithmus in Kapitel 5.3.6. SmbcCov und SmbcDiag bezeichnen das je-
weils fu¨r den Smbc-Algorithmus verwendete Clustermodell. Bei ersterem wurde die volle, bei
letzterem nur die diagonalisierte Kovarianzmatrix verwendet. Die Regelanzahl NR bzw. die
Clusteranzahl K sind angegeben.
Die Modifikationsfaktoren werden fu¨r Regressionsaufgaben nach Gl. (4.5) und fu¨r Klassifikati-
onsaufgaben nach Gl. (4.9) ermittelt und die modifizierte Partitionsmatrix wird re-normalisiert.
Die Eingangsgro¨ßen werden mittelwert-bereinigt und auf die jeweilige Standardabweichung nor-
miert8. Insgesamt werden jeweils 40 Lernschritte durchgefu¨hrt und als endgu¨ltige Clusterkon-
figuration diejenige mit der besten Prognosegu¨te auf den Lerndaten ausgewa¨hlt.
Tabelle 5.23: Vergleich des Smbc- mit dem Fr-Algorithmus.
Benchmark FrSys FrSys+OCR FrEFS SmbcCov SmbcDiag
Q̂T NR Q̂T NR Q̂T NR Q̂T K Q̂T K
Iris∗ 6.0% 7 6.0% 7 0.0 % 9 4.8% 4.3 4.7% 4.3
Sat 18.8 % 2683 18.2 % 1044 +15.9 % 161 22.3 % 20.2 17.5 % 37.7
Wine 11.2% 105 10.7% 15 2.6 % 34 1.8% 3.8 2.4% 3.6
Mackey 0.07 59 0.05 20 0.04 47 0.026 21.3 0.032 30.4
∗ Fu¨r den Smbc-Algorithmus sind nur die Eingangsgro¨ßen 3 und 4 verwendet worden.
+ Bisher nicht vero¨ffentlichte Ergebnisse mit OCR laut perso¨nlicher Kommunikation
Auswertung Es zeigt sich, daß mit dem Smbc- bessere Ergebnisse erzielbar sind als mit der
Standardvorgehensweise des Fr-Algorithmus. Verglichen mit der Variante FrEFS erzielt der
Smbc-Algorithmus in zwei Fa¨llen eine bessere und in zwei Fa¨llen eine schlechtere Prognosegu¨te.
8Hierbei werden auch auf Testdaten die auf den Lerndaten berechneten Werte verwendet.
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Je nach Lernaufgabe ist ggf. die Variante SmbcDiag der Variante mit der vollen Kovarianzmatrix
SmbcCov vorzuziehen.
Die erzielten Ergebnisse des Smbc lassen sich auch mit denjenigen des Pnc 2-Algorithmus in
Tabelle 5.21 vergleichen. Dabei zeigt sich, daß der Smbc beim Benchmark Wine eine bessere,
beim Benchmark Sat jedoch eine wesentlich schlechtere Prognosegu¨te erzielt. Bei den Bench-
marks Iris und Mackey erzielen beide Verfahren im wesentlichen die gleiche Prognosegu¨te.
Die anschließende Verwendung der optimierenden Konfliktreduktion fu¨hrt beim Fr-Algorithmus
bei allen Benchmarks zu kleineren Regelsa¨tzen bei gleichzeitiger Verbesserung der Progno-
segu¨te. Bei der optimierenden Konfliktreduktion wird eine globale Optimierung des Regelsatzes
bezu¨glich der Prognosegu¨te durchgefu¨hrt. Beim Smbc-Algorithmus ist derzeit kein derartiges
nachgeschaltes Verfahren realisiert. Es wa¨re zu untersuchen, ob bzw. inwieweit sich mit ei-
nem solchen oder a¨hnlichem Verfahren beim Smbc-Algorithmus Verbesserungen bezu¨glich der
Prognosegu¨te oder der Modellgro¨ße erzielen lassen.
In [Kra01] wird gezeigt, daß sich bei Regressionsaufgaben die Prognosegu¨te der mit dem Fr-
Algorithmus generierten Regelsa¨tze durch die Verwendung von TSK-Modellen fu¨r die Regelkon-
klusionen – um den Preis einer gro¨ßeren Komplexita¨t des Modells – weiter erho¨hen la¨ßt. Beim
Benchmark Mackey wird damit die erzielte Prognosegu¨te auf 0.0094 bei 24 Regeln erho¨ht.
Wenn zugleich die verwendeten ZGF mit dem oben genannten Verfahren [SNK01] optimiert
werden, ergibt sich eine weitere Verbesserung der Prognosegu¨te auf 0.0054 bei etwa 120 Regeln.
Es wa¨re zu untersuchen, wie gut sich dieser Ansatz auf den Smbc-Algorithmus u¨bertragen la¨ßt.
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Kapitel 6
Zusammenfassung und Ausblick
Modelle fu¨r das Ein/Ausgangsverhalten eines Systems ko¨nnen in vielfa¨ltiger Weise zur Simula-
tion, Kennfeldnachbildung, Objekterkennung und -klassifikation, zur Prognose oder auch zum
Wissenserwerb u¨ber ein System eingesetzt werden. Mit zunehmender Rechnerkapazita¨t kom-
men zur Modellerstellung vermehrt datenbasierte Vorgehensweisen zum Einsatz, bei denen
am realen System Datenpunkte erhobenen werden, anhand derer dann automatisch mittels
eines Lernverfahrens ein Modell generiert wird. Der Vorteil dieser Vorgehensweise ist, daß
wenig oder kein Hintergrundwissen u¨ber das zu modellierende System beno¨tigt wird und so
mit relativ geringem Arbeitsaufwand ein Modell erstellt werden kann. Wenn neben einer ho-
hen Prognosegu¨te auch die Interpretierbarkeit der generierten Modelle gefordert ist, empfiehlt
sich der Einsatz eines regelbasierten Lernverfahrens, das die gelernten Zusammenha¨nge in
Form von Wenn-Dann-Regeln repra¨sentiert. Jede Regel beschreibt einen signifikanten Teil
des Ein/Ausgangsverhaltens, und ist somit sowohl einzeln fu¨r sich, als auch in ihrem Zusam-
menspiel mit anderen Regeln fu¨r einen Menschen intuitiv versta¨ndlich.
Clusterverfahren partitionieren eine gegebene Menge an Datenpunkten anhand eines A¨hnlich-
keitskriteriums in verschiedene Gruppen, die als Cluster bezeichnet werden. Im Kontext der
datenbasierten Modellierung ko¨nnen Clusterverfahren zur direkten Regelgenerierung eingesetzt
werden. Jedes Cluster entspricht dabei direkt einer zugeho¨rigen Regel bzw. kann, beispielsweise
durch Projektion, in eine solche u¨berfu¨hrt werden.
Im Gegensatz zur Clusteranalyse, bei der meist in irgendeiner Weise zusammengeballte Punk-
tewolken im (Eingangs-)Raum identifiziert werden sollen, ist das Ziel der Regelgenerierung
zusammenha¨ngende Gebiete des Eingangsraums, in denen die Ausgangsgro¨ßenwerte mo¨glichst
homogen sind, zu identifizieren. In dieser Arbeit werden mit dem Pnc 2- und dem Smbc-
Algorithmus zwei Clusterverfahren entwickelt, indem bestehende unu¨berwachte Verfahren oder
Strategien – in Hinblick auf die andere Zielvorgabe – geeignet erweitert oder angepaßt werden.
Neben einer hohen Prognosegu¨te wird dabei insbesondere auf den Aspekt der Interpretier-
barkeit des generierten Regelsatzes geachtet. Daher werden wa¨hrend des Clustervorgangs nur
lokale Entscheidungskriterien eingesetzt, so daß jedes Cluster eine einzeln getestete und lokal
sinnvolle Regel darstellt.
Der Pnc 2-Algorithmus basiert auf dem Konzept der hierarchischen agglomerativen Cluster-
verfahren, bei denen – ausgehend von einer Partitionierung, in der jeder Datenpunkt ein eigenes
Cluster darstellt – schrittweise, bis zum Erreichen eines Abbruchkriteriums, immer zwei einan-
der anhand eines A¨hnlichkeitskriteriums nahe liegende Cluster miteinander vereinigt werden.
Jedes Cluster wird durch einen Ausgangsgro¨ßenwert und einen, im Eingangsraum definierten
Hyperquader, der die Eingangsraumpositionen aller zugeordneten Datenpunkte einschließt, re-
pra¨sentiert. Grundidee des Verfahrens ist es, eine Vereinigung nur dann zuzulassen, wenn das
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dann entstehende generalisierte Cluster einen Regeltest besteht. Zur Bewa¨ltigung der COD-
Problematik wird dieser Regeltest in hochdimensionalen Ra¨umen geeignet modifiziert. Beim
Einsatz des gelernten Regelsatzes wird, wenn keine einzige Regel aktiviert ist, der Prognosewert
– a¨hnlich wie beim knn-Algorithmus – aus den na¨chstliegenden Regeln abgeleitet. Damit kann
der Pnc 2-Algorithmus auch als IBL-Lernverfahren betrachtet werden, mit dem Unterschied,
daß die Lerndatenpunkte zu Prototypen generalisiert werden. Der Pnc 2-Algorithmus arbeitet
deterministisch, ist in der Lage, kontinuierliche und nominale Eingangsgro¨ßen gleichzeitig zu
verarbeiten und beno¨tigt zum Lernen bei den betrachteten Anwendungsbeispielen eine etwa
quadratisch mit der Lernstichprobengro¨ße zunehmende Laufzeit. Zur Vereinfachung der gene-
rierten Regeln wird eine nachgeschaltete kontext-sensitive Eingangsgro¨ßenselektion realisiert,
deren Einsatz die Gro¨ße der Prognosemodelle, bei im wesentlichen gleichbleibender Progno-
segu¨te, stark reduziert.
Zur Ausgestaltung des Verfahrens und zur Wahl der enthaltenen freien Parameter wurden
umfangreiche Untersuchungen durchgefu¨hrt. Einige wenige Parameter wurden als Strategiepa-
rameter ausgewa¨hlt, mit denen die Arbeitsweise des Verfahrens an das zu bearbeitende Problem
angepaßt werden kann. Fu¨r diese Strategieparameter wurde eine systematische Vorgehensweise,
mittels derer eine vollautomatische Einstellung im Rahmen einer Kreuz-Validierung bezu¨glich
der jeweiligen Lerndaten erfolgt, entwickelt und getestet. Der Pnc 2 wurde mit den a¨hnlichsten
in der Literatur bekannten Algorithmen, namentlich dem Nge-, dem Rise-, dem knn- und
dem Fr-Algorithmus, theoretisch und experimentell in einer Benchmarkstudie verglichen. Es
zeigt sich, daß sich mit dem Pnc 2 in vielen Fa¨llen bessere Prognosegu¨ten bei teilweise wesent-
lich kleineren Prognosemodellen erzielen lassen. Insbesondere im Vergleich zum knn stellt der
Pnc 2 eine interessante Alternative dar, da die kleineren Prognosemodelle wesentlich besser zu
interpretieren sind, geringeren Speicherplatz beno¨tigen und das Treffen einer Prognose weniger
Rechenaufwand erfordert.
Der Smbc-Algorithmus basiert auf dem Konzept der partitionierenden Clusterverfahren und
erweitert unu¨berwacht arbeitende modell-basierte Clusterverfahren derart, daß die Informati-
on u¨ber die Ausgangsgro¨ßenwerte der Datenpunkte wa¨hrend des Clustervorgangs gezielt aus-
genutzt wird, um Cluster zu erhalten, deren zugeordnete Datenpunkte mo¨glichst homogene
Ausgangsgro¨ßenwerte aufweisen. Die Cluster werden repra¨sentiert durch ein im Eingangsraum
definiertes Zentrum und Geometrieparameter, sowie durch einen zugeho¨rigen Ausgangsgro¨ßen-
wert. Grundidee des Verfahrens ist es, anhand des Clusterausgangsgro¨ßenwerts die Zuteilung
von bezu¨glich der Ausgangsgro¨ße unpassenden Datenpunkten zu modifizieren. Um eine au-
tomatische Anpassung der Clusteranzahl an die jeweils zu bearbeitende Problemstellung zu
erreichen, finden Mechanismen zum Lo¨schen, Vereinigen und Hinzufu¨gen von Clustern An-
wendung. Dazu wurde das Relevanzkonzept des Fr-Algorithmus zur Bewertung von Regeln
u¨bertragen. Cluster mit besonders schlechter Bewertung werden gelo¨scht und redundante Clu-
ster dann vereinigt, wenn dies anhand der resultierenden Bewertung des generalisierten Clusters
sinnvoll erscheint. In Eingangsraumgebieten, in denen inhomogene Cluster, d.h. Cluster, deren
zugeteilte Datenpunkte stark unterschiedliche Ausgangsgro¨ßenwerte aufweisen, liegen, werden
gezielt neue Cluster eingefu¨gt.
Fu¨r den Smbc wurde die prinzipielle Wirkungsweise durch mehrere Illustrationsbeispiele ver-
deutlicht und die Anwendbarkeit anhand mehrerer Benchmarkbeispiele mit dem Fr und dem
Pnc 2-Algorithmus verglichen. Dabei zeigt sich, daß sich bessere Prognosegu¨ten als mit der
Standardvorgehensweise des Fr-Algorithmus erzielen lassen.
Die Prognosegu¨te des Fr-Algorithmus kann durch eine vor- bzw. nachgeschaltete optimie-
rende Konfliktreduktion bzw. evolutiona¨re Eingangsgro¨ßenselektion teilweise deutlich erho¨ht
werden. Dabei kommen globale Gu¨tekriterien in Kombination mit evolutiona¨ren Suchverfahren
zum Einsatz. Bei den beiden hier entwickelten Clusterverfahren sind zur Zeit keine derartigen
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Mechanismen realisiert. Es wa¨re zu untersuchen, ob und inwieweit sich dadurch weitere Ver-
besserungen der Prognosegu¨te erreichen lassen. Bezu¨glich einer nachgeschalteten Optimierung
des erhaltenen Regelsatzes ist beim Smbc zu beru¨cksichtigen, daß das Verfahren tendenziell
eher kleine Regelsa¨tze generiert und es daher sinnvoll und mo¨glich erscheint, Position und
Ausdehnung der einzelnen Regeln zu optimieren. Beim Pnc 2-Algorithmus ko¨nnte alternativ
– aufgrund der Verwandschaft zu den IBL-Algorithmen – versucht werden, verschiedene be-
kannte Ansa¨tze [WM00b] zur Reduktion der, vom IBL-Algorithmus zur Prognose verwendeten,
Lerndatenpunkte fu¨r den Einsatz zur Regelreduktion zu u¨bertragen.
Im Rahmen dieser Arbeit wurden ausschließlich Regeln der Form (2.40) betrachtet, die in
ihrer Konklusion einen einzigen, konstanten Ausgangsgro¨ßenwert empfehlen. Bei Regressions-
aufgaben ist oftmals die Verwendung von TSK-Regeln der Form (2.10) gu¨nstiger. Analog zu
[Kra01] ko¨nnte versucht werden, die beiden entwickelten Clusterverfahren fu¨r die Generierung
von TSK-Modellen zu erweitern.
Ein weiterer Aspekt betrifft die Ausdehnung der Anwendungsgrenzen der beiden entwickelten
Clusterverfahren in Bezug auf die Bewa¨ltigung sehr umfangreicher Lernstichproben mit meh-
reren hunderttausend Datenpunkten. Eine mo¨gliche Abhilfe in solchen Fa¨llen ist der vorge-
schaltete Einsatz sogenannter Sampling-Techniken zur Reduktion der zu bearbeitenden Stich-
probengro¨ße. Im einfachsten Falle des sogenannten Uniform Random Sampling wird zufa¨llig
eine bestimmte Anzahl an Datenpunkten aus der urspru¨nglichen Lernstichprobe ausgewa¨hlt.
Dabei kann jedoch das Problem auftreten, daß Zusammenha¨nge, die nur durch sehr weni-
ge Datenpunkte repra¨sentiert werden, vollsta¨ndig verlorengehen. Abhilfe schafft hier das in
[PF00] vorgestellte Density Biased Sampling, bei dem Datenpunkte in Eingangsraumgebieten
geringerer Wahrscheinlichkeitsdichte bevorzugt ausgewa¨hlt werden. Eine andere in [Dom97],
in Kombination mit dem Rise-Algorithmus, angewandte Methode ist das sogenannte Windo-
wing: Eine Anzahl Datenpunkte von beispielsweise 2
√
N wird zufa¨llig so aus der urspru¨nglichen
Lernstichprobe ausgewa¨hlt, daß alle vorkommenden Ausgangsklassen etwa gleich oft enthalten
sind. Diese ausgewa¨hlten Datenpunkte bilden die Stichprobe PL und die u¨brigen Datenpunkte
die Stichprobe PRest. Mit der Stichprobe PL wird ein Modell gelernt und diejenigen Daten-
punkte aus PRest, die von diesem Modell falsch klassifiziert werden, werden zur Stichprobe PL
hinzugefu¨gt. Dies wird bis zum Erreichen eines Abbruchkriteriums wiederholt.
Alternativ kommt auch die U¨berfu¨hrung der beiden entwickelten Clusterverfahren in inkremen-
telle Varianten in Betracht. Erste Ansa¨tze fu¨r den Pnc 2 und den Smbc-Algorithmus sollen im
folgenden kurz skizziert werden. Dabei kann die zu bearbeitende Lernstichprobe zusa¨tzlich vor-
her mittels der oben angesprochenen Sampling-Techniken reduziert werden. Die inkrementellen
Varianten ermo¨glichen zusa¨tzlich eine gewisse Adaptivita¨t der generierten Clusterpopulation
in dem Sinne, daß in der weit zuru¨ckliegenden Vergangenheit bearbeitete Datenpunkte wenig
oder gar keinen Einfluß mehr auf die aktuelle Clusterpopulation haben.
• Pnc 2: Fu¨r eine kleine Grundlernstichprobe wird mit dem urspru¨nglichen Pnc 2-Algo-
rithmus eine Clusterpopulation gelernt. Anschließend wird inkrementell immer ein wei-
terer Datenpunkt bearbeitet, in ein elementares Cluster u¨berfu¨hrt, in die Population
eingefu¨gt und es wird versucht, dieses neue Cluster mit einem der bisherigen Cluster zu
vereinigen. Fu¨r die Clusteranzahl ist eine Obergrenze, bei deren U¨berschreitung jeweils
das Cluster mit der kleinsten Masse gelo¨scht wird, vorzusehen.
Die im Rahmen des Vereinigungstests verwendeten Lerndatenpunkte stellen die Menge
potentieller negativer Beispiele dar. Diese Menge wird nach Abschluß der Grundlernphase
mit der Grundlernstichprobe initialisiert. Wa¨hrend des inkrementellen Betriebes wird
jeweils der aktuell bearbeitete Datenpunkt in diese Menge eingefu¨gt und dafu¨r der a¨lteste
Datenpunkt gelo¨scht. Dadurch wird die Menge negativer Beispiele permanent aktualisiert
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und somit Adaptivita¨t bezu¨glich des Vereinigungstests erreicht. Um auch fu¨r die Cluster
selber Adaptivita¨t zu erzielen, wa¨re es mo¨glich, die Hyperquader der Cluster in jedem
Schritt um einen kleinen Prozentsatz schrumpfen zu lassen.
• Smbc: Eine inkrementelle Variante des Smbc-Algorithmus kann analog zu der in [Kie98]
beschriebenen Vorgehensweise realisiert werden. Eine Grundlernphase wie beim Pnc2-
Algorithmus ist nicht notwendig. Fu¨r die zur Repra¨sentation der Cluster verwendeten
Kenngro¨ßen wie Schwerpunkt, Standardabweichung und Kovarianzmatrix existieren in-
krementelle Scha¨tzer. Der Ablauf einer inkrementellen Variante gestaltet sich daher wie
folgt: Nach der Initialisierung wird inkrementell immer ein weiterer Datenpunkt bearbei-
tet und den verschiedenen Clustern zugeteilt. Anhand der inkrementellen Formeln erfolgt
eine sofortige Aktualisierung der Clusterkenngro¨ßen. Um Adaptivita¨t der Cluster selber
zu realisieren, ko¨nnen die inkrementellen Formeln derart angepaßt werden, daß in der
Vergangenheit bearbeitete Datenpunkte zunehmend geringeren Einfluß haben.
Die COD-Problematik a¨ußert sich beim Pnc 2-Algorithmus dadurch, daß die bei Vereinigung
von einer bestimmten Anzahl an Datenpunkten entstehenden Eingangsraumgebiete mit zuneh-
mender Dimensionalita¨t kleiner werden. Der verwendete Mechanismus, dieser Problematik mit
Hilfe von Gl. (3.17) zu begegnen, stellt einen ersten heuristischen Lo¨sungsversuch dar. Er funk-
tioniert, indem das Volumen des von der zu testenden Regel abgedeckten Eingangsraumbereichs
vergro¨ßert wird. Weitergehende Ansa¨tze ko¨nnten versuchen, die exakte Gro¨ße der abgedeckten
Eingangsraumgebiete zu scha¨tzen oder zu berechnen und das Ergebnis zu nutzen, um den in Gl.
(3.17) verwendeten Parameter wCOD gezielt an die jeweils betrachtete Vereinigung anzupassen.
Ein weiterer Aspekt beim Pnc 2-Algorithmus betrifft die Reihenfolge, in der versucht wird,
die Cluster gleicher Ausgangsklasse miteinander zu vereinigen. In zahlreichen unu¨berwacht ar-
beitenden agglomerativen Clusterverfahren kommen Kriterien zum Einsatz, die in irgendeiner
Weise die Dichte oder die Na¨he der Datenpunkte zweier Cluster zueinander beru¨cksichtigen.
Damit wird versucht, die den Datenpunkten im Eingangsraum inha¨rente Struktur zu erfassen.
Die beim Pnc 2 verwendete Strategie, immer dasjenige Clusterpaar auszuwa¨hlen, bei dem die
Außenkanten der Hyperquader den geringsten Abstand zueinander aufweisen, entspricht am
ehesten der Strategie des Single-Linkage-Algorithmus, der dafu¨r bekannt ist, daß er tendenziell
eher zum Auffinden von langgezogenen, kettenartigen Clustern geeignet ist. Der Complete-
Linkage-Algorithmus hingegen produziert eher kompakte Cluster, weshalb die in ihm verwen-
dete Strategie auf den Pnc 2 u¨bertragen werden ko¨nnte, um damit die Vereinigungsreihenfolge
geschickter festzulegen. Auch wa¨re es sinnvoll, beim Pnc 2 die allgemeine Anwendbarkeit der
Kriterien weiterer agglomerativer Clusterverfahren systematisch zu untersuchen.
Beim Smbc-Algorithmus findet zur Zeit – abgesehen vom Mechanismus zum Lo¨schen von Clu-
stern – keine Ru¨ckkopplung der Relevanz und der Gro¨ße der Cluster in den Clusterprozeß statt.
Der Gath-Geva-Algorithmus (Gg) [GG89] verwendet im Gegensatz zum Gk-Algorithmus Pro-
totypen, die ellipsoide Cluster unterschiedlicher Gro¨ße implizieren. Die hier entwickelten Stra-
tegieelemente ko¨nnten, statt mit dem Fcm- oder Gk-Algorithmus, auch problemlos mit dem
Gg-Algorithmus zusammen verwendet werden. Ob und inwieweit dies zu einer Verbesserung
der erzielbaren Prognosegu¨ten fu¨hren wu¨rde ist zu untersuchen.
Eine weitere, hier nicht na¨her untersuchte, Einsatzmo¨glichkeit fu¨r den Smbc-Algorithmus ergibt
sich aus der Nutzung der in [Kie98] beschriebenen Querverbindung zwischen Clusterverfahren
und Kohonenkarten. Die vorgestellten Methoden zur U¨berwachung des Clusterprozesses durch
Ru¨ckkopplung der Ausgangsgro¨ßenwerte und zum Hinzufu¨gen, Lo¨schen und Vereinigen von
Clustern ko¨nnten dazu fu¨hren, daß sich die Neuronen bei der – dann in der Gro¨ße dynamischen
– Kohonenkarte bezu¨glich der Homogenita¨t der Ausgangsgro¨ßenwerte besser positionieren.
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Anhang A
Benchmarku¨bersicht
Die folgenden Aufza¨hlungen beschreiben knapp die im Rahmen dieser Arbeit verwendeten
Benchmarkbeispiele. In Tabelle A.1 findet sich ein U¨berblick mit Angaben wie beispielsweise der
Anzahl der Ausgangsklassen Sy oder der Anzahl der Datenpunkte N und der Eingangsgro¨ßen
m. Die fu¨r die Quellen verwendeten Ku¨rzel sind in Tabelle A.2 aufgeschlu¨sselt.
Klassifikationsaufgaben
• Australian U¨berpru¨fung von Kreditkartentransaktionen aufgrund von anonymisierten Charakteristika
der Transaktion. Bei den urspru¨nglichen Daten enthielten etwa 5% der Datenpunkte ein oder mehrere
fehlende Eingangsgro¨ßenwerte. Diese wurden durch den Mittelwert bzw. das auf ha¨ufigsten auftretende
Symbol ersetzt.
• Chess-End-Game Anhand einer gegebenen Situation der Figuren auf einem Schachbrett soll entschie-
den werden, ob der Spieler Weiß die Partie gewinnen kann.
• Cleveland Anhand von Patientendaten soll klassifiziert werden, ob ein Patient an einer Herzkrankheit
leidet. Die urspru¨ngliche Ausgangsgro¨ße nimmt ganzzahlige Werte von 0 bis 4 an. 0 bedeutet, der Pa-
tient ist gesund, 1 bis 4 bedeutet, der Patient leidet an einer Herzkrankheit, wobei diese umso sta¨rker
ausgepra¨gt ist, je ho¨her der Ausgangsgro¨ßenwert ist.
• DNA Klassifikation von U¨berga¨ngen in Nukleotidsequenzen. Anhand eines Fensters von 60 Nukleotid-
sequenzen soll entschieden werden, ob sich in der Mitte des Fensters ein Intron-Exon-U¨bergang, ein
Exon-Intron-U¨bergang oder aber kein U¨bergang befindet.1
• Hepatitis Anhand von Patientendaten soll entschieden werden, ob der Patient an Hepatitis leidet.
• House-Votes-84 Klassifikation der Parteizugeho¨rigkeit von Kongreßabgeordneten anhand ihres Ab-
stimmverhaltens.
• Iris Klassifikation der Art von Schwertlilien anhand der La¨nge und Breite der Kelch- und Blumenbla¨tter.
• Landsat Satellite Klassifikation der Oberfla¨chenbeschaffenheit anhand von aus Satellitenbildern be-
rechneten Merkmalen.
• Letter-Recognition Klassifikation von in 20 verschiedenen Fonts angezeigten Buchstaben anhand von
berechneten Merkmalen.
• Mushrooms Klassifikation ob ein Pilz definitiv eßbar, definitiv giftig oder von unbekannter Herkunft
ist. Der letztere Fall wird ebenfalls den giftigen Pilzen zugerechnet.
• Segmentation Klassifikation der Oberfla¨chenbeschaffenheit anhand von aus Satellitenbildern berechne-
ten Merkmalen.
• Waveform Klassifikation, aus welchen zwei Basiswellen eine Welle zusammengesetzt ist.
• Waveform+Noise Wie Waveform, jedoch mit 19 zusa¨tzlichen Eingangsgro¨ßen, die mittelwertfreies
Rauschen mit einer Varianz von 1 enthalten.
• Wine Klassifikation von Weinsorten anhand der Ergebnisse von chemischen Analysen.
1Der hier verwendete Datensatz von Delve entstand aus dem vom UCI, indem 15 Datenpunkte entfernt
wurden.
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Regressionsaufgaben
• Kin32fm Prognose des Abstandes des Endeffektors einen 8 achsigen Roboters vom Zielpunkt.
• Mackey-Glass Prognose einer chaotischen Zeitreihe [MG77]. Die Zeitreihe wird beschrieben durch x(t+
1) = 0.9x(t) + 0.2x(t−17)1+x(t−17)10 . Fu¨r t < 0 ist x(t) = 0, und fu¨r t = 0 ist x(t) = 1.2. Die Eingangsgro¨ßen sind
x(t− 18), x(t− 12), x(t− 6) und x(t). Die Ausgangsgro¨ße ist x(t + 6).
• Wa¨rmetauscher Prognose der Temperatur eines Wa¨rmetauschers fu¨r einen Batch-Reaktor.
Tabelle A.1: Benchmark U¨bersicht.
Benchmark Ku¨rzel/Bezeichnung Sy N m nom cont fehlende Werte Quelle
Australian Australian 2 690 14 8 6 Nein UCI
Cleveland Cleveland 2 303 13 9 4 Ja UCI
Chess-End-Game Chess 2 3196 36 36 0 Nein UCI
DNA Dna 3 3175 60 0 60 Nein Delve
Hepatitis Hepatitis 2 155 19 13 6 Ja UCI
House-Votes-84 Votes 2 435 16 16 0 Ja UCI
Iris Iris 3 150 4 0 4 Nein UCI
Landsat Satellite Sat 6 6435 36 0 36 Nein UCI
Letter-Recognition Letter 26 20000 16 0 16 Nein UCI
Mushrooms Mushrooms 2 8124 22 22 0 Ja UCI
Segmentation Seg 7 2130 19 0 19 Nein UCI
Waveform Wave 3 5000 21 0 21 Nein UCI
Waveform+Noise Wave+Noise 3 5000 40 0 40 Nein UCI
Wine Wine 3 178 13 0 13 Nein UCI
Kin32fm Kin32fm – 8192 32 32 0 Nein Delve
Mackey-Glass Mackey – 1000 4 0 4 Nein –
Wa¨rmetauscher Temp – 1126 3 0 3 Nein ESR
Anmerkung: nom und cont bezeichnen die Anzahl nominaler bzw. kontinuierlicher Eingangsgro¨ßen
Tabelle A.2: Quellen.
Abku¨rzung Beschreibung
Delve Benchmarksammlung und definierte Vorgehensweisen zur Durchfu¨hrung von Experi-
menten von der Universita¨t Toronto [RNH+96]. Delve steht fu¨r Data for Evaluation
of Learning in Valid Experiments. (http://www.cs.utoronto.ca/∼delve/)
ESR Innerhalb des Lehrstuhls verwendeter Benchmark.
UCI UCI Machine Learning Repository: Benchmarksammlung der Universita¨t Kaliforni-
en, Irvine [BM98].
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Anhang B
Ergebnisse der Experimente ExpA
Die Tabellen B.2 bis B.6 enthalten die Ergebnisse der in Kapitel 5.3.2 beschriebenen Experi-
mente ExpA. Tabelle B.1 erla¨utert die angegeben Werte.
Tabelle B.1: Erla¨uterungen zu den Tabellen B.2 bis B.6.
Ku¨rzel Erla¨uterung
Q̂T Prognosegu¨te auf Testdaten; MCE fu¨r Klassifikations- und MAE fu¨r Regressi-
onsaufgaben
Q̂L Prognosegu¨te auf Lerndaten; s.o.
K Anzahl Cluster
KRed Anzahl Cluster nach Reduktion aller Cluster, deren Masse kleiner oder gleich
dem Schwellwert pmin ist
ø m u¨ber alle nicht reduzierten Cluster ermittelte durschnittliche Anzahl betrach-
teter Eingangsgro¨ßen
Covered Anteil an Testdatenpunkten, deren Eingangsraumposition innerhalb eines oder
mehrerer Hyperquader der generierten Cluster liegt
ø TQ u¨ber alle Cluster ermittelte durschnittliche Trefferquote
PH0 Irrtumswahrscheinlichkeit bei zweiseitigem t-Test fu¨r gepaarte Ereignisse, d.h.
Wahrscheinlichkeit der Null-Hypothese, daß der beobachtete Unterschied der
mit der Default-Variante verglichenen Prognosegu¨te zufa¨llig ist. Siehe dazu
auch die Beschreibung des t-Tests im Anhang C.
Vergl. relative Vera¨nderung der Prognosegu¨te im Vergleich zur Default-Variante
Tabelle B.2: Ergebnisse ExpA fu¨r Benchmark Australian.
Alternative Q̂T Q̂L K KRed ø m Covered ø TQ PH0 Vergl.
Default 14.61 % 14.21 % 88.2 7.1 4.2 72.9 % – – –
± 1.41 % ± 1.40 % ± 20.4 ± 5.7 ± 1.2 ± 12.8 % –
δsymb = 1 14.75 % 14.29 % 88 6.4 4.0 74.2 % – 0.136 - 1.0 %
± 1.56 % ± 1.77 % ± 22.5 ± 5.7 ± 1.2 ± 13.0 % –
4σ-Normierung 14.62 % 14.18 % 88.3 7.3 4.3 73.4 % – 0.324 - 0.1 %
± 1.39 % ± 1.40 % ± 21.6 ± 5.7 ± 1.1 ± 12.7 % –
davr-Normierung 14.64 % 14.12 % 93.0 8.8 4.5 69.2 % – 0.085 - 0.2 %
± 1.38 % ± 1.36 % ± 24.8 ± 7.7 ± 1.3 ± 17.3 % –
Einfacher 14.53 % 14.44 % 44.0 2.7 2.1 100.0 % 83.9 % 0.029 0.5 %
Vereinigungstest ± 1.44 % ± 1.43 % ± 4.3 ± 0.7 ± 1.1 ± 0.3 % ± 3.2 %
MTB 14.61 % 14.21 % 88.2 7.1 4.2 72.9 % – 1.000 0.0 %
± 1.41 % ± 1.40 % ± 20.4 ± 5.7 ± 1.2 ± 12.8 % –
Laplace korrigierte 14.60 % 14.20 % 88.2 7.1 4.2 72.9 % 85.4 % 0.208 0.0 %
TQ ± 1.41 % ± 1.40 % ± 20.4 ± 5.7 ± 1.2 ± 12.8 % ± 3.0 %
Konfidente TQ 14.59 % 14.20 % 88.2 7.1 4.2 72.9 % 55.4 % 0.200 0.1 %
± 1.40 % ± 1.37 % ± 20.4 ± 5.7 ± 1.2 ± 12.8 % ± 13.6 %
TQ 14.61 % 14.16 % 88.2 7.1 4.2 72.9 % 94.6 % 0.283 0.0 %
± 1.43 % ± 1.39 % ± 20.4 ± 5.7 ± 1.2 ± 12.8 % ± 2.3 %
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A¨quidistante 14.59 % 14.28 % 115.0 7.7 4.2 64.2 % – 0.341 0.1 %
Diskretisierung ± 1.43 % ± 1.49 % ± 40.0 ± 6.4 ± 1.8 ± 17.6 % –
Keine 15.02 % 13.94 % 94.1 9.6 4.7 68.6 % – 0.003 - 2.8 %
Gewichtsfaktoren ± 1.84 % ± 1.58 % ± 25.7 ± 7.6 ± 1.1 ± 17.6 % –
Keine CSFS 14.53 % 14.22 % 88.2 7.1 14.0 67.0 % – 0.001 0.5 %
± 1.40 % ± 1.40 % ± 20.4 ± 5.7 ± 0.0 ± 12.6 % –
Tabelle B.3: Ergebnisse ExpA fu¨r Benchmark Hepatitis.
Alternative Q̂T Q̂L K KRed ø m Covered ø TQ PH0 Vergl.
Default 18.40 % 9.41 % 12.1 5.7 4.3 67.9 % –
± 4.08 % ± 3.29 % ± 2.4 ± 1.7 ± 0.8 ± 11.9 % –
δsymb = 1 19.35 % 9.93 % 12.5 5.8 4.4 65.8 % – 0.006 - 5.1 %
± 4.04 % ± 3.00 % ± 2.9 ± 1.8 ± 0.8 ± 12.3 % –
4σ-Normierung 18.97 % 9.06 % 12.5 6.1 4.2 65.6 % – 0.045 - 3.1 %
± 4.07 % ± 3.25 % ± 2.6 ± 1.7 ± 0.7 ± 12.0 % –
davr-Normierung 19.16 % 9.15 % 12.5 6.1 4.5 66.0 % – 0.022 - 4.1 %
± 4.03 % ± 2.96 % ± 2.8 ± 1.7 ± 0.8 ± 12.3 % –
Einfacher 20.33 % 20.23 % 5.7 3.1 3.5 99.4 % 76.5 % 0.000 - 10.5 %
Vereinigungstest ± 3.64 % ± 3.58 % ± 1.1 ± 0.7 ± 0.9 ± 2.3 % ± 5.0 %
MTB 18.44 % 9.51 % 12.1 5.7 4.3 67.9 % – 0.160 - 0.2 %
± 4.13 % ± 3.29 % ± 2.4 ± 1.7 ± 0.8 ± 11.9 % –
Laplace korrigierte 18.31 % 8.89 % 12.1 5.7 4.3 67.9 % 83.8 % 0.035 0.5 %
TQ ± 4.13 % ± 2.97 % ± 2.4 ± 1.7 ± 0.8 ± 11.9 % ± 1.6 %
Konfidente TQ 18.11 % 9.26 % 12.1 5.7 4.3 67.9 % 44.4 % 0.019 1.6 %
± 4.21 % ± 3.36 % ± 2.4 ± 1.7 ± 0.8 ± 11.9 % ± 5.7 %
TQ 18.45 % 7.52 % 12.1 5.7 4.3 67.9 % 96.3 % 0.227 - 0.3 %
± 4.22 % ± 3.05 % ± 2.4 ± 1.7 ± 0.8 ± 11.9 % ± 2.5 %
A¨quidistante 18.23 % 8.99 % 12.7 5.9 4.2 66.5 % – 0.322 0.9 %
Diskretisierung ± 4.59 % ± 3.27 % ± 2.6 ± 1.7 ± 0.8 ± 12.1 % –
Keine 18.92 % 8.50 % 13.2 6.7 4.5 61.1 % – 0.091 - 2.8 %
Gewichtsfaktoren ± 4.26 % ± 3.18 % ± 2.7 ± 2.0 ± 0.8 ± 11.9 % –
Keine CSFS 17.89 % 9.39 % 12.1 5.7 19.0 56.3 % – 0.046 2.8 %
± 4.12 % ± 3.01 % ± 2.4 ± 1.7 ± 0.0 ± 12.7 % –
Tabelle B.4: Ergebnisse ExpA fu¨r Benchmark Mushrooms.
Alternative Q̂T Q̂L K KRed ø m Covered ø TQ PH0 Vergl.
Default 0.67 % 0.21 % 4.3 3.4 3.3 99.6 % –
± 0.50 % ± 0.20 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % –
4σ-Normierung 0.67 % 0.21 % 4.3 3.4 3.3 99.6 % – 1.000 0.0 %
± 0.50 % ± 0.20 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % –
davr-Normierung 0.73 % 0.25 % 4.3 3.3 3.2 99.7 % – 0.008 - 9.6 %
± 0.53 % ± 0.22 % ± 0.7 ± 0.6 ± 1.1 ± 0.5 % –
einfacher 3.82 % 3.27 % 3.2 3.0 3.7 99.8 % 93.4 % 0.000 - 470.7 %
Vereinigungstest ± 2.10 % ± 2.00 % ± 0.4 ± 0.3 ± 0.8 ± 0.4 % ± 2.8 %
MTB 0.93 % 0.62 % 4.3 3.4 3.3 99.6 % – 0.000 - 39.1 %
± 0.54 % ± 0.44 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % –
Laplace korrigierte 0.93 % 0.59 % 4.3 3.4 3.3 99.6 % 95.5 % 0.000 - 38.5 %
TQ ± 0.56 % ± 0.41 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % ± 2.3 %
Konfidente TQ 0.97 % 0.61 % 4.3 3.4 3.3 99.6 % 82.9 % 0.000 - 44.8 %
± 0.54 % ± 0.45 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % ± 8.7 %
TQ 0.68 % 0.22 % 4.3 3.4 3.3 99.6 % 99.3 % 0.160 - 1.2 %
± 0.51 % ± 0.21 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % ± 0.6 %
A¨quidistante 0.67 % 0.21 % 4.3 3.4 3.3 99.6 % – 1.000 0.0 %
Diskretisierung ± 0.50 % ± 0.20 % ± 0.6 ± 0.6 ± 1.1 ± 0.5 % –
Keine 0.75 % 0.23 % 4.3 3.3 3.3 99.6 % – 0.008 - 11.9 %
Gewichtsfaktoren ± 0.53 % ± 0.19 % ± 0.7 ± 0.7 ± 1.2 ± 0.5 % –
Keine CSFS 0.65 % 0.21 % 4.3 3.4 22.0 98.3 % – 0.239 3.3 %
± 0.53 % ± 0.21 % ± 0.6 ± 0.6 ± 0.0 ± 0.8 % –
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Tabelle B.5: Ergebnisse ExpA fu¨r Benchmark Seg.
Alternative Q̂T Q̂L K KRed ø m Covered ø TQ PH0 Vergl.
Default 4.82 % 1.80 % 84.8 40.2 4.8 76.8 % –
± 0.77 % ± 0.53 % ± 7.1 ± 3.4 ± 0.2 ± 1.5 % –
4σ-Normierung 5.02 % 1.90 % 84.8 40.1 4.8 77.0 % – 0.041 - 4.2 %
± 0.78 % ± 0.46 % ± 6.9 ± 3.9 ± 0.2 ± 1.6 % –
davr-Normierung 5.06 % 1.84 % 85.3 41.5 4.8 77.1 % – 0.050 - 5.0 %
± 0.72 % ± 0.60 % ± 6.2 ± 3.2 ± 0.2 ± 1.2 % –
Einfacher 5.44 % 2.47 % 52.2 24.6 5.3 86.0 % 78.4 % 0.000 - 13.0 %
Vereinigungstest ± 0.78 % ± 0.47 % ± 10.3 ± 2.1 ± 0.2 ± 1.7 % ± 1.7 %
MTB 4.83 % 1.92 % 84.8 40.2 4.8 76.8 % – 0.280 - 0.2 %
± 0.77 % ± 0.53 % ± 7.1 ± 3.4 ± 0.2 ± 1.5 % –
Laplace korrigierte 4.90 % 1.88 % 84.8 40.2 4.8 76.8 % 63.8 % 0.091 - 1.7 %
TQ ± 0.82 % ± 0.51 % ± 7.1 ± 3.4 ± 0.2 ± 1.5 % ± 1.8 %
Konfidente TQ 4.89 % 1.84 % 84.8 40.2 4.8 76.8 % 58.5 % 0.133 - 1.4 %
± 0.85 % ± 0.52 % ± 7.1 ± 3.4 ± 0.2 ± 1.5 % ± 2.5 %
TQ 4.74 % 1.62 % 84.8 40.2 4.8 76.8 % 95.6 % 0.016 1.6 %
± 0.75 % ± 0.51 % ± 7.1 ± 3.4 ± 0.2 ± 1.5 % ± 0.8 %
A¨quidistante 5.21 % 2.08 % 82.3 36.3 3.8 81.1 % – 0.010 - 8.1 %
Diskretisierung ± 0.86 % ± 0.61 % ± 7.5 ± 3.4 ± 0.2 ± 1.8 % –
Keine 4.94 % 1.70 % 88.5 43.6 5.0 76.2 % – 0.244 - 2.6 %
Gewichtsfaktoren ± 0.69 % ± 0.32 % ± 6.9 ± 2.8 ± 0.2 ± 1.5 % –
Keine CSFS 4.76 % 1.74 % 84.8 40.2 19.0 65.6 % – 0.324 1.2 %
± 0.97 % ± 0.47 % ± 7.1 ± 3.4 ± 0.0 ± 1.8 % –
Tabelle B.6: Ergebnisse ExpA fu¨r Benchmark Temp.
Alternative Q̂T Q̂L K KRed ø m Covered ø TQ PH0 Vergl.
Default 1.436 1.048 55.3 27.6 1.4 86.3 % –
± 0.381 ± 0.277 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % –
Keine 2.177 1.833 55.3 27.6 1.4 86.3 % – 0.000 - 51.7 %
Neuberechnung c ± 0.436 ± 0.393 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % –
4σ-Normierung 1.421 1.043 55.3 27.5 1.4 86.3 % – 0.002 1.0 %
± 0.376 ± 0.271 ± 6.4 ± 4.4 ± 0.1 ± 1.9 % –
davr-Normierung 1.386 1.055 55.4 27.5 1.4 86.2 % – 0.002 3.5 %
± 0.383 ± 0.276 ± 6.4 ± 4.4 ± 0.1 ± 1.9 % –
Einfacher 1.943 1.555 37.9 22.5 1.4 93.5 % 87.1 % 0.002 - 35.3 %
Vereinigungstest ± 0.912 ± 0.779 ± 3.3 ± 3.1 ± 0.1 ± 2.4 % ± 2.0 %
MTB 1.436 1.048 55.3 27.6 1.4 86.3 % – 1.000 0.0 %
± 0.381 ± 0.277 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % –
Laplace korrigierte 1.464 1.075 55.3 27.6 1.4 86.3 % 37.3 % 0.000 - 2.0 %
TQ ± 0.390 ± 0.274 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % ± 2.5 %
Konfidente TQ 1.467 1.076 55.3 27.6 1.4 86.3 % 45.9 % 0.000 - 2.2 %
± 0.391 ± 0.275 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % ± 3.7 %
TQ 1.437 1.047 55.3 27.6 1.4 86.3 % 97.5 % 0.121 - 0.1 %
± 0.380 ± 0.276 ± 6.5 ± 4.4 ± 0.1 ± 1.8 % ± 0.8 %
A¨quidistante 1.434 1.048 55.3 27.5 1.4 86.2 % – 0.343 0.1 %
Diskretisierung ± 0.373 ± 0.274 ± 6.5 ± 4.5 ± 0.1 ± 1.8 % –
Keine 1.440 1.037 54.7 27.6 1.4 86.5 % – 0.333 - 0.3 %
Gewichtsfaktoren ± 0.363 ± 0.260 ± 6.2 ± 4.1 ± 0.1 ± 1.8 % –
Keine CSFS 1.414 1.074 55.3 27.6 3.0 82.7 % – 0.153 1.5 %
± 0.367 ± 0.283 ± 6.5 ± 4.4 ± 0.0 ± 2.4 % –
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Anhang C
t-Test fu¨r gepaarte Ereignisse
Der t-Test fu¨r gepaarte Ereignisse1 [PTVF93] (S. 618)2 gibt Auskunft daru¨ber, ob die Mittelwerte
zweier Gro¨ßen Qa und Qb signifikant voneinander verschieden sind. Die Ereignisse der beiden Gro¨ßen
mu¨ssen dabei miteinander gepaart sein, also beispielsweise den Meßwerten von zwei verschiedenen Sen-
soren zur Bewertung ein und desselben Objektes entsprechen. Hier sind Qa und Qb die Prognosegu¨ten
zweier Modelle, die sich bei den durchgefu¨hrten NR-Aufteilungen des betrachteten Benchmarks in
Lern- und Teststichproben ergeben. Der Wert der t-Statistik berechnet sich zu
t =
Qa −Qb
s
(C.1)
mit
s =
√
σ2Qa + σ
2
Qb
− 2 Cov(Qa, Qb)
NR
(C.2)
und
Cov(Qa, Qb) =
1
NR − 1
NR∑
w=1
(Qaw −Qa)(Qbw −Qb), (C.3)
wobei Qa bzw. Qb den arithmetischen Mittelwert und σ
2
Qa
bzw. σ2Qb die Varianz der jeweiligen Gro¨ße
bezeichnen. Die Wahrscheinlichkeit der Null-Hypothese PH0 wird aus dem ermittelten Wert der t-
Statistik mit einem Freiheitsgrad von ν = NR − 1 mit den Quantilen der Studentschen t-Verteilung
bei zweiseitiger Fragestellung ausgewertet zu
PH0 = I ν
ν+t2
(
ν
2
, 0.5
)
(C.4)
mit der sogenannten Incomplete Beta Function [PTVF93] (S. 226ff.)
Ix(a, b) =
1
B(a, b)
∫ x
0
ta−1(1− t)b−1dt (C.5)
und der sogenannten Beta Function [PTVF93] (S. 215f.)
B(a, b) =
∫ 1
0
tb−1(1− t)a−1dt. (C.6)
1engl.: Student’s t-test in the case of paired samples
2In dem angegeben Werk sind die in der Programmiersprache C geschriebenen Quelltexte fu¨r den Test und
die dabei beno¨tigten Funktionen zu finden.
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Anhang D
Symbole, Abku¨rzungen und Indizes
Tabelle D.1: Abku¨rzungen.
Abku¨rzung Bedeutung
COD Curse of Dimensionality
COG Center of Gravity
CSFS Context-Sensitive Feature-Selection
HEOM Heterogeneous-Euclidean-Overlap-Metric
HVDM Heterogeneous-VDM
IBL Instance-Based-Learning
IVDM Interpolated-VDM
LOOCV Leave-One-Out Cross-Validation
MAE Mean Absolute Error
MCE Mean Classification Error
MFC Most Frequent Class
MND Mutual-Neighbor-Distance
MOM Mean of Maximum
MTB Mass Tie Breaking
MDLP Minimum Description Length Principle
MSE Mean Square Error
MMC Mean Misclassification Costs
OCR Optimizing Conflict Resolution
ROSA Rule Oriented Statistical Analysis
TQ Trefferquote
TSK Takagi-Sugeno-Kang Modell
VDM Value-Difference-Metric
ZGF Zugeho¨rigkeitsfunktion
Tabelle D.2: Lernalgorithmen.
Abku¨rzung Bedeutung
Bnge Batch-Nge
Fcm Fuzzy-C-Means
Fr Fuzzy-ROSA
Gk Gustafson-Kessel
Gg Gath-Geva
knn k-Nearest-Neighbor
Nge Nearest-Generalized-Exemplar
Nn Nearest-Neighbor
Obnge Overlapping-Batch-Nge
Pnc 2 Positive and Negative Example Based Clustering
Rise Rule Induction from a Set of Exemplars
Smbc Supervised Model Based Clustering
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Tabelle D.3: Spezielle Begriffe.
Begriff Bedeutung
Stichprobe Menge von Datenpunkten
Datenpunkt Im Kontext der datenbasierten Modellierung ist ein Datenpunkt
ein Tuple aus einem Eingangsvektor und einer Ausgangsgro¨ße. Im
Kontext unu¨berwachter Clusterverfahren hingegen handelt es sich
nur um einen Datenvektor.
Eingangsvektor Vektor mit m Eingangsgro¨ßen – Im Kontext der Anwendung eines
Modells zur Prognose ohne Bezug zu einer konkreten Stichprobe
wird auch der Begriff Eingangsraumposition verwendet.
Datenvektor Vektor mit m Gro¨ßen
Tabelle D.4: Spezielle Za¨hler und Indizes.
Za¨hler Index Verwendungskontext Beispiel
N i Datenpunkte Datenpunkt Pi
m j (Eingangs-)Gro¨ßen (Eingangs-)Gro¨ße xj
K t Cluster Cluster Ct
Sj , Sx w, z Symbole nominaler oder diskretisierter Eingangsgro¨ßen Symbol w bzw. z
Sy s Symbole nominaler oder diskretisierter Ausgangsgro¨ßen Symbol s
– T , L Test- bzw. Lernstichprobe Prognosegu¨te QT und QL
– a, b zwei Elemente einer Menge Datenpunkte Pa und Pb
– w, z allgemeine Indizes fu¨r Matrizenelemente o.a¨.
Tabelle D.5: Weitere global verwendete Symbole.
Symbol Bedeutung
b Bitstring mit den von einem Hyperquader bezu¨glich einer nominalen Eingangsgro¨ße
abgedeckten Symbolen
C Cluster
c Clusterausgangsgro¨ßenwert oder Konklusion
c∗ mittels der Pseudo-Inversen neu berechneter Clusterausgangsgro¨ßenwert (Smbc-
Algorithmus)
B Fehlklassifizierungskostenmatrix mit den Elementen bw,z
e Prognosefehler
C Clusterpopulation: Menge mit K Clustern
d Abstand zweier Datenpunkte bzw. Cluster
davr durchschnittlicher komponentenweiser Abstand einer Eingangsgro¨ße
dj komponentenweiser Abstand zweier Datenpunkte bzw. Cluster bezu¨glich der Ein-
gangsgro¨ße xj
E Exemplar (Nge-Algorithmus)
E(y) Entropie der Ausgangsgro¨ße
ftf (x) zugrundeliegender funktionaler Zusammenhang (engl.: true function)
g(x) Teilfunktion bei RBF-Netz
H Hyperquader (Pnc 2-Algorithmus)
I(x, y) Transinformation einer Eingangsgro¨ße zur Ausgangsgro¨ße
l linke Grenze einer Hyperquaderkomponente (kontinuierliche Eingangsgro¨ßen)
k Parameter beim knn-Algorithmus
KRed Anzahl von Clustern nach Reduktion (Pnc 2-Algorithmus)
NBins Anzahl Diskretisierungsintervalle fu¨r kontinuierliche Eingangsgro¨ßen
NR Anzahl Wiederholungen/Kreuz-Validierungen bei Ermittlung der Prognosegu¨te Q̂
NTune Anzahl Wiederholungen oder Kreuz-Validierungen beim Parametertuning
P (x, y) Datenpunkt
PH0 Wahrscheinlichkeit der Null-Hypothese
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P (c|p), P̂ (c|p) bedingte Auftrittswahrscheinlichkeit der Konklusion bei erfu¨llter Pra¨misse
p Clustermasse bzw. Anzahl positiver Lernbeispiele eines Clusters (Pnc 2-Algorithmus)
oder Regelpra¨misse
P Stichprobe: Menge von N Datenpunkten
n Anzahl negativer Lernbeispiele eines Clusters (Pnc 2-Algorithmus)
O Konfusionsmatrix mit den Elementen ow,z
Q Geometrieparametermatrix eines Clusters (Smbc-Algorithmus)
Q∗, Q̂ tatsa¨chliche bzw. gescha¨tzte Gu¨te eines Lernverfahrens
Q∗P , Q̂P tatsa¨chliche bzw. gescha¨tzte Gu¨te eines Modells
r rechte Grenze einer Hyperquaderkomponente (kontinuierliche Eingangsgro¨ßen)
U Partitions- bzw. Zuteilungsmatrix bestehend aus den Elementen ui,t
V α Konfidenzintervall zu gegebener Irrtumswahrscheinlichkeit α
v Clusterzentrum (Smbc-Algorithmus)
WKernel Parameter Pnc 2-Algorithmus
WKernel Min Parameter Pnc 2-Algorithmus
x Eingangsvektor oder Datenvektor
x arithmetischer Mittelwert einer Eingangsgro¨ße
x˜ durch Normierung transformierte Eingangsgro¨ße
xmax maximaler Wert einer Eingangsgro¨ße
xmin minimaler Wert einer Eingangsgro¨ße
xrange Spannweite einer Eingangsgro¨ße
y Ausggangsgro¨ßenwert
ŷ zu gegebener Eingangsraumposition prognostizierter Ausgangsgro¨ßenwert
α Irrtumswahrscheinlichkeit der konfidenten Trefferquote oder Parameter Smbc-
Algorithmus
β Parameter Smbc-Algorithmus
γ Parameter Smbc-Algorithmus
δ Normierungsfaktor einer Eingangsgro¨ße
η Parameter Pnc 2-Algorithmus
θ Schwellwert bei auf der Trefferquote basierenden Regeltests
µ(x) Erfu¨lltheitsgrad der Pra¨misse einer Fuzzy-Regel
µ(x, y) ausgangsseitiges Empfehlungsgebirge
µ(y) Erfu¨lltheitsgrad der Konklusion einer Fuzzy-Regel
µtf (x) Verteilungsfunktion der Eingangsraumpositionen
ν Anzahl der Freiheitsgrade
ξ Abdeckungsgrad einer Hyperquaderkomponente (Pnc 2-Algorithmus)
ρ Parameter der Minkowski-Metrik
% Relevanz/Trefferquote eines Clusters bzw. einer Regel
σQ Standardabweichung Prognosegu¨te
σ∗
Q
Standard-Fehler der Scha¨tzung der Prognosegu¨te
σj Standardabweichung der Eingangsgro¨ße xj
σy Standardabweichung der Ausgangsgro¨ße
σZGF Parameter Pnc 2-Algorithmus
υ Parameter Pnc 2-Algorithmus
ωCOD Parameter Pnc 2-Algorithmus
Ω Modifikationsmatrix bestehend aus den Elementen ωi,t (Smbc-Algorithmus)
ω Gewichtsfaktor einer Eingangsgro¨ße
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