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Abstract
Email plays an important role as a medium for the spread of information, ideas, and influence among its users.
We present a framework to learn topic-based interactions between pairs of email users, i.e., the extent to which
the email topic dynamics of one user are likely to be affected by the others. The proposed framework is built on
the influence model and the probabilistic latent semantic analysis (PLSA) language model. This paper makes
two contributions. First, we model interactions between email users using the semantic content of email body,
instead of email header. Second, our framework models not only email topic dynamics of individual email
users, but also the interactions within a group of individuals. Experiments on the Enron email corpus show
some interesting results that are potentially useful to discover the hierarchy of the Enron organization. We also
present an email visualization and retrieval system which could not only search for relevant emails, but also for
the relevant email users.
1 Introduction
Email has become one of the most important media for human communication. It is indispensable in organi-
zations for both local and remote information sharing and collaboration. Several properties distinguish email
from other media: (i) semi-structure: structured header (“To”, “From”, “Date”) and unstructured body (the text
of the email); (ii) sequential nature: every email has a timestamp (date); (iii) plentiful data in electronic form;
(iv) possibly multimedia email attachments.
There has been increasing interest in email research, mainly in social network analysis (SNA) [10]. Previous
work on emails has been limited by two factors: (1) unavailability of a public corpus from a real organization;
(2) privacy issues: only “To” and “From” fields of emails have been used, ignoring the email content. The
Enron email corpus (publicly available at http://www-2.cs.cmu.edu/∼enron/) is appealing not only
because it is a large scale email collection from a real organization covering a period of 3.5 years, but also
because it uniquely documented the rise and fall of the energy giant Enron. It provides a promising resource
for research on human interactions, and for discovery of the hidden patterns of collaboration and relationships
in communities.
There has been quite recent work on the Enron corpus. Most work has focused on natural language pro-
cessing (NLP) perspectives, such as spam detection and email topic classification [4, 8]. The exploration of
both NLP and SNA has started with the author-recipient-topic model (ART) [9], a static Bayesian network,
investigating the use of email content to discover roles of the people in the social network. To our knowledge,
however, little work has been conducted to study the influence between email users, while the problem of de-
termining how much influence one person has on others has been studied using other media, such as video and
audio, in a number of settings, e.g., multi-party conversations [3], and wearable computing [6].
In this paper, we propose a framework that qualitatively investigates the interaction and influence among
email users. The proposed framework is built on the influence model [3] and probabilistic latent semantic
analysis (PLSA) [7]. This paper makes two contributions: (i) Instead of using email traffic (“From” and “To”
fields), we model interactions between emails users using the semantic content of emails. (ii) The proposed
framework uses a dynamic Bayesian network (DBN) to model not only email topic dynamics of individual
email users, but also the interactions within a group of individuals.
The paper is organized as follows. Section 2 gives an overview of the proposed framework. Section 3
presents email topic modeling using PLSA, and Section 4 describes the influence model. An agglomerative
clustering is described in Section 5. To demonstrate the benefits of dynamic modeling, Section 6 applies influ-
ence model to the synthetic dataset of multi-player games. Section 7 reports the results on the Enron dataset,
and an email visualization and retrieval system. In Section 8, we discuss the limitations of our framework, and
present future directions.
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Figure 1: The proposed framework to learn influence among people from emails.
2 Framework Overview
Our framework (Figure 1) includes several parts. First, an email parser automatically extracts the standard
email items, i.e., sender, recipient, subject, date, and the body from the email text file. Second, we perform
standard text preprocessing on the email body, including removing stop words, and stemming word using
Porter’s suffix-stripping algorithm. Thirdly, we apply PLSA language model [7] to project each email from
the high-dimensional bag-of-words space into a low-dimensional topic-based space (Section 3). The output
of PLSA serves as input to the influence model, which learns how much influence each email user has on the
others (Section 4). The learned model is an influence matrix in which each entry αij represents the influence of
person i on person j. The degree of interaction between two persons is defined as the average of the pairwise
influence: βij = 12 (αij + αji). A clustering algorithm can be applied to the interaction matrix to cluster people
into groups for the discovery of the community structure of the organization (Section 5). More details will be
described in the following sections.
3 Modeling Topics with PLSA
Probabilistic latent semantic analysis (PLSA), also called aspect model, is a language model that transforms
documents in the high-dimensional bag-of-words space to a low-dimensional topic-based space. Each dimen-
sion in this new space represents a topic, and each document is represented as a mixture of the topics. In our
case, a document corresponds to one email. We summarize the PLSA model in the following. For a detailed
discussion, see [7].
In PLSA, the conditional probability between documents d and wordsw is modeled through a latent variable
z, which can be thought of as a topic. A PLSA model is parameterized by P (w|z) and P (z|d). It is assumed
that the distribution of words given a topic, P (w|z), is conditionally independent of the document. Thus the
joint probability of a document d and a word w is represented as
P (w, d) = P (d)
∑
z
P (w|z)P (z|d). (1)
The PLSA parameters, P (w|z) and P (z|d), are estimated using the EM algorithm to fit a training corpus
D with a vocabulary of W , by maximizing the log-likelihood function
L =
∑
d∈D
∑
w∈W
f(d, w) logP (d, w), (2)
where f(d, w) is the frequency of word w in document d.
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Figure 2: Influence model. The model has two levels. The first level models email topic dynamics of individual
users, and the second level models interactions within a group of individuals.
Starting from random initial parameter values, the EM procedure iterates between:
• E-step: where the probability that a word wj in a particular document di is explained by the topic zk is
estimated as:
P (zk|wj , di) =
P (wj |zk)P (zk|di)∑K
k=1 P (wj |zk)P (zk|di)
. (3)
• M-step: where the parameters P (wj |zk) and P (zk|di) are re-estimated to maximize L in Equation (2):
P (wj |zk) =
∑N
i=1 f(di, wj)P (zk|di, wj)∑M
j=1
∑N
i=1 f(di, wj)P (zk|di, wj)
, (4)
P (zk|di) =
∑M
j=1 f(di, wj)P (zk|di, wj)∑K
k=1
∑M
j=1 f(di, wj)P (zk|di, wj)
, (5)
where N is the number of documents in the corpus D. M is the number of words in the vocabulary W , and
K is the number of PLSA topics. The EM iterations are stopped once the relative difference in the global log
likelihood is less than 2%.
Given the learned PLSA model, we can transform each email into a K-dimension vector (K = 50 in our
experiments), in which each dimension gives the probability of the email belonging to each of the topics.
4 The Influence Model
We describe the structure and learning of the influence model in this section. The full motivations and justifi-
cations were originally described in [2].
4.1 Model Structure
The influence model (Figure 2) is a dynamic Bayesian network (DBN) that models interacting Markov chains.
The entire network has a two-level structure: the individual user level and the interaction level. For the indi-
vidual level, we model email topic dynamics of each email user using a first-order Markov model with one
observation variable and one state variable. In our case, the observations are emails, and the states represent
the topics conveyed by emails. To model interactions, the state at time t of the user i (Sit) depends on all
the previous states of all users (including itself i), resulting in the full conditional state transition probability:
P (Sit |S
1
t−1S
2
t−1 · · ·S
N
t−1), where N is the total number of persons.
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The influence model [2, 3] employs the strategy that reduces the full conditional probability as a convex
combination of pairwise conditional probabilities,
P (Sit|S
1
t−1S
2
t−1 · · ·S
N
t−1) =
N∑
j=1
αjiP (S
i
t|S
j
t−1), (6)
where αji (
∑N
j=1 αji = 1) represents how much the state transition the ith Markov chain is influenced by the
jth Markov chains. In other words, αji represents the influence of person j on person i, corresponding to the
weight of the link from i to j of the influence matrix (Figure 2). Note that αij 6= αji, i.e, the influence of
person i on person j is not equal to the influence of person j on person i. The interaction between person i and
j can be defined as βij = 12 (αij + αji), which is used as the similarity between a pair of persons to cluster
people into groups (Section 5).
4.2 Learning the Influence Matrix
The maximum likelihood (ML) criterion can be applied to estimate the model parameters. The joint log prob-
ability of the influence model is
logP (S,O) =
N∑
i=1
logP (Si
1
)
︸ ︷︷ ︸
initial probability
+
T∑
t=1
N∑
i=1
logP (oit|S
i
t)
︸ ︷︷ ︸
emission probability
+
T∑
t=2
N∑
i=1
log
N∑
j=1
αjiP (S
i
t |S
j
t−1)︸ ︷︷ ︸
j influence on i
, (7)
where O and S denote observations and states respectively. T is the length of the sequence, and oit denotes the
observation of person i at time t. Similar to the aspect HMMs [5], we embed PLSA as the emission probability
in Equation (7), which means that we have K (the number of topics in PLSA) different states for the variable
Sit . In [3], the gradient descent was used to calculate the αji values by maximizing Equation (7). We keep only
the terms relevant to maximization over αji in Equation (7),
α∗ji = argmax
αji
{
T∑
t=2
N∑
i=1
log
N∑
j=1
αjiP (S
i
t |S
j
t−1)}. (8)
Taking the derivative with respect to αij , we get,
∂ logP (S,O)
∂αji
=
T∑
t=2
N∑
i=1
P (Sit |S
j
t−1)∑N
j=1 αjiP (S
i
t |S
j
t−1)
. (9)
More details are given in [3].
5 Clustering People
As discussed in Section 4, the learning result of the influence model is the interaction matrix, in which each
entry of row i column j (βij) tells us the degree of interaction between person i and j. Motivated by the
assumption that interactions among people in the same group are usually strong, and interactions among people
in different groups are normally weak, we apply a standard agglomerative clustering method on the interaction
matrix, described as follows. We start with each person forming its own cluster, and iteratively merge clusters
which have the largest interaction value until all people have been gathered into a single big cluster. The
similarity of two clusters is calculated as the average of the pairwise interaction of the persons from each
cluster. That is, Sim(Ci, Cj) = 1NiNj
∑
k∈Ci,l∈Cj
βkl, where Ni, Nj is the number of persons in cluster Ci
and Cj , respectively. βkl is the interaction between person k (in cluster Ci) and person l (in cluster Cj).
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Figure 3: The influence matrix. Darker shades indicates larger influence values and white indicate values close
to zero.
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Figure 4: Agglomerative clustering: the right represents the players. As we move left the tree, the vertices join
together to form larger groups, until we reach the root, where all players are joined together to form a single
group.
6 Experiments on Synthetic Data
To demonstrate the benefits of dynamic modeling, we first test the influence model (Section 4) and the clustering
algorithm (Section 5) using a synthetic dataset of multi-player games for which a ground-truth is obviously
available. In the games, 8 players (labeled A-H) simultaneously move around a map playing three different
games (“tag”, “hide-seek”, “chase”) defined as follows. A video of the games can be seen in the supplement
material of game.mpg.
• Tag: Player A is “IT” (“IT” and “non-IT” are the roles in the game). The players B and C who are
“non-IT” count to five while player A runs away. The “non-IT” goes after “IT”. When “non-IT” tags
“IT”, he becomes “IT”, then he has to escape from others.
• Hide-Seek: Players D is a hider and players E, F are seekers. The hider stays in a secret place while
seekers try to find the hider.
• Chase: Player G tries to catch player H, while player H tries to escape Player G without being captured.
The initial positions and speeds of the 8 players were generated randomly. The observations are the motion
trajectories of the 8 players in the form of (xt, yt) positions, serving as the input to the influence model.
The learned influence matrix, shown in Figure 3, has an approximately block-diagonal structure. We can
see that players in the same game have larger influence values than those in different games, which indicates
that the actions of one player are influenced by players in the same game, rather than by players in different
games. The clustering algorithm in Section 5 was used to cluster players into groups, shown in Figure 4. We
can see that the clustering algorithm can successfully detect the three groups: players A, B, C in the same group
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Figure 5: The interaction matrix.
Table 1: Statistics of the interaction matrix and the email traffic matrix.
Matrix min max mean std.
Interaction 0 0.9931 0.0067 0.0356
Traffic 0 7102 4.72 86.69
playing Tag, players D, E, F playing Hide-Seek, and players G, H playing Chase. These results suggest that
our approach can learn reasonable influence values and produce sensible clustering results. We now test it on
the Enron corpus.
7 Experiments on Enron Corpus
In this section, we first briefly describe the Enron corpus and the data preprocessing, then present our results.
Finally, we briefly describe our email visualization and retrieval system with the feature of user clustering.
7.1 Enron Corpus and Preprocessing
The Enron email dataset was made public by the US Federal Energy Regulatory Commission (FERC) during
its investigation into Enron affairs. The cleaned version contains 517,431 messages sent by 150 personnel of
the corporation between 1998 and 2002 [8]. In our experiments, we only used the emails that were received by
at least one of the 150 users, amounting to 21,612 emails. The 21,612 emails were ordered according to their
date with a time step of one day from Oct. 13, 1998 to May 21, 2002. The PLSA topic for the day without
emails was set to zero, and multiple emails in the same day by the same person were merged. After applying
language preprocessing including downcase, removal of the stop words, and word stemming, we obtained a
vocabulary of 23,776 unique terms.
7.2 Results
Figure 5 shows the learned interaction matrix. The value of each entry of row i column j (βij) is the interaction
between person i and person j. As a comparison, we calculated another matrix based on the email traffic
between users. In specific, the weight of the link between user i and user j is the number of emails between i
to j, denoted by Mij . The Mij matrix, which we call the email traffic matrix, is shown in Figure 6.
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Figure 6: The email traffic matrix.
Table 2: Examples of the pairwise interaction (βij) and the number of emails between two persons (Mij). The
job titles were found using google search.
person i person jPair
name job title name job title βij Mij
Jeff Government James Vice PresidentA Dasovich Relation Executive Steffes Government Aff. 0.49 1182
Teb Manager Shelley Vice PresidentB Lokey Regulatory Aff. Corman Regulatory Aff. 0.28 37
Jeff Government Steven Chief StaffC Dasovich Relation Executive J. Kean Government Aff. 0.16 172
Jeff Government Mary In-houseD Dasovich Relation Executive Hain lawyer 0.012 248
Stanley CEO of Rod CFO andE C. Horton Gas Pipeline Hayslett Treasurer 0.001 65
We can see that both matrices are symmetrical and sparse, but the interaction matrix has a clear diagonal
(βii), which indicates the email topics of most users are influenced by their own Markov dynamics. Table
1 shows some basic statistics of the two matrices, including the min value, max value, mean value, and the
standard deviation. Table 2 lists some examples of the pairwise interaction (βij) and the number of emails
between two persons (Mij). The table items are listed based on βij in descending order. We can see that a
large Mij may not correspond to a large βij . For example, the number of emails of pair D: “Jeff Dasovich”
and “Mary Hain” is 248, which is larger than that of pair B: “Teb Lokey” and “Steffes Corman” (37). But
the interaction estimated by our approach of pair D (0.012) is much smaller than that of pair B (0.28). This
might be explained by their job titles. The job titles of pair B were both related to regulatory affairs, while pair
D had quite different roles in the organization: one is the government relation executive and one is a lawyer.
Similar reasons might explain the other items in the Table. We can see that βij is in better accordance with role
similarities than Mij .
We applied the clustering algorithm (Section 5) to the two matrices to cluster people into groups. The
results are shown in Figure 8 and Figure 9 respectively. The 150 users are re-ordered according to a hierar-
chical clustering solution of the columns. We believe both clustering results could be useful to understand the
hierarchy of the Enron organization.
7.3 Email Visualization and Retrieval System
We have developed a prototype system for visualization and retrieval of the large email corpus. A snapshot of
the system is shown in Figure 7.
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Figure 7: The email visualization and retrieval system.
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The user types a textual query in the query window (left-top window in Figure 7). In the example shown in
Figure 7, the query is “urgent meeting crime”. The system returns a ranked list of emails containing contents
relevant to the query. These results made basic use of Indri’s combined language modeling based retrieval
and inference network features in the Lemur Toolkit [1]. The returned emails are shown graphically as shape
icons in the results window (right window in Figure 7). These icons are transformed from word histograms
calculated from email contents, hence representing the meanings of emails. With the help of these shape icons,
users could quickly grasp the essence of the email content because of the sensitivity of human perception to
shapes.
Our system could not only search for relevant emails, but also for a group of relevant email users. Those
email users are then clustered into a hierarchical tree structure using the framework presented in this work, as
shown in the left-bottom window of Figure 7. The leaves of the tree, which are represented by shape icons, are
labeled with the users’ name. Users could search for emails from a specific person by navigating the tree.
8 Limitation and Future Work
The lack of a comprehensive evaluation and comparison with other methods is a typical issue in SNA [10],
and also the main limitation of our work. In contexts where researchers know what the right answer should be,
evaluation is done by comparing automatic results with the manual ground-truth. In other contexts, evaluation
is more subjective because there is no one right answer. Our initial evaluation thus far has used google search
for job titles of email users. For a formal and comprehensive evaluation in the future, we have plans for
consultations with Enron experts who could identify interesting and useful results.
Another limitation of our approach is the first-order Markov assumption used in the influence model to
model topic dynamics of individual email users. Some emails will invalidate this assumption. To handle this,
we could use a higher-order Markov model by adding longer temporal dependencies. This will be investigated
in future work.
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