Spatial statistics is one of the major methodologies of image analysis, field trials, remote sensing, and environmental statistics. The standard methodology in spatial statistics is essentially based on the assumption of stationary and isotropic random fields. Such assumptions might not hold in large heterogeneous fields. Thus, it is important to understand when stationarity and isotropy are reasonable assumptions. Most of the work that has been done so far to test the nonstationarity of a random process is in one dimension. Unfortunately, there is not much literature of formal procedures to test for stationarity of spatial stochastic processes.
Introduction
Spectral methods are powerful tools for studying the spatial structure of stationary processes. It is widely recognized that in real applications spatial processes are rarely stationary and isotropic, then an important extension of these spectral algorithms is to processes that are nonstationary. In this work, we present some new spectral approaches and tools to estimate the spatial structure of a nonstationary process. More specifically, we propose a nonstationary nonparametric and various parametric approaches to estimate the spectral density of a nonstationary spatial process defined on a continuous space. We also study the asymptotic properties of the proposed estimates via shrinking asymptotics, assuming the distance between neighboring observations tends to zero as the size of the observation region grows without bound. With this type of asymptotic model we can uniquely determine the spectral density, avoiding the aliasing problem.
Use and properties of spatial nonparametric spectral estimates for stationary processes have been investigated by Stein [29] Guyon [16, 17] , Ripley [24] , Rosenblatt [25] , and Whittle [31] among others. Pawitan and O'Sullivan [20] proposed a nonparametric spectral density estimator using a penalized Whittle likelihood for a stationary time series. Guyon [16] studied the asymptotic properties of various parameter estimation procedures for a general stationary process on a d-dimensional lattice, using spectral methods. The spectral representation of a stationary process Z is interpreted as its representation in the form of superposition of sine and cosine waves of different frequencies. Spatial processes in environmental sciences, oceanography, soil science, and many other disciplines are generally nonstationary, in the sense that the spatial structure depends on location. This lack of stationarity thwarts the use of the standard spectral methods mentioned above. Dahlhaus [7] uses the notion of local stationarity to study asymptotic properties of nonstationary time series. The asymptotic model proposed by Dahlhaus [7, 8] is for discrete processes observed at some fixed times, t = 0, . . . , T . This asymptotic model assumes that by increasing the sample size (T → ∞) more and more data of each local structure become available allowing for meaningful asymptotic investigations of statistical procedures. This means an increase of the bandwidth of stationarity with an increase of the sample size. Dahlhaus and Sahm [9] use the same asymptotic framework for random fields. This asymptotic framework is appropriate for time series but unrealistic for most spatial processes. Generally, in a spatial analysis the subregions of stationarity correspond to some geographic areas and the bandwidth of stationarity should not be altered by increasing the sample size. The models by Dahlhaus and Sahm [9] , and Dahlhaus [8] are for discrete processes. However, in most spatial settings the underlying spatial process is continuous. The work presented here is for spatial continuous processes. This continuity assumption makes estimating the spectrum a more challenging problem due to the aliasing phenomenon, that occurs when we try to approximate the spectrum of a continuous process using observations on a lattice.
Most of the work that has been done so far to test the nonstationarity of a random process is mainly in one dimension. Several authors have proposed methods for testing whether or not a given time-series may be regarded as stationary, some of these methods are designed to detect nonstationary "trends". Priestley and Rao [23] used the concept of the "evolutionary (time-dependent) spectrum" to test the lack of stationarity of a time series, and this is the key idea for the work developed in this article. The literature does not offer many approaches to test for nonstationarity of spatial processes. A couple of noteworthy exceptions are Bose and Steinhardth [1] and Ephraty et al. [10] . The test by Bose et al. is sensitive to the centrosymmetry property of the sample covariance matrix of a spatial process sampled using a uniform, linear array. Our approach is not sensitive to the centrosymmetry property, since we use spectral methods rather than covariance structures. The method of Ephraty et al. relies on empirical spectral methods to test a low degree of stationarity. This low degree of stationarity is arbitrary fixed. Ephraty et al. also introduce a likelihood-based approach to test for stationarity. The method to be described in this paper is not likelihood-based and may be used to test the overall stationarity of the complete second-order properties of a spatial processes in two or higher dimensions. A further advantage of our method is that it enables one to test not only the overall stationarity of the spatial process, but also to examine the character of the nonstationarity (when it exists) and the potential anisotropy. To implement our test for nonstationarity we need the approximations provided by the asymptotic results obtained in this article.
This article is organized as follows. In Section 2, we introduce a spatial spectral representation for a nonstationary spatial process and we define the asymptotic model used throughout this paper. In Section 3, we propose parametric and nonparametric approaches to estimate the spectral density of a nonstationary spatial process, and we study the properties of the proposed estimates. In Section 4, we consider the problem of testing a given spatial process for stationarity. Section 5 is an application of the methodology presented in this paper to atmospheric air pollution data obtained from EPA. In Section 6, we present some conclusions and final remarks.
Representation of a nonstationary process

Spatial spectra
A random field Z in R 2 is called weakly stationary (or stationary), if it has finite second moments, its mean function is constant and it possesses an autocovariance function C, such that C(x − y) = cov{Z(x), Z(y)}. If C(h) = C 0 (|h|) for some function C 0 , then the process is called isotropic. If Z is a stationary random field with autocovariance C, then we can represent the process in the form of the following Fourier-Stieltjes integral (see [32] for example):
where Y are random functions that have uncorrelated increments with complex symmetry, except for the constraint dY ( ) = −dY c (− ), needed to ensure Z(x) is real-valued, Y c denotes the conjugate of Y. Using the spectral representation of Z and proceeding formally
where the function F is a positive finite measure and it is called the spectral measure or spectrum for Z. If F has a density with respect to Lebesgue measure, this density is the spectral density, f, which is the Fourier transform of the autocovariance function:
Each random process having a covariance function of the form (2) where F is a function of bounded variation is harmonizable, i.e. such a process is representable as the FourierStieltjes integral (1) , where Z is a random function whose spectral function coincides with F. There have been several attempts to define a spectrum for nonstationary one-dimensional processes, generally the object has been to obtain a single function whose properties depended on the behavior of the process over the whole parameter space. Cramér [5] considered the class of time series which are harmonizable. Fuentes [11] used representation (1) to model a nonstationary spatial process, allowing the spectral process Y to have correlated increments. Thus, since the increments of Y are correlated when Z is nonstationarity, that makes very computationally expensive to use representation (1) for prediction of large spatial problems. In the approach, we propose here, we define a spectral quantity whose physical interpretation is similar to that of the spectrum of a stationary process, with a spectral process Y having uncorrelated increments. The nonstationary process is represented in terms of a common underlying process with an amplitude varying with location. This is an extension of the "evolutionary spectra" for time series introduced by Priestley [21, 22] to spatial processes. This representation offers enormous computational benefits. We define a new class of generalized spectral representations for nonstationary processes that we call spatial spectral representation. For this new class of spatial models the spectral representation itself and the corresponding spectral distribution function (or spectral density) can change slowly on space. This representation overcomes some of the limitations of previous approaches for nonstationarity. Perhaps the most extensively studied method in recent years is the deformation approach due to Sampson and Guttorp [26] ; see also [14, 15] . Under this approach, the covariance function in R d is represented as
where g : R d → R d is a nonlinear function and C 0 is a stationary covariance matrix. The map g acts as a deformation from the original "geographic" space to an alternative "dispersion" space where everything is stationary (and, in most applications, isotropic as well). Suppose the Matérn covariance function or spectral density (see (9) later) were fitted locally to different parts of geographic space. If only the Matérn scale parameter were to vary from one part of the space to another, the shape parameter remaining constant, it would be reasonable to look for a deformation which allowed the whole covariance function to be written in the form (3). However, if the scale and shape parameters were both to vary across the space, (3) would no longer be a reasonable model, because the model does not allow for C 0 to be different in different parts of the space. 2 Something like this was observed in [27] , where it was pointed out that spatial correlations of temperature data had a different structure in the western USA than in the eastern USA; the deformation approach did not handle that very well. Another approach, frequently used to model nonstationary, is the convolution kernel method introduced by Higdon et al. [18] . It consists on a representation of the form
where the kernel K s depends on position s. Let Z be a nonstationary process, we propose the following representation that overcomes some of the limitations of previous approaches, by allowing the spectrum to vary from part to part of our domain,
where Y is an orthogonal process, so it satisfies the relation:
where is the delta Dirac function. We assume that the measure ( ) is absolutely continuous with respect to Lebesgue measure, and the functions x ( ) satisfy the condition
for all x. The functions x ( ) must also satisfy
It is easy to see that then the covariance function, C, of the nonstationary process Z(x) is given by the formula
In particular we have, var{Z(
so that condition (6) is necessary for the variance of Z(x) to be finite at all x, i.e. for the existence of a covariance function C(x 1 , x 2 ). The representation may be interpreted as representation of the process Z in the form of a superposition of sinusoidal oscillations with different frequencies and random amplitudes x ( ) dY ( ) varying over space. According to this interpretation, the variance of the process, There exit different representations of the form (5) for a nonstationary process Z, each representation based on a different family of x ( ) functions. This problem is similar to the selection of a basis for a vector space. Apart from that, it would not be physically meaningful to interpret as the frequency in all cases. In the physical theory of oscillations the function A x ( ) = x ( ) exp(ix T ) is said to describe the amplitude modulated oscillation of frequency only if the "amplitude" x ( ) is a slowly varying compared to exp(ix T ) function, i.e. if the Fourier transform of x ( ) as a function of x includes mainly frequencies much lower than , it is even often assumed that this transform must be concentrated in a neighborhood of zero frequency. We restrict the permissible variability of the function x ( ) of x by considering only functions x ( ) that admit a generalized Fourier representation
with |dH ( )| having its maximum at = 0 for any fixed . This condition guarantees that the Fourier transform of x ( ) as a function of x includes mainly frequencies much lower than any , and it has been suggested by Priestley in the time series context. Since x ( ) is a slowly varying function of space, it is clear that the process Z may be regarded as being "approximately stationary" within subregions in D. If, however, we examine the behavior of Z within two subregions which are sufficiently far apart, we could find that although Z is practically stationary in both subregions, the spectral distribution function of the two "portions" of Z will, in general, be different. Since the functions x ( ) = 1 clearly satisfy the conditions to be imposed on x ( ), the representation (5) certainly includes all the stationary processes having a finite variance.
Estimating the covariance
Parametric estimate
A number of commonly used parametric stationary models for the covariance structure, including the exponential and Gaussian structures, assume that the shape parameter that indicates how smooth the underlying process is (the degree of differentiability of Z), is known a priori. The first step in our analysis will be to estimate this parameter from the data, instead of considering it known. Thus, in order to do so, we use a family of covariances called the Matérn class that allows for a shape (smoothness) parameter, and has the exponential and Gaussian covariances as particular cases. We denote f i ( ) the Matérn spectral density of Z(x i )
with parameters i > 0, i > 0 and i > 0 (d is the dimensionality). Here, the vector of covariance parameters is i = ( i , i , i ). The parameter
i can be interpreted as the autocorrelation range. The parameter i measures the degree of smoothness of the process Z at x i . The smoothness of a random field plays a critical role in interpolation problems [30] . The parameter i is proportional to the ratio of the variance 2 i (also called the sill parameter) and the range (
The parameter i changes with location.
We assume a parametric model for the spectral density, a Matérn class with parameter i changing with location. We model the parameter function as a spatial process with correlated errors,
(s) represents the spatial trend (the large scale structure) and the process (s) represents some spatially correlated zero-mean noise. We assume here (s) is a polynomial function in s with coefficients, 0 , and the process (s) is Gaussian with mean zero and a Matérn stationary covariance, cov( (x + y), (x)) = C 0 (y), with parameters 0 .
We consider a hierarchical Bayesian approach to model and take into the account the spatial structure of the parameter (s) when estimating f x .
Stage 1. 0 , 0 are the hyperparameters, we need to specify the priors.
is Gaussian with covariance (7). Once we determine the values of (x) for x ∈ D using a likelihood or a Bayesian approach, the spectral density (and the corresponding covariance) of Z would be completely specified.
Fuentes [11] introduced a likelihood-based approach to estimate the local stationary dependency structure of a nonstationary process. This approach had the same motivation as the one presented here, which is to represent the nonstationary behavior of the process in terms of local stationary spectral densities. However the overall covariance and the approach used in [11] and the one introduced here are not the same. Here the local stationarity is explained by local modulated functions of a common underlying spectral process Y, in [11] the local stationarity is explained by independent stationary processes.
Nonparametric estimate
Assume we observe the process Z at N equally spaced locations in a regular grid D (n 1 × n 2 ), where N = n 1 n 2 , and the spacing between observations is . In this Section we propose a nonparametric estimate of the spectral density, f x . This estimate is simply a spatial periodogram with a filter function to give more weight to neighboring values of x. We first define J x ( 0 ),
where u = (u 1 , u 2 ), and {g(s)} is a filter satisfying the following conditions B1. {g(s)} is square integrable and normalized filter, so that
denotes the Fourier transform of {g(s)}. B2. {g(s)} has finite "width" B g defined by
where B g is smaller than B Z . We refer to |J x ( )| 2 as the spatial periodogram at a location x for a frequency . In practice, the spatial periodogram estimate for is computed in the set of Fourier frequencies 2 f/( n) where f/( n) =
and f ∈ J N , for
where u denotes the largest integer less or equal than u. 
C5. We write
We assume that there exists a constant C such that
The parameter determines the bandwidth of {W } and it is chosen, such that it is larger than the width B g .
In (13) every entry requires an integration. Since each such integration is actually an expectation with respect to a uniform distribution, in practice we propose to evaluate (13) by Monte Carlo integration. Thus,f x ( 0 ) can be interpreted as an average of the total energy of the process contained within a band of frequencies in the region of 0 and an region in space in the neighborhood of x.
In the application presented in this article we consider {g(s)} for s = (s 1 , s 2 ) to be a multiplicative filter, i.e. the tensor product of two one-dimensional filters,
where g 1 is of the form
corresponding to the Barlett window. Then, ( )
where
corresponding to the Daniell window. We will study next the asymptotic properties off x ( 0 ) using a shrinking asymptotics model described later in this section, but first we discuss the aliasing phenomenon in the spectral domain.
Aliasing
Assume we observe Z(x) at locations x ∈ Z 2 , where is the distance between neighboring observations, and Z 2 is the integer lattice. Indeed,
for any u and v in Z 2 . We simply cannot distinguish an oscillation with an angular frequency from all the oscillations with frequencies + 2 v/ . The impossibility of distinguishing the harmonic components with frequencies differing by an integer multiple of 2 / by observations in the integer lattice with spacing is called aliasing effect. Then, if observation of a continuous process Z is carried out only at uniformly spaced spatial locations units apart, the spectrum of observations of the sample sequence Z( x), is concentrated within the finite frequency band − / < / . Thus, if we wish that the spectral characteristics of the process Z is to be determined accurately enough from the observed sample, we must have a dense sample of observed values (small ).
The spectral density f ,x of the process on the lattice, can be written in terms of the spectral density f x of the continuous process Z,
Similarly, we can obtain a representation of ,x in terms of x . The spectral representation of the process on the lattice Z( u) for u ∈ Z 2 is given by
where 2 = [− / , / ] 2 , and the spectral process Y has orthogonal increments.
Shrinking asymptotics for 2-d periodogram
In some instances, consistency demands that the length of the grid (n 1 × n 2 ) over which the process is observed increase as the number of observations increases. This ensures that the amount of information in the data increases. We should also ask that the spacing between neighboring observations, , goes to 0 as the number of observations increases. This guarantees that an accurate picture of the covariance function and spectral density can be developed non parametrically, assuming only smoothness conditions. Therefore, our asymptotic model supposes that the observed data represent a realization of Z(u ) for u = (u 1 , u 2 ), where 0 u 1 n 1 , and 0 u 2 n 2 . We assume that goes to zero as n 1 → ∞, n 2 → ∞, and n 1 /n 2 → , for a constant > 0, and that n 1 → ∞, n 2 → ∞. We call this type of asymptotics shrinking asymptotics. This is a mixture of increasing-domain (eg. [6] ) and fixed-domain asymptotics [29] in that the distance between neighboring observations tends to zero and the size of the observation region grows without bound. Constantine and Hall [4] used this asymptotic model for one dimensional processes. Throughout this paper, we study asymptotic properties using the shrinking asymptotics model described above. In the next theorem we study the asymptotic behavior of the spatial periodogram.
We introduce now some notation. Let dH ( ) denote the Fourier transform of x ( ) as a function of x (8) . We define the characteristic width of the process Z,
The characteristic width of Z may be interpreted roughly as the maximum area over which the process may be treated as approximately stationary.
For each x = (x 1 , x 2 ) ∈ R 2 , we write x to denote the Euclidean norm 
Then we get:
• (iii)f x ( ) is asymptotically normal with variance structure given by (18) .
• (iv) The spatial periodogram valuesf x ( ) andf y ( ) are asymptotically uncorrelated, if either: ± is sufficiently large so that
or x − y is sufficiently large so that
Condition A1 is always satisfied by the Matérn spectral density (9), we refer to Section 3.1 for more information and discussion about the Matérn spectral density. Condition A2 implies that the spectral density f x has a bounded derivative for all x, condition A3 describes the asymptotic model used here (shrinking asymptotics). Condition A4 ensures that the spectrum is changing very slowly over the effective range of the filter {g(s)}, and condition A5 assumes that the bandwidth of W (s) is much larger than the "width" of {g(s)}. Condition A6 is always satisfied by a Gaussian process.
As a consequence of Theorem 1. If the "bandwidth" of | ( )| 2 is small compared with the "frequency domain bandwidth" of f x ( ), that is if f x ( ), is smooth compared with | ( )| 2 for each x. Then, the expected value of the smoothed spatial periodogram,f x ( ),
The bandwidth of | ( )| 2 is related to the magnitude of 1/B g and it can be approximated by the distance between the "half-power" points on the main lobe of | ( 1 )|| 2 [23] . If the bandwidth of |W (s)| 2 is small compared with the "space-domain bandwidth" of f x ( ), Then,f 2 x ( ), is approximately f 2 x ( ), and the asymptotic variance off x ( ) is
Throughout the rest of this paper we work with suitable choices of filters and windows that satisfy the two conditions above.
Test for nonstationarity
Using the novel asymptotic results obtained in the previous section, we present now a formal test for stationarity of a spatial process. This test is a generalization of the test for stationarity of time series presented by Priestley and Rao [23] to spatial processes. We first estimate the spatial spectral density f s i ( ) at m nodes s 1 , . . . , s m that constitute a systematic sample on D.
We write
U(s i , ) = logf s i ( j = log f s i ( ) + (s i , ).
We have obtained (Theorem 1) that asymptotically E( (s i , )) = 0 and var{ (s i , )} = 2 where [19] . Thus, we may treat the (x i , j ) as independent N(0, 2 ). We write
Then we have the model
Eq. (22) becomes the usual "two-factor analysis of variance" model, and could be rewritten in the more conventional form
. . , m and j = 1, . . . , n. Then, we test for stationarity of Z by using the standard techniques to test the model
against the more general model H 1 . Since we know the value of 2 = var{ ij }, we can test for the presence of the interaction term, ij , with one realization of the process. If the model H 0 is rejected, then there is a significant difference between the parameters i , for i = 1, . . . , m, which is evidence of lack of stationarity for Z at the m nodes. Thus, the complex and challenging problem of testing for nonstationarity is reduced to a simple two-factor analysis of variance. The parameters { i }, { j } represent the main effects of the space and frequency factors, and { ij } represents the interaction between these two factors. A test for the presence of interaction is equivalent to testing if Z is a uniformly modulated process, this means log f x ( ) is additive in terms of space and frequency, then f x ( ) is multiplicative, i.e. f x ( ) = c 2 (x)f ( ), so the process Z is of the form: Z(x) = c(x)Z 0 (x), where Z 0 is stationary with spectral function f and c is a function of space. If the interaction is not significant, we conclude that Z is a uniformly modulated process. If the interaction is significant, we conclude that Z is nonstationary, and nonuniformly modulated. We can study if the nonstationarity of Z is restricted only to certain frequency components, by selecting those frequencies, e.g. { j 1 , . . . , j k } and testing for stationarity at these frequencies.
If Z is an isotropic process, then f x ( ) depends on its vector argument only through its length . Then, we could test for isotropy by selecting a set of frequencies with the same absolute values, say { j 1 , j 2 } where j 1 = j 2 but j 1 = j 2 , and examine whether the "main-effect" effect (the frequency effect) is significant.
We could test for "complete randomness", this means constant spectra for the spectral density on the lattice, by testing the "main-effect" , either at all locations on the lattice when the interaction term is not significant, or at a particular subset of locations. All these comparisons are based on a 2 rather than F-tests, because 2 is known.
Application
Our goal is to understand and quantify the weekly spatial structure of air pollutants using the output of the regional scale air quality numerical models (Models-3). Models-3 estimates hourly concentrations and fluxes of different pollutants. The primary objective of Models-3 is to improve the environmental management community's ability to evaluate the impact of air quality management practices for multiple pollutants at multiple scales, as part of the regulation process of the air pollutants standards. As an example we examine nitric acid. The spatial domain, D, is a regular grid (69×75), the dimensions of each cell in the grid are 36 km × 36 km. The 69×75 lattice for EPA Models-3 is a two dimensional grid obtained taking into account the effects of the earth's curvature. Models-3 provides the estimated concentration for the middle point of each cell, i.e. = 36 km, where is the spacing between observed values. In this example we analyze the spatial structure of a process Z, which is the hourly averaged nitric acid concentrations for the week starting July 11, 1995. Statistical models for output of air quality models are of urgent need. Some applications include the evaluation of the performance of numerical models (by interpolating the model output at the locations where we have observations), the construction of reliable maps of air pollution and meteorological variables by combining numerical models output with observations, e.g. by using the method proposed by Fuentes and Raftery [12] , data assimilation and estimation of spatial and temporal patterns of air pollutants.
First, we use the methods proposed in Section 3 to estimate the spatial structure of a process Z. For the purpose of illustrating the techniques presented in this paper, we take a systematic sample of locations in D, the sample points x 1 , . . . , x 9 are the centroids of the nine equally-dimensioned regions S 1 , . . . , S 9 , shown in Fig. 1 . This systematic sample was motivated by previous analyses done by Fuentes [11] . We estimated the parameters of the nine spectral density Matérn models (9) {f x i } for i = 1, . . . , 9 by fitting parametric models to the empirical estimates {f x i }. We work with the smoothed spatial periodogram proposed in this paper that is an asymptotically consistent estimate of the spectrum, while the un-smoothed spatial peridogram is not. We used a non linear least squares approach in the log scale i.e. we fitted a parametric model to log f x i ( ) for i = 1, . . . , 9, where Fig. 2 ). Fuentes used a likelihood based method to estimate the local covariances in these nine subregion. Fig. 3 shows the fitted models for the spectral densities, f x i , for i = 1, . . . , 9,. The smoothing parameter represents the rate of decay at high frequencies. We observe a relatively fast rate of decay in Region 6, with smoothness parameter .8, compared for example to Region 5 that has smaller smoothing parameter (.4). The smoothing parameter for each stationary model in this application does not seem to change too much with location, probably because we are analyzing preprocessed spatial data, the output of a physical model (Models-3). When the range parameter is large (eg. Region 8, Region 1), assuming the other parameters are fixed, there is a faster decay at short frequencies, e.g. compare the spectral density in Region 1 (large range) to the spectral density in Region 2 (small range). The variance of the process, also called the sill parameter, is the integral of the spectral density function, R 2 f ( ) d . In this example, the sill is relatively large in Region 8. There is higher spatial variability (large sill) mainly on the great lakes area (Region 8) due to downwinds from sources of pollution, primary Chicago. In general we observe larger ranges of autocorrelation on the western part of the grid. Furthermore, on the eastern part we should not expect large ranges because of the discontinuity of the nitric acid concentration due to transition from land to ocean. The change with location of the estimate values for the spectral density parameters indicates that this is clearly a nonstationary process. Now, we implement the test for stationarity. Using the asymptotic results obtained in this paper, we select values of locations x and frequencies that are sufficiently apart. The estimates,f x ( ) (Table 1) were obtained using expression (13) in which W (u) is given by (15) with = 20 units (1 unit = 36 km), and g(u) is of the form (14) with h = 3. The window | ( 1 )|| 2 has a bandwidth of approximately /h = /3. We used the distance between the "half-power" points on the main lobe of | ( 1 )|| 2 to approximate the bandwidth. The window {W (x)} has a bandwidth of = 20. Thus, in order to obtain approximately uncorrelated estimates, the points j and x i should be chosen so that the spacings between the j are at least /3 and the spacings between the x i are at least 20 units, the sample points x 1 , . . . , x 9 are the centroids of the nine equally-dimensioned regions S 1 , . . . , S 9 , showed in Fig. 1 . The j were chosen as follows j = ( j 1 , j 2 ) = ( j/20, j 2 /20) with j 1 = 1 (7) 15, j 2 = 1 (7) 15, corresponding to a uniform spacing of 7 /20 (which just exceeds /3). The values off x ( ) are shown in Table 1 We need to calculate 2 (see Eq. (21)) to perform the test of stationarity for Z. In this application 2 = 16h 2 /(9 2 ) = 0.04.
The interaction is significant ( 2 is very large compared to 2 64 (0.05) = 83.67) confirming that we do not have a uniformly modulated model, and both the "between spatial points" and "between frequencies" sums of squares are highly significant ( 2 is extremely large compared to 2 8 (0.05) = 15.51), confirming that the process is nonstationary and that the spectra are nonuniform.
In Fig. 3 , we fitted isotropic parametric Matérn models, assuming then that f x ( ) depends on its vector argument only through its length . If isotropy is a reasonable assumption then columns 3 and 7 in Table 1 should have similar values. We present now an approach to test if there is any significant difference between columns 3 and 7 in Table 1.  The next table (Table 2 ) presents an analysis of variance to study the significance of the difference between columns 3 and 7 in Table 1 . The spatial points are the same as in Table  3 , x 1 , . . . , x 9 , and the frequency values used here are 3 and 7 , both having the same absolute value.
The "between frequencies" effect is not significant ( 2 is smaller than 2 1 (0.05) = 3.84), suggesting that then there is no evidence of anisotropy. This is not surprising, since for air pollution the lack of anisotropy is usually detected at higher spatial resolutions (here Fig . 3 . This figure shows the estimated Matérn spectral densities {f x i } of the nonstationary process Z at nine locations, x 1 , . . . , x 9 , which are the centroids of the nine equally-dimensioned subregions S 1 , . . . , S 9 , shown in Fig. 1 , e.g. location 1 (x 1 ) corresponds to the centroid of the subregion in the lower left (TX) of Fig. 1 . We estimated the parameters of the nine spectral density Matérn models by fitting parametric models to the empirical estimates {f x i } in the log scale, we used a non linear least squares approach. Each spectral density represents the local spatial structure of the process Z at a different location. The sill is in km, and (the spacing between observed values) is 36 km. the resolution of the models is 1296 km 2 .) However, the "between spatial locations" sums of squares is highly significant ( 2 is extremely large compared to 2 8 (0.05) = 15.51), confirming that the process is nonstationary.
We could test for stationarity within the subregions S 1 , . . . , S 9 , by drawing a larger systematic sample in D with more than one sample point within each subregion. Further testing suggests that (x) does not change significantly within the subregions S 1 , . . . , S 9 .
Conclusions and final remarks
In this paper we develop a spectral theory for a class of nonstationary processes by introducing the concept of "spatial spectra", this means spectral functions that are spacedependent. However, before the spectral estimatef ( 0 ) can be evaluated we have to choose the form of the filter {g(s)} and the form of the weight function {W (s)}. Generally, {g(s)} will be chosen from the standard collection of "windows" and will involved a parameter h, so that by adjusting the value of h we can vary the values of B g . Similarly, we may choose {W (s)} from the same collection of windows with a parameter . Suppose now that we have chosen the mathematical forms of {g(s)} and {W (s)}. The problem arises as to how we should choose the parameters h and so that the estimatef ( 0 ) possesses certain required properties. The asymptotic results obtained in this paper (Theorem 1) provide an approximation for the mean squared error (mse) off ( 0 ). We suggests using a plugin approach and replace f ( 0 ) withf ( 0 ) in the expression for the mse, to obtain the values of h and that minimize the relative mse off ( 0 ). An alternative method to choose h and is using the statistical model presented in Section 3.1 and putting priors on the hyperparameters h and . This method adds another stage to the Hierarchical Bayesian parametric approach proposed in Section 3.1.
Several simulation studies were conducted to estimate the power of our test to detect deviations from stationarity when the underlying covariance was not stationary. We simulated 400 versions of a spatial Gaussian process on the same grid as in the air quality application shown here, with a nonstationary covariance. The covariance function used was a weighted averaged of two exponential covariances:
, where s 1 and s 2 are the two centers of gravity of two subregions of the same size that cover the entire domain, and w i (x) is the inverse square distance between x and s i . The covariance functions C 1 and C 2 had a nugget of .01, a range of 2 and 6 respectively, and a partial sill of 2 and 4. We used the same pairs and frequencies as in our application. Out of the 400 simulated fields 346 (87%) rejected the null hypothesis of stationarity (for a level = .05 test). We repeated this simulation 50 times, we consistently got similar results, an average of .85 power. The estimated probability of rejecting the null hypothesis of stationarity when the underlying process was stationary (an exponential with nugget of .01, range of 2 and partial sill of 2) was .078 (Type I error).
Appendix. Proofs
Proof of Theorem 1. Proof of part (i): In part (i) of Theorem 1 we seek to obtain an asymptotic expression for the expected value of the estimatef x ( ) (Eq. (13)).
First, we define,
The function J x ( ) is written in Eq. (11) in terms of the process Z( u) for u in the lattice, then by using the representation of Z( u) given in (17), we get
since the process Y has orthogonal increments, we have
were the residual term is uniform in x, and n 1 , n 2 and
Then, we obtain
Now we study the term in brackets
, which is the expected value for the periodogram I g of a tapered process Z g ( u) = Z x−s ( u)g( u − x), where the process on the lattice, Z x−s ( u), has spectral density f ,x−s (which does not depend on u) and covariance C ,x−s . We define
where = ( 1 , 2 ). By combining (24) and (25) we obtain the following expression for the expected value of I g in terms of C ,x−s (see [2] for example):
We prove now that as n i → ∞ and n i → ∞ for i = 1, 2, the term N, goes uniformly to zero. First, by Lemma P4.3 in [3, p. 403]), the residual term in (26) can be bounded as follows:
where = ( 1 , 2 ) . By the definition of C ,x−s and under assumption A2,
Thus, by combining results (26), (27) and (28), we obtain that for
Thus, we obtain that
. Now, we obtain that as → 0, and n i → ∞ for i = 1, 2, the spectral density of the sampled data Z x−s ( u) for u ∈ Z 2 , becomes the spectral density of Z x−s (y) for y ∈ R 2 , i.e. f ,x−s ( ) converges to f x−s ( ). We also address the question of how fast the convergence f ,x−s ( ) to f x−s ( ) occurs.
Define Z * = Z − {0}, and Z * 2 = Z 2 − {0}, then
Under condition A1, for small enough the previous expression is proportional to
Under condition A1 we have x > 2 for all x, then by the integral test (see [28, p. 319 
where by Priestley [22] var f x ( ) = 
To derive (32) 
By combining (26) , (27) and (28) 
By A1, for small enough the previous expression becomes 
Therefore, by (36) and condition (C5), the variance off x ( ) is asymptotically:
Proof of part (iii):
We have already studied the asymptotic first and second-order moment of the spectrum estimatef . The asymptotic normality is obtained because all standardized cumulants of order greater than 2 tend to 0 as n i → ∞ under the indicated conditions. This is a straightforward generalization of the proof given in [3, p. 437] .
Proof of part (iv): The covariance off x ( ) can be written in terms of the covariance for 
Therefore, by expression (38) and condition (A4), if x and x satisfy (20), we have that x −x is larger than the bandwidth of the function W (u) and then the covariance between f x ( ) andf x ( ) would be zero. The covariance betweenf x ( ) andf x ( ) as a function of the frequency ( ) is proportional to [22] 
Thus, the covariance betweenf x ( ) andf x ( ) would be also approximately zero if ± is sufficiently larger than the bandwidth of | ( )| 2 , because then, expression (39) would be effectively zero.
