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Abstract
Consider a block code Γ of length n, over a q-ary alphabet. For a given integer t ∈ [0, n], the
regularity of Γ at level t is measured by the dimension of a well-defined subspace F of Rt+1, called
the t-form space of the code. In particular, Γ is an orthogonal array of strength t if and only if
F = Rt+1. A central result of the paper is the close connection that exists between t-forms and
T -designs in the Hamming scheme H(n, q). The t-form space F is shown to have the structure of
an ideal, and the canonical generator of F to be computable from the distance distribution of the
code Γ .
© 2003 Elsevier Ltd. All rights reserved.
1. Introduction
Let q and n be integers, with q ≥ 2 and n ≥ 1. Given a q-element alphabet A, consider
the set Ω := An formed by all n-tuples over A. A nonempty subset Γ ofΩ is usually called
a q-ary code of length n, and its elements are referred to as codewords. We are interested
in certain combinatorial properties of Γ . For a given integer t ∈ [0, n], the code Γ is said
to be an orthogonal array of strength t if for all t-sets of coordinate positions, all t-tuples
of alphabet symbols match the same number of codewords [1]. There is a nice geometric
interpretation in the binary case (q = 2): all (n − t)-dimensional faces of the n-cube are
incident to the same number of code vertices. In the restricted framework of linear codes,
over a field alphabet, an orthogonal array of strength t exactly is the dual of a code with
minimum distance at least equal to t + 1. This result can be extended to arbitrary codes,
as follows. A code Γ is an orthogonal array of strength t if and only if the MacWilliams
transform of its distance distribution has vanishing components in positions 1, . . . , t [3].
Our objective is to investigate a notion of regularity that is more flexible than the
orthogonal array concept. To define the appropriate matching conditions, let us introduce
a “blank symbol” φ (with φ /∈ A). An element z of the set (A ∪ {φ})n has level t if it has t
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nonblank entries. Given a code Γ , we denote by λti (z) the number of codewords that are
matched by z in t − i coordinate positions j where z j = φ. Consider the linear relation
f0λt0(z) + f1λt1(z) + · · · + ftλtt (z) = c,
where f0, . . . , ft and c are fixed real numbers. If it is satisfied by all points z of level
t , then the (t + 1)-tuple ( f0, . . . , ft ) will be referred to as a t-form for Γ . The set F of
t-forms clearly is a subspace of Rt+1. Our idea is to consider the dimension of the t-form
spaceF as a measure of regularity of Γ , at level t . It is easily seen that orthogonal arrays of
strength t are “perfect” in that respect: they satisfyF = Rt+1. In effect, they are defined by
the fact that λt0(z) is constant, and this implies that λ
t
i (z) is constant, for each i ∈ [0, t]. An
analogous notion of t-forms was first introduced in the framework of the Johnson scheme,
with classical t-designs instead of orthogonal arrays [2].
This paper shows that the t-form space F depends only on the distance distribution of
the codeΓ . More precisely,F has the structure of an ideal in a well-defined algebra, and the
canonical generator of this ideal can be determined from the distance distribution. As we
shall see, there is a close connection between t-form spaces and T -designs in a Hamming
space [4], and this provides the latter concept with a combinatorial interpretation. We are
also interested in computing the full t-distribution matrix, whose entries are the numbers
λti (z) with i ∈ [0, t] and with z of level t . The proof method uses a certain matrix transform
involving Krawtchouk polynomials. It is similar to the method devised by Calderbank and
the author in the case of the Johnson scheme [2], where dual Hahn polynomials occur
instead of Krawtchouk polynomials.
Section 2 is concerned with an appropriate semilattice extension of the Hamming
scheme. The rich algebraic structure associated with this semilattice is explained in
detail. Section 3 shows the role of Krawtchouk polynomials. In particular, some important
parameters of the semilattice are deduced from the coefficients of the standard three-
term formula on these polynomials. Section 4 contains the main definitions and results
concerning the t-form space of a code. It ends with a detailed example, the extended binary
Golay code.
2. Embedding the Hamming scheme in a semilattice
We make Ω a metric space (Ω , ∂) by defining the Hamming distance ∂ : Ω × Ω →
[0, n], where ∂(x, y) is the number of coordinate positions in which x and y differ. The
Hamming space has the combinatorial structure of an n-class association scheme, usually
called the Hamming scheme and denoted by H (n, q). In certain applications, it is useful to
view the set Ω as the top fiber of the poset (Ω˜ ,≤) defined as follows [5, 8, 10]. Consider
the partial order ≤ on A∪{φ} given by α ≤ β when either α = φ or α = β. This yields the
“claw semilattice” of order q +1, with α∧β = φ unless α = β. Defining Ω˜ := (A∪{φ})n,
we obtain the desired poset by componentwise ordering. For example, with A := {0, 1}
and n := 3, we have (φ, φ, φ) < (0, φ, φ) < (0, φ, 1) < (0, 0, 1).
The height of a point z ∈ Ω˜ , denoted by h(z), is the number of its non-blank compo-
nents. It is easily seen that the poset Ω˜ has the structure of a graded meet semilattice, cor-
responding to the height function h : Ω˜ → [0, n] : z → h(z). For any two points x, y ∈ Ω˜
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such that x ≤ y, the interval [x, y] := {z ∈ Ω˜ | x ≤ z ≤ y} is isomorphic to a power set al-
gebra of dimension h(y)−h(x). We shall refer to (Ω˜ ,≤) as the Hamming semilattice [10],
and denote it by S(n, q). The “binary case”, q = 2, has a nice geometric interpretation:
S(n, 2) can be identified with the dual of the face semilattice of the n-cube polytope.
Define Ω0, . . . ,Ωn as the fibers of Ω˜ , that is
Ωk := {z ∈ Ω˜ | h(z) = k}, for each k ∈ [0, n].
In particular, Ωn = Ω and Ω0 = {φn}, where φn stands for the blank n-tuple. Note that
|Ωk | =
(
n
k
)
qk . The Hamming distance between two points x and y in Ω can be expressed
as ∂(x, y) = n − h(x ∧ y), where ∧ is the meet operator on Ω˜ . In other words, ∂(x, y) = i
if and only if x ∧ y ∈ Ωn−i . The Hamming semilattice is regular [5], which proves quite
useful in the combinatorial theory of codes in the Hamming scheme. It belongs to the
family of uniform posets introduced by Terwilliger [10].
We now provide some information on the algebraic structure of H (n, q) and S(n, q).
For i ∈ [0, n], let Di be the characteristic matrix of the distance i relation in H (n, q).
This means that the (x, y)-entry of the matrix Di ∈ R(Ω ,Ω) is given by Di (x, y) := 1 if
∂(x, y) = i and Di (x, y) := 0 otherwise. The vector space A generated by D0, . . . , Dn
is an (n + 1)-dimensional commutative subalgebra of R(Ω ,Ω), called the Bose–Mesner
algebra of H (n, q). Let us denote by E0, . . . , En the minimal idempotents of A, with a
suitable ordering that we shall specify later on. The matrices Ek are pairwise orthogonal.
Thus,
Ek · Es = δks Ek, for all k, s ∈ [0, n].
For an integer t ∈ [0, n], let Jt := 〈E0, . . . , Et 〉 denote the ideal in the Bose–Mesner
algebraA generated by the idempotents E0, . . . , Et . We mention another interesting basis
of Jt . Let Rk be the characteristic matrix of our partial order relation, restricted to the set
Ω × Ωk , for a given k ∈ [0, n]. More precisely, Rk ∈ R(Ω ,Ωk) with Rk(x, z) := 1 when
z ≤ x and Rk(x, z) := 0 otherwise, for x ∈ Ω and z ∈ Ωk . It is easily verified that the
matrix product Rk · RTk belongs to A. In fact, as shown in [5], we have
Rk RTk =
k∑
i=0
ρ(i, k)Ei , where ρ(i, k) :=
(
n − i
n − k
)
qn−k . (1)
This implicitly defines the ordering of the idempotents Ei , and proves that the (t +1)-tuple
(R0 RT0 , . . . , Rt R
T
t ) is a basis of the ideal Jt , for each t . The matrix Rt will often occur in
products of the form H · Rt , where H ∈ R(Ω ,Ω). By definition, the (x, z)-entry of H Rt
equals the sum of the (x, y)-entries of H over all points y ∈ Ω such that z ≤ y.
Turning our attention to the semilattice S(n, q), we now examine the relations between
points of the top fiber, Ω = Ωn , and points of any fiber, Ωt . Let us introduce the matrices
Dti ∈ R(Ω ,Ωt ), with i ∈ [0, t], whose entries are
Dti (x, z) :=
{
1 if x ∧ z ∈ Ωt−i
0 otherwise
for x ∈ Ω and z ∈ Ωt . In particular, Dni = Di . Note the property Dt0 = Rt . This expresses
the fact that x ∧ z ∈ Ωt if and only if z ≤ x . Let At := 〈Dt0, . . . , Dtt 〉 denote the subspace
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ofR(Ω ,Ωt ) generated by the matrices Dti . In particular,An is the Bose–Mesner algebraA.
The following result will play an important role in the sequel.
Proposition 1. For t ∈ [0, n], the vector space At is a (t + 1)-dimensional left
A-submodule of R(Ω ,Ωt ). It is generated by Rt and admits the (t + 1)-tuple (Ei Rt )ti=0
as a basis. In other words, At = A · Rt = Jt · Rt .
Proof. The matrices Dti are nonzero and “disjoint”. Hence, they are linearly independent,
which implies dim(At ) = t + 1. Next, we derive the combinatorial identity
Di Rt =
min(i,t)∑
j=0
(
n − t
i − j
)
(q − 1)i− j Dtj , for all i ∈ [0, n]. (2)
Let x ∈ Ω and z ∈ Ωt , with x ∧ z ∈ Ωt− j for a certain j . By definition, the (x, z)-entry
of Di Rt is the number of points y ∈ Ω such that x ∧ y ∈ Ωn−i and z ≤ y. Without loss
of generality, assume A = {0, 1, . . . , q − 1}, x = 0n and z = (0t− j , 1 j , φn−t ), where αm
denotes the m-tuple (α, . . . , α). We see that (Di Rt )(x, y) counts the n-tuples y of the form
y = (0t− j , 1 j , w), where w is any element of An−t having i − j nonzero components.
Hence, (Di Rt )(x, y) =
(
n−t
i− j
)
(q − 1)i− j , which proves formula (2).
The conclusion is ARt ⊂ At . Note that Jk Rt ⊂ ARt , whence Jk Rt ⊂ At ,
for all k ∈ [0, n]. Our objective is to prove that Jt Rt = At , which clearly implies
ARt = At . To that end, it suffices to show that dim(Jt Rt ) = t + 1 or, equivalently,
that the matrices E0 Rt , . . . , Et Rt are linearly independent. Suppose
∑t
k=0 λk Ek Rt = 0,
for some λ0, . . . , λt ∈ R. Premultiplying by Es , with s ∈ [0, t], gives λs Es Rt = 0, and
so λs Es Rt RTt = 0. In view of (1), this yields λsρ(s, t)Es = 0, whence λs = 0 since
ρ(s, t) = 0. 
Let us emphasize that the A-module property amounts to the identities
Di Dtj =
t∑
k=0
ci jk Dtk, for i ∈ [0, n] and j ∈ [0, t], (3)
where the coefficients ci jk are well-defined non-negative integers (depending on the
level t). For given points x ∈ Ω and z ∈ Ωt with x ∧ z ∈ Ωt−k , the number ci jk counts the
points y ∈ Ω satisfying ∂(x, y) = i and y ∧ z ∈ Ωt− j .
The second part of Proposition 1 exhibits the A-module At as the direct sum of the
one-dimensionalA-modules 〈Ei Rt 〉 with i ∈ [0, t]. It is clear that if i = j then the column
spaces of the matrices Ei Rt and E j Rt are orthogonal to each other. Using Eq. (1) shows
that the same is true for the row spaces of these matrices.
3. Krawtchouk polynomials
The Krawtchouk polynomial Pti (X) of level t and degree i in X is defined by
Pti (X) :=
i∑
j=0
(−1) j (q − 1)i− j
(
X
j
)(
t − X
i − j
)
, with t, i ∈ N.
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If i ≥ t + 1, then Pti (X) is divisible by Mt (X) := X (X − 1) · · · (X − t). The (t + 1)-tuple
(Pti (X))
t
i=0 is a system of orthogonal polynomials over the integer interval [0, t], with
respect to the weights wk :=
(t
k
)
(q − 1)k , the normalization being Pti (0) = wi (see [9]).
The Krawtchouk polynomials can be obtained from the generating formula
(1 − Z)X (1 + (q − 1)Z)t−X =
∞∑
i=0
Pti (X)Z
i .
Note that (1 − Z)X (1 + (q − 1)Z)n−X = (1 − Z)X (1 + (q − 1)Z)t−X · (1 + (q − 1)Z)n−t .
Let n, t ∈ N, with t ≤ n. By use of the binomial expansion, we deduce an interesting
relation between Krawtchouk polynomials of different levels:
Pni (X) =
i∑
j=0
(
n − t
i − j
)
(q − 1)i− j Ptj (X), for all i ∈ N. (4)
For future use, let us write down the three-term formula on Krawtchouk polynomials:
X Pti (X) ≡
t∑
j=0
ui j Ptj (X) (mod M
t (X)), for i, j ∈ [0, t], (5)
with ui,i−1 := −q−1(t−i +1)(q−1), ui,i := q−1(t (q−1)−i(q−2)), ui,i+1 := −q−1(i +
1). The initial values are Pt−1(X) = 0 and Pt0(X) = 1. This gives Pt1(X) = t (q −1)−q X .
We now examine how the Krawtchouk polynomials appear in the algebraic theory of
the semilattice S(n, q). Concerning the Hamming scheme, recall that the linear relation
between the bases (Di )ni=0 and (Ek)
n
k=0 of the Bose–Mesner algebraA are
Di =
n∑
k=0
Pni (k)Ek, q
n Ek =
n∑
i=0
Pnk (i)Di .
The geometric interpretation of the Krawtchouk polynomials Pnj (X) as spherical functions
on the n-fold product of the (q − 1)-simplex is explained in detail by Dunkl [7].
More generally, consider the A module At , for a given t ∈ [0, n]. According to
Proposition 1, there exist uniquely defined real numbers Pti (k), with k = 0, . . . , t , such
that
Dti =
t∑
k=0
Pti (k)Ek Rt , for i ∈ [0, t]. (6)
The numbers Pti (k) play an important role in the theory. They will be referred to as the
p-numbers of the semilattice. Notice that Pti (k) does not depend on the “length” n. This is
not obvious from the definition, but is a consequence of the following result.
Proposition 2. The p-numbers Pti (s) of the Hamming semilattice are given by the
Krawtchouk polynomials of level t, for all integers i, s, t with 0 ≤ t ≤ n and 0 ≤ i, s ≤ t .
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Proof. Let us start from the definition of the p-numbers, which gives Es Dtj = Ptj (s)Es Rt
for 0 ≤ j, s ≤ t . We know that Es Di = Pni (s)Es , where Pni (X) is the Krawtchouk
polynomial of level n and degree i . Postmultiplying by Rt and using (2) we obtain
Pni (s)Es Rt =
min(i,t)∑
j=0
(
n − t
i − j
)
(q − 1)i− j Ptj (s)Es Rt .
Hence Pni (s) =
∑min(i,t)
j=0
(
n−t
i− j
)
(q − 1)i− j Ptj (s), for Es Rt = 0 when s ≤ t . By linear
inversion, these relations uniquely determine the p-numbers Ptj (s) from the Krawtchouk
numbers Pni (s) with i = 0, . . . , t . Since the relations in question are the same as
those in (4), connecting Krawtchouk polynomials of levels t and n, the statement is
proved. 
Here is an interesting consequence of Proposition 2. Premultiplying (3) by Es , with
s ∈ [0, t], and again using Es Di = Pni (s)Es and Es Dtj = Ptj (s)Es Rt , we obtain a
remarkable identity on the Krawtchouk polynomials:
Pni (X)P
t
j (X) ≡
t∑
k=0
ci jk Ptk (X) (mod M
t (X)), for i, t ∈ [0, n] and j ∈ [0, t].
To progress further, we shall examine the “distance relations” between the points of
the fiber Ωt , for any t ∈ [0, n]. Our objective is to discover some structure constants of
the Hamming semilattice, related to the three-term formula on Krawtchouk polynomials.
Once more, we use the matrix Rt ∈ R(Ω ,Ωt ), but instead of applying left multiplication
as above, we now apply right multiplication. It will be sufficient to consider the distance
one matrix Ct ∈ R(Ωt ,Ωt ), defined by
Ct (y, z) :=
{
1 if y ∧ z ∈ Ωt−1
0 otherwise
for y, z ∈ Ωt . A simple counting argument produces the key formula
Rt Ct = Dt0Ct = t (n − t)Dt0 + (n − t + 1)Dt1. (7)
It goes as follows. By definition, for x ∈ Ω and z ∈ Ωt , the (x, z)-entry of Rt Ct is the
number of points y ∈ Ωt such that y ≤ x and y ∧ z ∈ Ωt−1. If h(x ∧ z) ≤ t − 2, this
number is zero. There remains two cases: (i) z ≤ x and (ii) x ∧ z ∈ Ωt−1. In case (i), let
x := 0n and z := (0t , φn−t ). A solution for y is y1 := (φ, 0t−1, 0, φn−t−1). The other
solutions y are obtained from y1 by permutation of the first t components and of the last
n − t components. This gives a total of t (n − t) possibilities. In case (ii), let x := 0n
and z := (1, 0t−1, φn−t ). A special solution is y1 := (0t , φn−t ). The other solutions are
y := (φ, 0t−1, 0, φn−t−1), within arbitrary permutations of the last n − t components. This
gives a total of n−t+1 possibilities. Combining both results yields the desired formula (7).
We are interested in a more general question. Let x ∈ Ω and z ∈ Ωt , with x ∧ z ∈ Ωt− j .
What is the number wi j that counts the points y ∈ Ωt such that x ∧ y ∈ Ωt−i and
y ∧ z ∈ Ωt−1? Is this number independent of x and z? The problem has just been solved in
the simple case i = 0, where the solution is w00 = t (n − t), w01 = n − t + 1 and w0 j = 0
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when j = 0, 1. The numbers wi j will be referred to as the structure parameters of S(n, q).
For the general situation, we have the following result.
Lemma 3. The structure parameters wi j depend only on the indices i and j . They are
given in terms of the coefficients ui j occurring in the three-term recurrence formula on
Krawtchouk polynomials by the expression
wi j = aδi j − bui j , where a := t (q(n − t + 1) − 1), b := q(n − t + 1). (8)
Proof. A possible method is to use detailed counting as above. We shall use a more
efficient approach, based on the module structure. The objective is to show that
Dti Ct =
t∑
j=0
wi j Dtj , for all i ∈ [0, t], (9)
with the coefficients wi j as in (8). From (6) and (7), we deduce
Dti Ct =
t∑
k=0
Pti (k)(t (n − t)Ek Dt0 + (n − t + 1)Ek Dt1). (10)
Hence, Dti Ct belongs to the module At , which implies the existence of an expansion of
the form (9). It remains to show that the coefficients are correct. Let us premultiply (10)
by Es . Using Es Dtj = Ptj (s)Es Rt , we obtain
Es Dti Ct = Pti (s)(t (n − t) + (n − t + 1)Pt1(s))Es Rt .
Similarly, (9) gives Es Dti Ct =
∑t
j=0 wi j Ptj (s)Es Rt . Identification yields
(t (n − t) + (n − t + 1)Pt1(s))Pti (s) =
t∑
j=0
wi j Ptj (s), for all s ∈ [0, t].
This must coincide with the three-term formula (5). Note that t (n − t) + (n − t + 1)
Pt1(X) = a − bX , with a and b as in (8). Hence, we obtain the desired relation
wi j = aδi j − bui j . 
Let us conclude by some information that is standard in orthogonal polynomial theory.
Define the tridiagonal matrix W = (wi j )0≤i, j≤t , of order t + 1, and let Φ(X) :=
[Pt0(X) · · · Ptt (X)]T. The three-term formula can be written as
W · Φ(X) = S(X) · Φ(X) + α[0 · · · 0 Mt (X)]T, (11)
where S(X) := t (n − t) + (n − t + 1)Pt1(X) and Mt (X) := X (X − 1) · · · (X − t).
The constant α can be obtained by equating the coefficients of Xt+1 in both members.
Eq. (11) shows that the eigenvalues of W are S(0), . . . , S(t), with the eigenvectors
Φ(0), . . . ,Φ(t). The p-number matrix P t := [Φ(0) · · ·Φ(t)] defines the MacWilliams
transform. Its transpose, the matrix (P t )T, produces what we call the Krawtchouk
transform.
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4. The t-form space of a code
A code Γ of length n over A is a nonempty subset of Ω . The distance distribution of Γ
is the (n + 1)-tuple a = (a0, . . . , an) of rational numbers ai defined by
ai := |Γ |−1 · |{(x, x ′) ∈ Γ × Γ | ∂(x, x ′) = i}|, with i ∈ [0, n].
The MacWilliams transform of a is the (n+1)-tuple b := a ·Pn , wherePn is the p-number
matrix of level n. In explicit terms, b = (b0, . . . , bn) where bk =∑ni=0 ai Pnk (i). Note that
b0 = |Γ |. It is easy to prove that bk ≥ 0 for all k ∈ [0, n]. This result plays a major role in
algebraic coding theory [4, 6].
Let t ∈ [0, n]. The code Γ is called an orthogonal array of strength t if for every z ∈ Ωt
the number of x ∈ Γ with z ≤ x has a constant value [1]. This can be characterized by the
equations b1 = · · · = bt = 0 (see [3]). We are interested in a more general question: given
a subset T of [0, n], what is the combinatorial meaning of the condition bk = 0 for each
k ∈ T \{0}? A code Γ having this property is called a T -design in H (n, q) [4].
If Γ is an additive code over an Abelian group, then a is the weight distribution of Γ ,
and |Γ |−1b equals the weight distribution of the dual code Γ ◦. In this case, Γ is a T -design
if and only if Γ ◦ contains no codeword of weight k, for each k ∈ T\{0}.
Let us now introduce the main subject of this paper. Given a code Γ ⊂ Ω and an integer
t ∈ [0, n], define the intersection numbers λti (z) by
λti (z) := |{x ∈ Γ | x ∧ z ∈ Ωt−i }|, for z ∈ Ωt and i ∈ [0, t].
In particular, λt0(z) counts the codewords x satisfying z ≤ x . Therefore, Γ is an orthogonal
array of strength t precisely when λt0(z) is a constant, independent of the point z in Ωt .
Note that the number λti (z) can be expressed in terms of certain numbers λ
t
0(w) as follows.
For z ∈ Ωt and i ∈ [0, t], define ∆i (z) := {w ∈ Ωt | σ(w) = σ(z) and w ∧ z ∈ Ωt−i },
with σ(v) := { j ∈ [1, n] | v j = φ} the support of v. Then λti (z) =
∑
w∈∆i (z) λ
t
0(w).
Definition 1. A vector f = ( f0, . . . , ft ) ∈ Rt+1 is a t-form for the code Γ if there exists a
real number c such that the intersection numbers λti (z) satisfy
t∑
i=0
fiλti (z) = c, for every z ∈ Ωt . (12)
The set F containing all t-forms for Γ is a subspace of Rt+1, called the t-form space. Its
codimension, r := t + 1 − dim(F), will be referred to as the t-degree of Γ .
Our idea is to view a code as being highly regular at level t when it admits a large
t-form space, i.e., when its t-degree is small. The extreme case is F = Rt+1, and so
r = 0, which means that the code is an orthogonal array of strength t . The theory can
be extended to “codes with repeated codewords” and, even further, to arbitrary functions
γ : Ω → R.
Note that
∑t
i=0 λti (z) = |Γ | for every z ∈ Ωt . Therefore, the all-one vector is a t-form
for any code, which implies r ≤ t . Let us point out that the constant c in (12) can be
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expressed in terms of f and |Γ |, as follows:
c = q−t |Γ |
t∑
i=0
fi
(
t
i
)
(q − 1)i . (13)
The argument uses the fact that, for each x ∈ Ω , the number of points z ∈ Ωt satisfying
x ∧ z ∈ Ωt−i is equal to
(
n
t
)(t
i
)
(q − 1)i . Details are omitted.
To discover the connection between t-form spaces and T -designs, we need some further
concepts, involving the Krawtchouk polynomials of levels t and n.
Definition 2. Given a code Γ , let b := a ·Pn denote the MacWilliams transform of the
distance distribution a of Γ . For t ∈ [0, n], the t-annihilator polynomial Gt (X) for Γ is
Gt (X) :=
∏
k∈Nt
(k − X), where Nt := {k ∈ [1, t] | bk = 0}.
The Krawtchouk transformK(f) = (F(0), . . . , F(t)) of a (t +1)-tuple f ∈ Rt+1 is defined
by K(f) := f ·(P t )T. In polynomial terms, this can be written as
F(X) :=
t∑
i=0
fi Pti (X).
Conversely, given a polynomial F(X) ∈ R[X] of degree ≤ t , we obtain the components
fi of its inverse Krawtchouk transform as the coefficients occurring in the Krawtchouk
expansion of F(X). The following theorem is the main result of this paper.
Theorem 4. For a given vector f ∈ Rt+1, let T denote the set of points where the
Krawtchouk transform of f does not vanish, i.e., T := {s ∈ [0, t] | F(s) = 0}. Then f
is a t-form for the code Γ if and only if Γ is a T -design.
Proof. We have to show that f is a t-form if and only if F(k) · bk = 0 for all k ∈ [1, t]. Let
λti denote the row matrix in R(Ωt ) having as its z-entry the intersection number λ
t
i (z), with
z ∈ Ωt . By definition, λti = γ Dti , where γ is the characteristic row vector of Γ . This means
that the x-entry of γ ∈ R(Ωt ) is γ (x) := 1 when x ∈ Γ and γ (x) := 0 when x ∈ Ω\Γ .
Using (6), we compute λti =
∑t
s=0 Pti (s)θ
t
s , where θ ts := γ Es Rt . By linear combination,
this gives the “duality formula”
t∑
i=0
fiλti =
t∑
s=0
F(s)θ ts .
As a result, f is a t-form for Γ if and only if
∑t
s=0 F(s)θ ts = cj, for some c ∈ R,
where j is the all-one row matrix in R(Ωt ). Now, if f is a t-form, then F(0)θ t0 = cj.
This simply amounts to the consistency relation (13), written in the form c = q−t |Γ |F(0).
In effect, since qn E0 is the all-one matrix, we obtain θ t0 = γ E0 Rt = q−t |Γ |j. So the
t-form condition reduces to
∑t
s=1 F(s)θ ts = 0. Postmultiplying by RTt and using (1) gives
t∑
s=1
F(s)ρ(s, t)(γ Es) = 0.
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We now multiply to the right by Ek , for any k ∈ [0, t]. Since ρ(s, t) = 0, this implies
F(k)(γ Ek) = 0. It is well known that γ Ek = 0 if and only if bk = 0. In fact, this
is immediate, since bk = |Γ |−1qn‖γ Ek‖2. As a conclusion, if f is a t-form for Γ , then
F(k)bk = 0 for k = 1, . . . , t . The converse statement is proved by direct verification. 
Corollary 5. The Krawtchouk transform of the t-form space of a code Γ is the ideal in
R[X]/Mt (X) generated by the t-annihilator polynomial Gt (X) of Γ . The t-degree of Γ is
equal to the degree of Gt (X), i.e., to the number of k ∈ [1, t] such that bk = 0.
Proof. According to Theorem 4, a vector f is a t-form for Γ if and only if the associated
polynomial F(X) is divisible by the t-annihilator polynomial of Γ . 
It is interesting to explain the ideal structure of the t-form space in matrix terms,
without referring to the Krawtchouk transform. By use of (9), we directly obtain λti Ct =∑t
j=0 wi j λtj , for each i ∈ [0, t]. Consider the matrix Lt ∈ R([0, t],Ωt ) having λt0, . . . ,λtt
as its successive rows. The equations above can be written as
Lt Ct = W Lt .
This allows one to prove that the t-form space F is a W -invariant subspace of Rt+1, in
the sense that if f ∈ F then fW ∈ F . We argue as follows. By definition, f belongs
to F when fLt = cj for a certain c ∈ R. This implies fLt Ct = c(jCt ) = c′j with
c′ := ct (n − t +1)(q −1). Hence, we obtain (fW )Lt = c′j, showing that fW belongs to F .
The correspondence between both approaches is quite simple. By Lemma 3, we know
that W = a I − bU , where I is the unit matrix of order t + 1, and U := (ui j )0≤i, j≤t .
Therefore, the t-form space F is U -invariant. Let f be an element of F . Define its
U -image f′ := fU . We claim that the Krawtchouk transform F ′(X) of f′ is given by
F ′(X) = X F(X), in the algebraR[X]/Mt (X). In effect, from f ′j =
∑t
i=0 fi ui j we obtain
F ′(X) =
t∑
j=0
f ′j Ptj (X) =
t∑
i=0
fi
t∑
j=0
ui j Ptj (X) = X
t∑
i=0
fi Pti (X) = X F(X).
The matrix Lt introduced above will be called the t-distribution matrix of the code Γ .
By definition, the (i, z)-entry λti (z) of Lt is the number of codewords x such that x ∧ z ∈
Ωt−i . In particular, Ln is the transpose of the outer distribution matrix of Γ (see [3, 4]).
Equation fLt = cj, with c = q−t |Γ |F(0), shows that dim(F) = t + 2 − rank(Lt ). This
yields rank(Lt ) = r + 1, where r is the t-degree of Γ . Let Ht denote the affine hull of the
columns of Lt . We see thatHt is an r -dimensional affine space, given by
Ht = {h ∈ Rt+1 | f · hT = q−t |Γ |F(0) for all f ∈ F t }.
Our results show how the columns λt (z) := (λt0(z), . . . , λtt (z))T of the t-distribution matrix
Lt can be determined from their first r entries [2–4]. Note the following consequence. For
every z ∈ Ωt , the largest integer k ∈ [0, t] such that λt0(z) = · · · = λtk−1(z) = 0 is less
than or equal to r .
As an example, we consider the (24, 12) binary Golay code G24. This is a self-dual linear
code having four nonzero weights, 8, 12, 16, 24. Here is a table giving the t-“annihilating
set” Nt := {k ∈ [1, t] | bk = 0} and the t-degree r of this code, for all values of t .
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t 0, . . . , 7 8, . . . , 11 12, . . . , 15 16, . . . , 23 24
Nt { } {8} {8, 12} {8, 12, 16} {8, 12, 16, 24}
r 0 1 2 3 4
It appears that G24 is an orthogonal array of maximum strength 7. By way of illustration,
let us examine the t-annihilator polynomial Gt (X) and its Krawtchouk expansion in four
cases: t = 8, 9, 12, 24. The results are
G8(X) = 8 − X = 4P80 (X) + 12 P81 (X),
G9(X) = 8 − X = 72 P90 (X) + 12 P91 (X),
G12(X) = (8 − X)(12 − X) = 15P120 (X) + 4P121 (X) + 12 P122 (X),
G24(X) = (8 − X)(12 − X)(16 − X)(24 − X) = 9(P240 (X) + P241 (X)
+ P242 (X) + P243 (X)) + 32 P244 (X).
From these data we directly deduce the generating t-form relations
8λ80(z) + λ81(z) = 256 for all z ∈ Ω8, 7λ90(z) + λ91(z) = 256 for all z ∈ Ω9,
30λ120 (z) + 8λ121 (z) + λ122 (z) = 192 for all z ∈ Ω12,
λ240 (z) + λ241 (z) + λ242 (z) + λ243 (z) + 16λ244 (z) = 1 for all z ∈ Ω24.
Let us look at the case t := 12, for which r = 2. The affine plane H12 is spanned
by the 12-tuples µ12, λ12(z1) and λ12(z2). Here, µ12 is the binomial distribution, given
by µ12i :=
(12
i
)
for i ∈ [0, 12], whereas λ12(z1) and λ12(z2) are the 12-distributions of
two points in Ω12, with respect to G24. Well-known properties of the Golay code show the
existence of certain points z1 with (λ120 (z1), λ
12
1 (z1)) = (4, 0), and of certain points z2 with
(λ120 (z2), λ
12
1 (z2)) = (2, 0). The complete columns of L12 corresponding to z1 and z2 are
λ12(z1) = (4, 0, 72, 256, 444, 768, 1008, 768, 444, 256, 72, 0, 4)T.
λ12(z2) = (2, 0, 132, 0, 990, 0, 1848, 0, 990, 0, 132, 0, 2)T.
Since G24 is a linear code, the set Λ120 (z) := {x ∈ G24 | z ≤ x} is a linear manifold in
G24, for each z ∈ Ω12. Therefore, the number λ120 (z), which is the cardinality of Λ120 (z),
is either 0 or a power of two. Now, from the data above, we see that λ120 (z) ≤ 6. Hence,
λ120 (z) ∈ {0, 1, 2, 4}. For instance, in the case λ120 (z) = 0 and λ121 (z) = 24 we obtain
λ12(z) = aλ12(z1) + bλ12(z2) + (1 − a − b)µ12 with a = 0 and b = −1, which yields
λ12(z) = (0, 24, 0, 440, 0, 1584, 0, 1584, 0, 440, 0, 24, 0)T.
This corresponds, e.g., to a point z having one component equal to 1, 11 components equal
to 0, and for which the positions of the blank components form the support of a codeword
of weight 12. Note that there exists no point z in Ω12 such that λ120 (z) = λ121 (z) = 0. More
precisely, if λ120 (z) = 0 then 9 ≤ λ121 (z) ≤ 24. The argument is that if λ121 (z) /∈ [9, 24]
then λ12i (z) < 0 for a certain i , which is impossible. Finally, it is interesting to observe
that the binomial distribution µ12 is the 12-distribution of a certain point z (with respect
to the code G24). A point having this property can be described as follows. Let x be any
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codeword of weight 12. Choose two indices u, v ∈ [1, 24] such that xu = 0 and xv = 1.
Define z by taking zv := 0, zi := 0 when xi = 0 and i = u, and zi := φ otherwise.
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