Abstract: This paper presents a new algorithm MP (multiple pass) to synthesize large reversible binary circuits without ancilla bits. The well-known MMD algorithm for synthesis of reversible circuits requires to store a truth table (or a Reed-Muller -RM transform) as a 2n vector to represent a reversible function of n variables. This representation prohibits synthesis of large functions. However, in MP we do not store such an exponentially growing data structure. The values of minterms are calculated in MP dynamically, one-by-one, from a set of logic equations that specify the reversible circuit to be designed. This allows for synthesis of large scale reversible circuits (30-bits), which is not possible with any existing algorithm. In addition, our unique multi-pass approach where the circuit is synthesized with various, yet specific, minterm orders yields quasi-optimal solution. The algorithm returns a description of the quasi-optimal circuit with respect to gate count or to its "quantum cost". Although the synthesis process in MP is relatively slower, the solution is found in real-time for smaller circuits of 8 bits or less.
Introduction
There are currently two types of algorithms to synthesize reversible circuits: (T1) those like MMD [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] that start from a reversible specification, (T2) those like [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] that start from non-reversible specification and create ancilla bits. The second type of methods has been successful for large functions [16, [25] [26] [27] [28] but solves basically a different problem. The MMD algorithm [14] (Miller, Maslov Manuscript received on September 5, 2010. and Dueck) is currently the leading reversible logic synthesizer if no ancilla bits are used. Mathematically, the problem is to decompose a large permutation of circuits specification to small permutations of reversible gates that are used. MMD uses the permutation vector-like reversible function specification as its input, and internal data which correspond to a truth table. This vector of minterms (binary numbers representing outputs) is explicitly used in the synthesis process. It must be therefore stored and processed in the computers memory. Since it is intrinsically bound by the natural binary order of minterms, and hence does not use search, MMD cannot be enhanced through better search algorithms or iterative/recursive routines. Since MMD processes only a single order of minterms, it is reasonably fast. In addition, MMD distinguishes itself among most other programs of this type because it achieves (theoretical) 100% convergence regardless the problem size [14] . Practically, however, it was applied to at most 12 qubit reversible functions and very few reversible functions with more than 8 variables were presented as MMD benchmarks in the literature (our non-published variant of MMD can handle 16 variables). It was found in our research, and by other researchers, that the complexity of both the synthesis process and the average circuit sizes synthesized by the original MMD software grow very quickly above 8 qubits, herein "large circuits". In our research, it was difficult to evaluate the quality of our results for large circuits from reversible specifications chiefly due to the lack of a single solution for comparison. Consequently, with this paper, we set the benchmark for future research. (observe that standard non-reversible specifications are used in recent papers [22] [23] [24] [25] [26] [27] 29] , and we need reversible functions such as specified by permutations). In any case, at this time MMD program is the current benchmark for the evaluation of programs for reversible circuit synthesis with no ancilla bits. A strong asset of the philosophy used in MMD, in contrast to those used in other programs, is that MMD gives a warranty of convergence if the data is small enough for MMD to be able to keep them in memory. By convergence we mean here that the algorithm terminates with a correct result if the number of bits is not large. Due to the known fact that the quality of MMD may be very low for functions where the exact minimal solution is known, several research groups are constantly attempting to improve on the MMD algorithm. The algorithm of Agrawal and Jha [1, 16] uses the number of terms in the Positive Polarity Reed-Muller (PPRM) expansion of synthesized functions as its cost function. As PPRM can be stored by an expression that is shorter than 2n, their algorithm could, in theory, minimize larger functions. On the other hand this algorithm has to store many PPRM equations as it represents a tree-search algorithm. Also, non-factorized PPRMs may be in many cases of similar complexity to truth tables, for instance for function f = a ′ b ′ c ′ d ′ . So this algorithm has bounds based on expressions and not numbers of inputs. Some of the algorithm variants from [1, 2, 4] have trouble with convergence and there is a trade-off between provable convergence and size of circuits that can be minimized. A challenge thus still exists to create an algorithm that could trade-off quality for time, but with a provable convergence for every function. In this paper we will present such an algorithm.
After many failed attempts at creating better minimizers based on other search strategies [18, 20, 21, 30] , we decided to improve MMD. The main weakness of MMD is that it is limited to functions of the size that their truth table (exponential size) can fit in memory. This limits practically the MMD's approach. Because of its design principle, even with big speed penalty MMD just cannot minimize larger functions. Thus an improved algorithm has to use an entirely different representation of data specifying the circuit under design. When it was decided to use an internal representation other than a truth table or a spectrum with 2n minterms, the problem was "what is the best representation that would still guarantee convergence?" Kerntopf used a new type of decision diagrams but did not prove the convergence and, as a result, his method only worked for 3 variables. In unpublished research we used ESOPs and FPRMs rather than PPRM, but we were not able to find a heuristic that would work better than the variants from [1, 2, 4] . Other cascade types have been also proposed in the newer versions of composition-based search approaches [6, 19, 20, 30] , but there were troubles with either the size of solutions or convergence. Here we present a search method that is both convergent, allows for synthesis of large functions, and produces near minimal solutions. This algorithm includes variants which are various generalizations of MMD and are selected on the base of the size of the synthesized function.
Explanation of MMDs Main Idea
To make the paper self-contained we give a brief overview of MMD. More can be found in [3, [7] [8] [9] [10] [11] [12] [13] [14] [15] . The main idea of all algorithms for reversible circuits synthesis of type T1 is to transform bit-by-bit a reversible function to its identity function. Every such transformation produces one reversible gate for the circuit, realized from outputs to inputs. Example 2.1. Fig. 1 illustrates the basic flow of MMD algorithm. The first column lists all input minterms of the function in the natural numerical order(linear): 0, 1, 2, 3, etc. The second column in Fig. 1 lists values of the output vectors that correspond to the input vectors from the first column. For instance, the input minterm a ′ b ′ c ′ = 000 is mapped to the output minterm A ′ B ′ C ′ = 000 and input 001 is mapped to the output minterm 100. Self-mapping minterms are minterms with matching input and output values (e.g., minterm 000 above) The synthesis process applies successive gates to the output column (ABC), bit-by-bit, to generate the cor-responding minterm of the input column (abc). Recall that Toffoli (Feynman) gates are used that are self-inverse gates (M −1 = M), so they process information the same way from inputs to outputs and from outputs to inputs. The MMD algorithm shown here is thus the "backward searching" or "output to input searching" algorithm. Since the first minterm is self-mapping, MMD skips to the second minterm applying a controlled-Feynman gate to bit c, shaded, conditional on bit a being set, underscored. After the application of each gate, the output column minterms (of intermediate functions) become more and more similar to the first column the column of input vectors. The question is "what does it mean to be more similar?" It is an advantage of general search methods that various measures of complexity or coincidence or similarity have been used [2, 5, 6, 20] . This may lead to better and faster solutions but it is hard or impossible to prove convergence. The MMD algorithm has however a very simple and working solution to this problem. It requires that intermediate columns remain exactly the same as the input column in some subset of rows from the top. The completed rows, start from row 0, then row 1, row 2 etc. up to the minterm under construction When some subset of rows from top are completed, they are not allowed to change (shown in shaded areas in Fig.  1 ), which is guaranteed by the selection of proper control bits. This is the main idea of MMD algorithm and actually the only algorithmic idea of this method (excluding template matching which is not discussed here). The proof that this algorithm is convergent is obvious, as every step creates one more bit in a row from top that is the same in the intermediate column as in the first column. This way, after at most n × 2 n − 1 steps (intermediate columns) the last column becomes exactly the same as the first column, and thus, the remaining function to be realized is an identity function (a better bound was also proven by Maslov but it is not relevant here). As we see, the strength of this algorithm is its easy convergence, but since the complexity is exponential, MMD is limited in application to a small number of bits. So far, however, MMD continues to represent the benchmark to meet as overall, no better algorithm had been proposed. The symbol a → c in the column 1 means that whenever a = 1 in the previous column, the bit c is flipped from 0 to 1 and from 1 to 0. Hence, this transition from column to column executes the Toffoli gate c = c ⊕ a. The reader may check that the number of completed rows is either the same or larger from column to column. In this example the upper complexity bound is n × 2 n − 1 which for our 3-bit example yields (3 × 2 3 − 1) 23 gates. Note that our example simulation resulted in only 6 gates. Here MMD happened to work well. But there are examples [30] where the gate number is close to the upper bound although the minimal number of gates is lower. 
MMDS and MMDSN Orderings
The main concept of MMD, the natural binary minterm ordering was challenged in [21] as the only 100% convergent order. It was found that MMDs minterm ordering falls into a subset of orderings that do not exhibit certain important property that was called the "control line blocking". This observation lead to the creation of the "MMDS ordering" [21] . To make this paper self-contained, all these ideas will be defined below but first we need to motivate the new concepts. Without any backtracking, any bi-directional search or any template matching, the MMDS ordering used exhaustively were superior for 3-bit circuits [21] . The MMDS orderings can be used with any number of inputs and have larger gains compared to MMD, when the number of inputs increases. However, the number of MMDS orderings is too high to use all these orderings for synthesis. In this paper, we introduce a subset of the MMDS ordering, herein MMDSN orderings, which greatly reduces the number of terms examined while providing near minimal solution superior to MMD.
MMD stipulates that the function is arranged in a natural binary code order by inputs assignments. Each iteration adds a gate in order to correctly transform the outputs to match the inputs without changing any of the previously completed (from top row) output minterms. Other innovative algorithms utilized greedy algorithm where gates were chosen to reduce the cost function from input to output. For example, Hamming Distance determines the choice of gates to transform the output function to the original function or to identity function. Such algorithms did not always converge, unlike the MMD, which, as it might give the worst solutions, it is always convergent. The question is, how these two main ideas of natural ordered search of MMD and greedy search can be combined to improve the quality of results and always achieve the convergence. Such combination is the goal of our research, part of which is discussed here. The good ordering should not conflict with the main MMDs idea [14, 15] of not changing any previously set outputs. This idea is also what guarantees MMDs convergence.
A Definition 1

Control Line Blocking condition occurs when all control lines of the current minterm are a subset of the control lines of a previously completed minterm in the input order.
When this condition occurs it makes it impossible to change any output bits during the current iteration without altering the output bits which have been previously completed. Occurrence of this condition hinders convergence. Example 1 Control line blocking does not exist 001 = 101 & 011 Therefore, any ordering of inputs that does not lead to the occurrence of the blocking condition can be used in an improved MMD algorithm. The method to find all non-blocking permutations for any number of inputs was found in [21] . No control line blocking seems to be a very restrictive rule. For a three-input function there are initially 8! (40,320) permutations. Therefore there are the same number of various orderings. Instantly that number is reduced to 6! This is because 000 must come first and 111 must come last. Using the software, 48 permutations, called MMDS orders, were found to exhibit no control line blocking for all 3 × 3 reversible functions. Included in this set is the original MMD ordering. The binary vectors of cells (minterms) of a 3 × 3 reversible function can be represented as a well-known Hasse Diagram, where a bit-by-bit domination relation ( 1 ≥ 0, 1 ≥ 1, 0 ≥ 0) is used as an ordering relation (see Fig. 3a, b) . While binary vectors are used in Fig. 3a, Fig. 3b uses natural numbers being counterparts of these binary vectors. The rule says "never to take a dominating node (number) before a dominated node". Thus 5 cannot be taken before 1, for instance. As we see, MMD order satisfies these rules. Another good orders are shown in Figs. 3c and 4.
As the number of input lines increases, the number of non-blocking orderings increases exponentially. For functions with four inputs, Stedman [21] reported that 78,880 different non-blocking permutations exist. We however discovered that 1,680,382 such non-blocking permutations exist. As the amount of non-blocking orders increase, so does the optimality of the MMDS orderings, and as a result, the time required to synthesize. With MMDSN order, a set of rules were created to distill the best possible control choices from the set of all possible control line choices, as follows:
• The target bit cannot be used to control the current transformation,
• Use minimal number controls bits necessary to flip the target bit,
• No past outputs can be changed,
• Process 0 → 1 transitions first to maximize availability of control lines, and hence, guarantee convergence.
The control possibilities are then sent to the gate choice function to produce a circuit. Currently gate choice is based on Hamming Distance but it can be any cost function [1, 5, 6, 17, 20, 25, 30] . Using control line blocking as the only rule, a subset of all input orders can easily be found, and it can be easily proven that all non-blocking input orders will converge for all output permutations. 
B Theorem 1
All non-blocking input orders converge for all output permutations. Proof of Convergence:
Convergence is guaranteed in MMD and MMDS because at any given point in the algorithms all following output bits are able to be changed without altering any previously set outputs. This is guaranteed because the input orders do not exhibit control line blocking. With MMD and MMDS methodical approaches, as long as all output bits can be changed without altering any previously set outputs these algorithms will converge every time.
MMDS set of orders is a superset of MMD's. Our improved algorithm uses multiple MMDS input orders that exhibit no control line blocking. Included in these orders is the MMD natural binary order. MMDS ordering algorithm performs the same bit manipulating strategy for all non-blocking input orders, and reduces the circuit more than the standard MMD algorithm. This outcome is obvious, given that MMD is a subset of MMDS, so it can perform no worse than MMD.
C Definition 2
MMDSN order is one in which the minterm 00 . . . 0 is generated first, followed by all minterms with a single one (1) Example for 3 variables: MMDSN order is for instance: 000, 100, 010, 001, 110, 101, 011, 111. This is also a MMDS order but not MMD order.
Observe that MMD is not included in MMDSN, but it can be artificially added as one more order.
MP Algorithm
Earlier attempts at improving MMD algorithm resulted in very good/minimal solutions for some circuits or non-converging/incorrect circuits for others [5, 6, 20, 21, 30] . Thus the order of selecting outputs to be covered by gates was found experimentally to be more important than the gate heuristics to choose gates. For larger number of variables, a variant of our algorithm was created based on the following principles:
1. Rather than maintaining a set of tables mapping inputs to outputs, the algorithm creates these columns implicitly, simulating minterms one-by-one. The simulator uses the equations from the specification together with the part of the already constructed reversible circuit. To demonstrate the concept, imagine two circuits similar to Fig. 2 cascaded back to back and simulated from inputs at each stage of minterm transformation ( Figure 6 ). The first circuit, described by equations, represents the function under synthesis, and the second circuit is the outcome of synthesis (in reverse order of gates). When the synthesis process completes, two equivalent circuits, one mirror of the another exist, where the first circuit is specified by equations, and the second by reversible gates (in reverse order of gates). When we simulate this composed circuit, for every input minterm, the same minterm is obtained at the outputs of the concatenated circuits, and hence, the concatenated circuits together are a reversible identity. Since the circuits mirror one another, the solution is represented by the second circuit of the concatenated whole. 2. A number k of randomly selected MMDSN orders are generated representing the function under synthesis. The solution with optimal cost is selected with the possibility of backtracking if the temporary cost exceeds the minimum cost determined earlier in the process. 3. When possible, template matching method from MMD is used on the result for post-processing to further improve the quantum cost.
Results of MP for Four Variables
For functions of four variables, we created a set of randomly generated four-bit reversible functions, AHP1-AHP50, and synthesized them using the original MMD, MMDS and our MMDSN orders. For MMDS and MMDSN, we tested the AHP functions against all possible permutations and calculated the minimum possible gate count as shown in Table 1 . It is evident that our selective order consistently produce superior results compared to the single MMD order for a negligible time penalty. Notice, however, that although the MMDSN order did not generate the optimal gate count generated by MMDS, the time advantage of MP is huge at 4 bits, and would be astronomical at greater number of bits. Even at higher number of bits, MMDSN order consistently produces better results than MMD within tolerable time. For example, at 11 bits, MP accrued a savings of 191 gates taking about six minutes to synthesize 5000 MMDSN sequences selected at random, and maintaining the solution with the best gate count. Although the current implementation of the MP algorithm does not utilize parallel processing, the algorithm is very suitable for parallelization through threading, multiprocessing or within a cloud infrastructure. Such capability would allow for synthesizing a selecting a larger iteration variant (k) and thus produce even larger circuits. The reader should note that in this study, neither MMD or MP used local optimization techniques, e.g. template matching, which would ideally reduce the number of gates even further. Although MP would run even slower with template matching, its inclination to parallelization would easily minimize such an impact. An additional advantage of MP approach is that we can have a trade-off-the longer we run the new combined algorithm the better is potentially our result. This property is missing in MMD, Agrawal/Jhas algorithm, and all other published approaches. Figure 5 shows the results with k = 5000 produced with a single threaded application on a Windows 7 operating system running on a Intel Core TM 2 Duo 2.93 GHz processor. The application allows the user to k to any value to get the trade-off between synthesis time and quantum cost improvement. As of this writing, we were not able to compare MP with original MMD on larger functions since MMD does not accept functions of 30 variables as it is not able to store a vector with 2 30 rows in memory. As we see in Figure 5 , the improvement here is best for functions with less than 7 variables, which means that k should be increased. To understand the limitation of our approach for very large functions we created a sample reversible function, AHP30 1, of 30 variables [30] , which was input as separate equation for each bit (this variant of MP is not format compatible with MMD and other programs). The synthesis generated a quantum array of 4496 gates and took 2 hours and 45 minutes to complete. The function was a simple cascade of Toffoli gates where each variable controls its immediate successor. Our choice of a simplistic function, at this time, sets for us a foundation for future research as we plan on extending our method to other functions of 30 variables or more. Results sited in this paper are currently available on http://www.quantumlib.org:21012.
Results of the MP For More Than Four Variables
Conclusions
We presented a new algorithm MP to synthesize reversible circuits in the spirit of MMD. As the algorithm is a generalization of MMD, it can never create solutions worse than those by MMD. But it can create results of smaller cost and can find solutions to problems that are too large for MMD to handle. Our algorithm does not require to store the large truth table or other exponential representation as it calculates the values on the fly from the logic equations. Although MP still needs an exponential number of simulations, it does not need to store exponential data. Also, we use many orders of minterm creation which leads to more efficient circuits. However, we pay the price of a slower synthesis process. The results have been also extended to synthesis of incompletely specified functions and ancilla bits [30] and state machines [17, 18] . As the reversible logic is still a research rather than industrial topic, speed of obtaining the solution seems to be less important than exploring larger circuits and being able to evaluate their quality. The trade-off that exists in MP between the time and cost of solution helps in this research. Currently, MP is the reversible logic synthesizer that can synthesize the largest functions and that allows to obtain the solutions with the smallest quantum cost of all existing logic minimizers for this task.
