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a b s t r a c t
The Modified Local Crank–Nicolson method is applied to solve one- and two-dimensional
Burgers’ equations. New difference schemes that are explicit, unconditionally stable, and
easy to compute are obtained. Numerical solutions obtained by the present method are
compared with exact solutions, and it is seen that they are in excellent agreement.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Burgers’ equation was formulated by Bateman [1] in 1915, and can be regarded as a qualitative approximation of the
Navier–Stocks equations. This equation incorporates both convection and diffusion, preserves the hybrid characteristic of
the Navier–Stokes equations, and can be solved using similar numerical methods. As such, Burgers’ is a good model for the
numerical solution of the complicated Navier–Stocks equations. This equation is a hyperbolic–parabolic equation, that has
always been used as a mathematical model for many physical phenomena. In particular, it is widely used as a simplified
model for turbulence, boundary layer behaviour, shock wave formation, convection dominated diffusion phenomena,
acoustic attenuation in fog and continuum traffic simulation. Moreover, Burgers’ equation is one of the very few nonlinear
partial differential equations that can be solved exactly using a transformation for arbitrary initial and boundary conditions.
Thus, the numerical method has practical significance, and has drawn the attention of many people.
Various numerical methods have been used to solve Burgers’ equation, and among them are implicit methods [2], ADI
methods [3], finite element methods [4], moving finite element [5], mixed finite element technique [6], Chebyshev spectral
collocation methods [7] and collocation procedures using cubic B-splines [8]. In addition, Evans [9] introduced the Group
Explicit method, Goede and Boonkkamp [10] used the odd–even Hopscotch scheme and the alternating direction implicit
scheme to solve Burgers’ equation on the VectorMachine, andMittal and Singhal [11] presented a spectral method using the
finitely reproducing property of a nonlinear operator in order to solve Burgers’ equationwith different boundary conditions.
Recently, Abduwali introduced the Local Crank–Nicolson method [12] and the Modified Local Crank–Nicolson (MLCN)
method [13] for the heat conduction equation. The MLCNmethod transforms the partial differential equation into ordinary
differential equations, anduses the Trotter Product formula of the exponential function to approximate the coefficientmatrix
of these ordinary differential equations. TheMLCN solver separates thismatrix into some small-blockmatrices, and employs
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the Crank–Nicolson method to obtain the time updated solution. The MLCN is an explicit difference scheme with simple
computation and is unconditionally stable. In this paper, Burgers’ equation, in both one-dimensional and two-dimensional
cases, are considered. The MLCN is directly applied to these equations to solve them without using any transformation
such as the Hopf–Cole transformation. A new difference scheme for Burgers’ equation is formed, that produces a weakly
nonlinear system. This system is in turn solved using a linearization approach; i.e., the system is linearized by allowing the
nonlinearities to lag one time step behind, and the resulting system of linear equations is solved using an iterative algorithm.
Our work in this paper, is not only used to solve the Burgers’ equation, but can also be used to develop the Modified Local
Crank–Nicolson method for other nonlinear equations.
2. Description of the new scheme for one-dimensional Burgers’ equation








, x ∈ (0, 1), t ∈ [0, T ], (2.1)
with the initial condition
u(x, 0) = u0(x), x ∈ [0, 1], (2.2)
and boundary conditions
u(0, t) = u(1, t) = 0, t ∈ (0, T ], (2.3)
where the positive number ν = 1/Re is the coefficient of viscosity, Re denotes the Reynolds number and u0 is a given
function.







Let h = 1/M be the mesh width in space and set xi = ih for i = 1, 2, . . . ,M − 1. Moreover, V (t) in Eq. (2.4) is in the
form V (t) = [v(x1, t), v(x2, t), . . . , v(xM−1 , t)]T. v(xi, t) is the approximate solution of u(xi, t), vi := v(xi, t) and A is
(M − 1)× (M − 1) tri-diagonal matrix
A =

−4ν 2ν − hv1 0




2ν + hvM−2 −4ν 2ν − hvM−2
0 2ν + hvM−1 −4ν

. (2.5)
The solution of Eq. (2.4) with initial vector V (0) = [v(x1, 0), v(x2, 0), . . . , v(xM−1 , 0)]T can be expressed as







Let τ = T/N be the mesh width in time and set tn = nτ for n = 1, 2, . . . ,N . Moreover, V (tn) can be written in the form
V (tn) = [v(x1, tn), v(x2, tn), . . . , v(xM−1 , tn)]T and vni := v(xi, tn). The nonlinear system (2.6) can be linearized by allowing
the nonlinearities to lag one time step behind. Thus we have









−4ν 2ν − hvn1 0





M−2 −4ν 2ν − hvnM−2
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Note that Eq. (2.9) can be rewritten as
−λ(2ν − hvni )vn+1i+1 + (1+ 4λν)vn+1i − λ(2ν + hvni )vn+1i−1 = λ(2ν − hvni )vni+1 + (1− 4λν)vni + λ(2ν + hvni )vni−1,
where the mesh ratio λ = τ
4h2
. Its matrix form is
V (tn+1) = ((I − λA)−1(I + λA))V (tn). (2.10)






≈ (I − λA)−1(I + λA). (2.11)






in order to obtain a new numerical method.
























, δ = 1, 2, . . . . (2.12)
for any h, t.















so (2.13) is a new approximation. And in order to use this approximation, we split matrix A in (2.7) as follows:
A1 =
−4ν 2ν − hv
n
1 0 · · · 0
0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . .












, i = 2, 3, . . . ,M − 2, (2.14)
AM−1 =
0 · · · 0 0 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . .0 · · · 0 0 0
0 · · · 0 2ν + hvn
M−1 −4ν
 .






≈ (I − λAi)−1(I + λAi). (2.15)









(I − λAi)−1(I + λAi). (2.16)
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((I − λAi)−1(I + λAi))V1(tn). (2.17)




((I − λBi)−1(I + λBi))V2(tn). (2.18)
Next, take the mean value of (2.17) and (2.18), i.e., V (tn+1) = 12 (V1(tn+1) + V2(tn+1)), which can be rewritten as follows,
denoting the coefficient matrix of V (tn) by C(λ), we have
V (tn+1) = C(λ)V (tn). (2.19)
So, (2.19) is the wanted new scheme. We refer to the above method as Modified Local Crank–Nicolson (MLCN) method.
The matrix (I + λAi) can be denoted by a simple form:





, i = 2, 3, . . . ,M − 2, (2.20)
where Ii is an i× i identity matrix. Let ai = 2ν − hvni , bi = 2ν + hvni , such that
Si =
( 1 0 0




Similar to (2.20), we have
(I − λAi)−1 =
Ii−2 R−1i
IM−i−2
 , i = 2, 3, . . . ,M − 2, (2.21)
R−1i =








Thus, we obtain an explicit expression of V (tn+1). Clearly, (2.19) is an explicit scheme. Because we split A into some
simple matrices as (2.14), we can obtain the inverse of these matrices exactly, although we have to find the inverse of the
matrix in (2.19). So, it avoids solving the linear equations with large coefficient matrix, which is very important in numerical
computation.
3. Description of the new scheme for two-dimensional Burgers’ equation













, (x, y) ∈ Ω, t ∈ [0, T ], (3.1)
with the initial condition
u(x, y, 0) = u0(x, y), (x, y) ∈ Ω, (3.2)
and boundary condition
u = 0, (x, y) ∈ ∂Ω, t ∈ (0, T ], (3.3)
whereΩ = (0, 1)×(0, 1), ∂Ω is the boundary of domainΩ and the positive number ν = 1/Re is the coefficient of viscosity,
Re denotes the Reynolds number and u0 is a given function.
Like one-dimensional version, for Eq. (3.1), by using central difference quotient instead of differential term of space, we






Let x-direction and y-directionhave the samemeshwidth in space, h = 1/M . Set xi = ih and yj = jh for i, j = 1, 2, . . . ,M−1.
Moreover, V (t) in Eq. (3.4) is in the form V (t) = [v(x1, y1, t), v(x1, y2, t), . . . , v(x1, yM−1 , t), v(x2, y1, t), v(x2, y2, t), . . . ,
v(x2, yM−1 , t), . . . , v(xM−1 , y1, t), v(xM−1 , y2, t), . . . , v(xM−1 , yM−1 , t)]T. v(xi, yj, t) is the approximate solution of u(xi, yj, t),
vij := v(xi, yj, t) and A is (M − 1)2 × (M − 1)2 block tri-diagonal matrix











where Er ,Dl are (M−1)×(M−1)diagonalmatrices for r = 2, 3, . . . ,M−1, l = 1, 2, . . . ,M−2, andHk are (M−1)×(M−1)

















−8ν 2ν − hvk1 0




2ν + hvk,M−2 −8ν 2ν − hvk,M−2
0 2ν + hvk,M−1 −8ν

.
The solution of Eq. (3.4)with initial vector V (0) = [v(x1, y1, 0), v(x1, y2, 0), . . . , v(x1, yM−1 , 0), v(x2, y1, 0), v(x2, y2, 0),
. . . , v(x2, yM−1 , 0), . . . , v(xM−1 , y1, 0), v(xM−1 , y2, 0), . . . , v(xM−1 , yM−1 , 0)]T can be expressed as







Let τ = T/N be the mesh width in time and set tn = nτ for n = 1, 2, . . . ,N . Moreover, V (tn) can be written in the form
V (tn) = [v(x1, y1, tn), v(x1, y2, tn), . . . , v(x1, yM−1 , tn), v(x2, y1, tn), v(x2, y2, tn), . . . , v(x2, yM−1 , tn), . . . , v(xM−1 , y1, tn),
v(xM−1 , y2, tn), . . . , v(xM−1 , yM−1 , tn)]T, and vnij := v(xi, yj, tn). The nonlinear system (3.6) can be linearized by allowing
the nonlinearities to lag one time step behind. Thus we have
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Hk =

−8ν 2ν − hvnk1 0





k,M−2 −8ν 2ν − hvnk,M−2




where r = 2, 3, . . . ,M − 1, l = 1, 2, . . . ,M − 2, and k = 1, 2, . . . ,M − 1.
In order to obtain a approximate solution, we split the matrix A in (3.7) as follows:
A11 =
−8ν 2ν − hvn11 0 · · · 0 2ν − hvn11 0 · · · 00 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 0 0 0 · · · 0 0 0 · · · 0
0 · · · 0 2ν + hvn1i −8ν 2ν − hvn1i 0 · · · 0 2ν − hvn1i 0 · · · 0
0 · · · 0 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
0 · · · 0 2ν + hvn
1,M−1 −8ν 0 · · · 0 2ν − hvn1,M−1 0 · · · 0
0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
2ν + hvni1 0 · · · 0 −8ν 2ν − hvni1 0 · · · 0 2ν − hvni1 0 · · · 0
0 0 · · · 0 0 0 0 · · · 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 · · · 0 0 0 0 0 · · · 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 · · · 0 0 0 0 0 · · · 0 · · · 0
0 · · · 2ν + hvnii · · · 0 2ν + hvnii −8ν 2ν − hvnii 0 · · · 2ν − hvnii · · · 0
0 · · · 0 · · · 0 0 0 0 0 · · · 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 · · · 0 0 0 0 · · · 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 · · · 0 0 0 0 · · · 0 · · · 0
0 · · · 2ν + hvn
i,M−1 · · · 0 2ν + hvni,M−1 −8ν 0 · · · 2ν − hvni,M−1 · · · 0
0 · · · 0 · · · 0 0 0 0 · · · 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 0 0 · · · 0 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 0 · · · 0 0 0 0 · · · 0
0 · · · 0 2ν + hvn
M−1,1 0 · · · 0 −8ν 2ν − hvnM−1,1 0 · · · 0
0 · · · 0 0 0 · · · 0 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .




0 · · · 0 0 0 · · · 0 0 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 0 · · · 0 0 0 0 0 · · · 0
0 · · · 0 2ν + hvn
M−1,i 0 · · · 0 2ν + hvnM−1,i −8ν 2ν − hvnM−1,i 0 · · · 0
0 · · · 0 0 0 · · · 0 0 0 0 0 · · · 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 · · · 0 0 0 · · · 0 0 0 0 0 · · · 0
 ,
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AM−1,M−1 =
0 · · · 0 0 0 · · · 0 0 0. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .0 · · · 0 0 0 · · · 0 0 0
0 · · · 0 2ν + hvn
M−1,M−1 0 · · · 0 2ν + hvnM−1,M−1 −8ν
 , (3.9)
for i = 2, 3, . . . ,M − 2.




((I − λAij)−1(I + λAij))V1(tn). (3.10)





((I − λBij)−1(I + λBij))V2(tn). (3.11)
Next, take the mean value of (3.10) and (3.11), i.e., V (tn+1) = 12 (V1(tn+1) + V2(tn+1)), which can be rewritten as follows,
denoting the coefficient matrix of V (tn) by C(λ), we have
V (tn+1) = C(λ)V (tn). (3.12)
So, (3.12) is the wanted new scheme. We refer (3.12) as MLCN scheme.
The matrix (I + λAii) can be written in a simple form:











i = 2, 3, . . . ,M − 2, where aii = 2ν − hvnii, bii = 2ν + hvnii .











i = 2, 3, . . . ,M − 2. For the case i = 1,M − 1, the matrices can be deduced by (3.13) and (3.14). Here, for simplicity, we
omit the details.
Thus,we obtain an explicit expression ofV (tn+1). Clearly, (3.12) is an explicit scheme. Becausewe splitA into some simple
matrices as (3.9), we can obtain the inverse of these matrices exactly, although we have to find the inverse of the matrix in
(3.12). So, it avoids solving the linear equations with large coefficient matrix. It is very important in numerical computation.
4. Theoretical analysis of the MLCN method for one- and two-dimensional Burgers’ equations
Theorem 4.1. Let matrix A be written as A = ∑M−1i=1 Ai. Then, for the split method expressed by (2.14), the difference scheme
(2.19) is unconditionally stable.
Proof. Letµi be any eigenvalue of matrix Ai, and ηi be any eigenvalue of matrix (I−λAi)−1(I+λAi). Because of ν = 1Re > 0,
clearly, we have µi ≤ 0, and |ηi| = |1+ λµi|/|1− λµi| ≤ 1, so∏M−1i=1 |ηi| ≤ 1.
Therefore, the absolute value of any eigenvalue of the coefficient matrix C(λ) of difference scheme (2.19) is not greater
than 1. By the definition of stability, the new difference scheme is unconditionally stable. 
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Table 1
Comparison of the numerical solution with the exact solution at different space points of Example 1 at T = 0.1 for ν = 0.1 and τ = 0.004.
x Numerical solution Exact solution Absolute error |uexact − unum|
0.1 0.22668 0.22345 0.00323
0.2 0.44160 0.43580 0.00580
0.3 0.63014 0.62512 0.00502
0.4 0.77880 0.77772 0.00108
0.5 0.87270 0.87728 0.00458
0.6 0.89458 0.90425 0.00967
0.7 0.82494 0.83692 0.01198
0.8 0.64689 0.65731 0.01042
0.9 0.36039 0.36575 0.00536
Table 2
Comparison of the numerical solution with the exact solution at different space points of Example 1 at T = 0.1 for ν = 0.01 and τ = 0.004.
x Numerical solution Exact solution Absolute error |uexact − unum|
0.1 0.23590 0.23594 0.00004
0.2 0.46035 0.46122 0.00087
0.3 0.66189 0.66432 0.00243
0.4 0.82786 0.83186 0.00400
0.5 0.94321 0.94741 0.00420
0.6 0.98815 0.99016 0.00201
0.7 0.93564 0.93413 0.00151
0.8 0.75424 0.75135 0.00289
0.9 0.42883 0.42806 0.00077
Theorem 4.2. The new difference scheme (2.19) for one-dimensional Burgers’ equation satisfies the compatible condition.
The proof of this theorem is similar to that of heat conduction problem [14], so we omit it. From the above Theorems 4.1
and 4.2, by the well-known Lax Theorem, the difference scheme (2.19) is convergent.
Applying the MLCN method to two-dimensional Burgers’ equation, we obtain the difference scheme (3.12). Similar to
one-dimensional version, we can derive some properties as the one-dimensional case. The proof is omitted for the sake of
simplicity.
5. Numerical examples
In order to demonstrate the adaptability of the present method, we consider two test examples. The numerical solutions
generated by proposed method are compared with the exact solutions at the different nodal points.








, 0 < x < 1, 0 < t ≤ T ,
u(x, 0) = sin(pix), 0 ≤ x ≤ 1,
u(0, t) = u(1, t) = 0, 0 < t ≤ T .
(5.1)
This equation has an exact solution in the form of the infinite series
u(x, t) = 4piµ C
D+ E , (5.2)
where C = ∑∞j=1 jIj( 12piµ ) sin(jpix) exp(−j2pi2µt),D = 2∑∞j=1 Ij( 12piµ ) cos(jpix) exp(−j2pi2µt), E = I0( 12piµ ), and Ij(x) is
the first type of the jth modified Bessel function. When j = 35, it is used as an approximation to the infinite sum (5.2).
In Tables 1 and 2, a comparison of the numerical solution with the exact solution for ν = 0.1, 0.01, τ = 0.004 and
T = 0.1 at different points of (0, 1) are shown. We have seen from Tables 1 and 2 that the solutions of the MLCN scheme
(2.19) are good.
In Figs. 1 and 2,we present profiles for numerical and exact solutions at different ν = 0.1, 0.01 at T = 0.1 and τ = 0.004.
It is observed that the proposed method gives good results. From Tables 1 and 2, Figs. 1 and 2, we can find that the results
are much better for larger value of Reynolds number. Fig. 3 shows the profiles of the numerical solutions for a fixed value of
T = 0.1 and for different values of ν = 0.3, 0.2, 0.1, 0.01.
In Fig. 4, the profiles of the numerical solutions for the fixed value of ν and for different values of T are given. This figure
shows the profiles for ν = 0.1 and for different values of T = 0.1, 0.5, 1.0, 2.0. In Fig. 5, the profiles of the numerical solutions
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Fig. 1. Numerical solutions and exact solutions at different points of Example 1 at T = 0.1 for ν = 0.1 and τ = 0.004.















Fig. 2. Numerical solutions and exact solutions at different points of Example 1 at T = 0.1 for ν = 0.01 and τ = 0.004.
for the fixed value of ν and for different values of T are given. This figure shows the profiles for ν = 0.01 and for different
values of T = 0.1, 0.5, 1.0, 2.0.
From Figs. 4 and 5, the maximum point of the solution tilts towards the right end point, and the propagation front is
steeper for smaller value of viscosity.














with the initial condition
u(x, y, 0) = sin(2pix) cos(2piy). (5.4)
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Fig. 3. Numerical solutions of Example 1 at T = 0.1 for ν = 0.3, 0.2, 0.1, 0.01 and τ = 0.004.


















Fig. 4. Numerical solutions at different points of Example 1 at T = 0.1, 0.5, 1.0, 2.0 for ν = 0.1 and τ = 0.004.
The domain computed isΩ = {(x, y) : [0, 1] × [0, 1]}, and the equation satisfies the periodic boundary condition. We
compute the solutions using the MLCN method at T = 18 , 14 , where the viscosity ν = 0.1, 0.01, and τ = 0.004. The exact
solution of this problem is unknown.We take the Lattice Boltzmannmodel [15] numerical solution computed on a very fine
mesh (2048 grid points) as the ‘‘exact’’ solution for the purpose of comparison.
In Table 3, the numerical results for ν = 0.1, 0.01, T = 18 , 14 and τ = 0.004 at different points of (0, 1) × (0, 1) are
shown. Fig. 6 is the solutions for y = 0.5 at t = 18 . It is found that, compared with the Lattice Boltzmann model [15], the
MLCN method for dealing with the Burgers’ equation is better as well.
6. Conclusions
The Modified Local Crank–Nicolson method for one- and two-dimensional Burgers’ equations has been presented. It is
shown that themethod is an explicit difference schemewith unconditional stability. In support of the givenmethod, two test
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Fig. 5. Numerical solutions at different points of Example 1 at T = 0.1, 0.5, 1.0, 2.0 for ν = 0.01 and τ = 0.004.



















Fig. 6. The numerical solution of Example 2 for y = 0.5 at T = 18 , ν = 0.01 and τ = 0.004.
examples have been considered and implemented successfully. The advantages of the proposed method are that it is very
easy to use it to solve Burgers’ equation without using any transformation such as the Hopf–Cole transformation and the
results agree with the exact solutions very well. Therefore, it is suggested using the MLCN to obtain the numerical solution
of Burgers’ equation effectively.
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Table 3
The numerical solution at different space points of Example 2 at T = 18 , 14 for ν = 0.1, 0.01 and τ = 0.004.
x y T = 18 , ν = 0.1 T = 18 , ν = 0.01 T = 14 , ν = 0.1 T = 14 , ν = 0.01
0.1 0.1 0.24720 0.30071 0.15199 0.21703
0.5 0.1 0.00000 0.00000 0.00000 0.00000
0.9 0.1 −0.24694 −0.30059 −0.15183 −0.21685
0.3 0.3 −0.17975 −0.25726 −0.11149 −0.22391
0.7 0.3 0.17975 0.25726 0.11150 0.22391
0.1 0.5 −0.44225 −0.91264 −0.26185 −0.84373
0.5 0.5 0.00000 0.00000 0.00000 0.00000
0.9 0.5 0.44301 0.91265 0.26239 0.84374
0.3 0.7 −0.17975 −0.25726 −0.11149 −0.22391
0.7 0.7 0.17975 0.25726 0.11150 0.22391
0.1 0.9 0.24720 0.30071 0.15199 0.21703
0.5 0.9 0.00000 0.00000 0.00000 0.00000
0.9 0.9 −0.24694 −0.30059 −0.15183 −0.21685
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