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THE NONCOMMUTATIVE GEOMETRY OF THE DISCRETE
HEISENBERG GROUP
TOM HADFIELD
Abstract. Motivated by the search for new examples of “noncommutative manifolds”, we
study the noncommutative geometry of the group C*-algebra of the three dimensional discrete
Heisenberg group. We present a unified treatment of the K-homology, cyclic cohomology and
derivations of this algebra.
1. The discrete Heisenberg group
Recently, there has been considerable interest in the notion of a “noncommutative man-
ifold”. There are several different approaches to this problem. The first is the operator-
algebraic approach pioneered by Connes in [Co96], which takes as its starting point the com-
mutative algebra C∞(M), where M is a compact Riemannian spin manifold, together with
the Dirac operator coming from the spin connection, and then gives an axiomatic formulation
which extends to noncommutative algebras. The most accessible example of a “noncommu-
tative differentiable manifold” in this sense is provided by the noncommutative tori [Ri81].
Recently Connes’ program has enjoyed considerable success [CD01], [CL00], [Var01].
A second approach, via quantum groups, has been much more examples driven, proceeding
with case by case studies of the many interesting algebras arising from quantum groups
[Ma00], [Sch99], [Wo87]. Rather than constructing spectral triples, these workers focus on
classifying the possible differential calculi over a given algebra.
The route we take in this paper falls between these two approaches. We start with a spe-
cific example, and see how much of Connes’ formalism is applicable. In Connes’ picture, a
noncommutative geometry over a C*-algebra A consists of a spectral triple over A equipped
with additional structures. The bounded formulation of spectral triples are Fredholm mod-
ules, equivalence classes of which make up the Kasparov K-homology groups KKi(A,C)
(i = 0, 1). Thus the focus of this work is to calculate the K-homology groups and exhibit
the generating Fredholm modules. We will not at this point address the problem of finding
corresponding spectral triples, and then trying to equip these with the additional structures
of a noncommutative geometry.
We will study in detail the group C*-algebra of the discrete Heisenberg group H3. This
algebra is closely related to the noncommutative tori Aθ - it arises as a continuous field of
noncommutative tori over the circle - and many of the constructions used for the Aθ can
also be applied here. However, not everything generalizes so nicely. The group C*-algebra
C∗(H3) is a crossed product C(T
2)×α Z, and provided the main motivation for our work on
K-homology of crossed products by Z [Ha01].
The discrete three-dimensional Heisenberg group H3 can be defined abstractly as the group
generated by elements a and b such that the commutator c = aba−1b−1 is central. It can be
Date: November 2, 2018.
1991 Mathematics Subject Classification. Primary 58B34; Secondary 19K33, 46L.
1
2 T. HADFIELD
realised as the multiplicative group of upper-triangular matrices
H3 = {

 1 a c0 1 b
0 0 1

 : a, b, c ∈ Z}.(1)
It is a semidirect product H3 ∼= Z
2×αZ, with the action α of Z on Z
2 being given by
αk(m,n) = (m, km+ n). Hence H3 is amenable. It is the prototypical example of a two-step
nilpotent non-type I group.
Let A = C∗(H3). Since H3 is amenable, C
∗(H3) ∼= C
∗
r (H3). The group C*-algebra A is
the universal C*-algebra generated by unitaries U , V and W satisfying V U = WUV , with
W central. It is isomorphic to the crossed product algebra C(T2) ×α Z, where the action
α of Z on C∗(U,W ) ∼= C(T2) is given by V UV ∗ = U∗, VWV ∗ = W . Given an irreducible
representation π : C∗(H3) → B(H), since W is central, we must have π(W ) = λI, for some
λ ∈ C, |λ| = 1, λ = exp(2πiθ). For each given θ, we have a surjective *-homomorphism
φ : C∗(H3)→ Aθ given by U 7→ U , V 7→ V , W 7→ λI. Hence C
∗(H3) is a continuous field of
rotation algebras Aθ over the circle.
We will calculate the K-homology of the group C*-algebra, and exhibit generating Fredholm
modules. We compute the pairings of these Fredholm modules with the generators of K-
theory, and investigate their behaviour in the six term cyclic sequence on K-homology dual
to the corresponding Pimsner-Voiculescu sequence for K-theory. Having done this, we study
the derivations of the group ring CH3, and of a dense smooth subalgebra A
∞ of the group
C*-algebra. Then we turn our attention to cyclic cohomology. We apply Burgheleas’ theorem
to calculate the cyclic cohomology of the group ring CH3.
2. K-theory
Theorem 1 (Anderson-Paschke). [AP89] The K-groups of A are both Z3. The group K0(A)
is generated by the equivalence classes of projections 1 ∈ A and Pa, Pb ∈ M2(A). Generators
of K1(A) correspond to the unitaries U, V ∈ A and Va ∈M2(A).
The matrices Pa, Pb and Va are defined in [AP89]. The projections Pa and Pb correpond to
the Bott projections for the commutative *-subalgebras C∗(U,W ) and C∗(V,W ), which are
both isomorphic to C(T2). The unitary matrix Va is given by
Va = Za(V ⊗ I2)Pa + (I2 − Pa)(2)
where Za is a unitary matrix satisfying α(Pa) = ZaPaZ
∗
a .
For future reference, we summarize the behaviour of these generators under the Pimsner-
Voiculescu six term cyclic sequence [PV80] for K-theory of a crossed product by Z. These
results are taken from [AP89]. Taking C(T2) to be generated by the unitaries U andW , with
the automorphism α acting via α(U) = WU , α(W ) = W , and C(T2) ×α Z ∼= C
∗(H3), we
have :
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K0(C(T
2))
id− α∗✲ K0(C(T
2))
i∗ ✲ K0(C
∗(H3))
K1(C
∗(H3))
δ1
✻
✛ i∗ K1(C(T
2)) ✛
id− α∗
K1(C(T
2))
δ0
❄
Starting in the top left corner, K0(C(T
2)) is generated by [1] and [Pa]. The map
(id− α∗) : K0(C(T
2))→ K0(C(T
2))(3)
is the zero map. For the boundary map δ0, we have
δ0[1] = 0, δ0[Pa] = 0, δ0[Pb] = [W ].(4)
The group K1(C(T
2)) is generated by [U ] and [W ]. Under the map
(id− α∗) : K1(C(T
2))→ K1(C(T
2))(5)
we have (id − α∗)(W ) = 0 and (id − α∗)(U) = W . So i∗[W ] = 0, and i∗[U ] = [U ]. For the
boundary map δ1, we have
δ1[U ] = 0, δ1[V ] = [1], δ1[Va] = [Pa].(6)
3. Fredholm modules as K-homology
We begin with some preliminaries about Fredholm modules. Recall from [Co94], p288 that
a Fredholm module over a *-algebra A is a triple (H, π, F ), where π is a *-representation of
A as bounded operators on the Hilbert space H . The operator F is a selfadjoint element of
B(H), satisfying F 2 = 1, such that the commutators [F, π(a)] are compact operators for all
a ∈ A. Such a Fredholm module is called odd. An even Fredholm module is the above data,
together with a Z2-grading of the Hilbert space H , given by a grading operator γ ∈ B(H)
with γ = γ∗, γ2 = 1, [γ, π(a)] = 0 for all a ∈ A, and Fγ = −γF . The *-algebra A will usually
be a dense subalgebra of a C*-algebra, closed under holomorphic functional calculus.
We define simple even and odd Fredholm modules that we will use extensively throughout
this work.
Example 1. Given a C*-algebra A, with a *-homomorphism φ : A → C, we construct a
canonical even Fredholm module z0 ∈ KK
0(A,C) :
z0 = (H0 = C
2, π0 = φ⊕ 0, F0 =
(
0 1
1 0
)
, γ =
(
1 0
0 −1
)
).(7)
In general z0 may well represent a trivial element of the even K-homology of A (for example,
if φ is the zero homomorphism.) However,
Lemma 2. If A is unital, and φ nonzero, then < ch∗(z0), [1] >= 1. Hence in this situation
z0 is a nontrivial element of K-homology.
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Proof. Here, ch∗ : KK
0(A,C)→ HCeven(A), is the even Chern character as defined in [Co94],
p295, mapping the even K-homology of A into even periodic cyclic cohomology, and < ., . >
denotes the pairing between K-theory and periodic cyclic cohomology defined in [Co94], p224.
We have
< ch∗(z0), [1] >= limn→∞(n!)
−1ψ2n(1, ..., 1),(8)
where (for each n) ψ2n is the cyclic 2n-cocycle defined by
ψ2n(a0, a1, ..., a2n) = (−1)
n(2n−1)Γ(n + 1)Tr(γπ0(a0)[F0, π0(a1)]...[F0, π0(a2n)]).(9)
Since Γ(n+ 1) = n! it follows that
< ch∗(z0), [1] >= limn→∞(−1)
nTr(γπ0(1)[F0, π0(1)]
2n).(10)
Now, [F0, π0(1)] =
(
0 −1
1 0
)
, hence γπ0(1)[F0, π0(1)]
2n = (−1)n
(
1 0
0 0
)
. Therefore
< ch∗(z0), [1] >= limn→∞(−1)
nTr((−1)n
(
1 0
0 0
)
) = 1(11)
as claimed. It also follows that [1] is a nontrivial element of K0(A).
Example 2. Let A be a C*-algebra, together with a *-homomorphism φ : A → C and an
automorphism α implementing an action of Z. We describe a canonical odd Fredholm module
z1 ∈ KK
1(A×α Z,C) :
z1 = (H1 = l
2(Z), π1, F1)(12)
Take π1 : A×α Z→ B(l
2(Z)) to be defined by
(π1(a)ξ)(n) = φ(α
−n(a))ξ(n), (π1(V )ξ)(n) = ξ(n− 1),(13)
for ξ ∈ l2(Z), a ∈ A, and V the unitary implementing the action of Z on A (via V aV ∗ = α(a)).
Then π1 is the usual representation of A ×α Z induced from the representation φ of A. We
take
F1ξ(n) = sign(n)ξ(n) =
{
ξ(n) : n ≥ 0
−ξ(n) : n < 0
(14)
The Fredholm module z1 is always nontrivial (even if φ is the zero homomorphism). We have:
Lemma 3. < ch∗(z1), [V ] >= 1.
Proof. Again, ch∗ : KK
1(A,C)→ HCodd(A), is the odd Chern character as defined in [Co94],
p296, mapping the odd K-homology of A into odd periodic cyclic cohomology, and < ., . >
denotes the pairing between K-theory and periodic cyclic cohomology [Co94], p224. Instead
of calculating the pairing directly, as in the previous example, we instead use Connes’ index
theorem [Co94], p296, which states that
< ch∗(z1), [V ] >= Index(EV E)(15)
where E = 1
2
(1 + F ) is the natural orthogonal projection l2(Z)→ l2(N). We have
Index(EV E) = dimker(EV E)− dimker(EV ∗E) = 1− 0 = 1,(16)
hence the result. This shows that z1 is a nontrivial Fredholm module, and also that [V ] 6= 0 ∈
K1(A×α Z).
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4. K-homology
In this section and the next we study the K-homology of the group C*-algebra C∗(H3). We
exhibit the generating Fredholm modules, and study their behaviour in the six term cyclic
sequence on K-homology for crossed products by Z. Since the discussion is both lengthy
and technical, we note for the convenience of the reader that the most important results are
summarized in Theorems 19 and 23. We begin with:
Proposition 4. The K-homology of C∗(H3) is given by KK
i(C∗(H3),C) ∼= Z
3 (i = 0, 1).
Proof. It is an immediate consequence of Rosenberg and Schochet’s universal coefficient the-
orem [RS87], that for a separable C*-algebra A, belonging to the “bootstrap class”, if the
K-groups Ki(A) (i = 0, 1) are free abelian, then we have isomorphisms KK
i(A,C) ∼= Ki(A)
(as abelian groups). See also [Bla98], p234. Hence for C∗(H3), since the K-groups are free
abelian, the result is immediate.
Now we want to identify the generating Fredholm modules. We start by considering the
noncommutative tori. Recall that C∗(H3) is a continuous field of rotation algebras Aθ over
the circle. For each θ ∈ R, we have a surjective *-homomorphism φ : C∗(H3) → Aθ given
by U 7→ U , V 7→ V , W 7→ λI, where λ = exp(2πiθ). We can pull back known Fredholm
modules over the Aθ via φ to give Fredholm modules over C
∗(H3) :
φ∗ : KKi(Aθ,C)→ KK
i(C∗(H3),C).(17)
It will be sufficient for our purposes just to do this for the case θ = 0, and henceforth φ will
denote the *-homomorphism φ : C∗(H3) → C(T
2), with φ(W ) = I. We summarize known
results about the K-homology of C(T2).
Proposition 5. The even K-homology KK0(C(T2),C) ∼= Z2 is generated by Fredholm mod-
ules w0 and Dirac. The odd K-homology KK
1(C(T2),C) ∼= Z2 is generated by Fredhom
modules w1 and w
′
1. We give an explicit description of each of these Fredholm modules.
Proof. Since the K-groups K0(C(T
2)) and K1(C(T
2)) are both isomorphic to Z2 it again
follows from the universal coefficient theorem (Prop 4) that both the even and the odd
K-homology groups are isomorphic to Z2 also. We will consider C(T2) to be the abelian
C*-algebra generated by commuting unitaries U and V . The odd K-homology of C(T2) is as
follows. We can think of C(T2) as a crossed product C(T)×Z via a trivial action of Z. Taking
C(T) ∼= C∗(V ), and then C(T) ∼= C∗(U), with the trivial Z-action being implemented by U
and then V respectively, Example 2 gives us generating Fredholm modules w1 = (l
2(Z), π1, F )
and w1
′ = (l2(Z), π1
′, F ), with π1 and π1
′ given by
π1(U) = S, π1(V ) = I, π1
′(U) = I, π1
′(V ) = S.(18)
Here S denotes the shift Sen = en+1 with respect to the canonical orthonormal basis {en}n∈Z
of l2(Z). In each case F is the diagonal operator Fen = sign(n)en.
We describe the generators w0 and Dirac of the even K-homology. The Fredholm mod-
ule w0 is the canonical even Fredholm module (Example 1) corresponding to the unital
*-homomorphism φ : C(T2)→ C given by U, V 7→ 1 :
w0 = (H = C
2, π = φ⊕ 0, F =
(
0 1
1 0
)
, γ =
(
1 0
0 −1
)
).(19)
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The even Fredholm module Dirac is the bounded formulation of the Dirac operator on T2,
Dirac = (H, π, F )(20)
where H = l2(Z2)⊕ l2(Z2). We have C(T2) acting on l2(Z2) via
π0(U)em,n = em+1,n, π0(V )em,n = em,n+1(21)
and we take
π(a) =
(
π0(a) 0
0 π0(a)
)
, F =
(
0 F0
F0
∗ 0
)
(22)
where F0 is the diagonal operator defined by
F0em,n =
{ m+in
(m2+n2)1/2
em,n : (m,n) 6= 0
e0,0 : (m,n) = (0, 0).
(23)
We note that the Baum-Connes assembly map [BCH94]
µ : KKi(C0(BZ
2)),C) = KKi(C(T2),C)→ Ki(C
∗
r (Z
2)) = Ki(C(T
2))(24)
identifies the even Fredhom modules z0 and Dirac with ±[1] and ±[Pa] respectively, and the
odd Fredholm modules w1 and w
′
1 with ±[U ] and ±[V ].
Lemma 6. The Chern characters of w1 and w1
′ pair nontrivially with the generators [U ]
and [V ] of K1(C(T
2)) as follows. We have < ch∗(w1), [U ] >= 1, < ch∗(w1), [V ] >= 0,
< ch∗(w
′
1), [U ] >= 0 and < ch∗(w
′
1), [V ] >= 1.
Proof. These calculations all follow from Example 2.
Via the *-homomorphism φ, the Fredholm modules w1 and w1
′ pull back to Fredholm
modules
z1 = φ
∗(w1) = (l
2(Z), π1 ◦ φ, F ),(25)
z1
′ = φ∗(w1
′) = (l2(Z), π1
′ ◦ φ, F )(26)
over C∗(H3). Explicitly,
π1 ◦ φ(U) = S, π1 ◦ φ(V ) = I = π1 ◦ φ(W ),(27)
π1
′ ◦ φ(U) = I, π1
′ ◦ φ(V ) = S, π1
′ ◦ φ(W ) = I(28)
where S is the shift operator.
Proposition 7. The Fredholm modules z1 and z1
′ are two linearly independent generators of
KK1(C∗(H3),C).
Proof. It is immediate from the calculations of Lemma 6 that
< ch∗(z1), [U ] >=< ch∗(φ
∗(w1)), [U ] >=< ch∗(w1), [φ(U)] >=< ch∗(w1), [U ] >= 1,(29)
< ch∗(z1), [V ] >= 0 =< ch∗(z1), [W ] >,(30)
< ch∗(z1
′), [V ] >= 1, < ch∗(z1
′), [U ] >= 0 =< ch∗(z1
′), [W ] > .(31)
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To calculate the pairings of these Fredholm modules with the unitary Va, we recall from (2)
that
Va = Za(V ⊗ I2)Pa + (I2 − Pa).(32)
It follows that
φ(Va) = φ(Za)
(
V 0
0 0
)
+
(
0 0
0 1
)
=
(
V 0
0 1
)
(33)
since φ(Za) = I2. Hence φ∗[Va] = [φ(Va)] = [V ] ∈ K1(C(T
2)). We have π1(V ) = I, hence
(π1 ⊗ id) ◦ φ(Va) = I2 and it follows that
< ch∗(z1), [Va] >=< ch∗(φ
∗(w1)), [Va] >=< ch∗(w1), [φ(Va)] >=
< ch∗(w1), [I2] >= 2 < ch∗(w1), [1] >= 0.(34)
Since π′1(V ) = S, we have
< ch∗(z1
′), [Va] >=< ch∗(z1
′), [V ] >= 1.(35)
Since all these pairings are either 0 or 1, it follows from Connes’ index theorem [Co94], p296,
that z1 and z1
′ are generators, in the sense that if z1 = nw, for some n ∈ Z and some
Fredholm module w, then n = ±1. This completes the proof of the proposition. Note that
we will find a third generator of the odd K-homology in Corollary 17.
We now describe even Fredholm modules.
Proposition 8. The canonical even Fredholm module z0 is a nontrivial generator of
KK0(C∗(H3),C), which pairs to 1 with each of the generators [1], [Pa] and [Pb] ofK0(C
∗(H3)).
Proof. The *-homomorphism ψ : C∗(H3) → C defined on generators by ψ(U) = ψ(V ) =
ψ(W ) = 1, together with
F =
(
0 1
1 0
)
, γ =
(
1 0
0 −1
)
(36)
gives the canonical even Fredholm module z0 = (C
2, ψ⊕0, F, γ) (Example 1). It is immediate
from Lemma 2 that < ch∗(z0), [1] >= 1. Using the definition of the matrices Pa and Pb from
[AP89] we calculate that
ψ(Pa) =
(
1 0
0 0
)
= ψ(Pb)(37)
hence < ch∗(z0), [Pa] >= < ch∗(z0), [1] >= 1 =< ch∗(z0), [Pb] > as claimed.
Consider again the quotient *-homomorphism φ : C∗(H3) → C(T
2) given by U 7→ U ,
V 7→ V , W 7→ I.
Lemma 9. The induced map on K-theory φ∗ : K0(C
∗(H3))→ K0(C(T
2)) satisfies
φ∗[1] = [1] = φ∗[Pa] = φ∗[Pb].(38)
Proof. It is immediate that φ(Pa) =
(
1 0
0 0
)
= φ(Pb). Hence as elements of K0(C(T
2)), we
have [φ(Pa)] = [1] = [φ(Pb)]. And obviously φ(1) = 1.
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Lemma 10. Under the induced map on K-homology
φ∗ : KKi(C(T2),C) → KKi(C∗(H3),C) we have φ
∗(w0) = z0. We also obtain a Fredholm
module φ∗(Dirac) which pairs to zero with K0(C
∗(H3)).
Proof. The fact that φ∗(w0) = z0 follows immediately from the definition of these Fredholm
modules. We describe the Fredholm module φ∗(Dirac). Consider C∗(H3) acting on l
2(Z2)
via
Uem,n = em+1,n, V em,n = em,n+1, Wem,n = em,n.(39)
Take H = l2(Z2)⊕ l2(Z2), and π ◦ φ : C∗(H3)→ B(H) to be
π ◦ φ(a) =
(
a 0
0 a
)
.(40)
Finally, take F as defined in (22). Then φ∗(Dirac) = (H, π ◦ φ, F ). Using Lemma 9 we have
< ch∗(φ
∗(Dirac)), [1] >=< ch∗(Dirac), φ∗[1] >=< ch∗(Dirac), [1] >= 0,(41)
since to calculate this we need to consider expressions of the form Tr(γπ(1)[F, π(1)]2k), which
are all zero since [F, π(1)] = 0. By the same argument
< ch∗(φ
∗(Dirac)), [Pa] >= 0 =< ch∗(φ
∗(Dirac)), [Pb] > .(42)
We would like to deduce from this that φ∗(Dirac) = 0. However, at this point we do not a
priori know whether the pairing between K-theory and K-homology given by < ., . > together
with the Chern character is faithful, although we will see later that this is true.
5. Six term cyclic sequence for K-homology
We now consider the six term cyclic exact sequence for K-homology of crossed products by
Z. Associated to any crossed product algebra A ×α Z is the following semisplit short exact
sequence of C*-algebras, the Pimsner-Voiculescu “Toeplitz extension” [PV80]:
0→ A⊗K→ Tα → A×α Z→ 0.(43)
Here Tα is the C*-subalgebra of (A×αZ)⊗T generated by a⊗1, a ∈ A and V ⊗f , where V is
the unitary implementing the action of α on A, and f is the non-unitary isometry generating
the ordinary Toeplitz algebra T , that is f ∈ B(l2(N)), fen = en+1. This extension defines
the Toeplitz element x ∈ KK1(A×α Z, A).
Applying the K-functor gives the Pimsner-Voiculescu six term cyclic sequence for K-theory.
The corresponding six term cyclic sequence for K-homology is:
KK0(A,C) ✛
id − α∗
KK0(A,C) ✛
i∗
KK0(A×αZ,C)
KK1(A×αZ,C)
∂0
❄ i∗ ✲ KK1(A,C)
id− α∗ ✲ KK1(A,C)
∂1
✻
Here i denotes the inclusion map i : A →֒ A×α Z. The vertical maps ∂0 and ∂1 are given
by taking the Kasparov product with the element x ∈ KK1(A×α Z, A) corresponding to the
Toeplitz extension (43). This sequence formulated in terms of Ext appears in the original
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paper of Pimsner and Voiculescu [PV80]. However, the relationship between Ext and the
Fredholm module picture of K-homology is not transparent.
Let A be a unital C*-algebra, φ : A → C a nonzero *-homomorphism, and z0 and z1 the
canonical even and odd Fredholm modules associated to φ defined in Examples 1 and 2. We
have:
Proposition 11. [Ha01] ∂0(z0) = z1.
For the discrete Heisenberg group, we take A = C(T2), generated by commuting unitaries U
and W , together with a Z-action implemented by an automorphism α given by α(U) =WU ,
α(W ) = W . Then as we saw previously A ×α Z ∼= C
∗(H3). Note that we are changing our
notation for C(T2) slightly from the last section, since now we are considering it to be a
subalgebra, rather than a quotient, of C∗(H3).
Proposition 12. Under the map (id − α∗) : KK1(C(T2),C) → KK1(C(T2),C) we have
(id− α∗)(w1) = 0 and (id− α
∗)(w1
′) = −w1.
Proof. We saw in Prop 5 that the odd K-homology KK1(C(T2),C) ∼= Z2 is generated by the
two Fredholm modules w1 = (l
2(Z), π1, F ), w1
′ = (l2(Z), π1
′, F ), where the representations
π1, π1
′ of C(T2) on l2(Z) are given by
π1(U) = S, π1(W ) = I, π1
′(U) = I, π1
′(W ) = S.(44)
Here S is the shift operator with respect to the orthonormal basis {en}n∈Z, Sen = en+1, and
Fen = sign(n)en. Then
π1(α(U)) = π1(UW ) = π1(U), π1(α(W )) = π1(W ).(45)
Hence α∗(w1) = w1 as Fredholm modules, so (id− α
∗)(w1) = 0. Similarly,
π1
′(α(U)) = π1
′(WU) = π1
′(W ), π1
′(α(W )) = π1
′(W ).(46)
So α∗(w1
′) = w1 +w1
′, and hence (id − α∗)(w1
′) = −w1. So Ker(id − α
∗) ∼= Z, generated
by w1, and Im(id − α
∗) ∼= Z, generated by w1.
Proposition 13. The map (id− α∗) : KK0(C(T2),C)→ KK0(C(T2),C) is the zero map.
Proof. We saw in Prop 5 that the even K-homologyKK0(C(T2),C) ∼= Z2 is generated by the
canonical even Fredholm module w0 = (C
2, φ⊕0, F, γ) corresponding to the *-homomorphism
φ : C(T2) → C given by φ(U) = φ(W ) = 1, together with the Fredholm module Dirac,
corresponding to the phase of the Dirac operator on T2. Now, α∗(w0) = (C
2, (φ◦α)⊕0, F, γ),
and we check on generators that φ ◦ α(U) = φ(WU) = 1 = φ(U), and φ ◦ α(W ) = φ(W ).
Hence φ ◦ α = φ, and so α∗(w0) = w0 as Fredholm modules.
Lemma 14. α∗(Dirac) = Dirac as elements of KK0(C(T2),C).
Proof. We have
α∗(Dirac) = (l2(Z2)⊕ l2(Z2), (π0 ⊕ π0) ◦ α, F =
(
0 F0
F0 0
)
)(47)
where
π0 ◦ α(U)em,n = π0(UW )em,n = em+1,n+1, π0 ◦ α(W )em,n = π0(W )em,n = em,n+1,(48)
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and
F0ep,q =
{ p+iq
(p2+q2)1/2
ep,q : (p, q) 6= (0, 0)
e0,0 : (p, q) = (0, 0).
(49)
Recall that Fredholm modules (H0, π0, F0, γ0) and (H1, π1, F1, γ1) over a C*-algebra A are said
to be unitarily equivalent if there exists a unitary T : H0 → H1 such that T
∗π1(a)T = π0(a),
for each a ∈ A, T ∗F1T = F0, and T
∗γ1T = γ0. Unitarily equivalent Fredholm modules define
the same element of K-homology.
Consider the unitary T0 ∈ B(l
2(Z2)) defined by T0em,n = em,n−m. It is easy to check that
T0
∗π0(U)T0 = π0(UW ) and T0
∗π0(W )T0 = π0(W ). Taking
T =
(
T0 0
0 T0
)
∈ B(H),(50)
we see that α∗(Dirac) is unitarily equivalent via T to a Fredholm module
y′1 = (H, π1 ⊕ π1, F˜1 =
(
0 F1
F1
∗ 0
)
)(51)
where π1(U)ep,q = ep+1,q, π1(W )ep,q = ep,q+1, and F1 is defined by :
F1ep,q =
{
p+i(p+q)
(p2+(p+q)2)1/2
ep,q : (p, q) 6= (0, 0)
e0,0 : (p, q) = (0, 0)
(52)
We construct a homotopy of Fredholm modules from y′1 to Dirac. For 0 ≤ t ≤ 1, we define
y′t = (H, π1 ⊕ π1, F˜t =
(
0 Ft
Ft
∗ 0
)
)(53)
where Ft is given by :
Ftep,q =
{
p+i(tp+q)
(p2+(tp+q)2)1/2
ep,q : (p, q) 6= (0, 0)
e0,0 : (p, q) = (0, 0)
(54)
So {Ft}0≤t≤1 is a norm continuous path of elements of B(H), and y
′
0 = Dirac. Hence Dirac
and α∗(Dirac) define the same element of KK0(C(T2),C).
So (id− α∗) is the zero map as claimed, thus completing the proof of Prop 13.
Corollary 15. The image of the map ∂0 : KK
0(C(T2),C) → KK1(C∗(H3),C), z 7→ x⊗ˆz
is a copy of Z2.
Proposition 16. ∂0(w0) = z1
′, i∗(z1
′) = 0, i∗(z1) = w1.
Proof. Applying Prop 11, we see that ∂0(w0) is the Fredholm module (l
2(Z), π, F ) ∈
KK1(C∗(H3),C), where π : C
∗(H3)→ B(l
2(Z)) is given by
(π(U)ξ)(n) = ψ(αn(U))ξ(n) = ψ(W nU)ξ(n) = ξ(n),(55)
(π(W )ξ)(n) = ψ(αn(W ))ξ(n) = ψ(W )ξ(n) = ξ(n),(56)
(π(V )ξ)(n) = ξ(n+ 1),(57)
for ξ ∈ l2(Z), and we have Fξ(n) = sign(n)ξ(n). Hence ∂0(w0) = z1
′ as Fredholm modules.
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We have i∗(z1
′) = (l2(Z), π′1 ◦ φ ◦ i, F ) ∈ KK
1(C(T2),C). Since π′1 ◦ φ ◦ i(U) = I =
π′1 ◦ φ ◦ i(W ) in B(l
2(Z)), it follows that i∗(z1
′) is a degenerate Fredholm module, and hence
is a trivial element of K-homology. Further, we have that i∗(z1) = (l
2(Z), π1 ◦ φ ◦ i, F ). Now,
π1 ◦ φ ◦ i(U) = S and π1 ◦φ ◦ i(W ) = I. So i
∗(z1) = w1 as Fredholm modules. It follows that
z1 is not in the image of ∂0.
Corollary 17. A third element of KK1(C∗(H3),C), not in the span of z1 and z
′
1, is given
by the Fredholm module ∂0(Dirac), which we do not describe explicitly.
Proof. Two generators are given by z1 and z
′
1 (Prop 7) and it follows from Corollary 15 and
Prop 16 that ∂0(Dirac) is a nontrivial element of K-homology not in the span of z1 and z
′
1.
Hence the result.
The pairings of ∂0(Dirac) with K-theory are as follows:
Lemma 18. < ch∗(∂0(Dirac)), [U ] >= 0 =< ch∗(∂0(Dirac)), [V ] >, and
< ch∗(∂0(Dirac)), [Va] >= 1.
Proof. We use the duality of ∂0 with the Pimsner-Voiculescu boundary map
δ1 : K1(C
∗(H3)) → K0(C(T
2)), a map which satisfies [AP89] δ1[U ] = 0, δ1[V ] = [1] and
δ1[Va] = [Pa]. It follows that
< ch∗(∂0(Dirac)), [U ] >=< ch∗(Dirac), 0 >= 0,(58)
< ch∗(∂0(Dirac)), [V ] >=< ch∗(Dirac), [1] >= 0,(59)
< ch∗(∂0(Dirac)), [Va] >=< ch∗(Dirac), [Pa] >= 1.(60)
Since these pairings are all either 0 or 1 it follows that ∂0(Dirac) is a generator of
KK1(C∗(H3),C).
We summarize our knowledge of the odd K-homology in :
Theorem 19. The Fredholm modules z1, z
′
1 and ∂0(Dirac) generate KK
1(C∗(H3),C) ∼= Z
3.
We give further verification of these results by exploiting the duality of the maps ∂0 and
∂1 with the Pimsner-Voiculescu boundary maps δi on K-theory. Given q ∈ KK
1(C, C∗(H3)),
z ∈ KK0(C(T2),C) and the element x ∈ KK1(C∗(H3), C(T
2)) corresponding to the Toeplitz
extension (43), by associativity of the Kasparov product we have
q⊗ˆ(x⊗ˆz) = (q⊗ˆx)⊗ˆz.(61)
So
< ch∗(∂0(z)),q >=< ch∗(z), δ1(q) > .(62)
The K-group K1(C
∗(H3)) ∼= KK
1(C, C∗(H3)) is generated by [U ], [V ] and [Va], and we know
from (6) that under the Pimsner-Voiculescu boundary map
δ1 : KK
1(C, C∗(H3))→ KK
0(C, C(T2)),q 7→ q⊗ˆx(63)
we have δ1[U ] = 0, δ1[V ] = [1] and δ1[Va] = [Pa], the Bott generator for K0(C(T
2)). So for
any w ∈ KK0(C(T2),C),
< ch∗(∂0(w)), [U ] >= [U ]⊗ˆ(x⊗ˆw) = δ1[U ]⊗ˆw = 0(64)
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while we know that < ch∗(z1), [U ] >= 1. Hence z1 6= ∂0(w), for any w ∈ KK
0(C(T2),C).
We check further that
1 =< ch∗(z1
′), [Va] >= [Va]⊗ˆ∂0(w0) = δ1(Va)⊗ˆw0 =< ch∗(w0), [Pa] >= 1,(65)
1 =< ch∗(z1
′), [V ] >= [V ]⊗ˆ∂0(w0) = δ1(V )⊗ˆw0 =< ch∗(w0), [1] >= 1,(66)
0 =< ch∗(z1
′), [U ] >=< ch∗(w0), δ1[U ] >=< ch∗(w0), 0 >= 0.(67)
Proposition 20. The image ∂1(w1) of the Fredholm module w1 under the map
∂1 : KK
1(C(T2),C)→ KK0(C∗(H3),C) pairs identically to zero with K0(C
∗(H3)).
Proof. The image ∂1(w1) of w1 is the even Fredholm module
∂1(w1) = (l
2(Z2)⊕l2(Z2), π ⊕ π, F =
(
0 F0
F0
∗ 0
)
)(68)
with π(U)em,n = em+1,n, π(V )em,n = em,n+1 and π(W ) = I. We define F0 by
F0em,n =
{ m+in
(m2+n2)1/2
em,n : (m,n) 6= (0, 0)
e0,0 : (m,n) = (0, 0)
(69)
We calculate the pairings of ∂1(w1) with the generators [1], [Pa] and [Pb] of K0(C
∗(H3)) by
exploiting the duality of ∂1 with the Pimsner-Voiculescu boundary map δ0 on K-theory
δ0 : K0(C
∗(H3))→ K1(C(T
2))(70)
We have from (4) that δ0[1] = 0, δ0[Pa] = 0 and δ0[Pb] = [W ]. It is immediate that
< ch∗(∂1(w1)), [1] >= 0, since [F, (π ⊕ π)(1)] = 0. To calculate < ch∗(∂1(w1)), [Pa] >, we
note that π(Pa) =
(
1 0
0 0
)
. Hence
< ch∗(∂1(w1)), [Pa] >=< ch∗(∂1(w1)), [1] >= 0.(71)
We also have
< ch∗(∂1(w1)), [Pb] >=< ch∗(w1), δ0[Pb] >=< ch∗(w1), [W ] >= 0.(72)
We would like to deduce from this that ∂1(w1) = 0, but again we do not know that < ., . >
is faithful.
Lemma 21. The Fredholm module ∂1(w
′
1) is a nontrivial element of KK
0(C∗(H3),C) not
in the span of z0.
Proof. Again we use the duality with the Pimsner-Voiculescu map. We have
< ch∗(∂1(w1
′)), [1] >=< ch∗(w1
′), δ0[1] >= 0.(73)
It follows that < ch∗(∂1(w1
′)), [Pa] >= 0, and furthermore
< ch∗(∂1(w1
′)), [Pb] >=< ch∗(w1
′), [W ] >= 1.(74)
Hence ∂1(w1
′) is a nontrivial element of K-homology. Since by Prop 8 we know that the
canonical even Fredholm module z0 pairs to 1 with each of [1], [Pa] and [Pb], it follows that
∂1(w1
′) and z0 are linearly independent.
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We describe a third even Fredhom module. It follows from Prop 13 that the map
i∗ : KK0(C∗(H3),C)→ KK
0(C(T2),C)(75)
is surjective. It is immediate that i∗(z0) = w0. Denote by Dirac
′ an element of
KK0(C∗(H3),C) satisfying i
∗(Dirac′) = Dirac. We do not give an explicit description of
such a Fredholm module, but we can calculate its pairings with the generators of K-theory.
Lemma 22. < ch∗(Dirac
′), [1] >= 0, < ch∗(Dirac
′), [Pa] >= 1.
Proof. We know that the map i∗ : K0(C(T
2)) → K0(C
∗(H3)) is injective. We use the same
notation [1] and [Pa] for the generators of K0(C(T
2)) and the corresponding generators of
K0(C
∗(H3)). We have
< ch∗(Dirac
′), [1] >=< ch∗(Dirac
′), i∗[1] >=< ch∗(i
∗(Dirac′)), [1] >
=< ch∗(Dirac), [1] >= 0,(76)
< ch∗(Dirac
′), [Pa] >=< ch∗(i
∗(Dirac′)), [Pa] >=< ch∗(Dirac), [Pa] >= 1.(77)
Note that < ch∗(Dirac
′), [Pb] > is not uniquely defined, because for any k ∈ Z, we have
i∗(Dirac′ + k∂1(w
′
1)) = Dirac, and < ch∗(∂1(w
′
1)), [Pb] >= 1. However we do know that by
Connes’ index theorem [Co94], p296, < ch∗(Dirac
′), [Pb] >∈ Z. Recall that we previously
found that the pairings of the Fredholm module ∂1(w
′
1) with the generators [1], [Pa] and [Pb]
of K-theory are 0, 0 and 1 respectively. Hence we can modify Dirac′ by adding on multiples
of ∂1(w
′
1) to ensure that < ch∗(Dirac
′), [Pb] >= 0. Hence Dirac
′ is a third generator of the
even K-homology.
We summarize our knowledge of the even K-homology in the following :
Theorem 23. The Fredholm modules z0, Dirac
′ and w1
′ generate KK0(C∗(H3),C) ∼= Z
3.
Proposition 24. We collect all our results on the pairings between the K-homology and K-
theory of C∗(H3) in the following table.
Even case z0 Dirac
′ ∂1(w
′
1)
[1] 1 0 0
[Pa] 1 1 0
[Pb] 1 0 1
Odd case z1 z
′
1 ∂0(Dirac)
[U ] 1 0 0
[V ] 0 1 0
[Va] 0 1 1
We see from this table that for C∗(H3) the pairing between K-theory and K-homology via
the Chern character and < ., . > is faithful. Given a Fredholm module z ∈ KKi(C∗(H3),C),
if for every q ∈ Ki(C
∗(H3)) we have < ch∗(z),q >= 0, then z is a trivial element of K-
homology.
In conclusion, we have been able to give a detailed description of the even and odd K-
homology of C∗(H3). The six term cyclic sequence on K-homology played a central role in
allowing us to construct Fredholm modules over C∗(H3) from known ones over C(T
2). The
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techniques we use generalize very nicely to other crossed products by Z. This is the subject
of [Ha01] where we study the morphisms
∂i : KK
i(A,C)→ KKi+1(A×α Z,C)(78)
that played a crucial role in this section. Conversely, for the infinite dihedral group, the
methods we use have so far resisted generalization. Given an algebra A with a Z2-action σ,
there is no apparent natural map from the K-homology of A to the K-homology of the crossed
product A×σ Z2, even for very restricted classes of algebras.
As a footnote to the above, we compare the K-homology of C∗(H3) with that of C
∗(Z3).
It follows from the universal coefficient theorem (Prop 4) that:
KK0(C∗(Z3),C) ∼= Z4, KK1(C∗(Z3),C) ∼= Z4.(79)
For the generators of the even K-homology, we first of all have a canonical Fredholm module
z0 (Example 1) corresponding to the *-homomorphism C
∗(Z3) → C given by U1, U2, U3
7→ 1. We also have *-homomorphisms φ1, φ2, φ3 : C
∗(Z3) → C∗(Z2) given by φi(Ui) = 1,
φi(Uj) = Uj for j 6= i. Let Dirac ∈ KK
0(C∗(Z2),C) be the Fredholm module that we
defined previously in (20). Then the remaining three generators of KK0(C∗(Z3),C) are
given by φ∗i (Dirac), i = 1, 2, 3.
For the odd K-homology, recall that the odd K-homology of C∗(Z) ∼= C(T) is generated
by a Fredholm module
w1 = (l
2(Z), π, F )(80)
with π(U)en = en+1, and Fen = sign(n)en. We have *-homomorphisms ψi : C
∗(Z3)→ C∗(Z),
i = 1, 2, 3 given by ψi(Ui) = U , ψi(Uj) = 1, for i 6= j. Then three of the generators of
KK1(C∗(Z3),C) are given by ψ∗i (w1), i = 1, 2, 3. The fourth generator is given by Dirac,
the Fredholm module given by the bounded formulation of the Dirac operator on T3.
In this example, the K-homology and the K-theory of C∗(Z3) can be very nicely identified,
using the assembly map. Recall [BCH94] that for a general discrete group Γ, we have
µ : KKi(C0(BΓ),C)→ Ki(C
∗(Γ))(81)
which is known in many cases to be an isomorphism. Here BΓ is the classifying space of Γ.
Now for Γ = Z3, we have BZ3 = T3, hence the assembly map gives us an isomorphism
µ : KKi(C(T3),C) ∼= Ki(C(T
3))(82)
which we can now describe explicitly. We have
µ : z0 7→ ±[1],
ψ∗i (w1) 7→ ±[Ui],
φ∗i (Dirac) 7→ ±[Botti],
Dirac 7→ ±[Bott].(83)
This a very instructive example, in part because it is completely transparent. Note that
although we found explicitly the eight different Fredholm modules generating the K-homology,
only one of them, Dirac, depends on the entire algebra, and this represents the fundamental
class in K-homology.
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In the case of C∗(H3) the Fredholm module ∂0(Dirac) is our candidate for the fundamental
class of this noncommutative manifold. If we were to try to build a three dimensional non-
commutative geometry over C∗(H3), we would start with the corresponding spectral triple
and try to find the required extra structures. It is not clear to me whether in general this
“fundamental class” should exist at all, or whether it should be unique.
6. Classification of derivations
In this section we study the derivations of an appropriate smooth subalgebra A∞ of the
group C*-algebra A of the discrete Heisenberg group H3, and we classify the derivations of
the group ring CH3. The algebra A is generated by unitaries U , V and W , with W central,
satisfying the relation
V U =WUV.(84)
We will be concerned with the “smooth subalgebra”
A∞ = {Σap,q,rU
pV qW r },(85)
where {ap,q,r} ∈ S(Z
3), the set of functions on Z3 vanishing at infinity faster than any poly-
nomial in p, q and r. Since H3 is a finitely generated discrete amenable group, of polynomial
growth of order four with respect to the word length function L relative to the generators U , V
andW , it therefore has property (RD). Hence by Jolissaint’s theorem [Jo89] the corresponding
smooth subalgebra H∞L (Γ) is closed under holomorphic functional calculus. Furthermore, for
the word length function L defined above, H∞L (Γ) coincides with A
∞, hence A∞ is closed un-
der holomorphic functional calculus. So the inclusion map i : A∞ →֒ A induces isomorphisms
i∗ : Ki(A
∞) ∼= Ki(A) on K-theory.
Inspired in part by work of Bratteli, Elliott, Goodman and Jorgensen [BEGJ89] on classify-
ing derivations of the noncommutative tori Aθ, we classify all derivations from the group ring
CH3 to A
∞ to itself, where by “derivation” we mean a linear map ∂ satisfying the Leibnitz
rule ∂(ab) = ∂(a)b+ a∂(b). We will denote the vector space of all derivations ∂ : CH3 → A
∞
by Der(CH3), and derivations ∂ : A
∞ → A∞ by Der(A∞). We begin with some preliminary
lemmas.
Lemma 25. Let ∂ : A∞ → A∞ be a derivation. Then ∂(W ) is central.
Proof. For any x ∈ A∞, we have
∂(Wx) = ∂(W )x+W∂(x) = ∂(xW ) = ∂(x)W + x∂(W )(86)
Since W is central, it follows that ∂(W )x = x∂(W ) for all x.
Let Z(A∞) be the centre of A∞. The vector spaces Der(CH3) and Der(A
∞) are naturally
left Z(A∞)-modules, i.e. if ∂ is a derivation, so is the map a 7→ z∂(a) for any z ∈ Z(A∞).
Lemma 26. The centre Z(A∞) of A∞ is the smooth subalgebra C∗(W ) ∩ A∞ generated by
W .
Proof. Given a central element x ∈ A∞, x = Σαp,q,rU
pV qW r for some {αp,q,r} ∈ S(Z
3), and
xU = Σαp−1,q,r−qU
pV qW r, Ux = Σαp−1,q,rU
pV qW r(87)
xV = Σαp,q−1,rU
pV qW r, V x = Σαp,q−1,r−pU
pV qW r(88)
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Equating coefficients we find that αp,q,r = αp,q,r−q = αp,q,r−p, for all p, q, r. We require
{αp,q,r} ∈ S(Z
3), so we must have αp,q,r = 0, unless p = q = 0. Hence x = Σα0,0,rW
r, which
proves the assertion.
Lemma 27. For any derivation ∂ : A∞ → A∞, we have ∂(W ) = 0.
Proof. Suppose that ∂ ∈ Der(A∞) satisfies
∂(U) = Σap,q,rU
pV qW r, ∂(V ) = Σbp,q,rU
pV qW r,(89)
where {ap,q,r}, {bp,q,r} are in S(Z
3). Since U and V are unitary, it is immediate that
∂(U∗) = −U∗∂(U)U∗, ∂(V ∗) = −V ∗∂(V )V ∗.(90)
From the relation W = V UV ∗U∗, we have
∂(W ) = ∂(V )UV ∗U∗ + V ∂(U)V ∗U∗ + V U∂(V ∗)U∗ + V UV ∗∂(U∗).(91)
Explicitly:
∂(W ) = Σ[(bp,q+1,r−1 − bp,q+1,r+q−1) + (ap+1,q,r−p+q−1 − ap+1,q,r+q−1)]U
pV qW r.(92)
The terms in W r (i.e. with p = q = 0) are given by
b0,1,r−1 − b0,1,r−1 + a1,0,r−1 − a1,0,r−1 = 0.(93)
So there are no terms in W r for any r, and since ∂(W ) must be central, it follows that
∂(W ) = 0.
Looking more closely at the relations above, we see that if we put q = 0, we obtain
ap+1,0,r−p−1 − ap+1,0,r−1 = 0(94)
for all p, r. It follows that ap,0,r = 0 if p 6= 1. In the same way, we see from putting p = 0
that
b0,q+1,r−1 − b0,q+1,r+q−1 = 0(95)
Hence b0,q,r = 0, unless q = 1. In general we have the relation
(bp,q+1,r−1 − bp,q+1,r+q−1) + (ap+1,q,r−p+q−1 − ap+1,q,r+q−1) = 0(96)
for all p, q and r. This will be important in the sequel.
Definition 28. We define derivations ∂1, ∂2 on CH3 by
∂1(U) = U, ∂1(V ) = 0, ∂1(W ) = 0,(97)
∂2(U) = 0, ∂2(V ) = V, ∂2(W ) = 0.(98)
We can extend ∂1 and ∂2 to A
∞ via
∂i(Σap,q,rU
pV qW r) = Σap,q,r∂i(U
pV qW r) (i = 1, 2).(99)
It follows from our previous work that these derivations are well-defined. Note that since for
each n, ∂1(U
n) = nUn−1∂1(U), ∂1 (and similarly ∂2) is an unbounded derivation and hence
not inner.
Definition 29. Given x ∈ A∞, x = Σαp,q,rU
pV qW r, we denote by ∂x the inner derivation
corresponding to x :
∂x(a) = [a, x] = ax− xa(100)
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Note that, taking x = Σαp,q,rU
pV qW r, we can choose α0,0,r = 0. From our previous
calculations we see that
∂x(U) = Ux− xU = Σ(αp−1,q,r − αp−1,q,r−q)U
pV qW r,(101)
∂x(V ) = V x− xV = Σ(αp,q−1,r−p − αp,q−1,r)U
pV qW r.(102)
Note that in ∂x(U), all terms in U
pW r (i.e. with q = 0) vanish, while similarly for ∂x(V ), all
terms in V qW r (i.e. with p = 0) are zero. Now we can state the main result:
Theorem 30. As a left Z(A∞)-module, Der(CH3) is spanned by the derivations ∂1 and ∂2,
together with the inner derivations ∂x. Any derivation ∂ : CH3 → A
∞ can be written uniquely
as ∂ = z1∂1 + z2∂2 + ∂x, for some z1, z2 ∈ Z(A
∞), and x ∈ A∞.
Proof. Given ∂ : CH3 → A
∞, defined by
∂(U) = Σap,q,rU
pV qW r, ∂(V ) = Σbp,q,rU
pV qW r, ∂(W ) = 0,(103)
we will prove that
∂ = (Σr∈Za1,0,rW
r)∂1 + (Σr∈Zb0,1,rW
r)∂2 + ∂x(104)
for an appropriate x ∈ A∞. The infinite sums of derivations are interpreted in the following
sense. We give the vector space of all derivations the weak topology in which a sequence of
derivations {∂k}k∈Z converges to a derivation ∂ if and only if ∂k(a)→ ∂(a) (in norm) for all
a ∈ A∞. Choosing
x = Σαp,q,rU
pV qW r,(105)
we have
∂x(U) = Σ(αp−1,q,r − αp−1,q,r−q)U
pV qW r,(106)
∂x(V ) = Σ(αp,q−1,r−p − αp,q−1,r)U
pV qW r.(107)
Hence we need to find {αp,q,r} ∈ S(Z
3) such that, for p 6= 0, q 6= 0
αp−1,q,r − αp−1,q,r−q = ap,q,r,(108)
αp,q−1,r−p − αp,q−1,r = bp,q,r.(109)
We do this explicitly. We need to solve these equations ensuring that our solutions {αp,q,r}
are Schwarz functions on Z3. There are eight different cases to be considered, corresponding
to the different possibilities for the signs of p, q, r.
Case 1: (+++) p, q > 0, r ≥ 0. Define
αp,q,r = −Σ
∞
k=1ap+1,q,r+kq,(110)
αp,q,r = Σ
∞
k=1bp,q+1,r+kp.(111)
We verify all the details for this case. Since {ap,q,r} and {bp,q,r} are Schwarz functions, it is
immediate that the infinite sums converge absolutely. We first of all need to check that the
two infinite sums (110), (111) are in fact equal to one another. Since
ap+1,q,r+q = ap+1,q,r+q+p − bp,q+1,r+p + bp,q+1,r+q+p,
ap+1,q,r+q+p = ap+1,q,r+q+2p − bp,q+1,r+2p + bp,q+1,r+q+2p,
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and so on, it follows that
ap+1,q,r+q = −Σ
∞
k=1bp,q+1,r+kp + Σ
∞
k=1bp,q+1,r+q+kp,(112)
and therefore
ap+1,q,r+jq = −Σ
∞
k=1bp,q+1,r+(j−1)q+kp + Σ
∞
k=1bp,q+1,r+jq+kp.(113)
Therefore
Σ∞j=1ap+1,q,r+jq = −Σ
∞
j=0,k=1bp,q+1,r+jq+kp + Σ
∞
j=1,k=1bp,q+1,r+jq+kp = −Σ
∞
k=1bp,q+1,r+kp,(114)
which proves the equality of our two expressions for αp,q,r. We also need to verify the relations
αp−1,q,r − αp−1,q,r−q = ap,q,r, αp,q−1,r−p − αp,q−1,r = bp,q,r.(115)
This is easily done:
αp−1,q,r = −Σ
∞
k=1ap,q,r+kq,(116)
while
αp−1,q,r−q = −Σ
∞
k=0ap,q,r+kq.(117)
Furthermore
αp,q−1,r−p = Σ
∞
k=0bp,q,r+kp,(118)
αp,q−1,r = Σ
∞
k=1bp,q,r+kp.(119)
The remaining seven cases are as follows. In each case we give an explicit formula for the
ap,q,r as two different infinite sums, which exactly as above, can be shown to be equal, and to
satisfy all the desired relations.
Case 2: (++ -) p, q > 0, r ≤ 0. Define
αp,q,r = Σ
∞
k=0ap+1,q,r−kq,(120)
αp,q,r = −Σ
∞
k=0bp,q+1,r−kp.(121)
Case 3: (+ -+) p > 0, q < 0, r ≥ 0. Define
αp,q,r = Σ
∞
k=0ap+1,q,r−kq,(122)
αp,q,r = Σ
∞
k=1bp,q+1,r+kp.(123)
Case 4: (+ - -) p > 0, q < 0, r ≤ 0. Define
αp,q,r = −Σ
∞
k=1ap+1,q,r+kq,(124)
αp,q,r = −Σ
∞
k=0bp,q+1,r−kp.(125)
Case 5: (-++) p < 0, q > 0, r ≥ 0. Define
αp,q,r = −Σ
∞
k=1ap+1,q,r+kq,(126)
αp,q,r = −Σ
∞
k=0bp,q+1,r−kp.(127)
Case 6: (-+ -) p < 0, q > 0, r ≤ 0. Define
αp,q,r = Σ
∞
k=0ap+1,q,r−kq,(128)
αp,q,r = Σ
∞
k=1bp,q+1,r+kp.(129)
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Case 7: (- - +) p, q < 0, r ≥ 0. Define
αp,q,r = Σ
∞
k=0ap+1,q,r−kq,(130)
αp,q,r = −Σ
∞
k=0bp,q+1,r−kp.(131)
Case 8: (- - -) p, q < 0, r ≤ 0. Define
αp,q,r = −Σ
∞
k=1ap+1,q,r+kq,(132)
αp,q,r = Σ
∞
k=1bp,q+1,r+kp.(133)
This completes the proof.
This gives a very complete and satisfactory picture of the derivations of A∞. What is
surprising is the result (Lemma 27) that ∂(W ) = 0 for every ∂ ∈ Der(A∞). In the picture of
A = C∗(H3) as a continuous field of C*-algebras over the circle, this tells us that derivations
only act fiberwise - there is no derivation corresponding to “going round the circle”. From
the viewpoint of derivations, this group C*-algebra does not really look three-dimensional.
7. Cyclic cohomology of the group ring
We use Burghelea’s theorem [Bu85] to calculate the cyclic cohomology of the group ring of
the discrete Heisenberg group H3. Recall that for a countable discrete group G, Burghelea’s
theorem states that the cyclic cohomology of the group ring CG is given [Co94], p213, by
HC∗(CG) = Πgˆ∈<G>′(H
∗(Ng;C)⊗HC
∗(C))× Πgˆ∈<G>′′H
∗(Ng;C).(134)
Given g ∈ G, we let Cg = {h ∈ G : gh = hg} be the centraliser of g, and Ng = Cg/g
Z be the
quotient of Cg by the central normal subgroup generated by g. Here < G > denotes the set
of conjugacy classes of elements of G, while < G >′ is the set of conjugacy classes of elements
of finite order, and < G >′′ is the set of conjugacy classes of elements of infinite order.
For G = H3, the only element of finite order is the identity e, and Ce = Ne = H3. For
any other element x = UpV qW r, we have UpV qW r ∼ UpV qW r+nk, where k is the highest
common factor of p and q, and n is an integer.
Proposition 31. For each g ∈ H3, g 6= e, we have Cg ∼= Z
2, unless g ∈ Z(H3), in which
case Cg ∼= H3. In the first case Ng = Z × Zl, while in the second Ng is nonabelian, being a
central extension of Z2 by Zl for some l ∈ Z+ (depending on g) that we will determine.
Proof. Suppose that g =

 1 p r0 1 q
0 0 1

. Then there are four separate cases to be considered.
Note that each case is stable under conjugation.
Case 1: p, q are both nonzero. Let k = hcf(p, q) be the highest common factor of p and
q, and let p = kp′, q = kq′, where now hcf(p′, q′) = 1. Then an easy calculation shows that
Cg = {

 1 np′ c0 1 nq′
0 0 1

 : n, c ∈ Z}(135)
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It is easy to check that Cg is abelian, and in fact Cg ∼= Z
2 via the isomorphism
 1 np′ c0 1 nq′
0 0 1

 7→ (n, c− Sn)(136)
where for each n ∈ Z, we define Sn =
1
2
p′q′n(n − 1). Under this isomorphism, we have
g 7→ (k, r − Sk), and we can identify Ng with the quotient of Z
2 by the normal subgroup
(isomorphic to Z) generated by this element. The following Lemma we leave as an elementary
exercise for the reader.
Lemma 32. Given (a, b) ∈ Z2, (a, b) 6= (0, 0), let G be the subgroup (isomorphic to Z)
generated by this element. Then Z2/G ∼= Z×Zl, where l = hcf(a, b). If either a or b is zero,
we take l = max(|a|, |b|).
Hence Ng ∼= Z× Zl, where l = hcf(k, r − Sk).
Case 2: p 6= 0, q = 0. In this case
Cg ∼= {

 1 a c0 1 0
0 0 1

} ∼= Z2.(137)
Hence by Lemma 32 we have Ng ∼= Z× Zl, where l = hcf(p, r).
Case 3: p = 0, q 6= 0. This proceeds exactly as in Case 2, to give Cg ∼= Z
2, andNg ∼= Z×Zl,
where l = hcf(q, r).
Case 4a: p = 0, q = 0, r = ±1. Then g generates Z(H3), and Ng ∼= Z
2.
Case 4b: p = 0, q = 0 (and r 6= 0, ±1). So g ∈ Z(H3), hence Cg = H3. In this case Ng is
not abelian, but it is a central extension
0→ Z|r| → Ng → Z
2 → 0(138)
which we will use to calculate the group cohomology. This completes the proof of Prop 31.
Now, we know from [Wei94], p166, that (for l 6= 1)
Hn(Z× Zl;C) ∼= ⊕
n
p=0H
p(Z;C)⊗Hn−p(Zl;C)(139)
with
Hp(Z;C) ∼=
{
C : p = 0, 1
0 : p ≥ 2
(140)
Hq(Zl;C) ∼=
{
C : q = 0
0 : q ≥ 1
(141)
(for l ≥ 2), so we have
Hn(Z× Zl;C) ∼=
{
C : n = 0, 1
0 : n ≥ 2
(142)
Obviously, if l = 1, we have Z× Zl ∼= Z. So this deals with Cases 1, 2 and 3. Now,
Hp(Z2;C) ∼= ⊕
p
q=0H
q(Z;C)⊗Hp−q(Z;C) ∼=


C : p = 0
C2 : p = 1
C : p = 2
0 : p ≥ 3
(143)
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This takes care of Case 4a.
For Case 4b, we use the Hochschild-Serre spectral sequence [Wei94], p195. For the central
extension
0→ Z|r| → Ng → Z
2 → 0(144)
we have [Wei94], p196, that Z2 acts trivially on Hn(Z|r|;C). Define
Ep,q2 = H
p(Z2;Hq(Z|r|;C)).(145)
Then Ep,q2 converges to H
p+q(Ng;C). We have
Ep,q2 =
{
Hp(Z2;C) : q = 0
0 : q 6= 0
(146)
So
Ep,02 =


C : p = 0
C2 : p = 1
C : p = 2
0 : p ≥ 3
(147)
which implies that
Hn(Ng;C) =


C : n = 0
C2 : n = 1
C : n = 2
0 : n ≥ 3
(148)
If g ∈ Z(H3), then g is conjugate only to itself, hence there are countably many conjugacy
classes of gˆ ∈< G >′′, for which g ∈ Z(H3). Similarly there are countably many conjugacy
classes of gˆ ∈< G >′′, for which g is not an element of Z(H3). Therefore,
Πgˆ∈<G>′′H
∗(Ng;C) ∼=
{
ΠZC : n = 0, 1, 2
0 : n ≥ 3
(149)
We also need the following :
Proposition 33. The group cohomology of H3 is given by
Hn(H3;C) =


C : n = 0
C2 : n = 1
C2 : n = 2
C : n = 3
0 : n > 3
(150)
Proof. We note first of all that since C is a trivial H3-module, H
0(H3;C) = C. Furthermore,
we know that
H1(H3;C) ∼= HomGroups(H3,C) ∼= HomAb(H3/[H3, H3],C) ∼= C
2(151)
Since H3 is a central extension
0→ Z→ H3 → Z
2 → 0(152)
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we can use the Hochschild-Serre spectral sequence to calculate the rest of the group coho-
mology. Since here Z is the centre of H3, the Z
2 action on Hn(Z;C) is trivial. We have
Ep,q2 = H
p(Z2;Hq(Z;C)). Hence Ep,q2 = 0 unless p = 0, 1, 2 and q = 0, 1. We have
E0,02 = C, E
0,1
2 = C(153)
E1,02 = C
2, E1,12 = C
2(154)
E2,02 = C, E
2,1
2 = C(155)
The only potentially nontrivial differential is d : E0,12 → E
2,0
2 but we already know that
H1(H3;C) ∼= C
2, hence d = 0. So everything is over at the first step of the spectral sequence.
Combining these results, we have :
Theorem 34. The cyclic cohomology of the group ring CH3 of the discrete Heisenberg group
H3 is given by
HCn(CH3) =
{
ΠZC : n = 0, 1, 2
C3 : n ≥ 3
(156)
Corollary 35. Both the even and the odd periodic cyclic cohomology of CH3 are isomorphic
to C3.
Exhibiting the generating cyclic cocycles, and calculating their pairings with the generators
of K-theory, is involved, and we will not present these calculations here.
We note finally that the cyclic cohomology of the “smooth subalgebra” A∞ defined in (85)
can be calculated using results of Nest [Ne88] on smooth crossed products by Z.
Proposition 36. The cyclic cohomology of the smooth subalgebra A∞ is given by HCn(A∞) =
C3, n ≥ 2. In particular, the even and odd periodic cyclic cohomology are both isomorphic to
C3.
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