An in nite series of curves is constructed in order to show that all linear codes can be obtained from curves using Goppa's construction. If one imposes conditions on the degree of the divisor used, then we derive criteria for linear codes to be algebraic-geometric. In particular, we investigate the family of q-ary Hamming codes, and prove that only those with redundancy one or two, and the binary 7; 4; 3] code are algebraic-geometric in this sense. For these codes we explicitly give a curve, rational points and a divisor. We prove that this triple is in a certain sense unique in the case of the 7; 4; 3] code.
I. Introduction
Since the early papers by Goppa 5] , 6], 7], 8], algebraic-geometric codes have been in the spotlight of coding theoretic research for about a decade. As is well-known, numerous exciting results have been achieved using Goppa's construction of linear codes from algebraic curves over nite elds, both by algebraic geometrists and coding theorists. Because of the di culty of the subject, several explanatory papers and text books have appeared, see for instance 9] or 16] . In this paper we investigate which linear codes can be constructed by Goppa's method. It turns out that it makes sense to distinguish between three types of codes, according to the degree of the divisor used in the construction. For more details, see Section II (De nition 2).
Outline of the paper
In Section II we de ne weakly algebraic-geometric (WAG), algebraic-geometric (AG), and strongly algebraic-geometric (SAG) codes (De nition 2). The class of SAG codes is a proper subset of the class of AG codes, and the class of AG codes is a proper subset of the class of WAG codes. Furthermore, we also explain what we mean by a WAG, AG or SAG representation of a code. Some basic properties are mentioned. Section II actually serves as an introduction to the rest of the paper. At the end of Section II we introduce the notion of a minimal representation. We prove that every WAG, AG or SAG code of dimension at least two has a minimal WAG, AG or SAG representation, respectively. This is useful in Sections IV and V.
The WAG codes are the codes which can be obtained by Goppa's construction when no restrictions are imposed on the degree of the divisor used. Inspired by the notion of a covering curve of Goppa 9] and a paper by Hansen and Stichtenoth 10], we prove in Section III that every linear code is WAG. In this way we solve problem (3.1.19) of 22]. The curves are given explicitly. Goppa 7, p.78] claimed that every linear code is WAG, but his proof is not su cient, see Remark 5. Lachaud 14, (5.10)] made a weaker claim, namely that every linear code is a subcode of a WAG code.
In Section IV we derive several conditions on linear codes to be AG. As proved at the end of that section, all binary SAG codes have length 8. By the results of Section III, the class of AG codes therefore seems to be the most interesting. Special attention is paid to Reed-Muller codes, Hamming codes and the binary Golay code and its extension. For example, the conditions on AG codes imply that a q-ary Hamming code of redundancy r is not AG if r > 2 and (r; q) 6 = (3; 2).
In Section V we are interested in explicit WAG, AG or SAG representations of codes, and in the question whether something can be said about the uniqueness of these representations. As an example, we investigate the family of q-ary Hamming codes in close detail (Section V-A). We prove that these codes are SAG in the cases left open in Section IV. In the case (r; q) = (3; 2) , that is, for the binary 7,4,3] code, we obtain the nice result that this code has a unique minimal representation as an AG code. In Section V-B we discuss another example, namely a code which was mentioned in 13], and prove that it is SAG.
Notation
We use F q to denote the nite eld of q elements. We use P l to denote the l-dimensional projective space; it will be clear from the context over which eld (usually F q or the algebraic closure F q ). If any confusion is possible, we use P l (F q ) to denote the nite set of (q l+1 ?1)=(q?1) points over F q in P l , for instance. Similarly, A l denotes the l-dimensional a ne space. By a curve over a eld k we mean a projective, reduced scheme over k of dimension one. As with P l and A l , we sometimes write X(F q ) to indicate the nite set of 2 F q -rational points on X. The function eld of X over k is denoted by k(X). The group of divisors on X is denoted by Div(X). If ' : X ! X 0 is a morphism of curves, then we denote by ' both the induced homomorphism k(X 0 ) ! k(X) and the induced homomorphism Div(X 0 ) !Div(X), see 11, p.137] . If f 2 k(X) n f0g, we denote by (f) its divisor, a so-called principal divisor. The notation div(f) is also used in the literature. Similarly, if ! is a nonzero rational di erential form on X, then we denote its divisor by (!), a so-called canonical divisor. If P is a place of k(X) over k, that is a discrete valuation ring of k(X) over k, then we denote by v P the discrete valuation function at P. In This is the set of all e ective divisors in D]. We denote by Pic(X) the group of divisors on X modulo principal divisors, the so-called divisor class group. By Pic 0 (X) we denote the subgroup of Pic(X) consisting of the divisors of degree 0 modulo principal divisors. By Pic m (X) we denote the coset of Pic 0 (X) in Pic(X) consisting of the divisors of degree m modulo principal divisors. By D m we denote the set of e ective divisors on X of degree m. We de ne h := #Pic 0 (X). In fact, we have h = #Pic m (X) for every m. For all this, see 16] .
If C is a linear code, we denote by d(C) its minimum distance.
II. Algebraic-geometric codes and representations
De nition 1 Let X be a projective, nonsingular, absolutely irreducible curve de ned over F q . The genus of X is denoted by g(X), or simply by g, if it is clear which curve is meant. Let P 1 ; : : : ; P n be n distinct F q -rational points of X. We denote both the n-tuple (P 1 ; : : : ; P n ) and the divisor P 1 + : : : + P n by D (the order of the P i is xed). Let G be a divisor on X of degree m with support disjoint from the support of D. Let F q (X) be the function eld of X over F q and L(G) = ff 2 F q (X) j(f) ?Gg f0g. Let X be the vector space of rational di erential forms on X and (G) = f! 2 X nf0gj(!) Gg f0g. We abbreviate C L (X; D; G) and C (X; D; G) by C L (D; G) and C (D; G), respectively, if it is clear which curve is meant. See Goppa 5] Lemma 1 If C is WAG then C i is WAG.
Proof: Suppose that C = C L (X; D; G), where D = (P 1 ; : : : ; P n ). Let D i = (P 1 ; : : :; P i?1 ; P i+1 ; : : :; P n ). Then C i = C L (X; D i ; G).
Remark 3 If C is AG or SAG, then C i need not be AG, SAG ,respectively, see Remark 19. De nition 4 Let C be a linear code in F n q and a permutation of f1; : : :; ng. De ne C = f(x (1) ; : : : ; x (n) )j(x 1 ; : : :; x n ) 2 Cg; Two linear codes C 1 and C 2 in F n q are called equivalent if C 2 = C 1 for some permutation of f1; : : : ; ng. Let = ( 1 ; : : :; n ) be an n-tuple of non zero elements in F q . De ne C = f( 1 x 1 ; : : :; n x n )j(x 1 ; : : : ; x n ) 2 Cg:
The codes C 1 and C 2 are called generalized equivalent or isometric if there is an n-tuple = ( 1 ; : : : ; n ) of nonzero elements in F q and a permutation such that C 2 = C 1 . Lemma 2 If C 1 and C 2 are isometric codes and C 1 is WAG, AG or SAG, then C 2 is WAG, AG, SAG, respectively.
Proof: Suppose C 1 = C L (X; D; G) and C 2 = C 1 for some non zero elements 1 ; : : : ; n in F q and a permutation . There exists a rational function f such that f(P (i) ) = i for all i, by the independence of valuations, see 2, p.11]. Let D = (P (1) ; : : :; P (n) ). Then the divisor G ? (f) has disjoint support with D, since all the i are nonzero. We have C 2 = C L (X; D; G ? (f)) and C 2 is WAG. The degrees of G and G ? (f) are equal. So, if C 1 is AG or SAG, then C 2 is AG, SAG, respectively.
De nition 5 We call a q-ary linear n; k] code projective if every two columns of a generator matrix of C are linearly independent. Thus if we view the columns of a generator matrix as points in the (k ? 1)-dimensional projective space P k?1 , expressed in homogeneous coordinates, then we get n distinct points. This de nition is obviously independent from the generator matrix chosen. By S(r; q) we denote any q-ary projective code of dimension r and length (q r ? 1)=(q ? 1). Such a code is called a Simplex code. By H(r; q) we denote the dual of S(r; q). This is a q-ary Hamming code of redundancy r. If all the n points of a projective code lie in the complement of a hyperplane then we call the code a ne.
Remark 4 If n 3, then a code C is projective if and only if d(C ? ) 3. The code C is a ne if and only if C is projective and there exists a codeword with weight equal to the word length. The maximal word length of a projective code of dimension r is (q r ? 1)=(q ? 1). For xed r and q all q-ary Simplex codes of dimension r are isometric.
The same holds for Hamming codes. The maximal possible word length of an a ne code of dimension r is q r?1 . For xed q and r all a ne q-ary codes of dimension r and word 5 length q r?1 are isometric and are called q-ary rst order Reed-Muller codes.
Remark 5 Suppose C is an a ne code and we want to show that it is WAG. By Lemma 2, we may assume after an isometry, that the all one vector is a code word and it is the rst row of a generator matrix of C. Let the n points Q 1 ; : : :; Q n in P k?1 correspond to the n columns of the generator matrix. Suppose there exists an absolutely irreducible, projective curve X over F q in P k?1 , which goes through Q 1 ; : : :; Q n . The curve may be singular, but suppose there exists a rational point P i in n ?1 (Q i ), for every i, where n :X ! X is the normalization. Let x 0 ; : : : ; x k?1 be homogeneous coordinates of P k?1 corresponding to the rst upto the k th row of the generator matrix. Then none of the points Q 1 ; : : : ; Q n lies in the hyperplane H, given by x 0 = 0. Let G = n (X H) be the pull back of the intersection divisor X H to the normalization. Let f i = (x i =x 0 ) n. Then f 0 ; : : :; f k?1 2 L(G) and they are linearly independent, since the rank of the generator matrix of C is k. So l(G) k. If l(G) = k then C = C L (X; D; G), where D = (P 1 ; : : :; P n ), that is to say C is WAG. In other words, we are looking for a curve X in P k?1 going through Q 1 ; : : :; Q n such that the linear system of hyperplane sections of X is complete, and such that for every i there is a rational point in n ?1 (Q i ). In the next section we show that indeed there exists such a curve, going through all the q k?1 rational points of P k?1 outside a hyperplane. Such curves were called covering curves by Goppa 9 , Ch.4,Sect.10]. Goppa 7, p.78] claimed that every linear code is WAG. In the proof he only mentioned that if Q 1 ; : : : ; Q n are n distinct points in P k?1 , then there exists a curve passing through Q 1 ; : : :; Q n . First of all this reasoning only applies to projective codes, and secondly, the linear system of hyperplane sections of this curve does not need to be complete. This would only prove that every projective code is a subcode of a WAG code, see Lachaud 14, (5.10) ].
Remark 6 Let C be a q-ary projective code of dimension at least 2. Suppose C = C L (X; D; G) for some curve X and divisors D and G. If L(G) = L(G ? P) for some point P of X, then P is not in the support of D. Otherwise P = P i for some i 2 f1; : : : ; ng, so all the codewords have a zero at place i, contradicting the assumption that C is projective. Thus G ? P has disjoint support with D and C = C L (X; D; G ? P). Repeating this procedure we may assume without loss of generality that G is a divisor such that L(G) 6 = L(G ? P) for all points P, that is to say G has no base points. Let lG) = l and let f 0 ; : : : ; f l?1 be a basis of L(G). Consider the morphism ' G : X ! P l?1 ; given by the collection of morphisms f' j : Xnsupp(G j ) ! P l?1 g l?1 j=0 , where G j = G + (f j ), and ' j is de ned by ' j (P) = ( f 0 f j (P) : : : : : f l?1 f j (P));
for P 2 X n supp(G j ), see 12, p.128]. Then ' G (P) = (f 0 (P) : : : : : f l?1 (P)), for P 2 Xnsupp(G). This holds in particular for the P i . The morphism ' G depends only on the linear equivalence class of G, and on the choice of the basis f 0 ; : : :; f l?1 of L(G). A di erent choice of a basis of L(G) gives a morphism which di ers by an automorphism of P l?1 (see 11, p.158] The rst k rows of A form a generator matrix of C. The remaining l?k rows have only zero entries. Let the morphism ' G be de ned by the above basis of L(G). The reduced image X 0 of X under ' G is possibly singular. Let n :X 0 ! X 0 be the normalization of X 0 . Then n is a birational morphism. Hence we have a rational map' G : X !X 0 such that n ' G = ' G . The curve X is nonsingular, hence' G is a morphism. The n points' G (P i ) (i = 1; : : : ; n) are rational and we claim that they are all distinct. Indeed, if' G (P s ) =' G (P t ) then ' G (P s ) = ' G (P t ). But ' G (P s ) corresponds to the s th column of the matrix A, and C is projective, hence s = t. PutP i =' G (P i ) andD = (P 1 ; : : :;P n ). For j = 0; : : : ; l ? 1, we denote by g j the function x j =x 0 , which is a rational function on X 0 such that f j =f 0 = g j ' G . We denote g j n byg j . Let H be the hyperplane in P l?1 with equation x 0 = 0 and let H X 0 be the intersection divisor of H with X 0 . De ne G 0 := G+(f 0 ). The pull back ' G (H X 0 ) is equal to G 0 . LetG 0 = n (H X 0 ). Then' G induces an injective map' G from the function eld ofX 0 into the function eld of X, and maps L(G 0 ) injectively into L(G 0 ). This map is also surjective since' G (g j ) = f j =f 0 , for j = 0; : : :; l ? 1, and 1; f 1 =f 0 ; : : :; f l?1 =f 0 is a basis of L(G 0 ). Let 'G 0 be de ned by the basisg 0 ; : : :;g l?1 of L(G 0 ). Note that 'G 0 is equal to the normalization map n. There exists a divisorG which is linearly equivalent withG 0 and has disjoint support withD, by the theorem of independence of valuations, see 2, p.11]. We have 'G = 'G 0 , where 'G is de ned by a suitable choice of a basis of L(G). Hence 'G(P i ) = n ' G (P i ) = ' G (P i ), for i = 1; : : : ; n. All these points have their last l ? k coordinates equal to zero. Thus there is an n-tuple = ( 1 ; : : :; n ) 2 F n q , with all i 6 = 0, such that C L (X 0 ;D;G) = C L (X; D; G). As we see from the proof of Lemma 2, we may assume without loss of generality that C L (X 0 ;D;G) = C L (X; D; G). In the proposition choose ' =' G . We have deg('G) =deg(n) = 1, deg(') =deg(' G ) and 
On the other hand, restricts to an isomorphism L(
and by (1), l(G 0 ) = l(G 0 i ). This implies that the inclusions in (2) are equalities, and hence that P is a basepoint of G 0 , a contradiction. Thus deg(' i ) = 1, and ' is separable. So we can apply the genus formula of Zeuthen-Hurwitz to ':
where R is the rami cation divisor of ', which is e ective. As shown in 11, p.303,Example 2. 
This proves vii) and completes the proof of the proposition. III. All linear codes are weakly algebraic-geometric Remark 7 Hansen and Stichtenoth 10] considered the curve X in P 2 de ned by the homogeneous equation x q 0 (x q + xz q?1 ) = z q 0 (y q + yz q?1 ); where q 0 = 2 n and q = 2 2n+1 . This curve is absolutely irreducible, has exactly one (singular) point P 1 at the line z = 0, and goes through all the rational points outside the line z = 0. The linear system of hyperplane sections of this curve is complete. Inspired by their result we consider the following series of curves.
De nition 7 Let p be a prime number and q a power of p. Let X(l; q) be the closed subscheme over F p in P l de ned by the homogeneous ideal I(l; q) = (x q+1 i ? x 2 i x q?1 0 + x i+1 x q 0 ? x q i+1 x 0 ; i = 1; : : : ; l ? 1) in F p x 0 ; : : :; x l ]. Proposition 3 The scheme X(l; q) is a projective, absolutely irreducible, reduced curve over F p . It has exactly one point P 1 at the hyperplane H with equation x 0 = 0, the curve is nonsingular outside P 1 and goes through all the q l rational points of P l outside the hyperplane H. Hence df has maximal rank at all points not equal to P 1 of X(l; q) over F q . Thus the curve is nonsingular outside P 1 . Thus X(l; q) is reduced outside P 1 and a complete intersection, and therefore it is reduced. Let n :X(l; q) ?! X(l; q) be the normalization of X(l; q) andP 1 any point in n ?1 (P 1 ). Let v 1 be the discrete valuation atP 1 between the tangent spaces, is surjective, as one sees from the derivative df of f. Thus deg(') = q l?1 eP 1 . ThereforeX(l; q) is absolutely irreducible and n ?1 (P 1 ) = fP 1 g, by the following lemma, and thus X(l; q) is absolutely irreducible. This proves the proposition. Lemma 3 Let X and Y be projective, nonsingular curves over an algebraically closed eld. Suppose Y is irreducible. Let ' : X ! Y be a nite morphism. Suppose there exist points P 1 in X and Q 1 in Y such that '(P 1 ) = Q 1 and the rami cation index e P1 of ' at P 1 is at least deg('). Then deg(') = e P1 and X is irreducible and fP 1 g = ' ?1 (Q 1 ).
Proof: Suppose X 1 ; : : :; X s are the irreducible components of X. Let ' i be the restriction of ' to X i . Then And we conclude
The map' is separable, has degree q l?1 and is only rami ed atP 1 . Let g = g(l; q). Remark 8 Let P be a point on a nonsingular, absolutely irreducible curve X of genus g over a eld. Let N n = dim(L(nP)) for n 2 N. Then 1 = N 0 N 1 : : : N 2g?1 = g, so there are exactly g numbers 0 < n 1 < : : : < n g < 2g, such that L(n i P) = L((n i ? 1)P). These n i are called Weierstrass gaps of P. Furthermore, if m 2 N then N n = #fm 2 Njm n and m is not a gap at Pg:
De nition 8 Let G(l; q) = fn 1 ; n 2 ; : : : n g g be the set of all gaps ofP 1 on the curve X (l; q) of genus g = g(l; q). This proves the lemma.
Lemma 5 #(N n P(l; q)) = g(l; q)
Proof: By induction on l.
(i) We have that P(2; q) = fiq + j(q + 1) j i; j 2 Ng, so which satis es the conclusion.
(ii) Assume the conlusion is true for l ? 1. By Lemma 4 we have that N = fuq + v(q ? 1) l?1 j u < 0; 0 v < qg fuq + v(q + 1) l?1 j u 0; 0 v < qg; where the two sets are disjoint . We denote the rst set by N 1 , and the second one by N 2 . Then N n P(l; q) = (N 1 n P(l; q)) (N 2 n P(l; q)): 1) For each uq + v(q ? 1) l?1 2 N 2 n P(l; q), we have u 2 N n P(l ? 1; q) by Lemma 4, so #(N 2 n P(l; q)) = q#(N n P(l ? 1; q)) = Proof: It follows from Proposition 6 and the assumption that 1; z 1 ; : : :; z i generate the vector space we consider. The valuations at P 1 of these i + 1 elements are mutually distinct, so they are independent.
Corollary 4 A q-ary rst order Reed-Muller code of dimension 3 is AG.
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Proof: A q-ary rst order Reed-Muller code of dimension 3 is represented by (X(2; q); D; G), by Corollary 3, where P 1 ; : : : ; P q 2 are the q 2 rational points of the complement in P 2 of the line with equation x 0 = 0, and D = P q 2 i=1 P i and G = (q + 1)P 1 . The divisor G has degree q + 1 which is smaller than q 2 . This proves the corollary.
Proposition 7 If C is a q-ary linear code which has a code word of weight equal to the word length, then C is WAG. Proof: Let C have dimension k. We may assume that the all one vector is a code word, by Lemma 2. Choose a generator matrix of C such that the all one vector is the rst row. Let Q 1 ; : : : ; Q n be the points of P k?1 corresponding to the n columns of the generator matrix.
De ne s = maxftj there exist i 1 < : : : < i t such that Q i 1 = : : : = Q it g: Let l = k + log q s]. Then s q l?k+1 and there are n distinct points P 1 ; : : : ; P n , rational over F q , in P l such that (P i ) = Q i , where : P l n H ! P k?1 is de ned by (x 0 : : : : : 
Theorem 2 Every linear code is WAG.
Proof: Let C be a linear code. Then the dual of the extended code C of C, has word length n + 1 and the all one vector is an element of (C) ? . Thus (C) ? is WAG by Proposition 7, so C is WAG by Corollary 1. But C can be obtained from C by puncturing at the last coordinate. Therefore C is WAG, by Lemma 1. This proves the theorem.
IV. Criteria for linear codes to be algebraic-geometric
We rst mention a few well-known theorems (Theorems 3,4,5) and bounds on the genus of a curve. Remark 11 De nition 12 let g q (n) be the minimal genus of a nonsingular, absolutely irreducible curve X over F q , with at least n rational points. Remark 14 Serre Proof: By assumption, the divisor G has no base points and the morphism ' G : X ! P l?1 has degree one. Hence deg(X 0 ) =deg(G), where X 0 is the reduced image of X under ' G , see Remark 6. Since X has (at least) n rational points, we have g q (n) g(X). Since deg(' G ) = 1, we have g(X) = g(X 0 ). The result now follows from Castelnuovo's bound, applied to the curve X 0 , which is absolutely irreducible and does not lie in any hyperplane.
The second part of the proposition follows from the fact that deg(G) < n implies l = k. i) k 5 and n = 2k, ii) k 5 and n = 2k + 1, iii) k 6 and n = 2k ? 1. In the rst case (n ? 1; k ? 1) = k + 2. Hence g 2 (n) k + 2, by Corollary 8. So 2k 0:83(k + 2) + 5:35, by Serre's bound. Thus k 5, and n 10, and there is nothing to prove. Similarly we get k 6; n 13 in the second case, but now k < n=2. Finally, we get k 5; n 9 in the third case, which therefore cannot occur. Combining the above we get the desired result.
Corollary 9 The binary Golay code and its extension are not AG.
Proof: As we know, the minimal distances of the dual codes of the binary Golay code and its extension are greater than 3, see 17]. The binary Golay code is a 23,12] code and its extension a 24,12] code, so they are not AG, by Proposition 11.
Remark 17 Our results do not yield a similar result concerning the ternary Golay code and its extension. The question whether these codes are AG is still unanswered.
Corollary 10 For every t 2, r t and " 2 f0; 1g, the r-th order binary Reed-Muller code RM(r; 2t + ") of length 2 2t+" is not AG. Table II ). Let C be a binary n; k] code with 4 n 10. Let k 0 and k 0 be given by Table II Table I . By Corollary 6, C cannot be AG. b) We shall only give the proof for the case n = 6, k = 3. The proofs in the other cases are analogous, and sometimes simpler. So let n = 6 and k = 3. By Table I Remark 18 In Proposition 12b we do not claim that for every pair (g 0 ; m 0 ) given in the table a minimal AG representation with (g; m) = (g 0 ; m 0 ) actually exists. As a matter of fact, in the next section we shall prove that for n = 7; k 0 = 4, the case (g 0 ; m 0 ) = (4; 6) is impossible! Proposition 13 There exists a binary SAG code of length n if and only if n 8
Proof: By Proposition 11, SAG codes of length n 11 do not exist, since a SAG code is AG and its dual is too, but they cannot both have dimension < n=2. The cases with n 10 are dealt with by Corollary 5 and 
V. Explicit representations
In part A of this section we shall give a complete answer to the question: for which r and q is the Hamming code H(r; q) AG? In the a rmative case we shall give an explicit AG representation, and discuss uniqueness. In part B of this section we shall discuss an example of a code which was mentioned in a di erent paper, and prove that it is SAG.
A. Hamming codes Remark 20 Suppose that C is a linear code and that (X; D; G) is a representation of C, where D = (P 1 ; : : :; P n ). Now let G 0 be a divisor on X which is linearly equivalent with G, and which has disjoint support with D too. Let C 0 = C L (X; D; G 0 ). Let f be a rational function on X such that G = G 0 + (f). Then f is de ned at P i and f(P i ) 6 = 0, for all i.
In the special case (which is the only possible case if C is binary), that f(P i ) = f(P j ) for all i and j, we have C = C 0 . This is a su cient, but, in general, not a necessary condition, by the way. By the theorem of independence of valuations, see 2, p.11], there are in nitely many rational functions f on X with f(P i ) = 1 for all i. Hence Therefore, we introduce the following concepts.
De nition 13 a) If two linear codes C and C 0 are isometric, we denote this by C C 0 .
We de ne the isometry class of a linear code C to be the set of all codes which are isometric with C, and we denote this class by C]. In Section IV (Corollary 7) we already saw that the only Hamming codes that can possibly be AG are those with r = 1, r = 2, or (r; q) = (3; 2). The cases r = 1 and r = 2 are dealt with by the following proposition. Proposition 14 For every q, H(1; q) and H(2; q) are SAG. Proof: Let X = P 1 , the projective line over F q . Let P 1 ; : : : ; P q+1 be the F q -rational points on X. We have H(1; q) = f0g = C L (X; D; G) if we choose D = P 1 , G = ?P 2 . In this case 2g ? 2 = ?2 < ?1 = deg(G) < 1 = n. Hence H(1; q) is SAG. To prove that H(2; q) is SAG, take the same curve X, but now take D = P 1 + + P q+1 , and let G be any divisor of degree q ? 2 b) There are in nitely many AG representation classes of H(1; q). Namely, choose any curve X over F q having at least one rational point, P 1 say. Put D = P 1 . Let G be any divisor on X with P 1 6 2supp(G) and deg(G) < 0. Then L(G) = f0g and C L (X; D; G) is an H(1; q). We could also let G be a divisor of degree 0 on X which is not principal (such a G exists if and only if h > 1). c) For example in the case q = 2 we nd in nitely many AG representation classes of H(2; q) as follows. Choose any curve X over F 2 having at least three rational points, P 1 ,P 2 and P 3 , say, and put D = P 1 + P 2 + P 3 . Take G = 0. Then L(G) = f0; 1g, hence C L (X; D; G) = f000; 111g, which is an H(2; 2). If there is a fourth rational point on X, P 4
say, then we could also take G = P 4 (and the same D). Namely, it follows that g > 0, and by Riemann-Roch and Cli ord's theorem (see also 11, p.138,Example 6.10
hence again L(G) = f0; 1g. If we choose for X an elliptic curve with at least four rational points, this latter example gives a representation which is not only AG, but even SAG, which shows that the SAG representation class of H(2; q) given in the proof of Proposition 14 is not unique (at least for q = 2). Let us now concentrate on H(3; 2). We shall prove that H(3; 2) is indeed AG (we shall even prove that it is SAG), and, moreover, that it has a unique minimal AG representation class. The latter statement is not true if we replace AG by WAG, as we shall see. To do so, let us rst try to nd a triple (X; D; G) such that the code C L (X; D; G) is a binary code with parameters 7; 4; 3], hence is equal to an H(3; 2). First of all, we need a nonsingular, absolutely irreducible projective curve de ned over F 2 , having at least seven rational points.
Such a curve cannot be hyperelliptic (since then it would have at most six rational points), and it has genus at least three (see Table I ). If it has genus equal to three, such a curve, since not hyperelliptic, is isomorphic to a nonsingular and absolutely irreducible plane projective curve of degree four. Let S be the set consisting of all the (not necessarily nonsingular or absolutely irreducible, a priori) plane projective curves X of degree four, which have the following property: X goes through all the seven F 2 -rational points of P 2 , and none of these seven points is a singularity of X. The set S is easily computed. It has 24 elements.
One of the curves in S is the following one, which we call X 1 , de ned by xy(x + y)(x + z) + xz 2 (x + z) + y 2 z(y + z) = 0:
This curve was mentioned earlier by Serre 20] . We have checked that X 1 is nonsingular.
By B ezout's theorem it is also absolutely irreducible. Let L be one of the seven lines de ned over F 2 in P 2 . By B ezout's theorem, the degree of the intersection divisor L X 1 is 4. There are three rational points on L, which are also on X 1 . It follows that X 1 intersects L with multiplicity 2 at exactly one of them, and that the intersection is transversal at the two remaining points. In other words, the tangents to X 1 at the seven rational points are precisely the seven lines de ned over F 2 . We have named these points and lines, and computed the intersection divisors with the curve in Table III . We shall denote by L i the tangent line to X 1 at P i , and by L ij the line through P i and P j . Table III . The F 2 -rational points P i on the curve X 1 , the tangents L i to X 1 at these points, and the intersection divisors L i X 1 .
P i L i
L i X 1 P 1 = (0 : 0 : 1) x = 0 2P 1 + P 2 + P 3 P 2 = (0 : 1 : 0) z = 0 2P 2 + P 4 + P 6 P 3 = (0 : 1 : 1) y + z = 0 2P 3 + P 4 + P 7 P 4 = (1 : 0 : 0) y = 0 P 1 + 2P 4 + P 5 P 5 = (1 : 0 : 1) x + z = 0 P 2 + 2P 5 + P 7 P 6 = (1 : 1 : 0) x + y + z = 0 P 3 + P 5 + 2P 6 P 7 = (1 : 1 : 1) x + y = 0 P 1 + P 6 + 2P 7 The group PGL(2; F 2 ) of F 2 -automorphisms of P 2 acts on the set S, and has order 168. It also acts on the set fP 1 ; : : :; P 7 g of F 2 -rational points, and on the set fL 1 ; : : :; L 7 g of lines over F 2 . Put H := f 2 PGL(2; F 2 )j (P 1 ) = P 1 g. This is a subgroup of PGL(2; F 2 ) of order 24.
Lemma 7 H acts transitively on S. Proof: Suppose 2 H is such that X 1 = X 1 . Evidently, H acts on the group Div(X 1 ) of divisors on X 1 , and for every i we have (L i X 1 ) = L i X 1 = L i X 1 = L j X 1 ; for some j. Since there is only one line L i with v P 1 (L i X 1 ) = 2, L 1 namely, we must have L 1 = L 1 . Hence either i) (P 2 ) = P 2 and (P 3 ) = P 3 , or ii) (P 2 ) = P 3 and (P 3 ) = P 2 . For similar reasons, in case i), L 2 = L 2 and L 3 = L 3 , and in case ii) L 2 = L 3 and L 3 = L 2 . In both cases we get f (P 4 
In case i) we now have three non-collinear points P 1 ; P 2 ; P 4 xed by , which implies that is the identity. Case ii) cannot occur, because in this case it follows that (P 6 ) = P 7
and (P 7 ) = P 6 , and we get (L 7 X 1 ) = (P 1 + P 6 + 2P 7 ) = P 1 + 2P 6 + P 7 , which is not an intersection divisor L j X 1 , a contradiction. This proves that the H-stabilizer of X 1 is trivial, and hence that the H-orbit of X 1 has order 24. This proves the lemma.
By this lemma, all the 24 curves in the set S are isomorphic (even stronger: they only di er by a projective change of coordinates), and they are all nonsingular and absolutely irreducible, since X 1 is. By the preceding discussion we have the following result.
Lemma 8 Any absolutely irreducible nonsingular curve de ned over F 2 , of genus three, having at least seven rational points, is isomorphic to the curve X 1 .
So now we already have a curve X 1 and a divisor D 1 := P 1 + P 2 + + P 7 . The remaining problem is to nd a suitable divisor G on X 1 , provided it exists. Remark 25 The following lemma, does not only apply to our situation, but it is true for a general triple (X; D; G). It is an analogue of Lemma 6. The thing left to do is to settle the problem that C might have the wrong minimum distance. Any binary 7,4] code has minimum distance at most 3, hence d(C) 3.
The following lemma applies to the curve X 1 . Lemma 11 Let X be a non-hyperelliptic curve of genus g 3. If B is an e ective divisor on X of degree at most two, then l(B) = 1. Hence, if two e ective divisors on X of degree at most two are equivalent, then they are equal. Table  III . For convenience, we use the same notation for a form and its zero set. Let Q be the place of degree 3 on X 1 that corresponds to the orbit f( 2 : : 1); ( 4 : 2 : 1); ( : 4 : 1)g of the F 8 -rational point f( 2 : : 1)g on X 1 , where Gal(F 8 =F 2 ) is the group acting, and F 8 = F 2 ( ) with 3 + +1 = 0. Let T and R be the places of degree 8 on X 1 corresponding to the orbits of the F 256 -rational points ( 6 : 7 : 1) and ( 215 : 87 : 1) on X 1 , respectively, where Gal(F 256 =F 2 ) is the group acting, and F 256 = F 2 ( ) with 8 + 4 + 3 + 2 + 1 = 0. For the intersection divisors with the curve X 1 , we have H 1 X 1 = D 1 + 3Q; H 2 X 1 = P 1 + P 2 + P 3 + P 6 + T; H 3 X 1 = P 1 + P 3 + P 5 + P 6 + R; L 1 X 1 = 2P 1 + P 2 + P 3 ; L 6 X 1 = P 3 + P 5 + 2P 6 :
The curve H 1 is one of the curves in the set S. Put G 1 := D 1 + (f 0 ). Then One computes that the polynomial P(t) = 1 + 4t + 9t 2 + 15t 3 + 18t 4 + 16t 5 + 8t 6 satis es Z(X 1 ; t) = P(t)
(1 ? t)(1 ? 2t) :
It follows that h = #Pic 0 (X 1 ) = P (1) In particular, is surjective. Here jBj is the complete linear system associated to B, that is the set of e ective divisors linearly equivalent to B. Now suppose that a; b; c are distinct numbers such that P a ; P b and P c are collinear. Without loss of generality we may assume that the line through these three points is the line L a . We can choose d; e; f; g such that fa; b; c; d; e; f; gg = f1; 2; : : : ; 7g and L a X 1 = 2P a + P b + P c ; L d X 1 = P a + 2P d + P e ; L f X 1 = P a + 2P f + P g : Lemma 13 The group PGL(2; F 2 ) has an element of order 7 such that (X 1 ) = X 1 .
For any such , the subgroup < > of PGL(2; F 2 ) generated by acts transitively on the set fP 1 ; P 2 ; : : :; P 7 g of rational points. Proof: The automorphism : (x : y : z) 7 ! (x + y + z : x + y : y + z) has order 7. One easily veri es that (X 1 ) = X 1 . Let be an automorphism, not necessarily this one, of order 7 with (X 1 ) = X 1 . Then the < >-orbit of P 1 has order 1 or 7. But, as we saw in the proof of Lemma 7, from (X 1 ) = X 1 and (P 1 ) = P 1 , it would follow that is the identity, a contradiction. Hence the < >-orbit of P 1 has order 7. This proves the lemma. Then # = 7 and, for every f, # f = 6 4 ! = 15.
For every E 2 we have #E = 1. Namely, if E = P a + P b + + P f E 0 for an E 0 = P a 0 + P b 0 + + P f 0 Hence P e + P f P e 0 + P f 0. By Lemma 11, P e + P f = P e 0 + P f 0 , and hence E = E 0 .
For f := 1; : : : ; 7 and any i, de ne w i (f) := #fE 2 f j#E = ig:
We shall determine these numbers. By Lemma 13, w i (f) = w i (1) =: w i , for all i and f, hence it su ces to consider the case f = 1. Suppose that E = P a + P b + P e + P 1 2 1 , E 0 2 , E 6 = E 0 and E E 0 . Then E 0 2 f 0 for some f 0 . Write E 0 = P a e = e 0 . Hence P a + P b + P 1 P a 0 + P b 0 + P f 0. These two divisors are unequal, because E and E 0 are unequal. Hence l(P a + P b + P 1 ) > 1. Using Lemma 12 and Table III , one readily nds out that there are ve possibilities for the divisor P a + P b + P 1 . They are listed in the second column of Table IV . For each of them, following the proof of Lemma 12, one easily determines all the possible divisors P a 0 + P b 0 + P f 0 . Except in the two cases (P a + P b + P 1 ,P a 0 + P b 0 + P f 0)=(2P 1 + P 2 ; P 3 + P 4 + P 7 ) and (P a + P b + P 1 ,P a 0 + P b 0 + P f 0)=(2P 1 + P 3 ; P 2 + P 4 + P 6 ), there is only one choice of f 0 and fc; d; eg, such that both a; b; c; d; e and a 0 ; b 0 ; c; d; e are ve distinct numbers. In each of the two exceptional cases, there are three such choices. fa; bg P a + P b + P 1 P a 0 + P b 0 + P f 0 f 0 fa 0 ; b 0 g fc; d; eg E = P a + P b + P c + P d + P e + P 1 2; 3 P 1 + P 2 + P 3 2P 4 + P 5 4 4; 5 1; 6; 7 2P 1 + P 2 + P 3 + P 6 + P 7 P 6 + 2P 7 7 6; 7 1; 4; 5 2P 1 + P 2 + P 3 + P 4 + P 5 4; 5 P 1 + P 4 + P 5 2P 2 + P 6 2 2; 6 1; 3; 7 2P 1 + P 3 + P 4 + P 5 + P 7 2P 3 + P 7 3 3; 7 1; 2; 6 2P 1 + P 2 + P 4 + P 5 + P 6 6; 7 P 1 + P 6 + P 7 2P 3 + P 4 3 3; 4 1; 2; 5 2P 1 + P 2 + P 5 + P 6 + P 7 P 2 + 2P 5 5 2; 5 1; 3; 4 2P 1 + P 3 + P 4 + P 6 + P 7 1; 2 2P 1 + P 2 P 3 + P 4 + P 7 3 4; 7 3; 5; 6 2P 1 + P 2 + P 3 + P 5 + P 6 4 3; 7 4; 5; 6 2P 1 + P 2 + P 4 + P 5 + P 6 7 3; 4 5; 6; 7 2P 1 + P 2 + P 5 + P 6 + P 7 P 5 + 2P 6 6 5; 6 3; 4; 7 2P 1 + P 2 + P 3 + P 4 + P 7 1; 3 2P 1 + P 3 P 2 + P 4 + P 6 2 4; 6 2; 5; 7 2P 1 + P 2 + P 3 + P 5 + P 7 4 2; 6 4; 5; 7 2P 1 + P 3 + P 4 + P 5 + P 7 6 2; 4 5; 6; 7 2P 1 + P 3 + P 5 + P 6 + P 7 2P 5 + P 7 5 5; 7 2; 4; 6 2P 1 + P 2 + P 3 + P 4 + P 6
Of the fteen elements of 1 , there are four which do not appear in the last column of Table IV , eight which appear once, and three which appear twice. Taking also the column with the values of f 0 into consideration, we see that w 1 = 4, w 2 = 8, and w 3 = 3, and that w i = 0 for i > 3. Let t i be the number of equivalence classes in which have exactly i elements. We have Proposition 17 If (X; D; G) is an AG representation of an H(3; 2), then g(X) 6 = 4. We proceed with the proof of the proposition. Suppose that there exists an e ective divisor E of degree three on X with l(E) > 1. Then E is obviously base point free, see Lemma 11. The morphism ' E : X ! P 1 has degree three, see Remark 6, and we have ' E (P i ) 2 P 1 (F 2 ) for i = 1; : : : ; 7. Since #P 1 (F 2 ) = 3, there exists a Q 2 P 1 (F 2 ) with at least three points in ' ?1 E (Q)\fP 1 ; : : :; P 7 g, P a ; P b ; P c say. Since deg(' E ) = 3, the pull back ' E (Q) of Q under ' E is equal to P a +P b +P c , see 11, p.138, Prop.6.9] . This implies that E P a +P b +P c , and hence that l(P a +P b +P c ) = l(E) > 1. But this contradicts the previous claim. We conclude that l(E) = 1 for all E 0 with deg(E) = 3. By the following lemma, however, this is not true, and hence the assumption that (X; D; G) is an AG representation of an H(3; 2) is wrong. This proves the proposition.
Lemma 15 If X is a nonsingular, absolutely irreducible curve over F 2 of genus 4 with at least seven F 2 -rational points, then there exists an e ective divisor E on X with deg(E) = 3 and l(E) = 2.
Proof: Let K be a canonical divisor and let P 0 be a rational point on X. We 
where P is the delta invariant at P, see 18] . We have P m P (m P ? 1)=2, where m P is the multiplicity of X 0 at P. From (5) it follows that X P2X 0 P deg(P) = 2:
Hence X 0 has two rational singular points, each with delta invariant 1, or one rational point with delta invariant 2, or one singular point of degree two with delta invariant 1. In every case, the singular point(s) have multiplicity 2 (since if m P 3, then P 3(3 ? 1)=2 = 3, contradicting (6)).
We claim that X 0 has a rational singular point. To prove this, suppose X 0 has no such point. Then X 0 has a singular point Q of degree 2. There is exactly one line through Q in P 2 , de ned over F 2 . We call this line L 1 . By B ezout's theorem, L 1 intersects X 0 at 5 points, counted with multiplicities. The intersection multiplicity at Q is even and at least 4, hence equal to 4, and there is exactly one rational point P 1 in L 1 \ X 0 . Let L 2 and L 3 be the other two lines through P 1 in P 2 , de ned over F 2 . Then ' G maps every rational point of X to a rational point in (L 1 \ X 0 ) (L 2 \ X 0 ) (L 3 \ X 0 ). But L 1 \ X 0 contains exactly one rational point, P 1 namely, and L 2 \ X 0 and L 3 \ X 0 each contain at most two rational points not equal to P 1 . Hence ' G maps (at least) 7 rational points of X to at most 5 rational points of X 0 . Thus there are two rational points Q 1 ; Q 2 on X such that ' G (Q 1 ) = ' G (Q 2 ), and ' G (Q 1 ) is a rational singular point of X 0 , a contradiction. This proves the claim.
Thus X 0 is a plane model of degree 5 of X, with at least one rational singular point, which we call Q 0 . As noted earlier in the proof, the multiplicity of X 0 at Q 0 is 2. Hence there is an e ective divisor B of degree 2 such that X 0 M B for every line M through Q 0 , de ned over F 2 . Besides Q 0 , there is at least one other rational point on X 0 , since otherwise ' G would map (at least) 7 rational points of X to Q 0 , and m Q 0 7 > 2, a contradiction. Let Q 0 0 be such another rational point on X 0 . Let 38 M 1 be the line through Q 0 and Q 0 0 , and let M 2 be one of the other two lines through Q 0 de ned over F 2 . Then Q 0 0 6 2 M 2 . Put R i := X 0 M i ? B for i = 1; 2. Then R i 0 and deg(R i ) = 3 for both i. Put f := M 2 =M 1 . Then f 2 L(R 1 ), (f) = R 2 ? R 1 , and f is not a constant, since it has a pole at Q 0 0 . Hence l(R 1 ) 2. In fact, we have equality, by Riemann-Roch and Cli ord's theorem. To prove the proposition, choose E := ' G (R 1 ), the pull back of R 1 under ' G .
We summarize our main results concerning the Hamming codes in the following theorem.
Theorem 6 a) H(1; q) and H(2; q) are SAG, for every q. Proposition 18 The code C is SAG. Proof: Let X 2 be the plane projective curve of degree four de ned over F 2 by the equation xyz 2 + (x 3 + x 2 y + y 3 )z + x 3 y + xy 3 = 0:
As is easily veri ed, this curve has exactly one singularity: the point P := (0 : 0 : 1) is an ordinary double point. The tangents to X 2 at P are x = 0 and y = 0. It follows, by B ezout's theorem, that X 2 is absolutely irreducible. The curve is a hypereliptic curve, of genus 2.
Besides the singular point P, there are four other rational points on X 2 : P 1 := (1 : 0 : 0), P 2 := (1 : 1 : 0), P 3 := (0 : 1 : 0), and P 4 := (1 : 1 : 1). The singular point P gives two rational points on the nonsingular model of X 2 . Or, to put it di erently, it corresponds to two places (=discrete valuation rings) of degree one in the function eld of X 2 over F 2 . We call these places P 5 and P 6 . Let L and M be the lines z = 0 and x+y +z = 0, respectively.
The line L is the tangent to X 2 at P 2 . We have L X 2 = P 1 + 2P 2 + P 3 : The only rational point in M \ X 2 is P 2 , and the intersection at this point is transversal. LIST OF TABLE CAPTIONS   Table I . Some known values of N q (g). Table II . Restrictions on binary AG n; k] codes, see Proposition 12.
Table III. The F 2 -rational points P i on the curve X 1 , the tangents L i to X 1 at these points, and the intersection divisors L i X 1 . 
