Background: The prefrontal cortex (PFC) plays a critical role in regulating emotional behaviors, and dysfunction of PFC-dependent networks has been broadly implicated in mediating stress-induced behavioral disorders including major depressive disorder (MDD).
Introduction
Major depressive disorder (MDD) is the leading cause of disability in the world. Despite the heterogeneous nature of the disorder, multiple studies support hyperactivity and/or networkhyperconnectivity involving subgenual cingulate cortex (Brodmann Area 25) as key neurophysiological alterations in MDD (1) (2) (3) . Though these neural 'biomarkers' have been exploited to guide the development of deep brain stimulation and transcranial magnetic stimulation into viable MDD therapeutics (4, 5) , we hypothesize that the spatiotemporal dynamics are a key feature associated with subgenual cingulate cortex -dependent network pathology in MDD. Knowledge of these pathological dynamics would be particularly important because they potentially could be controlled to optimize brain stimulation based therapies.
In this study, we use a data driven strategy identify the brain regions in mice that showed neural processing adaptations in response to repeat tail suspension stress. Using machine learning, we found that repeat tail suspension stress induced hyper-reactivity in IL, which is the rodent anatomical equivalent of subgenual cingulate cortex in humans based on anatomical connections (6) . We then developed a closed-loop stimulation system based on the precise spatiotemporal alterations observed in IL-dependent long range circuitry after stress exposure. In particular, we monitored the activity within the circuit and controlled activity in Thal in a way that produced a specific set of spatiotemporal dynamics within the whole circuit. Closed-loop stimulation increased TST activity in stress naïve mice, while two standard fixed frequency stimulation patterns either failed to show effects or suppressed movement. We suggest that spatiotemporal dynamics that are endogenously activated in healthy animals to compensate for stress pathology can by harnessed and exploited to optimize brain stimulation based treatments.
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The tail suspension test (TST) is a classic assay used to probe the impact of antidepressant therapeutics on the behavioral response of mice to a challenging experience (7, 8) . In this assay, mice are subjected to an inescapable stressor in which they are suspended upside-down by their tail. The test induces a robust stress response (9) , and the time animals spend immobile relative to the time they spend engaging in escape actions is interpreted as an indicator of their behavioral response to the uncontrollable stressor (7) . Critically, prior exposure to stress diminishes behavioral responses during the TST (10) . Thus, the TST assays an animal's behavioral adaptation in response to prior stress exposure, and the test in and of itself induces a strong stress response. We exploited these two features of the test for our experiments. First, we measured behavioral and neurophysiological activity continuously during the TST (Fig. 1A) . We defined the strength of the neural responses during an initial TST session in naïve mice. We then repeated testing on the subsequent day. This approach diminished their behavioral responses on the TST. Overall, this experimental strategy allowed us to monitor neural responses in the same animals when they were stress-naïve, and again after exposure to stress (in this case, the stress induced by the first TST session) using a single behavioral assay that is responsive to stress. We then uncovered the spatiotemporal dynamics across the specific brain areas that showed neural adaptions during the repeat test. Finally, we also performed control behavioral experiments using repeating testing in an open field.
Materials and Methods
Animal Care and Use
Clock-∆19 mice were created by N-ethyl-N-nitrosurea mutagenesis and produce a dominantnegative CLOCK protein as previously described (11) . Mice used for TST recording experiments were bred on from heterozygouss (Clock ∆19 /+) breeding pairs on a BALB/CJ and C57BL/6J mixed strain background, backcrossed > 8 generations onto a BALB/CJ strain background. Male Clock-∆19 (Clock ) and WT (+/+) littermate controls were used for all electrophysiological recording experiments presented in this study. Inbred BALB/cJ male mice (strain: 000651) purchased from the Jackson Labs were used for optogenetic stimulation and nCLASP experiments. Mice were housed three-five/cage on a 12-hour light/dark cycle, and maintained in a humidity-and temperature-controlled room with water and food available ad libitum. Behavioral and electrophysiological experiments were conducted during the light cycle (Zeitgeber time: [4] [5] [6] [7] [8] [9] [10] [11] [12] . All studies were conducted with approved protocols from the Duke University Institutional Animal Care and Use Committees and were in accordance with the NIH guidelines for the Care and Use of Laboratory Animals.
Behavioral testing
Headstages were connected without anesthesia, and animals were habituated to the recording room for 90 minutes prior to testing. All behavioral testing was conducted under low illumination conditions (1-2 lux). Mice were initially placed in a 17.5in × 17.5in × 11.75in (L×W×H) chamber for five minutes of open field testing. The location of the animals was acquired in real time using NeuroMotive (Blackrock Microsystems, Inc., Salt Lake City, UT). Mice were then transferred to a tail suspension test (TST) apparatus (Med Associates, St. Albans, VT. MED-TSS-MS) that was modified to allow for continuous acquisition of animal motion. Mice were suspended 1cm from the tip of their tail for ten minutes. The activity trace was digitized at 2000Hz and stored in real time with our neurophysiological recording data. Open field and TST neurophysiological data were acquired during a single testing session, and the behavior testing session was repeated the next day. The quality of video tracking was confirmed offline using NeuroMotive.
Neurophysiological Data acquisition
Neurophysiological recordings were performed during the open field and TST. Neuronal activity was sampled at 30kHz, highpass filtered at 500Hz, sorted online, and stored using the CerePlex Direct M A N U S C R I P T
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6 acquisition system (Blackrock Microsystems Inc., UT). Neuronal data were referenced online against a wire within the same brain area that did not exhibit a signal to noise ratio greater than three to one. At the end of the recording, cells were sorted again using an offline sorting algorithm (Plexon Inc., TX) to confirm the quality of the recorded cells. Local field potentials (LFPs) were bandpass filtered at 0.5-250Hz and stored at 1000Hz. All neurophysiological recordings were referenced to a ground wire connected to both ground screws. Video recordings were acquired in real time using NeuroMotive, and synchronized with neurophysiological data.
Results
Broad cortical and limbic firing signaled TST-related behavior during the initial TST session. We used an unbiased approach to perform in vivo neurophysiological recordings of action potentials and local field potentials (LFPs). Specifically, animals were implanted in IL and seven additional brain regions that mediate emotional behavior including prelimbic cortex (PrL), nucleus accumbens (NAc-core and shell), amygdala (AMY; basolateral amygdala and central amygdala), Thal, dorsal hippocampus (D_Hip), and ventral tegmental area (VTA). Recordings were obtained while animals were subjected to a TST, and each recording session was immediately preceded by open field testing (OFT) run in low lighting conditions so as to be non-stressful. This enabled us to distinguish movement-related neuronal responses in the TST from those observed in a non-stressful test (Fig. 1A) . The location of each mouse was recorded continuously during the OFT using video tracking, and behavioral activity was measured continuously during the TST using an accelerometer. When we performed event triggered averaging analysis relative to movement onset/offset, we found a wide array of neural responses. For example, we found cells that fired with movement onset, cells that fired prior to movement, and cells that fired after movement was initiated (see Fig. 1B , see also Supplemental Figure S1 for examples). To quantify the relationship between cellular firing and the complex patterns of movements measured during the two behavioral tests, we employed a linear decoder. This decoder allowed us to model the extent to which
any specific pattern of behavior observed during a task condition (e.g. movement onset, acceleration, velocity, deceleration, immobility, etc.) was related to the spiking of each neuron. This approach quantified movement relative to neuronal spiking (rather than neuronal spiking relative to movement, Fig. 1B ; see also Supplemental Figure S4 ), by creating a model based on the behavioral profile observed in the one-second window surrounding neuronal firing. This model returned an error metric, based on the reduction in fractional error (RFE) (12) , that indicated how much behavioral variance was explained by the spiking of each neuron (Fig. 1C) . If any type of movement observed during a test condition was related to the firing of a neuron, the model returned a RFE value greater than zero ( Fig. 1D ). On the other hand, if neuronal firing was not related to any type of movement observed during a test condition, the RFE returned a value less than or equal to zero. Using the decoder, we identified neurons from each cortical and limbic brain area that signaled movement during the TST, OFT, or both tests during the initial session (Fig. 1D ). Several areas including VTA and D_Hip showed neurons that encoded movement generated during both tests. Other areas including IL, NAc_Shell, and AMY showed stronger bias towards signaling TST movement compared to movement in the OFT (Fig. 1E) . Thus as expected, since the OFT and TST are very different contexts, many neurons exhibited firing that was related to the specific patterns of movement elicited during each test condition (8, 13) .
Strikingly, when we trained additional linear decoders on data acquired during the TST session on the second day and compared them to the first TST session, we found that the brain-wide population of neurons showed an increase in their ability to signal TST-movement, as evidenced by an overall increase in the RFE values obtained for the neurons' models (P<0.001, K stat =0.11 using KolmogorovSmirnov test; N=647 and 620 neurons during session 1 and 2, respectively; Fig. 2A ). As expected, animals exhibited higher immobility during the second testing session as well (p=0.002 using paired t-test; After finding that repeat exposure to the TST increased test-specific movement-related neuronal responses, we tested whether these neural changes were specific to any brain regions. We found that only IL and Thal showed significant increases in the portion of TST-responsive neurons that showed an RFE greater than zero (P<0.05 using G-test with Williams correction; Fig. 2E ). Thus, our unbiased approach suggested that the changes in behavior that occurred with repeat testing were selectively associated to changes in IL and Thal population activity. This increase in the portion of TST-responsive neurons suggested either new IL/Thal neurons were added to the ensemble that encoded the TSTmovements observed during the first session, and/or additional IL-Thal neurons signaled a new type of TST-movement that emerged during the second session.
To determine whether the IL and Thal hyper-reactivity observed in normal animals during the second TST session were behaviorally relevant and not simply a reflection of repeated exposure to the same TST assay, we performed our recording protocol in a genetic mouse line (Clock-∆19 mice) that we have previously shown to exhibit resilience to multiple distinct assays of behavioral challenge including the forced swim test and learned helplessness (14) (15) (16) 
Thal hyper-reactivity in a mouse model of stress resilience. This suggests that the reorganization of IL and Thal that occurred with repeat tail suspension testing was linked to the susceptibility of the WT animals to the initial exposure.
After determining that only IL and Thal showed changes in TST-related firing during repeat testing, we set out to test whether repeat testing also altered neurophysiological interactions between these structures. Cross-frequency phase coupling (CFPC) analysis has been shown to signal emotional responses across cortico-limbic circuitry (17, 18) . Thus, we calculated CFPC between IL and Thal LFP activity. We limited our analysis to LFP segments selected from intervals when animals were immobile on the TST in order to ensure that difference in coupling observed across testing sessions did not simply reflect differences in the total movement (19) . Using this approach, we found that the phase of 3-7Hz activity in IL coupled to the amplitude of low-gamma activity (30-70Hz) in the Thal (Fig. 3A-B) . Critically, CFPC between these structures increased across testing sessions (t 13 = 3.3, P = 0.0059 using paired t-test; After demonstrating that the IL and Thal cellular adaptations induced by stress were marked by changes in the spatiotemporal dynamics across IL-Thal circuitry, we set out to test whether the patterns we observed in IL-Thal circuitry were causally related to behavior. In order to accomplish this, we developed a new approach to manipulate spatiotemporal dynamics across PFC-dependent networks.
Specifically, we injected a trans-synaptic wheat-germ agglutinin-tagged Cre recombinanse (WGA-CremCherry) (20) neurons that projected to thalamus, thalamic neurons that received input from PFC, and thalamic neurons that sent efferents to PFC. Finally, we invented a neural Closed Loop Actuator for Synchronizing Phase (nCLASP) to stimulate this subset of PFC axonal terminals and Thal neurons with gamma bursts timed to on-going oscillatory activity in cortex (Fig. 4B) . nCLASP allowed us to drive bursts of Thal gamma activity that were phase-coupled to 3-7Hz oscillations in cortex, paralleling the CFPC physiological parameters of the IL-Thal circuit we measured during the TST. We calibrated this nCLASP system to deliver gamma bursts (3 successive 5ms light pulses with an inter-pulse interval of 15ms) initiated at the rising phase of IL 3-7Hz oscillatory cycles (Fig. 4B ). Experimental animals were stimulated with blue light to activate ChETA and control animals were stimulated with yellow light which does not activate the opsin (Fig. 4B ). Behavioral and neural responses were monitored while these animals were subjected to the TST. Stimulation with blue, but not yellow, light evoked Thal gamma activity ( 
Discussion
The TST is widely used as a preclinical model of major depressive disorder due to the assay's sensitivity to acute treatment with clinically relevant antidepressants. Additional testing is typically
performed in an open field to clarify whether pharmacological/genetics manipulations induce TST activity due to their specific antidepressant-like effects or because they more generally induce hyperactivity. The TST is classically performed during a single 6 minute session in mice (7) . However, to exploit the observation that the TST induces a robust stress response (9), we performed neural recordings during two TST sessions on successive days. This approach allowed us to concurrently dissect both the neural circuits responsible for TST escape action under normal conditions and the behaviorally relevant neural adaptions induced by repeated stress exposure.
Using a linear decoder, we found that neurons in all the cortical and limbic regions we probed 
Conclusion
Overall our nCLASP stimulation system induced escape behaviors in naïve mice during the TST, while stimulation using a standard open-loop protocol that delivered an equivalent number of light pulses with a different carrier frequency tended to have the opposing effect (circuit jamming). This finding provides clear evidence that the neural state timing at which stimulation is delivered plays a critical role in determining the impact of cellular activation on behavior. This principle has particularly profound implications for interpreting the link between the activity of specific cell types and behavior, and for optimizing DBS based therapies. Critically, these findings also raise the provocative hypothesis that stress-induced behavioral disorders may result from altered neural timing across widely distributed circuits.
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DC modeled spike-behavioral activity relationships, and analyzed neuronal data; LKD performed viral surgeries, and optogenetic stimulation experiments; NMG jointly developed methods for closed loop optogenetic stimulation with KD; MTV jointly conceived analytical methods for LFP analysis, interpreted data, and wrote the paper with KD; MS integrated and synchronized the TST apparatus with neurophysiological recording system, and analyzed continuous TST behavioral measurements; CB scored TST behavioral activity from video recordings. RH performed ChR2 histological confirmations and helped to write the paper; JW constructed recording and stimulation electrodes, performed implantation surgeries, and assistant with ChR2 histological confirmations; CM provided mice and helped to write the paper; LC provided oversight for spike-behavioral activity modeling and analysis. SK performed implantation surgeries and behavioral experiments for in vivo recording TST studies, and confirmed implantation sites histologically; SDM performed viral and electrode surgeries with LKD for optogenetic stimulation experiments, and performed ChR2 histological confirmations; KD conceived in vivo TST and optogenetic experiments, analyzed spike-behavioral activity data, performed LFP analysis, developed closed-loop stimulation methods with NG, and wrote the paper with MTV, with input from LKD, SS, DC, RH, CM, DD, LC, and SDM. Note that for this neuron, high TST movement was observed during periods of high cell activity (green arrows highlight peak to peak correlations). D) Example plots showing the relationship between spiking and behavioral activity for each of the PrL and IL neuron measured using a metric based on the reduction in fractional error (RFE). Units that showed e RFE values greater than 1 (RFE >0) explained signal action during each behavioral test. E) Venn diagrams quantify the portion of neurons in each brain area that signal action during each behavioral test. All data shown is from WT mice.
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Figure 2: Infralimbic cortex and thalamic responses increase during repeat TST testing. A-B)
Histogram of test related neuronal firing for all neurons recorded during repeated a) TST and b) OFT testing. Test related firing was quantified using the RFE of our spike-behavioral models (*P<0.05 for comparisons across days using Kolmogorov-Smirnov test; N=682 and 655 units for Day 1 and Day 2, respectively). C) Immobility time and distance traveled during repeat TST and OFT testing in WT mice (**P<0.01 using paired t-test; N=14 for WT mice). D) Immobility time and distance traveled during repeat TST and OFT testing in Clock-Δ19 mice ( # P<0.05 for genotype x session effect of TST immobility using Mixed model ANOVA; N=14 WT mice and 13 mutant mice; P>0.05 using paired t-test for immobility time and distance travelled; N=13 for Clock-Δ19). No statistical difference in the variance of the immobility change was observed across the two populations of mice (F=0.66, P=0.47 using two sample F-test for equal variances). E) Area-specific expansion of TST-related movement function in WT mice (**P<0.05 using Gtest of independence with Williams correction). F) No area-specific expansion of TST-related movement function was observed in Clock-Δ19 mice (P>0.05 for all comparisons using G-test of independence with Williams correction).
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Figure 3: Limbic reorganization is specific to stress-induced behavioral adaptation. A) IL and Thal LFP traces (top). B)
Image shows coupling between the phase of IL oscillations in frequencies ranging from 0.5-9.5Hz, and the amplitude of Thal oscillations ranging from 15-70Hz (left). CFPC was quantified between IL 3-7Hz oscillations and Thal 30-70Hz oscillations across TST testing sessions (P<0.05 using paired t-test; N=14 mice; right). C) IL-Thal CFPC was directly correlated with the immobility time observed across animals (P<0.05 using linear regression; bottom). This relationship increased across testing sessions (P<0.05 using analysis of covariance). D) Temporal offsets at which IL and Thal oscillations optimally phase synchronized at each frequency (figure shows 95% confidence interval observed across animals for both testing days; N=14, top). Frequencies that showed significant lag did not overlap with zero offset. E) IL and Thal 2-12Hz power, and IL-Thal 2-12Hz coherence across testing sessions (P>0.05 for all three measures across testing sessions using RMANOVA; data shown as mean±SEM). F) IL and Thal gamma power, and IL-Thal gamma coherence across testing sessions (P<0.05 for all three measures across testing sessions using paired t-test; data shown as mean±SEM).
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Figure 4: Properly timed IL-Thal stimulation increases resilience to behavioral challenge. A) Schematic of protocol for IL-Thal stimulation (top), viral infection strategy (middle), and histological images (bottom)
. EYFP expression was present in layer V/IV PFC neurons and their apical dendrites, PFC axon terminals in Thal, and the soma of Thal neurons (bottom). B) Detailed schematic for nCLASP system (top). This protocol was used to deliver light pulses to Thal at the trough of IL 3-7Hz oscillations (bottom). Histogram shows the IL phase distribution at which gamma pulses were initiated during a TST session. Phase coupling of gamma burst light pulses was quantified using the Rayleigh test where Z = -log(P) (bottom left). IL and Thal evoked activity during nCLASP stimulation. C) Effects of nCLASP stimulation on OFT and TST-behavior (P<0.01 for comparison of blue and yellow light stimulation groups using RMANOVA for TST-behavior; red bars on the x-xais highlight time points where P<0.05 for posthoc testing using unpaired t-test; data shown as mean±SEM). Mean TST-activity was quantified as mVolts/gram mouse. D-E) Effects of two open loop stimulation protocols on OFT and TST-behavior (**P<0.01, *P<0.05 for comparison of total activity across groups using students t-test; N=6-8 mice/group. 
Dynamically-Timed Stimulation of Corticolimbic Circuitry Activates a Stress-Compensatory Pathway
Supplemental Information
Supplemental Methods Electrode Implantation Surgery
At an age of 4-9 months, WT and Clock-Δ19 mice (N = 27) were anesthetized with isoflurane ML, 1.8 to -2.38mm DV), though these brain areas were not analyzed as part of this study. Implanted electrodes were anchored to ground screws above anterior cranium and cerebellum using dental acrylic (1) . Experiments were initiated following a 4-6 week recovery. All recording sites were confirmed histologically at the conclusion of experiments.
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Generating OF and TST behavioral activity traces
Video was acquired at 50 frames per second. Spatial coordinates were extracted for each video frame, and the instantaneous velocity for each frame was then calculated based on the distance animals traveled during the 180ms window surrounding each video frame. A continuous velocity trace was then generated under the assumption that acceleration was constant between successive video frames. TST activity was smoothed over a 100ms window with 1ms step. All data were averaged across 1s second windows for the LFP power and coherence analysis, or 50ms bins for the unit analysis.
Construction of peri-event time histograms
Movement onset was characterized by 500ms of activity below the movement threshold followed by a 250ms interval in which the first activity measure and the 99% confidence of the remaining interval was above the movement threshold. Similarly, movement offset was characterized by 500ms of activity below the movement threshold preceded by a 250ms interval in which the last activity measure and the 99% confidence of the remaining interval was above the movement threshold.
Note that these data were not used for the main neural analysis presented in the manuscript.
Modeling spike-behavioral activity relationship
TST and open field test behavioral traces were centered and standardized for each recording session prior to spike analysis. To apply our linear decoder, spiking data were separated into 50ms bins.
represents the value of the behavior trace at time t and represents the number of spike counts for a single unit at time t. The data is split into 30 contiguous time segments, and 15 time segments are chosen at random for each neuron to train the parameters, and the remaining 15 time segments are used as a validation set.
The model uses a linear relationship to predict the behavior trace from the spiking data. Letting represent the parameters, and represent additive Gaussian noise, the model is written as:
The algorithm maximizes the penalized log-likelihood (which corresponds to the maximum a posterior (MAP) solution of a Bayesian model with priors ~(0,
2
) and ~(0, 2 )), which corresponds to minimizing:
L was set to correspond to 500ms. The hyperparameter is chosen individually for each spike train by using cross-validation on the training set, and performance is evaluated by calculating the reduction in fractional error (RFE) in the prediction of the hold-out behavior trace. Fractional error is normalized Mean Squared Error, and is defined as
An RFE greater than 0 corresponds to a positive predictive relationship on the previous unseen hold-out time series data. These methods are standard in the literature, and similar to the model in Paninski et al.
(2). The implementation details and extensions have been previously published (3) . The effect of stress exposure on neuronal response profiles (e.g. portion of recorded neurons with RFE greater than zero) was analyzed across testing sessions using a G-test with a Williams' correction.
LFP oscillatory power and cross-area coherence
Signals recorded from all of the implanted microwires were used for analysis. Using MATLAB (The MathWorks, Inc., Natick, MA), a sliding Fourier transform with Hamming window was applied to the LFP signal using a 1 second window and a 1 second step. Frequencies were analyzed with a resolution of 1Hz.
The LFP oscillatory power values used for analysis were then assigned as the mean power observed across all of the LFP channels for a given brain area. LFP cross-structural coherence was calculated from each cross area microwire LFP pairs using magnitude-squared coherence
where coherence is a function of the power spectral densities (Psd) of A and B, and their cross-spectral densities. These calculated coherence values were then averaged across all of the microwire pairs recorded from a given pair of brain areas. This final coherence value was used for analysis. One Clock-Δ19 mouse exhibited poor neurophysiological signal quality from wires implanted in AMY. This animal was excluded from the LFP data analysis. For the other animals, data were imputed for 1s activity bins that exhibited LFP signal saturation (0.59±0.1% of the total time points recorded; e.g. an average of 3.6 seconds per animal for the 600s TST recording session). Finally, all data were averaged within each session.
Optogenetic viral infection surgeries
At an age of ten-twelve weeks, BALB/cJ mice were anesthetized with isoflurane, placed in a stereotaxic device, and injected with AAV2-EF1a-mCherry-IRES-WGA-Cre (WGA-Cre) based on stereotaxic coordinates measured from bregma at the skull (IL: 1.70mm AP, 0.72mm ML, -2.03mm DV at a 10⁰ angle).
Mice were also injected with pAAV2-Ef1a -DIO-ChETA-EYFP (DIO-ChETA) based on stereotaxic coordinates measured from bregma (Thal: -1.58mm AP, 0.50mm ML, -2.88 DV at a 10⁰ angle). A total of 0.6 µL of each virus was delivered unilaterally at each injection site over five minutes using a 5µL Hamilton syringe. These viruses were obtained from the UNC Gene Therapy Center (Chapel Hill, NC; courtesy of K. Deisseroth). Ten of these animals were also implanted with optic fibers to target Thal based on stereotaxic coordinates measured from bregma (fiber tip placement: 1.58AP, 0.5mm ML, -2.38mm DV). The remaining animals were allowed to recover at least 3 week prior to implantation of the microwire optrode construction. The 
Immunohistochemistry for optogenetic studies
Immunostaining and confocal imaging were performed as previously described (5) 
Determination of LFP cross frequency phase coupling (CFPC)
LFPs were filtered using 3 rd order Butterworth bandpass filters designed to isolate 0.5 to 9.5Hz IL oscillations (in 1Hz increments for phase analysis) and 15 to 70Hz Thal oscillations (in 5Hz increments for amplitude analysis). The instantaneous amplitude and phase of the filtered LFPs were then determined using the Hilbert transform, and the Modulation index was calculated using the MATLAB code provided After determining the optimal bands for phase-amplitude coupling, IL LFPs were filtered using 3 rd order Butterworth bandpass filters designed to isolate 3 to 7Hz oscillations, and Thal LFPs were filtered to isolate 30 to 70Hz oscillations. The instantaneous amplitude and phase of these filtered LFPs were then determined using a Hilbert transform. Since limbic cross-frequency phase coupling is strongly affected by movement (7), only LFP data extracted from TST intervals in which animals were immobile were used for CFPC analysis. Modulation index values were calculated for half of the microwire IL-Thal pairs, and data were averaged across these LFP pairs for each session.
Extraction of real-time LFP phase
Online LFP activity was sampled from infralimbic cortex at 10kHz and captured in a 500ms sliding window. This sliding LFP window was updated with real time activity every 15 milliseconds, and a 2 nd order Butterworth band pass filter designed to isolated activity in the 3-7Hz range was applied to the updated 500ms LFP sample. A Hilbert transform was applied to the last 100ms of this sliding LFP window, and the phase at the 500 th time point (corresponding to LFP activity 50ms in the past) was extracted. This procedure was repeated every 15 milliseconds, until four time points corresponding to the four previous inflection points in the LFP were extracted. Each subsequent inflection point measured in real time that
exhibited a decreasing slope (i.e. points corresponding to peaks in the filtered LFP) set the arbitrary function generator to the on-state as described below.
Gamma-burst optogenetic stimulation
An arbitrary function generator (Agilent Technologies, 33210A) was set to the arbitrary waveform mode, with the stimulus signal calibrated to generate three 5ms pulses with an inter-pulse-interval of 
Directionality of LFP interactions
Directionality was inferred from LFP pairs based on the cross-correlation of instantaneous phases of oscillations at temporal lags (8, 9) . Similar approaches based on instantaneous amplitude correlations have been described in the literature (10) . Briefly, LFP data acquired during the TST were filtered using Butterworth bandpass filters designed to isolate LFP oscillations within a 2 Hz window using a 1Hz step (2-12Hz). The instantaneous phase of the filtered LFPs were then determined using the Hilbert transform, and the instantaneous phase offset (φRegion1 -φRegion2)t was calculated for the LFP time series. distribution at a single angle/phase) was then calculated (8) . Next, we introduced temporal shifts ranging from -250ms to 250ms in 2ms increments into one of the LFP phase time series, and recalculated the MRL at each temporal offset. The temporal offset that yielded the optimal phase coupling was determined for each frequency band as the offset at which the highest MRL value was observed. Results were averaged across channels from the same brain area pairs for each animal. We also calculated directionality for the coherence measures retained in the Electome model using this approach. We calculated the 95% confidence interval for the optimal temporal offset of each LFP pair and frequency bin across animals. A frequency and brain area pair was deemed to exhibit significant directionality if the 95% confidence interval for the groups did not overlap with zero on either testing day (N = 14 WT mice). This approach has been previously utilized to quantify directionality across limbic neural circuits (8, 9) . All data in the text are presented as mean±SEM unless otherwise specified. 
