Abstract-This paper addresses the problem of optimizing logistic processes that can be modeled as a birth-and-death process. A fuzzy decision making algorithm is proposed to assign components to orders, which is a common task in a large number of logistic processes. The dynamic assignment of components to orders is the key issue in optimizing logistic processes. This paper proposes several criteria for this optimization. These criteria are combined using weighted fuzzy aggregation in a fuzzy decision making environment. First, a simple but illustrative example shows that the proposed techniques can be applied with good results to this type of processes. Then, the proposed method is applied to a real-world logistic process at Fujitsu-Siemens Computers.
I. INTRODUCTION
R ECENTLY, the analysis and control of logistic chains have been playing an increasing role in route planning, information distribution, and, last but not least, manufacturing and delivering of goods. A theoretical framework for logistics is the queuing theory, which describes both the so-called birth-anddeath processes and the broad field of operations research. Slats [1] describes the modeling of logistic chains by a set of OR models that analyze the local performance of logistic subprocesses. The paper deals further with bottleneck analysis and the improvement of customer service. The optimal control of birth-and-death processes for an airline application is described in [2] , where a general model for the reservation acceptance rates (birth process) and the cancellation rates (death process) is developed. Kokubugata [3] describes the vehicle routing and the delivery routing planning for goods distribution using neural nets. The total travel time of fleets and the allocation of goods among them are both subjected to optimization. In [4] , the mathematical problem of modeling birth-and-death processes with priority queues is discussed. The evaluation of logistics performance and the combination of different criteria using fuzzy logic are presented in [5] . The goal is to improve the overall performance of the total logistic process. More recently, the application of multiagent control to queuing processes have been developed [6] . The manufacturing of goods and their distribution to clients poses the problem of delivering the goods in time and simultaneously minimizing the stocks in the companies. In the past, goods were produced, stored, and then delivered on demand. Nowadays, a large number of companies do not have stocks. They receive orders from the clients, buy components from external suppliers, collect the components in special places (virtual stocks, e.g., airports), and then deliver the orders to the clients. Generally, each client indicates the required date to receive an order (the desired delivery date), and the company must offer an estimated delivery date to the delivery of such order. The main objective is to deliver the orders on the desired date indicated by the client. This just-in-time (JIT) strategy suffers from two major problems.
1) Prediction-The client proposes a desired date, which should be the delivery date. Hence, this date must be accurately predicted in order to ensure that the desired date proposed by the client is possible to be accomplished. However, the existing prediction methods often fail. 2) Scheduling-In order to deliver the orders on the correct day, and since there are no stocks, it should be possible to exchange components between different orders, such that the order delivery is accelerated. Note that this rescheduling requires a dynamic optimization algorithm, which is often not available in a large number of companies. Therefore, an appropriate strategy has to be developed that is able to cope with these different aspects. Several methods have been applied for handling the incoming orders while controlling and maximizing the death rates of logistic processes. The most common and easy to implement scheduling process is to preassign the components to the orders. In this strategy, when the components from an order are purchased, they are assigned to that specific order and thus can not be used by any other order.
This scheduling strategy discovered to perform poorly, because it does not allow a redistribution of components by the orders. Therefore, we focus here on a dynamic assignment strategy, which allows the exchange of components between orders, and to optimize the process. This method includes an ordering (sorting) of the orders. The components are then distributed according to the sorting until all the components are assigned or all the orders are fulfilled. The easiest way to sort the orders is to use the first-in, first-served principle (FIFS), where the first incoming orders are delivered first. This method, however, does not account for important aspects of the orders, e.g. the actual and desired delivery times, and the priority of the orders. Therefore, this paper proposes several ordering principles, which are the following: ordering by desired delivery times, ordering by priority, and the combination of previous ordering criteria.
The combination of criteria can be highly advantageous since each ordering principle fulfills only one particular aspect of the logistic process. Thus, a (weighted) combination of the ordering principles may be helpful. This papers proposes the combination of the ordering principles using fuzzy decision making in a fuzzy optimization framework.
The paper is organized as follows. Section II presents first the modeling of the logistic process as a birth-and-death process, followed by a global description of logistic processes. Section III describes the decision making and control strategies applied to logistic processes. Several methods for sorting the orders are proposed. Then, Section IV proposes a fuzzy decision making strategy for the optimal combination of ordering principles in a fuzzy optimization framework. Section V presents first the application of the proposed method to a simulation example, which is a simplified version of a (real-world) logistic process at Fujitsu-Siemens Computers and, second, the application to the real-world logistic process. This section presents also the analysis of the obtained results. Finally, Section VI concludes the paper and gives the main lines for future work.
II. GENERAL PROCESS DESCRIPTION

A. Modeling the Logistic Process as a Birth-and-Death Process
Logistic processes can be described by graphs, flow charts, diagrams, and in many other ways. One way of describing this type of processes analytically is to formulate them as birth-anddeath processes. The interpretation of a logistic process as a birth-and-death or queuing process is important because it opens the way to build analytical models of the process and its sub-processes for process analysis and prediction. The analytical description of a birth-and-death process is presented by the following simple example.
Assume that a company produces types of commodities (e.g. computers) and, further, that there are an unknown number of customers, who can order different numbers of each type of commodity. For example, some customers may order a number of computers of type 1, and other customers may order another number of computers of type 2, and so on. Each computer needs for its production different components, and some of them may be used for both types of computers. Let both the stream of demands by the customers and the times for handling the orders (service times) by the company be exponentially distributed. Furthermore, for simplicity we assume that a customer orders only one piece (component) of a special type of commodity. We also assume that at a time instant the change in the number of demands is 0 or 1.
Let the time difference between two demands be defined as . Further, let the difference between the stops of orders be . The corresponding probability functions for , are given by (1) respectively. The parameters and are the common statistical parameters in exponential processes. According to Wolff [7] , this type of stochastic processes can be modeled by a homogeneous Markov process. Since demands are stochastically "born" and the corresponding handling of orders "die out," the process can be modeled by a so-called birth-and-death process. A common notation for such a process is where means that is the Poisson interarrival process, is the exponential service process, and is the number of servers. Let us further assume that the capacity of the queue is practically unlimited.
When the process is divided into subprocesses, each of which belonging to a special type of commodity, one obtains different Markov processes with their corresponding graphs (see Fig. 1 ). Each subprocess , with , has states that denote " active orders of commodity type ." In the following, we assume that the birth and death rates and , respectively, are constant and independent of the states . The differential equations for the probabilities of the occurrence of the states are defined as (2) where for each type , the rates and are, in general, different.
is the probability to have orders of a commodity type in the queue at time . Moreover, is the change in the probability at time . The arrival process or birth process, can generally be described by an exponential distribution which is used to model the probability of an event occurring within a given time interval . The exponential distribution is given by (3) where is the random variable and is the birth rate. Equation (3) represents a distribution that shows how likely is that an order occurs within a time interval [8] . An arrival process can also be described by a Poisson distribution. This discrete probabilistic distribution is normally used to model the number of events occurring within a given time interval. In the present case, it describes the number of orders entering the system within a time interval . The Poisson distribution is given by (4) where is the random variable (number of orders in the logistic process) and is the parameter that indicates the probability of this event to occur within a certain time interval . Recall that in Poisson distributions is equal to the mean and the variance of the distribution.
The exponential distribution is generally used to model the service process, which is also called death process. This is a continuous distribution given by (5) where is the service rate (death rate) of the process. This distribution shows how likely an order is to be finished within a time interval
, and accounts for the time interval needed for a certain event to occur [8] . The random variable is memoryless, which means that the number of orders delivered by the system does not depend on how many orders are still in the system. In order to study the service process, it is necessary to know how long an order remains in the system. Here, this variable is called the system delay. The fact that the number of days delayed does not depend on how many days an order has already been in the system shows the memoryless effect of the exponential distribution. We consider that the service time in the system follows an exponential distribution, which is valid for a large number of logistic processes of the type under study. The parameter is the mean of the exponential distribution of the service time, which is normally independent of the queue discipline selecting the order in which the customers are served. Queue disciplines can be e.g., FIFS, different priority rules or service in random order (SIRO).
B. Description of a Logistic Process
A logistic system with "virtual" stocks can generally be described as a five step process: 1) Order arrival-Clients request an order from the company. 2) Component request-Logistic system orders the material from external suppliers. 3) Component arrival-External suppliers deliver the material to the component stock. 4) Component assignment-System chooses from the orders that are waiting to be processed (order stock list), which ones can be fulfilled using the available components in the component stock list. 5) Order delivery-Deliver the order to the client. Fig. 2 presents a schematic representation of a logistic process, which can be described in probabilistic terms. In fact, the birth process of the system (arrival of new orders in a certain period of time) and the death process (delivery of orders per unit of time, or the time it took them to be processed), have been theoretically analyzed using the classical theory of queuing processes, see Section II-A. For the process being studied, this theory asserts the Poisson (and exponential depending on the perspective where the process is being looked at) distribution for the model of the birth process, and the exponential distribution to model the death process, see Fig. 2 . The five steps of the process are described in more detail in the following:
1) Order Arrival: The company delivers products, which can be seen as a collection of components. Whatever the type of product needed by the client is, it is called an order. An order is a set of one or more different items, called generally the components.
When an order is submitted to the system, it must contain a desired delivery date, which is the date required by the client for the order to be delivered. The system should offer an estimated delivery date, which is the predicted date for the order delivery.
2) Component Request: When an order has been accepted by the logistic system, the different components must be requested from the suppliers. Each component is characterized by a certain quantity. Requesting the components consists of making a purchase list with the types of components and their quantities, so that the external suppliers can deliver the components.
3) Component Arrival: Each component takes some time be delivered to the logistic system. This time is called the supplier delay and accounts for the necessary time for the supplier to deliver the demanded components. After this time, the component is delivered to the so-called cross-docking places [9] , e.g., airports. A component stock list is built at these places, which contains the available components and their quantity.
4) Component Assignment:
All the components have to be delivered to the docking places, but usually the components are not all available at the same time. For this reason, the orders have to wait for all required components to be available. This waiting list is called the order stock list. Each order has its own desired delivery date. Since the components are available at different instants in time, the decision process has to decide which orders are going to be delivered, taking into account if their components are already available. This is usually done once per day. This process consists of examining the component stock list, comparing it to the order stock, and making a decision based on some optimization routine.
5) Order Delivery:
After the decision process has decided which orders are going to be delivered, a transporting facility picks up the components at the docking places and delivers the order to the client on the actual delivery date. Note that this delivery process may include some assembly processes at the costumer.
III. DECISION MAKING AND CONTROL STRATEGY
In general, a queuing system consists of a buffer or a queue and a service station (see Fig. 3 ). Each type of order arrives with an interarrival rate , and is handled at the service station with a service rate . The orders leave the system with the interdeparture rate . The process is said to be stable if for large times , the service rate is greater than the interarrival rate:
. In this case the interdeparture rate of the process is equal to the interarrival rate , independently of the service rate :
. It can further be shown that not only the rates but also the distributions of the interdeparture and the interarrival processes are equal if the service distribution is exponential [8] . A central formula of queuing theory is Little's Law that gives the relationship between the average number of customers in the system , the interarrival rate , and the average time a customer stays in the system
Little's Law is valid for all kinds of queuing processes. The average number of customers in an M/M/1 system is given by (7) where denotes the utilization or traffic intensity. This means that the average number of customers in a system for orders of type is determined only by the utilization , if there is no connection to any other order . A change of the queue discipline within a particular queue does neither change the average number of customers nor their average waiting time in the queue. However, the distribution and, with this, the variance of the waiting time of customers in the queue can be influenced by an appropriate choice of the queue discipline. The individual service rates can be increased if it is possible to exchange information, services, or components between the particular queuing systems. This may cause a drop of waiting times and a decrease of numbers of customers in the queues.
The component assignment is the key issue of the logistic process discussed here. In fact, all the other parts of the process can hardly be influenced by the company. The decision making and control strategy must optimize the assignment of components to orders at each day. Therefore, this paper does not apply the pre-assignment of components to orders, using instead dynamic assignment strategies. It has to be emphasized that only the service rates can be changed by some decision making or control strategy since the arrival rates are assumed to be influenced by the customers only. Therefore, the service rates play the role of a control variable.
The control goal is to generate particular service rates by some decision-making or control process, using external information like desired times (or service rates) or special priorities of the individual orders. In addition, internal information such as actual probabilities, service rates or amounts of stocks, are used for controlling the subprocesses and the total process as well. This is reflected in the block scheme of the closed loop process presented in Fig. 4 , where is the time for an order of type to appear and is the desired time for handling the order. Note that the decision making and control system can use either open or closed-loop strategies to influence the service rates . An open-loop strategy does not deal with the actual states of the process, considering only variables as the desired delivery dates or priorities of orders. Closed-loop strategies sort the orders by using some feedback information, as e.g. the actual service rate for a certain type of orders.
The dynamic assignment of orders allows the exchange of components between the types of orders via a common virtual stock for each type of component, controlling then the service rates , which requires that the orders are sorted. A simple control strategy is achieved by the FIFS principle, where the first incoming orders are delivered first. Note that this method however does not take into account important aspects of the orders, e.g., the actual and desired delivery times, and the priority of the orders. Hence, this paper proposes several ordering principles based on these important characteristics, which are listed below.
1) Ordering by desired delivery times-orders are sorted by the desired delivery time. The orders with earlier desired dates are delivered first. 2) Ordering by priority-orders are delivered by priorities, which can be associated with profit of a certain order, priority of clients, etc. In general, priorities might be fixed or might be dynamically computed using the principles described above, combinations of these, or other orderspecified parameters. Orders with higher priorities are delivered first. In this paper we will consider that the priorities are related to the profit and to the type of clients.
3) Ordering by the combination of different criteria-orders
are delivered by a (weighted) combination of the two criteria described previously. Note that the combination of criteria can be highly advantageous since each ordering principle tackles only a particular aspect of the logistic process. This paper proposes the combination of the ordering principles using fuzzy decision making in a fuzzy optimization framework. The next sections describe the ordering principles in more detail.
A. Ordering by Desired Delivery Times
This method uses the desired delivery times for each order and sorts them by ascending order. The order with the oldest delivery time is the first in the list. The components in the stock are subsequently assigned to the orders in this list, starting from the first list entry.
B. Ordering by Priority
The JIT procedure is known to reduce stocks in order to increase the profit of a company. This philosophy intends also to maximize the satisfaction of the clients. One aspect that is often not considered is the importance of the orders. This means that some orders can have priority over others. An example of an important order is one with a large number of components required by a very important client. This order should have priority over others, because not only the order is big and the profit associated with it is large, but also the client should be very satisfied in order to assure possible future orders. Note that it is likely that the company may have to delay less important orders slightly, in order to satisfy more important ones.
Considering that the other clients would not be unsatisfied, priorities of orders can increase global satisfaction of clients, but also the actual and future profits of the company. Moreover, taking account for the priority of a certain client to predict the delivery date of a certain order, it is possible to predict delivery dates more accurately. This procedure avoids the unsatisfaction of less prior clients. Consider the example of the large order described before. Suppose that delivering this large order on the desired day would delay some nonpriority order for some time; one day for instance. When orders with less priority enter the logistic system, it is possible to increase the predicted delivery day by one unit (e.g. one day). Let now one of these orders with less priority have ten days of estimated delivery date, but because some of their components were addressed to another order with high priority, this order will be finished only after 11 days. If this extra day would be taken into account from the beginning, it would be possible to set an estimated delivery of 11 days, and the client would be more satisfied because the company could predict better the delivery time. We are presupposing that a client with a small size order would generally not care if the order takes ten or 11 days to be delivered. Therefore, when a company predicts 11 days to deliver an order, and this is delivered after ten or 11 days, the satisfaction of the client is very high in both cases. On the other hand, when the company predicts that a certain order would take ten days to be satisfied, and actually it takes 11 days to be delivered, the client would not be completely satisfied. Hence, including priority of orders and using this information to predict more accurately the delivery dates will increase the profit of the company and the global satisfaction of all the clients.
An important aspect is how to define the priority of orders. The priority might be determined from the profit, the size of the order (i.e. the larger the number of components, the more important the order) or the importance of the client (i.e. the client is a regular client or just a casual one). These or other criteria are not necessarily independent. For example, the size of an order in terms of components is most of the times related to profit: the larger the order, the more profit it provides. This paper uses a fuzzy priority index between zero and one, where one stands for the orders with the highest priority, and zero stands for the orders with the lowest priority. The value zero, however, should be avoided, not only due to the negative connotation (could mean that the order/client is not important at all, which is never the case) but also due to possible numerical problems when combining the priority criterion with others.
In mathematical terms it is easy to implement the priority index, but in practical examples it can be difficult to assign a priority index to a certain order. One possibility is to simplify the process by allowing only a limited range of priorities. An example could be to assign one of the following four possible priority levels: 1) highest priority order; 2) very important order; 3) important order; 4) regular order.
These four cases can correspond e.g. to the priorities of 1, 0.7, 0.4, and 0.1, respectively. The assignment of priorities to the orders is made by somebody receiving orders (man or machine), which decides based on criteria such as the size of the order, importance of the client, etc. This paper will not expand more on this, because this is clearly dependent on the policy of the company running the logistic process. However, it is important that the values cover as much as possible the interval [0,1], as in the example. The value 0 is avoided for the reasons presented previously. The priority criterion in this paper can incorporate several aspects related to priority, e.g., profit and importance of clients, which keeps the priority index very general.
C. Ordering by the Combination of Different Criteria
Different criteria can be taken into account to optimize the described logistic process. However, it is clear that two of the most important criteria are the estimated delivery times (which can be seen as the desired dates) described in Section III-A and the priority of the orders presented in Section III-B. Accomplishing the desired dates will increase the satisfaction of the clients, which is clearly good for the company in terms of its external image and perspectives of increasing the number of orders in the future. On the other hand, it is known that with the JIT strategy, the only possibility for optimizing the logistic process of assigning components to orders is to reschedule this assignment. This re-scheduling will imply that some orders might take longer to be satisfied than others of the same type. In principle this is not negative, because different clients can have different desired delivery dates.
The two criteria described before are both important. Hence, it is necessary to combine the possible criteria in order to decide which orders should be satisfied first. Normally, it is not possible to optimize all criteria at the same time, so a compromise between them is desirable. Therefore, this optimization problem should be characterized by some flexibility in the criteria. Fuzzy sets have proven to be a suitable tool to solve this type of optimization problems. Thus, fuzzy set theory provides ways of representing and dealing with flexible or soft criteria.
Various fuzzy optimization methods have been proposed in the literature to deal with different aspects of soft constraints. In one formulation of fuzzy optimization due to Zimmermann [10] , concepts from Bellman and Zadeh's model of fuzzy decision making [11] are used for formulating the fuzzy optimization problem. In this formulation, fuzzy sets represent both the problem goals and the soft constraints. Generally, goals and constraints can be defined in the same way as criteria. In the logistic problem studied in this paper, we want to minimize the number of orders delayed, and at the same time satisfy the priority of the orders. Recently, Zimmermann's fuzzy optimization framework was extended with weighted aggregation of the objectives and the constraints [12] , [13] . In this framework, which is the one used in this paper, the trade-off amongst the objectives and various constraints can be influenced by changing the associated weight factors. Moreover, weighted extensions of fuzzy t-norm operators can be used for the aggregation.
IV. FUZZY OPTIMIZATION
Fuzzy optimization is the term used for techniques that formulate optimization problems with flexible, approximate or uncertain criteria by using fuzzy sets. Fuzzy sets can be used to represent flexibility in the goals and in the constraints. Hence, the criteria normally assumed to be crisp, are now assumed to have some flexibility, which can be exploited for improving the optimization objective.
The general formulation of fuzzy optimization in the presence of flexible goals and constraints is given by fuzzy maximize subject to (8) where the sign denotes a fuzzy satisfaction of the constraints, and denotes that can be satisfied to a degree smaller than 1. The fuzzy maximization corresponds to achieving the highest possible aspiration level for the goals to , given the fuzzy constraints of the problem. This optimization problem can be solved by using the approach of Bellman and Zadeh to fuzzy decision making [11] .
Consider a decision making problem, like the logistic problem in this paper, where the decision alternatives are . In the logistic process, corresponds to a certain assignment of components to the orders. A fuzzy goal , is a fuzzy subset of . Similarly, a number of fuzzy constraints , can be defined as fuzzy subsets of . Goals and constraints can be treated as criteria , with , and is the total number of criteria. The membership function of a criterion is defined as , with : , and it indicates the degree of satisfaction of the decision criterion (goal or constraint) by the decision alternative . According to Bellman and Zadeh's fuzzy decision making model, the fuzzy decision is defined as the confluence of the fuzzy goals and constraints, which is translated as the confluence of fuzzy criteria (9) where denotes an aggregation operator for fuzzy sets. Since the goals and the constraints must be satisfied simultaneously, Bellman and Zadeh proposed to use an intersection operator, i.e. a fuzzy t-norm for the aggregation. The optimal decision alternative is then the argument that maximizes the fuzzy decision, i.e., (10) This symmetric model is not always the most appropriate, however, since the aggregation of the goals and the constraints may have different requirements. Often, some trade-off amongst the goals is allowed or may even be desirable. The aspiration level for some goals may then be unreachable. This situation can be avoided if compensation amongst the goals is allowed. This compensation can be done by aggregating the goals using averaging operators [14] . In this context, the importance of different criteria is taken into account by using weighted fuzzy aggregation.
A. Weighted Fuzzy Aggregation
Weighted aggregation has been used quite extensively especially in fuzzy decision making, where the weights are used to represent the relative importance that the decision maker attaches to different decision criteria. Almost always an averaging operator has been used for the weighted aggregation, such as the generalized means [15] and [16] , fuzzy integrals [17] or the ordered weighted average (OWA) operators [18] . Consequently, the weighted aggregation of fuzzy sets has been studied with averaging type of operators. The generalized means extend naturally to weighted equivalents. The weighted generalized mean operator has been used in many fields, and it has been studied in the context of fuzzy set aggregation in [15] and [19] . This paper applies the generalized means to aggregate the several criteria in the logistic process. Conjunctive aggregation operators have also been used, but they lead to less good results. The confluence of the criteria using the weighted generalized mean is defined as (11) for any . The weight vector is defined as and satisfies (12) 
B. Fuzzy Combination of Ordering Strategies
The logistic process can be seen as a fuzzy optimization problem when the problem is formulated as follows. At each time period the optimization algorithm computes a fuzzy index (membership grade) for each order. The membership grades are sorted, and the order with the highest membership grade is the first to be served, and so on. Serving an order means to assign the components to the orders and deliver them when all the necessary components are available.
The index combining the several criteria is computed for each order using the weighted generalized mean given in Eq. (11). This paper uses , which is the arithmetic mean, in order to allow the compensation between criteria. Other aggregation criteria can be used, but the arithmetic mean has been shown to be the best for the examples of logistic processes described in Section V. Let the two criteria defined in Sections III-A and III-B be and , respectively, i.e., is the desired delivery date and is the priority. The weighted aggregation of and is given by (13) where are the orders. The result of this weighted aggregation gives a membership grade for each order. At a certain time period there is an available amount of stock for each component, which is then distributed according to the orders following the sorting of their membership grades. Note that only the orders that can get all the components will be delivered. When an order does not have all the necessary components available, it just waits for the next day without reserving any components. The result of this strategy is discussed in the examples presented in the following section.
C. Performance Indexes for Logistic Processes
In general, decision systems with some dynamics present a general difficulty in defining the overall performance index based on the local performance indexes at each time step. In this paper, we will consider that the overall performance index is maximized when the local performance indexes are also maximized. For the logistic applications presented in this paper, from the available information (what happened in the past), the best parameters are computed and applied to the forthcoming orders. This method is valid when the distribution of orders with respect to time is uniform. In a general way, this assumption is valid both for the simulation example and for the real-world example, presented both in Section V. However, it is not possible to assure that the number of orders arriving at each day will be uniform in the future. We can only assume that this will be the case. Therefore, the techniques developed in this paper can only be applied to processes where the distribution of orders with respect to time is, somehow, uniform.
The definition of performance indexes for logistic processes is known to be a hard problem [5] . In fact, it is important to define which criteria are important, and the way they can influence the final score of a given goal. This paper has defined two criteria to be accomplished by the fuzzy optimization. Therefore, an index for each criterion is defined here. Further, an index defined the overall performance of the logistic system is desired. This index must combine the desired delivery time with the priority of a certain order.
Therefore, this paper proposes three indexes to evaluate the obtained results. First, let be an index for the total number of orders that are delayed. An index without dimensions is desirable since it can be compared to other application examples. This paper, for instance, presents results from a simulation and from a real-world logistic process. Let the number of delayed orders be . The index of delayed orders is defined as total number of orders (14) Secondly, we define an index that indicates the influence of a priority on the logistic process. Let be a priority threshold, with . The index is defined as the number of orders with priority bigger than that are delayed.
number of orders delayed with priority (15) Finally, an index reflecting the combination of both criteria desired deliver time , and priority must also be defined. The easiest way is to define the following combination index : (16) where is the membership grade of criterion (priority of orders) for the order , and is the number of days that the order is delayed. The sum is then normalized by the sum of all delayed orders . This normalization allows the comparison of different logistic processes.
V. EXAMPLES OF APPLICATION
A. Simulation Example
Logistic processes are generally quite different from each other. However, based on a real-life example, first we constructed a simulated example that is representative for a large number of logistic systems. This simulated example is quite simple, but complex enough to draw some conclusions on the scheduling and optimization methods proposed in this paper. Next we applied the proposed optimization scheme to the real logistic process.
1) Logistic Process:
Considering the description of the system described in Section II, the number of orders arriving each day is a Poisson distribution around . In this example . The example uses three different types of components. Each type of component has a different delivery delay. Let , and be the number of days necessary to receive the components. We choose , , and . These numbers are fixed to simplify the process, but a random distribution around these numbers could also be considered.
In general, companies have standard types of orders, which diminishes largely the cost of the final product. Products like cars or computers usually have standard versions. Most companies allow small changes to these standard versions, but the client accepts to pay a little more to include these modifications. Our example considers six different types of orders, which consist of various combinations of the possible components, in terms of type and number. We define the order types , with as the following: 1) : seven components ; 2) : five components ;
3) : three components ; 4) : two components and two components ; 5) : five components and five components ; 6) : two components , two components and two components . Note that the six different types of orders are quite different concerning the number of component types and number of components of the same type in the order. This choice allows us to test the system for a large range of different order types. When a new order is generated, it has the same probability (1/6) of belonging to one of the six proposed types. Therefore, the number of each type of order after a large period of simulation is expected to be approximately the same.
Each order has a desired delivery date. This desired date is generated as an exponential random number, see (3), with
. A good distribution of components to orders should be able to assure that most of the orders are delivered on time, because this parameter is equal to the maximum delivery type of all the components (which is for our system). The simulation considers that the orders are delivered immediately when the components are available.
Each order has its own priority. The priority is implemented as a uniform distribution in the interval [0,1] (see Section III-B for details). A practical implementation of priority indexes can be both a fixed number of alternatives or an interval. In this example we decided to maintain the unit interval in order to keep the example as general as possible. It is however, very simple to implement only a fixed number of priority values, which can be chosen randomly for simulation purposes. The probability of each priority alternative can also be readily predefined.
The simulation runs for a fixed number of days (200 in this example). At each day the system adds the components arriving at that day to the components that are in the stock (which is empty at the beginning of the simulation, and ideally should also be empty at the end of each day). These components are then distributed according to the orders following the optimization algorithm described in Section IV-B at each day. This example uses the two criteria defined in Sections III-A and III-B, which are -accomplishment of desired delivery dates and -accomplishment of priority orders first, respectively. Considering that the sum of the weights must be equal to one, as defined in (12) , the weighted aggregation in (13) can be simplified by defining a parameter (and consequently ). In this example, the aggregation of criteria is then given by (17) Thus, the goal of the logistic system is to satisfy the desired dates taking into account the priority of the orders. As the two criteria are hard to achieve simultaneously, compensation between them is allowed by using an averaging operator. The next section presents the obtained results. Note that the criterion is already a number in the interval [0,1], but criterion has to be computed as a membership grade. Fig. 5 presents the membership function proposed for the desired delivery dates. The number of delayed days is the actual date minus the desired delivery date. The membership value is very small before the desired day, reaching the value 0.1 when the actual day is the desired delivery day. The function is exponential for negative numbers. Between zero and ten the membership function grows linearly to 1, and it remains constant then. This means that any order that it is already ten days delayed should be delivered immediately. This membership function is analytically described as if if if (18) where is a constant ( in this example). A simulation using only the criterion was performed, and the results using this membership function and using the number of delayed days directly were compared. These results were exactly the same, which validates the proposed membership function. Note that this membership function is important to fuzzify the criterion . Moreover, this membership function is important to combine the fuzzy criteria, which could not be performed if the number of delayed days were used directly.
2) Simulation Results: The optimization procedure described in the previous section was applied to several combinations of the two criteria and using various values of the weight . The weighted arithmetic mean described in (17) requires the setup of the weight . Several values have been tested for this parameter. The logistic problem is a hard problem for which to define performance indexes, as discussed in Section IV-C. However, the histogram of occurrence of orders with respect to the delayed days gives a general view of the whole process. The ideal histogram would be a single bar with all the orders with zero delay. The results of the proposed optimization for different values of is depicted in Fig. 6 . Note that for only the desired delivery dates are considered, and for only the priority of the order is taken into account. The other histogram presents a compromise between the two criteria. The figure shows clearly that considering only the priority of orders would increase the number of delayed and anticipated orders. This result can be expected, as the desired date is not included in the performance index shown in the histograms, and a relative large number of orders can be delayed. The histogram for presents what at a first glance seems to be the best behavior. It can be seen that as decreases, the number of anticipated and delayed orders also increases. However, the histograms in Fig. 6 show just the relation of the orders to the desired delivery days, but they do not contain any information regarding the priority of the orders. Therefore, we present now in Fig. 7 the histograms for the prior orders, i.e. orders with priority index bigger than 0.8. It is clear that when the priority index is higher, less prior orders , where the number of prior orders delayed is minimum. Therefore, it is clear now that some compensation between the two criteria is necessary.
The performance indexes presented in Section IV-C are going to be evaluated now. The curves of the three performance indexes for the weighting factors are presented in Fig. 8 . The index of delayed orders and the index of priorities for are presented in Fig. 8(a) . The curve for shows that the best result is obtained for around 0.95. This curve has a maximum value for , and it diminishes again after this value. The curve for the priority index has an almost monotonic behavior for and for , with a minimum around . The value of is larger when . We also computed these curves for and very similar results were obtained.
Analyzing these two curves, it is reasonable to expect that the combination of the two criteria, evaluated by the combined performance index , should have some minimum value, which can be considered as the optimum value for a certain . The evaluation of this index is presented in Fig. (8b) , and it shows, in fact, that has a minimum value, which is obtained for around 0.825. For this value of the weighting factor we obtain the best compromise for the delivery of the orders on the desired date regarding their priority. Note that for the number of delayed orders is quite large, and these solutions are undesired. On the other hand, when is close to 1, the priority of the orders is not taken into account, and the global performance index decreases. Therefore, the results show clearly the desired compensation between the two criteria and . Moreover, it is shown that fuzzy optimization can be used to combine different contradictory criteria, achieving an optimal solution in terms of an index reflecting the combination of these criteria. Since a control strategy using the weighted combination of and with is considered the best compromise solution, we want to analyze the evolution of the corresponding queue lengths and service rates. Consider again the probabilistic approach in (2) . Let each order of a different type be defined as , at each time step . Initially, in a short transition phase of the optimization, the service rates change more or less quickly with time. After this period, however, stationary service rates are supposed to be reached. Since the birth rates are known, by the probabilistic model (2) one can decide whether the optimization procedure yields a stationary behavior of the birth-and-death processes or not. A birth-and-death process is instationary if, in the average, the death rate is smaller than the birth rate, i.e.
. Instationarity leads to an undesirable increase of delayed orders. Therefore, by a corresponding simulation of (2), one is able to quantify the behavior of logistic processes and to give some prediction about their evolution.
The simulation starts with empty queues, and an exponentially distributed arrival process fills the queues with orders. The orders are handled according to the above described strategy whose goal is to serve the queues in an optimal way. The interdeparture rates of the particular processes are calculated from the number of orders leaving the queues in a predefined time window, which is 30 days in this simulation. In a well balanced logistic process, at an equilibrium point the interarrival and interdeparture rates become identical,
. That is, all orders are finished in a certain amount of time, and the virtual stocks are emptied. With an arrival rate for each type of order after 40 days, we arrive at the interdeparture rates , , , , and . This example suggests that the processes of order type 5 and 6 are instationary and that the others types are stationary. Looking ahead 100 days later, one may notice that the interdeparture rates of the order types changed completely. The measured interdeparture rates are now , , , , and . One might expect that the interdeparture rates reach the interarrival rates asymptotically. Further simulations show, however, low frequent oscillations in the evolution of the interdeparture rates (see Fig. 9 ). The processes are coupled via common virtual stocks, and the plots show the regarding correlations between the individual processes. The higher interdeparture rates of the orders together with the asymmetric assignment between orders and components show that the orders and benefit from the orders due to the exchange of components. However, the mean of the total interdeparture rates is, as expected, approximately equal to the mean of the total interarrival rates.
B. Implementation in a Real-World Logistic Process
1) Description of the Process:
This paper presents the results of an implementation of the proposed algorithm in a logistic system at Fujitsu Siemens Computers (FSC). One of the services provided by FSC consists of selling hardware solutions, which consist of e.g. individual components, computers or installations. The FSC logistic system uses orders and components, as described in Section II-B. This paper uses the data from the year 1999, consisting of a list of components with 17 fields that describe each component. In this implementation only the relevant information from these 17 fields is used, which is the following: 1) arrival date; 2) type of the component; 3) quantity of the component; 4) desired delivery date; 5) delivery date; 6) priority index. Each entry in the data set refers to a component. A component is part of an order, and it occupies a position in the order. The components are also characterized by dates: the arrival date, the delivery date, and the desired delivery date. The quantity of each component and the time that the external suppliers take to make the component available are also indicated.
The data set explicitly represents the components and implicitly the orders. In order to prepare the data for simulations and analysis, one can adopt a different representation that may simplify the data manipulation. We decided to use structured variables, where each element consists of an order. As the data set is a set of components, we have to extract the assignment of the components to the orders. The data was then processed by joining the components of the same order in a common cell.
In the original data, an integer number corresponding to a priority index is assign to each order. Three different types of orders were identified, which are classified as very important, important and regular orders. We decided to assign the weights 1, 0.55, and 0.1, respectively, to the priorities.
The numbers of different components in the data is around 10 000. The total number of different orders is about 12000, and it could be observed that both the interarrival and the interdeparture processes are Poisson distributed with the rates orders/day. Furthermore, the service time is exponentially distributed with a service rate slightly bigger than the interarrival rate. The exchange of components between orders is small, because the overlap of components in different orders is also relatively small.
The FSC logistic process can be influenced in two different ways: by changing the decision process in the scheduling procedure, which is performed in this paper, and/or by predictive ordering of components. FSC uses a scheduling method based on the preassignment of components to orders. This means that whenever an order enters the system, the components are requested to that specific order, and when they are delivered in the docking places, they remain there waiting for the other com- ponents of the same order. Naturally, when all the components from a specific order arrive, the order is then ready to be delivered. In this particular case, there is no exchange of components between the orders.
2) Results:
The fuzzy approach proposed in this paper is applied to the available data for the year 1999, which contains the months from March up to December. The fuzzy optimization proposed in this paper is applied at each day, as in the simulation example. Fig. 10 presents the results using the indexes proposed in this paper for different values of . The global performance index has now its minimum value for . It is clear that the exchange of components between orders is not so large as in the simulated example. In fact, the data of the FSC process shows clearly that the number of orders that can exchange components is quite small when compared to the simulated example. However, even in this type of logistic processes it is advantageous to use the approach suggested in this paper. Table I compares the delivery results using pre-assignment and the weighted fuzzy optimization proposed in this paper. The results present the number of orders delivered before the desired date , at the correct date , and after the desired date , where is the number of delayed days. It is clear that, the fuzzy approach was able to improve both the number of orders delivered at the correct desired date and to reduce the number of orders delivered after the correct date. Thus, the fuzzy scheduling strategy presented in this paper can diminish the number of delayed orders in 26%. Moreover, the number of orders at the correct day increases 52% when combining the ordering by desired delivery days and the ordering by priority. Thus, the strategy presented here is clearly advantageous compared to the implemented strategy at the FSC logistic process.
VI. CONCLUSIONS
This paper applies the fuzzy decision making framework to the optimization of logistic processes. This type of processes can be modeled probabilistically as birth-and-death processes. The dynamic assignment of components to orders is the key issue in optimizing logistic processes. This paper proposes several criteria for this optimization. These criteria are combined using weighted fuzzy aggregation in a fuzzy decision making environment, since they are contradictory.
A simple but illustrative example shows that the proposed techniques can be applied with good results to this type of processes. The example considered is a simplified example of a (real world) logistic process at FSC. Further, we successfully applied our methods to the real full scale logistic process. This work is done within the research project Nivelli (nonlinear dynamics and distributed learning in production and logistics) funded by the German Ministry of Education and Research (BMBF) under Contract no. 13N7906.
In the near future, new scheduling methods using distributed learning units will be applied to the system. More specifically, market-based approaches based on action protocols for decentralized scheduling as proposed in [20] are going to be applied. Moreover, other distributed optimization techniques using cooperating units, e.g., ant algorithms, can also be used to develop a new scheduling mechanism [21] . In this approach the orders communicate between each other in such a way that the individual optimal solutions improve also the global solution. Finally, the improvement of the logistic process is related not only to scheduling, as proposed in this paper, but also to prediction of delivery dates, which should also be somehow ameliorated.
