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Abstract The size distribution of the domains of US-patented technological knowl-
edge obeys an exponential law, revealing a disproportionable concentration of progress
among larger domains. Our analyses suggest that this phenomenon is explained by
a combination of two factors. First, domains’ trajectories of growth have inherently
different potentials. Second, differences in domains’ potentials are magnified by a
mechanism—domains’ self-hybridization—endogenous to the process of knowledge
growth. Our results show that in addition to being stable, the observed distribution of
technological progress is likely to arise under very general conditions.
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1 Introduction
Understanding why certain areas of technological knowledge grow faster than others
is of key importance for both economic theory and policy (Rosenberg 1976; Harberger
1988). Supported by a long tradition of empirical research (Gilfillan 1930; Rossman
1931), two main explanations became predominant among economists. One the one
hand, so called demand-pull studies hold that the direction of technological progress
reflects underlying market forces. Griliches (1957), for example, provides evidence
for the importance of demand-pull dynamics by showing that the geographic diffusion
of agricultural innovations is affected by market size. In a similar vein, Schmookler
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(1966) analyzes the production of technological knowledge related to railway equip-
ment, showing that the higher is an application’s actual or potential demand the more
inventive activity is directed toward it. On the other hand, the so called technology-push
view posits that the “strength of science” determines the technological opportunities
available across technology domains, thereby affecting the direction of technological
progress. For example, Rosenberg (1976) and Nelson and Winter (1977) argue that
changes in the scientific knowledge base of an industry have a major impact on which
trajectories of technological innovation are pursued.
Rather than focusing on the factors affecting the growth of specific domains of
technology, the present study adopts an inductive approach and examines large-scale
data on the distribution of progress across technology domains. The paper is organized
as follows. We begin by describing our empirical data, which comprises all techno-
logical knowledge patented in the US over a quarter of a century. We then use this
data to statistically analyze the distribution of technological progress, showing that the
growth of technological knowledge tends to be disproportionably concentrated among
a few large technology domains. We move on to demonstrate that this empirical finding
reflects an enduring characteristic of technological progress. Inspired by the notion
that knowledge grows by hybridization of existing ideas (Usher 1954; Romer 1994;
Weitzman 1998), we then identify a causal mechanism that may be responsible for the
observed distribution of technological progress, and we test its hypothesized effect.
We conclude by discussing the scope and implications of our results.
2 Data and measures
Digitalized patent archives offer a rich data source to study the progress of codified
technological knowledge. In this paper, we use the NBER Patent and Patent Citations
Dataset, comprising data on all patents (over two million) granted by the USPTO
between 1975 and 1999, and all citations between them (see Hall et al. 2001 for a
detailed description of the data). Based on consolidated methods (e.g., Griliches 1984;
Jaffe et al. 2000; Carnabuci and Bruggeman 2009; Carnabuci 2010), we operationalize
the data in three ways. First, patents indicate novel, non-trivial, and usable inventions.
We thus use patent counts to measure the advancement of technological knowledge
(e.g., Scherer 1965)1. Second, USPTO patents must cite all previous patents that the
focal invention draws from, the so-called prior art. Accordingly, patent citations may
be regarded as an indication of the previous knowledge hybridized into the focal inven-
tion (e.g., Jaffe et al. 2000). Third, USPTO officers must partition all patents into one
of over four hundred internationally standardized technological categories, also called
primary patent classes2. We follow prior research and use the primary patent classes
1 Although citation-based measures are known to yield more accurate estimates of technological output,
here we prefer to use simple patent counts. As will become clear, this choice provides a more straight-
forward way to disentangle causal dynamics in the context of the analyses presented. However, all the
statistical analyses presented in this paper have also been performed using citation-weighed counts, leading
to equivalent results.
2 The 418 domains have about 120.000 subclasses that are less tractable due to their number and are less
reliable due to higher arbitrariness of categories.
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to indicate technology domains (Henderson et al. 2005; Carnabuci and Bruggeman
2009).
3 Size distribution
We regard the amount of inventions produced within a given technology domain
over a given time interval as its size. Figure 1 shows a scatter plot of domains’
size, as measured by the number of patents granted within the 25 years we observed,
against domains’ rank, in linear (A) and semi-logarithmic (B) scale. The data follow a
straight line in the semi-logarithmic plot, indicating that domains’ sizes are distributed
exponentially.
This impression is confirmed by Fig. 2, which reports a probability plot of the
observed size distribution against the theoretical exponential distribution. Ordinary
Fig. 1 Distribution of domains’ size by rank in linear (a) and semi-logarithmic (b) plot
Fig. 2 Plot of the observed
probability distribution (gray
line) against the expected
exponential probability
distribution (black line)
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Least Square regression of the logarithmic transform of domains’ rank on domains’
size makes it possible to establish statistically how closely the data fit an exponential
function. The regression yielded an R2 of 0.963, indicating very close fit.
To examine how the observed size distribution changed over time, we time-par-
titioned the data into five subsequent cross-sections (based, respectively, on the pat-
ents granted in the intervals 1975 through 1979, 1980 through 1984, 1985 through
1989, 1990 through 1994, and 1995 through 1999), and we again regressed the log of
domains’ rank on domains’ size for each of the time intervals. The data turned out to be
well described by an exponential distribution during each of the time intervals, with R2
deviating only slightly from the one estimated for the entire observation period. This
suggests that the observed exponential distribution reflects a stable trait in the growth
of US-patented knowledge. In order to provide evidence that this stability is likely to
persist in the longer run, in the following sections we will investigate the generative
mechanism behind the observed size distribution by analyzing how domains’ growth
rates have been varying in relation to domains’ size.
4 Toward a heavy-tail distribution?
There is increasing evidence that two distributions, power-law, and lognormal, are
empirically ubiquitous. Thus, it seems relevant to investigate if the observed expo-
nential distribution of technological progress in fact reflects a transition toward one of
these two distributions. Both the power-law and the log-normal distributions are highly
skewed, with tails heavier than in the exponential, and apply to systems wherein con-
centration of resources is extreme. A classic example is the distribution of income in
capitalist societies, which Pareto showed to obey a power-law in the upper tail (Pareto
1897). Other well-known cases are the size distribution of cities (Gabaix 1999), firms
(Gibrat 1931), human sexual contacts (Liljeros et al. 2001), the World Wide Web
(Albert et al. 1999), usage of words (Zipf 1949), and citations received by scientists
(Lotka 1926). The ubiquity of power-law and log-normal distributions led scholars
to investigate their generative processes in detail. Not unexpectedly, it turned out that
the two distributions are inherently related, and represent the equilibrium solutions
of a wide-ranging growth mechanism (Mitzenmacher 2004). The distinctive feature
of this mechanism, which in the literature has been interchangeably termed law of
proportionate effect (Gibrat 1931), cumulative advantage (Price 1980), Gibrat’s law
(Simon 1955) and Matthew Effect (Merton 1968), is that the size of an object affects
positively its subsequent growth.
4.1 Gibrat’s model
In his seminal book, Gibrat was the first to provide a general mathematical model of
growth by cumulative advantage (Gibrat 1931). His model shows that given a fixed
population, the size of its units will converge to a log-normal distribution when growth
dynamics are driven by a stochastic multiplicative component. Formally, let s denote
the size of a population unit, t denote time, and ε be a stochastic term drawn from a
random distribution; then Gibrat’s law of proportionate effects can be expressed as:
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st − st−t = εt st−t (1)
Gibrat assumed that εt is independent of st ; that εt features no significant inter-temporal
correlation; and, that there is no interaction between units. Given that:
st = s0(1 + ε1)(1 + ε2) · · · (1 + εt ), (2)
the logarithm of sit follows a random walk. Because in a short period of time εi t can be
regarded as small, the approximation ln (1 + εt ) = εt is justified. Then, taking logs:
ln st ∼= ln s0 +
T∑
t=1
εt (3)
Due to central limit theorem, after a sufficiently long time the logarithm of units’ size
will converge to a normal distribution; that is, units’ size will converge to a log-normal
distribution.
In subsequent studies, Gibrat’s model has been extended to show that the mechanism
of cumulative advantage may also lead to another commonly observed heavy-tail dis-
tribution: the power-law distribution. For example, Simon and Bonini (1958) showed
that sizes converge to a power-law distribution if entry dynamics and the principle of
preferential attachment are introduced in Gibrat’s model; Kesten (1973) showed that
a power-law distribution results from integrating Gibrat’s purely multiplicative mech-
anism with an additive term; in Levy and Solomon (1996), a power-law distribution
is obtained by imposing a lower-bound size on Gibrat’s model.
4.2 Testing for cumulative advantage
Based on Gibrat’s model, one can derive a straightforward method to empirically test
whether processes of growth by cumulative advantage are at work that may lead to
heavy-tail distributions. As shown in (3), cumulative advantage occurs when units’
growth rates are unrelated to their current size and only depend on the sum of idio-
syncratic shocks. Then, the following logarithmic specification can be used to test for
growth processes driven by cumulative advantage:
ln sit − ln sit−1 = α + β ln sit−1 + uit (4)
where i and j are units, and uit is a random variable that satisfies the following
conditions:
E(uit | sit−s, s > 0) = 0
E(uit u jt
∣∣ sit−s, s > 0) =
{
σ 2 i = j, t = τ
0 otherwise
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Table 1 Fixed-effects regression of domains’ size on domains’ growth rates
Dependent variable: domains’ growth rate
Coefficient Std. error t Value Sig.
Intercept 1.337 0.132 10.06 0.000
Domains’ size −0.212 0.022 −9.31 0.000
Number of units 417
Periods 4
Number of observations 1653
F 86.65
Prob.>F 0.0000
In Eq. (4), if β < 0, Gibrat’s law can be rejected, and the process is mean reverting3.
If β ∼= 0, Gibrat’s law is confirmed, and cumulative advantage is at work. The case
β > 0 can be regarded as a transient phase of a Gibrat-like process, whereby the
process of cumulative advantage leads to explosive growth patterns.
The model specification described by (4) has been widely used to test Gibrat’s law.
However, the model assumes that unit effects are homogeneous—i.e., that αi = α
or, equivalently, that σ 2(αi ) = 0. Hence, under the hypothesis that Gibrat law does
not hold, all units are assumed to converge to the same steady-state size. Because this
assumption seems unwarranted in the case of technology domains, we use the Bre-
usch and Pagan Lagrange multiplier (1980) to test the homogeneity assumption that
σ 2(αi ) = 0. The test clearly rejects the null hypothesis of homogeneity (χ2 = 60.20;
Probability> χ2 = 0.000); thus, the use of model (4) for the analysis of our data would
overestimate the parameter of interest, β, whenever β < 0 (Breusch and Pagan 1980).
We therefore reformulate (4) as a variable-intercept model:
ln sit − ln sit−1 = αi + β ln sit−1 + uit (5)
Domains’ progress is likely to be interdependent, as the knowledge generated in
one domain may spawn progress in others, resulting in autocorrelated residuals and
biased parameter estimates. To eliminate this problem, we apply a spatial autocorre-
lation model (Anselin 1998), where proximities among domains are measured by the
row-normalized aggregate citation patterns among them (Carnabuci 2010). Table 1
reports the results, which show that over the observation period domains’ growth
rates decreased significantly with domains’ size (β = −0.21, p <0.001). This is in
stark contradiction with the hypothesis of cumulative advantage, and indicates that
domains’ observed growth patterns are not compatible with the emergence of heavy-
tail size distributions.
3 Note that the dependent variable in Eq. (4) is expressed as a difference of logarithms; hence, it approxi-
mates percentage change.
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5 Converging to a common size?
The negative value of β in model (5) implies that a process of mean-reversion is afoot in
the distribution of US-patented knowledge across technology domains. This reversion,
however, means neither that domains have been converging to a common size, nor that
they will. As indicated by the Breusch Pagan Lagrange multiplier test of homogeneity,
there are significant domain-specific effects, revealing permanent differences across
domains’ growth paths, which in model (5) are accounted for by a variable-intercept
specification. Hence, the estimated negative relationship between domains’ current
size and subsequent growth rate expressed by β should be interpreted as evidence that
domains tend toward different steady-state sizes.
Model (5) lends itself to a substantive interpretation of why domains cannot con-
verge to a common size. The model says that growth rates decline similarly across
all domains as these grow larger, while domains’ initial growth rates are significantly
different. A metaphor for this is a group of cars consuming a similar amount of fuel
per kilometer, but beginning their trip with different amounts of fuel in their tank.
Likewise, all domains progressively exhaust their growth potential, but they differ
in their initial endowment. Differences in domains’ inherent growth potential can be
explained in several ways, the most obvious one being that possibilities of techno-
logical developments are, at least in part, determined by idiosyncratic technical and
physical constraints (Nelson and Winter 1982; Rosenberg 1994; Mokyr 2002).
6 Domains’ steady-state sizes
In the last two sections we described the overall picture: on the one hand, domains’
growth dynamics are incompatible with the emergence of heavy-tail size distributions
while, on the other, there are permanent differences across domains that prevent them
from converging to a common size. Now, we would like to turn to a more detailed
view, and ask whether we should expect the observed concentration of technological
progress to increase or decrease as domains approach their steady-state size. To get a
more nuanced inspection of the available data, we propose to complement the results
obtained under model (5) with the estimation of the following model:
1
T
∑
t
(ln sit − ln sit−1) = λ + τ 1T
∑
t
ln sit−1 + 1T
∑
t
εi t + vi (6)
where T is the number of observed time points, λ and τ are parameters to be esti-
mated, and εi t is an error term. In model (6), longitudinal observations are collapsed
into domains’ means across time, thus the only variance left is between domains. For
this reason, this model is also referred to as the between-effects estimator. As it results
in substantial loss of information, the between-effects estimator is not much used in
practice. However, in combination with model (5), it can shed light on the nature of
domains’ observed size differences. Figure 3 helps illustrate how.
Both Fig. 3a and b represent sets of hypothetical domains of technological knowl-
edge whose growth paths display both domain-specific effects (the data points are
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Fig. 3 a and b Display two hypothetical size-growth scatter plots featuring negative within-domain effects.
The between-domain effects are positive in a, but negative in b
clustered within domains), and a mean-reverting process towards domain-specific
steady-state sizes (the clusters follow a negative slope). In other words, both fig-
ures represent situations that are perfectly compatible with the estimates obtained for
US-patented technology domains, i.e., αi = α, and β < 0 in model (5). The differ-
ence between A and B is in the patterns observed between domains, represented in
each figure by the long line interpolating the clusters, and whose slope is captured by
parameter τ in model (6). As can be seen, in A this line has a negative slope, thus
τ < 0, whereas in B its slope is positive, thus τ > 0. This means that in A, domains
that are on average larger over the observation period display a lower average growth
rate; in contrast in B, larger domains also display a higher average growth rate. As
we will try to explain, this implies that in A, larger domains have on the average less
potential for future hybridization and growth, whereas the opposite is true for B.
To illustrate why this is the case, let me again refer to Fig. 3. Notice that that
the zero-point on the Y-axis indicates the point where domains do not grow, i.e.,
where they reach their steady-state size4. As can be seen, in A part of the observed
size differences between larger and smaller domains is due to larger domains hav-
ing exploited, on average, more of their growth potential. While larger domains are
bound to grow yet relatively modestly or even to shrink to reach their steady-state
size, smaller domains will reach their steady-state size only after growing a great deal
more. Thus, one can expect size differences to diminish as domains approach their
steady-state sizes, leading to a decrease in the concentration of technological progress.
In B the situation is reversed. Here the domains that have been observed to be smaller
during the observation period are, on average, closer to or larger than their steady-state
4 Accordingly, when domains are above this point their sizes grow, and when they are below their sizes
shrink. Clearly, this representation abstracts away from time.
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Table 2 Between-effects regression of domains’ size on domains’ growth rates
Dependent variable: domains’ growth rate
Coefficient Std. error t Value Sig.
Intercept −0.284 0.055 −5.15 0.000
Domains’ size 0.062 0.009 7.02 0.000
Number of units 417
Periods 4
Number of observations 1653
F 49.28
Prob.>F 0.0000
size. Accordingly, in this case the concentration of technological progress among large
domains will increase as domains approach their steady-state size5.
The estimates6 of model (6) for the US-patent data are reported in Table 2, show-
ing that domains’ average size is positively associated with domains’ average growth
rate (i.e., τ > 0) and the association is highly significant. It follows that the growth
paths of the domains of US-patented knowledge conform to the situation sketched in
Fig. 3b, thus technological progress should become even more concentrated among
large domains as domains approach their steady-state size.
7 Explaining the concentration of technological progress
The analyses presented so far indicate that the observed concentration of knowledge
progress among larger domains reflects a continuing feature in the advancement of
US-patented knowledge. Without delving deeper into the causes of this phenome-
non, however, it is impossible to establish its generality beyond the empirical case
observed. According to model (5), domains’ steady-state sizes are determined by two
parameters: a domain-specific intercept, and the relationship between domains’ size
and growth. The first of these two parameters, as we have argued, can be interpreted
as the growth potential inherent in domains’ path of development: clearly, domains’
inherent growth potentials have a bearing on their steady-state size. The second of
these two parameters—the size-growth relationship—determines the degree to which
domains’ inherent growth potentials are realized. To see why, consider the follow-
ing two limiting cases. If domains’ growth rates decay infinitely fast as a function
of domains’ size, then the size of all domains drops to zero regardless of domains’
5 To get back to the car metaphor introduced earlier, in A larger domains are like cars that have proceeded
a longer way but have less fuel left in their tank. In B, in contrast, larger domains are like cars that have
gone a longer way, and still have more fuel in their tank than other cars. By the time all cars are left without
fuel, in A the cars that were lagging behind will have caught up to some degree, whereas in B they will be
left even further behind.
6 As with Model (5), we correct for the potential network autocorrelation in the residuals by means of a
network disturbance model.
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inherent growth potential. In contrast, if domains’ growth rates do not decay at all with
domains’ size (as is the case with processes of cumulative advantage), then domains’
inherent growth potentials will be perpetually amplified.
We posit that there exists a mechanism, integral to the process of knowledge growth,
which intervenes in the size-growth relationship so as to systematically boost concen-
tration in knowledge progress. Our argument is the following. Most scholars agree
that the engine of technological progress is knowledge hybridization, whereby new
ideas are generated by combining existing ones (Usher 1954; Romer 1994; Weitzman
1998). As the bulk of knowledge hybridizations occur within rather than between
domains (Nelson and Winter 1982; Dosi 1982), the number of self-hybridizations
made within domains, and hence the progress domains make, should increase propor-
tionally to domains’ size7. If this is the case, then domains’ self-hybridizations will
counter the tendency of growth rates to decay with domains’ size and, thereby, will
magnify the size differences induced by domains’ inherent growth potentials. For that
reason, we expect the mechanism of self-hybridization to reinforce the concentration
of knowledge progress.
In statistical jargon, our argument is that domains’ self-hybridizations mediate the
size-growth relationship. This hypothesis is corroborated if two conditions are met.
The first is that domains’ size and self-hybridizations are positively correlated. This is
clearly the case with our data: on average, during the 25 years observed, the Pearson
correlation coefficient between the log of domains’ size—as measured by number
of patents—and the log of domains’ self-hybridizations—as measured by number of
self-citations—has been 0.942. The second condition is that the effects of size and
self-hybridizations are counteracting, resulting in a stronger negative effect of size
on growth when the effect of self-hybridizations are controlled for. A straightforward
way to test whether this condition is met is to augment model (5) with the log of
domains’ self-citations. Due to the very high correlation between domains’ size and
self-hybridization, however, the resulting model specification exhibited high multicol-
linearity (highest VIF = 18.2). Therefore, we preferred to augment model (5) with the
raw count of self-citations instead. This reduced the correlation between the regressors
to 0.599, thereby eliminating the problem of multicollinearity (highest VIF = 1.54)8.
Table 3 reports the results of the analysis: net of the positive effect of self-hybrid-
izations, the negative effect of domains’ size on domains’ growth is more than 20 %
stronger (compare Tables 1 and 3). This indicates that also the second condition
necessary for the corroboration of our hypothesis is met.
8 Conclusions
In this paper, we showed that a feature in the growth of US-patented knowledge
is that it concentrates disproportionably among larger domains. In other words, the
7 In our data, for example, domains’ self-citations—indicating self-hybridizations—are roughly half of all
citations.
8 Notice that we also estimated the model in which both domains’ size and self-hybridization are logarith-
mically transformed, obtaining qualitatively identical results.
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Table 3 Variable-intercept (fixed-effects) regression of domains’ size and domains’ self-hybridization, on
domains’ growth rates
Dependent variable: domains’ growth rate
Coefficient Std. error t Value Sig.
Intercept 1.616 0.143 11.26 0.000
Domains’ size −0.256 0.024 −10.59 0.000
Domains’ self-hybridizations 2.04e−4 4.16e−06 4.90 0.000
Number of units 417
Periods 4
Number of observations 1653
F 56.13
Prob.>F 0.0000
bulk of progress takes place in a handful of large technology domains, while most
other domains contribute surprisingly little to technological progress. Interestingly,
this pattern appears to reflect a stable and enduring dynamics, as our analyses indicate
that we can be reasonably confident that it will hold in a foreseeable future. Further-
more, we showed that the concentration of technological progress observed in the
data is explained by the combination of two factors. On the one hand, domains’ tra-
jectories of growth have inherently different growth potentials. On the other hand, the
differences in domains’ inherent growth potentials are magnified by the endogenous
mechanism of domains’ self-hybridization. As it is hard to conceive of a process of
knowledge growth in which either of these two factors would not be at work, it is
reasonable to expect the observed concentration of progress to manifest itself under
very general conditions. Future attempts at explaining the direction of technological
progress should account for this empirical tendency.
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