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Vpliv kakovosti in ²tevila slik FDG-PET moºganov na obliko zna£ilnega
presnovnega moºganskega vzorca pri Alzheimerjevi bolezni
Izvle£ek
Demenca je sindrom, pri katerem pride do motenj vi²jih ºiv£nih funkcij, ki so tako
hude, da vplivajo na bolnikove vsakodnevne dejavnosti. Pogosto je posledica Alz-
heimerjeve bolezni (ang. Alzheimer's disease, AD), ki je najbolj raz²irjena nevro-
degenerativna bolezen moºganov. Zaradi podobnih klini£nih znakov predstavljajo
nevrodegenerativne bolezni moºganov precej²en diagnosti£ni izziv, zato se pojavlja
vedno ve£ja potreba po objektivnem biolo²kem ozna£evalcu, s pomo£jo katerega bi
lahko prisotnost bolezni potrdili ºe v za£etnih fazah razvoja.
Za £im uspe²nej²o in natan£nej²o postavitev diagnoze se med drugim posluºu-
jemo funkcijskega slikanja moºganov s pozitronsko emisijsko tomografijo (ang. posi-
tron emission tomography, PET). Pri slikanju preiskovancu intravenozno apliciramo
radiofarmak fluorodeoksiglukozo (ang. fluorodeoxyglucose, FDG), kemijski analog
deoksiglukoze, ki se porazdeli po celem telesu, vklju£no z moºgani. Gostota FDG v
moºganih je vi²ja v podro£jih z vi²jo presnovno aktivnostjo in niºja v podro£jih z
niºjo presnovno aktivnostjo. S kvalitativno analizo slik FDG-PET moºganov lahko
odkrijemo spremembe v presnovni aktivnosti moºganov, ki so posledica Alzheimer-
jeve bolezni, ²e preden je vidna atrofija moºganov na strukturnih slikah. Z uporabo
skalirnega podprofilnega modela, ki temelji na analizi glavnih komponent (ang. Sca-
led Subprofile Model/Principal Component Analysis, SSM/PCA), lahko na podlagi
slik FDG-PET moºganov bolnikov in zdravih kontrolnih preiskovancev identifici-
ramo zna£ilen presnovni moºganski vzorec Alzheimerjeve bolezni (ang. Alzheimer's
disease-related pattern, ADRP).
Na obliko in klini£no uporabnost ADRP vplivajo ²tevilni parametri. V tem
magistrskem delu raziskujemo u£inek tehni£ne kakovosti in ²tevila slik FDG-PET
moºganov, ki jih uporabimo pri identifikaciji, na obliko, diagnosti£no mo£ in klini£no
uporabnost ADRP. Pri tem na kratko predstavimo zna£ilnosti Alzheimerjeve bole-
zni in osnove slikanja s PET ter opi²emo celoten postopek izbora in predpriprave
slik FDG-PET ter identifikacije in validacije ADRP. V nadaljevanju identificiramo
in z razli£nimi kvalitativnimi ter kvantitativnimi metodami preverimo tri razli£ne
ADRP, nakar na osnovi validacije preverimo hipoteze, ki smo si jih zastavili pred
pri£etkom dela.
Klju£ne besede: Alzheimerjeva bolezen (AD), FDG-PET, SSM/PCA,
ADRP, ADNI

Effect of quality and number of FDG-PET brain images on the shape of
Alzheimer's disease-related metabolic brain pattern
Abstract
Dementia is a syndrome that causes severe disorders of higher brain functions and
thus greatly affects patient's everyday activity. It is often caused by Alzheimer's
disease (AD), a common neurodegenerative brain disease. Due to similar clinical
signs the diagnosis of neurodegenerative brain diseases is often challenging. There-
fore an objective biomarker is needed to confirm the presence of the disease in its
early stages.
To improve the diagnosis of neurodegenerative brain diseases positron emission
tomography (PET), a functional brain imaging technique, is widely used. Prior to
scanning radioactive tracer fluorodeoxyglucose (FDG), a glucose analogue, is intra-
venously applied to the subject. FDG is then distributed within subject's body and
brain, so that the tracer density is high in the brain areas with high metabolic acti-
vity and low in the areas of low metabolic activity. Qualitative analysis of FDG-PET
brain images can be used to discover changes in brain metabolic activity caused by
AD before they are visible on structural brain images. What is more, by utilising
Scaled Subprofile Model/Principal Component Analysis (SSM/PCA) it is possible
to derive a characteristic brain metabolic pattern of Alzheimer's disease (ADRP)
from the FDG-PET brain images of AD patients and healthy control participants
(CN).
There are several parameters affecting the shape and the clinical applicability
of ADRP. This thesis explores the effect of both technical quality and number of
FDG-PET brain images used in the pattern derivation process on the shape, diagno-
stic capability and clinical applicability of ADRP. Therefore an overview of AD and
PET is presented, followed by a description of image selection and pre-processing.
Moreover, the procedures of pattern derivation and validation are described. Then
three different ADRPs are derived and validated by employing various qualitative
and quantitative statistical methods. Finally, three hypotheses defined early in this
thesis are tested by analysing results obtained during pattern validation.
Keywords: Alzheimer's disease (AD), FDG-PET, SSM/PCA, ADRP,
ADNI
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Poglavje 1
Uvod
Demenca je ²iroko pojmovanje bolezni moºganov, katerih posledica so razli£ne kogni-
tivne motnje, ki so tako hude, da vplivajo na bolnikove vsakodnevne aktivnosti. [1]
Demenca je nemalokrat posledica Alzheimerjeve bolezni (ang. Alzheimer's disease,
AD), ki je najpogostej²a nevrodegenerativna bolezen moºganov in pove£ini priza-
dene ljudi po 65. letu starosti. [2] Po nekaterih podatkih predstavlja demenca zaradi
Alzheimerjeve bolezni od 50 do 70 % vseh demenc, ki ji v manj²i meri sledijo ²e fron-
totemporalna demenca, demenca z Lewyjevimi telesci ter vaskularna demenca. [3]
Zaradi podobnih klini£nih znakov predstavljajo nevrodegenerativne bolezni moºga-
nov precej²en diagnosti£ni izziv, zato se pojavlja potreba po objektivnem biolo²kem
ozna£evalcu, s katerim bi lahko ºe v za£etnih stopnjah bolezni potrdili njeno priso-
tnost. [4]
Pri uspe²ni in natan£ni postavitvi diagnoze igra vedno pomembnej²o vlogo funk-
cijsko slikanje moºganov s pozitronsko emisijsko tomografijo (ang. positron emission
tomography, PET). [5] Pri slikanju preiskovancu intravenozno apliciramo radiofar-
mak fluorodeoksiglukozo (ang. fluorodeoxyglucose, FDG), ki je kemijski analog de-
oksiglukoze, da se porazdeli po celem telesu in s tem tudi v moºganih. Gostota
FDG v moºganih je ve£ja v podro£jih z vi²jo presnovno aktivnostjo in manj²a v po-
dro£jih z niºjo presnovno aktivnostjo ter odraºa nevronsko in sinapti£no aktivnost
moºganov. [6, 7] Nepravilno delovanje ºiv£nih celic zaradi prisotnosti Alzheimerjeve
bolezni povzro£i spremembe v presnovni aktivnosti moºganov, ki jih lahko odkri-
jemo ºe z vizualno kvalitativno analizo slike FDG-PET, ²e preden je vidna atrofija
moºganov na strukturnih slikah. [8] Kvalitativno analizo slik lahko dopolnimo s
kvantitativno: z uporabo sodobnih tehnik mreºne analize slik, natan£neje s ska-
lirnim podprofilnim modelom, ki je osnovan na analizi glavnih komponent (ang.
Scaled Subprofile Model/Principal Component Analysis, SSM/PCA), lahko identi-
ficiramo zna£ilne presnovne moºganske vzorce nevrodegenerativnih bolezni, med
drugim tudi za Alzheimerjevo bolezen. Da lahko pri omenjeni analizi razlikujemo
bolezenski vzorec, ki je specifi£en za bolnike z AD, od normalnega vzorca pri zdra-
vih osebah, je potrebno vzorec identificirati z analizo skupine bolnikov in skupine
zdravih kontrolnih preiskovancev (ang. cognitively normal, CN). [9, 10] Na ta na£in
pridobljeni zna£ilni presnovni vzorec pri Alzheimerjevi bolezni (ang. Alzheimer's
disease-related pattern, ADRP) predstavlja mo£no orodje (slikovni biomarker), ki
precej olaj²a diagnozo nevrolo²kih bolezni. S kvantifikacijo izraºenosti vzorca pri
vsakem posamezniku lahko namre£ na ºe razmeroma zgodnji stopnji razvoja bolezni
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postavimo pravilno diagnozo. [11]
Na obliko zna£ilnega presnovnega moºganskega vzorca lahko poleg uporabe raz-
li£nih algoritmov pri rekonstrukciji slik FDG-PET [12] vplivata tudi tehni£na ka-
kovost in ²tevilo slik, ki jih uporabimo pri identifikaciji. Skladno z obliko vzorcev
se spreminja tudi njihova izraºenost pri razli£nih bolnikih in zdravih preiskovan-
cih, s tem pa tudi diagnosti£na in napovedna sposobnost vzorcev. Tako je zna£ilni
presnovni vzorec, ki ga izlu²£imo na podlagi razli£no velikih identifikacijskih sku-
pin bolnikov in zdravih kontrolnih preiskovancev lahko medsebojno druga£en. Tudi
vzorec, ki je identificiran na podlagi tehni£no kakovostnej²ih slik, je po vsej verjetno-
sti druga£en od tistega, pri katerem v postopku identifikacije uporabimo tehni£no
manj kakovostne slike. Zatorej je namen tega magistrskega dela raziskati vpliv tako
kvalitete kot koli£ine slik FDG-PET moºganov na obliko zna£ilnega presnovnega
moºganskega vzorca pri Alzheimerjevi bolezni. Raziskavo bomo pri£eli s sistemati£-
nim izborom slik FDG-PET iz slikovne baze ²tudije ADNI (ang. Alzheimer's Disease
Neuroimaging Initiative). Slike, ki jih bomo pred uporabo preverili in ustrezno pred-
procesirali, bomo razdelili v 6 skupin (3 skupine bolnikov z AD in 3 skupine bolnikov
s CN) ter na podlagi njih identificirali 3 presnovne vzorce ADRP. Prvi vzorec bomo
identificirali na podlagi 40 tehni£no kakovostnih slik, drugi vzorec na podlagi 40
naklju£nih slik razli£ne tehni£ne kakovosti in tretji vzorec na osnovi 200 naklju£nih
slik z razli£no tehni£no kakovostjo. Po identifikaciji bomo preverili in medsebojno
primerjali sposobnost vzorcev za razlikovanje med bolniki in zdravimi preiskovanci
z uporabo razli£nih statisti£nih metod. Naposled bomo preverili tudi odvisnost iz-
raºenosti vzorcev pri bolnikih z AD od stopnje bolezni. Na ta na£in bomo preverili
na²e hipoteze:
1. Zna£ilni presnovni vzorec pri Alzheimerjevi bolezni, ki ga identificiramo na
podlagi tehni£no kakovostih slik FDG-PET, bolje razlikuje med bolniki z Alz-
heimerjevo boleznijo in zdravimi kontrolnimi preiskovanci, kot ADRP, ki ga
izlu²£imo na podlagi istega ²tevila tehni£no manj kakovostnih slik.
2. ADRP, ki ga identificiramo na podlagi ve£jega ²tevila slik FDG-PET, bolje
razlikuje med bolniki z AD in zdravimi kontrolami, kot ADRP, ki ga identifi-
ciramo ob uporabi manj²ega ²tevila slik.
3. Pri bolnikih z AD z bolj napredovalo obliko bolezni je izraºenost zna£ilnih
presnovnih vzorcev ve£ja.
Kon£ni cilji magistrske naloge so izbolj²anje razumevanja vpliva tehni£ne kakovo-
sti in koli£ine slik FDG-PET na obliko zna£ilnih presnovnih moºganskih vzorcev pri
Alzheimerjevi bolezni ter bolj²e razumevanje povezave med stopnjo razvoja bolezni
in izraºenostjo zna£ilnih moºganskih vzorcev.
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Ozadje
2.1 Alzheimerjeva bolezen
Demenca je sindrom, obi£ajno kroni£ne in progresivne narave, pri katerem pride do
upada vi²jih ºiv£nih (kognitivnih oziroma miselnih) funkcij. Mednje sodijo motnje
pozornosti, spomina, abstraktnega mi²ljenja, govora in prostorske orientacije, ki jih
pogosto spremljajo tudi motnje £ustvovanja in vedenja. Upad vi²jih ºiv£nih funkcij
z napredovanjem bolezni prizadene bolnikove obi£ajne dnevne dejavnosti. [1] Po po-
datkih Svetovne zdravstvene organizacije (ang. World Health Organization, WHO)
je na svetu okoli 50 milijonov bolnikov z demenco, od tega pribliºno 32 tiso£ v Slo-
veniji, vsako leto pa na novo zboli pribliºno 10 milijonov ljudi. [13] eprav se lahko
razvije ºe prej, najpogosteje prizadene ljudi po 65. letu starosti, verjetnost za obo-
lelost pa se s starostjo mo£no pove£uje. Najpogostej²a oblika demence je demenca
zaradi Alzheimerjeve bolezni, ki predstavlja od 50 do 70 % vseh demenc, sledijo ji
frontotemporalna demenca, demenca z Lewyjevimi telesci in vaskularna demenca.
[3]
2.1.1 Zna£ilnosti bolezni
Alzheimerjeva bolezen je najpogostej²a kroni£na nevrodegenerativna bolezen moºga-
nov, ki prizadene 56 % ljudi nad 65. letom starosti in skoraj 30 % posameznikov,
starej²ih od 85 let. Vzrok za razvoj bolezni je, tako kot pri mnogih boleznih ºiv£evja
in moºganov, v veliki meri neznan. Najve£ji dejavnik tveganja je starost, ki ji sledi
dednost, na razvoj pa lahko med drugim vplivajo tudi po²kodbe glave in depresija.
Bolezen se sprva razvija po£asi, vendar se bolezenski znaki z leti postopoma slab-
²ajo. V predklini£ni fazi, ki lahko traja tudi do 20 let, pacienti nimajo prakti£no
nobenih simptomov bolezni  po prvem pojavu le-teh zna²a povpre£na ºivljenjska
doba bolnikov 1012 let. [2, 14]
Osnovne patolo²ke spremembe v moºganih bolnikov so tako imenovane senilne
lehe in nevrofibrilarne pentlje. Senilne lehe so manj²a podro£ja z degeneracijo tkiva
izven ºiv£nih celic (nevronov) ter v bliºini moºganskih ºil. Sredica leh sestoji iz
amiloidnih plakov, skupkov netopnih fibril amiloidnega proteina beta (Aβ), ki pov-
zro£ajo disfunkcijo sinaps in smrt nevronov. Osnovni gradnik nevrofibrilarne pentlje
je hiperfosforilirani protein tau (pT), ki povzro£a razgradnjo mikrotubulov ºiv£nih
13
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celic moºganov in posledi£no motnje v prenosu ºiv£nega signala. Nevrofibrilarne
pentlje se za razliko od senilnih plakov nahajajo znotraj nevronov. [1, 4, 14]
2.1.2 Diagnosticiranje bolezni
Diagnosticiranje Alzheimerjeve bolezni poteka s klini£nih pregledom, ki ga podpremo
z izvidi biokemi£nih preiskav krvi ter likvorja in s slikovnimi preiskavami moºganov.
Na podlagi stopnje upada kognitivnih sposobnosti preiskovance razdelimo v tri sku-
pine: osebe s subjektivno kognitivno pritoºbo (ang. subjective cognitive complaint,
SCC), bolnike z blago kognitivno motnjo (ang. mild cognitive impairment, MCI) ter
bolnike z demenco, ki je lahko posledica Alzheimerjeve bolezni. Tako pacienti z blago
kognitivno motnjo kot bolniki z demenco trpijo za zmanj²ano kognitivno funkcijo,
vendar ta pri bolnikih z MCI zavoljo manj²ega obsega ne vpliva bistveno na vsako-
dnevne aktivnosti. [14] Osnova klini£nega pregleda pacienta je nevrolo²ki pregled,
pri katerem zdravnik preveri kognitivne funkcije ter senzori£ni in motori£ni ºiv£ni
sistem. Pri oceni kognitivnih funkcij zdravniku pomagajo najrazli£nej²i standardizi-
rani nevropsiholo²ki testi, kot je na primer kratek preizkus spoznavnih sposobnosti
(ang. mini-mental state examination, MMSE) in drugi. Pri testu MMSE niºja vre-
dnost rezultata testa pomeni huj²i kognitivni upad in bolj napredovalo fazo bolezni.
Pri dolo£anju diagnoze so pomembne tudi laboratorijske preiskave, kjer preverjajo
raven razli£nih snovi v krvi in cerebrospinalni teko£ini. Tako se bolnike vedno testira
tudi za izklju£itev reverzibilnih vzrokov demence, kot sta na primer hipovitaminoza
B12 in motnje v delovanju ²£itnice. Eden glavnih genetskih dejavnikov tveganja za
razvoj Alzheimerjeve bolezni je tudi prisotnost ene ali dveh kopij alela ε4 v genu
APOE, ki kodira dolo£eno razli£ico apolipoproteina E in pospe²uje odlaganje amilo-
idnih plakov znotraj ºiv£nih celic, zato se bolnikom pogosto izvaja tudi genske teste.
[15]
V ve£ini primerov morajo pacienti na slikanje moºganov, ki je lahko strukturno
(CT, MRI) ali funkcijsko (SPECT, PET). S strukturnim slikanjem pridobimo in-
formacijo o strukturi moºganov in izklju£imo prisotnost simptomov demence zaradi
drugih bolezni, kot je na primer moºganski tumor ali moºganska kap. Pri bolnikih
z demenco zaradi Alzheimerjeve bolezni je na strukturnih slikah moºganov vidno
pove£anje lateralnih ventriklov in tretjega ventrikla, moºganski sulkusi so proporci-
onalno raz²irjeni, medtem ko je v medialnem temporalnem reºnju opazna nesoraz-
merna atrofija hipokampusa in temu ustrezno pove£anje temporalnih rogov lateral-
nih ventriklov. Pri napredovalih boleznih je vidna tudi atrofija temporoparietalnega
korteksa in £elnega reºnja. Shematski prikaz anatomskih sprememb je viden na sliki
2.1. S pomo£jo funkcijskega slikanja po navadi spremljamo prekrvavitev moºganov
ali njihovo presnovno aktivnost (porabo glukoze, ki je edini vir energije v moºganih).
V skladu s klini£no sliko bolezni pri£akujemo pri bolnikih z Alzheimerjevo boleznijo
zmanj²ano presnovno aktivnost (hipometabolizem) na podro£ju prekuneusa, poste-
riornega cingulatnega korteksa ter temporoparietalne skorje. [4, 14]
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2.1.3 Zdravljenje bolezni
Kljub hitremu napredku medicine v zadnjih desetletjih je Alzheimerjeva bolezen
²e zmeraj neozdravljiva bolezen. Bolnikom lahko ponudimo le simptomatsko zdra-
vljenje z inhibitorji acetilholin esteraze ali memantin. Ne glede na to je zgodnja
postavitev diagnoze klju£nega pomena, saj je s pravo£asnim zdravljenjem mogo£e
izbolj²ati bolnikove kognitivne sposobnosti. Zdravljenje obi£ajno vklju£uje tudi pod-
porno terapijo, zdravljenje pridruºenih bolezni, ki prizadenejo kar tretjino bolnikov
z Alzheimerjevo boleznijo, in zdravljenje pridruºenih simptomov  vedenjskih ali
£ustvenih. Pomembno je tudi razlikovati med razli£nimi oblikami demence, saj je
od tipa demence odvisen tako potek kot tudi simptomatsko zdravljenje. [14, 15]
Slika 2.1: Primerjava strukture moºganov zdravega posameznika (a) in moºganov
bolnika z Alzheimerjevo boleznijo (b). Prirejeno po [16].
2.1.4 ADNI
ADNI1 je longitudinalna ²tudija, katere osnovni namen je razvoj klini£nih, slikovnih,
genetskih in biokemijskih biomarkerjev2 oziroma biolo²kih ozna£evalcev za zgodnje
odkrivanje in sledenje Alzheimerjeve bolezni. V ²tudijo so vklju£eni ²tevilni priznani
diagnosti£ni centri po celotni Severni Ameriki (ZDA in Kanada). Prvi fazi, imeno-
vani ADNI-1, ki se je za£ela leta 2004 in je trajala 5 let, so sledile ²e dvoletna faza
ADNI-GO ter petletni ADNI-2 in ADNI-3. Slednja se je za£ela septembra 2016 in
je aktivna v £asu pisanja tega dela. Poglavitni cilji ²tudije ADNI so:
1. Zaznati Alzheimerjevo bolezen na £im zgodnej²i stopnji in identificirati na£ine
sledenja poteka bolezni z biomarkerji.
2. Podpirati napredek v intervenciji, prepre£evanju in zdravljenju Alzheimerjeve
bolezni z uporabo novih diagnosti£nih metod na £im zgodnej²ih stopnjah ra-
zvoja bolezni.
1http://adni.loni.usc.edu/
2Biomarker je merljivi pokazatelj prisotnosti (ali resnosti) bolezenskega stanja.
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3. Omogo£iti neomejen dostop do vseh zbranih podatkov vsem znanstvenikom
po svetu.
Vsi preiskovanci v ADNI so na podlagi prvotne diagnoze razvr²£eni v ve£ sku-
pin: kognitivno normalne osebe (CN), osebe z blago kognitivno motnjo (MCI) in
bolniki z Alzheimerjevo boleznijo (AD). Od faze ADNI-GO je skupina MCI dodatno
razdeljena na bolnike z zgodnjo blago kognitivno motnjo (ang. early mild cognitive
impairment, EMCI) ter pozno/kasno blago kognitivno motnjo (ang. late mild co-
gnitive impairment, LMCI). Razlika med njima je v tem, da imajo bolniki z EMCI
blaºje motnje epizodi£nega spomina kot bolniki z LMCI. Doslej je v vseh fazah
ADNI sodelovalo ºe ve£ kot 2500 preiskovancev. [17]
V tem magistrskem delu se bomo osredoto£ili predvsem na slike moºganov sode-
lujo£ih, ki so nastale na napravah za pozitronsko emisijsko tomografijo (ve£ o slednji
v razdelku 2.2). V podatkovni bazi ADNI so poleg originalnih na voljo tudi ²tiri
vrste predprocesiranih slik (ve£ o tem v podpoglavju 3.2), ki so podrobneje opisane
v dodatku B.
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2.2 Pozitronska emisijska tomografija
Pozitronska emisijska tomografija (PET) je metoda funkcijskega in molekularnega
medicinskega slikanja, ki omogo£a opazovanje delovanja £love²kega telesa. S PET
lahko med drugim spremljamo metabolizem, krvni pretok in delovanje ºiv£nih prena-
²alcev. Pri tem bolniku intravenozno apliciramo radiofarmak, ki se v telesu porazdeli
glede na svojo biolo²ko funkcijo. Radiofarmak je biolo²ka molekula z vezanim ne-
stabilnim radioaktivnim izotopom (radionuklidom), ki pri svojem jedrskem razpadu
izseva pozitrone, pozitivno nabite delce z maso enako masi elektronov. Pozitron se
v neposredni bliºini mesta izsevanja anihilira z elektronom, pri £emer nastaneta dva
anihilacijska fotona (ºarka γ) z enako energijo, ki odletita skoraj v nasprotnih sme-
reh, pribliºno pod kotom 180◦. Fotona zaznamo s pomo£jo obro£astega detektorja
PET, ki v celoti obdaja preiskovani del pacientovega telesa. Na podlagi podatkov
o zaznavnem mestu fotonov znotraj detektorja lahko mesto anihilacije omejimo na
£rto odziva (ang. line of response, LOR), ki povezuje legi obeh interakcij. Ker fo-
tona za pot od mesta nastanka do detektorja potrebujeta razli£no dolgo £asa, lahko
iz razlike £asov preleta (ang. time-of-flight, TOF) ugotovimo, kje na £rti odziva se
je zgodila anihilacija. Pri zajemu slike zaznamo ²tevilne anihilacijske dogodke in
dobimo prav toliko £rt odziva, kar nam omogo£a rekonstrukcijo gostote porazdelitve
radioaktivnih ozna£evalcev v poljubnem tkivu. [18] Za laºjo predstavo je osnovni
fizikalni mehanizem nastanka slike prikazan na sliki 2.2.
Slika 2.2: Fizikalno ozadje zajema slike z uporabo pozitronske emisijske tomografije.
Prirejeno po [6].
2.2.1 Izvor signala
Radioaktivni izotopi imajo obi£ajno zelo malo biolo²ko zanimivih lastnosti, zato
jih v ve£ini primerov veºemo na biolo²ko aktivne molekule, ki sodelujejo pri razli£-
nih fiziolo²kih procesih in se v skladu s tem razporejajo po notranjosti £love²kega
telesa. Snovi, ki sestojijo iz biolo²ko aktivne molekule in radioaktivnega ozna£e-
valca, imenujemo radiofarmaki. Za slikanje s pozitronsko emisijsko tomografijo so
potrebni radiofarmaki, katerih radionuklid razpada z jedrskim razpadom β+, kjer se
iz nestabilnega jedra izsevata pozitron (e+) in nevtrino (νe). [6]
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p→ n + e+ + νe (2.1)
Radionuklidi morajo ustrezati tudi drugim pogojem, kot je denimo fizikalni raz-
polovni £as, primeren za klini£no rabo, ki mora zna²ati od nekaj minut do nekaj
ur. Najpogostej²i radionuklidi, ki jih uporabljamo kot izvor signala pri pozitronski
emisijski tomografiji, so 15O, 13N, 11C in 18F. V nuklearni medicini se pogosto upo-
rablja radiofarmak FDG, kjer molekulo glukoze ozna£imo z radionuklidom 18F, kot
je prikazano na sliki 2.3. Novonastala molekula je kemijski analog deoksiglukoze,
kar pomeni, da ima v £love²kem telesu del biolo²ke poti enak kot glukoza. Slednja
sluºi kot vir energije pri kemijskih reakcijah, zato se v telesu razporedi na podro£jih
s pove£ano presnovno aktivnostjo  to pomeni, da bo tudi koncentracija FDG ve£ja
na presnovno aktivnej²ih podro£jih. [6, 7]
Slika 2.3: Radiofarmak FDG dobimo z vezavo radioaktivnega ozna£evalca 18F na
molekulo glukoze. Povzeto po [19].
Slikanje s FDG-PET igra pomembno vlogo pri diagnosticiranju razli£nih vrst
tumorjev in se ²e posebej dobro obnese pri odkrivanju metastaz. Zaradi pove£a-
nih potreb po energiji je privzem glukoze in s tem FDG v tumorjih ve£ji, zato jih
na PET-slikah vidimo kot svetla obmo£ja na neobi£ajnih mestih. FDG-PET ima
izjemen klini£ni pomen tudi pri diagnosticiranju nevrodegenerativnih bolezni mo-
ºganov, predvsem razli£nih vrst demenc in parkinsonizmov. FDG se v moºganih
ve£insko porablja na presnovno aktivnej²ih podro£jih, to so predvsem moºganska
skorja in globoka jedra, zato je gostota radionuklidov v teh predelih moºganov ve£ja
in podro£ja na sliki svetlej²a. Prisotnost bolezni lahko povzro£i, da aktivnost neka-
terih podro£ij upade, medtem ko se v drugih pove£a. Prednost slikanja s FDG-PET
je, da so funkcijske spremembe v moºganih, ki so posledica nevrodegenerativne bo-
lezni, vidne ²e pred strukturnimi spremembami in preden se sploh pojavijo klini£ni
znaki. Prav tako lahko na podlagi slik oziroma razporeditve zniºane moºganske
presnove razlikujemo med posameznimi vrstami bolezni, na primer med demenco
zaradi Alzheimerjeve bolezni, pri kateri je presnova zniºana temporoparietalno, in
frontotemporalno demenco, pri kateri je presnovna aktivnost zniºana frontotempo-
ralno. [5, 8]
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Radioaktivni izotop 18F razpada z razpadom β+ z razpolovno dobo t1/2 = 109,77
minut v teºki kisik 18O, pri £emer se izsevata tudi pozitron in nevtrino.
18F→18 O+ e+ + νe (2.2)
e radioaktivni ozna£evalec 18F ne razpade v celoti, se odve£na aktivnost izlo£i z
urinom in prakti£no ne povzro£a ²kodljivih posledic zdravju preiskovanca. Nevtrino
ne interagira niti s tkivom niti z detektorjem, zato ne povzro£a posledic in ga sploh
ne zaznamo. Klju£no vlogo pri nastanku signala ima torej pozitron, ki se v bliºnjem
tkivu anihilira z elektronom, pri £emer nastaneta dva anihilacijska fotona (ºarka γ)
z energijo Eγ = 511 keV, kot prikazuje shema 2.3. Zaradi zakona o ohranitvi gibalne
koli£ine fotona odletita pribliºno pod kotom 180◦, kot prikazuje slika 2.2. [6, 18]
e+ + e− → 2γ (2.3)
Fotona, ki sta nastala pri istem anihilacijskem dogodku, odletita iz pacienta in
na dolo£enem mestu zadeneta obro£asti detektor, ki obdaja preiskovano podro£je
pacienta. To£ki, kjer fotona tr£ita v detektor, poveºemo z navidezno £rto odziva,
saj vemo, da je do anihilacijskega dogodka pri²lo kjer koli vzdolº £rte. Z merjenjem
razlike v £asu preletov obeh fotonov, ∆t, lahko natan£neje opredelimo, na katerem
mestu se je zgodila anihilacija. Od tod sklepamo, da se v pribliºku na tem mestu
nahaja radioaktivni ozna£evalec, ki je izseval pozitron. [6, 18]
2.2.2 Detekcija signala
Naprave za pozitronsko emisijsko tomografijo so sestavljene iz ve£jega ²tevila pozi-
cijsko ob£utljivih detektorjev anihilacijskih fotonov, ki so razporejeni v enega ali ve£
obro£ev, ki obdajajo pacienta. Preiskava je shematsko prikazana na sliki 2.4. Vsak
posamezni detektor sestoji iz scintilacijskega kristala, fotodetektorja in pripadajo£e
elektronike. [20]
Scintilatorji sluºijo za absorpcijo energije anihilacijskih fotonov in pretvorbo v
scintilacijsko svetlobo, ki je bodisi vidna bodisi ultravijoli£na. Odvisno od namena
so lahko scintilatorji v plinasti, teko£i in trdni obliki, delimo pa jih tudi na organske
in anorganske. Pri PET se uporabljajo trdni anorganski scintilatorji, ki imajo visoko
gostoto in s tem visok absorpcijski koeficient za absorpcijo fotonov, ob tem pa je
zaºeleno, da imajo £im vi²ji svetlobni izplen (ang. light yield), tj. ²tevilo izsevanih
scintilacijskih fotonov na enoto absorbirane energije scintilatorja. [20] Scintilacijski
kristali, primerni za uporabo v PET-napravah, so med drugim NaI(Tl), BaF2, LaBr3
in BGO, vendar zaradi dobrih lastnosti, kot sta visoka gostota in dober izplen, pre-
vladujeta predvsem LSO in LYSO. [21]
Svetlobo, ki jo odda scintilator, preusmerimo v fotodetekcijski sistem, kjer se
pretvori v elektri£ni signal in znatno pomnoºi. V napravah za pozitronsko emisijsko
tomografijo se zgodovinsko uporabljajo ve£anodne fotopomnoºevalke (ang. pho-
tomultiplier tube, PMT), ki jih v zadnjem £asu vedno bolj nadome²£ajo silicijeve
fotopomnoºevalke (ang. silicon photomultiplier, SiPM). Slednje so manj²e, cenej²e
in niso ob£utljive na magnetna polja. [20] Pomnoºen elektri£ni signal zaznamo s
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Slika 2.4: Shematski prikaz slikanja s pozitronsko emisijsko tomografijo. Pacient
med slikanjem leºi na premi£ni mizi in je obdan z detektorjem anihilacijskih fotonov.
Prirejeno po [22].
pripadajo£o elektroniko ter s koinciden£nim vezjem prepoznamo par zaznanih foto-
nov, ki so nastali pri istem anihilacijskem dogodku. [21]
Vsaka klini£na naprava ima obliko praznega valja z notranjim premerom od 80 do
90 cm, pri £emer je valj razdeljen na ve£ rezin v obliki obro£ev. Vsak obro£ sestoji iz
detektorskih elementov, scintilacijski kristal vsakega detektorskega elementa pa ima
stranico dolºine 34 mm in globino 1530 cm. Vse sodobne naprave so hibridne, kar
pomeni, da se so£asno s slikanjem s PET izvaja tudi slikanje z drugo modaliteto, ki
prikazuje £love²ko anatomijo. Najve£krat gre za naprave PET/CT, v zadnjem £asu
pa je poudarek tudi na razvoju naprav PET/MRI. Omogo£ajo tudi merjenje £asov
preleta fotonov, s £imer lahko natan£neje opredelimo, kje vzdolº LOR je pri²lo do
anihilacijskega dogodka  v tem primeru govorimo o slikanju TOF PET. [18, 23]
2.2.3 Lastnosti detektorja
V nadaljevanju bomo obravnavali lastnosti detektorja, kot so prostorska, £asovna in
energijska lo£ljivost, ki se mo£no odraºajo na kon£nih lastnostih slike.
Prostorska lo£ljivost
Prostorska lo£ljivost je sposobnost naprave, da karseda natan£no poustvari sliko
objekta, to pa pomeni, da so spremembe prostorske porazdelitve radioaktivnosti v
objektu jasno vidne tudi na sliki. Empiri£no lahko prostorsko lo£ljivost definiramo
kot najmanj²o razdaljo med to£kama na sliki, ki jo ²e lahko zaznamo z napravo za
pozitronsko emisijsko tomografijo. K prostorski lo£ljivosti naprave prispevajo raz-
li£ni dejavniki, med katerimi so najpomembnej²i doseg pozitrona pred anihilacijo,
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nekolinearnost izseva anihilacijskih fotonov in velikost oziroma prostorska lo£ljivost
detektorjev. [21]
Radionuklid 18F, ki je del radiofarmaka FDG, razpada z razpadom β+, pri £emer
ob nevtrinu nastane tudi pozitron, kot prikazuje reakcija 2.2. Pozitron je pozitivno
nabiti delec z majhno maso in pri potovanju skozi tkivo izgublja svojo kineti£no
energijo zaradi ionizacije. Ko se dovolj upo£asni, verjetnost za anihilacijski dogodek
naraste in pozitron se anihilira z elektronom. Pot, ki jo pozitron prepotuje od mesta
nastanka (izseva) do to£ke anihilacije, imenujemo doseg. Ta je mo£no odvisen od
za£etne kineti£ne energije pozitrona ter vrstnega ²tevila in povpre£nega ionizacij-
skega potenciala tkiva, v katerem potuje. Pozitroni, ki se izsevajo iz radioizotopa
18F, imajo maksimalno energijo 635 keV in povpre£en doseg 0,10,5 mm. Zaradi
kon£nega dosega pozitronov se prostorska lo£ljivost naprave Rdoseg poslab²a. [6, 24]
Ker pozitronu ob anihilaciji z elektronom ostane del kineti£ne energije, zaradi
zakona o ohranitvi gibalne koli£ine anihilacijska fotona ne odletita to£no pod kotom
180◦. Posledica tega je, da to£ka anihilacije ne leºi na izmerjeni £rti odziva, zato se
prostorska lo£ljivost R180◦ nekoliko poslab²a. Porazdelitev po kotu med fotonoma je
Gaussova, s povpre£jem 180◦ in FWHM 0.25◦. Prispevek nekolinearnosti k poslab-
²anju prostorske lo£ljivosti zna²a pribliºno 12 mm. [21, 24]
K prostorski resoluciji naprave mo£no prispeva tudi intrinzi£na prostorska lo-
£ljivost detektorja Rdetektor, ki jo omejuje kon£na velikost posameznih detektorskih
elementov w. V primeru, da se je anihilacijski dogodek zgodil ravno na polovici med
dvema detektorjema, zna²a prostorska lo£ljivost na osi med obema detektorjema w
2
in nara²£a v smeri pravokotno na os. Tik ob robovih detektorskih elementov je pro-
storska lo£ljivost enaka w, torej dvakrat slab²a kot na osi. Za scintilacijski kristal
²irine 4 mm je Rdetektor na osi enak 2 mm, na robu detektorja pa 4 mm. [24]
Skupno prostorsko lo£ljivost po [24] dolo£imo kot ²irino konvolucij posameznih
prispevkov. V pribliºku centralnega limitnega teorema izrazimo
R =
√︂
R2doseg +R
2
180◦ +R
2
detektor, (2.4)
od koder izra£unamo, da je prostorska lo£ljivost sodobnih naprav za pozitronsko
emisijsko tomografijo 35 mm. [23]
asovna lo£ljivost
Pri obi£ajnem slikanju s PET s pomo£jo koinciden£nega vezja dolo£imo, ali sta ani-
hilacijska fotona nastala pri istem anihilacijskem dogodku. e anihilacijska fotona,
ki sta odletela v nasprotnih smereh, zaznamo so£asno ali znotraj kratkega £asovnega
okna, sklepamo, da sta nastala pri istem anihilacijskem dogodku. Pri slabi £asovni
lo£ljivosti lahko v istem £asovnem oknu zaznamo ve£ fotonov, zato ne moremo razli-
kovati, pri katerih anihilacijskih dogodkih so nastali. Pri zelo dobri £asovni lo£ljivost
lahko na podlagi merjenja razlike v £asu preletov anihilacijskih fotonov celo ugoto-
vimo, kje vzdol £rte odziva (LOR) se je zgodila anihilacija, kot prikazuje slika 2.5.
[18] Iz izmerjenih £asov preleta prvega t1 = x1c in drugega fotona t2 =
x2
c
, lahko
izra£unamo razliko £asov preleta kot
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t2 − t1 = ∆t = x2 − x1
c
=
∆x
c
, (2.5)
kjer je x1 razdalja od to£ke anihilacije do prvega detektorja, x2 razdalja od mesta
anihilacije do drugega detektorja in c = 3 · 108 m
s
svetlobna hitrost. Iz ena£be 2.5
lahko izrazimo razliko poti ∆x, ki predstavlja razdaljo od to£ke anihilacije do sredine
med obema detektorjema vzdolº LOR. [21] Pri TOF PET zmoremo torej pozicijo
anihilacije bolje lokalizirati kot pri obi£ajnem PET brez meritve £asov preleta, zato
se precej zmanj²a ²um rekonstruiranih slik, medtem ko na krajevno lo£ljivost slike
to prakti£no ne vpliva. [23] asovno lo£ljivost sistema v glavnem omejujejo razli£ni
statisti£ni procesi v scintilacijskem kristalu, fotodetektorju in elektronskem vezju.
Ve£ina sodobnih klini£nih naprav za TOF PET ima £asovno lo£ljivost 300600 ps,
kar ve£ kot presega zahteve, potrebne za identifikacijo para fotonov, ki sta nastala
pri istem anihilacijskem dogodku. [25] Po vsakem dogodku, ki ga zaznamo v detek-
torskem elementu, je ta kratek £as zaseden s procesiranjem signala. V tem £asu,
imenovanem mrtvi £as, detektorski element ni sposoben zaznati novega dogodka.
[18]
Slika 2.5: Meritev £asov preleta anihilacijskih fotonov bistveno pripomore k zmanj-
²anju ²uma. Prirejeno po [26].
Energijska lo£ljivost
Pri pozitronski emisijski tomografiji poznamo razli£ne tipe dogodkov. V podpo-
glavju 2.2.3 smo ºe omenili prave koincidence, dogodke, pri katerih znotraj zelo
kratkega £asovnega okna z detektorjem zaznamo fotona, ki sta nastala pri istem
anihilacijskem dogodku. Lahko se zgodi, da namesto para fotonov iz iste anihilacije
v kratkem £asovnem oknu zaznamo par neodvisnih enostranskih dogodkov iz dveh
razli£nih anihilacij. V tem primeru govorimo o naklju£nih koincidencah, pri katerih
napa£no sklepamo, da sta fotona nastala pri isti anihilaciji in posledi£no dobimo na-
pa£no £rto odziva (LOR). V praksi se med potovanjem anihilacijskih fotonov skozi
tkivo v 80 % le-ti sipajo pod dolo£enim kotom. Ob tem da spremenijo smer leta, na
mestu sipanja odloºijo tudi del svoje energije. Zaradi spremenjene smeri potovanja
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ponovno poveºemo napa£no £rto odziva, kot prikazuje slika 2.6. Tako naklju£ni kot
sipani dogodki dodajo ozadje rekonstruirani sliki in s tem prispevajo k poslab²anju
njihove kontrastne lo£ljivosti, zato jih ºelimo £im manj. Naklju£nih dogodkov se
znebimo s kraj²anjem £asovnega okna, znotraj katerega moramo zaznati oba fotona,
£e naj ju razglasimo za nastala pri istem anihilacijskem dogodku, medtem ko sipane
dogodke od ostalih lo£ujemo na podlagi izmerjene energije v detektorju. [6, 18]
Slika 2.6: Prikaz pravih (levo), sipalnih (v sredini) in naklju£nih (desno) dogod-
kov/koincidenc pri slikanju s pozitronsko emisijsko tomografijo. Pri sipalnih in na-
klju£nih dogodkih dobimo napa£no £rto odziva ter s tem napa£no informacijo o
mestu anihilacije. Prirejeno po [6].
Pri lo£evanju sipanih dogodkov od ostalih izmerimo energijo anihilacijskih foto-
nov, ki jih zaznamo v detektorju. Iz podpoglavja 2.2.1 vemo, da je energija vsakega
izmed fotonov Eγ = 511 keV, zato okoli le-te dolo£imo energijsko okno ²irine ∆E.
V kolikor zaznamo foton z energijo izven energijskega okna, sklepamo, da se je na
svoji poti sipal in ga ne uporabimo pri rekonstrukciji slike. Obi£ajno je pri novej²ih
napravah za pozitronsko emisijsko tomografijo ²irina energijskega okna 350650 keV.
Z manj²anjem okna zavrnemo ve£ napa£nih dogodkov, vendar poslab²amo u£inkovi-
tost detektorja. [21] Zaradi lastnosti detektorjev (predvsem scintilacijskih kristalov,
kjer se absorbirajo anihilacijski fotoni), energije ne moremo meriti zelo natan£no.
Energijska lo£ljivost ve£ine sodobnih naprav, ki uporabljajo scintilatorje LSO ali
LYSO in so sklopljeni s silicijevimi fotopomnoºevalkami (SiPM), zna²a 1012 %.
[23]
Ob£utljivost
Ob£utljivost detekcijskega sistema η najlaºje definiramo kot razmerje med ²teviloma
zaznanih in vseh izsevanih fotonov:
η =
Nzaznanih
Nizsevanih
. (2.6)
V najve£ji meri je odvisna od absorpcijske u£inkovitosti ε, h kateri prispevajo naj-
razli£nej²i faktorji. Celotno absorpcijsko u£inkovitost sistema zapi²emo kot
ε = εg · εd · εt · εe · εdt, (2.7)
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kjer je εg geometrijski izkoristek, εd izkoristek detektorjev, εt izkoristek £asovnega
okna, εe izkoristek zavoljo energijskega okna in εdt izkoristek mrtvega £asa. Geome-
trijski izkoristek εg je odvisen od geometrije naprave in se spreminja vzdolº osi, ki
jo obdajajo detektorski obro£i s skupno dolºino h in polmerom R. V izhodi²£u osi
(z = 0) zna²a geometrijski izkoristek h
R
≈ 1
3
, za vrednosti z > h
2
in z < −h
2
pa pade
na 0. Izkoristek detektorjev εd je med drugim odvisen od verjetnosti za absorpcijo
fotona v scintilacijskem kristalu, debeline le-tega, izkoristka pri pretvorbi v vidno
ali ultravijoli£no svetlobo ter kvantnega izkoristka fotodetektorja. εt in εe zajemata
u£inkovitost uporabe £asovnega ter energijskega okna, kjer lahko zaradi dolo£ene
napake pri meritvi napa£no klasificiramo dogodke. Izkoristek mrtvega £asa εdt opi-
suje vpliv neodzivnosti detektorskega elementa zaradi procesiranja predhodnega do-
godka. Celokupna ob£utljivost naprav za pozitronsko emisijsko tomografijo, ki so v
klini£ni rabi, zna²a 210 %. [6, 18, 21]
2.2.4 Lastnosti slike
Pri slikanju s FDG-PET dobimo sliko, ki prikazuje prostorsko porazdelitev gostote
radioaktivnih izvorov znotraj slikanega objekta (preiskovanca). Lastnosti rekonstru-
irane slike so mo£no odvisne od lastnosti naprave (detektorja), od vrste algoritma,
ki smo ga uporabili za rekonstrukcijo slike, in od ²tevilnih korekcijskih algoritmov,
kot so na primer korekcija zaradi naklju£nih ter sipalnih dogodkov, atenuacijski po-
pravki, popravki mrtvega £asa in popravki delnega volumna. Poleg tega lastnosti
slike precej zavisijo od protokola slikanja, predvsem od vbrizgane aktivnosti FDG,
£asa med vbrizgom in za£etkom slikanja ter trajanjem le-tega. [6, 18] Pri shra-
njevanju slik v digitalni obliki vsako rezino v transaksialni ravnini razdelimo na
dvodimenzionalno matriko z izbranim ²tevilom slikovnih elementov (pikslov). Ker
ima rezina tudi kon£no debelino, namesto pikslov govorimo o tridimenzionalnih vo-
lumskih elementih (vokslih), tj. kockah enake velikosti. Vrednost vsakega voksla je
sorazmerna z gostoto izvorov/aktivnostjo v tistem delu pacienta. Iz zaporedja rezin
v aksialni smeri kon£no sestavimo tridimenzionalno matriko oziroma sliko pacienta.
[21]
Rekonstrukcijski algoritem
Kljub temu da pri slikanju zajemamo podatke v treh dimenzijah, je rekonstrukcija
slike navadno dvodimenzionalni problem. Podatke najprej iz treh dimenzij prede-
lamo v niz dvodimenzionalnih rezin v transaksialni ravnini (pravokotna na os), ki jih
nato rekonstruiramo vsako zase. [18] V primeru pozitronske emisijske tomografije
ºelimo iz niza £rt odziva (LOR) dobiti prostorsko porazdelitev gostote radioaktiv-
nih izvorov. rte odziva v transaksialni ravnini parametriziramo s parametroma z
in ∆z, v transaksialni pa s parametroma s in ϕ. V transaksialni ravnini z linijsko
integracijo vzdolº vzporednih £rt odziva pri dolo£enem kotu ϕ dobimo projekcijo
p(s, ϕ), kot prikazuje leva shema na sliki 2.7. Niz projekcij organiziramo v sino-
gram, v katerem to£ka f(x, y) predstavlja krivuljo sinusoido, kot je prikazano na
desnem grafu slike 2.7. Sinogram poljubnega objekta je superpozicija sinusoid, ki
pripadajo to£kam z dolo£eno gostoto radioaktivnih izvorov. [27] Matemati£no ga
zapi²emo z ena£bo
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p(s, ϕ) =
∫︂
f(x, y)δ(s− r · n) d2r, (2.8)
kjer f(x, y) predstavlja prostorsko porazdelitev gostote izvorov. Odvisnost od kota ϕ
se skriva v parametrizaciji z normalnim vektorjem n. Iz sinograma lahko z razli£nimi
rekonstrukcijskimi algoritmi dolo£imo porazdelitev izvorov f(x, y), ki je pravzaprav
iskana slika pacienta. [18] Rekonstrukcijske algoritme delimo na na analiti£ne (FBP)
ter iterativne (MLEM in OSEM). Medtem ko analiti£ni ponujajo neposredno ma-
temati£no re²itev za pridobitev slike, se iterativne metode posluºujejo zapletenej²ih
matemati£nih tehnik, ki za pridobitev slike zahtevajo ve£ zaporednih korakov. [28]
Pri FBP, MLEM in OSEM predpostavimo, da so dogodki vzdolº vsake izmed £rt
odziva porazdeljeni po Poissonovi porazdelitvi,
f(n;µ) =
µne−µ
n!
, (2.9)
kjer je n ²tevilo izmerjenih dogodkov in µ povpre£na vrednost ²tevila izmerjenih
dogodkov. [29, 30]
Slika 2.7: Projekcije p(s, ϕ), ki jih dobimo z integracijo vzdolº LOR (levo), organi-
ziramo v sinogram (desno). Prirejeno po [29].
FBP Pri filtrirani povratni projekciji (ang. filtered back projection, FBP) predpo-
stavimo, da je aktivnost radioaktivnih izvorov vzdolº £rte odziva enaka povpre£ni
vrednosti ²tevila dogodkov µ in obenem zanemarimo vsakr²na statisti£na odstopa-
nja od le-te. Sinogram z enodimenzionalno Fourierovo transformacijo pretvorimo
v Fourierov (frekven£ni) prostor ξ, kjer uporabimo rekonstrukcijski filter ξs. Nato
napravimo inverzno Fourierovo transformacijo ter povratno projekcijo, da dobimo
prostorsko porazdelitev radioaktivnih izvorov f(x, y) oziroma f(r) kot
f(r) =
∫︂
p′(s, ϕ)δ(s− r · n) dϕ, (2.10)
pri £emer je
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p′(s, ϕ) =
∫︂
p(ξs, ϕ)ξse
i2πξss dξs. (2.11)
Pri FBP dobimo zgolj oceno realne slike, ki pa se ob dovolj velikem ²tevilu meritev
pribliºa pravi vrednosti. [18]
MLEM Eden najpogostej²ih iterativnih algoritmov je MLEM (ang. maximum
likelihood expectation maximization), ki predpostavi, da je izmerjena slika le ena
izmed moºnih izidov meritev na podlagi slike izvorov ˆ︁f . Pri MLEM i²£emo tako
re²itev, ki je najverjetnej²a glede na dane meritve p. [18] Do nje pridemo po korakih,
v katerih iskano sliko ˆ︁fj vsakokrat izbolj²amo za
ˆ︁f (n+1)j = ˆ︁f (n)j∑︁
i′ Hi′j
∑︂
i
Hij
pi∑︁
kHik
ˆ︁f (n)k , (2.12)
kjer je ˆ︁f (n)j ocena slike v vokslu j pri iteraciji n. Izmerjeno aktivnost v i-ti vrstici
sinograma zapi²emo z ena£bo
pi =
m∑︂
j=1
Hij ˆ︁fj, (2.13)
kjer je m ²tevilo pikslov vzdolº LOR. Hij v ena£bah 2.12 in 2.13 predstavlja element
sistemske matrike, ki opisuje verjetnost, da foton, izsevan iz elementa i na sliki, pov-
zro£i dogodek na LOR, ki ustreza vrstici j sinograma. Teºava MLEM je predvsem
po£asna konvergenca, zaradi £esar algoritem za rekonstrukcijo slike potrebuje precej
ve£ ra£unskega £asa. [21, 27, 29]
OSEM Re²itev problema hitrosti konvergence pri MLEM naslovimo z rekonstruk-
cijskim algoritmom OSEM (ang. ordered subset expectation maximization), kjer me-
ritve razdelimo na b podskupin in v vsakem koraku sliko izbolj²amo le s podatki iz
ene podskupine Sb:
ˆ︁f (n,b)j = ˆ︁f (n,b−1)j∑︁
i′∈Sb Hi′j
∑︂
i∈Sb
Hij
pi∑︁
kHik
ˆ︁f (n,b−1)k . (2.14)
Na ta na£in doseºemo, da algoritem b-krat hitreje konvergira k pravi vrednosti
kot MLEM. Teºava obeh iterativnih metod je, da se z ve£anjem ²tevila ponovitev
vi²a tudi raven ²uma na slikah, zato je potrebno oba algoritma zgodaj zaklju£iti
in pogladiti rekonstruirano sliko. OSEM je trenutno najpogostej²i iterativni rekon-
strukcijski algoritem, ki se uporablja na napravah za pozitronsko emisijsko tomo-
grafijo. [21, 27, 29]
Prostorska lo£ljivost
V razdelku 2.2.3 smo se posvetili prostorski lo£ljivosti naprave za pozitronsko emisij-
sko tomografijo in ºe tedaj prostorsko lo£ljivost slike definirali kot najmanj²o razdaljo
med to£kama na sliki, pri kateri ju ²e le razlikujemo med seboj. V praksi se za oceno
prostorske lo£ljivost uporablja ²tevilo £rt na milimeter, ki so vidne na sliki. Ve£ £rt
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kot lahko razlo£imo, bolj²a je prostorska lo£ljivost. [21]
Rekonstruirano sliko shranimo v obliki tridimenzionalne matrike z dimenzijami
(N × N) ×M , kjer celotno vidno polje naprave (ang. field of view, FOV) v tran-
saksialni ravnini razdelimo na N vrstic in N stolpcev, v smeri osi pa na M rezin.
Dimenzije dvodimenzionalne matrike obi£ajno zna²ajo od 64 × 64 do 512 × 512,
²tevilo rezin pa 16128. Ker je vidno polje naprave ves £as enako, je velikost pi-
kslov/vokslov odvisna od dimenzije matrike  ve£ja kot je dimenzija, manj²a je
velikost pikslov. Kljub temu pa zelo velika matrika ²e ne pomeni izredne prostor-
ske lo£ljivosti slike, saj je slednja navzdol omejena s prostorsko lo£ljivostjo naprave.
Velikost piksla, ki je manj²a od 1
3
prostorske lo£ljivost naprave, ne izbolj²a ve£ pro-
storske lo£ljivosti slike. e torej zna²a prostorska lo£ljivost naprave 3 mm, naj bo
velikost piksla kve£jemu 1 mm. [6, 21]
um
um predstavlja naklju£en signal na sliki, ki lahko zabri²e njene podrobnosti, tako da
pokvari prostorsko ali kontrastno lo£ljivost. Pomembna koli£ina pri opisu lastnosti
slike je razmerje med signalom in ²umom (ang. signal-to-noise ratio, SNR), ki ga
izra£unamo z ena£bo
SNR =
√
N, (2.15)
pri £emer N predstavlja ²tevilo vseh izmerjenih dogodkov. Ena£ba 2.15 pove, da
ve£ dogodkov kot zaznamo z detektorjem, ve£ bo signala v primerjavi s ²umom in
bolj²i bosta prostorska ter kontrastna lo£ljivost. Pri pozitronski emisijski tomografiji
slikovni ²um raje definiramo s koli£ino NECR (ang. noise equivalent count rate),
NECR =
T 2
T + S +R
∝ SNR, (2.16)
ki je sorazmerna SNR. V ena£bi 2.16 T , S in R predstavljajo ²tevilo pravih, sipalnih
in naklju£nih izmerjenih dogodkov. [6, 21]
Artefakti
Artefakti so objekti, vidni na sliki, ki jih v slikanem pacientu pravzaprav ni. Lahko
so posledica po²kodb in slabega vzdrºevanja opreme, gibanja pacienta med slika-
njem, raznih kovinskih tujkov v telesu, premikanja srca, dihanja in uporabe razli£-
nih rekonstrukcijskih algoritmov (²e posebej pri FBP). Zaradi morebitne prisotnosti
artefaktov je slike smiselno pred vsakr²no analizo vizualno preveriti. [6]
2.2.5 Protokol slikanja moºganov s FDG-PET
V tem razdelku bomo povzeli uradne smernice [31, 32] ter na kratko predstavili
protokol slikanja moºganov s FDG-PET. Pri tem se bomo osredoto£ili predvsem na
pripravo pacienta na slikanje, vbrizganje radiofarmaka in zajem podatkov.
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Priprava pacienta
Pacienti se morajo pred prihodom na preiskavo postiti najmanj 4 ure, vendar je
priporo£ljivo, da se postijo vsaj 6 ur. Na ta na£in prepre£imo, da bi zvi²ana raven
glukoze v krvi vplivala na optimalni privzem FDG v moºganih. Priporo£eno je, da
pijejo veliko vode, se izogibajo kofeina, alkohola in vsakr²nih drog, obenem se morajo
vsaj 6 ur pred preiskavo izogibati ve£jim telesnim naporom. Ob prihodu na slikanje
in pred vbrizganjem radiofarmaka se najprej preveri raven glukoze v pacientovi krvi.
e je izmerjena vrednost ve£ja od 160 mg
dL
(stanje, ki ga imenujemo hiperglikemija),
je smiselno slikanje prestaviti na drug termin, saj ob povi²ani vsebnosti glukoze v
krvi le-ta tekmuje s FDG, zato je privzem FDG v vseh tkivih zelo majhen. Raven
glukoze v krvi je mo£ zniºati tudi z vbrizganjem inzulina, vendar se je tovrstna teh-
nika izkazala za neu£inkovito, saj prakti£no ne zmanj²a ²uma na sliki, ki je prisoten
zaradi preve£ glukoze.
Pred vbrizganjem radiofarmaka morajo biti pacienti 2030 minut udobno name-
²£eni v mirni in zatemnjeni sobi. Priporo£eno je, da sedijo ali so v napol leºe£em
poloºaju, nikakor pa se ne smejo gibati, saj bi na ta na£in povzro£ili ve£ji privzem
FDG v mi²icah. Nasploh je priporo£ena £im manj²a aktivnost, zato je najbolje, da
po£ivajo z zaprtimi o£mi, se ne pogovarjajo, berejo in podobno. Kanilo za injekcijo
je potrebno vstaviti v ºilo 10 minut pred vbrizganjem radiofarmaka. Zaºeleno je, da
bolnik sprazni svoj mehur pred po£itkom in nato ponovno tik pred preiskavo.
Vbrizganje radiofarmaka
Odraslim preiskovancem intravenozno vbrizgamo radiofarmak s 300600 MBq ak-
tivnosti (obi£ajno 370 MBq), v kolikor zajemamo sliko v dvodimenzionalnem na£inu
delovanja ter 125250 MBq (tipi£no 150 MBq) pri polnem tridimenzionalnem na-
£inu.3 Po vnosu radiofarmaka mora pacient v namenski sobi mirovati vsaj ²e 30
minut, da se FDG porazdeli po telesu.
Zajem podatkov
Sledi zajem podatkov oziroma slikanje, ki traja, dokler ne zaznamo 100 milijonov
dogodkov  obi£ajno 1020 minut in ne ve£ kot 30 minut. Organ, ki pri slika-
nju prejme najvi²jo dozo, je mehur, saj se vsa odve£na aktivnost izlo£i z urinom.
Ocena absorbirane doze mehurja zna²a 0.16 mGy
MBq
, ocena efektivne doze pa 0.019 mSv
MBq
.
V sklopu ²tudije ADNI so pacientom vbrizgali FDG z aktivnostjo 185 MBq,
pri £emer so slikanje izvajali 3060 minut po vbrizgu radiofarmaka v preiskovanca.
[17] Na podlagi tega lahko ocenimo, da je najbolj izpostavljeni organ preiskovancev,
torej mehur, pri slikanju prejel efektivno dozo okoli 3.5 mSv, kar je primerno z oceno
efektivne doze, ki jo prejme vsak prebivalec Slovenije v enem letu zaradi naravnega
ozadja.
3Ve£ina sodobnih naprav za pozitronsko emisijsko tomografijo deluje v 3D-na£inu.
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Metodologija
Identifikacija zna£ilnega presnovnega moºganskega vzorca na podlagi slik, nastalih
s FDG-PET, sestoji iz sosledja to£no dolo£enih korakov: najprej je potrebno zbrati
dovolj veliko skupino slik bolnikov in zdravih oseb, nato moramo slike ustrezno pri-
praviti (predprocesirati) in preveriti morebitno prisotnost artefaktov, £emur sledita
osrednji korak identifikacije presnovnega moºganskega vzorca z uporabo multivaria-
tne analize SSM/PCA (ve£ v podpoglavju 3.5.1) in njegova kon£na potrditev. V tem
poglavju bomo podrobno opisali vse korake protokola, ki je uporaben ne le za dolo-
£anje zna£ilnega presnovnega moºganskega vzorca pri Alzheimerjevi bolezni, temve£
tudi pri drugih nevrolo²kih boleznih, kot so na primer Parkinsonova bolezen (ang.
Parkinson's disease, PD), multipla sistemska atrofija (ang. multiple system atrophy,
MSA) in progresivna supranuklearna paraliza (ang. progressive supranuclear palsy,
PSP). [9, 10, 11, 33]
3.1 Izbor in pregled slik
Prvi korak pri identifikaciji zna£ilnega presnovnega moºganskega vzorca je izbor slik,
ki jih bomo uporabili pri analizi. Pomembno je, da imamo na razpolago dovolj²ne
²tevilo ustreznih slik bolnikov, ki so diagnosticirani z dolo£eno nevrolo²ko boleznijo
(v na²em primeru z AD), vendar moramo zagotoviti tudi enako ²tevilo slik zdravih
kontrolnih preiskovancev. Ker med posameznimi osebami obstaja znatna biolo²ka
raznolikost v moºganski presnovi glukoze, je najbolje zbrati £im ve£ slik pacientov
in zdravih kontrol, saj na ta na£in izbolj²amo zanesljivost analize in verodostojnost
identificiranega vzorca  pri tem je klju£no, da so sodelujo£i primerljivi v vseh la-
stnostih, kot so starost, spol, stopnja izobrazbe, trajanje bolezni, pridruºene bolezni
in zdravila. Slike vseh oseb, ki so vklju£ene v identifikacijo vzorca, razdelimo na dve
skupini, tako da bolnike lo£imo od zdravih kontrol. Pri izboru je smiselno originalne
slike vizualno pregledati in se prepri£ati, da so primerne za vklju£itev v analizo (ne
vsebujejo artefaktov, niso popa£ene ipd.). [9, 10, 33]
V na²em primeru smo v slikovni bazi ²tudije ADNI, ki je opisana v podpoglavju
2.1.4, poiskali ve£je ²tevilo slik pacientov z diagnosticirano Alzheimerjevo boleznijo
in prav toliko slik zdravih kontrolnih preiskovancev. Slike bolnikov z AD smo razvr-
stili v ²tiri skupine: v ve£jo skupino s 100 slikami in tri manj²e skupine z 20 slikami,
nakar smo isto napravili ²e s slikami zdravih kontrolnih preiskovancev. Pri razvr²£a-
nju v skupine smo poleg diagnoze upo²tevali tudi tehni£no kakovost slik in starost
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preiskovancev.
Dve manj²i skupini bolnikov in zdravih kontrol (G1 AD in G1 CN) sta bili slikani
izklju£no na novej²ih napravah, medtem ko smo v ostale skupine, dve manj²i (G2
AD in G2 CN), dve ve£ji (G3 AD in G3 CN) ter preostali dve manj²i (G4 AD in G4
CN), razvrstili preiskovance, ki so jih slikali na najrazli£nej²ih napravah (tako sta-
rej²ih kot novej²ih), zato je tehni£na kakovost slik preiskovancev v skupinah G1 AD
in G1 CN namerno bolj²a kot pri ostalih skupinah. Osnovno merilo za razlikovanje
naprav za pozitronsko emisijsko tomografijo (ali hibridnih naprav, ki omogo£ajo tudi
slikanje s CT), je bilo leto izdelave  naprave, izdelane do vklju£no leta 2009 smo
klasificirali kot starej²e naprave, tiste, ki so jih izdelali v letu 2010 ali kasneje, pa
kot novej²e. To lo£nico smo uporabili, da smo zagotovili dovolj velik nabor tehni£no
kakovostnih slik. Prav tako smo preverili, da slike, ki so nastale na novej²ih napra-
vah, zado²£ajo nekaterim drugim kriterijem tehni£ne kakovosti: pri rekonstrukciji
slike se uporablja iterativne rekonstrukcijske algoritme (predvsem OSEM), medtem
ko velikost slikovne matrike zna²a najmanj 128× 128× 128. Na ta na£in smo dobili
izbor 9 sodobnih naprav proizvajalcev General Electric (Discovery 690, Discovery
710, Discovery MI in Discovery MI DR), Philips (Ingenuity TF PET/CT in Vereos
PET/CT) ter Siemens (Biograph mCT, Biograph TruePoint in Biograph Vision).
Slike preiskovancev v obeh ve£jih skupinah pa so nastale na skupno 28 napravah 5
razli£nih proizvajalcev (CPS, General Electirc, MiE, Philips in Siemens), vklju£no
z 9 sodobnimi napravami.
V slikovni bazi ADNI je zbranih okoli 4000 slik FDG-PET moºganov, zato smo
izbor slik, ki smo jih uporabili pri nadaljnji analizi, delno avtomatizirali. Najprej
smo v bazi ADNI ro£no filtrirali rezultate iskanja glede na naprave, s katerimi so
bile slike zajete, in jih izvozili v obliki besedilne datoteke. Le-ta je vsebovala ve£
stolpcev s podatki: prvi stolpec je predstavljal seznam ID-jev vseh preiskovancev,
drugi spol, tretji raziskovalno skupino (CN, EMCI, LMCI, MCI ali AD), £etrti sta-
rost in peti ime naprave. V naslednjem koraku smo v programskem jeziku Python
spisali enostaven algoritem, ki uvozi podatke iz besedilne datoteke in izbere £im
bolj homogeno skupino N = 20 ali N = 100 bolnikov/zdravih preiskovancev. Naj-
bolj homogena skupina je tista, katere odstopanje od povpre£ne starosti (standardni
odklon starosti) je najmanj²e. Algoritem lahko povzamemo v nekaj kratkih korakih:
1. S seznama vseh oseb izºrebamo naklju£no skupino N oseb.
2. Izra£unamo povpre£no vrednost starosti µi in standardni odklon σi N izbranih
oseb.
3. Izmed N oseb naklju£no izºrebamo 1 osebo in jo zamenjamo z drugo naklju£no
izºrebano osebo s seznama vseh oseb.
4. Ponovno izra£unamo povpre£no vrednost starosti µi+1 skupine N oseb in pri-
padajo£i standardni odklon σi+1.
5. e je σi+1 < σi, obdrºimo nov seznam oseb, sicer obdrºimo starega.
6. Postopek ponovimo tolikokrat, dokler se po i = 100000 iteracijah standardni
odklon ve£ ne spreminja.
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Sledil je postopek preverjanja pravilnosti diagnoze. V bazi ADNI so preiskovanci
razvr²£eni v razli£ne raziskovalne skupine (CN, MCI, AD...) glede na diagnozo ob
prvem obisku zdravnika oziroma ob vklju£itvi osebe v ²tudijo. Osebam se ob ve£-
kratnih obiskih raziskovalna skupina ne spremeni, £etudi se jim spremeni diagnoza.
To pomeni, da je povsem zdrav kontrolni preiskovanec ob priklju£itvi v ²tudijo raz-
vr²£en v raziskovalno skupino CN. V kolikor se na primer ob petem obisku (po ve£
letih) njegova diagnoza spremeni, ker zdravnik ugotovi blago kognitivno motnjo,
bolnik kljub nevrolo²ki bolezni ostane v raziskovalni skupini CN. V ta namen je
potrebno za vsako osebo posebej preveriti ²e trenutno diagnozo ob vsakem obisku
oziroma slikanju, saj bi lahko v nasprotnem primeru napa£no sklepali, da oseba v
skupini CN ne kaºe znakov nevrolo²ke bolezni. V kolikor se je kateri izmed izºreba-
nih oseb v skupini ob zaporednih obiskih diagnoza spremenila, smo v izogib teºavam
pri identifikaciji zna£ilnega presnovnega moºganskega vzorca tako osebo izlo£ili iz
kasnej²e analize in jo nadomestili z drugo osebo istega spola in primerljive starosti.
Za namen identifikacije vzorca smo torej izbrali le slike bolnikov z AD in zdravih
kontrolnih preiskovancev s pravilno diagnozo tako ob £asu slikanja s PET, kot tudi
ob katerem koli drugem obisku klinike v sklopu ²tudije ADNI.
V nadaljevanju smo vsako sliko vizualno pregledali s programom MRIcroGL1
(McCausland Center for Brain Imaging, University of South Carolina, ZDA) in se
prepri£ali, da na njih ni prisotnih artefaktov.
3.2 Predobdelava slik
Predobdelava slik je izjemno pomemben korak, ki ga je potrebno izvesti z vso skrb-
nostjo, saj lahko ob nepravilni izvedbi to mo£no vpliva na kon£ni rezultat. Slike je
potrebno najprej pretvoriti v ra£unalni²ko obliko, ki je primerna za analizo, jih z
registracijo pretvoriti v standardiziran anatomski prostor in pogladiti z Gaussovim
jedrom primerne ²irine. [10] Celoten potek predprocesiranja je shematsko prikazan
na sliki 3.1.
V podatkovni bazi ADNI so poleg originalnih dostopne tudi ²tiri vrste pred-
procesiranih slik sodelujo£ih. Cilj predprocesiranja je predvsem ustvariti £im bolj
enotne in tehni£no podobne slike, £eravno so nastale na najrazli£nej²ih napravah za
pozitronsko emisijsko tomografijo. [17] V na²em primeru smo za analizo uporabili
slike FDG-PET iz baze ADNI, ki so koregistrirane, povpre£ene po ve£ zaporednih
zajemih, intenzitetno normalizirane in variabilno poglajene, da imajo povsem enako
²tevilo vokslov, ²tevilo rezin ter enako prostorsko lo£ljivost (ve£ o vrstah predobde-
lanih slik v bazi ADNI lahko preberete v dodatku B). Kljub temu smo morali slike
iz baze ADNI ²e nekoliko pripraviti pred nadaljnjo uporabo.
3.2.1 Pretvorba
Prvi korak pri predpripravi slik je pretvorba v ustrezno digitalno obliko, ki je pri-
merna za analizo. Naprava za pozitronsko emisijsko tomografijo shrani sliko v stan-
dardni obliki DICOM (ang. Digital Imaging and Communications in Medicine), ki
poleg slikovne datoteke vsebuje tudi podatke o pacientu (ime in priimek, starost...),
1https://www.nitrc.org/projects/mricrogl
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napravi, rekonstrukcijskem algoritmu, orientacijskem polju in podobno. Slikovni
podatki so v DICOM-u zapisani v standardnem anatomskem (pacientovem) koordi-
natnem sistemu LPS (ang. left, posterior, superior), kjer glede na pacienta abscisna
os kaºe v smeri od desne proti levi, ordinatna od spredaj nazaj in aplikatna od spo-
daj navzgor. Na ta na£in dobimo tri med seboj pravokotne orientacijske ravnine:
aksialna ali pre£na ravnina je vzporedna s tlemi in lo£uje spodnji (inferiorni) del te-
lesa od zgornjega (superiornega), koronarna ali £elna je pravokotna na tla in lo£uje
sprednji (anteriorni) del telesa od zadnjega (posteriornega), medtem ko sagitalna ali
sredinska ravnina, ki je pravokotna na obe prej²nji, deli levi del telesa od desnega.
Za potrebe analize moramo slike najprej pretvoriti v digitalno obliko SPM Analyze
(ali NIfTI), kjer je, v primerjavi z obliko DICOM, koordinatni sistem zavrten za
180◦ okoli navpi£ne osi, tako da pozitivna os x kaºe v smeri proti desni, os y v
smeri naprej (anteriorno), os z pa ²e zmeraj v smeri navzgor (superiorno). Tovr-
sten anatomski koordinatni sistem imenujemo RAS (ang. right, anterior, superior).
[10, 33, 34]
V na²em primeru smo pretvorbo slik FDG-PET iz digitalne oblike DICOM v
format SPM Analyze napravili s prosto dostopnim programom MRI Convert 2.1.02
(Lewis Center for Neuroimaging, University of Oregon, ZDA).
Slika 3.1: Shematski prikaz postopka predobdelave slik: originalno sliko, ki je na-
stala na napravi za pozitronsko emisijsko terapijo, po pretvorbi v primeren digitalni
format registriramo na predpripravljeno moºgansko predlogo in nato pogladimo z
Gaussovim filtrom ustrezne ²irine. Povzeto po [33].
2https://lcni.uoregon.edu/downloads/mriconvert
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3.2.2 Registracija
Naslednji korak pri predprocesiranju slik je registracija, s katero pretvorimo slike
bolnikov in zdravih kontrol v skupen stereotakti£ni prostor. Pri tem obliko in ve-
likost moºganov na sliki vsakega posameznika s pomo£jo elasti£nih transformacij
prilagodimo na v naprej pripravljeno moºgansko predlogo s standardiziranimi loka-
cijami razli£nih moºganskih struktur. S tem doseºemo, da se vse slike, ki jih bomo
uporabili v ²tudiji, ujemajo tako v velikosti kot v poloºaju posameznih moºganskih
struktur. Enega najpogosteje uporabljenih standardiziranih moºganskih prostorov
so razvili na Montrealskem in²titutu za nevrologijo (ang. Montreal Neurological In-
stitute, MNI). [10, 33]
Registracijo slik FDG-PET v koordinate MNI smo napravili s pomo£jo program-
skega orodja SPM123 (ang. Statistical Parametric Mapping ; The Wellcome Centre
for Human Neuroimaging, UCL Queen Square Institute of Neurology, London, Zdru-
ºeno kraljestvo Velike Britanije in Severne Irske), ki deluje v programskem okolju
MATLAB R2020a4 (Mathworks, ZDA). Vse slike smo najprej registrirali na obsto-
je£o moºgansko predlogo, nato pa smo vsako sliko posebej vizualno pregledali s
pomo£jo programa SPM12 in se prepri£ali, da so slike pravilno registrirane v skupni
koordinatni sistem MNI. Hkrati s preverjanjem registracije smo se prepri£ali, da s
postopkom registracije nismo pridelali kakr²nih koli slikovnih artefaktov.
3.2.3 Glajenje
Po pretvorbi v ustrezen digitalni zapis in registracijo v stereotakti£ni prostor, ki ga
opi²emo s koordinatami MNI, je potrebno vse slike bolnikov in zdravih kontrolnih
oseb pogladiti s primernim filtrom. V praksi to pomeni, da napravimo konvolucijo
slike (oziroma slikovnih elementov) z Gaussovim jedrom ustrezne ²irine, pri £emer
pravzaprav povpre£imo ter interpoliramo vrednosti sosednjih vokslov. Kon£ni rezul-
tat je na videz zamegljena slika z manj vidnimi podrobnostmi, vendar z glajenjem
izbolj²amo razmerje med signalom in ²umom (ena£ba 2.15) in odpravimo morebi-
tne nehomogenosti. Koliko vrednosti sosednjih volumskih elementov povpre£imo,
je odvisno predvsem od ²irine Gaussovega jedra. Ve£ja kot je njegova ²irina, po
ve£ vokslih povpre£imo, vendar tvegamo pretirano izgubo prostorske lo£ljivost in s
tem pove£amo moºnost, da izpovpre£imo moºgansko aktivnost manj²ih podro£ij ter
spregledamo morebitna odstopanja od fiziolo²kih vrednosti. Poleg tega s filtriranjem
vnesemo korelacijo med sosednjimi voksli. [10, 11, 33]
Obi£ajno slike vseh izbranih bolnikov in zdravih oseb pogladimo z Gaussovim
jedrom standardne ²irine 10mm×10mm×10mm FWHM5 z uporabo programskega
orodja SPM12, vendar smo v na²em primeru ta korak izpustili, saj smo uporabili
ºe delno predpripravljene slike iz baze ADNI, ki so jih izvajalci ²tudije v postopku
predobdelave dvakrat pogladili  prvi£ so jih pogladili z uporabo Gaussovega jedra
standardne ²irine in drugi£ variabilno s poznavanjem matrike ob£utljivosti posame-
zne naprave.
3https://www.fil.ion.ucl.ac.uk/spm/
4https://www.mathworks.com/products/matlab.html
5Polovi£na vrednost ²irine (ang. full width at half maximum, FWHM)
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3.3 Preverjanje atrofije moºganov
Dodaten korak, ki sicer ni nujno potreben, a lahko vidno izbolj²a zna£ilni presnovni
vzorec, je preverjanje prisotnosti ali stopnje moºganske atrofije na slikah. Pri bolni-
kih z napredovalo obliko Alzheimerjeve bolezni lahko pride do vidnega zmanj²anja
volumna moºganov (shematski prikaz je na sliki 2.1), kar lahko povzro£i navidezno
zmanj²anje presnovne aktivnosti  to pomeni, da je na sliki vidno zmanj²anje mo-
ºganske aktivnosti, £eprav tam v resnici ni moºganov. Prispevki moºganske atrofije
lahko na ta na£in povzro£ijo tudi identifikacijo napa£nega presnovnega moºganskega
vzorca, zato slike pred uporabo za identifikacijo raje preverimo, po potrebi izlo£imo
ter nadomestimo z drugimi. Ena izmed moºnosti je vizualni pregled slik in ocena
moºganske atrofije, vendar je ta na£in precej subjektiven in odvisen od izku²enj ter
znanja pregledovalca.
V tem delu smo se ocene moºganske atrofije lotili s pomo£jo samostojne skripte,
ki smo jo spisali v programu MATLAB. Pred uporabo skripte smo najprej na pod-
lagi preverjenih tehni£no kakovostnih slik 20 zdravih kontrolnih preiskovancev do-
lo£ili povpre£no sliko zdravih moºganov. To smo storili s se²tetjem vrednosti slik
v istih vokslih pri razli£nih slikah in deljenjem dobljenih vrednosti s ²tevilom vseh
slik. Nato smo poiskali masko celotnih moºganov, ki nam na sliki PET vse voksle
izven moºganov (lobanjo, obmo£ja izven glave ipd.) nastavi na vrednost 0, ter sliko
koregistrirali na sliko normalnih moºganov. S tem smo uskladili dimenzije slikovne
matrike maske z dimenzijami matrike slike normalnih moºganov in vseh ostalih slik,
ki smo jih uporabili pri kasnej²i analizi. Na tem mestu uporabimo algoritem za
preverjanje atrofije moºganov, ki ga lahko povzamemo v nekaj korakih:
1. Uvozimo povpre£no sliko moºganov 20 zdravih kontrolnih preiskovancev in
sliko maske celotnih moºganov.
2. Uvozimo slike bolnikov z Alzheimerjevo boleznijo ali zdravih preiskovancev,
katerih atrofijo bomo preverjali.
3. Na povpre£no sliko zdravih moºganov ter na vse ostale slike apliciramo masko
celotnih moºganov. S tem analizo omejimo samo na podro£ja znotraj lobanje,
kjer se nahajajo moºgani.
4. Izra£unamo maksimalno vrednost (intenziteto) neni£elnih vokslov vseh posa-
meznih slik.
5. Nastavimo izbrani prag, ki je v na²em primeru 30 % maksimalne intenzitete
posamezne slike. Predpostavimo, da so vsi neni£elni voksli znotraj moºganov,
ki imajo intenziteto manj²o od praga, cerebrospinalna teko£ina. 6
6. Izra£unamo, kolik²en deleº celotne prostornine moºganov predstavlja cerebro-
spinalna teko£ina na sliki povpre£nih moºganov in vseh ostalih slikah, ki so
vklju£ene v analizo.
6V resnici je poleg cerebrospinalne teko£ine tudi del lobanje, saj maska celotnih moºganov ni
popolnoma natan£na.
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7. e je deleº cerebrospinalne teko£ine in s tem atrofije na posamezni sliki mnogo
ve£ji od deleºa na sliki povpre£nih moºganov (za 10 % ali ve£; mejo smo dolo£ili
empiri£no), je moºganska atrofija prehuda. Tako sliko izlo£imo in zamenjamo
s sliko drugega preiskovanca istega spola in primerljive starosti.
3.4 Pregled slik
Zadnji korak pred identifikacijo zna£ilnega presnovnega moºganskega vzorca s po-
mo£jo multivariatne analize SSM/PCA je pregled vsake slike. etudi smo slike
vizualno pregledali ºe ob izboru (podpoglavje 3.1) ter kasneje izlo£ili tiste, na ka-
terih je vidna huda moºganska atrofija (podpoglavje 3.3), slike ponovno preverimo,
tako da jih uvozimo v programsko orodje SPM12 in napravimo Studentov t-test
za neodvisna vzorca (predstavljen v dodatku A.3) na ravni posameznih volumskih
elementov. Pri tem je prvi neodvisni vzorec pravzaprav posamezna slika bolnika
z Alzheimerjevo boleznijo ali zdrave osebe, drugi vzorec pa sestoji iz skupine slik
zdravih kontrolnih preiskovancev. Rezultate analize vizualno preverimo, tako da na
strukturni sliki moºganov z rde£o izri²emo podro£ja z zvi²ano moºgansko presnovo,
z modro pa podro£ja z zniºano moºgansko presnovo v primerjavi s kontrolno skupino
zdravih pacientov. [10, 33]
V na²em primeru smo se preverjanja slik lotili z uvozom v programsko orodje
SPM12, ki deluje znotraj okolja MATLAB. Vsako posamezno sliko smo primerjali s
skupino slik kontrolnih preiskovancev na ravni posameznih vokslov in izrisali rde£a
(bolj presnovno aktivna) ter modra (manj presnovno aktivna) podro£ja na stan-
dardno anatomsko sliko moºganov, ki je nastala pri slikanju z jedrsko magnetno
resonanco (ang. magnetic resonance imaging, MRI). Slednja je kot moºganska pre-
dloga vklju£ena v program SPM12. V kolikor slike niso sprejemljive za nadaljnjo
uporabo pri identifikaciji zna£ilnih presnovnih vzorcev, najsi bo to zaradi prisotno-
sti artefaktov, zaradi nepri£akovane porazdelitve moºganske aktivnosti ali zavoljo
prehude moºganske atrofije, jih nadomestimo z drugimi. V tem delu smo zaradi ne-
ustreznosti izlo£ili in nadomestili vsega 7 slik FDG-PET, in sicer 6 zaradi prehude
atrofije in 1 zaradi izrazito nesimetri£ne porazdelitve moºganske aktivnosti, ki bi
lahko pretirano popa£ila presnovni vzorec.
3.5 Identifikacija zna£ilnega presnovnega moºgan-
skega vzorca z multivariatno analizo SSM/PCA
Zna£ilni presnovni moºganski vzorec identificiramo s pomo£jo multivariatne analize
SSM/PCA. Ko smo primerno predobdelali vse slike bolnikov in zdravih kontrolnih
preiskovancev (opisano v podpoglavju 3.2), najprej vse podatke sestavimo v razse-
ºno matriko, v kateri vrstice predstavljajo slike razli£nih oseb in stolpci volumske
elemente, ki pripadajo razli£nim podro£jem v moºganih. Matriko nato primerno
obdelamo, tako da vse vrednosti logaritemsko transformiramo in (dvojno) centri-
ramo po vrsticah ter stolpcih, da se znebimo normalne metabolne aktivnosti zdra-
vih moºganov in izlu²£imo le tisto aktivnost, ki je posledica bolezenskega stanja. V
naslednjem koraku napravimo analizo glavnih komponent (ang. Principal Compo-
nent Analysis, PCA), s katero odkrijemo, katera moºganska podro£ja imajo zna£ilno
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povi²ano ali zniºano presnovno aktivnost zaradi prisotnosti dolo£ene bolezni. Ker
je lahko sprememba moºganske aktivnost posledica tehni£ne priprave slik, na pri-
mer rekonstrukcijskih algoritmov, je potrebno s statisti£no analizo izlo£iti tovrstne
prispevke, oziroma izvrednotiti, aktivnost katerih predelov moºganov je dejansko
posledica patolo²kih sprememb. Na ta na£in identificiramo zna£ilni presnovni mo-
ºganski vzorec pri dolo£eni bolezni. [9, 10, 33, 35]
V na²em primeru se bomo ukvarjali z identifikacijo zna£ilnih presnovnih moºgan-
skih vzorcev pri bolnikih z Alzheimerjevo boleznijo.
3.5.1 Multivariatna anliza SSM/PCA
Preoblikovanje slik v enovrsti£ne vektorje in zdruºevanje v novo dvodi-
menzionalno matriko
Prvi korak statisti£ne analize SSM/PCA je preoblikovanje slikovnih podatkov. V
razdelku 2.2.4 smo omenili, da se slike preiskovancev, ki jih zajamemo pri pozitronski
emisijski tomografiji, shranijo v obliki tridimenzionalnih matrik, v katerih so zapi-
sane vrednosti izmerjene moºganske aktivnosti, ki je posledica privzema radiofar-
maka FDG. Za potrebe analize moramo tridimenzionalno matriko predprocesirane
slike najprej preoblikovati v enovrsti£ni vektor z velikostjo V , kjer je V = N ·N ·M
produkt ²tevila vrstic, stolpcev in rezin tridimenzionalne matrike oziroma skupno
²tevilo vseh volumskih elementov v njej. V ta namen najprej vsako tridimenzionalno
matriko razdelimo na M dvodimenzionalnih matrik velikosti N ×N ,
⎡⎢⎢⎢⎣
x111 . . . x1N1
... . . .
...
xN11 . . . xNN1
⎤⎥⎥⎥⎦
,
⎡⎢⎢⎢⎣
x112 . . . x1N2
... . . .
...
xN12 . . . xNN2
⎤⎥⎥⎥⎦
, ...
⎡⎢⎢⎢⎣
x11M . . . x1NM
... . . .
...
xN1M . . . xNNM
⎤⎥⎥⎥⎦
⏞ ⏟⏟ ⏞
M matrik dimenzijeN×N
, (3.1)
in po vzoru 3.2 vsako dvodimenzionalno matriko v enovrsti£ni vektor velikostiN×N :
⎡⎢⎢⎢⎣
x11M . . . x1NM
... . . .
...
xN1M . . . xNNM
⎤⎥⎥⎥⎦→ [︂x11M . . . x1NM . . . . . . xN1M . . . xNNM]︂ . (3.2)
Naposled vse dobljene vektorje zdruºimo, tako da jih zloºimo enega za drugim, in
dobimo enovrsti£ni vektor slike z V elementi:[︂
x111 . . . xNN1 . . . . . . x11M . . . xNNM
]︂
⏞ ⏟⏟ ⏞
enovrsticni vektor zV=N ·N ·M elementi
. (3.3)
Postopek ponovimo za vse slike pacientov in zdravih oseb, ki jih bomo uporabili
pri identifikaciji vzorca, nato pa enovrsti£ne vektorje zloºimo v dvodimenzionalno
matriko PSV ,
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PSV =
⎡⎢⎢⎢⎣
p11 . . . p1V
... . . .
...
pS1 . . . pSV
⎤⎥⎥⎥⎦ , (3.4)
kjer indeks S predstavlja ²tevilo vrstic oziroma ²tevilo vseh slik, indeks V pa ²tevilo
stolpcev dvodimenzionalne matrike oziroma skupno ²tevilo volumskih elementov.
Smiselno je omeniti, da zaporedje vna²anja enovrsti£nih vektorjev oseb v novo ma-
triko ne igra posebne vloge. [10, 33]
Uporaba maske
Naslednji korak je uporaba maske, ki je lahko bodisi v naprej definirana bodisi iz-
ra£unana na podlagi dolo£enega praga. V kolikor se posluºimo uporabe praga, bo
vsaka vrednost oziroma signal volumskega elementa, ki je pod izbranim pragom,
izlo£en. Na ta na£in odstranimo tako nizke vrednosti moºganske aktivnosti kot tudi
naklju£en ²um v volumskih elementih, v katerih nismo zabeleºili privzema radiofar-
maka. [10]
Logaritemska transformacija
Posamezne vrednosti matrike PSV predstavljajo izmerjeno presnovno aktivnost mo-
ºganov. Na izmerjeno vrednost lahko poleg nastavitev naprave za pozitronsko emi-
sijsko tomografijo in rekonstrukcijskih algoritmov vplivajo tudi biolo²ke razlike v
ravni glukoze v krvi preiskovancev. Predpostavimo, da so razlike v ravni glukoze v
krvi med posamezniki multiplikativne, zato matriko PSV logaritmiramo,
PSV
log−→ logPSV =
⎡⎢⎢⎢⎣
log p11 . . . log p1V
... . . .
...
log pS1 . . . log pSV
⎤⎥⎥⎥⎦ , (3.5)
saj z logaritemsko transformacijo podatkov multiplikativne razlike spremenimo v
aditivne in se jih na ta na£in v naslednjem koraku laºje znebimo. [10, 33, 35]
Dvojno centriranje
Ker je ve£ina izmerjene metabolne aktivnosti moºganov posledica normalnih fiziolo-
²kih procesov, zelo teºko zaznamo aktivnost, ki je rezultat bolezenskih (patolo²kih)
sprememb. Re²itev ponuja postopek dvojnega centriranja matrike PSV , s katerim se
znebimo prispevka povpre£ne aktivnosti normalnih moºganov ter izlu²£imo le tisti
del, ki je povezan z boleznijo. [33]
Sprva se ºelimo znebiti vpliva biolo²ke raznolikosti v privzemu radiofarmaka,
ki smo jo omenili v prej²njem razdelku. To storimo tako, da najprej izra£unamo
povpre£je vsake vrstice logaritemsko transformirane matrike PSV ,
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< logPSV >V=
⎡⎢⎢⎢⎣
r1
...
rS
⎤⎥⎥⎥⎦ , (3.6)
kjer je
ri =
1
V
V∑︂
j=1
log pij, i ∈ {1, 2, . . . S}. (3.7)
Stolpi£ni vektor < logPSV >V pomnoºimo z vrsti£nim vektorjem samih enic in s
²tevilom elementov V , da dobimo novo matriko, ki jo ozna£imo z LGMRS. Slednjo
od²tejemo od logaritemsko transformirane matrike PSV (ena£ba 3.6), da dobimo
vrsti£no centrirano matriko QSV ,
QSV = logPSV − LGMRS, (3.8)
katere elementi qij predstavljajo odstopanja logaritemske vrednosti presnovne ak-
tivnosti posameznega volumskega elementa od logaritma povpre£ne vrednosti meta-
bolne aktivnosti vseh vokslov posamezne osebe. [10, 33, 35] Sedaj se ºelimo znebiti
²e vpliva razli£ne krajevne presnovne aktivnosti moºganov, zato novonastalo ma-
triko QSV centriramo ²e po stolpcih, tako da od vrednosti qij od²tejemo povpre£je
izbranega voksla po vseh osebah. Najprej izra£unamo povpre£je vsakega stolpca
matrike QSV ,
< logQSV >S=
[︂
c1 . . . cV
]︂
, (3.9)
kjer je
cj =
1
S
[︃ S∑︂
i=1
log pij −
V∑︂
i=1
rj
]︃
, j ∈ {1, 2, . . . V }. (3.10)
To pot vrsti£ni vektor < logQSV >S pomnoºimo s stolpcem samih enic in s ²tevi-
lom elementov S, da dobimo novo matriko, ki ji nadenemo oznako GMPV . Le-to
od²tejemo od matrike QSV , da dobimo dvojno (po vrsticah in stolpcih) centrirano
matriko SRPSV ,
SRPSV = QSV −GMPV = logPSV − LGMRS −GMPV , (3.11)
katere elementi sSV predstavljajo tako odstopanja logaritemske vrednosti posame-
znih vokslov od logaritma povpre£ne vrednosti metabolne aktivnosti vseh vokslov
posamezne osebe, kot tudi odstopanja posameznih vokslov od povpre£ne presnovne
aktivnosti istih vokslov pri razli£nih osebah. [10, 33, 35] Za bolj²o preglednost zapi-
²imo ²e elemente sij matrike SRPSV ,
SRPSV =
⎡⎢⎢⎢⎣
s11 . . . s1V
... . . .
...
sS1 . . . sSV
⎤⎥⎥⎥⎦ =
⎡⎢⎢⎢⎣
log p11 − r1 − c1 . . . log p1V − r1 − cV
... . . .
...
log pS1 − rS − c1 . . . log pSV − rS − cV
⎤⎥⎥⎥⎦, (3.12)
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ki predstavljajo zgolj odstopanja od povpre£ne metabolne aktivnosti posamezne
osebe ter povpre£ne presnovne aktivnosti v posameznih vokslih, zato je njihova
pri£akovana vrednost je enaka 0:
< sij >=
1
S · V
S∑︂
i=1
V∑︂
j=1
sij = 0. (3.13)
Na ta na£in smo se pri postopku preoblikovanja matrike znebili normalne (pov-
pre£ne) presnovne aktivnosti zdravih moºganov in izvrednotili le tisto moºgansko
aktivnost, ki je posledica prisotnosti dolo£ene bolezni. e se normalne presnovne
aktivnosti ne bi znebili, bi majhna odstopanja, ki so posledica patolo²kih sprememb
moºganov, preprosto spregledali. Seveda so lahko majhna odstopanja tudi posle-
dica drugih dejavnikov ali pridruºenih bolezni, vendar s pravilno izbiro sodelujo£ih
(pacientov z dolo£eno boleznijo, na primer Alzheimerjevo boleznijo, in zdravih kon-
trolnih preiskovancev) poskrbimo, da so le-ta rezultat prisotnosti bolezni, katere
zna£ilni presnovni vzorec ºelimo identificirati. [9, 10, 33, 35]
Singularni razcep
Naslednji korak je izra£un bodisi kovarian£ne matrike vokslov SV ,
SV = SRPT SRP, (3.14)
katere elementi predstavljajo kovarianco med voksli, bodisi kovarian£ne matrike oseb
SS,
SS = SRPSRPT, (3.15)
katere elementi predstavljajo kovarianco med osebami. Zavoljo enostavnej²ega za-
pisa smo pri matriki SRPSV izpustili indekse. V resnici ºelimo izvrednotiti volumske
elemente, ki opi²ejo najve£ji deleº odstopanj od normalne presnovne aktivnosti mo-
ºganov, zato bi bilo bolj smiselno izra£unati SV in na njen napraviti analizo glavnih
komponent, s katero bi dolo£ili lastne vektorje, ki ustrezajo najbolj reprezentativnim
vzorcem patolo²ke moºganske aktivnosti. A £eprav na prvi pogled ni razlike, je di-
menzija kovarian£ne matrike vokslov, V ×V , mnogo ve£ja od dimenzije kovarian£ne
matrike oseb, S × S, zato se raje posluºimo trika in z ena£bo 3.15 izvrednotimo
kovarian£no matriko oseb SS ter tako korenito skraj²amo £as analize.
Za dolo£itev patolo²kih presnovnih vzorcev na omenjeni matriki napravimo ana-
lizo glavnih komponent (PCA) oziroma njej enakovreden singularni razcep (ang.
singular value decomposition, SVD),
SSek = λkek, k ∈ {1, 2, . . . S}, (3.16)
s katerim dolo£imo lastne vektorje ek ter lastne vrednosti λk kovarian£ne matrike
oseb SS. Ena£bo 3.16 z leve pomnoºimo z matriko SRPT,
SRPT SSek = SRPT λkek = λkSRPT ek, (3.17)
in vanjo vstavimo ena£bo 3.15, da dobimo
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(SRPT SRP)SRPTek = λkSRPT ek. (3.18)
Iz zgornje ena£be 3.18 opazimo, da so vektorji SRPT ek lastni vektorji kovarian£ne
matrike vokslov SV , katerih lastne vrednosti so prav tako enake λk. Omenjene lastne
vektorje imenujemo invariantni vzorec skupine (ang. group invariant subprofile, GIS)
in jim nadenemo novo oznako
GISk = SRPT ek. (3.19)
e kombiniramo zapis ena£b 3.15 in 3.19, se ena£ba 3.18 glasi
SV GISk = λkGISk, k ∈ {1, 2, . . . S}. (3.20)
Na ta na£in smo preko singularnega razcepa kovarian£ne matrike oseb SS posredno
dobili lastne vektorje GISk in lastne vrednosti λk kovarian£ne matrike vokslov SV .
Lastni vektorji ustrezajo presnovnim vzorcem, ki so posledica bolezenskega stanja.
[10, 33, 35]
Deleº upo²tevane variance
Lastna vrednost λk nam posredno pove, kolik²en deleº odstopanj oziroma variance
v matriki SRP opi²e posamezen lastni vektor GISk. Uvedemo novo koli£ino, ki jo
imenujemo deleº upo²tevane variance (ang. variance accounted for, VAF) in jo po
[10] izra£unamo s pomo£jo lastnih vrednosti λk kot
VAFk =
λk∑︁S
i=1 λi
. (3.21)
Osebna vrednost
Sliki vsakega posameznika SRPS in vsakemu lastnemu vektorju GISk lahko pripi-
²emo oceno s tako imenovano topografsko cenitvijo (ang. topographic profile rating,
TPR),
ScoreSk = SRPS ·GISk, k ∈ {1, 2, . . . S}, (3.22)
kjer je SRPS vrstica matrike SRP, ki pripada izbrani osebi S. Vrednost ocene
ScoreSk pove, v kolik²ni meri je posamezen lastni vektor oziroma eden izmed vzorcev
moºganske aktivnosti, GISk, izraºen na sliki osebe S. Z izra£unom vseh moºnih
kombinacij oseb in lastnih vektorjev lahko sestavimo matriko Score,
Score =
⎡⎢⎢⎢⎣
Score11 . . . Score1S
... . . .
...
ScoreS1 . . . ScoreSS
⎤⎥⎥⎥⎦ , (3.23)
katere vrstice predstavljajo razli£ne osebe S, stolpci pa razli£ne lastne vektorjeGISk.
Na podlagi te matrike lahko s primernimi statisti£nimi metodami lo£imo med bol-
nimi pacienti in zdravimi kontrolnimi preiskovanci. [10, 33]
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V sklopu tega magistrskega dela smo za celoten postopek analize SSM/PCA
(podpoglavje 3.5.1) uporabili prosto dostopno programsko orodje ScAnVP7 (Center
of Neurosciences, The Feinstein Institute for Medical Research, ZDA), kjer smo kot
masko uporabili prag 35 %, izbrali logaritemsko transformacijo podatkov in samo-
dejno izvedli dvojno centriranje in analizo glavnih komponent oziroma singularni
razcep. Izbrano programsko orodje vrne matriko Score le za prvih 16 lastnih vek-
torjevGISk (in za slike vseh oseb, ki jih vklju£imo v analizo), skupaj s pripadajo£imi
deleºi variance VAFk.
3.5.2 Izbor signifikantnih vektorjev
V zadnjem koraku moramo poiskati signifikantne lastne vektorje GISk. etudi smo
pri analizi SSM/PCA z logaritemsko transformacijo ter dvojnim centriranjem po-
datkov v glavnem izni£ili tisti del presnovne moºganske aktivnosti, ki je posledica
normalnega delovanja zdravih moºganov, vsi lastni vektorji GISk niso povezani z
zna£ilnim metabolnim vzorcem dolo£ene bolezni. Izvirajo lahko namre£ iz napak
pri tehni£ni pripravi slik (rekonstrukcijski algoritmi, registracija, glajenje...) ali pa
so posledica moºganske aktivnosti zaradi drugih (patolo²kih) dejavnikov. Zatorej je
klju£nega pomena, da poi²£emo tiste lastne vektorje GISk, ki so povezani izklju£no
z boleznijo, katere zna£ilni presnovni vzorec ºelimo identificirati  linearna kombi-
nacija tak²nih vektorjev GISk bo najbolje razlikovala med zdravimi preiskovanci in
bolniki z dolo£eno boleznijo. [33]
Signifikantne lastne vektorje oziroma glavne komponente lahko dolo£imo z upo-
rabo razli£nih statisti£nih metod. [9] Eden izmed uveljavljenih na£inov je dolo£itev
na podlagi preverjanja stopnje statisti£no pomembnih razlik med vrednostmi ocen
v matriki Score bolnikov z dolo£eno boleznijo in zdravih kontrolnih preiskovan-
cev. Statisti£no pomembne razlike ugotavljamo s pomo£jo Studentovega t-testa za
neodvisna vzorca (poglavje A.3 v dodatku), kjer kot kriterij za izbor uporabimo
razlike med povpre£jema ocen Scorek za vsak posamezni lastni vektor GISk. Vektor
pomembno razlikuje med povpre£jema ocen, µ1 in µ2, v kolikor je rezultat Stu-
dentovega t-testa, t, ki ga izra£unamo z ena£bo A.6, pod izbrano mejo (navadno
p < 0.001) ter v kolikor zna²a deleº variance, ki jo vektor popi²e, ve£ kot 5 %:
VAFk > 5%. (3.24)
Dodatno moramo z izbranimi vektorji GISk, ki zadostijo Studentovemu t-testu,
skupaj opisati pribliºno polovico variance (in ne ve£), zbrane v matriki SRP:∑︂
k
VAFk ⪅ 50%. (3.25)
tevilo linearno neodvisnih lastnih vektorjev GISk je omejeno na ²tevilo oseb (bol-
nikov in zdravih kontrolnih preiskovancev), ki jih vklju£imo v analizo SSM/PCA,
vendar se lahko zmanj²a, v kolikor so si slike oseb med seboj preve£ podobne in je
posledi£no rang matrike SS (matriko definiramo z ena£bo 3.15) manj²i od ²tevila
oseb S. Z uporabo kriterija 3.25 ²tevilo vektorjev GISk ²e dodatno zmanj²amo in
7https://feinsteinneuroscience.org/imaging-software/download-software
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v praksi zna£ilni moºganski presnovni vzorec RP opi²emo le z linearno kombinacijo
nekaj izbranih GISk, ki jih imenujemo signifikantni vektorji,
RP =
Nk∑︂
k=1
CkGISk, (3.26)
kjer k predstavlja indekse izbranih signifikantnih vektorjev, Nk njihovo skupno ²te-
vilo in Ck uteºi, ki jih dolo£imo z logisti£no regresijo (poglavje A.8). Pri logisti£ni
regresiji za napovedni model vzamemo ocene, ki so zbrane v matriki Score, za na-
povedni cilj pa pripadnost bodisi skupini bolnikov bodisi skupini zdravih kontrolnih
preiskovancev in maksimiramo funkcijo verjetja. Z ena£bo 3.26 identificiramo zna-
£ilni presnovni moºganski vzorec (ang. related pattern, RP) za dolo£eno bolezen.
[9, 10, 33, 35]
Optimalno linearno kombinacijo lastnih vektorjev GISk smo v tem delu dolo£ili
z logisti£no regresijo, ki upo²teva Akaikejev informacijski kriterij, s katerim izlu-
²£imo najbolj²i model z najmanj parametri. V ta namen smo v programskem jeziku
Python8 spisali lasten program.
3.5.3 Dolo£itev izraºenosti zna£ilnega presnovnega moºgan-
skega vzorca
Po identifikaciji zna£ilnega presnovnega moºganskega vzorca RP z ena£bo 3.26 ºe-
limo dolo£iti, v kolik²ni meri je le-ta izraºen pri posameznih osebah, ki so vklju£ene
v analizo. Izraºenost vzorca pri posamezniku, ki jo imenujemo tudi osebna vrednost,
dolo£imo s pomo£jo TPR, tako kot v podpoglavju 3.5.1, le da tokrat vektor SRPS, ki
predstavlja sliko posameznika S, pomnoºimo s transponirano matriko presnovnega
vzorca:
VScoreS = SRPS ·RPT. (3.27)
Izra£unano osebno vrednost posameznika preoblikujemo v
ZScoreS =
VScoreS− < VScore >S∈CN
σS∈CN(VScore)
, (3.28)
kjer je
< VScore >S∈CN=
1
S
∑︂
S
VScoreS, S ∈ CN, (3.29)
povpre£na vrednost in
σS∈CN(VScore) =
√︄
1
S − 1
∑︂
S
(︂
VScoreS− < VScore >S∈CN
)︂2
, S ∈ CN (3.30)
standardni odklon osebne vrednosti zdravih kontrolnih preiskovancev (CN). Na ta
na£in doseºemo, da je povpre£je preoblikovanih osebnih vrednosti zdravih preisko-
vancev enako 0,
8https://www.python.org/
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< ZScore >S∈CN=
1
S
∑︂
S
ZScoreS = 0, S ∈ CN, (3.31)
standardni odklon pa enak 1:
σS∈CN(ZScore) =
√︄
1
S − 1
∑︂
S
(︂
ZScoreS− < ZScore >S∈CN
)︂2
= 1, S ∈ CN.
(3.32)
Obenem je povpre£na vrednost izraºenosti metabolnega vzorca pri pacientih z do-
lo£eno boleznijo, < ZScore >S/∈CN, razli£na od ni£, predznak pa nastavimo tako, da
je izraºenost pozitivna, saj pri£akujemo, da je vzorec pri bolnikih bolj izraºen kot
pri zdravih preiskovancih. [9, 10, 33]
V tej magistrski nalogi bomo izraºenost vzorca pri vsakem posamezniku izra£u-
nali s pomo£jo orodja ScAnVP, ki deluje v sklopu programa MATLAB.
3.6 Preverjanje zna£ilnega presnovnega moºganskega
vzorca
Zna£ilni presnovni moºganski vzorec, ki smo ga identificirali z uporabo multivari-
atne analize SSM/PCA (podpoglavje 3.5.1), je potrebno pred vsakr²no nadaljnjo
uporabo dodobra preveriti. V osnovi je pomembno, da vzorec slikovno prikaºemo in
vizualno preverimo njegovo ujemanje z znanimi patolo²kimi spremembami v moºga-
nih in s klini£nimi parametri bolezni, nato pa z izrisom krivulje ROC (dodatek A.9)
dolo£imo ravni specifi£nosti ter ob£utljivosti lo£evanja med bolniki in zdravimi pre-
iskovanci. Z metodo ponovnega vzor£enja (dodatek A.10) je smiselno preveriti sta-
bilnost identificiranega vzorca, v kolikor imamo dostop do ºe identificiranega vzorca
(na razli£nih skupinah bolnikov in zdravih kontrolnih preiskovancev), pa lahko ve-
rodostojnost na novo identificiranega presnovnega moºganskega vzorca dolo£imo z
medsebojno primerjavo obeh vzorcev.
3.6.1 Slikovni prikaz identificiranega vzorca in primerjava s
klini£no sliko bolezni
Ker pri£akujemo, da je zna£ilni presnovni moºganski vzorec pri bolnikih bolj izraºen
kot pri zdravih kontrolnih preiskovancih, moramo pred njegovim izrisom preveriti,
ali je povpre£na vrednost izraºenosti vzorca pri bolnikih, < ZScore >S/∈CN, tudi
dejansko ve£ja od povpre£ne vrednosti izraºenosti vzorca pri zdravih kontrolnih pre-
iskovancih, < ZScore >S∈CN:
< ZScore >S/∈CN>< ZScore >S∈CN . (3.33)
V kolikor to ne drºi, vzorec RP (ena£ba 3.26) pomnoºimo z vrednostjo -1, da velja
zgornja ena£ba 3.33, saj pri£akujemo, da je vzorec pri bolnikih bolj izraºen kot pri
zdravih kontrolah. S tem korakom enoli£no lo£imo presnovno aktivnej²a podro£ja
moºganov od presnovno manj aktivnih.
43
Poglavje 3. Metodologija
Pri izrisu vektorGISk, ki predstavlja zna£ilni presnovni vzorec, pretvorimo nazaj
v tridimenzionalno matriko dimenzije (N ×N)×M (opis matrike je v podpoglavju
2.2.4) in podro£ja moºganov z ve£jo ter manj²o presnovno aktivnostjo od povpre-
£ja izri²emo na standardno magnetnoresonan£no predlogo s koordinatnim sistemom
MNI. Na prikazani sliki so podro£ja z ve£jo metabolno aktivnostjo prikazana z rde£o,
podro£ja moºganov z manj²o presnovno aktivnostjo kot povpre£je pa z modro barvo.
Ve£ja kot je intenziteta posamezne barve, ve£je je odstopanje od normalne (pov-
pre£ne) moºganske aktivnosti zdrave osebe.
Eden bistvenih korakov pri verifikaciji vzorca je primerjava s klini£no sliko bole-
zni. V praksi ta postopek opravimo skupaj z zdravnikom specialistom nevrologije,
da preverimo, ali obmo£ja s povi²ano ter z zniºano presnovno aktivnostjo na sliki
sovpadajo z bolezenskim procesom. Tako na primer pri£akujemo spremenjeno (po-
gosto zniºano) moºgansko aktivnost v tistih predelih moºganov, ki so prizadeti pri
dolo£eni bolezni in so med seboj funkcijsko povezani. Razi²£emo lahko tudi korela-
cijo ostalih klini£nih parametrov z izraºenostjo vzorca (na primer preverimo, £e je
pri bolnikih z dlje £asa trajajo£o boleznijo ali huj²i obliko bolezni zna£ilni presnovni
vzorec moºganov bolj izraºen).
[9, 10, 33]
V na²em primeru uporabimo za slikovni prikaz zna£ilnega presnovnega moºgan-
skega vzorca programsko orodje SPM12. Vzorec izri²emo na moºgansko predlogo in
ga s pomo£jo zdravnika specialista nevrologije primerjamo s klini£no sliko Alzhei-
merjeve bolezni (2.1) oziroma primerjamo s prej²njim znanjem o metabolnih spre-
membah pri AD.
3.6.2 Izris krivulje ROC
Kon£ni namen identifikacije zna£ilnega presnovnega moºganskega vzorca je njegova
uporaba za klini£ne in raziskovalne namene, kot slikovni biolo²ki ozna£evalec AD. V
ta namen moramo preu£iti, ali je glede na izraºenost vzorca mogo£e dolo£iti, £e je
posameznik zdrav ali bolan  to pomeni, da ºelimo vzorec uporabiti kot biomarker,
torej merljivi pokazatelj prisotnosti oziroma odsotnosti bolezni. Eden izmed na£i-
nov, kako preveriti diagnosti£no u£inkovitost zna£ilnega presnovnega moºganskega
vzorca, je z izrisom krivulje ROC (podrobneje opisana v dodatku A.9). V praksi
jo izri²emo tako, da po korakih spreminjamo (vi²amo) mejo z (ena£ba 3.34) ter pri
vsakem koraku preverimo, kolik²en deleº bolnikov smo pravilno diagnosticirali kot
bolne (to je t. i. TPR oziroma ob£utljivost; ena£ba A.25) in kolik²en deleº zdravih
kontrolnih preiskovancev smo pravilno diagnosticirali kot zdrave (to je t. i. TNR
oziroma specifi£nost; ena£ba A.26). Pri izbrani meji z osebo diagnosticiramo kot
zdravo, £e je izraºenost njenega vzorca ZScoreS manj²a ali enaka od meje in kot
bolno, v kolikor je izraºenost ve£ja od izbrane meje z:
ZScoreS ≤ z → osebaS je zdrava,
ZScoreS > z → osebaS je bolna.
(3.34)
Kon£no na abscisno os nanesemo vrednosti 1 − TNR oziroma 1 − Specifi£nost, na
ordinatno os pa vrednosti TPR oziroma Ob£utljivost. Po izrisu izra£unamo tudi
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plo²£ino pod krivuljo (AUC) in dolo£imo optimalno mejo z0 oziroma vrednost iz-
raºenosti presnovnega vzorca, ki najbolje lo£uje bolnike od zdravih preiskovancev.
Na ta na£in dolo£imo tudi najbolj²o kombinacijo specifi£nosti in ob£utljivosti na²e
diagnosti£ne tehnike oziroma biomarkerja. [10, 33]
Za izris krivulje ROC, katere shematski prikaz je na sliki A.4, se posluºimo
uporabe lastnega programa, ki je napisan v programskem jeziku Python.
3.6.3 Preverjanje stabilnosti presnovnega vzorca
Stabilnost identificiranega zna£ilnega presnovnega moºganskega vzorca preverimo
z metodo ponovnega vzor£enja, ki je nekoliko podrobneje predstavljena v dodatku
A.10. Pri tej metodi ve£krat zaporedoma ponovimo postopek identifikacije vzorca,
tipi£no 500 ali 1000krat, pri £emer ohranimo isto ²tevilo slik, vendar vsaki£ upo-
rabimo druga£en nabor slik, v katerem so posamezne slike lahko zastopane tudi
ve£krat. Izid metode ponovnega vzor£enja je tridimenzionalna matrika (slika) poraz-
delitve vrednosti inverznih koeficientov variacije (A.27), ki jo, tako kot identificirani
vzorec, izri²emo na standardno magnetnoresonan£no moºgansko predlogo v koor-
dinatah MNI. Ob izbrani meji izrisa dobimo statisti£no najzanesljivej²a podro£ja
vzorca, ki so zanesljiva s stopnjo zaupanja p. S primerjavo slike porazdelitve in-
verznih koeficientov variacije in zna£ilnega presnovnega moºganskega vzorca lahko
preverimo tudi, ali je vzorec podvrºen popa£itvam zaradi mo£no izstopajo£e mo-
ºganske aktivnosti posameznika ali manj²e skupine. [33]
V na²em primeru za metodo ponovnega vzor£enja uporabimo predpripravljeno
skripto, ki deluje v okviru programskega orodja MATLAB. Identifikacijo zna£ilnega
presnovnega moºganskega vzorca z razli£nim naborom podatkov ponovimo 1000
krat.
3.6.4 Primerjava z drugim presnovnim vzorcem
V kolikor imamo moºnost primerjave novoidentificiranega vzorca z drugim neod-
visno pridobljenim presnovnim moºganskim vzorcem za isto bolezen, najbolje ºe
preverjenim, lahko ºe obstoje£i vzorec uporabimo za primerjavo z novim in na ta
na£in dodatno preverimo verodostojnost slednjega. Na£inov za primerjavo vzorcev
je ve£, in sicer lahko ugotavljamo korelacijo med izraºenostjo obstoje£ega in novega
vzorca na istih slikah, primerjamo lahko obteºitev posameznega vzorca v izbranih
moºganskih podro£jih zanimanja (ROI) ali pa v vseh volumskih elementih. [10, 33]
Korelacija izraºenosti vzorca
Prvi moºni na£in primerjave novega vzorca z obstoje£im preverjenim vzorcem je
z dolo£itvijo korelacije izraºenosti vzorca. V ta namen moramo najprej izra£unati
izraºenost obeh vzorcev na istih slikah bolnikov in zdravih kontrolnih preiskovan-
cev. Najlaºje je uporabiti kar sveºenj slik, ki smo jih uporabili za dolo£anje novega
presnovnega moºganskega vzorca, v kolikor imamo dostop do ostalih slik, pa lahko
izraºenost obeh vzorcev ra£unamo tudi na njih.
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Izraºenost vzorca na sliki posameznika izra£unamo z ena£bama 3.27 in 3.28, nato
z uporabo ena£be A.19 izra£unamo Pearsonov koeficient korelacije r12 in v odvisno-
sti od njegove vrednosti dolo£imo stopnjo korelacije izraºenosti vzorca. Kon£no z
ena£bo A.20 izvrednotimo vrednost Studentovega t-testa in izra£unamo stopnjo ver-
jetja p. Ve£ji r12 pomeni ve£jo korelacijo izraºenosti ter s tem ve£jo verjetnost, da
je novo identificirani vzorec skladen s prej²njim. [33]
Korelacijo izraºenosti vzorca dolo£imo na skupini slik bolnikov in zdravih oseb,
ki smo jo uporabili pri identifikaciji zna£ilnega presnovnega vzorca. Dodatno izra-
£unamo korelacijo izraºenosti tudi na drugih skupinah slik, ki smo jih uporabili za
identifikacijo drugega presnovnega vzorca. Pearsonov koeficient korelacije izra£u-
namo z uporabo programskega jezika Python.
Korelacija v volumskih elementih
Preverimo lahko tudi korelacijo novega in referen£nega presnovnega moºganskega
vzorca v vseh volumskih elementih moºganov. To storimo tako, da dolo£imo Pe-
arsonov korelacijski koeficient (ena£ba A.19) med vektorjema novega presnovnega
vzorca RP in ºe preverjenega presnovnega vzorca RPref ter dolo£imo stopnjo za-
upanja p. Ve£ja kot je korelacija v volumskih elementih, ve£ja je verjetnost, da je
na² vzorec pravilen in verodostojen. [9, 33]
V sklopu tega magistrskega dela smo korelacijo v vseh vokslih dolo£ili z uporabo
programskega orodja ScAnVP, ki deluje znotraj programskega okolja MATLAB.
3.7 Potrditev zna£ilnega presnovnega moºganskega
vzorca
V kolikor presnovni vzorec prestane celoten postopek validacije, ki je opisan v raz-
delku 3.6, ga lahko razglasimo za zna£ilen presnovni moºganski vzorec dolo£ene bo-
lezni. Tovrsten vzorec predstavlja zanesljiv slikovni biomarker oziroma biolo²ki po-
kazatelj prisotnosti dolo£ene bolezni. V kolikor namre£ napravimo sliko FDG-PET
novega preiskovanca in jo primerno predpripravimo, lahko z metodo TPR (pod-
poglavje 3.5.1), natan£neje z ena£bama 3.27 in 3.28, dolo£imo izraºenost vzorca
pri doti£nem posamezniku. Pri identifikaciji vzorca smo dolo£ili tudi mejo z, ki
optimalno razlikuje med bolniki in zdravimi osebami, zato s pomo£jo ena£be 3.34
preverimo, ali izraºenost vzorca pri preiskovancu presega mejo ali ne. e jo presega,
lahko z dolo£eno mero gotovosti dokaºemo prisotnost bolezni pri preiskovancu.
Zna£ilni presnovni moºganski vzorci so torej izjemno koristno orodje, ki ga lahko
uporabljamo za ugotavljanje morebitne prisotnosti nevrolo²ke bolezni, potekajo pa
tudi raziskave, ki preu£ujejo moºnost napovedi razvoja bolezni v njihovih predkli-
ni£nih fazah. [9, 10, 33]
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V tem delu smo identificirali in preverili tri zna£ilne presnovne moºganske vzorce
Alzheimerjeve bolezni (ADRP), da bi raziskali vpliv tehni£ne kakovosti in koli£ine
FDG-PET slik na obliko vzorca. Vzorec ADRP20 smo identificirali na podlagi
40 slik (20 slik bolnikov z AD iz skupine G1 AD in 20 slik zdravih kontrolnih
preiskovancev iz skupine G1 CN), ki so nastale na sodobnih in tehni£no kakovostnih
napravah za PET. Podobno smo vzorec ADRP20rand identificirali na podlagi 40
slik (20 slik bolnikov z AD in skupine G2 AD in 20 slik kontrolnih preiskovancev
iz skupine G2 CN), ki so nastale na napravah najrazli£nej²ih starosti in tehni£nih
specifikacij. Dodatno smo identificirali ²e vzorec ADRP100 z uporabo 200 slik
(100 slik bolnikov z AD iz skupine G3 AD in 100 slik zdravih kontrol iz skupine G3
CN), pri £emer je bilo 40 slik istih kot pri ADRP20rand. S primerjavo prvih dveh
vzorcev smo ºeleli raziskati vpliv tehni£ne kakovosti slik, s primerjavo obeh vzorcev
s tretjim pa vpliv koli£ine slik na obliko vzorca. Za neodvisno validacijo vzorcev
smo oblikovali tudi skupini bolnikov G4 AD in zdravih kontrolnih preiskovancev G4
CN, ki nista bili vklju£eni v identifikacijo nobenega od vzorcev. Vsaka skupina je
²tela 20 slik.
4.1 Identifikacija vzorcev
4.1.1 ADRP20
Za namen identifikacije vzorca ADRP20 smo v podatkovni bazi ²tudije ADNI po-
iskali 40 sodelujo£ih in jih razdelili v 2 skupini. Prvo skupino sestavlja 20 bolnikov
z AD, v drugo pa je vklju£enih 20 zdravih kontrolnih preiskovancev. V slikovni bazi
²tudije ADNI smo poiskali 40 pripadajo£ih tehni£no kakovostnih FDG-PET slik so-
delujo£ih in jih uporabili kot osnovo za identifikacijo vzorca. Demografski podatki
obeh skupin za identifikacijo (G1 AD in G1 CN) se nahajajo v tabeli 4.1.
Po predpripravi in vizualnem preverjanju slik smo na vseh 40 slikah izvedli ana-
lizo SSM/PCA s prednastavljenim pragom pri 35 % maksimalne vrednosti in lo-
garitemsko transformacijo podatkov. Rezultati analize so pokazali, da prvih 5 la-
stnih vektorjev ek zado²£a tako pogoju 3.24 kot 3.25. S pomo£jo logisti£ne regresije
smo ob upo²tevanju Akaikejevega informacijskega kriterija dolo£ili linearno kom-
binacijo lastnih vektorjev ek, ki optimalno razlikuje med skupinama: ADRP20 =
0.481·e1+0.352·e2+0.389·e3+0.425·e4+0.558·e5. VektorADRP20 je pravzaprav
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Tabela 4.1: Demografski podatki obeh skupin za identifikacijo vzorca ADRP20.
Skupina
G1 AD G1 CN
Starost [leta] 75 ± 3 77 ± 2
Razpon starosti [leta] 69  80 74  82
Spol (M/) 14/6 11/9
Trajanje bolezni [leta] 5 ± 3 /
Vrednost testa MMSE 23 ± 3 29 ± 1
zna£ilni presnovni moºganski vzorec, identificiran na podlagi skupin 20 bolnikov z
AD (G1 AD) in 20 zdravih preiskovancev (G1 CN). Linearna kombinacija glavnih
komponent skupaj popi²e 26.68 % variance. Studentov t-test je pokazal, da vzorec
ADRP20 pomembno razlikuje med obema skupinama z vrednostjo p = 6.06−10.
Povpre£na vrednost izraºenosti vzorca na zdravih preiskovancih, ki jo izra£unamo
s pomo£jo ena£be 3.29, je zna²ala < VScore >S∈CN= −9.95, standardni odklon, ki
ga izra£unamo po ena£bi 3.30, pa σS∈CN(VScore) = 4.74. Na podlagi teh podatkov
smo z ena£bo 3.28 osebne vrednosti izraºenosti vzorca preoblikovali, tako da ustre-
zajo normalni porazdelitvi. Slika 4.1 prikazuje presnovni vzorec na izbranih rezinah
treh razli£nih prerezov £love²kih moºganov, medtem ko so normalizirane vrednosti
izraºenosti ZScoreS za obe skupini izrisane na sliki 4.2. S slednje vidimo, da vzorec
ADRP20 na pogled uspe²no razlikuje med skupinama bolnikov in zdravih preisko-
vancev.
Slika 4.1: Prikaz presnovnega vzorca ADRP20 na izbranih aksialnih (prva vrstica),
koronarnih (druga vrstica) in sagitalnih (zadnja vrstica) rezinah moºganov. Modra
barva ustreza podro£jem z zniºano, rde£a pa podro£jem z zvi²ano presnovno aktiv-
nostjo glede na skupino zdravih kontrolnih preiskovancev. Enote barvne lestvice so
povsem arbitrarne.
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Slika 4.2: Izraºenost zna£ilnega moºganskega vzorca ADRP20 pri 20 zdravih kon-
trolnih preiskovancih (modre pike) in 20 bolnikih z AD (oranºni trikotniki).
4.1.2 ADRP20rand
Vzorec ADRP20rand smo identificirali na podlagi 40 naklju£nih slik sodelujo£ih, ki
smo jih poiskali v slikovni bazi ²tudije ADNI in jih razdelili v 2 skupini. Prva sku-
pina (G2 AD) je vklju£evala 20 slik bolnikov z AD in druga (G2 CN) 20 slik zdravih
kontrolnih preiskovancev. Teh 40 slik je pravzaprav podmnoºica skupine 200 slik,
ki smo jo uporabili za identifikacijo vzorca ADRP100 in je opisana v podpoglavju
4.1.3. Demografski podatki obeh identifikacijskih skupin so zbrani v tabeli 4.2.
Tabela 4.2: Demografski podatki obeh skupin za identifikacijo vzorcaADRP20rand.
Skupina
G2 AD G2 CN
Starost [leta] 78 ± 2 74 ± 1
Razpon starosti [leta] 75  82 72  77
Spol (M/) 10/10 13/7
Trajanje bolezni [leta] 5 ± 4 /
Vrednost testa MMSE 23 ± 2 29 ± 1
Slike FDG-PET smo pred uporabo predobdelali, se prepri£ali, da nobeden od
bolnikov nima prehude moºganske atrofije in jih vizualno pregledali. V nadaljeva-
nju smo na vseh 40 slikah izvedli analizo SSM/PCA, kjer smo uporabili prag pri 35
% maksimalne vrednosti ter izvedli logaritmiranje podatkov. Z analizo smo ugoto-
vili, da pogojema 3.24 in 3.25 ustrezajo prve tri glavne komponente (ang. principal
component). Ob upo²tevanju Akaikejevega kriterija smo z logisti£no regresijo dolo-
£ili nov zna£ilni presnovni moºganski vzorec, ki sestoji le iz prvega lastnega vektorja
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z VAF = 11.68 %: ADRP20rand = e1. Presnovni vzorec ADRP20rand je prikazan
na sliki 4.3. S Studentovim t-testom za neodvisne vzorce smo ugotovili, da vzorec
ADRP20rand bistveno razlikuje med identifikacijskima skupinama G2 AD in G2
CN z vrednostjo p = 2.86 · 10−10. Povpre£na izraºenost vzorca na slikah zdravih
preiskovancev zna²a < VScore >S∈CN= −13.10, medtem ko je standardni odklon
enak σS∈CN(VScore) = 8.13. Z obema podatkoma smo po ena£bi 3.28 izra£unali
normalizirane osebne vrednosti ZScoreS in jih izrisali na sliki 4.4, s katere je razvi-
dno, da ADRP20rand uspe²no lo£i identifikacijsko skupino G2 AD od G2 CN.
Slika 4.3: Prikaz vzorca ADRP20rand na izbranih aksialnih (zgoraj), koronarnih (v
sredini) in sagitalnih (spodaj) rezinah moºganov. Modra barva ustreza podro£jem
z zniºano in rde£a podro£jem z zvi²ano presnovno aktivnostjo glede na skupino
zdravih kontrolnih preiskovancev. Barvna lestvica je v arbitrarnih enotah.
Slika 4.4: Izraºenost zna£ilnega moºganskega vzorca ADRP20rand pri 20 zdravih
kontrolnih preiskovancih (modre pike) in 20 bolnikih z AD (oranºni trikotniki).
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4.1.3 ADRP100
Pred identifikacijo vzorca ADRP100 smo iz slikovne baze ADNI izbrali naklju£nih
200 slik preiskovancev in jih razdelili v skupini G3 AD (100 slik bolnikov z AD) in
G3 CN (100 slik zdravih kontrolnih preiskovancev). Demografski podatki oseb, ki
so bile vklju£ene v postopek identifikacije vzorca ADRP100, so zapisani v tabeli
4.3.
Tabela 4.3: Demografski podatki skupin za identifikacijo vzorca ADRP100.
Skupina
G3 AD G3 CN
Starost [leta] 77 ± 5 75 ± 4
Razpon starosti [leta] 64  88 65  85
Spol (M/) 59/41 56/44
Trajanje bolezni [leta] 5 ± 3 /
Vrednost testa MMSE 23 ± 2 29 ± 1
S skripto smo preverili stopnjo moºganske atrofije na slikah bolnikov in zdra-
vih kontrolnih preiskovancev, jih nato vizualno pregledali ter se prepri£ali, da ne
vsebujejo artefaktov. Po vizualnem pregledu smo na vseh 200 slikah napravili mul-
tivariatno analizo SSM/PCA s pragom 35 % in logaritemsko transformacijo podat-
kov. Z izvedbo analize smo ugotovili, da pogoja 3.24 in 3.25 izpolnjujejo prvi trije
lastni vektorji ek, k = 1, 2, 3. Na podlagi logisti£ne regresije, pri kateri smo upo²te-
vali kriterij AIC, smo dolo£ili linearno kombinacijo lastnih vektorjev, ki predstavlja
nov zna£ilni presnovni moºganski vzorec, katerega celokupni VAF zna²a 11.76 %:
ADRP100 = 0.968 · e1 + 0.199 · e2 + 0.154 · e3. Le-ta je upodobljen na sliki
4.5. Studentov t-test neodvisnih vzorcev je pokazal, da ADRP100 statisti£no po-
membno razlikuje med identifikacijskima skupinama G3 AD in G3 CN z vrednostjo
p = 1.16 · 10−31. Povpre£na vrednost izraºenosti vzorca na skupini zdravih kontrol
CN (ena£ba 3.29) je bila < VScore >S∈CN= −7.90, pripadajo£i standardni odklon
(ena£ba 3.30) pa σS∈CN(VScore) = 4.80. Obe vrednosti smo vnesli v ena£bo 3.28
in izra£unali normalizirane vrednosti izraºenosti ZScoreS, ki so grafi£no prikazane
na sliki 4.6. Ob pogledu slike vidimo, da presnovni vzorec ADRP100 razmeroma
uspe²no razlikuje med identifikacijskima skupinama.
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Slika 4.5: Prikaz vzorca ADRP100 na izbranih aksialnih (zgornja vrstica), koro-
narnih (sredinska vrstica) in sagitalnih (spodnja vrstica) prerezih moºganov. Modra
barva ustreza podro£jem z zniºano in rde£a podro£jem z zvi²ano presnovno aktiv-
nostjo glede na skupino zdravih kontrolnih preiskovancev. Vrednosti barvne lestvice
so arbitrarne.
Slika 4.6: Izraºenost zna£ilnega presnovnega moºganskega vzorca ADRP100 pri
100 zdravih kontrolnih preiskovancih (modre pike) in 100 bolnikih z AD (oranºni
trikotniki).
4.2 Preverjanje vzorcev
Skupaj z zdravniki specialisti nevrologije smo preverili, ali topografija zna£ilnih pre-
snovnih moºganskih vzorcev ustreza topografiji patologije Alzheimerjeve bolezni.
Zna£ilna moºganska podro£ja, v katerih med drugim pri£akujemo zniºano meta-
bolno aktivnost, so superiorni del parietalnega reºnja, posteriorni cingulatni kor-
teks, medialni del temporalnega reºnja in prekuneus. Ve£ina omenjenih moºganskih
podro£ij je jasno vidnih in ozna£enih na sliki 4.7, ki prikazuje vzorce ADRP20,
ADRP20rand in ADRP100 v izbranih rezinah treh razli£nih prerezov. Pri vseh
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vzorcih opazimo tudi povi²ano presnovno aktivnost v ponsu in malih moºganih. Na
pogled s topografijo patologije najbolje sovpada presnovni vzorec ADRP20, naj-
manj pa ADRP100.
Slika 4.7: Prikaz vzorcev ADRP20 (zgoraj), ADRP20rand (v sredini) in
ADRP100 (spodaj) v dveh aksialnih prerezih (prva in druga slika v vsaki vrstici)
ter v koronarnem (tretja slika v vsakih vrstici) in sagitalnem prerezu (zadnja slika v
vsaki vrstici). S ²tevilkami so ozna£ene moºganske regije, ki so vklju£ene v zna£ilne
presnovne moºganske vzorce.
Klini£na slika predvideva ve£jo izraºenost vzorca pri bolj napredovalih oblikah
bolezni, zato preverimo korelacijo izraºenosti vzorcev z vrednostjo testa MMSE pri
bolnikih z Alzheimerjevo boleznijo in zdravih preiskovancih. tevil£na lestvica testa
MMSE ima razpon od 0 do 30 to£k, pri £emer vrednosti pod vklju£no 24 pomenijo,
da je bolnik dementen. Manj²a kot je vrednost testa, bolj je bolezen napredovala,
zato pri£akujemo, da bo pri tovrstnih bolnikih izraºenost vzorca ve£ja. Korelacija
med obema koli£inama je za vse identificirane vzorce prikazana na sliki 4.8, medtem
ko so Pearsonovi koeficienti korelacije r12 zbrani v tabeli 4.4. Negativna korelacija
med izraºenostjo vzorca in vrednostjo testa pravzaprav pomeni korelacijo med izra-
ºenostjo vzorca in napredovanjem bolezni. Opazimo, da je korelacija ob upo²tevanju
celotne identifikacijske skupine mnogo vi²ja kot samo pri bolnikih z AD.
Preverili smo tudi korelacijo med izraºenostjo zna£ilnih presnovnih moºganskih
vzorcev in £asom trajanja Alzheimerjeve bolezni pri bolnikih. as trajanja je dolo-
£en na podlagi pri£evanja bolnikov in/ali njihovih sorodnikov, kdaj so prvi£ opazili
bolezenske znake. Skladno s klini£no sliko pri£akujemo, da bo pri bolnikih z dlje
trajajo£o boleznijo vzorec bolj izraºen. Odvisnost izraºenosti od trajanja bolezni
za vzorce ADRP20, ADRP20rand in ADRP100 prikazuje slika 4.9. Pearsonovi
korelacijski koeficienti (r12) so pregledno zbrani v tabeli 4.5, iz katere lahko razbe-
remo, da je korelacija v vseh primerih sicer pozitivna, a precej nizka.
Nato smo presnovne vzorce preverili s pomo£jo krivulj ROC, ki so izrisane na
sliki 4.10. Za vsak vzorec smo dolo£ili optimalno mejo, ob£utljivost, specifi£nost
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Slika 4.8: Prikaz korelacije izraºenosti presnovnih vzorcev ADRP20, ADRP20rand
inADRP100 z vrednostjo testa MMSE pri celotnih identifikacijskih skupinah (grafi
na levi) in samo pri bolnikih z AD (grafi na desni). Z rde£imi neprekinjenimi £rtami
so narisane premice, ki se najbolje prilegajo podatkom.
Tabela 4.4: Primerjava Pearsonovih koeficientov korelacije izraºenosti presnovnih
vzorcev z vrednostjo testa MMSE za celotne identifikacijske skupine in posebej za
bolnike.
Vzorca
Skupina
AD + CN AD
r12 Vrednost p r12 Vrednost p
ADRP20 -0.68 <0.001 -0.05 0.828
ADRP20rand -0.78 <0.001 -0.19 0.419
ADRP100 -0.68 <0.001 -0.31 0.002
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Slika 4.9: Prikaz odvisnosti izraºenosti presnovnih vzorcev ADRP20,
ADRP20rand ter ADRP100 od trajanja bolezni pri bolnikih z AD. Rde£e krivulje
so premice, ki se najbolj²e prilegajo danim podatkom.
Tabela 4.5: Pearsonovi koeficienti korelacije izraºenosti presnovnih vzorcev s traja-
njem bolezni pri bolnikih z AD.
Vzorec r12 Vrednost p
ADRP20 0.06 0.797
ADRP20rand 0.19 0.415
ADRP100 0.09 0.376
ter plo²£ino pod krivuljo (AUC) in koli£ine zbrali v tabeli 4.6. Ugotovimo, da so si
rezultati za vzorca ADRP20 in ADRP20rand zelo podobni in bolj²i kot pri vzorcu
ADRP100.
Statisti£no zanesljivost vseh vzorcev smo preverili z metodo ponovnega vzor£enja
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Slika 4.10: Prikaz krivulj ROC za vzorce ADRP20, ADRP20rand in ADRP100,
s katerimi smo preverili njihovo diagnosti£no sposobnost.
Tabela 4.6: Rezultati analize ROC za vse tri zna£ilne presnovne moºganske vzorce.
Za vsak vzorec smo dolo£ili mejo, ki optimalno razlikuje med bolniki z AD in zdra-
vimi preiskovanci, ter pripadajo£o ob£utljivost, specifi£nost in plo²£ino pod krivuljo
(AUC).
Vzorec Optimal. meja Ob£ut. [%] Specif. [%] AUC
ADRP20 1.92 90 100 0.975
ADRP20rand 1.65 90 100 0.990
ADRP100 1.24 86 90 0.938
(ang. bootstrapping), kjer smo uporabili 1000 ponovitev. Statisti£no najstabilnej²a
hipo- in hipermetabolna podro£ja moºganov smo izrisali na sliki 4.11 pri meji z = 2.3
(p < 0.01) in ugotovili, da se pove£ini skladajo s podro£ji, ki jih prikazuje slika 4.7
 to pomeni, da so ta podro£ja tudi statisti£no najstabilnej²a.
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Slika 4.11: Prikaz statisti£no pomembnih podro£ij vzorcev ADRP20 (zgoraj),
ADRP20rand (v sredini) in ADRP100 (spodaj), ki jih opi²emo z inverznimi koefi-
cienti variance (ICV), na izbranih rezinah aksialnega (prvi dve sliki v vsaki vrstici),
koronarnega (tretja slika v vsaki vrstici) in sagitalnega prereza moºganov (zadnja
slika v vsaki vrstici). Modra barva ustreza podro£jem z niºjo, rde£a pa podro£jem
z vi²jo presnovno aktivnostjo glede na skupino zdravih kontrolnih preiskovancev.
Barvna lestvice ustrezajo izrisanim vrednostim |ICV | > 2.3 s pripadajo£o vredno-
stjo p < 0.01. S ²tevilkami so ozna£ena moºganska podro£ja, v katerih opazimo
zvi²ano ali zniºano metabolno aktivnost.
Tabela 4.7: Demografski podatki neodvisnih validacijskih skupin.
Skupina
G4 AD G4 CN
Starost [leta] 77 ± 7 74 ± 6
Razpon starosti [leta] 60  87 63  89
Spol (M/) 13/7 8/12
Trajanje bolezeni [leta] 4 ± 2 /
Vrednost testa MMSE 24 ± 2 29 ± 1
V nadaljevanju smo presnovne vzorce preverili z metodo TPR, s katero smo dolo-
£ili izraºenost vsakega vzorca na ²tirih skupinah, ki smo jih uporabili za identifikacijo
drugih dveh vzorcev, ter na obeh neodvisnih validacijskih skupinah (G4 AD in G4
CN), ki ju nismo uporabili za identifikacijo nobenega vzorca. Demografski podatki
oseb v skupinah G4 AD in G4 CN se nahajajo v tabeli 4.7, medtem ko je izraºe-
nost posameznih vzorcev prikazana na sliki 4.12. S slednje opazimo, da na pogled
vsi vzorci dokaj uspe²no razlikujejo med vsemi skupinami bolnikov in zdravih kon-
trolnih preiskovancev. Vrednosti razlikovanja smo ovrednotili z enosmernim testom
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ANOVA in s post-hoc Tukey-Kramerjevim HSD-testom dolo£ili tudi, katere skupine
preiskovancev posamezni vzorec uspe²no razlikuje med seboj. Rezultati testa za
vzorce ADRP20, ADRP20rand in ADRP100 so zbrani v tabelah C.1, C.2 ter
C.3, ki so zaradi razseºnosti priloºene v dodatku C. Z ogledom tabel potrdimo, da
prav vsi presnovni vzorci lo£ujejo vse pare skupin bolnikov in zdravih preiskovancev.
Slika 4.12: Izraºenost presnovnih vzorcev ADRP20, ADRP20rand in ADRP100
pri 6 skupinah oseb, ki smo jih uporabili za identifikacijo razli£nih vzorcev, in pri
dveh neodvisnih validacijskih skupinah bolnikov in zdravih kontrolnih preiskovancev.
Z modrimi pikami je prikazana izraºenost pri skupinah G1 CN (levo) in G1 AD
(desno), z oranºnimi trikotniki pri skupinah G2 CN in G2 AD, z zelenimi kriºci pri
skupinah G3 CN ter G3 AD, z rde£imi kvadrati pa pri validacijskih skupinah G4
CN in G4 AD.
Preverili smo tudi stopnjo korelacije izraºenosti parov vzorcev na validacijski
skupini (G4) in vseh identifikacijskih skupinah (G1, G2 ter G3), ki smo jih uporabili
v tem magistrskem delu. Korelacija izraºenosti parov zna£ilnih presnovnih vzorcev
na posameznih skupinah je prikazana na sliki 4.13, vsi Pearsonovi koeficienti ko-
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relacije pa so zapisani v tabeli 4.8. Izkaºe se, da obstaja visoka stopnja korelacije
izraºenosti vseh parov vzorcev na vseh skupinah, v povpre£ju pa je najvi²ja za par
presnovnih vzorcev ADRP20 in ADRP100.
Slika 4.13: Korelacija izraºenosti parov vzorcev ADRP20, ADRP20rand in
ADRP100 na razli£nih identifikacijskih in validacijskih skupinah. Z rde£o nepre-
kinjeno £rto so izrisane premice, ki se optimalno prilegajo podatkom.
Tabela 4.8: Pearsonovi koeficienti korelacije r12 izraºenosti parov presnovnih vzor-
cev pri razli£nih identifikacijskih skupinah in neodvisni validacijski skupini oseb.
Pripadajo£a vrednost p za vse korelacijske koeficiente zna²a p < 0.001.
Vzorca
Skupina
G1 G2 G3 G4
r12 r12 r12 r12
ADRP20 in ADRP20rand 0.90 0.91 0.86 0.93
ADRP20 in ADRP100 0.93 0.95 0.95 0.93
ADRP20rand in ADRP100 0.94 0.93 0.92 0.92
Po identifikaciji in podrobni verifikaciji smo naposled preverili ²e medsebojno
korelacijo vseh treh vzorcev v volumskih elementih (vokslih) moºganov. Korelacijo
prikazujejo grafi na sliki 4.14. Pearsonov koeficient korelacije intenzitete vokslov
vzorcev ADRP20 in ADRP20rand zna²a r12 = 0.59 (p < 0.001), Pearsonov koefi-
cient korelacije intenzitete volumskih elementov vzorcev ADRP20 in ADRP100
je r12 = 0.77 (p < 0.001), vzorcev ADRP20rand in ADRP100 pa r12 = 0.73
(p < 0.001). Za laºjo predstavo so korelacijski koeficienti zbrani v tabeli 4.9, iz ka-
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Slika 4.14: Prikaz korelacije intenzitete vokslov parov zna£ilnih metabolnih vzor-
cev. Z rde£imi neprekinjenimi £rtami so izrisane premice, ki se najbolje prilegajo
podatkom.
tere je razvidno, da tudi to pot najbolj korelirata vzorca ADRP20 ter ADRP100.
Tabela 4.9: Primerjava Pearsonovih koeficientov korelacije intenzitete volumskih
elementov parov presnovnih vzorcev.
Vzorec r12 Vrednost p
ADRP20 in ADRP20rand 0.59 <0.001
ADRP20 in ADRP100 0.77 <0.001
ADRP20rand in ADRP100 0.73 <0.001
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Razprava
Na tem mestu si nekoliko podrobneje oglejmo rezultate identifikacije, preverjanja in
validacije zna£ilnih presnovnih moºganskih vzorcev pri Alzheimerjevi bolezni, s pou-
darkom na primerjavi vseh treh vzorcev (ADRP20, ADRP20rand in ADRP100).
S sistemati£no identifikacijo treh razli£nih vzorcev lahko preverjamo hipoteze, ki smo
jih zastavili v uvodu (poglavje 1) in na ta na£in preverimo vpliv tehni£ne kakovosti
in ²tevila slik FDG-PET moºganov na obliko zna£ilnega presnovnega moºganskega
vzorca pri Alzheimerjevi bolezni ter njegovo sposobnost lo£evanja med bolniki z AD
in zdravimi preiskovanci Za namen neodvisne validacije vzorcev smo oblikovali ne-
odvisni skupini bolnikov in zdravih preiskovancev, katerih slik nismo uporabili pri
identifikaciji nobenega izmed vzorcev.
Iz tabel 4.1, 4.2 in 4.3, ki vsebujejo demografske podatke o identifikacijskih sku-
pinah za posamezni vzorec, opazimo, da so si vse skupine po karakteristikah precej
podobne. Poleg statisti£no zelo podobne starosti (vrednost p Studentovega t-testa
za par G1 in G2 zna²a p = 0.825, p = 0.866 za par G1 in G3 ter p = 0.973 za
par G2 in G3), ki je bil eden od pogojev izbire skupin, in £asa trajanja bolezni pri
skupinah bolnikov, so si identifikacijski skupine enotne tudi v vrednosti kratkega
testa spoznavnih sposobnosti: vrednost MMSE pri skupini G1 AD je zna²ala 23±3,
pri skupinah G2 AD ter G3 AD pa 23± 2; rezultat testa MMSE pri vseh skupinah
zdravih kontrolnih preiskovancev (G1 CN, G2 CN in G3 CN) je bil enak, in sicer
29 ± 1. Na podlagi teh podatkov lahko sklepamo, da smo v slikovni bazi ²tudije
ADNI uspe²no na²li precej homogene identifikacijske skupine oseb in do neke mere
izlo£ili vpliv starosti ter stopnje razvoja bolezni na zna£ilne presnovne vzorce, ven-
dar tega zaradi biolo²ke raznolikosti ne moremo z gotovostjo trditi.
Prvi korak pri primerjavi zna£ilnih presnovnih vzorcev je zagotovo kvalitativna
analiza slik vzorcev 4.1, 4.3 in 4.5. Pri pregledu izbranih prerezov na sliki 4.7 takoj
opazimo, da so si vzorci na pogled precej podobni ter z izjemo manj²ih statisti£nih
odstopanj prikazujejo ista moºganska podro£ja. V kolikor vzorce primerjamo s to-
pografijo patologije Alzheimerjeve bolezni, ugotovimo, da vsak razmeroma uspe²no
prikazuje podro£ja, v katerih pri£akujemo zniºano presnovno aktivnost zaradi priso-
tnosti bolezni: prekuneus, posteriorni cingulatni korteks, superiorni del parietalnega
reºnja ter medialni del temporalnega reºnja. Obenem vidimo, da vzorci prikazujejo
tudi nekatera podro£ja s hipermetabolizmom, natan£neje male moºgane ter pons.
Presnovni vzorec, ki najbolje prikazuje moºganska podro£ja, v katerih pri£akujemo
61
Poglavje 5. Razprava
zniºano presnovno aktivnost, je ADRP20, medtem ko jih ADRP100 prikazuje
najmanj uspe²no. Ker je zgolj na podlagi vizualnega pregleda slik prakti£no nemo-
go£e oceniti diagnosti£no in napovedno uspe²nost presnovnih vzorcev, sku²ajmo v
nadaljevanju ovrednotiti tudi rezultate kvantitativnih analiz.
Naslednji korak je preverjanje stabilnosti vzorcev z metodo ponovnega vzor£enja,
pri kateri smo identifikacijo vsakega vzorca ponovili 1000krat, pri tem pa vsaki£
uporabili naklju£en nabor slik bolnikov in zdravih kontrol iz identifikacijskih skupin.
V praksi to pomeni, da so se nekatere slike pri eni identifikaciji ponovile ve£krat,
medtem ko drugih sploh nismo vklju£ili. Slika 4.11 prikazuje statisti£no pomembna
podro£ja vzorcev, ki jih opi²emo s koeficienti ICV pri meji |ICV | > 2.3 in vrednosti
p < 0.01. Z vizualnim pregledom slike vidimo, da so statisti£no najstabilnej²a po-
dro£ja vzorcev ADRP20, ADRP20rand ter ADRP100 pove£ini tista, v katerih
zaradi prisotnosti Alzheimerjeve bolezni pri£akujemo zniºano presnovno aktivnost
moºganov, vklju£no s ponsom in z malimi moºgani, v katerih je metabolna aktivnost
vi²ja. Najbolj reprezentativen vzorec, ki ga dobimo z metodo ponovnega vzor£enja,
je (ICV)ADRP100, najmanj pa (ICV)ADRP20rand.
Nadgradnja vizualne primerjave vzorcev je primerjava parov vzorcev v vseh vo-
lumskih elementih, ki je prikazana na sliki 4.14. Ker so si vzorci na pogled podobni,
je tudi stopnja korelacije vseh vzorcev v posameznih vokslih dokaj visoka. e naj-
bolj se razlikujeta vzorca ADRP20 in ADRP20rand, katerih Pearsonov koeficient
korelacije zna²a r12 = 0.59 (p < 0.001). Najbolj podobna sta si vzorca ADRP20
in ADRP100, za katera je Pearsonov koeficient korelacije r12 = 0.77 pri stopnji
zaupanja p < 0.001. Na podlagi zapisanih vrednosti Pearsonovih korelacijskih ko-
eficientov, ki so v preglednej²i obliki zbrani v tabeli 4.9, lahko zaklju£imo, da med
presnovnimi vzorci obstaja srednja do visoka povezanost.
Diagnosti£no in napovedno sposobnost zna£ilnega presnovnega moºganskega vzorca
lahko ocenimo z metodo topografske cenitve (TPR), s katero izra£unamo njegovo
izraºenost na identifikacijskih skupinah bolnikov in zdravih kontrol. Graf na sliki
4.2 prikazuje normalizirano izraºenost vzorca ADRP20 na skupinah G1 AD in
G1 CN; povpre£je izraºenosti pri bolnikih z AD zna²a < ZScore >S∈AD= 3.59 ±
1.62. Slika 4.4 prikazuje ZScoreS za vzorec ADRP20rand pri skupinah G2 AD
in G2 CN, slika 4.6 pa ZScoreS za vzorec ADRP100 na identifikacijskih skupi-
nah G3 AD in G3 CN. Povpre£na vrednost izraºenosti vzorca ADRP20rand je <
ZScore >S∈AD= 3.13± 1.26, medtem ko je povpre£je izraºenosti vzorca ADRP100
enako < ZScore >S∈AD= 2.77±1.69. Ker je izraºenost vzorcev normalizirana, zna²a
pri vseh skupinah zdravih kontrol < ZScore >S∈CN= 0± 1. Ve£ja kot je razlika med
izraºenostjo vzorca pri bolnikih in zdravih kontrolnih preiskovancih ter manj²i kot
je standardni odklon izraºenosti pri bolnikih, ve£ja je sposobnost vzorca, da razli-
kuje med obema skupinama. V skladu s tem kriterijem imata vzorca ADRP20 in
ADRP20rand ve£jo sposobnost razlikovanja bolnikov in zdravih kontrolnih preisko-
vancev svoje identifikacijske skupine kot vzorec ADRP100.
Trditev lahko podkrepimo tudi s primerjavo rezultatov analize s krivuljami ROC,
ki so zbrani v tabeli 4.6. Krivulja ROC za vzorec ADRP20 je upodobljena na
zgornjem grafu slike 4.10, krivulji za vzorca ADRP20rand ter ADRP100 pa na
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sredinskem in spodnjem grafu. Iz omenjene tabele ugotovimo, da je optimalna
meja, s katero najbolje lo£ujemo bolnike od pacientov, najvi²ja pri vzorcuADRP20
(ZScoreS = 1.92) in najmanj²a pri ADRP100 (ZScoreS = 1.24). Vzorca ADRP20
in ADRP20rand sta pri optimalnih mejah enako ob£utljiva (90 %) ter enako speci-
fi£na (100 %), medtem ko vzorecADRP100 dosega ob£utljivost 86 % in specifi£nost
90 %. e ve£, vzorec ADRP100 se je najslab²e odrezal tudi pri kriteriju plo²£ine
pod krivuljo (AUC), ki zanj zna²a 0.938, najbolj²a pa je pri vzorcu ADRP20rand,
in sicer 0.990.
Pomemben korak pri verifikaciji metabolnih vzorcev je tudi preverjanje izraºe-
nosti vzorcev pri drugih skupinah, natan£neje pri identifikacijskih skupinah ostalih
vzorcev in, ²e pomembneje, pri neodvisnih validacijskih skupinah. Za uporabnost
zna£ilnega presnovnega moºganskega vzorca je pomembno, da poleg bolnikov in
zdravih kontrol v lastnih identifikacijskih skupinah pravilno razlikuje tudi ostale
bolnike z Alzheimerjevo boleznijo od povsem zdravih oseb. V ta namen smo z me-
todo TPR za vsak vzorec preverili, kak²na je njegova izraºenost na skupinah, ki
smo jih uporabili za identifikacijo drugih vzorcev, ter na neodvisnih validacijskih
skupinah G4 AD in G4 CN. Izraºenost vzorca ADRP20 na vseh skupinah, ki smo
jih uporabili v tem magistrskem delu, je grafi£no prikazana na zgornjem grafu na
sliki 4.12, izraºenosti vzorcev ADRP20rand in ADRP100 pa na sredinskem in
spodnjem grafu. Z ogledom omenjenih grafov vidimo, da vsaj na pogled vsi vzorci
uspe²no razlikujejo bolnike od zdravih oseb.
Da bi se prepri£ali, ali to res drºi, smo najprej z enosmernim testom ANOVA
ovrednotili, ali obstajajo razlike med povpre£nimi vrednostmi izraºenosti vzorcev pri
razli£nih identifikacijskih ter validacijskih skupinah. Ko smo potrdili, da statisti£no
pomembne razlike v povpre£jih posameznih skupin res obstajajo, smo napravili post-
hoc Tukey-Kramerjev HSD-test in z njim preverili razlikovanje vseh parov povpre£ij
skupin, da bi ugotovili, povpre£ja katerih skupin se med seboj bistveno razlikujejo.
Rezultati HSD-testa za izraºenost vzorcev ADRP20, ADRP20rand in ADRP100
so zbrani v tabelah C.1, C.2 ter C.3 v dodatku C. Iz podatkov v tabelah je razvidno,
da prav vsi vzorci uspe²no razlikujejo kombinacije skupin bolnikov in zdravih oseb
(G1 AD in G1 CN, G1 AD in G2 CN, G1 AD in G3 CN, G1 AD in G4 CN, G2
AD in G1 CN, G2 AD in G2 CN, G2 AD in G3 CN, G2 AD in G4 CN, G3 AD
in G1 CN, G3 AD in G2 CN, G3 AD in G3 CN, G3 AD in G4 CN, G4 AD in
G1 CN, G4 AD in G2 CN, G4 AD in G3 CN ter G4 AD in G4 CN). Na ta na£in
smo potrdili, da je diagnosti£na mo£ vseh vzorcev precej dobra. Izjemoma vzorca
ADRP20rand in ADRP100 razlikujeta tudi med pari G1 AD in G3 AD ter G1 AD
in G4 AD, kar je pravzaprav slabo, saj po pri£akovanjih vzorec naj ne bi razlikoval
med razli£nimi skupinami bolnikov z isto boleznijo. Zelo pomemben podatek je, ka-
teri vzorec najbolje razlikuje bolnike in zdrave preiskovance validacijske skupine G4.
S Studentovim t-testom smo ugotovili, da je to vzorec ADRP20 (p = 2.74 · 10−8),
ki mu sledi ADRP100 (p = 6.81 · 10−7), najslab²e pa se je odrezal ADRP20rand
(p = 1.67 · 10−6). To nakazuje, da presnovni vzorec in njegovo diagnosti£no mo£ iz-
bolj²amo bodisi z uporabo tehni£no kakovostnih slik bodisi s pove£anjem ²tevila slik.
Da bi preverili, ali so izraºenosti vzorcev na identifikacijskih in validacijskih
skupinah med seboj povezane, smo izrisali ²e grafe na sliki 4.13 in izra£unali Pear-
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sonove koeficiente korelacije izraºenosti parov presnovnih vzorcev (4.8). Na podlagi
slednjih smo ugotovili, da obstaja visoka stopnja korelacije med izraºenostmi vseh
parov presnovnih vzorcev na razli£nih identifikacijskih in validacijskih skupinah:
najmanj²i Pearsonov koeficient korelacije je namre£ r12 = 0.86 za izraºenost para
vzorcev ADRP20 in ADRP20rand na skupini G3, najve£ji pa r12 = 0.95 za izra-
ºenost para vzorcev ADRP20 ter ADRP100 na skupinah G2 in G3. e najbolj
merodajen je verjetno zadnji stolpec grafov na prej omenjeni sliki 4.13, ki prikazuje
korelacijo izraºenosti parov vzorcev na neodvisni validacijski skupini, ki ni v pove-
zavi z nobenim od vzorcev. Opazimo, da so Pearsonovi koeficienti korelacije za vse
tri pare vzorcev skoraj identi£ni in kaºejo na visoko stopnjo korelacije, kar posre-
dno pomeni, da se vsi vzorci zelo dobro obnesejo pri lo£evanju bolnikov z AD od
zdravih kontrolnih preiskovancev neodvisne skupine. S podrobnej²o analizo grafov
lahko ugotovimo tudi, da je korelacija izraºenosti presnovnih vzorcev na razli£nih
skupinah v povpre£ju najvi²ja za par vzorcev ADRP20 in ADRP100.
V sklopu magistrskega dela smo ºeleli ugotoviti tudi, kak²na je odvisnost iz-
raºenosti vzorcev od stopnje razvoja bolezni, kar z drugimi besedami pomeni, da
nas je zanimalo, ali je pri bolnikih z bolj napredovalo obliko Alzheimerjeve bolezni
izraºenost presnovnih vzorcev ve£ja. V ta namen smo preverili odvisnost med izra-
ºenostjo vzorca (ZScoreS) in £asom trajanja bolezni. Odvisnost za vzorec ADRP20
prikazuje zgornji graf na sliki 4.9, odvisnosti za presnovna vzorca ADRP20rand in
ADRP100 pa sta upodobljeni na sredinskem in spodnjem grafu. Pearsonovi koe-
ficienti korelacije med obema koli£inama, ki so med drugim zbrani v tabeli 4.5, so
zna²ali r12 = 0.06 (p = 0.797), r12 = 0.19 (p = 0.415) in r12 = 0.09 (p = 0.376).
Stopnja korelacije je pri vseh vzorcih nizka, kar je verjetno posledica nenatan£nih
in subjektivnih podatkov o trajanju bolezni, pa tudi od biolo²ke variabilnosti pri
razvoju Alzheimerjeve bolezni.
Zaradi domnevno precej²nje nezanesljivosti podatkov o £asu trajanja bolezni smo
poiskali bolj objektivno merilo stopnje razvoja Alzheimerjeve bolezni, in sicer ²te-
vil£no oceno kognitivnih funkcij po lestvici MMSE. Grafi na sliki 4.8 prikazujejo
odvisnost izraºenosti posameznih vzorcev od vrednosti testa MMSE pri celotnih
identifikacijskih skupinah ter posebej pri bolnikih z AD. Opazimo, da je v vseh pri-
merih korelacija med opazovanima koli£inama negativna, kar pravzaprav pomeni,
da je korelacija izraºenosti vzorca z napredkom bolezni pozitivna. Iz tabele 4.4
ugotovimo, da je v primeru upo²tevanja tako bolnikov kot zdravih preiskovancev
najvi²ja korelacija pri vzorcu ADRP20rand, kjer je Pearsonov koeficient korelacije
r12 = −0.78 (p < 0.001), ob upo²tevanju samo bolnikov z AD pa pri presnovnem
vzorcu ADRP100 (r12 = −0.31 in vrednosti p = 0.002). Opazimo, da je ob upo²te-
vanju tako bolnikov kot zdravih kontrolnih preiskovancev stopnja korelacija precej
vi²ja kot samo ob upo²tevanju bolnikov. Na podlagi skupnih podatkov o vrednosti
testa MMSE in £asu trajanja bolezni lahko zaklju£imo, da je izraºenost zna£ilnih
presnovnih moºganskih vzorcev le nekoliko ve£ja pri bolj napredovalih oblikah Alz-
heimerjeve bolezni.
Na tem mestu je smiselno preveriti, ali lahko potrdimo vse hipoteze, ki smo jih
postavili uvodoma. Kot smo ugotovili ºe v prej²njem odstavku, lahko kljub ²ibki
stopnji korelacije med £asom trajanja bolezni/vrednostjo testa MMSE in izraºe-
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nostjo zna£ilnih presnovnih vzorcev potrdimo hipotezo, da je pri bolnikih z bolj
napredovalo obliko Alzheimerjeve bolezni izraºenost zna£ilnih presnovnih moºgan-
skih vzorcev ve£ja kot pri bolnikih z manj napredovalo boleznijo. e smo nekako
pri£akovali, da bomo z ve£jim ²tevilom slik FDG-PET zagotovo identificirali bolj²i
presnovni vzorec z ve£jo diagnosti£no in napovedno mo£jo, rezultati kvalitativnih
analiz tega ne potrjujejo v celoti. Vzorec ADRP100 namre£ najmanj sovpada s
pri£akovanimi podro£ji z zniºano presnovno aktivnostjo, ki je posledica prisotnosti
AD, poleg tega pa se je najslab²e odrezal pri nekaterih statisti£nih analizah (krivulja
ROC, metoda TPR, Tukey-Kramerjev HSD-test). Razlog, da se ADRP100 slabo
izkaºe pri nekaterih analizah, je najverjetneje v tem, da z ve£anjem ²tevila slik vne-
semo v identifikacijsko skupino precej²njo mero biolo²ke raznolikosti. Po drugi strani
presnovni vzorec ADRP100 najbolj korelira z vzorcem ADRP20, tako po izraºe-
nosti na razli£nih skupinah kot po vrednosti vokslov, vzorec (ICV)ADRP100 pa
najbolje ustreza podro£jem s pri£akovanimi spremembami presnovne aktivnosti mo-
ºganov zaradi prisotnosti Alzheimerjeve bolezni. Poleg tega vzorecADRP100 bolje
lo£uje bolnike z AD od zdravih preiskovancev neodvisne validacijske skupine G4 kot
vzorec ADRP20rand. Tudi to si lahko razlagamo z veliko biolo²ko variabilnostjo:
zaradi velikega nabora slik dobimo najbolj splo²en presnovni vzorec, katerega stati-
sti£no najstabilnej²a podro£ja dobro sovpadajo s klini£no sliko bolezni. Na podlagi
teh ugotovitev lahko zaklju£imo, da vzorec vendarle lahko izbolj²amo s pove£anjem
²tevila slik FDG-PET moºganov. Hipotezo, da z identifikacijo vzorca na podlagi
tehni£no kakovostnej²ih slik dobimo bolj²i vzorec z ve£jo diagnosti£no mo£jo, lahko
brez teºav potrdimo. Vzorec ADRP20 odli£no sovpada s patolo²kimi spremem-
bami Alzheimerjeve bolezni, kar smo potrdili tudi z metodo ponovnega vzor£enja:
prakti£no vsa moºganska podro£ja s pri£akovano zniºano presnovno aktivnostjo so
statisti£no zanesljiva in stabilna. Poleg tega vzorec najuspe²neje lo£uje vse skupine
bolnikov in zdravih preiskovancev, kar smo pokazali tako z metodo TPR kot s sta-
tisti£nimi testi (enosmerni test ANOVA in post-hoc Tukey-Kramerjev HSD-test),
zelo dobro pa se je odrezal tudi pri analizi s krivuljo ROC. Glavni razlog, zakaj s
tehni£no bolj²imi slikami nismo dobil ob£utno zanesljivej²ega vzorca od vzorca, ki
smo ga identificirali z naklju£nimi slikami razli£ne kakovosti, je najverjetneje v dej-
stvu, da smo za analizo in kasnej²o primerjavo presnovnih vzorcev morali zmanj²ati
dimenzije vseh slik na dimenzijo najmanj²ih slik (79 × 95 × 78) in velikost vokslov
spremeniti na enotnih 2mm ×2mm ×2mm, s tem pa smo posredno poslab²ali tudi
kvaliteto (predvsem prostorsko lo£ljivost) tehni£no kakovostnih slik. Le sklepamo
lahko, da bi imel vzorec, identificiran na podlagi tehni£no kakovostnih slik v najve£ji
moºni velikosti, bolj²o diagnosti£no sposobnost od tega, ki smo ga identificirali sedaj.
V magistrskem delu smo uspe²no identificirali in z razli£nimi metodami preverili
tri zna£ilne presnovne vzorce pri Alzheimerjevi bolezni, ki so si tako kvalitativno
kot kvantitativno precej podobni, in ponudili odgovore na vpra²anja, ki smo si jih
zastavili pred pri£etkom dela. Kljub temu delo poraja ²tevilna vpra²anja, katerih
odgovore bi lahko poiskali z dodatnimi raziskavami. Za natan£nej²e preverjanje
vpliva ²tevila slik FDG-PET na obliko presnovnega vzorca je najbolje izvesti ²tu-
dijo, pri kateri vzorec identificiramo z manj²im ²tevilom slik, nato pa po korakih
dodajamo slike, identificiramo nove vzorce in kvalitativno ter kvantitativno ovre-
dnotimo njihovo diagnosti£no mo£. Preverjanja hipoteze, ali dobimo na podlagi
tehni£no kakovostnih slik bolj²i vzorec kot pri identifikaciji s tehni£no manj kakovo-
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stnimi slikami FDG-PET, se lahko bolj sistemati£no lotimo tako, da identificiramo
ve£ vzorcev na podlagi istih slik bolnikov in zdravih kontrol, ki pa jim spreminjamo
dimenzionalnost (velikost tridimenzionalne matrike) in prostorsko lo£ljivost (npr. z
glajenjem z Gaussovim jedrom). Nato z razli£nimi metodami, ki smo jih predstavili
v tem delu, ovrednotimo vzorce in preverimo, ali je diagnosti£na mo£ tehni£no ka-
kovostnej²ih slik res ve£ja.
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Poglavje 6
Zaklju£ek
V uvodnem poglavju smo si zastavili tri osnovne cilje, ki jih ºelimo izpolniti v tem
magistrskem delu: preveriti vpliv tehni£ne kakovosti in koli£ine slik FDG-PET mo-
ºganov na obliko zna£ilnega presnovnega moºganskega vzorca pri Alzheimerjevi bo-
lezni (ADRP), preveriti njegovo klini£no uporabnost (zmoºnost lo£evanja bolnikov
z AD od zdravih preiskovancev) ter ovrednotiti povezanost med izraºenostjo vzorca
in stopnjo razvoja bolezni. V ta namen smo iz slikovne baze ²tudije ADNI izbrali 3
pare skupin bolnikov z AD in zdravih kontrolnih preiskovancev. Slike smo v posame-
zne skupine razvrstili glede na diagnozo in tehni£no kakovost slik. Prva skupina je
vklju£evala 40 tehni£no kakovostih slik FDG-PET (20 slik bolnikov in 20 slik zdravih
kontrol), ki so bile zajete na sodobnih napravah, razvitih po letu 2009, rekonstrui-
rane z naprednimi iterativnimi algoritmi (MLEM, OSEM), in katerih dimenzije so
zna²ale najmanj 128 × 128 × 128. V drugo skupino smo vklju£ili isto ²tevilo na-
klju£nih slik najrazli£nej²e tehni£ne kakovosti, tretja skupina pa je zdruºevala 200
naklju£nih slik (100 AD in 100 CN), izmed katerih je bilo 40 istih kot v drugi skupini.
Na podlagi slik v prvi skupini smo z uporabo mreºne analize SSM/PCA identificirali
zna£ilni presnovni vzorec ADRP20, na osnovi druge skupine vzorec ADRP20rand
in na podlagi tretje vzorec ADRP100. Dodatno smo v bazi ADNI poiskali tudi
40 naklju£nih slik FDG-PET (20 slik bolnikov z AD in 20 slik zdravih kontrolnih
preiskovancev) ter iz njih oblikovali neodvisni validacijski skupini. Da smo lahko
presnovne vzorce primerjali med seboj, smo morali pred njihovo identifikacijo po-
enotiti dimenzije slik na velikost najmanj²ih slik, ki smo jih vklju£ili v katero koli
identifikacijsko ali validacijsko skupino.
Po identifikaciji smo vsak vzorec preverili z razli£nimi kvalitativnimi metodami.
V prvem koraku smo dolo£ili izraºenost presnovnega vzorca na identifikacijski sku-
pini in preverili, ali vzorec pravilno razlikuje med bolniki ter zdravimi kontrolnimi
preiskovanci. Vzorec smo izrisali v izbranih aksialnih, koronarnih in sagitalnih pre-
rezih, pri £emer smo z rde£o barvo prikazali podro£ja z vi²jo, z modro barvo pa
podro£ja z niºjo presnovno aktivnostjo glede na skupino zdravih kontrol. Z vizual-
nim pregledom vzorca smo preverili, ali le-ta sovpada s klini£no sliko Alzheimerjeve
bolezni, ki predvideva zmanj²ano metabolno aktivnost v prekuneusu, posteriornem
cingulatnem korteksu, superiornem delu parietalnega reºnja ter medialnem tempo-
ralnem reºnju. Stabilnost vzorca smo preverili z metodo ponovnega vzor£enja s 1000
ponovitvami in barvno izrisali statisti£no pomembna moºganska podro£ja. Nadalje
smo diagnosti£no mo£ vzorcev preverili z izrisom krivulje ROC, dolo£ili optimalno
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mejo za razlikovanje med bolniki in zdravimi preiskovanci ter dolo£ili stopnji specifi£-
nosti in ob£utljivosti. Pomemben korak pri verifikaciji vzorcev je tudi preverjanje,
ali vzorec pravilno razlikuje med razli£nimi skupinami bolnikov z AD in zdravih
kontrolnih preiskovancev. Slednjega smo se lotili z metodo TPR, s katero smo iz-
ra£unali izraºenosti posameznih vzorcev na vseh skupinah, ki smo jih uporabili pri
identifikaciji razli£nih vzorcev, in pri neodvisnih validacijskih skupinah. Sledila je
analiza z enosmernim testom ANOVA, s katerim smo preverili, ali posamezen vzorec
statisti£no pomembno razlikuje med povpre£ji razli£nih skupin. Ker je bil odgovor
za vse tri vzorce pritrdilen, smo napravili ²e post-hoc Tukey-Kramejev HSD-test,
s katerimi smo ovrednotili, med katerimi posameznimi skupinami lahko vzorci tudi
dejansko razlikujejo. Naslednji korak validacije je bila primerjava parov presnovnih
vzorcev v vseh volumskih elementih slike. Zanesljivost vzorcev smo preverili tudi
s preverjanjem stopnje korelacije med izraºenostjo vzorcev pri identifikacijski sku-
pini bolnikov in £asom trajanja bolezni (oziroma z vrednostjo testa MMSE). Ker so
prav vsi vzorci uspe²no prestali celoten postopek verifikacije, jih lahko uporabimo
kot slikovni biolo²ki ozna£evalec (biomarker) za Alzheimerjevo bolezen, vendar jih
je pred splo²no uporabo potrebno verificirati ²e z ºe potrjenimi presnovnimi vzorci,
ki so bili identificirani pri drugih ²tudijah.
Analiza zna£ilnih presnovnih vzorcev je predstavljala tudi osnovo za preverjanje
na²ih hipotez, ki so zapisane v uvodu. Potrdili smo, da so metabolni vzorci bolj izra-
ºeni pri bolnikih z bolj napredovalo obliko Alzheimerjeve bolezni, in pokazali, da so
vzorci, identificirani na podlagi tehni£no kakovostnej²ih slik, bolj²i pri klasifikaciji in
napovedi, kot vzorci, ki smo jih izlu²£ili na osnovi slik FDG-PET razli£ne kakovosti.
Na podlagi rezultatov analize smo potrdili tudi trditev, da lahko s pove£anjem ²te-
vila slik FDG-PET, ki jih uporabimo pri identifikaciji, izbolj²amo diagnosti£no mo£
in klini£no uporabnost vzorca. Zaklju£imo torej, da tako tehni£no kakovostnej²e
slike kot ve£je ²tevilo slik FDG-PET moºganov izbolj²a zna£ilni presnovni vzorec,
pri £emer lahko na osnovi na²ih rezultatov sklepamo, da ima skrbna izbira tehni£no
kakovostnih slik pomembnej²i vpliv od nekajkratnega pove£anja ²tevila slik.
V magistrskem delu smo identificirali in z razli£nimi metodami validirali tri pre-
cej zanesljive zna£ilne presnovne moºganske vzorce pri Alzheimerjevi bolezni, ki so
si podobni tako vizualno kot tudi po ²tevilnih statisti£nih kriterijih. e pomembneje
pa je, da smo z delom za£rtali smernice bodo£ih raziskav, s katerimi bi lahko podrob-
neje in bolj sistemati£no preu£ili vpliv tehni£ne kakovosti in ²tevila slik FDG-PET
moºganov na presnovne vzorce.
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Dodatek A
Statisti£ne metode
V tem dodatku so predstavljene vse statisti£ne metode, ki jih uporabljamo v magi-
strskem delu.
A.1 Povpre£na vrednost
Povpre£je ali povpre£na vrednost je najpomembnej²i statisti£ni parameter in mera
za srednjo vrednost spremenljivke. Izra£unamo ga kot
µ =
1
N
N∑︂
i=1
xi, (A.1)
kjer so xi spremenljivke/izmerki in N ²tevilo le-teh. [36, 37]
A.2 Standardni odklon
Standardni odklon ali standardna deviacija je statisti£ni kazalec, ki pove razpr²enost
merjenje statisti£ne spremenljivke okoli povpre£ne vrednosti. Za vzorec z N izmerki
jo zapi²emo z ena£bo
σ =
⌜⃓⃓⎷ 1
N − 1
N∑︂
i=1
(xi − µ)2, (A.2)
pri £emer µ predstavlja povpre£no vrednost spremenljivke, ki jo izra£unamo z ena£bo
A.1. Koli£ino σ2 imenujemo varianca. [36, 38]
A.3 Studentov t-test za neodvisne vzorce
Studentov t-test je ena pogostej²ih statisti£nih metod za preverjanje hipotez pri
majhnih vzorcih. Poznamo tri vrste Studentovega t-testa, in sicer t-test za en vzo-
rec, za neodvisne ter za odvisne vzorce. Najve£krat se uporablja test za neodvisne
vzorce, kjer ugotavljamo, ali obstajajo statisti£no pomembne razlike med dve ne-
odvisnima vzorcema oziroma skupinama. Za verodostojnost testa je pomembno,
da so preu£evani podatki porazdeljeni po normalni (Gaussovi) porazdelitvi (ena£ba
73
Dodatek A. Statisti£ne metode
A.3) in da jasno poznamo razlike med spremenljivkami obeh vzorcev. [39] Normalno
porazdelitev izrazimo kot
f(x) =
1
σ
√
2π
e−
(x−µ)2
2σ2 , (A.3)
kjer je µ povpre£je in σ standardni odklon izmerkov x. [40] Pri Studentovem t-testu
testna statistika sledi Studentovi porazdelitvi (prikazano na sliki A.1), ob predpo-
stavki, da ni£elna hipoteza (H0) drºi. V primeru testa za neodvisne vzorce posta-
vimo ni£elno hipotezo, da sta aritmeti£ni sredini oziroma povpre£ji obeh neodvisnih
vzorcev, µ1 in µ2, enaki:
H0 : µ1 = µ2. (A.4)
V kolikor predpostavimo, da sta varianci neodvisnih vzorcev, σ21 in σ
2
2, podobni,
σ21 ≈ σ22, (A.5)
izra£unamo vrednost statistike t z ena£bo
t =
µ1 − µ2√︂
(n1−1)σ21+(n2−1)σ22
n1+n2−2
√︂
1
n1
+ 1
n2
, (A.6)
kjer sta n1 in n2 ²tevili podatkov v vsaki od skupin ter
ν = n1 + n2 − 2 (A.7)
²tevilo prostostnih stopenj. [36, 39]
Slika A.1: Prikaz verjetnostne porazdelitvene funkcije P (t) Studentove porazdelitve
pri razli£ni prostostnih stopnjah N . Prirejeno po [41].
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Tukey-Kramerjev HSD-test
e sta povpre£ji skupin tudi v resnici enaki, sledi t = 0, s £imer potrdimo ni£elno
hipotezo H0. To pomeni, da med skupinama ni statisti£no pomembnih razlik, zato
ju ne moremo lo£evati. V kolikor se izkaºe, da sta povpre£ji vzorcev razli£ni, bo
absolutna vrednost statistike t razli£na od ni£. Bolj kot se le-ta razlikuje od 0, z
ve£jo gotovostjo lahko zavrnemo ni£elno hipotezo, kar v praksi pomeni, da med sku-
pinama podatkov obstaja statisti£no pomembna razlika, zato ju lahko razlikujemo
med seboj. Na podlagi vrednosti statistike t (ena£ba A.6) in ²tevila prostostnih
stopenj (ena£ba A.7) dolo£imo stopnjo verjetja p. V kolikor je pri primerjavi dveh
neodvisnih vzorcev vrednost p manj²a od v naprej dolo£ene meje (navadno p < 0.05
ali p < 0.01), lahko trdimo, da se povpre£ji obeh skupin statisti£no pomembno
razlikujeta z izbrano vrednostjo p. [36, 39]
A.4 Fisherjev f-test, enosmerna analiza variance in
post-hoc Tukey-Kramerjev HSD-test
A.4.1 Fisherjev f-test in enosmerna analiza variance
Ker je Studentov t-test namenjen le primerjavi dveh vzorcev, moramo pri primer-
javi ve£ vzorcev pose£i po analizi variance (ang. analysis of variance, ANOVA).
Najenostavnej²a je tako imenovana enosmerna analiza variance, ki testira, ali obsta-
jajo razlike med povpre£nimi vrednostmi vzorcev, ki jih opisuje zgolj ena neodvisna
spremenljivka (oziroma parameter). [36]
Pri enosmerni analizi variance za preverjanje ni£elne hipoteze uporabljamo Fi-
scherjev f-test. V primeru ve£ skupin je na²a hipoteza podobna kot v primeru
Studentovega t-testa (ena£ba A.4) in jo zapi²emo kot
H0 : µ1 = µ2 = · · · = µm, (A.8)
kjer je m ²tevilo neodvisnih skupin. Fisherjev f-test sledi Fisher-Snedecorjevi poraz-
delitvi (slika A.2) in odraºa razmerje variance med skupinami in znotraj posameznih
skupin. Vrednost statistike F izra£unamo s formulo
F =
∑︁
i ni(µi−µ)2
m−1∑︁
i(ni−1)σ2i
n−m
, (A.9)
pri £emer n predstavlja ²tevilo vseh podatkov, m ²tevilo skupin ni ²tevilo podatkov
oziroma izmerkov v posamezni skupini. V tem primeru je µ povpre£na vrednost vseh
podatkov, µi in σi pa povpre£je in standardni odklon znotraj posamezne skupine.
[36, 42]
e so povpre£ja skupin primerljiva, zna²a vrednost statistike F pribliºno 1. Z
ve£anjem F se ve£a tudi verjetnost za zavrnitev ni£elne hipoteze  £e jo zavrnemo s
stopnjo verjetja p, je povpre£je primeren parameter za razlikovanje med posameznimi
skupinami. Na podlagi vrednosti F testa enosmerne analize variance ugotovimo, ali
obstajajo razlike med aritmeti£nimi sredinami posameznih skupin, vendar ne vemo,
katere skupine so tiste, ki se med seboj statisti£no pomembno razlikujejo. Teºavo
naslovimo s post-hoc Tukey-Kramerjevim HSD-testom. [36]
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Slika A.2: Prikaz verjetnostne porazdelitvene funkcije P (F ) Fischer-Snedecorjeve
porazdelitve pri razli£nih prostostnih stopnjah d1 in d2. Ve£ja vrednost parametrov
predstavlja ve£je ²tevilo neodvisnih skupin. Prirejeno po [42].
A.5 Post-hoc Tukey-Kramerjev HSD-test
V kolikor smo pri enosmerni analizi variance zavrnili ni£elno hipotezo in potrdili, da
obstajajo statisti£no pomembne razlike v povpre£jih posameznih skupin, napravimo
post-hoc Tukey-Kramerjev HSD-test (ang. honestly significant difference). Z njim
preverimo razlikovanje vseh parov povpre£ij skupin in ugotovimo, povpre£ja katerih
skupin se med seboj bistveno razlikujejo. Test izvedemo z ra£unanjem vrednosti
HSD,
HSDij =
µi−µj
σ√︂
ni+nj
2
, (A.10)
kjer sta µi ter µj povpre£ji in ni ter nj ²tevili podatkov v izbranih dveh skupinah,
σ pa skupni standardni odklon vseh skupin. Vrednosti HSDij so porazdeljene po
Studentovi porazdelitvi (slika A.1), zato zanje dolo£imo stopnjo verjetja p. V kolikor
je za dolo£eni skupini i in j le-ta pod izbrano mejo (obi£ajno p < 0.05), lahko trdimo,
da se povpre£ji skupin statisti£no pomembno razlikujeta z vrednostjo p. [36]
A.6 Linearna regresija
Linearna regresija je statisti£na metoda, s katero modeliramo razmerje med ska-
larnim odzivom (ali odvisno spremenljivko) in eno ali ve£ neodvisnih spremenljivk.
Za napoved razmerja uporabljamo linearne napovedne funkcije, imenovane linearni
modeli, katerih parametre ocenimo iz podatkov. Linearni model definiramo kot
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yi = a0 + a1xi1 + · · ·+ apxip + bi, i = 1, . . . , n, (A.11)
vendar ga raje zapi²emo v preglednej²i matri£ni obliki,
y = Xa+ b, (A.12)
kjer je
y =
⎡⎢⎢⎢⎢⎢⎢⎣
y1
y2
...
yn
⎤⎥⎥⎥⎥⎥⎥⎦ (A.13)
vektor izmerjenih vrednosti (odvisnih spremenljivk),
X =
⎡⎢⎢⎢⎢⎢⎢⎣
1 x11 . . . x1p
1 x21 . . . x2p
...
... . . .
...
1 xn1 . . . xnp
⎤⎥⎥⎥⎥⎥⎥⎦ (A.14)
matrika neodvisnih spremenljivk,
a =
⎡⎢⎢⎢⎢⎢⎢⎣
a0
a1
...
ap
⎤⎥⎥⎥⎥⎥⎥⎦ (A.15)
vektor parametrov in
b =
⎡⎢⎢⎢⎢⎢⎢⎣
b1
b2
...
bn
⎤⎥⎥⎥⎥⎥⎥⎦ (A.16)
vektor napak ali ²uma. Osnovna ideja modeliranja je, da ob upo²tevanju merskih
napak bi poi²£emo optimalne parametre ai z metodo najmanj²ih kvadratov,
aˆ = argmin
a
||y−Xa||2, (A.17)
ali kak²no drugo statisti£no metodo. Na ta na£in dobimo linearni model z opti-
malnimi parametri aˆ, ki se najbolj prilega na²im podatkom. V praksi najpogosteje
i²£emo linearne funkcije, ki se v okviru znanih merskih napak najbolje prilegajo iz-
merjenim podatkom  v tem primeru govorimo o preprosti linearni regresiji s samo
eno neodvisno spremenljivko. Primer tovrstne linearne regresije je prikazan na sliki
A.3. [43, 44]
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Slika A.3: Preprosta linearna regresija, kjer za model uporabimo linearno funkcijo
in i²£emo optimalne parametre, da se bo le-ta najbolje prilegala merskim podatkom.
Prirejeno po [44].
A.7 Linearna (Pearsonova) korelacija
Osnovna mera za dolo£itev korelacije (povezanosti) med dvema nizoma podatkov,
{x1, i}Ni=1 in {x2, i}Ni=1, je linearni (Pearsonov) koeficient korelacije r12, ki ga izra£u-
namo z ena£bo
r12 =
∑︁N
i=1(x1, i − µ1)(x2, i − µ2)√︂∑︁N
i=1(x1, i − µ1)2
√︂∑︁N
i=1(x2, i − µ2)2
, (A.18)
pri £emer sta µ1 in µ2 povpre£ji obeh nizov podatkov (ena£ba A.1) in N velikost po-
sameznega niza, pri £emer morata oba vsebovati enako ²tevilo podatkov. Pearsonov
koeficient korelacije zavzame vrednosti −1 ≤ r12 ≤ 1, kjer r12 = −1 pomeni popolno
nekorelacijo oziroma antikorelacijo, r12 ≈ 0 neznatno povezanost in r12 = 1 popolno
korelacijo podatkov obeh vzorcev. Ena£bo A.18 lahko zapi²emo tudi v obliki
r12 =
1
N − 1
N∑︂
i=1
(︃
x1, i − µ1
σ1
)︃(︃
x2, i − µ2
σ2
)︃
, (A.19)
kjer standardna odklona σ1 ter σ2 izra£unamo s pomo£jo ena£be A.2. [43, 45] Po
dolo£itvi Pearsonovega koeficienta r12 je smiselno preveriti tudi statisti£no zaneslji-
vost korelacije, kar lahko storimo s pomo£jo Studentovega t-testa (poglavje A.3).
Vrednost t, ki je porazdeljena po Studentovi porazdelitvi, izra£unamo s formulo
t = r12
√︄
N − 2
1− r212
(A.20)
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in nato dolo£imo stopnjo verjetja p. e je slednja pod izbrano mejo, navadno p <
0.05, lahko trdimo, da niza podatkov korelirata (ali ne) s Pearsonovim koeficientom
korelacije r12 in z izbrano vrednostjo meje p. Iz ena£be A.20 vidimo, da pri prenizkem
²tevilu podatkov korelacijo dolo£imo le z majhno gotovostjo. [45]
A.8 Logisti£na regresija
Logisti£na regresija je statisti£na metoda, s katero modeliramo dogodke, ki imajo le
dva moºna izida (na primer opravil/ni opravi, zmagal/izgubil, ºiv/mrtev, zdrav/bolan
ipd.). Napovedni model pri binarni klasifikaciji uporablja logisti£no funkcijo (A.4),
ha(x) = g(aTx) =
1
1 + e−aTx
, (A.21)
ki vse elemente vektorja x preslika na interval [0, 1]. Argument logisti£ne funkcije
je pravzaprav linearna funkcija,
aTx = a0 + a1x1 + · · ·+ anxn, (A.22)
s parametri ai in spremenljivkami xi, ki jo imenujemo napovedni model.
Slika A.4: Napovedni model pri logisti£ni regresiji je t. i. logisti£na funkcija, ki vse
vrednosti preslika na obmo£je [0, 1]. Prirejeno po [46].
Cilj logisti£ne regresije je pri danih podatkih oziroma odvisnih spremenljivkah x
poiskati optimalni nabor parametrov aT, da bo napovedna mo£ modela £im ve£ja
in bomo uspe²no klasificirali dogodke (oziroma v na²em primeru razlikovali zdrave
osebe od bolnih). Optimalni parametri aT so tisti, ki maksimirajo logaritem funkcije
verjetja,
∂
∂aj
l(a) = 0, (A.23)
ki jo zapi²emo kot
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l(a) = logL(a) = log
n∏︂
i=1
ha(xi)
yi
(︁
1− ha(xi)
)︁1−yi , (A.24)
kjer je yi ∈ {0, 1} eden izmed moºnih izidov. [46]
A.9 Krivulja ROC
Krivulja ROC (ang. receiver operating characteristic) je ena izmed pomembnej²ih
statisti£nih metod, ki se uporabljajo v klini£nih ²tudijah. Krivulja grafi£no prika-
zuje, kako dobra je diagnosti£na zmoºnost klasifikacije dveh razli£nih lastnosti ozi-
roma stanj, v kolikor uporabimo dolo£en test in mu spreminjamo mejo. V klini£ni
praksi ºelimo z uporabo dolo£ene diagnosti£ne tehnike, biomarkerja ali kakr²nega
koli drugega testa razlikovati med zdravimi in bolnimi osebami. V ta namen mo-
ramo postaviti mejo, ki razlikuje med obema stanjema.
e pri izbrani meji s testom pravilno prepoznamo bolnike (ljudi, ki jih se testom
proglasimo za bolne in so tudi v resnici bolni), govorimo o resni£no pozitivnih (ang.
true positive, TP) zadetkih. e pravilno prepoznamo zdrave ljudi, take zadetke
imenujemo resni£no negativni (ang. true negative, TN). Pri diagnosticiranju se lahko
tudi u²tejemo: v kolikor zdrave ljudi proglasimo za bolne, dobimo laºno pozitivne
(ang. false positive, FP) vrednosti, £e storimo ravno nasprotno in bolne napak
razglasimo za zdrave, pa govorimo o laºno negativnih vrednostih (ang. false negative,
FP). Vse kombinacije dejanskih stanj ljudi in izidov testa so zbrane v tabeli A.1.
Tabela A.1: Zapis vseh moºnih kombinacij dejanskega stanja osebe in napovedi
oziroma izida testa.
Dejansko stanje
Bolan Zdrav
Izid testa
Bolan TP FP
Zdrav FN TN
Na podlagi zgornje tabele lahko definiramo ve£ lastnosti izbranega testa, vendar
se bomo osredoto£ili predvsem na dve: stopnjo resni£no pozitivnih vrednosti (ang.
true positive rate, TPR), ki jo imenujemo tudi ob£utljivost (ang. sensitivity), ter
stopnjo resni£no negativnih vrednosti (ang. true negative rate, TNR), ki ji pravimo
tudi specifi£nost (ang. specificity). Ob£utljivost z ena£bo zapi²emo kot
Obutljivost = TPR =
TP
TP + FN
, (A.25)
specifi£nost pa kot
Specifinost = TNR =
TN
TN+ FN
. (A.26)
Krivuljo ROC, ki jo prikazuje slika A.5b, dobimo tako, da na abscisno os nana-
²amo koli£ino 1− Specificity in na ordinatno os koli£ino Sensitivity. Vsaka to£ka na
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krivulji predstavlja dolo£eno mejo testa, meja pa nam dolo£a merilo za razlikovanje
med resni£no bolnimi (TP) in resni£no zdravimi osebami (TN), ki jih predstavimo
z normalnima (Gaussovima) porazdelitvama z razli£nima povpre£jema, kot je pri-
kazano na sliki A.5a. Na isti sliki vidimo, da zaradi kon£nih ²irin obeh porazdelitev
s spreminjanjem meje razli£no uspe²no klasificiramo obe skupini preiskovancev. V
kolikor se porazdelitvi obeh skupin v celoti prekrivata, dobimo ravno krivuljo ROC,
ki je na sliki A.5b prikazana s £rtkano £rto z vmesnimi pikami, medtem ko v primeru
neprekrivanja ali popolnega razlikovanja med obema skupinama krivulja dobi obliko
stopnice. To si ºelimo tudi v praksi, saj imamo v tem primeru test, ki je tako spe-
cifi£en kot ob£utljiv. Definiramo lahko tudi povr²ino pod krivuljo (ang. area under
curve, AUC): ve£ja kot je AUC (idealno AUC = 1), bolje test razlikuje zdrave in
bolne osebe. [47]
Slika A.5: Prikaz zdravih in bolnih oseb z normalno porazdelitvijo, ter meje, ki
lo£uje med njimi. (a) Prikaz krivulje ROC, na kateri vsaka to£ka predstavlja mejo,
s katero razlikujemo obe skupini preiskovancev. Prirejeno po [47].
A.10 Metoda ponovnega vzor£enja
Metoda ponovnega vzor£enja (ang. bootstrapping) je statisti£na metoda za ocenje-
vanje natan£nosti ali stabilnosti rezultata opravljene analize. Pri metodi ve£krat
zaporedoma ponovimo isto analizo (na primer dolo£imo povpre£je, standardni od-
klon ali varianco), pri £emer vsakokrat naklju£no izberemo del podatkov. Kon£no
zdruºimo posamezne analize in iz tega sklepamo, kak²na je porazdelitev opazovane
statistike pri celotnem vzorcu. [48]
V magistrskem delu uporabljamo metodo ponovnega vzor£enja za preverjanje
stabilnosti presnovnih moºganskih vzorcev, ki jih identificiramo s pomo£jo multi-
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variatne analize SSM/PCA. Rezultat slednje je tridimenzionalna slika moºganov,
razdeljena na volumske elemente (voksle), ki vsebuje podro£ja z zniºano in povi²ano
presnovno aktivnostjo moºganov bolnikov z Alzheimerjevo boleznijo v primerjavi
s skupino zdravih pacientov. Z metodo ponovnega vzor£enja vsakokrat naklju£no
izberemo del vseh slik bolnikov in zdravih kontrol, izvedemo analizo, identificiramo
presnovni vzorec in iz ve£kratnih ponovitev izra£unamo povpre£no vrednost µij ter
standardni odklon σij vsakega ij-tega volumskega elementa. Kot mero za stabilnost
presnovnega vzorca uporabimo inverzni koeficient variacije (ang. inverse coeffici-
ent of variation, ICV), ki je za vsak posamezen voksel porazdeljen po standardni
normalni porazdelitvi in ga izra£unamo kot
c−1v, ij =
µij
σij
, (A.27)
ter ga upodobimo v obliki tridimenzionalne slike glede na izbrani prag z in stopnjo
zaupanja p. Pri izbranem pragu z izlo£imo tiste ICF, katerih stopnje verjetja p so
pod dolo£eno mejo. Na ta na£in zagotovimo, da je vrednost posameznega voksla
posledica razlike v presnovni aktivnosti med bolnimi in zdravimi, ne pa posledica
naklju£nih fluktuacij.
A.11 Akaikejev informacijski kriterij
Akaikejev informacijski kriterij (ang. Akaike information criterion, AIC) je mera,
s katero ocenjujemo relativno kakovost statisti£nih modelov za nabor podatkov in
sluºi kot najbolj statisti£no upravi£ena metoda izbire modelov. Denimo, da imamo
nabor podatkov opi²emo s statisti£nim modelom M s k neodvisnimi parametri in
maksimalno vrednostjo funkcije verjetja L. Vrednost AIC izra£unamo kot:
AIC = 2k − 2 lnL. (A.28)
V kolikor imamo za opis podatkov na razpolago ve£ razli£nih modelov, je najbolj²i
model tisti z najmanj²o vrednostjo AIC. Na ta na£in dobimo statisti£ni model, ki
se £im bolje prilega podatkom in je obenem karseda preprost (vsebuje £im manj²e
²tevilo parametrov k). [49]
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Vrste predobdelanih slik v
podatkovni bazi ADNI
V podatkovni bazi ADNI, ki smo jo na kratko predstavili v razdelku 2.1.4, lahko
poleg originalnih/neobdelanih/surovih slik FDG-PET dostopamo tudi do ²tirih vrst
predprocesiranih slik. Pravzaprav gre za ²tiri stopnje predobdelave originalnih slik,
pri £emer vsaka naslednja stopnja zajema vse korake iz prej²nje. Z vsako naslednjo
stopnjo doseºemo, da so slike, ki so nastale na najrazli£nej²ih napravah za pozitron-
sko emisijsko tomografijo, bolj primerljive med seboj  celoten postopek imenujemo
harmonizacija. [17] V nadaljevanju bomo podrobneje opisali vsako stopnjo predpro-
cesiranja, u£inek posamezne stopnje pa je viden na sliki B.1.
Koregistrirane dinami£ne slike Pri dinami£nem oziroma kvalitativnem slikanju
s pozitronsko emisijsko tomografijo obi£ajno zajamemo bodisi serijo ²est petminu-
tnih slih bodisi ²tiri petminutne slike 30 do 60 minut po vbrizganju radiofarmaka.
Nato se vse zajete slike koregistrirajo na prvo sliko, ki je nastala 30 do 35 minut po
vnosu radiofarmaka, s £imer doseºemo enako orientacijo vseh slik iz iste serije in po-
sledi£no zmanj²amo u£inke zaradi pacientovega premikanja med zajemom podatkov.
[17]
Koregistrirane povpre£ene slike V naslednji stopnji vse slike iz enega niza
(obi£ajno 6) povpre£imo, s £imer dobimo samo eno povpre£no 30-minutno sliko z
enako orientacijo kot jo ima prva slika v seriji. [17]
Koregistrirane povpre£ene slike s standardiziranimi dimenzijami in veli-
kostmi vokslov Naslednji korak pri predobdelavi slik je standardizacija, s katero
doseºemo, da so vse slike tehni£no enake. Pri tem jih zavrtimo tako, da je os,
ki poteka v smeri od sprednjega dela moºganov proti zadnjemu, vzporedna s £rto
AC-PC1. Obenem jim z elasti£nimi transformacijami spremenimo dimenzijo v stan-
dardno dimenzijo s 160× 160× 96 volumskimi elementi, pri £emer je vsak voksel v
resnici kocka s stranicami dolºine 1.5 mm. Slike oseb, ki so jih v £asu ²tudije ADNI
slikali ve£krat (obi£ajno na vsakih 6 mesecev), so vse koregistrirane na povpre£no
sliko, ki je nastala ob prvem zajemu pri vklju£itvi v ²tudijo. Slike se na tem mestu ²e
enkrat povpre£ijo in naposled intenzitetno normalizirajo, tako da je vsota aktivnost
posameznih vokslov znotraj moºganov enaka 1. [17]
1rta, ki povezuje sprednjo in zadnjo komisuro (podro£je z belo snovjo) £love²kih moºganov.
83
Dodatek B. Vrste predobdelanih slik v podatkovni bazi ADNI
Koregistrirane povpre£ene slike s standardiziranimi dimenzijami in veli-
kostmi vokslov ter enotno prostorsko lo£ljivostjo Zadnja stopnja predpro-
cesiranja slik v bazi ADNI upo²teva dejstvo, da je kljub enaki velikosti volumskih
elementov prostorska resolucija slik odvisna od tehni£nih lastnosti naprave. V ta
namen so na vseh napravah slikali tako imenovani Hoffmanov fantom, na podlagi
katerega so dolo£ili specifi£ne filtre, s katerimi so pogladili slike in dosegli izotro-
pno prostorsko resolucijo 8 mm FWHM. V praksi to pomeni, da so z uporabo filtra
pokvarili prostorsko lo£ljivost slik, ki so nastale na tehni£no bolj²ih napravah za
pozitronsko emisijsko tomografijo, zato da je kon£na prostorska resolucija vseh slik
enaka lo£ljivosti najslab²e naprave. [17]
Slika B.1: Prikaz razli£nih vrst slik, ki so nastale pri FDG-PET in so dostopne v
podatkovni bazi ADNI. 1) Originalna slika, ki je popolnoma neobdelana. 2) Ko-
registrirana dinami£na slika. 3) Koregistrirana povpre£na slika. 4) Koregistrirana
povpre£na slika s standardiziranimi dimenzijami in velikostmi vokslov. 5) Koregi-
strirana povpre£na slika s standardiziranimi dimenzijami in velikostmi vokslov ter
enotno prostorsko lo£ljivostjo.
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Dodatek C
Rezultati post-hoc
Tukey-Kramerjevega HSD-testa
Tabela C.1: Vrednosti p razlikovanja s post-hoc Tukey-Kramerjevim HSD-
testom med razli£nimi skupinami bolnikov z AD in zdravih kontrolnih pre-
iskovancev CN. Opazimo, da je razlikovanje med AD in CN signifikantno
za vse moºne kombinacije identifikacijskih skupin, razlikovanje med posame-
znimi AD ali med posameznimi CN pa ne. G1 je identifikacijska skupina za
vzorec ADRP20, G2 za ADRP20rand in G3 za ADRP100.
Vrednost p Razlikovanje
G1 AD
G1 CN <0.001 DA
G2 AD 0.900 NE
G2 CN <0.001 DA
G3 AD 0.624 NE
G3 CN <0.001 DA
G4 AD 0.534 NE
G4 CN <0.001 DA
G1 CN
G2 AD <0.001 DA
G2 CN 0.900 NE
G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
G2 AD
G2 CN <0.001 DA
G3 AD 0.316 NE
G3 CN <0.001 DA
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G4 AD 0.294 NE
G4 CN <0.001 DA
G2 CN
G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
G3 AD
G3 CN <0.001 DA
G4 AD 0.900 NE
G4 CN <0.001 DA
G3 CN
G4 AD <0.001 DA
G4 CN 0.900 NE
G4 AD G4 CN <0.001 DA
Tabela C.2: Vrednosti p razlikovanja s post-hoc Tukey-Kramerjevim HSD-
testom med razli£nimi skupinami bolnikov z AD in zdravih kontrolnih prei-
skovancev CN. Razlikovanje med AD in CN je statisti£no pomembno za vse
moºne kombinacije identifikacijskih skupin, medtem ko razlikovanje med po-
sameznimi AD ali med posameznimi CN ni mogo£e. G1 je identifikacijska
skupina za vzorec ADRP20, G2 za ADRP20rand in G3 za ADRP100.
Vrednost p Razlikovanje
G1 AD
G1 CN <0.001 DA
G2 AD 0.900 NE
G2 CN <0.001 DA
G3 AD 0.012 DA
G3 CN <0.001 DA
G4 AD 0.033 DA
G4 CN <0.001 DA
G1 CN
G2 AD <0.001 DA
G2 CN 0.900 NE
G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
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G2 AD
G2 CN <0.001 DA
G3 AD 0.226 NE
G3 CN <0.001 DA
G4 AD 0.263 NE
G4 CN <0.001 DA
G2 CN
G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
G3 AD
G3 CN <0.001 DA
G4 AD 0.900 NE
G4 CN <0.001 DA
G3 CN
G4 AD <0.001 DA
G4 CN 0.900 NE
G4 AD G4 CN <0.001 DA
Tabela C.3: Vrednosti p razlikovanja s post-hoc Tukey-Kramerjevim HSD-
testom med razli£nimi skupinami bolnikov z AD in zdravih kontrolnih prei-
skovancev CN. Razlikovanje med AD in CN je statisti£no pomembno za vse
moºne kombinacije identifikacijskih skupin, obenem pa lahko s stopnjo zau-
panja p = 0.019 razlikujemo tudi med skupinama G1 AD in G2 AD. G1 je
identifikacijska skupina za vzorec ADRP20, G2 za ADRP20rand in G3 za
ADRP100.
Vrednost p Razlikovanje
G1 AD
G1 CN <0.001 DA
G2 AD 0.900 NE
G2 CN <0.001 DA
G3 AD 0.002 DA
G3 CN <0.001 DA
G4 AD 0.006 DA
G4 CN <0.001 DA
G1 CN
G2 AD <0.001 DA
G2 CN 0.900 NE
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G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
G2 AD
G2 CN <0.001 DA
G3 AD 0.900 NE
G3 CN <0.001 DA
G4 AD 0.900 NE
G4 CN <0.001 DA
G2 CN
G3 AD <0.001 DA
G3 CN 0.900 NE
G4 AD <0.001 DA
G4 CN 0.900 NE
G3 AD
G3 CN <0.001 DA
G4 AD 0.900 NE
G4 CN <0.001 DA
G3 CN
G4 AD <0.001 DA
G4 CN 0.900 NE
G4 AD G4 CN <0.001 DA
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