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THE COMPLEX OF HYPERSURFACES IN A HOMOLOGY CLASS
GERRIT HERRMANN AND JOSE´ PEDRO QUINTANILHA
Abstract. For a compact oriented smooth n-manifold M and a codimension-1 homol-
ogy class φ ∈ Hn−1(M,∂M), we investigate a simplicial complex S(M,φ) relating the
isotopy classes of properly embedded hypersurfaces in M representing φ. The definition
of S(M,φ) is akin to that of the curve complex of a surface, or the Kakimizu complex
of a knot.
We prove that S(M,φ) is connected for all n, and simply connected when n = 2. The
connectedness result is used to produce an alternative proof of the fact that all Seifert
surfaces for a fixed knot in a rational homology sphere are tube-equivalent. Lastly,
a variation of the complex tailored to the study of Thurston norm-realizing surfaces
is shown to be connected as well, and this is used to define a new `2-invariant of 2-
dimensional homology classes in irreducible and boundary-irreducible compact oriented
connected smooth 3-manifolds with empty or toroidal boundary.
1. Introduction
1.1. Our main results. Given a compact oriented smooth n-manifold M , together with
a homology class φ ∈ Hn−1(M,∂M) of codimension 1 (Z-coefficients are always implicit),
it is well-known that there is a properly embedded hypersurface S ⊂ M representing φ.
Given a second hypersurface T with the same property, it is natural to consider the
question: How are S and T are related? In the present article we give a partial answer
to this question. Our main result is the following.
Theorem 1.1. Let M be a compact oriented smooth n-manifold. For every pair of prop-
erly embedded hypersurfaces S, T in M that are homologous (relative boundary), there is
a sequence of properly embedded hypersurfaces S = S0, . . . , Sm = T in M , all in the same
homology class, such that each two consecutive Si are disjoint.
The intermediate hypersurfaces Si produced by the proof behave rather predictably
with respect to S and T . Namely, they can all be made to lie in a small neighborhood of
the union S ∪ T , and if S, T have disjoint boundaries, then for every Si, each connected
component of ∂Si is isotopic in ∂M to a component of ∂S or ∂T .
We state and prove Theorem 1.1 in the language of a certain simplicial complex S(M,φ)
associated to M and a homology class φ ∈ Hn−1(M,∂M). Specifically, S(M,φ) has as
vertices the isotopy classes of properly embedded hypersurfaces representing φ, and a
finite set of vertices forms a simplex if the corresponding isotopy classes admit pairwise
disjoint representatives. Theorem 1.1 is then equivalent to the statement that S(M,φ) is
connected.
Similarly defined complexes have been studied before by several authors [Ha08] [PS12]
[Schu17] [Schu18], but their precise definitions are always slightly different. We refer
to Schulten’s article [Schu17, Section 2] for a discussion on the differences. If M is 2-
dimensional and closed, our complex is the same as the one defined by Irmer [Ir12], and
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in this case our result is contained in her article. In the 2-dimensional case, however, our
techniques allow us to also prove the following result:
Theorem 1.2. Let M be a compact oriented smooth surface, and let φ ∈ H1(M,∂M).
Then the complex S(M,φ) is simply connected.
For M having dimension 3, a complex similar to S(M,φ) has first been studied by
Kakimizu [Ka92], who focused on the case where M is a knot exterior. His work has been
extended by Przytycki and Schultens [PS12].
In dimensions other than 2 and 3, we are not aware of any results of this kind.
1.2. Outline of the content. In Section 2, we introduce some terminology that will be
used throughout the paper, and prove a lemma regarding general position.
The first main result of the paper, which establishes connectedness of the simplicial
complex S(M,φ), is restated and proved in Section 3 as Theorem 3.2. In Section 4,
we adjust this argument to prove connectedness of a similarly defined complex T (M,φ),
whose vertices are isotopy classes of Thurston norm-realizing surfaces in a reducible and
boundary-irreducible compact oriented smooth 3-manifold M (Theorem 4.6).
Our second main result, that when M has dimension 2 the complex S(M,φ) is simply
connected (independently of the class φ), is presented in Section 5 (Theorem 5.1). The
proof is similar in spirit to that of connectedness, but much more technically involved.
We finish by presenting a pair of applications of our results to 3-manifold topology.
Namely, in Section 6 we give an alternative proof of the classical theorem that all Seifert
surfaces for a knot in a rational homology 3-sphere are tube-equivalent (Theorem 6.3),
and in Section 7 we explain how connectendess of the complex T (M,φ) has been used to
construct an `2-invariant for 2-dimensional homology classes in irreducible and boundary-
irreducible compact oriented connected smooth 3-manifolds with empty or toroidal bound-
ary (Corollary 7.3).
1.3. Acknowledgments. The authors are grateful to Stefan Friedl and Clara Lo¨h, who
read earlier versions of the manuscript and provided much valuable feedback.
2. A note on general position
The proofs of all main results in this article involve performing geometric constructions
on families of submanifolds of a fixed smooth ambient manifold M . These procedures can
only be carried out if the submanifolds involved satisfy a “general position” assumption,
which we explain in the present section. The reader who is uninterested in the technical
details involved in perturbing manifolds into general position is invited to read only until
the statement of Proposition 2.2, and then skip to the next section.
We will follow the convention in Wall’s book [Wa16, Section 1.5], according to which
a submanifold S ⊆ M is by definition transverse to ∂M . The reader is directed to this
reference for all definitions in differential topology that are not stated in this article, with
the following exception: we will say that a submanifold S ⊆M is properly embedded
if S ∩ ∂M = ∂S. Since we will deal exclusively with compact manifolds, the alternative,
purely topological definition of properness [Wa16, Section A.2] is not useful.
Definition 2.1. Let M be a smooth manifold. We say that a finite set U = {S0, . . . , Sk}
of proper submanifolds of M is transverse if for every pair of disjoint subsets I, J ⊆
{1, . . . , k}, the intersections⋂i∈I Si and⋂j∈J Sj are submanifolds of M intersecting trans-
versely.
Note that this definition requires in particular that all intersections
⋂
i∈I Si be trans-
verse to ∂M . The fact that the Si are properly embedded implies, by an inductive argu-
ment over the cardinality of I, that ∂
(⋂
i∈I Si
)
=
⋂
i∈I ∂Si and the intersections
⋂
i∈I Si
are also properly embedded.
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The goal of the present section is to establish the following statement, which justifies
thinking of transverse sets as being in “general position”.
Proposition 2.2. Suppose U is a transverse set of properly embedded submanifolds of
a compact smooth manifold M , and let f : T ↪→ M be a proper embedding of a compact
manifold T . Then f can be perturbed by an arbitrarily small proper isotopy to a proper
embedding g : T ↪→ M , such that for the modified manifold T ′ := g(T ), the set U ∪ {T ′}
is transverse.
Here the phrase “arbitrarily small isotopy” warrants some explanation. Given two
smooth manifolds T,M , the set C∞(T,M) of smooth maps T →M is typically endowed
with either the C∞ topology or the W∞ topology, which are the same if T is compact
[Wa16, Appendix A.4]; we will thus no longer care to distinguish them. If we consider
the subspace C∞∂ (T,M) of proper maps, we can make the statement of Proposition 2.2
precise by expressing it in terms of this topology. This translation relies on the following
result.
Proposition 2.3. If T,M are smooth manifolds, with T compact, and f : T ↪→ M is a
proper embedding, then there is a neighborhood U of f in C∞∂ (T,M) such that every g ∈ U
is a proper embedding that is properly isotopic to f .
Sketch of proof. If we do not insist that the isotopy connecting f and g be proper, then
this statement is proved in Wall’s book [Wa16, Proposition 4.4.4]. But the stronger result
actually follows from the same argument, with almost no modification. Indeed, that proof
uses a map H : W × [0, 1]→M , where W is an appropriate neighborhood of the diagonal
in M ×M . This map H is constructed by putting a Riemannian metric on M and using
the existence of unique geodesics between pairs of points that are close enough.
But if one starts with a Riemannian metric for which ∂M is totally geodesic (which
we can do [Wa16, Proposition 2.3.7 (i)]), then geodesics connecting boundary points are
contained in the boundary, and this fact translates into properness of the isotopy that is
ultimately produced between f and g. 
One can therefore formalize Proposition 2.2 as follows.
Proposition 2.4. Let U be a transverse set of properly embedded submanifolds of a com-
pact smooth manifold M , and let T be a compact smooth manifold. Then the set of
proper embeddings f : T ↪→M making U ∪{f(T )} transverse is dense in the (open) subset
of C∞∂ (T,M) consisting of proper embeddings.
The main tool one uses in order to establish statements of this type is Thom’s Transver-
sality Theorem [Wa16, Theorem 4.5.6]. We will not need its full power, only the following
corollary.
Theorem 2.5 (Elementary Transversality Theorem). Let T,M be smooth manifolds,
with T compact, and let S be a closed submanifold of M . Then the set of maps f : T →
M transverse to S is open and dense in C∞(T,M).
Suppose further that f0 : T → M is a smooth map such that the restriction f0|∂T is
transverse to S, and consider the subspace C∞(T,M ; f0, ∂T ) ⊆ C∞(T,M) of maps whose
restriction to ∂T agrees with f0. Then the set of maps f ∈ C∞(T,M ; f0, ∂T ) transverse
to S is open and dense in C∞(T,M ; f0, ∂T ).
The proof of the first part of the Elementary Transversality Theorem can be found in the
book by Golubitsky and Guillemin [GG86, Corollary 4.12], and the second statement fol-
lows from a stronger version of Thom’s Transversality Theorem [Wa16, Proposition 4.5.7],
using the same argument.
Before proving Proposition 2.4, we state and prove two lemmas, the first of which is a
mere linear-algebraic observation.
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Lemma 2.6. Let V be a finite-dimensional vector space (over any field), and let T, S,R be
pairwise transverse subspaces of V , that is, T+S = T+R = S+R = V . Then the following
conditions are equivalent:
• T + (S ∩R) = V ,
• S + (T ∩R) = V ,
• R+ (T ∩ S) = V .
Proof. A straightforward dimension count shows that all conditions are equivalent to
dimT + dimS + dimR− dim(T ∩ S ∩R) = 2 dimV. 
Lemma 2.7. Let U := {S1, . . . , Sk} be a transverse set of properly embedded submanifolds
of a compact smooth manifold M , and let T be a properly embedded submanifold of M
such that for every non-empty subset I ⊆ {1, . . . , k} the following conditions hold:
• T is transverse to ⋂i∈I Si, and
• ∂T is transverse to ⋂i∈I ∂Si in ∂M .
Then U ∪ {T} is a transverse set.
Proof. Two conditions need to be verified, for all disjoint subsets I, J ⊆ {1, . . . , k}:
(1) the intersection T ∩⋂i∈I Si is a submanifold of M ,
(2) the submanifold T ∩⋂i∈I Si is transverse to ⋂j∈J Sj .
For proving (1), the fact that T is transverse to
⋂
i∈I Si tells us that T ∩
⋂
i∈I Si is a
manifold embedded in T [Wa16, Lemma 4.5.1], and hence in M ; we are left to show that
T ∩⋂i∈I Si is transverse to ∂M . Since T is transverse to ∂M , the tangent space Tp(T )
at each boundary point p ∈ ∂T has a 1-dimensional subspace R such that
Tp(T ) = (Tp(T ) ∩ Tp(∂M))⊕R = Tp(∂T )⊕R, and
Tp(M) = Tp(∂M)⊕R.
Assuming now that p is in ∂M ∩ T ∩⋂i∈I Si, we see from the second equality that
Tp(M) = Tp
(⋂
i∈I
∂Si
)
+ Tp(∂T ) +R (∂T transverse to
⋂
i∈I
∂Si in ∂M)
= Tp
(⋂
i∈I
∂Si
)
+ Tp(T )
=
(
Tp
(⋂
i∈I
Si
)
∩ Tp(∂M)
)
+ Tp(T ) (all Si properly embedded)
=
(
Tp
(⋂
i∈I
Si
)
∩ Tp(T )
)
+ Tp(∂M) (T transverse to
⋂
i∈I
Si, and Lemma 2.6)
=
(
Tp
(
T ∩
⋂
i∈I
Si
))
+ Tp(∂M).
Therefore, T ∩⋂i∈I Si is transverse to ∂M .
Condition (2) follows from a straightforward application of Lemma 2.6 to the tangent
spaces of T ,
⋂
i∈I Si and
⋂
j∈J Sj , at points where all these submanifolds meet. 
Finally, we tackle the main result of this section.
Proof of Proposition 2.4. We will show that every proper submanifold T ⊆M (or, to be
more precise, its inclusion ι : T ↪→ M) can be approximated arbitrarily well by a proper
embedding f : T ↪→M for which f(T ) satisfies the conditions in Lemma 2.7.
Applying the first part of the Elementary Transversality Theorem, we see that for
each I ⊆ {1, . . . , k}, the set of embeddings ∂T ↪→ ∂M transverse to ∂(⋂i∈I Si) in ∂M
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is open and dense in C∞(∂T, ∂M). Hence, so is the set of embeddings simultaneously
satisfying this transversality condition for all (finitely-many) subsets I. We can thus
approximate the restriction ι|∂T arbitrarily well by a map f∂ : ∂T ↪→ ∂M transverse to
all ∂
(⋂
i∈I Si
)
. By Proposition 2.3, we may take f∂ to be an embedding.
One can now use a small isotopy from ι|∂T to f∂ in order to approximate ι by a proper
embedding f0 : T →M that differs from ι by a small proper isotopy supported in a collar
neighborhood of ∂M , and such that f0|∂T = f∂ and f0 is transverse to ∂M . The precise
details of the construction rely on the existence of tubular neighborhoods for submanifolds
with boundary [Wa16, Theorem 2.3.8].
Finally, we note that for each I ⊆ {1, . . . , k}, the fact that f∂ is transverse to ∂
(⋂
i∈I Si
)
in ∂M implies that f∂ is transverse to
⋂
i∈I Si in M , and so we can apply the sec-
ond part of the Elementary Transversality Theorem to conclude that the set of maps
in C∞(T,M ; f0, ∂T ) that are transverse to
⋂
i∈I Si is open and dense. Thus, as before,
the set of maps satisfying this transversality condition for all subsets I is also dense, and
so we can approximate f0 arbitrarily well by such a map f . Again by Proposition 2.3 we
can take f to be a proper embedding. The submanifold f(T ) satisfies the conditions in
Lemma 2.7, so we are done. 
3. The complex S(M,φ) is connected.
Given a compact oriented smooth n-manifold M , together with a codimension-1 ho-
mology class φ ∈ Hn−1(M,∂M), we will study the properly embedded compact oriented
smooth hypersurfaces S ⊂ M representing φ, that is, for which φ is the image of
the fundamental class [S] under the map Hn−1(S, ∂S) → Hn−1(M,∂M) induced by the
inclusion.
Definition 3.1. Let M be a compact oriented smooth n-manifold, and fix a homology
class φ ∈ Hn−1(M,∂M). Then S(M,φ) denotes the simplicial complex defined as follows:
• The vertices are the (possibly disconnected) properly embedded smooth hyper-
surfaces S ⊂M representing φ, up to proper smooth isotopy.
• A set of k + 1 vertices forms a k-simplex if the corresponding isotopy classes can
be disjointly realized, that is, if there exist representative hypersurfaces S0, . . . , Sk
that are pairwise disjoint.
The first main result of this article is the following.
Theorem 3.2. Let M be an oriented smooth n-manifold, and φ ∈ Hn−1(M,∂M) a
codimension-1 homology class. Then the simplicial complex S(M,φ) is connected.
The hypothesis on the codimension is essential. For example, every non-trivial ele-
ment φ of H2(CP2) has non-zero algebraic self-intersection, so the analogously defined
complex S(CP2, φ) has no edges. But since we are not excluding the existence of null-
homologous components in the submanifolds representing φ, there are clearly infinitely-
many vertices. Similarly, the assumption that M is orientable cannot be dropped, as one
sees by taking M = RP2. In this case, the generator of H1(RP2) ∼= Z/2, when reduced
to Z/2-coefficients, has non-trivial algebraic self-intersection, and this again obstructs the
existence of edges in the simplicial complex.
Before proving Theorem 3.2, we recall a well-known combinatorial fact [BM76, Theorem
1.2], which is also an easy consequence of Lemma 5.3 below.
Definition 3.3. Let Γ be a graph.
• A circuit in Γ is a path whose end-vertex is the same as the starting vertex.
• We say Γ is bipartite if its vertex set V admits a partition V = V0 unionsq V1 into two
subsets, such that every edge of Γ has one endpoint in V0, and the other in V1.
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Lemma 3.4. A graph is bipartite if and only if all its circuits have even length.
Proof of Theorem 3.2. We need to show that the 1-skeleton of S(M,φ) is connected, which
we prove using the following strategy. Given two vertices, we perform a certain surgery
procedure on a transverse pair of representatives S0, S1 (see Definition 2.1) of these ver-
tices, in order to produce a third hypersurface Σ ⊂M representing the homology class 2φ.
We then employ a combinatorial argument to show that Σ is the disjoint union of two
hypersurfaces T0, T1, each representing φ. Moreover, the set {S0, S1, T0, T1} is transverse
and we will observe that if the Si have non-empty intersection (in particular, if the vertices
we started with are not connected by an edge), then at least one of the Tm satisfies
|Tm ∩ S0| < |S0 ∩ S1| and |Tm ∩ S1| < |S0 ∩ S1|,
where | · | denotes the number of connected components in a topological space (all these
intersections are compact submanifolds of M , and hence have finitely many components).
This shows, by induction, that the isotopy classes of S0, S1 can be connected by a path
in the 1-skeleton of S(M,φ).
To construct Σ from a transverse pair of hypersurfaces S0, S1, we begin by observing
that the normal bundle of the proper codimension-2 submanifold C := S0∩S1 of M is triv-
ial. Indeed, since S0, S1 are both oriented, the orientation of M induces framings of S0, S1,
which jointly provide a framing of C. Hence, there is an open neighborhood U of C in M
that is diffeomorphic to C×R2 via a diffeomorphism that identifies S0 ∩ U with C×R×0,
and S1 ∩ U with C × 0× R, all respecting orientations.
We construct Σ as follows (see Figure 3.1):
(1) Start with the union S0 ∪ S1.
(2) Replace a small neighborhood of C in S0 ∪ S1 by a pair of (smooth) ramps con-
necting each region of S0 to a region of S1, in such a way that the resulting
hypersurface inherits a consistent orientation from the Si. We make this con-
struction precise in the following paragraph, but the idea should be clear from the
top right of Figure 3.1.
Formally, we first consider the bump function Bp: R → R defined in Wall’s
book [Wa16, Section 1.1], which satisfies
Bp(t) = 0 for t ≤ 0,
Bp(t) ∈ ]0, 1[ for 0 < t < 1, and
Bp(t) = 1 for t ≥ 1.
We then replace (S0 ∪ S1) ∩ U by the hypersurface corresponding, in C × R2, to
C ×R, where R ⊂ R2 is the union of the two curves parameterized by
t 7→ Bp(t)(t, 0) + (1− Bp(t))(0, t),
t 7→ Bp(t)(0, t) + (1− Bp(t))(t, 0),
with t ∈ R.
Note that the resulting hypersurface represents the homology class 2φ, since
the region C ×K of M , where
K := {tX ∈ R2 | t ∈ [0, 1], X ∈ R ∩ D2} (suitably oriented),
exhibits the new hypersurface as homologous to [S0] + [S1].
(3) Push this hypersurface slightly along its framing, so it intersects S0 and S1 trans-
versely, along a pair of copies of C.
We will say that any hypersurface Σ constructed in this manner is an oriented surgery
of S0 and S1.
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Figure 3.1. Performing oriented surgery on S0 and S1. Top left: the local
picture of S0∪S1 in a neighborhood of C, with framings of the Si indicated
by arrows. Top right: replacing a small neighborhood of C with a pair
of ramps. The induced framing on the new hypersurface is illustrated.
Bottom left: The shaded region corresponding to C × K shows that the
new hypersurface represents the class [S0] + [S1]. Bottom right: isotoping
this hypersurface along its framing yields the oriented surgery Σ.
Our next goal is to show that Σ is the disjoint union of two (possibly disconnected)
hypersurfaces T0, T1 that are homologous to one another. Since Hn−1(M,∂M) is torsion-
free (a standard fact that follows from an application of Poincare´ Duality and the Uni-
versal Coefficient Theorem for homology), this will allow us to deduce that T0, T1 both
represent φ. These hypersurfaces T0, T1 are said to be obtained by decomposing the
oriented surgery Σ of S0, S1.
To prove this, consider the directed graph Γ, whose vertices are the connected com-
ponents of the manifold M\\Σ obtained by cutting M along Σ [Wa16, Section 2.7], and
whose edges are the components of Σ. For each component of Σ, the corresponding edge
is oriented from the component of M\\Σ touching its negative side, to the component
of M\\Σ touching its positive side (with respect to the orientation of the normal bundle
of Σ).
We now claim that Γ is bipartite. This can be seen by means of the characterization
of bipartite graphs as having no circuit of odd length (Lemma 3.4). Indeed, any circuit c
in Γ can be used to construct a loop γ in M transverse to Σ, and whose k-th intersection
with Σ is at the component corresponding to the k-th edge of c. Since [Σ] = 2φ, the
intersection product [γ] · [Σ] of the corresponding homology classes is even, and so γ must
intersect Σ an even number of times, and we conclude c has even length.
Let V0 unionsq V1 be a partition on the vertex set of Γ exhibiting it as bipartite, and denote
by M0 the union of all connected components of M\\Σ that are in V0. Moreover, let T0 be
the union of all components of Σ whose positive side is facing M0 (that is, the components
corresponding to edges of Γ from V1 to V0), and let T1 = Σ\T (so T1 is the union of the
components of Σ corresponding to edges from V0 to V1). Since the oriented boundary
of M0 is T0 ∪ −T1 ∪ (M0 ∩ ∂M), it follows that in H2(M,∂M) we have [T0] = [T1].
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All that is left is to see that at least one among T0, T1 has strictly fewer intersections
with each Si than the Si have with one another. In fact, we will show more: there are
non-negative integers n0, n1 with |C| = n0 + n1, such that, for each m ∈ {0, 1},
(1) |Tm ∩ S0| = |Tm ∩ S1| = nm.
In particular, for some m we have nm ≤ |C|2 < |C| and thus Tm satisfies our claim.
The existence of n0, n1 as claimed is a consequence of the observation, plainly on display
on the bottom right of Figure 3.1, that each component of C gives rise to either:
• one component in each of the T0 ∩ Si and no component in either of the T1 ∩ Si
(if the component of Σ on the bottom right belongs to T0), or
• one component in each of the T1 ∩ Si and no component in either of the T0 ∩ Si
(if the component of Σ on the bottom right belongs to T1). 
The argument also provides a linear upper bound for the distance between vertices
in S(M,φ), in terms of the number of components in the intersection of transverse repre-
sentatives.
Corollary 3.5 (of the proof). Let M,φ be as in Theorem 3.2, let S0, S1 ⊂M be transverse
hypersurfaces representing vertices v0, v1 of S(M,φ), respectively. If C := S1 ∩S2 is non-
empty, then the path-length distance between the vi in the 1-skeleton of S(M,φ) is at
most 2|C|.
Proof. We prove the following, more refined statement: if 2k is the first power of 2 that
strictly exceeds |C| (with k a non-negative integer), then the distance between the vi is
at most 2k.
We proceed by induction over k. If k = 0, then |C| < 1, so we must have |C| = 0. This
means the Si are disjoint, and so v0, v1 are either connected by an edge, or they coincide.
Either way, their distance is at most 1 = 20.
For positive k, decomposing an oriented surgery of the Si as in the proof of Theorem 3.2
provides a hypersurface T representing φ, transverse to the Si, and satisfying |T ∩ Si| ≤
|C|
2 < 2
k−1 for each i ∈ {0, 1}. By induction, T represents a vertex of S(M,φ) that is at
most 2k−1 edges away from each vi, and hence the vi are at most 2k edges apart. 
4. Thurston norm-realizing surfaces in 3-manifolds
We now study a variation of the simplicial complex from the previous section, where we
consider only certain surfaces representing 2-homology classes in irreducible and boundary-
irreducible compact oriented smooth 3-manifolds (see Definition 4.1 below). These sur-
faces are, in a sense, most efficient: they realize the Thurston norm and have no homo-
logically trivial parts (Definition 4.3). Our goal is to show that restricting the complex
from the previous section to the Thurston norm-realizing surfaces for a homology class
still results in a connected complex. This will be accomplished simply by adjusting the
proof of Theorem 3.2.
We begin by recalling some standard terminology.
Definition 4.1. Let S be a compact smooth surface.
• A properly embedded circle in S is inessential if it bounds an embedded disk
in S. Otherwise, it is essential.
• A properly embedded arc in S is inessential if, together with an arc in ∂S, it
bounds an embedded disk in S. Otherwise, it is inessential.
Let M be a compact smooth 3-manifold.
• M is irreducible if every embedded 2-sphere in M bounds an embedded 3-ball.
• An embedded circle in ∂M is called a meridian if it is essential in ∂M but bounds
a properly embedded disk in M .
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• M is said to be boundary-irreducible if it contains no meridians.
Let S be a properly embedded compact surface in M .
• A compressing disk for S is a disk D embedded in M as a submanifold, with
interior disjoint from S, and whose boundary is either:
– an essential circle in S, or
– the union of an essential arc in S and an embedded arc in ∂M (in which case
D is a submanifold with corner).
We also demand that D intersect S transversely.
• If S has a compressing disk, S is called compressible; otherwise it is incom-
pressible.
Note that if S ⊂M as above is a sphere or a disk, then S is automatically incompress-
ible. We also collect the following observation.
Lemma 4.2. A properly embedded compact surface S in a compact smooth 3-manifold M
is incompressible if and only if all its components are incompressible.
Proof. Clearly, if S is compressible with compressing disk D, then the component of S
that intersects ∂D also has D as a compressing disk.
Conversely, suppose S0 is a component of S that is compressible. A compressing disk D
for S0 may fail to be a compressing disk for S because its interior may intersect other
components of S. In that case, we first perturb D slightly to make it transverse to S,
and then look at an intersection γ with S that is innermost in D. Let D′ ⊆ D be a disk
bounded by γ (possibly together with an arc in ∂S). If γ is an essential curve or arc of S,
then D′ is a compressing disk for S and we are done. Otherwise, one can modify D by
replacing D′ with a parallel copy of a disk DS ⊂ S witnessing that γ is inessential. The
interior of this new compressing disk for S0 has fewer intersections with S, so an inductive
argument finishes the proof. 
Throughout the remainder of this section, M will denote an irreducible and boundary-
irreducible compact oriented smooth 3-manifold.
Definition 4.3. Given a compact orientable surface S, we define the non-negative integer
χ−(S) :=
∑
C component of S
max{0,−χ(C)},
where χ is the Euler characteristic.
For a homology class φ ∈ H2(M,∂M), the Thurston norm of φ, denoted ‖φ‖M , is
the minimal value of χ−(S), over all properly embedded surfaces S ⊂M representing φ.
Such a surface S is said to be Thurston norm-realizing if it realizes this minimum,
that is, if ‖[S]‖M = χ−(S), and, moreover, no union of components of S represents the
zero class in H2(M,∂M).
It is well-known that ‖·‖M extends to a norm on H2(M,∂M ;R). This was first observed
by Thurston [Th86, Theorem 1]. We now collect some easy facts about Thurston norm-
realizing surfaces:
(1) The only Thurston norm-realizing surface for the class 0 ∈ H2(M,∂M) is the
empty surface.
(2) If a properly embedded surface S ⊂ M satisfies the condition ‖[S]‖M = χ−(S),
one can produce from S a Thurston norm-realizing surface simply by discarding a
maximal null-homologous union of components of S. Each discarded component
is necessarily of non-negative Euler characteristic.
(3) The fact that M is irreducible and boundary-irreducible implies that properly
embedded spheres and disks are null-homologous, so no component of a Thurston
norm-realizing surface in M is a sphere or a disk.
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The next property requires a bit more thought, so we promote it to a lemma:
Lemma 4.4. Every Thurston norm-realizing surface S ⊂M is incompressible.
Proof. Suppose for contradiction that D is a compressing disk for S. We modify S by
removing a small open neighborhood of ∂D and capping the resulting boundary compo-
nents with two disks parallel to D. After smoothening, the newly-formed surface S′ is
homologous to S and satisfies χ(S′) = χ(S) + 2. Since S is Thurston norm-realizing,
this increase in χ cannot amount to a decrease in χ−, so ∂D intersects a compressible
component C of S with non-negative Euler characteristic. But spheres and disks are
always incompressible, so C must be a torus or an annulus. Modifying C by the surgery
along D just described shows that C is homologous to a sphere or a pair of disks, hence
null-homologous. This is not allowed by S being Thurston norm-realizing, so we ruled
out all possibilities for C, and thus D cannot exist. 
We now introduce the main result in this section.
Definition 4.5. Given a homology class φ ∈ H2(M,∂M), we define the complex T (M,φ),
to be the full subcomplex of S(M,φ) spanned by the vertices given by isotopy classes of
Thurston norm-realizing surfaces S.
Theorem 4.6. Let M be an irreducible and boundary-irreducible compact oriented smooth
3-manifold, and let φ ∈ H2(M,∂M). Then the complex T (M,φ) is connected. Moreover,
the distance bound given by Corollary 3.5 for S(M,φ) holds for T (M,φ).
We will patch the argument from the proof of Theorem 3.2, performing the necessary
modifications and verifications to ensure that the surfaces T0, T1 constructed therein are
Thurston norm-realizing. This will require the following lemma.
Lemma 4.7. Let S0, S1 be a transverse pair of incompressible surfaces in M . Then S1 can
be properly isotoped so that each component of S0 ∩ S1 is essential in both S0 and S1.
Proof. We first remove inessential circles from S0 ∩ S1 (see Figure 4.1, top). By incom-
pressibility of the Si, each circle γ ⊆ S0 ∩ S1 bounds a disk D0 in S0 if and only if it
also bounds a disk D1 in S1. So pick γ bounding an innermost such D0, which is disjoint
in particular from the interior of D1. Since M is irreducible, the sphere comprised of
D0 and D1 bounds a ball B. Note that the interior of B is disjoint from S0: indeed,
S1 is disjoint from the interior of D0 (because D0 is innermost), and any component of S1
contained in the interior of B would be compressible or a sphere. We can thus use B
to perform an isotopy of S1, pushing D1 through D0 and removing the intersection of
S0 and S1 along γ.
To remove inessential intersections along arcs, one proceeds in analogous fashion (Figure
4.1, bottom): incompressibility of the Si guarantees that every intersection arc α ⊆ S0∩S1
is essential or inessential simultaneously on both surfaces. Picking an inessential such α
that is innermost in S0, we obtain:
• a disk D0 ⊂ S0 jointly bounded by α and by an arc β0 ⊂ ∂S0, such that the
interior of D0 is disjoint from S1 (because inessential intersections along circles
have already been removed), and
• a disk D1 ⊂ S1 jointly bounded by α and by an arc β1 ⊂ ∂S1.
Since D0 ∪ D1 is a properly embedded disk in M with boundary β0 ∪ β1, boundary-
irreducibility of ∂M guarantees we also have:
• a disk E ⊂ ∂M bounded by β0 ∪ β1.
Irreducibility of M again provides a 3-ball B with interior disjoint from S0, and whose
boundary is D0 ∪ D1 ∪ E. We use it to isotope D0 through D1, thus eliminating the
intersection along α. 
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Figure 4.1. Using incompressibility of S0 and S1 to remove an inessential
intersection along a circle γ (top) and an arc α (bottom).
Proof of Theorem 4.6. As in the proof of Theorem 3.2, we begin with two transverse
Thurston norm-realizing surfaces S0, S1 ⊂ M representing vertices of T (M,φ). Since
the Si are incompressible by Lemma 4.4, we may use Lemma 4.7 to additionally assume
that all components of the intersection C := S0 ∩ S1 are essential in both S0 and S1.
We now perform oriented surgery on the Si via the three-step procedure described in
the proof of Theorem 3.2, to obtain a new oriented surface Σ0 representing the class 2φ.
For our proof, however, we need an additional step in the construction:
(4) Remove a maximal null-homologous union of components of Σ0.
Denote the resulting surface by Σ.
We make two observations concerning Σ0 and Σ:
(1) We have χ(Σ0) = χ(S0unionsqS1). Indeed, as an abstract surface, Σ0 can be constructed
from the disjoint union S0 unionsq S1 by cutting off small neighborhoods of both copies
of C, and gluing them back along the newly formed boundary (Figure 4.2). This
does not alter the Euler characteristic.
(2) The surface Σ0 has no sphere or disk components, so χ(Σ0) ≤ χ(Σ). To see this,
consider the “seams” in Σ0 that result from surgery along C. Explicitly, these
seams correspond to the connected components of C×{± (12 ,−12)} ⊂ C×R. Since
there were no sphere or disk components in either of the Si, any such component
in Σ0 would have been produced during surgery, and thus have a seam. An
innermost seam would then correspond to a component of C that is inessential in
one of the surfaces, contradicting the assumption that the Si intersect only along
circles or arcs that are essential in both.
Now, the same argument as in the proof of Theorem 3.2 shows that Σ is the disjoint
union of two surfaces T0, T1, each representing the class φ. Step (4) in the construction
of Σ ensures that no Tm contains a union of null-homologous surfaces. Hence, to prove that
the Tm are Thurston norm-realizing, we need only argue that χ−(T0) = χ−(T1) = ‖φ‖M .
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Figure 4.2. Constructing Σ0 as an abstract surface by performing surgery
on S0 unionsq S1.
Consider the following sequence of (in)equalities:
χ−(T0) + χ−(T1) = −χ(T0)− χ(T1) (no spheres or disks in Σ)
= −χ(Σ)
≤ −χ(Σ0) (Observation (2))
= −χ(S0 unionsq S1) (Observation (1))
= −χ(S0)− χ(S1)
= χ−(S0) + χ−(S1) (no spheres or disks in the Si)
= 2‖φ‖M (the Si are Thurston norm-realizing).
Since we cannot have χ−(Tm) < ‖φ‖M for either m, this shows χ−(T0) = χ−(T1) = ‖φ‖M .
The final step of the proof, in which we show that at least one of the Tj has fewer
intersections with each Si than the Si have with one another, carries over almost verbatim
from Theorem 3.2. There is only the harmless modification that, because of the addition
of step (4) to the construction of Σ, formula (1) from that proof should be replaced with
the inequalities
|Tj ∩ S0| ≤ nj , |Tj ∩ S1| ≤ nj .
This is however entirely inconsequential for the argument.
The proof of Corollary 3.5 carries over unaltered. 
5. Simple connectedness in the case of curves on surfaces
In the case where M has dimension 2, the techniques in the proof of Theorem 3.2 can
be expanded to prove the following fact, which is the main result in this section.
Theorem 5.1. Let M be a compact oriented smooth surface, and let φ ∈ H1(M,∂M).
Then the complex S(M,φ) is simply connected.
5.1. A more general graph-theoretical lemma. We begin by introducing a general-
ization of Lemma 3.4. This requires setting up some terminology.
Definition 5.2. Let Γ be an oriented graph.
• We denote by Cn the oriented graph with vertex set Z/n, and with an oriented
edge k → k + 1 for each k ∈ Z/n.
• We denote by [n] the oriented graph with vertex set {0, 1, . . . , n}, and with an
oriented edge k − 1→ k for each k ∈ {1, . . . , n}.
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• The double D(Γ) of Γ is the oriented graph obtained from Γ by adding one new
edge e′ for each edge e of Γ, with the same endpoints as e and opposite orientation.
We write (e′)′ := e.
• An unoriented path in Γ is a morphism of oriented graphs from some [n] to D(Γ).
If the images of 0 and n coincide, it is called an unoriented circuit.
• The oriented length of an unoriented path γ : [n] → D(Γ) is the (possibly neg-
ative) integer
#{e edge of [n] | γ(e) is an edge of Γ} −#{e edge of [n] | γ(e)′ is an edge of Γ}.
Intuitively, an unoriented path in Γ is a path where one is allowed to traverse edges
“in the wrong direction”. The oriented length of such a path is then the number of times
that an edge of Γ is traversed in the correct orientation, minus the number of times it is
traversed in the incorrect orientation. Clearly, unoriented length is additive with respect
to concatenation of unoriented paths, and swaps sign when reversing a path.
Lemma 5.3. Let Γ be an oriented graph, and let n ∈ N>0. Then the following conditions
are equivalent:
(1) All unoriented circuits in Γ have oriented length that is a multiple of n.
(2) There exists a morphism of oriented graphs Γ→ Cn.
We remark that Lemma 3.4 follows easily from the case n = 2. For proving Theorem 5.1,
we will only make use of Lemma 5.3 in the cases n = 2 and n = 3.
Proof of Lemma 5.3. Observe first that the “double” construction can be promoted to a
functor in a rather obvious way: To each morphism f : Γ1 → Γ2 of oriented graphs, we
associate D(f) : D(Γ1) → D(Γ2), acting like f on vertices and edges of Γ, and mapping
e′ to f(e)′ whenever e is an edge of Γ. Notice, moreover, that given an unoriented
path γ : [m]→ D(Γ1) in Γ1, post-composition with D(f) yields an unoriented path in Γ2.
It then follows immediately from the definitions that γ and D(f)◦γ have the same oriented
length.
We will also need to use the observation (easily proved by induction) that the oriented
length of an unoriented path γ : [m]→ D(Cn) in Cn is congruent modulo n to γ(m)−γ(0).
In particular, if γ is an unoriented circuit, then its oriented length is a multiple of n.
(2 ⇒ 1) From the preceding considerations, given a morphism f : Γ → Cn and an
unoriented circuit γ in Γ, one can produce an unoriented circuit in Cn with the same
oriented length as γ. This oriented length is, as we just saw, a multiple of n.
(1 ⇒ 2) It is clearly sufficient to prove the result in the case where Γ is non-empty
and path-connected (meaning, every two vertices can be joined by an unoriented path).
In order to construct a morphism f : Γ → Cn, first choose some vertex v0 of Γ and set
f(v0) := 0. Now, for each vertex v of Γ, choose an unoriented path γ from v0 to v and
define f(v) as the reduction modulo n of the oriented length of γ. This definition is
independent of the choice of γ, since for any other unoriented path γ′ from v0 to v, the
unoriented circuit γ′ · γ−1 has oriented length divisible by n, by assumption, and so the
oriented lengths of γ and γ′ differ by a multiple of n.
We now see that f can be extended to the edges of Γ: for any vertices in Γ connected
by an edge (say v → w), the oriented length of one (hence any) path from v0 to w is 1
plus the oriented length of a path from v0 to v. Hence f(w) = f(v) + 1 and there is an
edge f(v)→ f(w) in Cn. 
5.2. Paths within an isotopy class. The second main ingredient required for the proof
of Theorem 5.1 is the following. We emphasize that this is the only place where we will
need the assumption that M has dimension 2.
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Lemma 5.4. Let S, T be a transverse pair of properly embedded 1-dimensional subman-
ifolds of a compact oriented smooth surface M . If S and T are properly isotopic, then
there exists a sequence
S = S0, S1, . . . , Sk = T
of properly embedded 1-dimensional submanifolds of M that all lie in the same proper
isotopy class, and such that for each 0 ≤ i < k, we have Si ∩ Si+1 = ∅.
Moreover, if S and T are part of a transverse family U of properly embedded 1-
dimensional submanifolds of M , then the Si can be chosen so that U ∪ {S1, . . . , Sk−1} is
transverse.
Our proof of Lemma 5.4 relies on the bigon criterion (Theorem 5.6), a tool available
specifically for manifolds of dimension two.
Definition 5.5. Let M be a compact smooth surface, and σ, τ a transverse pair of
properly embedded connected 1-submanifolds of M (so each of σ, τ is either a circle or an
arc).
• The submanifolds σ, τ are said to be in minimal position if they cannot be
properly isotoped to submanifolds σ′, τ ′, respectively, so that |σ′ ∩ τ ′| < |σ ∩ τ |.
• We say that σ, τ form a bigon if there exist two distinct points p, q ∈ σ ∩ τ and
arcs α ⊂ σ, β ⊂ τ connecting p and q, such that α ∪ β is a circle (with corners)
bounding a disk in M (Figure 5.1, left).
• We say that σ, τ form a half-bigon if there exist
– points p ∈ σ ∩ τ, qσ ∈ σ ∩ ∂M, qτ ∈ τ ∩ ∂M ,
– an arc α ⊂ σ from p to qσ,
– an arc β ⊂ τ from p to qτ , and
– an arc γ ⊂ ∂M from qσ to qτ ,
such that α ∪ β ∪ γ is a circle (with corners) bounding a disk in M (Figure 5.1,
right).
Figure 5.1. Example of a bigon (left) and a half-bigon (right).
If σ and τ form a bigon or a half-bigon, then they are certainly not in minimal position:
indeed, after choosing a (half-)bigon that is innermost (meaning, for which the disk in
the definition is innermost), we may use it to isotope a small neighborhood of the arc α
past β, and then push everything slightly off of σ in the direction away from the bigon.
This produces a new 1-submanifold σ′ that is isotopic to σ, and has fewer intersections
with τ (Figure 5.2). The bigon criterion is a converse to this statement.
Theorem 5.6 (The Bigon Criterion). Let M be a compact oriented smooth surface, and
let σ, τ be a transverse pair of properly embedded connected 1-submanifolds of M . If
σ and τ are not in minimal position, then they form a bigon or a half-bigon.
For a proof of the bigon criterion in the closed case, see the book of Farb and Margalit
[FM11, Proposition 1.6]. The same argument can be adapted to the case of surfaces with
boundary.
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Figure 5.2. If two curves σ, τ on a surface form a bigon, one can use
that bigon to produce a new curve σ′ that is isotopic to σ, and has fewer
intersections with τ (left). Similarly for a half-bigon (right).
Proof of Lemma 5.4. Suppose σ, τ are components of S, T , respectively, that have non-
empty intersection. We first note that σ, τ are not in minimal position: indeed, if we
isotope S to T and then push it slightly along the positive direction of the (trivial)
normal bundle of T , then we will have isotoped S to be disjoint from T , and thus also σ
to be disjoint from τ . Hence, by the bigon criterion, σ, τ form a (half-)bigon.
The isotopy of σ into σ′ illustrated in Figure 5.2 can then be extended to an ambient
isotopy of M supported in a small neighborhood of the (half-)bigon, which then induces
an isotopy of S into a new 1-submanifold S1 disjoint from S, which has fewer intersections
with T . Applying Proposition 2.2, we may perturb S1 to make U ∪ {S1} a transverse set.
Since S1 was already transverse to T , this adjustment can be performed in such a way
that the topology of S1 ∩ T does not change, and in particular no new intersections of T
are produced.
This procedure can be iterated until all intersections are removed. 
5.3. The complex S˜(M,φ). The oriented surgery construction in the proof of Theo-
rem 3.2 does not behave well with treating codimension-1 submanifolds of M up to iso-
topy, as we do in the definition of the complex S(M,φ). More precisely: suppose S, T are
a transverse pair of properly embedded codimension-1 submanifolds of M representing
the homology class φ, and S′ is properly isotopic to S. Then performing the oriented
surgery construction on S and T , does not necessarily result in a submanifold isotopic to
the one obtained by starting with S′ and T .
This is a difficulty one must contend with when attempting to prove that the com-
plex S(M,φ) is simply connected, but in the case where M has dimension 2, one can
side-step it with the help of Lemma 5.4, by considering a much larger simplicial complex,
defined the same way as S(M,φ), except that we no longer identify isotopic submanifolds.
Definition 5.7. LetM be a compact oriented smooth n-manifold, and φ ∈ Hn−1(M,∂M) a
codimension-1 homology class. We define the simplicial complex S˜(M,φ) as follows:
• The vertices are the properly embedded hypersurfaces in M representing φ.
• A set of k + 1 vertices forms a k-simplex if the corresponding hypersurfaces are
pairwise disjoint.
We will refer to finite subcomplexes of S˜(M,φ) as transverse if the underlying set of
vertices is transverse, in the sense of Definition 2.1.
There is an obvious map of simplicial complexes p : S˜(M,φ)→ S(M,φ) given by send-
ing each vertex to the corresponding isotopy class. This map is clearly surjective on
simplices of all dimensions.
For proving simple-connectedness of S(M,φ), by cellular approximation it is enough to
prove contractibility within S(M,φ) of finite 1-dimensional subcomplexes. The following
lemma will allow us to perform this task on S˜(M,φ) instead.
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Lemma 5.8. Let M be a compact oriented smooth surface and let φ ∈ H1(M,∂M). Any
finite 1-subcomplex P of S(M,φ) is the p-image of a transverse 1-subcomplex P˜ of S˜(M,φ)
such that the restriction p|
P˜
: P˜ → P is a homotopy equivalence.
Proof. Since p is surjective on simplices, each edge of P can be lifted to an edge in S˜(M,φ),
but not necessarily with adjacent edges of P lifting to adjacent edges of S˜(M,φ). More-
over, if we lift one edge at a time and always apply Proposition 2.2 to the lifted vertices,
we can guarantee that the union of the lifted edges is a transverse subcomplex of S˜(M,φ).
Whenever two edges of P share a vertex that is lifted to two distinct vertices of S˜(M,φ),
Lemma 5.4 provides a path contained in p−1(v) that joins them. Applying this lemma
enough times (and always keeping everything transverse), we can construct, for each
vertex v of P , a tree in p−1(v) connecting the various lifts of v. Take P˜ to be the finite
1-subcomplex of S˜(M,φ) comprised of the edge lifts and these trees. Now, as p acts on P˜
by collapsing each tree to a point, we conclude p|
P˜
is a homotopy equivalence. This is
illustrated in Figure 5.3. 
Figure 5.3. Lifting a finite 1-subcomplex P in S(M,φ) to S˜(M,φ). One
first lifts edges using surjectivity of p (solid dots, thick edges), and then
uses Lemma 5.4 to construct trees (hollow dots, thin edges) connecting
distinct preimages of all vertices.
5.4. Complexity of ghost simplices in S˜(M,φ). Our goal is to prove Theorem 5.1 by
showing that for each transverse 1-subcomplex P of S˜(M,φ), the inclusion P ↪→ S˜(M,φ)
extends to some subdivision of the cone of P . This would be an easy task if we were
able to find a vertex w in S˜(M,φ) such that for each simplex σ of P the set σ ∪ {w}
is a simplex of S˜(M,φ). There is however no reason to expect such w to exist, so we
will instead just pick some w, and ask how far the σ ∪ {w} are from being simplices.
More concretely, we will introduce a notion of complexity for transverse sets of vertices
of S˜(M,φ) that vanishes precisely on simplices. This complexity will be used in the next
section to provide an inductive argument that will ultimately translate into the desired
subdivision of the cone of P . In the current subsection, we make all these notions precise
and re-frame the proof of Theorem 3.2 in this language.
We begin by introducing ghost simplices and their subdivisions. We give a rather
general definition, even though in the present article we will only need ghost simplices of
dimension at most 2. These notions are illustrated in Figure 5.4.
Definition 5.9. Let S be a simplicial complex, and let k ∈ N.
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• A ghost k-simplex σ of S is a set of k + 1 vertices of S (which may or may not
form a k-simplex). The dimension of σ is k. If σ is not a simplex, it is called a
strict ghost simplex. The faces of σ are its non-empty subsets. We will also refer
to ghost 1- and 2-simplices as ghost edges and ghost triangles, respectively.
The 1-dimensional faces of a ghost triangle are its sides.
• A barycentric subdivision of a ghost simplex σ of S is an injective function
from the set of faces of σ that are strict ghost simplices, to the vertex set of S. In
particular, a barycentric subdivision of a ghost simplex restricts to a barycentric
subdivision of each of its faces.
• Let σ be a k-simplex of S, and let b be a barycentric subdivision of σ. We
inductively define the ghost k-simplices arising from b:
– If σ is a simplex of S (so b is an empty choice of vertices), then σ is the
only k-simplex arising from b. Note that when σ is 0-dimensional, we are
necessarily in this case.
– If σ is a strict ghost simplex, then the ghost k-simplices arising from b are the
ghost k-simplices of the form η ∪ {b(σ)}, where η is a ghost (k − 1)-simplex
arising from the restriction of b to a (k − 1)-dimensional face of σ.
• More generally, the ghost simplices arising from b are the faces of ghost k-
simplices arising from b.
Figure 5.4. A barycentric subdivision of a ghost triangle. Left: we con-
sider a ghost triangle σ = {v0, v1, v2} in a simplicial complex S. The solid
line indicates an edge of S, and dashed lines indicate strict ghost edges.
Right: The labeled vertices specify a barycentric subdivision of σ. In this
example, any barycentric subdivision of σ gives rise to five ghost triangles
and ten ghost edges. The shaded region represents a simplex of S.
If σ is a ghost k-simplex, one easily shows that the number of ghost k-simplices to
which a barycentric subdivision of σ gives rise is at most (k + 1)!, but as Figure 5.4
exemplifies, this upper bound may not be attained. The extreme example of this is when
σ is a simplex.
We now introduce a notion of complexity for transverse ghost simplices of S˜(M,φ).
Definition 5.10. LetM be a compact oriented smooth n-manifold, let φ ∈ Hn−1(M,∂M).
• The complexity of a transverse ghost edge {S0, S1} of S˜(M,φ) is the number of
components in S0 ∩ S1.
• For k ≥ 1, the complexity of a transverse ghost k-simplex in S˜(M,φ) is the
maximal complexity among its ghost edges.
Note that a transverse ghost simplex in S˜(M,φ) has complexity 0 precisely if it is a
simplex.
Looking back at Theorem 3.2, we see that its proof worked by first “lifting the problem
from S(M,φ) to S˜(M,φ)”, that is, choosing transverse representatives for the isotopy
classes, and then establishing the first part of the following statement:
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Lemma 5.11. Let σ = {S0, S1} be a transverse ghost edge in S˜(M,φ) of complexity N .
Then there is an oriented surgery on S0, S1 that can be decomposed to yield a barycentric
subdivision of σ giving rise to two ghost edges of complexity at most N2 .
For proving Theorem 5.1, the task of “lifting the problem to S˜(M,φ)” will be performed
by Lemma 5.8. In the next section, we prove an analogue of Lemma 5.11 for ghost
triangles.
5.5. Ghost triangles are contractible in S˜(M,φ). The only main ingredient we still
need for proving Theorem 5.1 is Proposition 5.13 below, which requires some setup:
Setup 5.12. (1) Let M be a compact oriented smooth n-manifold, and let φ ∈
Hn−1(M,∂M) be a codimension-1 homology class.
(2) Let σ = {S0, S1, S2} be a transverse strict ghost triangle in S˜(M,φ), of complex-
ity N > 0 (so at least one of its sides has complexity N).
(3) Assume moreover that S0, S1, S2 form no triple points, that is, S0 ∩ S1 ∩ S2 = ∅.
This is a vacuous condition on the relevant case n = 2, but one can actually get
rid of triple points in higher dimensions and establish Proposition 5.13 without
this assumption. We comment on this reduction in subsection 5.7.
(4) For each side {Si, Sj} of σ that is a strict ghost edge, let Sij be a hypersurface in M
obtained by decomposing an oriented surgery on Si, Sj , such that the complexity
of each of the the ghost edges {Si, Sij} and {Sj , Sij} is at most half that of {Si, Sj}.
In other words, the Sij are as provided by Lemma 5.11.
(5) Assume that the vertices of σ, together with the Sij , form a transverse set.
(6) If T is a vertex of S˜(M,φ) different from the Si and the Sij , denote by bT the
barycentric subdivision of σ given by bT ({Si, Sj}) = Sij on the strict ghost edges,
and by bT (σ) = T .
Proposition 5.13. Suppose we are in the situation of Setup 5.12. Then there exists a
vertex T as in condition (6) that together with the Si and the Sij forms a transverse set,
and such that:
(1) all ghost triangles arising from the barycentric subdivision bT have complexity at
most N ,
(2) if some side of σ has complexity strictly less than N , then all ghost triangles
arising from bT have complexity strictly less than N .
Proof. The oriented surgery construction in the proof of Theorem 3.2 can easily be ex-
tended to sets of three transverse properly embedded hypersurfaces. If there are no triple
points, the adaptation from the situation with two hypersurfaces is straightforward (refer
back to Figure 3.1): first perform surgery on the union of the hypersurfaces near the
points where two of them meet, and then push off in the positive direction of the normal
bundle. We wish to perform this construction on the Si, but we will need to take one
additional care: in the push-off step, it is crucial for our control on intersections that the
intermediate hypersurface be pushed farther away from
⋃
i Si than the Sij , as illustrated
in Figure 5.5. This yields a hypersurface Σ that represents the homology class 3φ, by the
same argument as in the proof of Theorem 3.2.
(The oriented surgery procedure in the case where there are triple points, which is
beyond the scope of the current proof, will be discussed in Subsection 5.7.)
As in the proof of Theorem 3.2, Σ can now be decomposed as the disjoint union of three
properly embedded hypersurfaces, each representing φ, by means of Lemma 5.3. To see
this, we again study the directed graph Γ, whose vertices are the components of M\\Σ,
and whose edges are the components of Σ, directed as dictated by the orientation of the
normal bundle of Σ. Since Σ represents the homology class 3φ ∈ Hn−1(M,∂M), any
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Figure 5.5. When pushing Σ off of
⋃
i Si, one should push it farther
away from the Si than each of the Sij . The two possible intersection
patterns of Σ with the Sij are illustrated. Left: exactly one of the two
dashed sheets is a component of Sij . Whatever the case, we see that the
intersection between Si and Sj does not contribute with any intersection
between Σ and Sij . Right: the dashed component may or may not be
in Sij . Accordingly, this intersection between Si and Sk may or may not
contribute with a component in Σ∩Sij . If that is the case, this intersection
between Σ and Sij manifests also as an intersection between Σ and Sk.
loop in M transverse to Σ must intersect Σ with algebraic multiplicity divisible by 3, and
therefore in the graph Γ, the oriented length of every oriented cycle is a multiple of 3.
Hence, we can apply Lemma 5.3 to obtain a morphism of directed graphs f : Γ → C3.
Now, the f -preimages of the edges in C3 yield a decomposition of Σ as the disjoint union
of three hypersurfaces
Σ = T0 unionsq T1 unionsq T2,
and as in the proof of Theorem 3.2, the f -preimages of the vertices exhibit each Tm as
homologous to Tm+1 (with indices modulo 3). Therefore, for every m ∈ {0, 1, 2} we have
3[Tm] = 3φ on Hn−1(M,∂M). As codimension-1 homology is torsion-free, we conclude
that each Tm represents φ.
Our goal now is to show that at least one among the hypersurfaces T0, T1, T2 can
be chosen as the desired T , which amounts to proving that for one of the barycentric
subdivisions bTm , all the ghost edges that arise have complexity less than N (in the strict
sense, unless all ghost edges of σ have complexity exactly N). We have three cases to
consider:
(1) ghost edges of the form {Si, Sij},
(2) ghost edges of the form {Tm, Si},
(3) ghost edges of the form {Tm, Sij}.
By assumption, the ghost edges of type (1) all have complexity at most N/2. The
proposition will thus follow once we establish the following two claims:
Claim 1. Let {i, j, k} = {0, 1, 2} (that is, the i, j, k are three distinct indices). Then
for any choice of Tm, the complexity of the ghost edge {Tm, Sij} is bounded above by the
complexity of the “opposite ghost edge” {Tm, Sk}.
Claim 2. There is a choice of Tm such that all ghost edges of type (2) have complexity
at most N , with strict inequality unless all sides of σ have complexity N .
Proof of Claim 1. By the construction of Tm, it is clear that it can only intersect Sij
near points where two of Si, Sj , Sk meet. The proof of this claim is thus almost entirely
contained in Figure 5.5 and its caption. Indeed, the left hand side tells us that components
of Si ∩ Sj do not contribute to Tm ∩ Sij . On the right hand side, we see that each
component of Si ∩ Sk may contribute with one component to Tm ∩ Sij . Explicitly, there
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is a contribution precisely if the dashed component belongs to Sij and the bottom-right
sheet of Σ belongs to Tm. If this happens, however, we see that this component of Si∩Sk
also contributes with one component to Tm∩Sk. The behavior near components of Sj∩Sk
is obviously similar, so overall we conclude that each component of Tm ∩ Sij corresponds
to a component of Tm ∩ Sk, in a manner that is clearly injective. Claim 1 thus follows.
Proof of Claim 2. Similarly to the situation in the proof of Theorem 3.2, the crucial ob-
servation is that for i 6= j, each component of Si ∩ Sj contributes with exactly one
component in Tm ∩ Si and one in Tm ∩ Sj , for precisely one m ∈ {0, 1, 2}. To count the
components in some Tm ∩Si, one must simply add up the contributions from Si ∩Sj and
from Si ∩ Sk (where {i, j, k} = {0, 1, 2}), as the intersections between Sj and Sk clearly
do not contribute to Tm ∩ Si.
Denote by nij the number of components in Si ∩ Sj (so by assumption nij ≤ N). The
discussion in the previous paragraph translates into the statement that each nij admits
a partition into non-negative integers
nij = n
0
ij + n
1
ij + n
2
ij ,
such that for each m ∈ {0, 1, 2}, the number of components in Tm ∩ Si equals nmij + nmik
(still assuming {i, j, k} = {0, 1, 2}).
Let us organize all these numbers into a grid, where each column corresponds to a
choice of Tm:
n001 n
1
01 n
2
01
n002 n
1
02 n
2
02
n012 n
1
12 n
2
12
Each row adds up to ≤ N , so the sum of all entries on the grid is ≤ 3N , and thus some
column adds up to ≤ N . Since the complexities of edges of type (2) are precisely the
sums of pairs of entries in a same column, we see that the choice of m corresponding
to a column whose entries add up to ≤ N satisfies the first part of Claim 2. Under the
additional hypothesis that not all faces of σ have complexity N , we see that the sum of
all entries on the grid is < 3N , so some column adds up to < N and the second part of
Claim 2 follows.
Having established both claims we finish the proof of Proposition 5.13. 
5.6. The proof of simple-connectedness. We are now ready to assemble the preceding
results of this section into a proof of the second main theorem of the paper.
Proof of Theorem 5.1. By cellular approximation, in order to prove simple-connectedness
of S(M,φ), it suffices to show that the inclusion P ↪→ S(M,φ) of every finite 1-subcomplex P
is null-homotopic. As mentioned earlier, we will instead prove this statement for trans-
verse 1-subcomplexes P˜ of S˜(M,φ). This will imply our result because by Lemma 5.8,
for any P there is such a P˜ making the following diagram commute
P˜ S˜(M,φ)
P S(M,φ)
p|
P˜ p
,
and for which the restriction p|
P˜
is a homotopy equivalence.
Let us then prove that every transverse 1-subcomplex P˜ of S˜(M,φ) can be contracted.
The main steps of the proof are illustrated in Figure 5.6.
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Choose once and for all a vertex w of S˜(M,φ) that, together with the vertices in P˜ ,
forms a transverse set. Consider the 2-dimensional simplicial complex Q that has as vertex
set the vertices of P˜ together with w, and whose simplices are the simplices of P˜ , plus the
simplices of the form σ ∪ {w} for σ a simplex of P˜ . The simplicial complex Q is course
nothing more than the cone of P˜ , where we have identified the cone point with a vertex w
of S˜(M,φ). Therefore, if the obvious inclusion of vertex sets V(Q) → V(S˜(M,φ)) were
a simplicial map, it would exhibit P˜ as nullhomotopic in S˜(M,φ) and we would be done
with the proof. This is in general not the case, though. In fact, and rather tautologically,
this map would is simplicial precisely if all ghost simplices in S˜(M,φ) of the form σ∪{w}
(with σ a simplex of P˜ ) have complexity 0.
Suppose then that there are simplices in Q that are strict ghost simplices of S˜(M,φ).
We first use Lemma 5.11 to barycentrically subdivide all ghost edges of S˜(M,φ) that are
edges of Q. Choosing these barycenters one at a time, we can use Proposition 2.2 to
ensure that each new vertex, together with the previously chosen ones and the vertices
of Q, forms a transverse set. Since M has dimension 2, no three transverse 1-submanifolds
form a triple point. Hence, we can apply Proposition 5.13 to extend the subdivisions of
ghost edges we constructed to barycentric subdivisions of all ghost triangles in S˜(M,φ)
that are triangles in Q. Using Proposition 2.2 each time, we keep everything transverse.
This induces a subdivision Q′ of Q, whose simplices are the ghost simplices that arise
from all the barycentric subdivisions we performed (in particular, the vertex set of Q′
is comprised of the vertices of Q together with the vertices of S˜(M,φ) specifying these
subdivisions). The vertices of Q′ again form a transverse set.
Now, if all simplices of Q′ are simplices in S˜(M,φ), we obtain a simplicial map Q′ →
S˜(M,φ) showing that P˜ is nullhomotopic in S˜(M,φ). Otherwise, we repeat the proce-
dure with Q′, each time subdividing strict ghost edges of S˜(M,φ), and extending these
subdivisions ghost triangles in S˜(M,φ). Subdividing ghost edges always yields new ghost
edges with strictly smaller complexity, and although Proposition 5.13 does not always
guarantee a strict decrease in the complexity of the new ghost triangles, it does guarantee
it after two iterations: indeed, if we are in the seemingly problematic situation where a
ghost triangle being subdivided has all its edges of the same complexity N , so Proposi-
tion 5.13 provides ghost triangles whose complexity may again be N , each of these new
ghost triangles will have some edge of complexity at most N2 (the edge of type (1), in the
terminology of the proof). Hence, on the next iteration Proposition 5.13 does guarantee
a strict decrease in complexity.
We therefore conclude that ifN is the maximal complexity of a ghost simplex of S˜(M,φ)
that is a simplex of Q, performing the above procedure at most 2N times will produce
a subdivision of Q and a simplicial map to S˜(M,φ) that exhibit P˜ as nullhomotopic
in S˜(M,φ). This completes the proof. 
5.7. Generalizing to higher dimensions. We finish this section by commenting on
the two difficulties that arise when attempting to extend the proof of Theorem 5.1 to the
case where the dimension of M is greater than 2.
The first obstacle is in proving Lemma 5.4 in the case where M has arbitrary dimension.
In other words, one would need an affirmative answer to the following question:
Question 5.14. Let S, T be a transverse pair of properly embedded hypersurfaces in a
compact oriented smooth manifold M , and suppose S, T are properly isotopic. Does there
exist a sequence
S = S0, S1, . . . , Sk = T
of properly embedded hypersurfaces in M , all in the same proper isotopy class, such that
Si ∩ Si+1 = ∅ for each 0 ≤ i < k?
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Figure 5.6. Any transverse 1-subcomplex P˜ of S˜(M,φ) is nullhomotopic
in S˜(M,φ). We exemplify with P˜ a pentagon (top left). Choose any ver-
tex w of S˜(M,φ) to serve as a cone point (keeping everything transverse),
and consider the illustrated ghost simplices (top right). If some of them
have positive complexity, subdivide all ghost edges (bottom left), and ex-
tend these subdivisions to subdivisions of all ghost triangles (bottom right)
(allways keeping everything transverse). The maximal complexity of the
new ghost simplices has now weakly decreased, but repeating the subdi-
vision steps guarantees a strong decrease in complexity. Repeat until all
ghost simplices have complexity zero.
Our proof in the 2-dimensional case relied on the bigon criterion (Theorem 5.6). Its
obvious generalization to dimensions greater than 2 is easily seen to be false, but we have
not been able to use counterexamples to give a negative answer to Question 5.14. If such
counterexamples do exist, we expect that answering this question would be a difficult task,
since one would presumably need an invariant that distinguishes between codimension-1
submanifolds in the same isotopy class.
The second point in the proof of Theorem 5.1 where we used the fact that M has dimen-
sion 2 was when applying Proposition 5.13 to produce barycentric subdivisions of ghost
triangles in S˜(M,φ). This proposition requires the vertices of the ghost triangle being
subdivided to form no triple points, which follows automatically from the transversality
assumption in the 2-dimensional case.
In higher dimensions, the following proposition allows us to produce a subdivision Q′
of the simplicial complex Q for which the 2-dimensional simplices are ghost triangles
of S˜(M,φ) without triple points. We present its proof because, as we will soon explain,
it reduces the problem of extending Theorem 5.1 to arbitrary dimensions, to answering
Question 5.14 affirmatively.
Definition 5.15. LetM be a compact oriented smooth n-manifold, and φ ∈ Hn−1(M,∂M)
a codimension-1 homology class. We define the 2-complexity of a transverse ghost tri-
angle {S0, S1, S2} of S˜(M,φ) to be the number of components in S0 ∩ S1 ∩ S2.
Proposition 5.16. Let M be a compact oriented smooth n-manifold, let φ ∈ Hn−1(M,∂M),
and let σ = {S0, S1, S2} be a transverse ghost triangle in S˜(M,φ) with 2-complexity N .
Then there is a vertex T of S˜(M,φ) such that for {i, j, k} = {0, 1, 2}, each of the ghost
triangles σi = {T, Sj , Sk} has 2-complexity at most N3 .
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Before sketching the proof, we explain how it would be useful for producing the afore-
mentioned Q′: if a 2-simplex σ = {T0, T1, T2} of Q is a ghost-triangle of S˜(M,φ) with
positive 2-complexity, apply Proposition 5.16 to produce a new hypersurface T (always
keeping everything transverse). Add T to the vertex set of Q, add the three edges {T, Si},
and replace σ by the σi, all of which have 2-complexity strictly smaller than that of σ.
Since there are only finitely-many 2-simplices in Q, repeating this procedure enough times
will yield a subdivision Q′ of Q whose 2-simplices are ghost triangles of S˜(M,φ) with van-
ishing 2-complexity, as desired.
From this point, the proof of Theorem 5.1 would work as before: we iteratively produce
barycentric subdivisions of strict ghost edges of S˜(M,φ) that are edges of Q′, and apply
Proposition 5.13 to extend them to barycentric subdivisions of strict ghost triangles, until
complexity 0 is reached.
Sketch of proof of Proposition 5.16. The proof is very similar to that of Theorem 3.2. The
first step is to construct an oriented surgery Σ of the Si, but we have to clarify what this
means when there are triple points. We will then employ Lemma 5.3 to decompose Σ as a
disjoint union of three homologous hypersurfaces T0, T1, T2 and use a counting argument
to conclude that one of the Tm satisfies the conclusion of the proposition.
As before, the construction of the oriented surgery Σ starts with the union S0∪S1∪S2,
which we wish to modify near points where the Si meet. However, this time we have
to consider not only the local model near the intersection of precisely two hypersurfaces,
described in the proof of Theorem 3.2, but also the neighborhoods of the triple points.
Let P0, P1, P2 be the three coordinate planes in R3. Denoting C := S0 ∩ S1 ∩ S2, the fact
that all involved hypersurfaces are oriented implies that there is a neighborhood U of C
in M that is diffeomorphic to C×R3, via a diffeomorphism identifying Si∩U with C×Pi
in a way that preserves all framings (see Figure 5.7, top left).
Now, whereas the “ramp” construction from before replaced each double intersection
with two sheets (Figure 3.1, top right), its analogue for triple intersections gives rise to
three sheets. Their precise description in the model C × R3 is too cumbersome to spell
out explicitly, so we content ourselves with the illustrations in Figure 5.7. Performing
this modification near triple points, the usual “ramp” construction near double points,
and then pushing everything in the direction of the framings of the Si yields the oriented
surgery Σ. (Note that we are also using the fact that the local models for double and
triple intersections can be consistently fitted, but we will not pursue these details.) One
can show that Σ represents the homology class 3φ.
We now apply Lemma 5.3 to the directed graph Γ with vertices the components of M\\Σ
and edges the components of Σ. This yields a morphism of directed graphs Γ → C3,
and the edge pre-images decompose Σ as a disjoint union Σ = T0 unionsq T1 unionsq T2, each Tm
representing φ.
It is clear that near every component of C, each of the three sheets of Σ belongs to a
different Tm. The illustration at the bottom of Figure 5.7 shows that for each component
of S0 ∩ S1 ∩ S2, precisely one of these sheets will form one triple point with each two of
the Si. Hence, the total number of triple intersections N among the Si decomposes as a
sum of non-negative integers N = n0 + n1 + n2, where for each m ∈ {0, 1, 2} we have
nm = |Tm ∩ S0 ∩ S1| = |Tm ∩ S0 ∩ S2| = |Tm ∩ S1 ∩ S2|.
Some m must satisfy nm ≤ N3 , and the corresponding Tm satisfies the claim of the
proposition. 
We finish by pointing out that one can also define the k-complexity of transverse ghost
k-simplices for arbitrary k. The authors are confident that it is possible to generalize
the preceding argument to prove that every transverse ghost k-simplex in S˜(M,φ) of
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Figure 5.7. The oriented surgery construction near triple points. Top
left: the local picture of S0 ∪ S1 ∪ S2 near C, with framings of the Si
indicated by arrows. Top right: the oriented surgery Σ of the Si near C.
Bottom: the three local sheets of Σ, and their intersections with the Si.
The “top” sheet does not intersect either of the Si, the “middle” sheet
intersects each Si, but forming no triple points, and the “bottom” sheet
has exactly one triple intersection with each two among the Si.
k-complexity N can be decomposed into k-many ghost k-simplices of k-complexity at
most Nk+1 . The main technical annoyance is in showing that the local models, which for
small k fit our low-dimensional pictures, behave as one would expect when k is larger.
6. Tube-equivalence of Seifert surfaces
In this section we use the oriented surgery construction to give an alternative proof of
the fact that every two Seifert surfaces for a knot K in a smooth 3-manifold are tube-
equivalent. This theorem is well-established and there are many proofs of various flavours.
A Morse-theoretical proof sketch can be found in the lecture notes of Gordon [Go78,
page 27], a proof using triangulations is in the book of Lickorish [Li97, Theorem 8.2],
and Scharlemann and Thompson [ST88, Theorem 1] prove the statement in S3 using
minimal surface theory. We start by recalling the basics about tube-equivalences and
Seifert surfaces.
We work in the following setting. Let M be a rational homology 3-sphere, that is,
M is a smooth 3-manifold for which H∗(M ;Q) ∼= H∗(S3;Q) (in particular, M is closed).
Moreover, let K be an oriented knot in M , let ν(K) be an open tubular neighborhood
of K, and denote by EK := M \ ν(K) the knot exterior.
Definition 6.1. A Seifert surface for K is a properly embedded oriented connected
surface S in EK such that ∂S is a longitude of K (with the orientation induced from K).
Suppose S is a Seifert surface for K, and let α ⊂ EK be an oriented embedded arc such
that
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• α ∩ S = ∂α,
• α intersects S transversely,
• α travels from one side of S to the same side of S, that is, at one of the endpoints
of α the velocity vector of α agrees with the framing of S, and at the other
endpoint it disagrees.
Then one can modify S by replacing a small neighborhood of ∂α with the circle bundle of
the normal bundle of α, thus producing a new Seifert surface S′ for K. We then say that
S′ is obtained from S by adding a tube, and that S is obtained from S′ by removing
a tube.
Figure 6.1. The tubing construction. Here, S′ is obtained from S by
adding a tube, S is obtained from S′ by removing a tube.
The following notion of equivalence for Seifert surfaces often plays an important role
in the construction of knot invariants.
Definition 6.2. Two Seifert surfaces for K are tube-equivalent if one can be obtained
from the other by a sequence of addition or tubes, removal of tubes, and proper isotopies.
Theorem 6.3. Any two Seifert surfaces for K are tube-equivalent.
Proof. We will apply the oriented surgery construction used in the proof Theorem 3.2
to show that for every two Seifert surfaces S, T for K, there is a sequence of Seifert
surfaces for K from S to T with each two consecutive ones being disjoint. Then we give a
Morse-theoretical argument that establishes tube equivalence of disjoint Seifert surfaces.
Using the fact that M is a rational homology 3-sphere, standard arguments show that
H2(EK , ∂EK) ∼= Z (we emphasize that Z-coefficients are to be understood). By definition
of a Seifert surface, the composition
H2(EK , ∂EK)→ H1(∂EK)→ H1(K)
of the connecting homomorphism and the map induced by the projection ∂EK → K
takes the class represented by each Seifert surface to the standard generator of H1(K).
Hence this composition is an isomorphism and all Seifert surfaces for K are homologous.
It follows that [∂S] = [∂T ] in H1(∂EK), and since homologous curves on a torus are
necessarily isotopic, we can, after an isotopy near ∂EK , assume that S and T have disjoint
boundaries.
We now apply the oriented surgery construction to obtain a sequence of homologous
surfaces S = S0, . . . , Sn = T in EK , with Si disjoint from Si+1 for each 0 ≤ i < n. It is
clear from the construction of the Si as pieces of oriented surgeries that the boundary of
each Si is a union of oriented curves that are isotopic (in ∂EK) to the longitude ∂S. But
since all Si are homologous, the boundaries ∂Si are also all homologous to ∂S in H1(∂EK),
and hence each consists of a single isotopic copy of ∂S. Removing all closed components
from all Si makes them connected, and hence Seifert surfaces for K.
To finish the proof, we give an argument for the case S ∩ T = ∅. Since S is connected
and non-trivial in homology, we see that EK\\S is connected, and since T is connected and
homologous to S, we obtain that EK\\(S ∪ T ) has precisely two connected components.
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We can think of one such component W as an oriented “cobordism with corners” between
S and T (the precise notion is that of a sutured manifold), and produce a Morse function
on W without extrema, to obtain a handle decomposition with only 1- and 2-handles.
For a more detailed description of such a construction, see for example the paper by
Juha´sz [Ju06, Proof of Theorem 2.13]. These handles correspond to addition and removal
of tubes, providing a tube equivalence between S and T . 
7. Secondary `2-torsion
In this section we give an application of Theorem 4.6 to define an invariant of 2-
dimensional homology classes in irreducible and boundary-irreducible compact oriented
smooth connected 3-manifolds with empty or toroidal boundary.
We start by recalling the basics of `2-invariants; for proofs we refer to Lu¨ck’s monograph
[Lu¨02]. Let G be a countable group and let C[G] be its group algebra over C. One defines
a scalar product (·, ·) on C[G] by setting, for g, h ∈ G,
(g, h) :=
{
1 if g = h
0 if g 6= h ,
and then extending sesquilinearly. This turns C[G] into a pre-Hilbert space, whose com-
pletion we denote by `2(G). The elements of this completion can be described as set of
(possibly infinite) C-linear combinations of elements of G whose coefficients are square-
summable in absolute value.
Given a topological space W with a G-action, we consider the chain complex C
(2)
∗ (Gy
W ) := `2(G) ⊗Z[G] C∗(W ), where C∗(W ) is the singular chain complex of W with the
standard left G-action, and G acts on the right of `2(G) by right multiplication. More
generally, if V ⊆ W is a G-invariant subspace, one can use the singular chain com-
plex C∗(W,V ) of the pair, and write C
(2)
∗ (G y (W,V )) := `2(G) ⊗Z[G] C∗(W,V ). The
`2-homology groups are then defined as usual, except that one mods out the closures
of the images of the differentials (these are sometimes referred to as reduced `2-homology
groups):
H
(2)
i (Gy (W,V )) := ker ∂
(2)
i /im ∂
(2)
i+1.
Suppose now that Z ⊆ Y ⊆ X is a triple of spaces, such that both X and Y are
path-connected, with universal covering maps pX : X˜ → X and pY : Y˜ → Y . We will
compare the chain complexes
C
(2)
∗ (Y,Z) := C
(2)
∗ (pi1(Y ) y (Y˜ , p−1Y (Z))),
C
(2)
∗ (Y ⊆ X,Z) := C(2)∗ (pi1(X) y (p−1X (Y ), p−1X (Z))),
whose homologies (always modding out closures of images) we will denote by H
(2)
∗ (Y,Z)
and H
(2)
∗ (Y ⊆ X,Z), respectively (notice that only the second one depends on X).
Assume now that X is a finite CW-complex and Z, Y are subcomplexes. If all `2-
homology groups H
(2)
∗ (Y,Z) vanish and pi1(Y ) satisfies an additional technical condition
(for example being residually finite), then one can define a secondary invariant τ (2)(Y,Z) ∈
R, called `2-torsion [Lu¨02, Definition 3.91]. Similarly, if the groups H(2)∗ (Y ⊆ X,Z) all
vanish and pi1(X) is residually finite, we can define τ
(2)(Y ⊆ X,Z) ∈ R. In general, a
chain complex with well-defined `2-torsion is said to be `2-acyclic. We will not need the
precise definition of `2-torsion, but only the following two properties, which are referred
to as induction principle [Lu¨02, Theorem 3.35(8)] and multiplicativity of `2-torsion [Lu¨02,
Theorem 3.35(1)].
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Theorem 7.1. Let X be a finite connected CW-complex and Z ⊆ Y ⊆ X subcomplexes
such that for every choice of basepoint y ∈ Y , the induced map pi1(Y, y) → pi1(X, y) is
injective. Then C
(2)
∗ (Y ⊆ X,Z) is `2-acyclic if and only if C(2)∗ (Y,Z) is `2-acyclic, and in
that case one has
τ (2)(Y ⊆ X,Z) = τ (2)(Y,Z).
Furthermore, if C
(2)
∗ (Y, Z) and C
(2)
∗ (X,Z) are `2-acyclic,then
τ (2)(X,Z) = τ (2)(X,Y ) · τ (2)(Y, Z).
Now we return to 3-manifolds. Let M be an irreducible and boundary-irreducible
compact oriented connected smooth 3-manifold, and let S be a Thurston norm-realizing
surface in M . We will cut M along S and denote the submanifolds of ∂(M\\S) that come
from S by S+ and S− depending, respectively, on whether they come from the positive
or negative side of S. The first author showed that the `2-torsion of the pair (M\\S, S−)
is defined [He18, Remark 1.4]; we refer to the dissertation [He19, Chapter 4] for more
information about `2-torsion in this specific context.
Theorem 7.2. Let M be an irreducible compact oriented connected smooth 3-manifold
with empty or toroidal boundary, and let S, T be homologous Thurston norm-realizing
surfaces that are disjoint. Then one has
τ (2)(M\\S, S−) = τ (2)(M\\T, T−).
We will sketch a proof of this theorem only in the case where S and T are both con-
nected. An inductive argument reduces the general case to this setting [He19, Lemma 4.10].
Proof sketch for S, T connected. If S and T are null-homologous, then they are empty
and there is nothing to show. Otherwise, we see as in the proof of Theorem 6.3 that M is
the disjoint union of two 3-manifolds M0,M1, with ∂Mi = S∪T ∪(Mi∩∂M) for i ∈ {0, 1}
(see Figure 7.1).
M0
M1
TS
M\\S
S− T S+
M0 M1
Figure 7.1. Schematic picture for the proof of Theorem 7.2. On the left
one sees the original manifold M . On the right one sees the result after
cutting M along S.
Since Thurston norm-realizing surfaces are incompressible and 2-sided, it follows from
an application of the Loop Theorem [AFW15, Theorem 1.3.1] to M\\T that the inclusion
T ↪→M is pi1-injective. Expressing pi1(M) as an HNN-extension of pi1(M\\S) then makes
it clear that the inclusion T ↪→M\\S is pi1-injective, and hence so are also the inclusions
of T into the Mi. It now follows from basic facts about amalgams of groups [Se77,
Chapter I, Section 1.2] that the inclusions of the Mi into M\\S are both pi1-injective,
and thus the triples S− ⊆ M0 ⊆ M\\S and T ⊆ M1 ⊆ M\\S satisfy the hypothesis of
Theorem 7.1.
Since the complexes C
(2)
∗ (M0, S), C
(2)
∗ (M1, T ) and C
(2)
∗ (M\\S, S−) are `2-acyclic (we
again refer to the dissertation, where this is stated in the language of taut sutured mani-
folds [He19, Corollary 3.6]), Theorem 7.1 yields:
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τ (2)(M\\S, S−) = τ (2)(M\\S,M0) · τ (2)(M0, S) (multiplicativity of `2-torsion)
= τ (2)(M1 ⊆M\\S, T ) · τ (2)(M0, S) (we justify this step below)
= τ (2)(M1, T ) · τ (2)(M0, S) (induction principle).
The second equality follows from the fact that the relevant chain complexes are homotopy-
equivalent to isomorphic cellular chain complexes, and this preserves `2-torsion [Schi01,
Theorem 1.14].
On the other hand, cutting along T instead of S and repeating the argument yields
τ (2)(M\\T, T−) = τ (2)(M1, T ) · τ (2)(M0, S),
from which the result follows. 
As an application of Theorem 4.6, we can drop the disjointness assumption.
Corollary 7.3. Let M be an irreducible and boundary-irreducible compact oriented con-
nected smooth 3-manifold with empty or toroidal boundary. If φ ∈ H2(M,∂M) is a 2-
dimensional homology class and S is a Thurston norm-realizing surface representing φ,
then the quantity τ (2)(M\\S, S−) is independent of S, and is thus an invariant of φ.
Proof. Let T be a different choice of Thurston norm-realizing surface representing φ.
If T is disjoint from S, the result follows from Theorem 7.2. Otherwise, one can use
Theorem 4.6 to find a path in the complex T (M,φ) of Thurston norm-realizing surfaces
from the isotopy class of S to that of T , and inductively apply Theorem 7.2 to every two
consecutive surfaces in the path. 
We finish by mentioning that Ben Aribi, Friedl and the first author have related this
invariant τ (2)(M\\S, S−) to the `2-Alexander torsion of M and (the Poincare´ dual of) φ
[BFH18, Proposition 4.4]. Moreover, it is known by work of Lu¨ck and Schick that
if the interior of M admits a complete finite volume hyperbolic metric, then the `2-
torsion τ (2)(M) = τ (2)(M, ∅) is, up to a multiplicative constant, the hyperbolic volume
[LS99, Theorem 0.5]. The first author has conjectured that a similar relation holds be-
tween τ (2)(M\\S, S−) and the volume of M\\S, when a S is a taut totally geodesic surface
[He19, Conjecture 6.7].
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