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Abstract—The fifth generation (5G) cellular network is ex-
pected to include the millimeter wave spectrum, to increase base
station density, and to employ higher-order multiple-antenna
technologies. The centralized radio access network architectures
combined with radio-over-fiber (RoF) links can be the key en-
abler to improve fronthaul networks. The sigma-delta modulated
signal over fiber (SDoF) architecture has been proposed as a
solution leveraging the benefits of both digitized and analog RoF.
This work proposes a novel distributed antenna system using
sigma-delta modulated intermediate-frequency signal over fiber
(SDIFoF) links. The system has an adequately good optical bit-
rate efficiency and high flexibility to switch between different
carrier frequencies. The SDIFoF link transmits a signal centered
at a 2.5 GHz intermediate frequency over a 100 m multi-mode
fiber and the signal is up-converted to the radio frequency
(24–29 GHz) at the remote radio unit. An average error vector
magnitude (EVM) of 6.40 % (-23.88 dB) is achieved over different
carrier frequencies when transmitting a 300 MHz-bandwidth 64-
QAM OFDM signal. The system performance is demonstrated by
a 2×1 multiple-input single-output system transmitting 160 MHz-
bandwidth 64-QAM OFDM signals centered at 25 GHz. Owing to
transmit diversity, an average gain of 1.12 dB in EVM is observed.
This work also evaluates the performance degradation caused
by asynchronous phase noise between remote radio units. The
performance shows that the proposed approach is a competitive
solution for the 5G downlink fronthaul network for frequency
bands above 24 GHz.
Index Terms—distributed antenna system, millimeter wave,
multiple-input single-output, radio-over-fiber, sigma-delta mod-
ulation.
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THE fifth generation (5G) cellular network demands mas-sive device connectivity, high data rates, and sustainable
cost [1]. To meet these highly challenging demands, 5G is
expected to include millimeter wave (mmWave) spectrum for
wider signal bandwidths, to increase base station density for
more network capacity, and to exploit higher-order multiple-
input multiple-output (MIMO) technologies for higher wire-
less spectral efficiency [2]. The radio access network (RAN)
must evolve to enable these technologies.
In the 4G era, the centralized RAN (C-RAN) architecture
has demonstrated its advantages: lower deployment cost, easier
maintenance, and higher power efficiency [3]. Various solu-
tions have been proposed for the fronthaul interface of 5G C-
RAN. Radio-over-fiber (RoF) technologies, including digitized
radio-over-fiber (DRoF), analog radio-over-fiber (ARoF), and
sigma-delta modulated signal over fiber (SDoF), are among the
most convincing candidates owing to their high capacity and
low latency [4]. The digitized Common Public Radio Interface
(CPRI) [5], a standard that is often combined with DRoF
technologies, remains the base for commercial fronthaul solu-
tions by all major vendors until now [6]. To accommodate the
5G data traffic, enhanced CPRI (eCPRI) efficiently decreases
the demanded data rate over fiber [7] at the cost of more
complicated remote radio units (RRUs). For 5G frequency
range 1 (FR1) (410 MHz–7.125 GHz) [8], eCPRI can be a
probable solution.
For 5G frequency range 2 (FR2) (frequency bands above
24 GHz), there is no commercial fronthaul solution yet [6].
Plentiful publications favor ARoF [9]-[12]. ARoF can contain
signals with a wide bandwidth for its good optical spectral
efficiency and it is appealing when combining systems with
higher-order MIMO technologies for its simple RRU archi-
tecture. However, it has strict linearity requirements on both
electrical and optical devices [13].
SDoF has been proposed as a solution leveraging the ben-
efits of DRoF (relaxed linearity requirements on both optical
and electrical components) and ARoF (simple RRU archi-
tectures) [14]-[16]. We have published real-time transmission
experiments of single carrier data over SDoF links for FR1
[17] and the 22.75–27.5 GHz band [18] to demonstrate the
viability of the technology for future fronthaul networks. Our
demo at the 45th European Conference on Optical Communi-

























Fig. 1. Function split options [3]. (CU: central unit; RRC: radio resource control; PDCP: packet data convergence protocol layer; RLC: radio link control

























































































































Fig. 2. (a) Analog radio-frequency signal over fiber (analog radio-over-fiber/ARoF), (b) sigma-delta modulated radio-frequency signal over fiber (SDoF), (c)
Analog intermediate-frequency signal over fiber (analog IFoF), and (d) sigma-delta modulated intermediate-frequency signal over fiber (SDIFoF) link. (DU:
distributed unit; RRU: remote radio unit; Up-Conv: up-conversion; E/O: electrical-to-optical; O/E: optical-to-electrical; L: linear driver; B: binary driver; A:
amplifier; DAC: digital-to-analog converter; OSC: oscillator or frequency synthesizer; SDM: sigma delta modulator; CDR: clock and data recovery; Clk Div:
clock divider; PLL: phase lock loop.)
cation [19] combined SDoF and MIMO techniques for FR1.
The measurement results have been discussed in [20].
This paper extends our demo setup to support frequency
bands above 24 GHz. We proposed a novel SDoF-based net-
work architecture and demonstrate its performance with a
2×1 distributed multiple-input single-output (MISO) down-
link transmission. The sigma-delta modulated intermediate-
frequency signals centered around 2.5 GHz are transmitted
over fibers and up-converted to the desired carrier frequency
at the RRUs. Each RRU exploits a clock and data recovery
(CDR) module to reconstruct a clock signal from the sigma-
delta modulated non-return-to-zero (NRZ) signal and use it as
a reference to generate the carrier frequency. The proposed
architecture achieves a higher bit-rate efficiency than our
previous works [17]-[20] and offers more flexibility to switch
between different carrier frequencies.
The remainder of this article is organized as follows: Section
II discusses different function split options for the 5G C-RAN
and radio-over-fiber technologies. Section III introduces the
system architecture. In Section IV, we provide the measure-
ment results. Section V concludes the paper.
II. RAN FUNCTION SPLIT OPTIONS AND
RADIO-OVER-FIBER TECHNOLOGIES
For 5G C-RAN, a central unit (CU) is connected to several
distributed units (DUs) via the midhaul network; each DU
serves several remote radio units (RRUs) via the fronthaul
network. 3GPP has decided to split the CU and DU between
the packet data convergence protocol (PDCP) and radio link
control (RLC) layer [3][21], as shown in Fig. 1.
The DU and RRU are traditionally split between the physi-
cal (PHY) and radio-frequency (RF) layer with CPRI applied
to transmit baseband signals over fiber. When discussing the
next generation fronthaul interface, both intra-PHY layer split
options (Option 7.x) with eCPRI and intra-RF layer split
options (Option 9) in combination with either ARoF or SDoF
technologies attract intense interest. Intra-PHY split options
have been comprehensively discussed in [7] and [21]. Option
9, an intra-RF split option, has first been introduced by [15].
This section focuses on intra-RF split options in which ei-
ther RF or intermediate-frequency (IF) signals are transmitted
over fiber depending on where the signals are up-converted to
the wireless transmit carrier frequency. The RoF technologies
are categorized into two groups: radio-frequency signal over
fiber (RFoF) (Fig. 2a and Fig. 2b) and intermediate-frequency
signal over fiber (IFoF) (Fig. 2c and Fig. 2d).
A. Radio-Frequency Signal over Fiber (RFoF)
Radio-frequency signal over fiber architectures centralize
most apparatus at the DU and benefit from remarkably simple
and low-power RRU architectures as illustrated in Fig. 2a
and Fig. 2b. For both ARoF (Fig. 2a) and SDoF (Fig. 2b),
the signals are up-converted to the radio frequency at the
DU and, therefore, the synchronization of the RF carrier
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Fig. 3. (a) Spectrum and in-phase signal waveform of a 160.32 MHz OFDM
baseband signal generated by MATLAB. (b) Spectrum and in-phase signal
waveform of the sigma-delta modulated (a) at 4.9152 GSps (samples per
second).
between transmitters is inherently guaranteed—one of the
large challenges for distributed MIMO transmission [22].
Distributed MIMO systems using RFoF architectures suffer no
performance degradation caused by the carrier asynchronism
between transmitters, thus need no sophisticated synchroniza-
tion algorithm [20].
In addition to the simple RRU architecture, ARoF archi-
tectures are often preferred for their high optical spectral effi-
ciency, especially for applications with high signal bandwidths.
However, they are prone to distortion and non-linearities at
both the DU and the RRU side [14].
In SDoF architectures, the signals are sigma-delta modu-
lated, i.e. oversampled and quantized to 1-bit signals. The bi-
level sigma-delta modulated signal contains the original analog
signal to transmit over fiber. Thus, they can be reconstructed
at RRUs by simply filtering out the quantization noise which
is shaped out of the band of interest as shown in Fig. 3(b). The
digital characteristic of the modulated signals loosens the lin-
earity requirements. Digital up-conversion [23] is commonly
used to convert the bi-level signals to RF signals.
Despite the advantages and good performance, SDoF links
are often challenged because the optical bit-rate efficiency is
not always improved compared to CPRI. Two main reasons






of sigma-delta modulation directly affects the quality of the
modulated signal; fΣ∆ is the sample rate of the sigma-delta
modulator (SDM) and BW is the signal bandwidth. Secondly,
when up-converting the signals digitally to the desired carrier
frequency at the DU, the bit rate over fiber is consequently
equal to four times the desired carrier frequency [23]. [15] uses
a 960 MHz carrier frequency and achieves a bit-rate efficiency
gain of 1.85 with respect to CPRI. [20] has a lower bit-rate
efficiency (0.43 with respect to CPRI) because the signals are




Intermediate frequency 2.4576 GHz
Radio frequency 24 to 29 GHz
Cyclic prefix (CP) size 1/4
Subcarrier spacing 320 KHz
Data bandwidth (MHz) 160.32 249.92 299.20
NFFT 512 1024 1024
NDC + NNull 28 254 100
NPilots 16 26 32
Data rate per user
64-QAM (Mbps) 718.85 1142.78 1370.11
NFFT : number of subcarriers (FFT/IFFT size);
NDC /NNull /NPilots: number of DC / null / pilot subcarriers.
For networks that do not require high bit-rate efficiency
or need simple RRUs, SDoF architectures can be a good
candidate. We have demonstrated an SDoF-based distributed
antenna system as a possible solution for the fronthaul network
deployment for the high-capacity hot-spot scenario of the 5G
enhanced mobile broadband (eMBB) service [24]. It is also
worth mentioning that sigma-delta modulated signals have
higher bit error rate tolerance as evaluated in [25] and [26].
B. Intermediate-Frequency Signal over Fiber (IFoF)
Two IFoF architectures—analog IFoF and sigma-delta mod-
ulated IFoF (SDIFoF)—are illustrated in Fig. 2c and Fig. 2d
respectively. The signals are up-converted to the intermediate
frequency at the DU and then up-converted to the radio
frequency at each RRU.
For frequency bands above 24 GHz, analog IFoF architec-
tures can be more advantageous than RFoF ones because
the signals suffer more power fading induced by fiber dis-
persion [27] and the high RF carrier results in the decrease
of optical spectral efficiency. While compromising the low
RRU complexity, analog IFoF architectures relax the hardware
requirements at the DU and keep a high optical spectral
efficiency [9].
Although [18] has demonstrated an all-digital SDoF link
for the 22.75–27.5 GHz band, the high bit rate over fiber
is inevitable. Up-converting from an intermediate frequency
unbinds the fixed relationship between the carrier frequency
and the bit rate over fiber. Therefore, SDIFoF architectures
have an adequately good bit-rate efficiency and the carrier
frequency can be easily changed by configuring the output
frequencies of the frequency synthesizers. Furthermore, when
combining SDIFoF links and a distributed antenna system, no
extra reference signal is needed for the up-converters. The
CDR-reconstructed clock signal serves as a reference signal,
as illustrated in Fig. 2d, to guarantee the carrier frequency
synchronization. This is an advantage over analog IFoF links.
III. SYSTEM ARCHITECTURE
The demonstration setup consists of one distributed unit
(DU), two remote radio units (RRUs), and one receiver/user.




















































Fig. 5. Frequency-interleaved training sequence.
The DU generates two sigma-delta modulated orthogonal
frequency division multiplexing (OFDM) signals centered at
an intermediate frequency around 2.5 GHz and transmits them
over two multi-mode fibers. Each IF signal is independently
up-converted to the radio frequency (24–29 GHz) at a RRU
before amplified and transmitted by the antenna. The two
OFDM signals are precoded to interfere constructively at the
receiver.
A. MISO OFDM Signals
The OFDM signal parameters used in the demonstration
are summarized in Table I. For the ease of implementation
and using the a priori knowledge that the experiments will
be carried out in an indoor environment, the parameters are
based on the IEEE802.11ac specifications [28]. It should be
noted that the SDoF approach is standard agnostic, hence the
employed modulation format can be easily adapted.
The sample rate of the analog front-end evaluation kit
(Analog Device FMCOMMS1-EBZ) needs to be a simple
fraction of 122.88 MHz. The baseband signals are sampled
at 327.68 MSps (samples per second) (122.88 M×8/3). To
match the sample rate, the OFDM signals are generated with
320 KHz subcarrier spacing (∆f ) such that ∆f×NFFT , the
OFDM bandwidth including the zero band-edge subcarriers,
equals either 327.68/2 MHz or 327.68 MHz. The analog-to-
digital converters (Analog Devices AD9643) at the receivers
can sample frequencies up to 300 MHz. The 249.92 MHz
and 299.20 MHz bandwidth signals are generated by nulling
the high-frequency subcarriers of the 1024-point inverse fast
Fourier transform (FFT). The data bandwidth in Table I is
calculated by excluding the bandwidth occupied by band-edge
zero subcarriers. Fig. 3a illustrates the spectrum and the in-
phase signal waveform of an OFDM baseband signal.
In our demonstration, two RRUs are employed. As such,
the received baseband data on a subcarrier R can be written
as
R = H1X1 +H2X2 +W (2)
where all elements in (2) are complex numbers; Hi denotes
the equivalent channel frequency response (CFR) in baseband
between RRU i and the receiver; Xi is the baseband data
transmitted by RRU i; W is the additive noise.
The workflow has two phases as shown in Fig. 4: the
training and data transmission phase.
1) Training Phase: During this phase, frequency-
interleaved training sequences (Fig. 5) for channel estimation
are transmitted; for each subcarrier, within one given OFDM
frame, either RRU 1 or RRU 2 transmits QPSK data while the
other one transmits zeros. First, the algorithm described in
[29] is applied to estimate the carrier frequency offset (CFO).
The CFRs are estimated using the least-squares channel
estimation [30]. The training sequences should last at least
two OFDM frames for the case with two RRUs.
The path with the lower path loss is selected as the main
path. Without loss of generality, the RRU transmitting the
signal via the main path is named RRU 1.
2) Data Transmission Phase: During this phase, RRU 1
transmits the original OFDM signal while RRU 2 transmits
the precoded signal. The precoding guarantees the same path
delay for both paths such that the signals from two RRUs
combine constructively.
B. SDIFoF-Based Network
Fig. 6 shows our distributed antenna downlink system con-
sisting of one distributed unit and two remote radio units con-
nected by sigma-delta IFoF links. Table II lists all commercial
components used in the experimental setup.
1) Distributed Unit (DU): The DU, including the SDMs
and digital up-conversion to a 2.4576 GHz intermediate fre-
quency, is implemented on a Xilinx Virtex Ultrascale FPGA
(VCU108). The MATLAB-generated OFDM baseband sig-
nals, whose in-phase (I) and quadrature (Q) signal are both
16-bit, are loaded to the DDR4 SDRAM device on the DU
via the Ethernet connection, streamed to 2×2 (one I-Q pair
per RRU) low-pass SDMs using a Xilinx AXI direct memory
access (DMA) IP, and then modulated at 4.9152 GSps.
Second-order low-pass SDMs are chosen for this architec-
ture to achieve a high signal-to-noise and distortion ratio. A
parallel multi-stage scheme is employed to achieve the desired
sample rate. The quantization noise is shaped by the low-pass
SDMs to higher frequencies. Our previous work [31] describes
the detailed hardware implementation of the SDM. Digital up-
conversion [23] translates the modulated I and Q signal (both
1-bit) to one 9.8304 Gbps bi-level signal with a 2.4576 GHz
center frequency for each RRU. The bit rate is chosen based
on the supported data-rate range of the CDRs Analog Devices
ADN2917 (8.5–11.3 Gbps) and the passband frequency range
of available band-pass filters in our lab (2.3–2.6 GHz).
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Fig. 6. System architecture. (DDR: DDR4 SDRAM device; DMA: direct memory access; LP SDM: low-pass sigma-delta modulator; B: binary driver; E-O:
electrical-to-optical; O-E: optical-to-electrical; BPF: band-pass filter; LNA: low-noise amplifier; PA: power amplifier; CDR: clock and data recovery; Clk Div:
clock divider; PLL: phase lock loop.) (a) Measured spectrum of the QSFP-40G output signal; (b) measured spectrum of the band-pass filter output.
1PLL-based frequency synthesizer to generate the reference input for the up-converter. 2Up-converter to convert the IF signal to RF. It has an up-mixer and
a quadrupler which generates a clock signal with a frequency that is four times the frequency of the reference clock input.
The NRZ signals are converted to the optical domain using a
QSFP-100G-SR4 module and transmitted over an OM4 multi-
mode fiber (MMF). The QSFP-100G-SR4 module has four
850 nm VCSELs (vertical-cavity surface-emitting lasers); we
use only two of them to transmit signals over two MMFs.
Each MMF connects the DU to one RRU. The QSFP module
supports link lengths up to 100 m for OM4 MMFs. The maxi-
mum optical launch power per lane is approximately 2.4 dBm.
Note that the optical link lengths can be largely extended if
single-mode QSFP modules and fibers are exploited [17].
2) Remote Radio Unit (RRU): The received optical signal
is converted back to the electrical domain using a QSFP-40G-
SR4 module. The module can convert four optical signals,
received from four separate fibers, to four pairs of differential
electrical signals. For this setup, each RRU requires only
one photo receiver out of the four. The QSFP, instead of
a single photodiode, is chosen as it makes the uplink path
implementation possible and allows the possibility to extend
the system to more antennas in the future.
In the setup, we use one lane of the differential output for
the data path and the other lane for the reference clock genera-
tion. Theoretically, CDRs can provide both reconstructed data
and a reconstructed clock signal, as shown in Fig. 2d. However,
the CDRs in our setup introduce too much jitter. The signal-
to-noise ratio (SNR) of the CDR-reconstructed data signal is
worse than its original input.
Fig. 6a is the spectrum measured by an Anritsu signal
analyzer (MS2692A) after the QSFP-40G-SR4 converts the
received optical NRZ signal to an electrical signal. It can be
seen that the quantization noise is pushed out of the band
of interest. The out-of-band quantization noise is filtered by
a band-pass filter (BPF), as shown in the measured spectrum
(Fig. 6b). The filtered IF signal is connected to the IF data input
port of the up-converter Analog Devices EVAL-ADMV1013.
At each RRU, a CDR reconstructs a clock signal from




A Xilinx VCU108 for data streaming and sigma-delta modulation
electrical-to-optical converter QSFP-100G-SR4 (850 nm)
Remote radio unit (RRU):
optical-to-electrical converter QSFP-40G-SR4 (850 nm)
clock and data recovery
(CDR)
Analog Devices ADN2917
(The CDR supports data rates be-
tween 8.5 Gbps and 11.3 Gbps.)
clock divider Analog Devices HMC983LP5E




an up-mixer and a
quadrupler)
Analog Devices EVAL-ADMV1013
(The clock input path operates from
5.4 GHz to 10.25 GHz.)
low-noise amplifier (LNA) Analog Devices HMC1040LP3CE
(The LNA operates between 24 GHz
and 43.5 GHz and delivers 23 dB of
small signal gain.)
power amplifier (PA) Analog Devices HMC943LP5E
(The PA operates between 24 GHz
and 31.5 GHz and delivers 21 dB of
gain.)
Receiver (Rx)/user:
low-noise amplifier Analog Devices HMC1040LP3CE
band-pass filter Marki Microwave FB-2770
(Passband: 23.55 GHz to 31.85 GHz.)
down-converter (which has
a down-mixer and a
quadrupler)
Analog Devices EVAL-ADMV1014
(The clock input path operates from




A Xilinx KC705 per user to collect data
constructed clock is half the bit rate over fiber: 4.9152 GHz.
The proposed architecture uses a clock divider to generate
the reference clock signal for the phase lock loop (PLL)
in the frequency synthesizer. The frequency synthesizer then
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TABLE III
FREQUENCY AT THE OUTPUT OF EACH STAGE OF THE CLOCK PATH
Optical signal bit rate (Gbps) 9.8304
CDR output freq. (MHz) 4915.2 (9830.4/2)
Clock divider output freq. (MHz) 24.576 (4915.2/200)
PLL output freq. (MHz) 5406.72 5652.48 6144.00 6635.52
Carrier freq. (RF) (GHz) 24.08 25.07 27.03 29.00
generates the reference clock signal for the up-converter.
The quadrupler in the up-converter generates a clock signal
with a frequency that is four times the input clock frequency.
The up-mixer modulates the IF input signal with the output
clock signal of the quadrupler. The RF carrier frequencies are
calculated using (3) and listed in Table III.
fRF = 4fPLL + fIF = 4fPLL + 2.4576 (GHz) (3)
where fPLL is the frequency of the PLL output clock signal
and fIF is the IF carrier frequency.
A low-noise amplifier (LNA) followed by a power am-
plifier (PA) amplifies the RF signal before feeding it
to the antenna. The power measured at the PA output
is about 4 dBm/160.32 MHz for single-input single-output
(SISO) cases.
Each RRU uses one in-house developed stacked air-filled
substrate-integrated-waveguide (AFSIW) aperture-coupled
cavity-backed patch antenna to transmit the RF signal. The
compact antennas, whose dimensions are less than 5 mm-
by-5 mm, are implemented using the technology described
in [32]. They exhibit a radiation efficiency (ηrad) higher
than 90% and are matched to a 50 Ω impedance between
23.25 GHz to 30.25 GHz. Within this frequency band, the
radiation pattern remains stable with a minimal boresight
gain of 6 dBi and a half-power beamwidth exceeding 70◦.
C. Receiver and Signal Processing
The receiver uses the same antenna as the RRUs. The
antenna is first connected to an LNA. The amplified re-
ceived signal is filtered by a BPF with a passband from
23.55 GHz to 31.85 GHz and down-converted to 2.4576 GHz
using the down-converter evaluation board Analog Devices
EVAL-ADMV1014. Then, the IF signal is filtered by a BPF
with a passband from 2.3 GHz to 2.6 GHz. An analog front-
end evaluation kit (Analog Device FMCOMMS1-EBZ) down-
converts the IF signal to baseband and samples the baseband
signal at 327.68 MHz. A Xilinx Kintex 7 FPGA (KC705)
collects the data for offline signal processing using MATLAB.
The signal processing includes OFDM frame boundary
detection, CFO correction, FFT, least-squares channel estima-
tion, and QAM demodulation. The demonstration workflow
illustrated in Fig. 4 is fully realized in MATLAB. Ideal channel
information feedback is assumed. The CFRs estimated during
the training phase are used to generate precoded data. At the
receivers, after canceling the effect of the channel and the










Fig. 7. Receiver. (LNA: low-noise amplifier; BPF: band-pass filter.)
160.32 MHz @ 25.07 GHz
100m MMF
Fig. 8. SDIFoF link quality: measured EVM vs. carrier frequency (GHz).
It is measured with 5 m (optical back-to-back) and 100 m multi-mode fibers
(MMF) without wireless paths.
IV. MEASUREMENT RESULTS
In this section, first, the performance of the proposed SD-
IFoF link is provided by transmitting wide-bandwidth OFDM
signals through the complete signal chain but without wireless
paths. Second, the 2×1 MISO performance is measured by
transmitting signals modulated at 25.07 GHz in a typical office
environment; the SISO performance is provided as a baseline.
We also present measurement results to show that the carrier
frequency synchronism is maintained in our setup. In the end,
we evaluate the performance degradation due to asynchronous
phase noise. The performance is presented in root-mean-square
error vector magnitude (EVM) normalized to the average
constellation power.
A. Performance of the SDIFoF Link
To show the quality of the SDIFoF link, we measured
the performance without wireless paths. The output of the
up-converter EVAL-ADMV1013 is connected directly to the
input of the down-converter EVAL-ADMV1014. The output
amplitude of the up-converter is properly adjusted to prevent
the receiver chain from saturating. The same reference clock
is provided for the up- and down-conversion using one PLL,
i.e. there is no CFO.




























Fig. 9. Simplified layout of the measurement environment (left) and the distributed antenna system performance (right). The circled numbers denote different
receiver locations. Each case in the bar chart corresponds to a receiver location.
Fig. 8 shows the EVM values versus different RF carrier
frequencies. The carrier frequency can be easily adjusted by
configuring the PLL output frequency while the rest of the
hardware remains the same. Hence, there is no significant
performance difference in terms of EVM when applying
different carrier frequencies.
For optical back-to-back cases (with a 5 m MMF), the aver-
age EVM values are 4.74% (-26.48 dB), 5.73% (-24.84 dB),
and 6.31% (-24.00 dB) for the 160.32 MHz-, 249.92 MHz-,
and 299.20 MHz-bandwidth OFDM signal respectively. As the
signal bandwidth increases, the performance degradation is
expected because of two reasons. First, the total transmitted
signal power is kept the same; when the signal bandwidth
increases, the power spectrum density (PSD) of the signal
decreases while the noise PSD stays the same. Second, the
oversampling ratio, defined as (1), decreases as the sig-
nal bandwidth increases thus resulting in a lower signal-to-
quantization-noise ratio.
The EVM values are higher when transmitting over a 100m
MMF. Nonetheless, the 6.40% EVM of the 299.20 MHz-
bandwidth OFDM signal transmitted over a 100m MMF is
lower than the 3GPP EVM requirements: 8% (-21.94 dB) for
64-QAM [33][34].
The optical bit-rate efficiency, calculated by dividing the
transmitted data bandwidth by the bit rate over fiber, is
30.44 MHz/Gbps (299.20 MHz/9.8304 Gbps). Using the exam-
ple in [7], the bit-rate efficiency of CPRI is 27.12 MHz/Gbps.
The proposed SDIFoF architecture decreases the RRU com-
plexity while maintaining the same optical bit-rate efficiency
as CPRI.
B. Distributed MISO Performance
The combined optical-wireless performance is measured
with a 100 m MMF between the DU and each RRU. Fig. 9
shows the simplified layout of the measurement environment
and the measured EVM values. The two RRUs are 1 m away
from each other.
The directions of the antennas are illustrated in the figure.
The total transmit power was kept the same for the SISO and










PLL 1 PLL 2a
b
c
Fig. 10. PLL output signals measured by a Keysight real-time oscilloscope
(DSAZ634A). (a) Captured waveform using the output of PLL 1 to trigger; (b)
and (c): real-time eye diagrams of PLL 1 and PLL 2 for about 15000 frames.
SISO cases is twice the power of MISO cases. The SISO links
between the receiver and both RRU 1 and RRU 2 are measured,
but only the lower EVM value of the two is presented for
comparison.
No common reference clock is provided to the DU,
RRUs, and receiver. Fig. 10 shows the output clock sig-
nals of the PLLs measured by a Keysight real-time oscil-
loscope (DSAZ634A). It can be seen from the captured
waveform (Fig. 10a) and the real-time eye diagrams (Fig. 10b
and Fig. 10c) that the RRUs are frequency-synchronized in the
setup by using the clock information contained in the sigma-
delta modulated bitstreams. The CFO between the RRUs and
receiver is estimated and compensated offline using MATLAB.
We measured 64-QAM OFDM signals with a 160.32 MHz
signal bandwidth. The average EVM of all SISO cases is
7.19% (-22.86 dB) and 6.31% (-24.00 dB) for MISO. The gain
is about 1.12 dB. For some antenna locations, it is possible to
transmit higher-bandwidth signals. 160.32 MHz is chosen for
the ease of comparison so that all cases can receive 64-QAM
signals.
To further evaluate the benefit of distributed antenna sys-
tems, the two RRUs are placed 2 m away from each other
in the second measurement scenario (Fig. 11). The first three
cases are selected for comparison and the performance of three
measured cases is summarized in Table IV.







Fig. 11. Simplified layout of the measurement environment. The circled
numbers denote different receiver locations.
TABLE IV
EVM COMPARISON BETWEEN TWO DIFFERENT RRU DISTANCES
RRU distance Case index 1 2 3
1 m
SISO 6.95% 6.44% 7.78%
MISO 5.76% 5.48% 7.02%
Gain (dB) 1.63 1.40 0.89
2 m
SISO 6.50% 6.15% 6.44%
MISO 7.11% 5.18% 6.02%
Gain (dB) -0.77 1.35 0.59
Case 1: When the RRU distance is 1 m, a good gain of
1.63 dB owing to transmit diversity is observed. However,
when RRU 1 is moved away from the receiver, the receiver
is mainly served by RRU 2. The SISO performance is better
because the transmission power of RRU 2 in the SISO cases
was doubled with respect to the MISO transmission.
Case 2: The receiver can receive good quality signals
from RRU 1 and RRU 2 for both RRU distances, thus the
performance is similar.
Case 3: When the RRU distance is 1 m, both antennas are
quite far from the receiver. A gain is observed but the EVM
value is among the higher ones. When RRU 1 is moved closer
to the receiver, the performance improves significantly. The
transmit diversity gain is less obvious for the same reason
as Case 1: the receiver is mainly served by RRU 1 and the
transmission power per RRU is stronger while measuring SISO
cases.
Placing the RRUs further apart—more distributed—does
not necessarily lead to more transmit diversity gain, but it
can provide more uniform coverage. A similar conclusion has
also been derived from the single-user measurement results
published in [16].
C. Impact of Asynchronous Phase Noise
This subsection evaluates the performance degradation due
to the asynchronous phase noise introduced by the two PLLs.
Note that the carrier frequencies of the two RRUs are syn-
chronous, as shown in Fig. 10.
In Table V, the “Asynchronous RRUs” row lists the MISO
performance presented in Fig. 9. The reference clock signals
Fig. 12. Measured phase noise.
for the up-converters at two RRUs are independently generated
by two PLLs, hence asynchronous phase noise is introduced.
The results listed in the “Synchronous RRUs” row are mea-
sured by using the output of the PLL at RRU 1 for the up-
converters of both RRUs.
Performance loss ranging from 0.35 to 0.83 dB is observed
except for Case 6. For Case 6, the receiver is mainly served by
one RRU and the signal from the other RRU is not dominating.
This results in the close performance for both the synchronous
and asynchronous cases.
The measured phase noise is plotted in Fig. 12. The PLLs
introduce considerably large phase noise. We expect a perfor-
mance improvement if better PLLs are used.
V. CONCLUSION
This work demonstrated a fully implemented 2×1 dis-
tributed MISO OFDM downlink system using real-time sigma-
delta modulated intermediate-frequency signal over fiber (SD-
IFoF) links. The OFDM baseband signals are sigma-delta
modulated and digitally up-converted to an intermediate fre-
quency around 2.5 GHz on an FPGA. The signals are trans-
mitted over OM4 multi-mode fibers using a commercial QSFP
module at 850 nm. At each remote radio unit, the clock
information contained in the sigma-delta modulated signal
is retrieved using a clock and data recovery module. This
architecture guarantees the frequency synchronism between
remote radio units and requires no extra reference clock signal
for synchronization.
The performance of the SDoF link satisfies the 3GPP error
vector magnitude (EVM) requirements for 64-QAM (8%): the
EVM of 299.20 MHz-bandwidth OFDM signals over 100 m
OM4 multi-mode fibers is 6.40% (-23.88 dB) for different
carrier frequencies ranging from 24 GHz to 29 GHz. The
same hardware implementation is used for different signal
bandwidths and the carrier frequency can be easily adjusted
by configuring the phase lock loops (PLLs), proving that the
SDIFoF link is highly flexible. For the MISO measurements,
an average gain of 1.12 dB owing to transmit diversity is
observed despite the performance degradation due to asyn-
chronous phase noise introduced by the independent PLLs.
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TABLE V
MISO PERFORMANCE COMPARISON BETWEEN ASYNCHRONOUS AND SYNCHRONOUS RRUS
Case index
1 2 3 4 5 6 7
Asynchronous RRUs:
EVM in percentage (EVM in dB) 5.76 (-24.79) 5.48 (-25.22) 7.02 (-23.07) 6.95 (-23.16) 7.10 (-22.97) 6.11 (-24.28) 5.74 (-24.82)
Synchronous RRUs:
EVM in percentage (EVM in dB) 5.53 (-25.14) 4.98 (-26.05) 6.71 (-23.47) 6.34 (-23.95) 6.70 (-23.47) 6.14 (-24.23) 5.47 (-25.25)
Performance loss (dB) 0.35 0.83 0.4 0.79 0.5 -0.05 0.43
In summary, this work provides a competitive solution for
the 5G downlink fronthaul network for frequency bands above
24 GHz.
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