The Gini correlation plays an important role in measuring dependence of random variables with heavy tailed distributions, whose properties are a mixture of Pearson's and Spearman's correlations. Due to the structure of this dependence measure, there are two Gini correlations between each pair of random variables, which are not equal in general. Both the Gini correlation and the equality of the two Gini correlations play important roles in Economics. In the literature, there are limited papers focusing on the inference of the Gini correlations and their equality testing. In this paper, we develop the jackknife empirical likelihood (JEL) approach for the single Gini correlation, for testing the equality of the two Gini correlations, and for the Gini correlations' differences of two independent samples. The standard limiting chi-square distributions of those jackknife empirical likelihood ratio statistics are established and used to construct confidence intervals, rejection regions, and to calculate p-values of the tests. Simulation studies show that our methods are competitive to existing methods in terms of coverage accuracy and shortness of confidence intervals, as well as in terms of power of the tests. The proposed methods are illustrated in an application on a real data set from UCI Machine Learning Repository. noindent
Introduction
The Gini correlation has been used in a wide range of fields since proposed in 1987 ( [17] ). In the field of economic data analysis, the Gini correlation enables us to test whether an asset increases or decreases the risk of the portfolio ( [18] ), and can be used to build the relationship between the family income and components of income ( [17] ); in plant systems biology, the Gini correlation can compensate for the shortcomings of popular correlations in inferring regulatory relationships in transcriptome analysis ( [11] ); it has also been widely used in all branches of modern signal processing ( [26] ).
Let X and Y be two non-degenerate random variables with continuous marginal distribution functions F and G, respectively, and a joint distribution function H. Then two Gini correlations are defined as γ(X, Y ) := cov(X, G(Y )) cov(X, F (X)) and γ(Y, X) := cov(Y, F (X)) cov(Y, G(Y )) (1) to reflect different roles of X and Y. The representation of Gini correlation γ(X, Y ) indicates that it has mixed properties of those of the Pearson and Spearman correlations, and thus complements these two correlations ( [17] , [18] , [19] ). The two Gini correlations in (1) are not symmetric in X and Y in general. The equality of the two Gini correlations can be involved in many procedures in Economics. For example, it can be applied to determine the similarity in two popular methodologies for constructing portfolios, the MV and MG ( [20] ), and the equality of the two Gini correlation between the return on each asset and the return on the portfolio is the necessary condition of the statement that all the Security Characteristic curves are linear ( [20] ), that is, a rejection of the hypothesis on the equality of Gini correlations is a rejection of the assumption that all the Security Characteristics curves are linear. Therefore, to understand the Gini correlation and to test the equality of the two Gini correlations are essential. In the paper, we develop a procedure to estimate the Gini correlation and to test the equality of the two Gini correlations. To the best of our knowledge, there is no nonparametric approaches to infer the Gini correlations.
As a nonparametric method, the empirical likelihood (EL) method introduced by Owen ([12] , [13] ) has been used heuristically for constructing confidence intervals. It combines the effectiveness of likelihood and the reliability of nonparametric approach. On the computational side, it involves a maximization of the nonparametric likelihood supported on data subject to some constraints. If these constraints are linear, the computation of the EL method is particularly easy. However, EL loses this efficiency when some nonlinear constraints are involved. To overcome this computational difficulty, Wood et al. ( [25] ) proposed a sequential linearization method by linearizing the nonlinear constraints. However, they did not provide the Wilks' theorem and stated that it was not easy to establish. Jing et al. ( [4] ) proposed the jackknife empirical likelihood (JEL) approach. The JEL method transforms the maximization problem of the EL with nonlinear constraints to the simple case of EL on the mean of jackknife pseudo-values, which is very effective in handling one and twosample U -statistics. Wilks' theorems for one and two-sample U -statistics are established. This approach has attracted statisticians' strong interest in a wide range of fields due to its efficiency, and many papers are devoted to the investigation of the method, for example, [9] , [14] , [2] , [22] , [23] , [7] , [6] and so on. However, theorems derived in [4] are limited to a simple case of the Ustatistic but the Gini correlation cannot be estimated by a U -statistic, which does not allow us to apply the results of [4] directly. However, it can be estimated by a functional of multiple Ustatistics ([17] ). Due to this specific form of the Gini correlation, we propose a novel U -statistic type functional and a JEL-based procedure with the U -structured estimating function is applied for the Gini correlation. And this approach may work for making an inference about some difference functions of multiple U -statistic structure with nuisance parameters involved.
In the test
where ∆ = γ(X, Y ) − γ(Y, X), the natural empirical estimator∆ of ∆ is a function of 4 dependent U -statistics. Based on U -statistics theorem,∆, will, after appropriate normalization, have a limiting normal distribution. However, the asymptotic variance is complicated to calculate. In the present paper, by proposing a new U -statistic type functional system, we avoid estimating the asymptotic variance to do the test. However, only a part of parameters are being interested. When only a part of parameters are of interest, Qin and Lawless ( [15] ) proposed to use a profile empirical likelihood method which is also an important tool to transform nonlinear constraints to some linear constraints by introducing link nuisance parameters. However, the profile EL could be computationally costly. Hjort, McKeague and Van Keilegom ( [3] ) proposed to reduce the computational complexity by allowing for plug-in estimates of nuisance parameters in estimating equations with the cost that the standard Wilks' theorem may not hold. Li et al. ([6] ) proposed a jackknife plug-in estimate in terms of a function of interested parameters so that their EL still have standard chi-square distributions. However, we cannot take advantage of their method since the parameters of interest in this paper are estimated by solving estimating functions with U -statistics structure. We cannot apply theoretical results of the profile JEL method in [7] , either. Li, Xu and Zhao ( [7] ) developed a JEL-based inferential procedure for general U -structured estimating functions. It requires the condition that kernel functions are bounded both in the sample space and in the parameter space. Under merely second order moment assumptions, we establish the Wilks' theorem for the jackknife empirical log-likelihood ratio for ∆. The computation is also easy since a simple plug-in estimate of the nuisance parameter is used. It is often of considerable interest to compare the Gini correlations from two independent populations. For instance, Lohweg et al. ( [10] ) constructed adaptive wavelets for the analysis of different print patterns on a banknote and made it possible to use mobile devices for banknote authentication. After the wavelet transformations, there are four continuous variables: variance, skewness, kurtosis and entropy of wavelet transformed images. It is natural to ask what are correlations of each pair of the above variables. Are there any differences between the Genuine banknotes and Forgery banknotes? One of the main goals of this paper is to develop the JEL method for comparing the Gini correlations for independent data sets.
The remainder of the paper is organized as follows. In Section 2, we develop the JEL method for the Gini correlations. The JEL method for testing the equality of Gini correlations is proposed in Section 3. In Section 4, we consider the JEL method for comparing Gini correlations for two samples. Following the introduction of methods in each section, simulation studies are conducted to compare our JEL methods with some existing methods. A real data analysis is illustrated in Section 5. Section 6 concludes the paper with a brief summary. All proofs are reserved to the Appendix.
JEL for the Gini correlation
The Gini correlation has a mixed property of the Pearson correlation and the Spearman correlation: (1) If X and Y are statistically independent then γ(X, Y ) = γ(Y, X) = 0; (2) γ(X, Y ) is invariant under all strictly increasing transformations of Y or under changes of scale and location in X; (3) −1 ≤ γ(X, Y ) ≤ 1 and (4) if Y is a monotonic increasing (decreasing) function of X, then both γ(X, Y ) and γ(Y, X) equal +1 (-1). From [17] , γ(X, Y ) in (1) can be written in the form as below
where (X 1 , Y 1 ) T and (X 2 , Y 2 ) T are independent copies of (X, Y ) T ,
and
Then given an i.
.., n, the Gini correlation γ(X, Y ) can be estimated by a ratio of two U -statisticŝ
with the kernel of U 1 being h 1 and the kernel of U 2 being h 2 .
Remark 2.1 A direct computation of U -statistics is time-intensive with complexity O(n 2 ). Rewriting U 1 and U 2 as linear combinations of order statistics reduces the computation to O(n log n). That is,
, where X (i) is the i th order statistics of X 1 , X 2 , ..., X n and X (Y (i) ) is the X that belongs to Y (i) ( [17] ).
By U -statistic theory, the asymptotic normality of the estimator (6) for γ(X, Y ) ( [17] , [16] ) is:
with
where
In particular, under a bivariate normal distribution with correlation ρ, Xu et al. ( [26] ) provided an explicit formula of v γ , given by v γ = π/3 + (π/3 + 4 √ 3)ρ 2 − 4ρ arcsin(ρ/2) − 4ρ 2 4 − ρ 2 . However, the asymptotic variance v γ is difficult to obtain for the non-normal distributions and an estimate of v γ is needed either by a Monte Carlo simulation or based on the jackknife method. Letγ (−i) be the jackknife pseudo value of the Gini correlation estimatorγ(X, Y ) based on the sample with the i th observation deleted. Then the jackknife estimator of (8) iŝ
whereγ (·) = 1/n n i=1γ (−i) , see [21] . In this section, we utilize the jackknife approach combining with the EL method to make inference on the Gini correlation.
Without loss of generality, we consider the case for γ(X, Y ), and the procedure for γ(Y, X) will be similar. For simplicity, we use γ to denote γ(X, Y ) in this section. Define a novel U -statistic type functional as
with h 1 (·) and h 2 (·) being given by (4) and (5), respectively. By (3), we have
To apply the JEL to U n (γ), we define the jackknife pseudo sample aŝ
where U (−i) n−1 (γ) is based on the sample with the i th observation (X i , Y i ) T being deleted. It can be easily shown that E[V i (γ)] = 0 and
Let p = (p 1 , ..., p n ) be nonnegative numbers such that n i=1 p i = 1. Then following the standard empirical likelihood method for a univariate mean over the jackknife pseudo-values ( [12] , [13] ), we define the JEL ratio at γ as
Utilizing the standard Lagrange multiplier technique, the jackknife empirical log-likelihood ratio at γ is
Then we have the following Wilks' theorem with only the assumption of the existence of second moments:
Based on the theorem above, a 100(1 − α)% jackknife empirical likelihood confidence interval for γ can be constructed as
where χ 2 1,1−α denotes the 100(1 − α)% quantile of the chi-square distribution with one degree of freedom, and logR(γ) is the observed empirical log-likelihood ratio atγ.
In application, an under-coverage problem may appear when the sample size is relatively small. In order to improve coverage probabilities, we utilize the adjusted empirical likelihood method ( [1] ) by adding one more pseudo-valueV
where a n = o p (n 2/3 ). Under the recommendation of [1] , we take a n = max(1, log(n)/2).
Empirical performance
To evaluate the empirical performance of our JEL methods (denoted as 'JELγ 1 ', 'JELγ 2 ' for γ(X, Y ), γ(Y, X), respectively), we conduct a simulation study. Another purpose is to examine whether the adjusted JEL methods (denoted as 'AJELγ 1 ', 'AJELγ 2 ' ) can make an improvement over the JEL method for small sample sizes. The interval estimators for the Gini correlations based on the asymptotical normality of (7) with variance calculated by (8) are denoted as 'γ 1 AV' and 'γ 2 AV', while 'γ 1 J' and 'γ 2 J' to denote the methods using (9) to estimate v γ . Similar notions for the different method in the following sections will be used.
We also present the results for the Pearson's correlation and denote it as 'ρ p '. The limiting distribution of the regular sample Pearson correlation coefficientρ p is normal:
, see for example [24] . The Pearson correlation estimator requires a finite fourth moment on the distribution to evaluate its asymptotic variance. For bivariate normal distributions, the asymptotic variance v p simplifies to (1 − ρ 2 ) 2 . For other distributions rather than the normal, the asymptotic variance may be estimated by a Monte Carlo simulation or by a jackknife variance method. We do not include another popular correlation Kendall τ in the simulation. Its performance is referred to [16] . We generate 3000 samples of two different sample sizes (n = 20, 200) from two different bivariate distributions, namely, normal and t (5), with the scatter matrix Σ = 1 2ρ 2ρ 4 . Without loss of generality, we consider only cases of ρ > 0 with ρ = 0.1, 0.5, 0.9. For each simulated data set, 90% and 95% confidence intervals are calculated using different methods. We repeat this procedure 30 times. The average coverage probabilities and average lengths of confidence intervals as well as their standard deviations (in parenthesis) are presented in Tables 1, 2 . Under elliptical distributions including normal and t distributions, the two Gini correlations and the Pearson correlation are equal to the linear correlation parameter ρ, that is, γ(X, Y ) = γ(Y, X) = ρ P = ρ ( [16] ). Thus, all the listed methods in Table 1 and Table 2 are for the same quantity ρ.
From Table 1 , we observe that under the bivariate normal distribution, all methods keep good coverage probabilities when sample size is large (n = 200) but the JEL methods produce the shortest intervals for all ρ values. It even behaves better than the ρ P method which is asymptotically optimal under normal distributions. γAV (γ 1 AV, γ 2 AV) methods are slightly better than γJ (γ 1 J, γ 2 J) methods but not good as ρ P method. Note that the lengths of γ 1 AV and γ 2 AV methods are same, also standard deviations of confidence interval lengths for γAV, γJ and ρ P methods are always 0. When the sample size is relatively small (n = 20), our JEL method always produces better coverage probabilities and shorter confidence intervals compared with γJ method, and performs better than γAV method when ρ is relatively large (ρ = 0.9). All the JEL, γJ and γAV methods present slight under-coverage problems. However, the adjusted JEL method improves the under-coverage problems effectively and keeps shorter intervals. Table 2 lists the results under the bivariate t(5) distribution. As expected, the ρ P method performs poorly for heavy-tailed distributions. It suffers a serious over-coverage problem for all cases. For the γAV method, the asymptotic variance (8) is calculated by a Monte Carlo simulation with sample size of 10 8 . In this sense, we say γAV to be a parametric method and it yields good coverage probabilities. For the two nonparametric methods, JEL and γJ, both of them have slight under-coverage problems especially when ρ is large and n is small, but the JEL method produces better coverage probabilities and shorter confidence intervals than γJ. When the sample size is small (n = 20) and ρ is small (ρ = 0.1), JEL interval estimators are as short as half the length of γJ and γAV interval estimators. Compared with γAV methods, the JEL method always has shorter confidence intervals. Additionally the adjusted JEL methods improve the under-coverage problems.
JEL test for the equality of Gini correlations
The two Gini correlations in (1) 
The objective of this section is to test the equality of the two Gini correlations via the JEL method.
JEL test for the equality of the two Gini correlation
For simplicity, we use γ 1 and γ 2 to denote γ(X, Y ) and γ(Y, X), respectively. Let θ = (∆, γ 2 ) T and we are interested in making inference of ∆. Let g 1 ((x 1 , y 1 ), (x 2 , y 2 ); α) = h((x 1 , y 1 ), (x 2 , y 2 ); α) and g 2 ((x 1 , y 1 ), (x 2 , y 2 ); α) = h((y 1 , x 1 ), (y 2 , x 2 ); α), where h is defined in (11) . We define a vector U -statistic type functional as
with kernels
It is easy to see that
We do not apply the profile EL method since the computation of the profile EL could be very difficult even for equations without a U -structure involved. For our case, since g 2 (·) function does not depend on ∆, it enables us to estimate γ 2 byγ 2 that solves
It is easy to check thatγ 2 =γ(Y, X), which can be easily computed with complexity O(n log n). We plugγ 2 in g 1 and conduct the JEL method for ∆. More specifically, let
Then the jackknife pseudo samples arê
and the jackknife empirical likelihood ratio at ∆ is
By the standard Lagrange multiplier method, we obtain the log empirical likelihood ratio as
where λ = λ(∆) satisfies
Define g((x, y); ∆, γ 2 ) = Eh((x, y), (X 2 , Y 2 ); ∆ + γ 2 ) and σ 2 g (∆, γ 2 ) = Var (g((X 1 , Y 1 ); ∆, γ 2 ). We have the following result.
A proof of Theorem 3.1 needs to deal with an extra variation introduced by estimatorγ 2 , which is given in the Appendix.
Remark 3.1 Li et al. ([7]
) established the Wilks' theorem for a general U-type profile empirical likelihood ratio under a strong condition that the kernel G is uniformly bounded in both variables and parameters. Here we only assume the existence of the second moments of the kernel functions in the sample space.
Remark 3.2
The profile empirical likelihood ratio is usually computed through the ratio of the EL at the true value of the parameter and the EL at the maximal empirical likelihood estimate. In our case, because g 2 is independent with ∆ and g 1 is linear in ∆ and γ 2 , our JEL ratio does not involve the maximal empirical likelihood estimate, enjoying the computational ease property.
We can obtain a 100(1 − α)% jackknife empirical likelihood confidence interval for ∆ as
where logR(∆) is the observed log-likelihood ratio at∆. If 0 / ∈ I α , we are able to reject H 0 at α significance level. For the hypothesis test (13) , under the null hypothesis, the p-value can be calculated by
where χ 2 1 is a random variable from a chi-square distribution with one degree of freedom. For instance, under elliptical distributions we are able to compute p-values for the test. On the other hand, in the case that the true parameter ∆ 0 = 0, Theorem 3.1 holds rather under H 0 but under H a , and hence the power of the test under H a : ∆ = ∆ 0 can be computed to be
In the next, we consider simulations of two cases. One is for the case ∆ = 0 and the other is for ∆ = 0.
Empirical performance
In Table 3 along with averages and standard deviations of the coverage probabilities. Under the mixture of normal and lognormal distribution, γ(X, Y ) = ρ and γ(Y, X) =
is not equal to γ(X, Y ) for ρ = 0. Thus powers of the test are presented in Table 4 . Under bivariate normal distributions, both JEL and deltaJ methods have over coverage probability problems especially for large ρ under small sample size. The JEL method performs relatively better than the deltaJ method for all sample size and all ρ values. The p-values in Table 3 are all greater than 0.5, which indicates that we cannot reject H 0 under a bivariate normal distribution. This implies no evidence to reject the exchangeability up to a linear transformation, which is a correct decision under bivariate normal distributions.
From Table 4 , under normal-lognormal distributions we can observe that the powers of the test for all the listed methods are not high. This can be explained by the fact that the true values ∆ 0 are very close to 0, making the procedures difficult to reject H 0 . However, the JEL method is more efficient with higher powers for all sample sizes than deltaJ. Among all the approaches in Table 4 , deltaJ method produces good coverage probabilities when the sample size is large but have serious over-coverage problems when n = 20 and ρ is large. This is due to one characteristic of the lognormal distribution. The bias and variance of the sample correlation may be quite significant especially when the correlation coefficient ρ is not close to zero ( [24] ). On the other hand, the JEL method has under-coverage problems when the sample size is small but these problems have been corrected effectively by the adjusted JEL method.
JEL for independent data
i ) T for j = 1, 2, be independent samples from distributions H(x, y) and M (x, y) with sample size n 1 and n 2 , respectively. Let γ
1 and γ (2) 2 denote the Gini correlations between X and Y , Y and X for these two distributions, respectively. Let
2 , the hypotheses of interest are
Our aim for this section is to derive a JEL method to test the above statements.
JEL for Gini correlation differences for independent data
Due to independence of Z (j) i for i = 1, 2 and j = 1, 2, we have
2 ) − h 2 (Z
1 , Z
2 )h 1 (Z
2 )]
2 ) and
2 )h 2 (Z
, where h i (z 1 , z 2 ) = h i ((y 1 , x 1 ), (y 2 , x 2 ) ), i = 1, 2. This motivates us to define a two-sample Ustatistic type functional as
=: T (Z
1 , ..., Z
2 )
It is easy to check that δ 1 δ 2 is the solution of EH(Z
To apply the JEL to U n 1 ,n 2 (δ 1 , δ 2 ), let n = n 1 + n 2 and
(i−n 1 ) , i = n 1 + 1, ..., n.
Then we consider Q = {Q 1 , Q 2 , ..., Q n } as a new sample, and by (18), we have
The corresponding jackknife pseudo-values are given bŷ
It can be easily shown that E[V i (δ 1 , δ 2 )] = 0 and
Following the lines as Section 2 did, we have the JEL ratio at (δ 1 , δ 2 ) to be
Utilizing the standard Lagrange multiplier technique, the jackknife empirical log-likelihood ratio
We have the following Wilks' theorem.
and Σ 2 0,1 (δ 1 , δ 2 ) are positive definite; 3. n 1 /n 2 → r, where 0 < r < ∞. Then we have
A 100(1 − α)% jackknife empirical likelihood joint confidence region for (δ 1 , δ 2 ) can be constructed as
where logR(δ 1 ,δ 2 ) is the observed log-likelihood ratio at (δ 1 ,δ 2 ). The null hypothesis of test (17) is rejected at α significance level if 0 / ∈ I α .
Empirical performance
Simulation studies are conducted for two independent samples with either equal (n 1 = n 2 = 20) or unequal sample sizes (n 1 = 150, n 2 = 200). We generate 3000 independent samples of (X, Y ) and (T, log W ) from N (0, Σ) with the scatter matrix Σ = 1 4ρ 4ρ 16 and consider
As mentioned in Section 3, Table 5 , respectively. From Table 5 , we have observed that all the listed p-values are strictly greater than the nominal level α, and we are not able to reject the null hypothesis which in fact is false. It may be due to the reason that the joint confidence regions have much smaller areas than the confidence regions constructed by the marginal confidence intervals, which can be seen in Figure 1 of next section. However, the large p-values decrease greatly for the large sample size (n 1 = 150, n 2 = 200). show that the JEL method performs well with good coverage probabilities and has a higher power than the method using jackknife method to estimate the asymptotic variance.
Application
For the purpose of illustration, we apply the JEL method to the banknote authentication data which is available in UCI Machine Learning Repository ( [8] ). The data set consists of 1372 samples with 762 samples of them from the Genuine class denoted as Gdata and 610 from the Forgery class denoted as Fdata. Four features are recorded from each sample: variance of wavelet transformed image (VW), skewness of wavelet transformed image (SW), kurtosis of wavelet transformed image (KW) and entropy of image (EI). One can refer to Lohweg et al. ([10] ) for more descriptions of the data. Here we shall study the correlations of two pairs, namely VW and SW, SW and KW. Table 6 : Point estimates and 90% confidence intervals for γ 1 , γ 2 and ∆ for two pairs of (VW, SW) and (SW, KW), respectively . Hence, the standard chi-square distribution is used to construct confidence intervals and to conduct hypothesis testings without estimating the asymptotic variance. Numerical studies confirm the advantages of the proposed method under a variety of situations.
One of important contributions of this paper is to develop the JEL procedure with U -structured estimating functions for inferences on the difference of two types of Gini correlations. The procedure involves the parameter of interest and a nuisance parameter. The simple plug-in jackknife empirical likelihood ratio holds the Wilks' theorem under the assumption of finite second moment of the distribution. It enjoys the theoretical and computational advantages due to its special form. For a general U -type profile empirical likelihood, Li et al. [7] obtained its Wilks' theorem under strong conditions and they did not discuss the implementation of its computation. Continuations of this work could take the following directions:
• Establish the Wilks' theorem for the U -type profile empirical likelihood ratio under weaker conditions. For example, one might want to relax the boundedness condition for the kernel functionals to a moment finiteness condition.
• Reduce the computation of U -type profile empirical likelihood. Li et al. [6] and Peng [14] considered procedures based on a jackknife plug-in empirical likelihood to save the computation time. We may develop similar procedures to deal with U -structured empirical likelihood.
Appendix
In this section a = O(b) means that a/b is bounded and a = o(b) means that a/b → 0.
Proof of Theorem 2.1
Proof.
Therefore, (10) is not a U -statistic, based on Lemma 7.1, we have similar results as Lemma A.1, A.2, A.3, A.4 and Corollary A.1 of [4] by replacing U n − θ, σ g andV i − θ in [4] with U n (γ), σ g (γ) andV i (γ), respectively. Then the proof of Theorem 2.1 is similar to the proof of Theorem 1 in [4] by using these results, and hence is skipped.
Proof of Theorem 3.1
The JEL approach for the test is based on estimating U -type functionals with parameters being involved in those constraints, and it is quite different from the JEL method in [4] which are based on estimating U -statistics. Furthermore, nuisance parameter is also involved and we need to deal with an extra variation introduced by the plug-in estimatorγ of the nuisance parameter γ(Y, X). Throughout the proof, we let z = (x, y) T and
whereV i (∆) is given by (15) .
Proof. Define w(z; ∆+γ 2 ) = (∆+γ 2 )E h 1 (z, Z 1 )−E h 2 (z, Z 1 ) and ψ(z 1 , z 2 ; ∆+γ 2 ) = g 1 (z 1 , z 2 ; ∆+ γ 2 ) − w(z 1 ; ∆ +γ 2 ) − w(z 2 ; ∆ +γ 2 ). By the Hoeffding decomposition M n (∆) = 2n We have
since (γ 2 − γ 2 ) = O(n −1/2 ) with a similar result of (7) and max 1≤i =j≤n |h 2 (Z i , Z j )| = o(n 1/2 ) by Lemma A. where C is some generic constant. Hence, R ni (∆ +γ 2 ) → 0 andV i (∆) → 2w(Z i ; ∆ +γ 2 ) in probability. Thus, with the same argument as the proof of Lemma A.1 in [4] , as n → ∞, P ( min where M n (∆) is given by (14) .
Proof. Let With the same argument of the proof of Theorem 2.1 in [22] , EV i (δ 1 , δ 2 ) = 0. Then Theorem 4.1 is proved by Theorem 1 of [7] .
