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Аннотация. В работе рассмотрена задача обнаружения квазидетерминированных сигналов на фоне шума
при цифровой обработке. При этом в качестве критерия синтеза подобных алгоритмов использован крите-
рий минимума затрачиваемых арифметических операций при заданной эффективности обнаружения. С
этой целью подобные алгоритмы синтезированы на основе принципов теории Compressive Sensing. С це-
лью проверки эффективности разработанных алгоритмов проведено их компьютерное моделирование, в
результате которого определено, каким образом полная вероятность ошибки обнаружения зависит от от-
ношения сигнал/шум и степени сжатия (отношение числа элементов в векторах достаточной статистики до
и после «сжатия»). Определены потери в эффективности обнаружения предложенных алгоритмов по
сравнению с классическим, оптимальным в соответствии с методом максимального правдоподобия, при
различных значениях отношения сигнал/шум и степени сжатия. Одновременно, указан выигрыш в количе-
стве используемых арифметических операций предложенных алгоритмов по сравнению с классическим.
Приведены результаты, позволяющие сделать обоснованный выбор алгоритма обнаружения в зависимо-
сти от имеющихся аппаратных возможностей и допустимого ухудшения эффективности обнаружения.
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тический параметр; разреженный сигнал; полная вероятность ошибки; критерий идеального наблюдателя;
отношение сигнал/шум; корреляционная функция; orthogonal matching pursuit; compressive sensing
ВВЕДЕНИЕ
Теория обнаружения является известным,
хорошо разработанным вопросом статистиче-
ской радиотехники, неоднократно излагав-
шимся в монографиях и учебной литературе
[1–4]. Однако исследования по теории обнару-
жения продолжаются, о чем свидетельствуют
регулярно появляющиеся журнальные статьи,
посвященные этой теме.
Обычно рассматриваются только специ-
альные вопросы этой теории. Данная статья
посвящена разработке и исследованию новых
алгоритмов обнаружения цифровых сигналов
с неизвестными параметрами, при практиче-
ской реализации которых требуется значитель-
но меньшее количество математических опе-
раций по сравнению с известными.
В последние годы наметилась устойчивая
тенденция к построению радиосистем различ-
ного назначения полностью в цифровой облас-
ти [5]. При этом сигнал с выхода приемной ан-
тенны подается сразу в аналого-цифровой пре-
образователь и дальнейшая обработка осуще-
ствляется непосредственно над отсчетами
входного сигнала. Количество обрабатывае-
мых отсчетов определяется максимальной час-
тотой в спектре этого сигнала [4, 5]. Увеличе-
ние этой частоты, что также является тенден-
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