INTRODUCTION
In this paper we investigate the existence and nonexistence of solutions of the nonlinear parabolic equation with given initial and boundary conditions and 4'(u) > 0.
For the case $(v) = v, (0.1) is the semilinear heat equation and many results are known in this case. We are primarily interested in the case when the equation is allowed to degenerate, that is, there exist values of u for which g'(v) = 0. The model equation of this type is the porous medium equation, in which Q(U) = ( ulm sign u, m > 1.
In general, it is not to be expected that all solutions of (0.1) will exist for 135 all time. This is seen most simply by consideration of the ordinary differential equation dv &' whose solutions become unbounded in finite time if v(0) > 0. More generally, various authors have derived sufficient conditions for the nonexistence of global time solutions to (0.1) for the case 4(v) = v, such conditions ordinarily involving the order of growth of the nonlinearity F, and bounds on the initial state v&) = v(x, 0). See [3, 11, 16, 19, 231. On the other hand, if F has at most linear growth in v then we do expect to find a solution of (0.1) which exists for all time. See [ 10 or 15 ] .
It is our goal to prove analogous results for nonlinear #. Roughly speaking, we show that if the order of growth of F is less than the order of growth of $ then (0.1) has a global time solution, whereas in the opposite case there will exist choices of initial state for which the solution must blow up in finite time. In the borderline case, for example, if F(x, t, v) = 4(v) then either behavior may occur, depending on the domain 8.
Recently which arises in various diffusion problems. As opposed to (0.2), it is known that for certain choices of F and 4 the solutions of (0.1) have a finite speed of propagation, i.e., if the initial data have compact support then v(., t) has compact support for all t > 0. Equation (0.1) also arises, for example, in population dynamics. Gurtin and MacCamy [ 141 derive (0.1) as the equation governing the density of a biological population which is allowed to migrate. The nonlinearity 4 arises in their model due to a crowding effect, i.e., individuals tend to migrate away from regions of high density. The source term F(x, t, v) represents the contribution to the population supply due to births and deaths. In [ 141 specific results are derived for the Cauchy problem in IR ' with v(x, 0) 2 0, 4(v) = (vim sign v, m > 1 and F(x, t, v) =,uv, where p is some constant. The main observation is that there is a change of dependent and independent variables which transforms (0.1) into the homogeneous equation for which many results are available. The exact form of Q and F is important in this calculation.
The choice F(x, t, v) =,uuv corresponds to the Malthusian law of population growth, for ,u > 0. That is, the rate of growth of the population is proportional to the density of population present. If 4(u) = v then the problem is explicitly solvable, and we see that the solution grows exponentially if iu > A,, where A, denotes the first eigenvalues of -A with zero boundary conditions. By contrast, if the diffusion is nonlinear the solution may approach a bounded nonzero equilibrium state for any p > 0; see [2, Sect. 71 . Another possible constitutive law for F in this setting is the Verhulst law
The interpretation here is that PO is some maximum sustainable population density in the given environment. If u > PO the source term is then negative.
In earlier work on population genetics [9] , Eq. (0.1) with 4(u) = v and F(x, t, v) = g(x) ~(1 -v)(v -a) arises in a model for the probability distribution of individuals carrying a certain gene. The steady state solutions of this equation (the so-called clines) have been studied by several authors, [S, 181. More recently Aronson, Crandall, and Peletier [ 11 studied the asymptotic behavior of solutions of this problem with g(x) = 1, 4(u) = 1~1~ sign u, m > 1, R = (-L, L) in R, 0 <"uo(x) < 1, and a E (0, (m + l)/(m + 3)). They obtain information about the u-limit set in terms of the parameters a and L.
There have been several recent papers on Eq. (0.1) in the case F(x, t, u) sign u < 0. See [4, [24] [25] [26] ].
PRELIMINARIES
We consider the initial and boundary value problem u, = W(u)) + J'(x, t, ~1, (x,t)E Q7.3 4x3 0) = Q&>,
where QT = B X (0, T) and L! c IF?" is bounded with smooth boundary. Precise conditions on 4, F, and u. will be given later. For the purpose of defining the notion of a solution of (1.1) we define the spaces E, = (iy E #"q'(Q,): y/(x, 7') = 0).
The space p2(Q,) is the "natural" space in which to look for solutions of (1.1); see 1151. By a solution of (
An equivalent definition which we shall sometimes use is that v satisfies
for a.e. t E [0, T] and all YE @'i7'(Qr). We shall actually show that the solutions which we discuss possess much stronger regularity properties than those required by the definition of solution.
In Section 2 we prove local existence of solutions of (1.1) under fairly general conditions on 4 and F and with v,, E L"O(R). In Section 3 we impose more restrictions on F and prove global existence of solutions in that case. Roughly speaking, we are able to prove the existence of a solution of (1.1) on any time interval for which we can formally derive an Lm estimate of any solution. Given this estimate we may then employ an estimate of the modulus of continuity of solutions of (1.1) proved by Sacks in [21] and others [28-301. This is used to demonstrate the compactness of solutions of a sequence of approximating problems, which solutions may then be shown to converge to a solution of the original problem. For local time existence we obtain the necessary La bound by comparison of the solution with the solution of a certain ordinary differential equation. For those cases in which we can prove global existence, other arguments are necessary:
In Section 4 we give conditions under which solutions of (1.1) must blow up, in a pointwise sense, in finite time. To do this we derive certain differential inequalities which are satisfied by various norms of the solution, which imply that if the solution remains pointwise bounded in Qr, then some lower norm of the solution must become infinite before time t, < T, which is a contradiction. This so-called "concavity" method has been used in other situations; see [ 16, 17).
LOCAL EXISTENCE
We begin by proving the local existence of solutions of (1.1). For this purpose we will make the following assumptions. Let j3 = 4 ' . (ii) p'(s) < ~~(6) < co for IsI > 6, 6 > 0, and jip*(s) ds < 00. (ii) Condition (H2) could be weakened somewhat; in particular, the continuity of F in the variables x and t is not necessary. Also it is possible to assume only a monotonicity condition for the dependence of F on the variable U.
Proof. Consider the problem 0, =44,(u)) + FAX, t, u), (x3 t) E Qn 4% 0) = U&), x E n, (2.1,) u(x, t) = 0, XEtm.
We define $,, F,, and u,, as follows. Put 4, = j3; ', where p,,(s) = (4 * P)(s) -(4 * P)(O) and J, is a standard mollifying sequence in R. To see this, let p*(t) be the solutions of the ordinary differential equations dp* -= dt i&j4 P*(o) = fll~olll.a~w,. 
GLOBAL EXISTENCE
The arguments of Section 2 showed that there exists a solution of (1.1) on any time interval [0, T] on which the approximations are uniformly bounded. In this section we identify circumstances under which this will be true for any T> 0.
hold, R c R" bounded with smooth boundary, and U, E Loo &I).
for any T> 0.
(ii) If a = 1 and IQ 1 (the n dimensional Lebesgue measure of ~2) is sufficiently small then (1.1) has a solution u E C(Q,)n L4(Qr) for any T> 0.
Proof We define #,, F,, u,,,,, and u, as in Section 2; it may then be checked that condition (H3) holds for the functions 4, and F, with constant C, independent of n. As mentioned, it suffices for the proof to show that there exists a constant C, depending on T and the data such that for all n.
(3-l) LEVINE 
AND SACKS
We begin by deriving an estimate for Ij(u -k)+ IJLP+,(crl, where u = U, = h(~,)Y u+ = max(O, u), 1 < p < co, and k is chosen so that 1 u,(x, O)l < k for all n.
The equation satisfied by u is P;(u>u, = Au + FOG t, ,4,(u)).
We multiply by (U -k) +LJ and integrate over 0 for some fixed t > 0. This gives
3) R where B(s) = Ii /3A(r + k) rp dr for s > 0.
By means of Holder's and Young's inequalities, the right-hand side of (3.3) may be estimated by
where the constant C depends on k, p, a, C,, and IR (. Now set r = 2((p + a)/(p + 1)). Then r E (1, 2N/(N-2)) for N > 3, so that by the Sobolev embedding theorem, for any N s (u -k)
4) R
where the constant C(N, 0) decreases to zero as IQ I-+ 0. Combining these estimates yields
Integrating now with respect to t, using Holder's inequality once more, and the fact that r/2 < 1 gives <c "' IV((u-k)+)(p+')'2(2 dxdt If a < 1, then r/2 < 1 and it follows immediately that there exists a constant C, depending on k, p, a, N, Co, 1 fi ], and T such that
The same is true for CL = 1 provided that / 0 / is small enough to make the coefficient of the integral on the right less than 4p/(p + 1)'. By Poincare's inequality, ]](u -k)+ ]ILP+,(cr-) may be estimated by the same quantities. As the same is true for I](--u -k)' ](,~p+l(Q7j we have a bound for II41 Lp+l(Q ) in terms of p and the data, but the constant becomes infinite as p tends to &inity.
To show that the estimate is actually independent of p we may employ a theorem from [ 151.
Returning to Eq. (2.1,), we pick k > I]u~]]~~(~), multiply by (v, -k)' and integrate over Q, for some r E (0, T]. We obtain
where ji > 0 is independent of n. If we set f,,(x, t) = C,( 1 + ]#n(u,(x, t))l*) = Co(1 + I %(XY w>9 then by the above arguments we have for any p < co. We fix some p E ((N + 2)/2, 00). Taking the supremum over r E [0, T] yields
Using the embedding [ 151,
and Holder's inequality again gives
where y is a constant independent of n and M(k) denotes the measure of the set {(x, t) E Q, : un(x, t) 2 k). (ii) Condition (H3) for Q < 1 says that the growth of F in u must be strictly of a lower order than the growth of # in V; for example, we could have o(v) = ] u 1"' sign u and F(x, t, v) = ]nIp sign v with p < m; see [ 121. We may allow the same order of growth for F and 4 only for sufficiently small domains (this being an instance of the general principle that small domains are more stable than large domains). Now it is well known that for the case d(v) = u we may obtain global solutions of (1.1) for any F with at most linear growth and without restriction on the size of n. However, it will be shown in Section 4 that the smallness condition on R is necessary, in general. Namely, we will show that for certain choices of the initial value any solution of, for example, v,=Av2+v2 must blow up in finite time. No such initial values will exist if the domain B is small enough, so there is no contradiction.
GLOBAL NONEXISTENCE
We prove in this section that if the growth of the nonlinearity F is too rapid then there will be the possibility of blow up in finite time of the solution of (1.1). Let us take F(x, t, v) = F(v) only so that the problem is We will use the following hypotheses:
(H4) There exists K E (0, $) such that @" is convex on R.
(H5) F, 4 E C'(R), F, 4 are both odd, F> 0 on R ', and 8(.) is nondecreasing on R '. Remarks. (i) The hypothesis that F, 4 are odd is made for simplicity only. If we restrict ourselves to vO(x) > 0, for example, then the solution v(x, t) is nonnegative also, so the behavior of 4 and F for v < 0 is irrelevant. It follows from (H5) that F(0) = 0 and e(e) is decreasing on (-co, 01.
(ii) The local existence analysis of Section 2 applies with these hypotheses of F.
(iii) Later we will show that there are choices of vO(x) so that (4.2) fails and, consequently, there is no bounded solution of (4.1) on QT.
(iv) The case 4(v) = u corresponds to K = f in (H4) which we exclude. Remark.
The content of this lemma is that certain formal relations among the functions 4, @, Y, etc. are actually true. Statement (ii) is the formal result of multiplying the equation by 4(v) and integrating by parts, while (iii) is the result of multiplying by ($(v)), ; we assert an inequality only in this case. Statement (iii) is sometimes referred to as an "energy inequality" and in some papers it is taken as one of the hypotheses on the solution, (e.g., [ 16, 17, 191 
H(t) = !"( @(v(x, s)) dx ds + (T -t) j @(q,(x)) dx + P(t + to)'. 0 n n
We will show that if (4.2) fails to be true then there exists t, < T such that lim H(t) = 00. t-t;
This will contradict the assumption that u E t"(Q7).
We calculate 
Finally, since H(t) > 0 for t E [0, T], we conclude that H(t) H"(t) -(a + 1)(EP(t))2 > 0 for t E [0, TJ, which implies (H-"(t))" sg 0, t E [O, T]. Now H-*(O) > 0 and (H-")'(O) < 0, so that H-"(t,) = 0 for some t, E (0, -~I~"(O)/(H-~)'(O)). Here, -H -*(O)/(H-O)'(O) = H(O)/aH'(O)
= T I, @(v,,) dx + j3ti/2a/lto < T, again using the definitions of a, /?, and to. Thus t, < T and lim H(t) = co, 1-r; which gives the desired contradiction. 1
Remark. Theorem 4.1 implies the nonexistence of bounded solutions to (4.1) on QT if (4.2) is not satisfied. Combining this result with Theorem 2.1 we obtain a stronger conclusion, a blowup theorem. the rate of growth of F is not too large; see [3] , for example. Some such results will be true in this case also, but it seems unlikely that there is any general statement one can make concerning the whole class of Eqs. In the case that 0 < 19, < 03, the answer to the question of whether a(J2, T) is nonempty depends on the size of T and the domain a. More precisely, it will depend on the size of the first eigenvalue of -A with zero boundary conditions. Let 1= A(Q) be the minimum eigenvalue for the problem -Au, = ;lu,, XEi-2,
It is well known that A. > 0 and the corresponding eigenfunction u0 has constant sign in 8. In general, A decreases to zero as the minimum dimension of D increases to 03. For certain geometries, A(Q) may be calculated explicitly. We therefore obtain a positive solution of (4.8), u. E W2*9(0) for any q < co. We may require also 6 < 2, since 2A(Q))/8, < 2 by assumption. Then J' P(,f?(u,))dx=~!' lVu,l*dx 0 R ZZ-; ,(n IVu,l* dx + (+-+j !,, IVu,l* dx
for sufficiently large T. Hence v. = /3(u,) E a(Q, T). 1
Remarks.
(i) The solvability of (4.8) is proved in [6] for N > 3 only. The corresponding results for N = 1, 2 may be found, for example, in Lions [131.
(ii) It follows from the comparision principle that if U, > 0, U, E Z(Q, T) then for Co 2 u. the solution of (4.1) with initial value I,, also must blow up in finite time.
We conclude with some simple remarks concerning the possibility of global existence of solutions to (4.1) for the class of nonlinearities F which we have considered in this section.
Suppose we can find a function w0 > 0, w0 E L" (0) Similarly, it can be shown that (u#(v)), E L2(Q7) and (Q(u)), E L'(Q,).
For the first case we need to check that #(v)/~'(v) is locally bounded. We are assuming that
Since $ is monotone, Q(v) < v@'(v), thus,
Also it is easy to check that the (formally correct) identities Passing to the limit as n + co and taking into account the lower semicontinuity of the norm with respect to weak convergence we obtain
which is equivalent to (iii). This completes the proof. 1
THE CAUCHY PROBLEM
The "blowup" condition derived in Section 4 does not explicitly involve the domain 0. It is also true that for a large class of equations of the type (4.1) there is "finite speed of propagation." It is therefore possible to deduce some results for the Cauchy problem 0, = W(v)) + F(v), xEIRN,f>O, v(x, 0) = u&), (6.1) by treating the solution as though it were the solution of the initial and boundary value problem in a sufficiently large domain. We set aside here the question of the existence of solutions of (6.1); see (271. The situation is the same as in the case of the bounded domain, i.e., a solution exists locally in time for uO E L"O(lRN) and it may be continued as long as it remains bounded.
We make the following extra assumption.
(H6) There exist constants A and B such that This condition is sufficient to guarantee that if u is the solution of (6.1) F is locally Lipschitz, and supp u,, is bounded in RN then supp v(., t) is also bounded in RN as long as the solution exists. The rate of growth of the size of the support will depend in general on ]] v ]lLm but is otherwise independent of the particular solution. We may then choose a and t so that ~(4 0; a, r> < v(x, t,).
By comparison, v(x, t + t,) > Z(X, t; a, t) for all t. for sufficiently large t, and z = z(x, t; a, r). Choose t, > 0 so that this is the case and then choose T < co so that (6.2) holds. Let w be the solution of (6.1) with w(x, 0) = z(x, t2; a, r). If p E [m, m + (2/N)), we may apply Theorem 6.1 to see that w(x, t) must become unbounded in finite time; but U(X, t + t, + t2) > w(x, t), whence the result.
Finally, if 1 < p < m and u is a solution of (6.1) which is uniformly bounded for all time then for sufficiently large 2 it is also a supersolution of (6.1) with A = 1 and p = m, say. This contradicts the first part of the proof. I
