Scaling bounds for function computation over large networks by Sundar Subramanian et al.
Scaling Bounds for Function Computation over
Large Networks
Sundar Subramanian
Dept. of Electrical and Computer Engineering
University of Texas at Austin
Austin, TX 78712
ssubrama@ece.utexas.edu
Piyush Gupta
Bell Labs, Alcatel-Lucent
Murray Hill, NJ 07974
pgupta@research.bell-labs.com
Sanjay Shakkottai
Dept. of Electrical and Computer Engineering
University of Texas at Austin
Austin, TX 78712
shakkott@ece.utexas.edu
Abstract—We develop order bounds on the refresh rate of
computing functions over large multi-hop sensor networks, with
ﬁnite degree (ﬁnite neighbors for each node). The refresh rate
quantiﬁes how often the function can be re-computed with new
data at sensor nodes. Giridhar and Kumar (2005) considered
deterministic function computation for two important classes
of functions (type-threshold and type-sensitive functions) and
showed that for networks with high degree (random planar
geometric graph with n nodes and average degree Θ(logn)), type-
threshold functions (e.g. max) are easy to compute (refresh rate
of Θ(1/loglog(n))), and type-sensitive functions (e.g. average)
can be computed only at a rate Θ(
1
log(n)).
In this paper, we ﬁrst show that type-threshold functions can
be computed at an optimal refresh rate of Θ(1) over networks
with ﬁnite degree. However, the computation of type-sensitive
function do not become uniformly faster as the graph degree
becomes smaller. We demonstrate that while some type-sensitive
functions (such as computing parity) are not hard to compute in
ﬁnite degree graphs (we can achieve a refresh rate proportional
to (1/d), where d is the maximum graph degree), there exist
type-sensitive functions (e.g., computing the average to one-bit
precision) in this class that cannot be deterministically computed
faster than Θ(1/logn) even for ﬁnite degree graphs.
However, by relaxing the requirements to allow probabilistic
guarantees, computing the average can be achieved at a refresh
rate of Θ(1) over any graph with bounded degree and a refresh
rate of Θ(1/loglogn) for random planar networks. Further, for
random planar networks operating over an AWGN channel with
signal power path-loss, we show that even refresh rates of Θ(1)
can be achieved with vanishing distortion when the power path-
loss exponent is strictly less than 4. Thus, relaxing deterministic
computation guarantees to probabilistic requirements enables
sizeable improvement in refresh rates.
I. INTRODUCTION
There has been increasing interest in computing functions
over large scale wireless sensor networks [2], [15], [10]. This
is due to sensor networks being application speciﬁc, and hence
the entire sensed data is not required at the fusion center
– instead, only a sufﬁcient statistic is needed for decision
making. Typical functions include the average or the maximum
over all the sensed data values at individual nodes.
A metric that quantiﬁes the efﬁciency of a function com-
putation algorithm is the refresh rate. It corresponds to the
number of times the function can be computed over a unit
interval of time, with a new set of data measurements at sensor
nodes at each successive function computation.
Two important classes of functions identiﬁed by Giridhar
and Kumar [2] are type-threshold and type-sensitive functions
(see Section II-C for deﬁnition)– examples are computing the
maximum and the average, respectively. For these classes of
functions, they have derived upper and lower bounds on the
refresh rates for collocated and random planar networks (as
in [4]). However, the refresh rate upper bounds in [2] are
mainly due to interference constraints arising from increas-
ing neighborhood size needed for network connectivity, and
not necessarily due to a fundamental hardness of distributed
computation.
In our study, motivated by the results in [2], the main
objective is to understand the fundamental hardness of func-
tion computation over various network graphs (e.g., linear
networks, trees, random planar networks). Another goal is to
study if relaxing deterministic constraints (considered in [2])
to probabilistic guarantees – and thus, permitting the use of
randomized algorithms – provides improvement in scaling of
refresh rates.
A. Main Contributions and Discussion
The main contributions in this paper are the following.
(i) We ﬁrst show that for type-threshold functions, Θ(1)
refresh rates are possible over networks whose con-
nectivity graphs have ﬁnite degree (these include lin-
ear networks, lattice networks, and trees). Giridhar and
Kumar [2] demonstrate a refresh rate of Θ(1/loglogn)
for computing type-threshold functions in random pla-
nar networks of n nodes. This constrained refresh rate
arises mainly due to the Θ(logn) size of each node’s
neighborhood, which is needed for ensuring connectivity
without power control [4], and not due to a fundamental
communication complexity restriction. Our result implies
that if the communication infrastructure supports Θ(1)
link rates (for example, networks with power control that
can still maintain connectivity with Θ(1) neighbors), we
can achieve a refresh rate of Θ(1) for type-threshold
functions. Thus, these functions are “maximally easy” to
compute (as the sink node in the network can receive
information at rate at most of Θ(1)).
(ii) We show that while some type-sensitive functions (e.g.
parity) can be computed at rate proportional to 1/d in
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functions – namely, over a network with nodes having
a single bit (’1’ or ’0’) each, the objective (function) is
to determine the majority state1 – for which the maxi-
mum achievable refresh rate with any multi-hop digital
communication scheme is at most Θ(1/logn) if the goal
is to compute the function with deterministic guarantees.
This holds for a large class of networks having ﬁnite
bottleneck capacity (e.g., linear network, trees/tree-like
graphs).
This indicates that functions need to be further classiﬁed
into those that are hard to compute irrespective of network
degree, and those whose refresh rates scale with degree.
(iii) We next obtain achievable rates for a common type-
sensitive function (the average) under probabilistic re-
quirements: namely, that the distortion is at most a
constant with high probability (whp). We demonstrate a
randomized scheme that achieves a refresh rate of Θ(1)
over any graph with bounded degree (including graphs
considered in (ii)) with at most constant distortion whp
even with arbitrary inputs from a continuous bounded set.
The same scheme also provides a rate of Θ(1/loglogn)
in random planar graphs of n nodes whp. Further, for
such graphs operating over an AWGN channel with signal
power path-loss , we show that a refresh rate of Θ(1) can
be achieved with vanishing distortion (whp) when the
path-loss exponent is less than 4. Thus, relaxing from
deterministic computation guarantees to probabilistic re-
quirements enables sizeable improvement in refresh rates.
B. Related Work
The classical problem of computing a function in a dis-
tributed manner across two players separated by a bit-pipe
was proposed and studied by Yao [14]. Computing and char-
acterizing the minimum number of bits that need to be trans-
mitted across the channel (also known as the communication
complexity of the function) has since been widely studied.
We refer to [8], [7] for a detailed survey of the many results
available in this area. The distributed computation of functions
over networks with more than 2 nodes was considered by [13],
in which the author assumed a linear network of nodes where
the end nodes alone have values x and y and need to compute
a joint function f(x,y) over this network, possibly with the
assistance of other nodes (that do not have any data values).
The related problem of computing binary functions over noisy
broadcast channels has been studied in [1], [6].
In recent work, [2] considers the deterministic computation
of type-sensitive and type-threshold functions over collocated
and random planar networks (n nodes randomly distributed
over a unit area). They show that Θ( 1
n) and Θ( 1
log n) are the
best possible refresh rates for computing type-sensitive func-
tions, Θ( 1
log n) and Θ( 1
log log n) for computing type-threshold
functions over collocated and random planar networks respec-
tively.
1This is equivalent to computing the average value over the network to a
ﬁxed precision of 0.25.
Distributed computation by random message passing has
also been studied in [10], [5], where the main objective is to
compute the functions even in the presence of arbitrary link
and node failures. Finally, we refer to [3] for a detailed survey
of many approaches to function computation over networks.
The issue of computing functions using the channel has
also been studied in recent literature. In [9], estimation of the
histogram over an additive Gaussian MAC channel (with the
source nodes obtaining an i.i.d observation of a parameter) is
considered. A key emphasis is the joint design of the physical
layer transmissions and the multi-access schemes to improve
estimation. In a similar ﬂavor, the authors in [11] demonstrate
rate gains on the computation of linear functions over MAC
channels by jointly designing the source and channel codes.
However, we differ signiﬁcantly from the above papers in the
aspect of not assuming any underlying probability distributions
on the measurements at each node.
II. SYSTEM DESCRIPTION
A. Network Model
We model a sensor network as a collection of n nodes
whose interconnections are represented by an undirected graph
G(V,E), with |V | = n. Each node i, 1 ≤ i ≤ n, obtains at
time-step k a measurement xk
i ∈ χ, where χ denotes the range
(a ﬁnite set) of inputs/measurements the nodes may receive,
and the measurements at the nodes could be arbitrarily chosen
from χ (i.e, we do not assume any probabilistic distribution
on the measurements). We designate a special node O ∈ V
as the sink node of the network which needs to compute a
function f(Xk), Xk = (xk
1,...,xk
n). We assume that the nodes
may have unlimited memory and computational capacity, but
the communication between neighboring nodes is governed by
the following model for interference.
Deﬁnition 2.1: A transmission from node A to node B is
successful, only if there exists an edge between A and B, and
there exists no edge between D and B for all other transmitting
nodes D.
Here, the successful transmissions are assumed to be able to
communicate H < ∞ bits of information in a unit interval of
time. Further, we also assume a discrete time-step model where
the set of communication times and durations are common for
all the nodes, and communication is synchronous.
B. Computing Protocols
We deﬁne a protocol for computing functions over the
network as follows.
Deﬁnition 2.2: A randomized protocol SL speciﬁes, for
each time-step k , the set of transmitting nodes and their
corresponding receiving nodes, and the symbol that each trans-
mitting node sends, which is a function only of all the symbols
received by the nodes prior to the transmission and a locally
generated random variable (at transmitting node i) Zk
i which
is independent of the random variables generated at other
nodes. This protocol is successful, if the value of the function
f(x1,...,xn) is known to a speciﬁed distortion d (i.e. the
difference between the computed value and the actual function
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137is within d) to the sink node at the end of the protocol with
some probability p > 1/2, and all transmissions are scheduled
without any collisions (i.e. according to Deﬁnition 2.1).
The subscript in SL denotes the block length of the com-
putation, i.e, SL is successful if at the end of the protocol,
the sink node knows the value of f(xk
1,...,xk
n) for all k ∈
{1,··· ,L}. A deterministic protocol can deﬁned similarly, by
a randomized protocol without any access to the local random
variables, and setting distortion d = 0 and probability p = 1.
C. Function Classiﬁcation
We classify the category of functions into the following
classes. A function f(x1,··· ,xn) is called a symmetric func-
tion if it is unchanged by a permutation of the input values, i.e.,
a histogram h(X) of the measured values X = (x1,··· ,xn)
is sufﬁcient to compute the function. The following deﬁnitions
are available in [2], and we provide them here for complete-
ness.
Deﬁnition 2.3: A divisible function is deﬁned as any
fn : χn → Y if: (i) Range(f,k) be the range of
the function restricted to k nodes in the network. Then,
|Range(f,n)| is non-decreasing in n. (ii) Given any parti-
tion Π(D) = {D1,...,Dj } for D ⊂ {1,...,n}, then there
exists a function gΠ(D) such that for u ∈ χn f(uD) =
gΠ(D)(f(xD1),...,f(xDn)).
Deﬁnition 2.4: A type-sensitive function is deﬁned as a
symmetric function f such that for some 0 < γ < 1, there
exists (zj,··· ,zn) and (yj,··· ,yn) for all j < dnγe such
that f(x1,..,xj−1,zj,··· ,zn) 6= f(x1,..,xj−1,yj,··· ,yn).
Deﬁnition 2.5: A type-threshold function f is deﬁned as a
symmetric function f such that there exists a bounded non-
negative threshold vector
− →
θ of length |χ|, such that f =
f0(min(h(X),
− →
θ )). Note that the histogram is a length |χ|
vector and the minimum of the two vectors is another vector
of the same length with element-wise minimums.
D. Refresh Rate
Let TT(PL,XT) be the time taken for a deterministic
protocol PL to compute T rounds of its corresponding function
f, given that the input was XT. Then, we deﬁne the refresh
rate of the protocol
R(PL) = sup
T
inf
XT
LT
TT(PL,XT)
(1)
and the refresh rate R(f) of the function f, as the supremum
rate over all acceptable protocols. Thus the refresh rate R(f)
measures the average number of times the function can be
computed in a unit interval of time, with a new set of
measurements each time.
III. DETERMINISTIC FUNCTION COMPUTATION
In this section, we study the performance (in terms of
refresh rates) of deterministic protocols in communicating and
computing type-threshold and type-sensitive functions over
a class of network structures. We provide our results for a
large class of graph structures that have ﬁnite degree, and
demonstrate that while type-threshold functions are maximally
easy (i.e. can achieve Θ(1) rate), type-sensitive functions
remain hard to compute even when the size of each node’s
neighborhood set is reduced.
In [2], the authors considered the computation of type-
threshold and type-sensitive functions over random planar
networks and demonstrated that the best achievable refresh
rates for type-threshold and type-sensitive functions were
Θ( 1
log log n) and Θ( 1
log n) respectively. The main factor that
limited the computation rate of these functions was the inter-
ference introduced by the high density of nodes in the network.
In a random planar network, nodes are required to have at
least Θ(logn) neighbors in order to maintain connectivity [4].
Since simultaneous transmissions by neighboring nodes are
not allowed under the interference model, the upper bound
on the refresh rate is mainly due to the interference in the
network, and not due to the inherent hardness of computing
the functions.
A. Computing Type-threshold Functions
First, we provide an extension of a result in [2] to show
that a refresh rate of Θ(1) is achievable for type-threshold
functions in networks with bounded degree.
Theorem 3.1: Let G(V,E) be a graph such that all nodes in
V have bounded degree. Then, for every type-threshold func-
tion ft, there exists a deterministic protocol P1 for computing
ft over the graph G, with R(P1) = c for some c > 0.
Proof: We show that type-threshold functions are di-
visible, and have ﬁnite range. Then, by Theorem 1 of [2], it
follows that a refresh rate of Θ(1) is achievable.
From Deﬁnition 2.5 it can be seen that the type-threshold
functions are completely determined by the thresholded-
histogram vector min(h(X),
− →
θ ). Firstly, the number of pos-
sible vectors is bounded above by ||
− →
θ ||∞
|χ|
, a constant
which is also an upper bound on Range(ft). Further, for
any partition D1,...,Dl of V , the thresholded-histogram vector
min(h(X),
− →
θ ) = min(
Pl
1 min(h(XD1),
− →
θ ),
− →
θ ), and hence
can be computed from its partitions and therefore divisible.
Thus Theorem 3.1 follows.
B. Computing Type-sensitive functions
While the result shows that computation of type-threshold
functions is easier in ﬁnite degree graphs, a similar gain may or
may not be achievable for even simple type-sensitive functions.
We ﬁrst study the computation of odd-parity, i.e. if the number
of ones in the network is odd, the function evaluates to ‘1’,
else to ‘0’. It can be seen that the parity function is type-
sensitive, with γ = 1, that is, even if one of the measurements
is not known, the value is unknown. However, this function
can be computed at rate Θ(1) as follows. Let T be a spanning
tree for the graph G, rooted at the sink node. Let d be the
maximum degree of the graph. Then, each parent node obtains
the parity from all its children and computes the new parity
and transports it to its parent. Since a graph of degree d can
be colored with d + 1 colors without conﬂict, each node can
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138maintain a rate of 1/(d + 1) to perform this. Thus, a refresh
rate of 1
d+1 (a Θ(1) rate) is easily achieved.
However, does this imply that all functions get easier to
compute as the degree is reduced? The answer is no. For
example, consider the computation of the following type-
sensitive function fs in a network where each node contains
a ‘1’ or a ‘0’ and the objective is to compute at O (the sink
node) whether the number of ‘1’s is greater than or equal to the
number of ‘0’s. (It is a type-sensitive function with γ = 1/2).
Note that the above computation is equivalent to computing
the average to a given precision (within 0.25, in this case).
Even for this function, we demonstrate that the best achievable
refresh rate R(fs) over a large class of graphs (graphs with
small cuts that separate the network into order-wise equal
parts) is Θ( 1
log n). A large class of graphs with ﬁnite degree
such as trees/tree-like graphs fall into this category.
Theorem 3.2: Let G(V,E) be a graph such that there exists
S ⊂ V |S| = Θ(n),|Sc| = Θ(n) and let the cut c(S,Sc) (the
total capacity of edges between nodes in S and Sc) be 1. Then,
R(fs) = Θ( 1
log n) over G.
Proof: Consider a user A with knowledge of values of
all nodes in S, communicating with another user B (having
access to all values in |Sc|) through the cut connecting the two
sets. WLOG, assume that |S| ≥ |Sc|. Clearly, the minimum
amount of information to be transferred over this cut can be
only reduced in the presence of the two users (as they have
collective knowledge of all the values in their cut). We show
that even in the modiﬁed network (with assistance from the
two users), the refresh rate cannot be greater than Θ(1/logn).
The newer problem is equivalent to computing the commu-
nication complexity (Chap. 1 [7]) of the function fs : X×Y →
{0,1}, where X = {0,··· ,|S|} and Y = {0,··· ,|Sc|}
denote the set of inputs of users A and B respectively, where
x ∈ X denotes the number of ‘1’in S, and y ∈ Y the number
of ‘0’s in Sc. It follows that
fs(x,y) =

1 if x ≥ y + (|S| − |Sc|)/2
0 otherwise (2)
can be represented in a matrix form M(fs), where M(fs)i,j =
fs(i,j) ∀1 ≤ i ≤ |S|, 1 ≤ j ≤ |Sc|.
Deﬁnition 3.1: A set R ⊂ X×Y is called a monochromatic
rectangle, if fs is ﬁxed on R, and R = C ×D, C ⊂ X, D ⊂
Y.
Deﬁnition 3.2: A set F ⊂ X ×Y is called a fooling set, if
fs is ﬁxed on S and no two elements of S can lie in the same
monochromatic rectangle.
We next utilize Lemma 1.20 [7], which states that the number
of bits exchanged to compute fs is at least logt for any fooling
set of size t. The result will follow if we construct a fooling set
of size Θ(n). Toward this, consider the set F of all elements of
M(fs) where i = j+(|S|−|Sc|)/2, where fs is ﬁxed to be 1.
For any two elements on the diagonal, (i,j) and (k,l), at least
one of fs(i,l) or fs(k,j) assumes the value ’0’. Hence, the
size of the fooling set is greater than or equal to |Sc| = Θ(n).
For block computation, where k iterations of the function are
computed jointly, the same argument can be extended.
Consider a block computation of length L. Then, the func-
tion fL
s that computes the L blocks of fs is as follows, fL
s :
XL×Y L → {0,1}L. We can again show that the appropriate
off-diagonals of the equivalent matrix form a fooling set, and
the size of the fooling set is at least Θ(nL), which implies
that at least LΘ(logn) bits need to be communicated for
computing L length blocks of the function. Thus, it is seen
that block coding does not provide any improvement on the
number of bits to be communicated per function computation,
and since the bottleneck edge needs to be used Θ(logn) times,
an upper bound on the best possible refresh rate for fs over
the graph G remains R(fs) = Θ( 1
log n).
Thus, the above result demonstrates that the average cannot
be deterministically computed at any rate better than Θ( 1
log n).
Note that the proof method can be easily extended to any ﬁnite
cut-capacity c(S,Sc) < ∞.
IV. RANDOMIZED ALGORITHMS FOR THE AVERAGE
A. A Θ(1) algorithm for ﬁnite degree graphs
Here, we demonstrate a randomized algorithm for comput-
ing the average to a ﬁnite precision, at refresh rates of Θ(1)
in all networks with bounded degree. Note that these class
of graphs include the ﬁnite ‘cut-capacity’ graphs with ﬁnite
degree - discussed in Section III.B, where it was shown that
the best possible refresh rates for computing the 1-bit average
using deterministic algorithms was Θ( 1
log n). The key idea
behind the following algorithm is to compute the average of
the inputs by computing the minimum of some transformed
exponential random variables. Such techniques have been
proposed for various problems such as computing separable
functions by gossiping [10]. The algorithm AVG2MIN is
provided below.
1) Each node Vi, with value xi ∈ [1,2] generates K in-
dependent exponential random variables with parameter
xi (mean 1
xi). We denote them Wr
i for 1 ≤ r ≤ K.
(Note that (i) the inputs are arbitrarily chosen from a
continuous set. By restricting our choice to a ﬁnite set,
we can solve the type-sensitive function considered in
Section III, (ii) the range [1,2] is chosen merely for
an ease of proof. For any other bounded range [a,b],
the nodes can map the inputs to [1,2] and re-map the
results from the algorithm back to the original range
appropriately.)
2) Each node quantizes the exponential variables by a
uniform quantizer Q over the range [0, P
n],P < ∞,
(which will be speciﬁed in the following discussion)
with L levels. That is, we obtain ˆ Wr
i = Q(Wr
i ).
3) In each round r, the min of the ˆ Wr
i , ∀i is com-
puted by the sink node O, and in K rounds, ˆ Mr =
mini( ˆ Wr
i ) ∀1 ≤ r ≤ K is known at O.
4) The sum of the inputs y =
P
xi is estimated as ˆ y =
K PK
r=1 ˆ Mr and the true average AV G by ˆ AV G =
ˆ y
n.
Claim 1: For any d, > 0, ∃L(d,), K(d,) < ∞ such
that the algorithm AVG2MIN computes the average to within
a distortion d with probability greater than 1 − .
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139Proof skipped for brevity, and is available in [12].
Thus, we show that by computing the minimum of the
transformed variables repeatedly a ﬁnite number of times, we
can compute the average value of the inputs (to some precision
d). Since the ‘min’ function is a type-threshold function, our
results in Theorem 3.1 and the results of [2] on computing
type-threshold functions on random planar networks leads to
the following claim.
Claim 2: The average of xi s can be computed to any non-
zero distortion d at probability greater than 1 −  at refresh
rates Θ(1) over all graphs G with ﬁnite degree. Further, a
refresh rate of Θ( 1
log log n) (for the same computation) can be
achieved in random planar networks.
Thus, the refresh rates for randomized algorithms are order-
optimal for graphs with ﬁnite degree, and an exponential
improvement over deterministic algorithms for random planar
networks.
B. Computation Using the Channel
The randomized algorithm in the previous section provided
a refresh rate of Θ(1) if we allowed a ﬁnite distortion in
the computation. We now show that we can perform the
average computation with a vanishing distortion, if the joint
channel from all the nodes to the sink node is conducive to
the computation of the average.
We consider the widely used additive white gaussian noise
channel model, where all the simultaneously transmitted sig-
nals add together at the receiver (at the received power levels
after undergoing path loss) along with a white noise process of
some ﬁxed power. In particular, we assume the AWGN channel
over a random planar network, with a path loss exponent
α, α < 4, where the received signal at the sink node
Y =
n X
i=1
Xi(rOi)− α
2 + W. (3)
Here, Xi is the transmitted signal, rOi the distance from the
node i to the sink node, and W the receiver noise process with
power σ which is independent of the scale of the network.
Since the channel is inherently additive, it is possible to
employ an analog scheme to utilize the nature of the channel
and compute a class of functions that are linear.
In order to fairly compare the analog schemes with the dig-
ital schemes discussed earlier, we require that the nodes have
the same ‘maximum power’ constraint in both scenarios. Since
the nodes in a random planar network need to communicate
at least to a radius of
q
log n
n to maintain connectivity and a
minimum SINR threshold at its neighbor, all nodes require a
minimum power of P0 = c
 log n
n
 α
2 , c > 0, when the path
loss exponent is α. We thus allow for analog schemes that
operate within this power threshold.
We study the following scheme to compute the average of
the measured values in a random planar network setting.
1) Each node i, 1 ≤ i ≤ n, in the network obtains
its measurement xi ∈ [1,2], and transmits Xi =
1
2xi(rOi)
α
2
√
P0, accordingly. Since the maximum dis-
tance between any node and the sink is Θ(1), none of
the nodes exceed the max power constraint.
2) All nodes transmit simultaneously, and by Equation 3,
the signal received at the sink node O is Y = Pn
i=1 Xi(rOi)− α
2 + W.
3) The average at the sink node is estimated as ˆ Avg =
Y/
√
c
2 (logn)
α
4 n1− α
4 .
Notice that ˆ Avg = 1
n
Pn
i=1 xi + W √
c
2 (log n)
α
4 n
1− α
4 , and the
received signal power for the average is asymptotically greater
than the noise power (the SINR is Θ(n2−(α/2))). Thus, the
average can be computed with vanishing distortion for
networks with path loss α < 4 in a single simultaneous
transmission to the sink node and thus a refresh rate of
Θ(1) is achievable. While we considered scaling networks
with ﬁnite area and increasing node density, we can apply
similar analog techniques for extended networks (networks
with constant node density, increasing area and a minimum
separation constraint) under an appropriate power constraint.
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