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A B S T R A C T
The Naïve Bayes has proven to be a tractable and efficient method for classification in multivariate analysis.
However, features are usually correlated, a fact that violates the Naïve Bayes’ assumption of conditional
independence, and may deteriorate the method’s performance. Moreover, datasets are often characterized by
a large number of features, which may complicate the interpretation of the results as well as slow down the
method’s execution.
In this paper we propose a sparse version of the Naïve Bayes classifier that is characterized by three
properties. First, the sparsity is achieved taking into account the correlation structure of the covariates. Second,
different performance measures can be used to guide the selection of features. Third, performance constraints
on groups of higher interest can be included. Our proposal leads to a smart search, which yields competitive
running times, whereas the flexibility in terms of performance measure for classification is integrated. Our
findings show that, when compared against well-referenced feature selection approaches, the proposed sparse
Naïve Bayes obtains competitive results regarding accuracy, sparsity and running times for balanced datasets.
In the case of datasets with unbalanced (or with different importance) classes, a better compromise between
classification rates for the different classes is achieved.1. Introduction
Among the assortment of current classification techniques, the
Naïve Bayes (NB) classifier has played a prominent role because of its
simplicity, tractability and efficiency, see Hand and Yu (2001). The im-
plicit assumption of independent features conditioned to the class eases
the NB implementation significantly, since it allows the decomposition
of a sample likelihood into a product of univariate marginals. In addi-
tion, the NB usually estimates fewer parameters than other renowned
classifiers, so it is less prone to overfitting (Domingos and Pazzani,
1997; Hand and Yu, 2001). As a consequence, a number of applications
of the NB in real contexts can be found, for example, in medicine (Wolf-
son et al., 2015), genetics (Minnier et al., 2015), reliability (Turhan
and Bener, 2009), risk (Minnier et al., 2015) or document analy-
sis (Guan et al., 2014), among others. Nowadays, datasets are usually
characterized by a large number of features and, although such high
dimensionality does not represent a major computational drawback
when running the NB, it may have negative consequences in terms of
the comprehensibility of its solutions (Carrizosa and Romero Morales,
2013). The search for more interpretable solutions, also common in
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other multivariate contexts such as regression (Cai et al., 2009; Carri-
zosa et al., 2021; Lin et al., 2011), clustering (Benati and García, 2014;
Maldonado et al., 2015), time series analysis (Blanquero et al., 2020;
Carrizosa et al., 2017) or visualization (Carrizosa and Guerrero, 2014),
has led to the development of sparse multivariate techniques, see Hastie
et al. (2015). Sparsity in classification is closely linked to the concepts
of Variable Selection and Feature Selection (Carrizosa et al., 2016; George
and McCulloch, 1993; Lin et al., 2011; Zou and Hastie, 2005), whose
aim is to identify the relevant variables within a set of many predictors
so that classification accuracy is not reduced.
In this paper, we propose an alternative sparse method for databases
with dependent features. In particular, we embed a variable reduction
algorithm within the NB’s scheme to produce a sparse version of the
classifier. Our aim is two-fold: on one hand, sparsity is pursued in the
sense that only a subset of predictive features is used by the classifier’s
construction, making the so-obtained classifier more interpretable, and,
on the other hand, we have a flexible framework to chose the accuracy
measure to be optimized so that the classifier’s performance does not
worsen with respect to the classic NB.vailable online 2 July 2021
305-0548/© 2021 The Authors. Published by Elsevier Ltd. Th
http://creativecommons.org/licenses/by-nc-nd/4.0/).
https://doi.org/10.1016/j.cor.2021.105456
Received 16 June 2020; Received in revised form 5 April 2021; Accepted 28 Juneis is an open access article under the CC BY-NC-ND license
2021



















Some works have addressed different strategies for variable reduc-
tion for the NB. For example, Feng et al. (2015) and McCallum and
Nigam (1998) base their feature selection approaches on the univariate
correlations between features and the class. In this sense, Chen et al.
(2020), Tang et al. (2016a) and Tang et al. (2016b) aim to rank the
features according to their capacity for classification or a specific fea-
ture selection criterion. In Zhang et al. (2009), the use of the principal
components technique and genetic algorithms to remove irrelevant and
redundant features are examined. The Evolutional Naïve Bayes (Jiang
et al., 2005) is a wrapper which also performs a genetic search to select
a subset from the whole set, although it is sensitive to many parameters,
which is disadvantageous in practice. Other studies which are also
focused on hard variable selection approaches to reduce the number
f redundant predictors are Bermejo et al. (2014) and (Mukherjee
nd Sharma, 2012). In this sense, Langley and Sage (1994) define
he selective Naïve Bayes (SNB) classifier, which is based on a wrapper
pproach (Kohavi and John, 1997). However, due to the complexity of
he involved search algorithm and its tendency to make overfitting, the
NB does not perform well on large datasets (Boullé, 2007). Therefore,
Bayesian approach – defined as SNB(MAP) – is considered in Boullé
2007) to improve the performance of the SNB so that a compromise
etween the performance of the classifier and the sparsity is found. An-
ther example can be found in ‘‘ann’’ Ratanamahatana and Gunopulos
2003), which proposes a method that combines NB and decision trees.
However, as pointed out by Boullé (2007), it is important to ‘‘exploit
multivariate preprocessing methods in order to circumvent the Naïve Bayes
assumption’’. In this paper, we adopt this scheme and propose a hard
variable selection process which is motivated by the conditional indepen-
dence assumption of the NB. It is known that the NB is Bayes-optimal
(that is, it guarantees the minimum classification error), when the
predictors are independent conditioned to the class (Kuncheva, 2006).
On the other hand, it is also well documented in the literature that
conditional independence is a sufficient condition but not necessary to
get the optimal NB (Domingos and Pazzani, 1997; Hand and Yu, 2001;
Hastie et al., 2001). Even if the fact that features are conditionally
independent might not make a significant difference with respect to the
situation where features are correlated, such slight difference in the NB
performance may be crucial for some real contexts (cancer diagnosis,
for example). The sparse version of the NB proposed in this paper,
which is suitable for dealing with correlated patterns in datasets, is
obtained by integrating a variable reduction method in such a way
that only certain combinations of features, chosen according to their
degree of dependence, are considered. Other papers have considered
before correlations among the features as is the case of Hall (2000),
Jiang et al. (2019) and Rezaei et al. (2018). The filter Correlation based
Feature Selection (CFS) (Hall, 2000) is based on the assumption that a
good subset of attributes should be highly correlated with the response
variable but, on the other hand, there should exist few dependencies
among them. This hypothesis is also used in Jiang et al. (2019),
where a correlation-based feature weighting filter for NB is developed.
In Rezaei et al. (2018), clustering is used to detect groups of correlated
features and select only a small number of attributes. In particular, the
optimal number of clusters stems from the mean silhouette score, which
measures how similar a variable is to its own cluster compared to other
clusters.
Additionally, the novel strategy can be implemented using the most
adequate performance measure given the properties of the datasets.
Minimizing the overall misclassification rate is always an option, but,
for example, if datasets are unbalanced, the AUC (area under the ROC
curve) may be preferred, since it is sensitive to class imbalance and,
therefore, achieves a better compromise among the correct classifi-
cation rates for the different classes. Recent works have considered
different alternative performance measures, Jiang et al. (2012, 2019)
and Zhang et al. (2020). For instance, the Randomly Selected Naïve
Bayes (Jiang et al., 2012) considers the classification accuracy (ACC),2
AUC or conditional log likelihood; whereas in Jiang et al. (2019) and pZhang et al. (2020), two class-specific attribute weighted Naïve Bayes
versions are defined.
Not only our method establishes the sparsity in terms of the corre-
lation among the covariates and is flexible so that the most convenient
classification measure can be used, but also it is a cost-sensitive clas-
sifier. When dealing with real-world applications where there exist
groups at risk (as it happens in medical contexts, risk management,
credit card fraud detection or when fair classification is a requirement
as a social criterion), cost-sensitive learning approaches that assign dif-
ferent importance to the different groups should be considered (Leevy
et al., 2018). Moreover, these methods turn out to be very convenient
for unbalanced datasets, where the minority class may be the worst
classified (and the most critical one). In particular, the inclusion of
constraints on the proportions of correctly classified instances of such
groups may be convenient for having direct control over their misclas-
sification rates and obtaining adequate results for them (Benítez-Peña
et al., 2019; Blanquero et al., 2021a,b). That is, whereas the global
performance criterion is optimized, further control can be added via
performance constraints on the groups of interest in each case. As it
will be detailed, the sparse NB defined in this work is able to integrate
such performance constraints.
This paper is organized as follows. In Section 2, a brief review
of the NB is done, the notation is introduced, and some performance
measures typically used in classification are reviewed. A numerical
example motivating our approach for a sparse NB is presented next. In
Section 3, the proposed version of sparse NB is described. Section 4 il-
lustrates the new sparse classifier. Synthetic datasets as well as ten well
documented real databases with different properties will be thoroughly
analyzed, considering different performance measures and/or adding
performance constraints in groups of interest. A complete discussion
concerning the performance results, sparsity and running times of the
proposed methodology in comparison with benchmark approaches will
be given. Finally, some conclusions to this work and further related
research are described in Section 5. Further information concerning
the properties of the considered datasets and the choice of the tuning
parameters will be described at the Supplementary Material.
2. Preliminaries
2.1. The Naïve Bayes classifier and performance measures





and 𝐾 possible classes. Given a new observation 𝐱 = (𝑥1,… , 𝑥𝑝),
the aim is to assign 𝐱 to one of the 𝐾 classes. The NB computes the
conditional probabilities 𝑝(𝐶𝑘 ∣ 𝐱) for 𝑘 = 1,… , 𝐾 and 𝐱 is assigned to




The computation of 𝑝(𝐶𝑘 ∣ 𝐱) may be cumbersome if the number of
features 𝑝 is large. However, the use of the Bayes theorem eases the
previous computation since




where 𝜋(𝐶𝑘) is the prior distribution for the class, 𝑝(𝐱 ∣ 𝐶𝑘) is the
ikelihood function of the data and 𝑝(𝐱) is the so-called evidence. Since
he evidence is the same for all the classes, in practice, the interest is
n computing the numerator.
The key assumption of the NB is the independence of the features
onditioned to the class, which implies that
(𝐱|𝐶𝑘) = 𝑝(𝑥1,… , 𝑥𝑝|𝐶𝑘) = 𝑝(𝑥1 ∣ 𝐶𝑘)… 𝑝(𝑥𝑝 ∣ 𝐶𝑘) (1)
nd therefore, the probabilities of interest 𝑝(𝐶𝑘 ∣ 𝐱) are computed in
straightforward manner as proportional to (1). Note that, in (1), a
robability distribution for the features conditioned to the class 𝑋 ∣ 𝐶𝑖 𝑘
























needs to be chosen by the user and estimated by some statistical method
as, for example, a maximum likelihood criterion.
Several measures can be used to study a classifier’s performance, see
for example (Sokolova and Lapalme, 2009). In real contexts, besides
good overall classification rates, high classification rates for specific
classes may be sought. For this reason, throughout this work, we shall
consider the classic Recall of each class 𝑘 (Recall𝑘) for 𝑘 = 1,… , 𝐾, and
lso, the accuracy (ACC) and the precision, which are defined as follows,
𝑒𝑐𝑎𝑙𝑙𝑘 =
(𝑇 𝑟𝑢𝑒 𝐶𝑙𝑎𝑠𝑠 𝑘) × 100





𝑘 𝑇 𝑟𝑢𝑒 𝐶𝑙𝑎𝑠𝑠 𝑘
)
× 100
𝑇 𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑖𝑛𝑑𝑖𝑣𝑖𝑑𝑢𝑎𝑙𝑠
, (3)
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑘 =
𝑇 𝑟𝑢𝑒 𝐶𝑙𝑎𝑠𝑠 𝑘
(𝑇 𝑟𝑢𝑒 𝐶𝑙𝑎𝑠𝑠 𝑘) + (𝐹𝑎𝑙𝑠𝑒 𝐶𝑙𝑎𝑠𝑠 𝑘)
, (4)
as well as the AUC.
2.2. The independence assumption: a numerical example
The effect of the independence assumption over the performance
of the NB when correlated features are analyzed, has been studied
in the literature, see Domingos and Pazzani (1996, 1997), Hand and
Yu (2001), Hastie et al. (2001) and Zhang (2004). As commented
in Section 1, the conclusion is that, even though the independence
assumption is not satisfied, the classifier’s performance may not be
considerably altered. However, using just a properly chosen subset of
the variables may make the independence assumption less violated,
and the accuracy improved (on top of the fact that a model with less
variables is more explainable).
In order to illustrate how the violation of the independence assump-
tion may affect the performance of the NB, consider the next numerical
example. A sample of size 2000 of a random vector (𝑋1, 𝑋2, 𝑋3, 𝑋4) is
simulated for two classes from a multivariate Normal distribution in
such a way that the random variables are independent conditioned to
the classes except for 𝑋1 and 𝑋2 which are correlated according to





for 𝑖 = 1, 2, 3, 4, 𝑘 = 1, 2, where 𝜇𝑖,𝑘 were randomly
selected in the interval [1,7]) was run using all possible subsets of
features and the results are shown in Table 1. The accuracy when all
the variables are used is equal to 78.28, a value that is improved if the
set {𝑋1, 𝑋3, 𝑋4} is considered (accuracy equal to 79.94).
Having illustrated that using just a subset of the features may
improve accuracy, we face the combinatorial problem of finding the
adequate set of features to be used. The previous brute force procedure,
where all possible combinations of features are examined, turns out
infeasible in practice, especially for large databases. Instead, in this
paper we propose a variable reduction method in which only certain
combinations of features are sampled and evaluated. Such combina-
tions, as will be seen in Section 3, shall be chosen by considering the
dependencies among the features.
3. A sparse Naïve Bayes
As commented in Section 2.2, considering all possible combinations
of features to determine the best one is hard from a computational
point of view, especially for large datasets since a total of 2𝑝 − 1 sets
should be evaluated. The aim of this section is to describe an efficient
methodology to guide the search of the subset of features, by inspecting
only some subsets selected in terms of the dependence among features.
As a result, a sparse, computationally tractable NB is obtained.3
c
3.1. Description of the method
The variable reduction strategy proposed in this section is based
on a clustering of features made in terms of their dependencies. As
commented in Section 2.1, the key assumption of the Naïve Bayes is
the independence of the features conditioned to the class. The novel
method presented in this work aims to preserve the independence
assumption without damaging the predictive power of the classic NB.
In other words, our methodology helps to select variables that are
as independent as possible while provides good classification accu-
racy. To do that, we consider a dependence measure between random
variables 𝑋 and 𝑌 , which increases with the degree of dependence
between the variables. First, consider for 𝑖, 𝑗 ∈ {1,… , 𝑝} and 𝑘 =
1,… , 𝐾, the dependence between feature 𝑋𝑖 and feature 𝑋𝑗 conditioned
on class 𝐶𝑘. In order to have a unique, summarized measure of de-
pendence between 𝑋𝑖 and 𝑋𝑗 , let 𝑀 be the matrix whose elements
(𝑀(𝑖, 𝑗)) represent the maximum dependence among all classes, be-
tween 𝑋𝑖 and 𝑋𝑗 . Note that such a choice represents the worst case
scenario. A number of dependence measures proposed in the literature
can be selected: Pearson correlation coefficient, Spearman’s rank-order
correlation coefficient, Hoeffding 𝐷 statistic (see Hoeffding, 1948),
the mutual information coefficient (MI) (Linfoot, 1957), the Maximal
Information coefficient (MIC) (Reshef et al., 2011) or the distance
correlation coefficient (Székely et al., 2007), among others. We tried
using these different measures and similar results were obtained (see
Section 4 and the Supplementary Material). Therefore, since the mutual
information measure enables us to work with both continuous and
categorical variables and has been widely used in the literature (Kinney
et al., 2010; Sharpee et al., 2004), we will select this measure. This
coefficient quantifies the information about one variable 𝑋 provided
by a different variable 𝑌 , and it is defined as







in the case of continuous variables. In the categorical case, the previous
formula can be rewritten in terms of sums. The previous dependence
measure can be computed by the function mutinformation from
he infotheo package of the Statistical software environment R (R
ore Team, 2017). An illustration of the matrix 𝑀 for the real dataset
tatlog (Australian Credit Approval) from the UCI Machine Learning
epository (Lichman, 2013) is represented by Fig. 1. The dataset con-
erns credit card applications, and is formed by 14 variables and two
lasses (+/-). Moreover, to visualize the different correlation patterns
f the real-life datasets used throughout this work, in Section 3 of
he Supplementary Material, the associated matrices 𝑀 using the MI
easure are represented via heatmaps.
Next, with the aim of performing a cluster analysis in terms of the
egree of association among the features, a dissimilarity matrix 𝐻 of









ote that, under the previous definition, the elements of 𝐻 are bounded
elow by zero, where this value represents the maximum degree of
ependence. Moreover, the upper-bound of the elements of 𝐻 is one,
hich represents the minimum degree of dependence. Therefore, the
igher the values of 𝐻(𝑖, 𝑗) are, the less dependence exists between 𝑋𝑖
nd 𝑋𝑗 , according to the selected dependence measure.
Note that, as described in Section 1 of the Supplementary Material,
he results obtained are rather robust regarding the dependence mea-
ure. Once the dependence measure is set, the classifier’s performance
easure to be maximized in the embedded Variable Selection strategyan be chosen, among the previously described measures in Section 2.1,
Computers and Operations Research 135 (2021) 105456R. Blanquero et al.Table 1
Performance rate for all possible combinations of features in a multivariate normal simulated example.
Combination
of variables
𝑋1 𝑋2 𝑋3 𝑋4 𝑋1 , 𝑋2 𝑋1 , 𝑋3 𝑋1 , 𝑋4 𝑋2 , 𝑋3 𝑋2 , 𝑋4 𝑋3 , 𝑋4 𝑋1 , 𝑋2 , 𝑋3 𝑋1 , 𝑋2 , 𝑋4 𝑋1 , 𝑋3 , 𝑋4 𝑋2 , 𝑋3 , 𝑋4 𝑋1 , 𝑋2 , 𝑋3 , 𝑋4
ACC 68.08 68.51 68.55 69.01 68.38 74.99 75.08 74.86 75.25 75.68 73.58 73.85 79.94 79.84 78.28Fig. 1. Heatmap associated to matrix 𝑀 (based on MI correlation) corresponding to
the Australian dataset.
according to the user’s convenience and the properties of the dataset.
Generally, the ACC is selected, but in some cases, e.g. for unbalanced
datasets or when there exist critical classes, our proposal replace ACC
with AUC, precision or a certain Recall. Thus, the novel method turns
out specially advisable for datasets where the classes are unbalanced
and/or of different importance. The selection of the dependence and
the classifier’s performance measures is the first step of our algorithm
(see Algorithm 1).
Once we have chosen a dependence measure, and the elements of
the matrix 𝐻 are computed, we perform a hierarchical cluster analysis
of features according to the dissimilarity matrix 𝐻 (step 2 of the
algorithm).
In the obtained dendrogram, the vertical axis represents the degree
of dissimilarity. The higher the value of the height is, the less dependent
the variables are, according to the dependence measure. For example,
the dendrogram corresponding to the Australian dataset is given by
Fig. 2. Such a dendrogram has been obtained using the routine hclust
of the Statistical software environment R. In this case, 𝑉5 and 𝑉6 are
highly dependent, as well as 𝑉9 and 𝑉10. However, the rest of variables
are almost independent, since they cluster at heights between 0.9 and 1.
Once the dendrogram is built, a (not necessarily regular) grid of
a specified number 𝐶 of cuts along the height is fixed. The basic
idea underlying the variable reduction strategy is to examine at each
cut (or threshold) of the grid several combinations of features, in
such a way that only one feature is selected per cluster since all
elements in a cluster are assumed to be strongly dependent. As an
example, consider Fig. 2 and assume that one of the 𝐶 cuts is 𝑐 =
0.74 (horizontal line). Then, we consider that there are 12 clusters:
10 clusters formed by only one feature and the clusters {𝑉5, 𝑉6} and
{𝑉9, 𝑉10}. And, therefore, four independent combinations would be
selected at this threshold:
(








𝑉1, 𝑉7, 𝑉11, 𝑉3, 𝑉13, 𝑉2,




𝑉 , 𝑉 , 𝑉 , 𝑉 , 𝑉 , 𝑉 ,𝑽 , 𝑉 , 𝑉 , 𝑉 , 𝑉 ,4
𝟔 4 14 8 12 𝟗 1 7 11 3 13 2 𝟔 4 14 8 12𝑽 𝟏0
)
. Note that the higher (lower) the value of the cut, the more likely
we are to choose independent (dependent) variables.
Although the previous strategy reduces the computational cost of
the brute force approach, it still may be costly for large datasets that
originate a complex dendrogram with many combinations per thresh-
old. In addition, removing some of the features from the combinations
may lead up to sparser and more accurate models, since it might
happen that the (independent) variables selected in the combinations
have a very low predictive power. In order to strive to avoid such
inconveniences, we propose a refinement of the strategy as follows.
First, a maximum number 𝑆 of combinations per threshold is set (if
the total number of possibilities for a given threshold 𝑐, 𝑛𝑐(𝑐), does not
exceed 𝑆, then all of them will be considered). In the previous example,
𝑛𝑐(0.74) = 4. We should point out that parameters 𝐶 and 𝑆 are used
to alleviate the computational burden, since, as commented before, 𝐶
fixes the number of cuts along the height in the dendrogram, and 𝑆
the maximum number of combinations per threshold to be evaluated.
Therefore, the higher 𝐶 and 𝑆 are, the higher the computer time is. For
this reason, we will fix reasonable values for these parameters in Sec-
tion 4.3. Second, for each cluster of variables to be examined, a value
𝑞 representing the probability of selecting this cluster for extracting
randomly a variable to be included in the combination is also set. If we
fix 𝑞 = 0.4, the previous four combinations become
(












𝑉4, 𝑉6, 𝑉10, 𝑉11
)
, respectively.
The parameter 𝑞 is directly related to the sparsity degree: the lower
the value of 𝑞 is, the less variables are inspected (the expected number
variables to be considered is equal to 𝑞 × 𝑝). The choice of the values
{𝐶, 𝑆, 𝑞} will be discussed in Section 4.
Once the set of combinations of features to be evaluated is reduced,
the NB would be implemented and, its performance and feasibility
on the constrains considered, evaluated for each combination. This is
summarized in step 3 of the Algorithm 1.
Finally, the feasible combination yielding the highest performance
measure (accuracy, AUC or whatever chosen measure) would be con-
sidered the best, taking also into account the whole set of variables
in this comparison (step 4). For the Australian database example,
if no constraint is imposed, the features selected by our model are
(𝑉1, 𝑉4, 𝑉6, 𝑉8, 𝑉9, 𝑉12, 𝑉14), which achieve an ACC of 86.76, whereas the
whole set of variables returns 85.29. According to the results, it can be
deduced that our model has kept the important features, using only a
half of the total set. However, in this dataset, the positive class (the
load is granted) is the most risky. Then, if we impose e.g. that Recall +




would be the selected one.
A summary concerning the strategy for the sparse NB is given by
Algorithm 1.
4. Numerical illustrations
In this section, the behavior and performance of our approach is
illustrated throughout an extensive empirical study, using both simu-
lated and real datasets. In the first case, a synthetic data set is simulated
in order to test how the performance and level of sparsity of the
proposed sparse NB changes with the level of dependence among the
features. Second, ten real datasets from the UCI Machine Learning
Repository (Lichman, 2013), presenting different correlation patterns,
different degrees of unbalancedness and some of them combining both
continuous and categorical variables, will be analyzed under the sparse
NB described in Section 3. In the experiments, the performance rates of
the classifier shall be estimated according to an 𝑁 runs 𝑁−fold cross
validation procedure, with 𝑁 = 10. At each fold, the dataset is split into
Computers and Operations Research 135 (2021) 105456R. Blanquero et al.Fig. 2. Cluster dendrogram (based on MI correlation) corresponding to the Australian dataset.Algorithm 1: Pseudo-code of the sparse NB
1. Select the dependence and the classifier’s performance measures.
2. Perform cluster analysis and build the dendrogram.
3. Variable reduction strategy: set specific values for the parameters {𝐶, 𝑆, 𝑞}
and initialize  = ∅.
for 𝑐 = 1,… , 𝐶 do
for 𝑠 = 1,… ,min{𝑛𝑐(𝑐), 𝑆} do
(a) Obtain the 𝑠th combination of features. For each cluster only one
variable is randomly selected with probability 𝑞, and none with
probability 1 − 𝑞.
(b) Construct the classifier for the 𝑠th combination of features.
(c) Evaluate the selected classifier’s performance measure and if
feasible, add it to  .
end
end
4. Variable Selection: select the combination of variables leading to the best
performance, among those in  .
three sets, the so-called training, validation and testing sets. A tenth of















. Steps 2, 3(a)
and 3(b) of Algorithm 1 are implemented on the training set. The
different classifiers built in this way are compared according to their
performance results (step 3(c)) on the validation set. The classifier
(combination of features) with the highest performance measure on
the validation set is chosen, and its average performance rates on
the testing set are reported. Special emphasis will be made on the
performance behavior and sparsity of the solutions of the proposed
method.
4.1. Parameters setting
The probability distribution for the features conditioned to the
class 𝑋𝑖 ∣ 𝐶𝑘, for 𝑖 = 1,… , 𝑝, 𝑘 = 1,… , 𝐾, needs to be selected.
It is well-known in the literature that the performance of the NB
classifier improves when features are categorized using any discretiza-
tion method (Liu et al., 2002; Boullé, 2004; Boullé, 2006). Therefore,
instead of imposing a specific probability distribution (such as the Gaus-
sian), we adopted the discretization method based on an entropy crite-
rion (see Dougherty et al., 1995) and used the mdlp routine (Fayyad
and Irani, 1993) from the discretization package of R.5
Now, we discuss the choice of the parameters {𝐶, 𝑆, 𝑞} and the
performance criterion.
Choice of the parameter 𝐶
The value of 𝐶, which represents the number of cuts in the vertical
axis of the dendrogram, is critical for a proper sampling. As a default
value, we propose to select the points of the grid where features are
clustered. When the routine hclust of R is used to generate the
dendrogram (as in this work), one has 𝐶 = 𝑝 − 1, where 𝑝 is the
number of features. In addition, hclust specifies where to make the
cuts. However, a large value of 𝐶 may slow down the execution of the
algorithm notably and, on the other hand, it may lead to overfitting.
For this reason, 𝐶 will be defined as min{𝑝 − 1, 100}. As will be seen
next, in Section 4.2, such a choice yields a right balance between the
performance and the computational time for the considered datasets.
Choice of the parameter 𝑆
Regarding the value of 𝑆, which represents the maximum total of
combinations for each cut, we tested several possible values for this
parameter (see Supplementary Material), and settled on the final choice
𝑆 = 25. Note that under the previous choices of 𝐶 and 𝑆 a total of
max{25 × (𝑝 − 1), 25 × 100} combinations of features will be evaluated
under the proposed sparse NB in contrast to the total number of possible
combinations, equal to 2𝑝 − 1.
Choice of the parameter 𝑞
Small values of 𝑞 are associated with more sparsity (since fewer
variables would be included in the combinations to be examined).
Therefore, 𝑞 should be selected in such a way that it provides a
compromise between the classifier’s performance and the sparsity of
the solution. In particular, in the Supplementary Material, different
experiments to evaluate how the choice of this parameter affects the
results can be found. Here, the selection of this parameter has been
addressed according to the dependence matrix 𝑀 , which is defined in
Section 3. In particular, when 20% of the matrix elements are higher
than 0.1 (that is, from moderate to strong dependence cases), we fix
𝑞 = 0.4 (which implies a sparser solution). Otherwise (few dependent
features), 𝑞 = 0.6 will be set.
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4.2. Simulation study
In this section we analyze how the performance of the sparse
NB varies as dependence among features increases. In particular, we
simulate data following Witten et al. (2014) and according to the model
𝐲 = 𝐗𝜷 + 𝜺 with 𝑝 ∈ {100, 200, 300, 400, 500}. The errors 𝜀1,… , 𝜀𝑁 are
iid from a 𝑁(0, 2.52) distribution. The observations (rows of 𝐗) are iid
from a 𝑁𝑝(0,𝜮) distribution, where 𝜮 is a 𝑝 × 𝑝 block diagonal matrix,









1 if 𝑖 = 𝑗,
𝜌 if 𝑖 ≤ 𝑝4 , 𝑗 ≤
𝑝
4 , 𝑖 ≠ 𝑗,
𝜌 if 𝑝4 + 1 ≤ 𝑖 ≤ 𝑝,
𝑝
4 + 1 ≤ 𝑗 ≤ 𝑝, 𝑖 ≠ 𝑗,
0 otherwise
We explored various values of 𝜌, ranging from 0.1 to 0.9. Furthermore,
𝛽𝑖 ∼ Unif[0.9, 1.1] for 1 ≤ 𝑖 ≤ ⌊
𝑝
4 ⌋ and 𝛽𝑖 ∼ Unif[-
1
3 − 0.1, −
1
3 + 0.1]
otherwise. In other words, there are two sets of 𝑝4 and
3𝑝
4 correlated
features, respectively, and all the features are associated with the
response. Finally, two classes are defined according to the sign of 𝑦𝑛,
𝑛 = 1,… , 2000.
The results in Table 2 have been obtained using the Mutual Infor-
mation dependence measure (MI), 𝑆 = 25 and values of 𝑞 fixed as in
Section 4.3. Moreover, the performance measure considered for these
simulated experiments is the accuracy, and its average performance
rates as in (3) on the testing set are reported in Table 2.
Some conclusions can be drawn. On the one hand, in terms of
sparsity levels, the sparse NB returns better results in the presence of
moderate to strong dependence cases. For datasets where the depen-
dences among features are weak, 𝜌 = 0.1, our sparse strategy is able
to remove around one third of the total number of variables whereas,
in some cases, the ACC is slightly reduced with regards to the classic
NB. While 𝜌 increases, our proposal is able to significantly reduce the
number of variables considered, achieving better ACC results than the
classic NB, as the curse of dependency is alleviated. On the other hand,
Fig. 3 reports the logarithm of the average user times (in seconds) when
the sparse NB is run on Intel(R) Core(TM) i7-7500U CPU at 2.70 GHz
2.90 GHz with 8.0 GB of RAM. The 𝑋-axis shows the 𝜌 values whereas
each line represents the number of variables of the dataset (𝑝). Overall,
for weak dependences among features, the behavior of running time is
monotonous respect to the number of variables, but this changes when
𝜌 increases.6
4.3. Datasets and benchmark approaches
The so-called Breast Cancer Wisconsin (Diagnostic) Data Set, Wine
Data Set, Mushroom, Waveform Database Generator Data Set (version
2), ISOLET Data Set, Multiple Features Data Set, SPECTF Heart Data Set,
German Credit, Page Blocks Classification Data Set and Statlog (Australian
Credit Approval) shall be considered. They are described in Table 3,
whose first three columns report the dataset name, the number of
instances and the class split. The number of continuous variables (𝐿)
and categorical variables (𝐿′) are presented in the last two columns.
Three of the ten datasets, SPECTF Heart Data Set, German Credit and
Page Blocks Classification Data Set, are unbalanced datasets, due to the
very different sizes of the classes.
We aim to compare the novel method with alternative, well-known
strategies for feature selection. In this study, we focus on techniques
which perform hard variable selection and, in consequence, feature
weighting approaches as in Jiang et al. (2019) have not been considered
here. There exist two main groups of methods that select features:
filters (Guyon et al., 2006; Saeys et al., 2007) and wrappers (Kohavi
and John, 1997; Saeys et al., 2007). We selected one filter and one
wrapper that are well referenced in the literature and that can be easily
adapted to the NB classifier to make a fair comparison. Our choice was
the filter CFS introduced in Section 1, see Hall (2000), and the wrapper
Boruta (Kursa and Rudnicki, 2010). The wrapper Boruta, which is in
principle designed using a Random Forest strategy, can be modified and
adapted to any classifier, in particular, to the NB. These methods are
widely spread and can be computed by the routines cfs and Boruta,
from R packages FSelector and Boruta, respectively. In order to
adapt the wrapper Boruta to the NB classifier, we have used the function
filterVarImp in R package caret as the function that returns
the importance of the attributes, instead of the default getImpRfZ,
which is based on the Random Forest classifier. It is important to
highlight that the time limit is not an input parameter of the cfs and
Boruta routines and therefore, differences in the computational costs
were found (to be discussed later). Apart from the previous feature
selection methods, that can be applied to any classifier, there are works
that specifically deal with variable reduction for the NB. In particu-
lar, Boullé (2007) proposes a straightforward Bayesian modern-style
approach, the MAP Approach for Variable Selection (noted SNB(MAP)),





𝑝(𝑥𝑖|𝐶𝑘)𝑎𝑖 , 𝑘 = 1,… , 𝐾. (6)
In Eq. (6), the values {𝑎𝑖}
𝑝
𝑖=1 are either 1 or 0, depending on whether or
not feature 𝑖 is included in the model. Then, the posterior distribution
of the different models (resulting from different choices of {𝑎𝑖}
𝑝
𝑖=1) is
evaluated using a shrinkage prior so that parsimonious models are
favored. In the same paper, a search heuristic that performs a fast
forward backward selection is described and therefore, it has been
implemented in this paper to run the different experiments. However,
when the number of variables increases, note that the time required
to run this method is excessive. For that reason, a time limit of eight
hours for the two biggest considered real datasets (ISOLET and Multiple
Features) was fixed. Finally, we have also compared with the Lasso
approach for classification (see Vincent and Hansen, 2014), whose goal
is precisely the same: obtain good classification performance while
selecting few features. The routine fit in R package msgl has been
used.
Next, we will break the results down depending on the datasets
are balanced or unbalanced. As we will show below, if necessary and
motivated by the properties of the dataset, our proposal can be easily
adapted in terms of the performance criterion to be optimized and the
required constraints on groups of interest. To make a fair comparison,
we do not impose any additional constraints and therefore only the per-
formance criterion will change accordingly throughout these sections.
However, an illustrative example where constraints are imposed is also
included at the end of Section 4.5.
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Average accuracy and sparsity (10 runs 10-fold CV) for simulated datasets.
𝑝 Method 𝜌 = 0.1 𝜌 = 0.5 𝜌 = 0.7 𝜌 = 0.9
ACC Sparsity ACC Sparsity ACC Sparsity ACC Sparsity
100 Sparse NB 88.20 66 93.30 37 93.20 24 95.05 21.30Classic NB 89.50 100 87.05 100 87.10 100 86.95 100
200 Sparse NB 90.10 113.5 93.40 52.50 95.70 30.50 96.55 20.10Classic NB 90.10 200 87.30 200 87.65 200 86.80 200
300 Sparse NB 89.85 168.60 92.40 79.70 94.70 37.30 95.95 18.20Classic NB 90.15 300 87.00 300 87.15 300 87.85 300
400 Sparse NB 91.90 216.30 91.45 94 92.35 46.80 93.65 17Classic NB 89.65 400 87.25 400 87.25 400 87.50 400
500 Sparse NB 91.90 283.20 90.70 102.70 93.85 29.60 91.90 5.90Classic NB 90.15 500 87.05 500 87.45 500 87.55 500Table 3
Datasets description.
Name Instances Class split in % L L’
Breast Cancer Wisconsin 569 63(Benign)/37(Malignant) 30 0
Wine Data Set 178 33(Class 1)/40(Class 2)/27(Class 3) 13 0
Mushroom 8124 51.8(edible)/48.2(poisonous) 0 22
Waveform Database Generator 5000 33.33(Class 0)/33.33(Class 1)/33.33(Class 2) 40 0
ISOLET Data Set 7797 26 equiprobable classes (0.04) 617 0
Multiple Features 2000 9 equiprobable classes (0.11) 649 0
SPECTF Heart 267 79(Abnormal)/21(Normal) 44 0
German Credit 1000 70(Class 1)/30(Class 2) 7 13
Page Blocks Data Set 5473 90(Negative)/10(Positive) 10 0



































4.4. Results for balanced datasets
For comparison purposes, consider the same parameters setting than
in Section 4.2, where for Waveform dataset, 𝑞 is equal to 0.6 and,
for the remaining balanced databases, 𝑞 = 0.4. We next analyze the
performance and sparsity of the method, as well as the running times.
The average accuracy, number of variables in the selected combinations
and the CPU time in seconds for 1 fold-CV execution are shown by
Fig. 4. Moreover, a comparison between the sparse NB with the above-
mentioned feature selection methods is made. The results under the
classic NB, CFS, Boruta, SNB(MAP) and Lasso methods are also shown.
Several conclusions can be drawn at this point. Note that the
performance rates under the sparse NB are comparable to the classic NB
using between a half and one third of the variables, except forWaveform
Database. As commented before, the novel approach is intended to
address databases with correlated patterns and, for this reason, the
outperformance of the sparse NB improves with the dependence among
the features. Therefore, since the variables of the Waveform Database
are almost independent, it is expected that the novel sparse strategy
does not yield a significant enhancement in this sense, as Fig. 4 shows.
With regards to the five feature selection methods considered in
this study, the next conclusions can be drawn from the figure. Whereas
the proposed method achieves competitive ACC and sparsity results, it
performs in between the other methods in these two measures. Also,
it can be concluded that SNB(MAP) is computationally slower than the
sparse NB. In addition, Boruta and CFS are less computationally costly
than the sparse NB, but when the number of features increase, it turns
out to be exceptionally low.
In summary, it can be deduced that, for balanced datasets with
dependencies among the features, the proposed sparse NB leads to
a significant reduction in the number of features while keeping the
power prediction. Also, it can be concluded that in general, for this
kind of datasets, our method and the Lasso seem to achieve the best
compromise between accuracy, sparsity and running times.
4.5. Results for unbalanced datasets
In this section we deal with three unbalanced datasets. The SPECTF
Heart Data Set, German Credit and Page Blocks Classification Data Set,7
hich are unbalanced according to classes. It implies that the use of the
CC, defined by (3), as the performance criterion may not be a sensible
hoice because of the difference between the classes sizes. Therefore,
or these cases, the area under the curve (AUC) as well as the precision of
he majority class (Class 1), calculated by (4), will be the measures to be
aximized. The former measure, 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛1, leads to good 𝑅𝑒𝑐𝑎𝑙𝑙2, since
ill minimize the False Class 1. In addition, the performance at each
lass, will be inspected via the so-called Recall. We have considered the
revious two performance measures when selecting the set of variables
ia sparse NB, and the obtained results are shown in red and blue
respectively) in Fig. 5. Finally, 𝑞 = 0.6 for German Credit and Page
locks, whereas is equal to 0.4 in the case of SPECTF Heart Data Set.
Again, the performance results, the sparsity results and the running
imes are reported in Fig. 5. For each dataset, two graphics are shown.
he images on the left represent the AUC versus the sparsity, while
he Recall of the majority and minority classes (𝑅𝑒𝑐𝑎𝑙𝑙1 and 𝑅𝑒𝑐𝑎𝑙𝑙2,
espectively) are drawn on the right side. Note that the Boruta results
or SPECTF database are not reported since this dataset does not satisfy
he technical requirements of the implementation of that method.
The performance rates under the sparse NB are comparable to the
esults obtained with all the features, since the AUC (respectively,
he precision) has been used as performance criterion and the novel
pproach keeps at least the area under the curve (or precision) obtained
y the classic NB. The sparse NB is able to reduce to less than half the
umber of variables in the case of SPECTF Heart dataset; it removes one
ourth of the variables of German dataset and one third in Page Blocks
ata Set. Now, if we compare to CFS, Boruta, SNB(MAP) and the Lasso,
t can be observed how, although they tend to be sparser, they increase
ignificantly the misclassification rate on the minority class (𝑅𝑒𝑐𝑎𝑙𝑙2),
ince, in general, they tend to increase the correct classification for the
ajority class (𝑅𝑒𝑐𝑎𝑙𝑙1) and to decrease the minority one. The latest
esults assert the need to choose an appropriate performance measure
ccording to the properties of the dataset.
Therefore, with regards to the unbalanced databases, the sparse NB
rovides more balanced Recall values, in the sense that the performance
f the least frequent class is not so reduced. Another illustration is
iven by Table 4, where the Australian Credit Approval is considered. As
ommented before, in this case, the positive class (the load is granted)
Computers and Operations Research 135 (2021) 105456R. Blanquero et al.Fig. 4. Average accuracy, sparsity and CPU time (10 runs 10-fold CV) for Breast Cancer (BC), Wine, Mushroom, Waveform, ISOLET and Multiple Features (Mult. Feat.) datasets.Table 4
Average performance and sparsity (10 runs 10-fold CV) for Australian dataset using the
sparse NB with different performance measures to select the set of variables.
Method Recall - Recall + ACC Sparsity
Classic NB 91.10 78.78 85.61 14
Sparse NB (ACC) 84.59 85.83 85.15 5.78
Sparse NB (ACC); Recall + > 85 84.14 86.48 85.19 5.53
Sparse NB (Recall +); Recall - > 60 79.93 92.35 85.46 1.48
is the most risky. For these cases, the sparse NB would be the most
suitable choice, not only because the performance criterion to be used
can be easily adapted but also because while optimizing such criterion,
constraints on acceptable performance measures can be included. The
second row of Table 4 shows the results for the Sparse NB if the ACC is
considered as performance criterion and no additional constraints are
imposed. However, the ACC can be optimized whereas a performance
constraint on the Recall of the positive class is considered (Recall + >
85), as can be seen in the third row of Table 4. As a final example,
we are interested in maximizing the Recall + instead. Note that the
improvement in the positive class will be at the expense of reducing
Computers and Operations Research 135 (2021) 105456R. Blanquero et al.Fig. 5. Average performance, sparsity and CPU time (10 runs 10-fold CV) for SPECTF, German and Page Blocks datasets.the Recall - and therefore admissible values for it have been imposed
via a threshold value to avoid worsening it, say Recall - > 60 (last row).
To sum up, for unbalanced datasets with dependent variables, the
considered benchmark methods tend to be sparser than our approach
but at the cost of damaging unpredictably the performance of the
classifier and, in particular, the Recall of the least frequent class. In con-
trast, the novel method allows the user to set the performance measure
that best suits it as well as admissible values for specific performance
measures, which turns out advantageous for unbalanced datasets or for
cases in which misclassification costs are strongly class-dependent.
5. Conclusions and extensions
In this paper, a new version of the Naïve Bayes (NB) classifier for
dealing with datasets with correlated patterns is proposed with the aim
of improving the sparsity of the solution. In order to achieve sparsity,
a variable reduction technique is embedded into the classifier. Such a
variable reduction strategy is based on clustering the features in terms
of their dependence degree, and it selects combinations of features that,
being as independent as possible, lead to a good performance rate.
The performance measure used in the algorithm can be given by the
out-of-sample accuracy, or more generally, an estimate of the expected
misclassification cost, among others. The proposed methodology has
been tested on synthetic datasets and ten real datasets of different9
sizes and properties. The numerical results show that not only sparse
solutions are attained, but also the performance rates are comparable
or better than those achieved under the classic version of the NB,
where all features are taken into account for classifying. In addition,
when compared with benchmark approaches, the novel method turns
out especially advisable for datasets where the classes are unbalanced
and/or of different importance. This fact stems from the flexibility of
our method in the selection of the performance measure and the ability
to include constraints on certain performance measures for feature
selection, which does not occur with the feature selection approaches
proposed in the literature.
In this work, sparsity has been explored in the case of the NB
because of its tractability and good performance, but other classifiers
could have also been tested instead, as for example the support vector
machines. Work on these issues is underway.
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