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Abstract 
This Working Paper derives criteria for optimal production under uncertainty based 
on the state-contingent approach (Chambers and Quiggin, 2000), and discusses po-
tential problems involved in applying the state-contingent approach in a normative 
context.  The analytical approach uses the concept of state-contingent production 
functions and a definition of inputs including both sort of input, activity and alloca-
tion technology. It also analyses production decisions where production is combined 
with trading in state-contingent claims such as insurance contracts. The final part 
discusses the relative benefits and of using the state-contingent approach in a norma-
tive context, compared to the EV model. 
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1. Introduction 
The classical approach to the problem of optimizing production under risk/uncertainty 
is the expected utility model (EU model). The EU-model is, in its basic form, rela-
tively general. The tradition has developed over time that the EU-model is applied 
empirically as a model where utility is maximized as a function of the expected value 
and variance of profit (EV model), based on stochastic production functions ( Dillon 
and Anderson, 1990; Hardaker et al., 1997;Robison and Barry, 1987). 
 
This approach to decision making under uncertainty has been severely criticized by 
Chambers and Quiggin in their 2000 book on state-contingent production, and in sub-
sequent papers. Their main problem is that the traditional approach typically does not 
consider the interaction between the uncontrolled (uncertain) variables and the deci-
sion variables controlled by the decision maker. Furthermore, although Dillon and 
Anderson (1990) realized the basic need for modelling this kind of interaction, they 
did not derive criteria for optimal production that went beyond maximizing utility, 
defined as a function of expected value and variance of profit. 
 
In the state-contingent approach Chambers and Quiggin (2000) developed the founda-
tion for alternative ways of describing and analysing production decisions under un-
certainty. The state-contingent approach has the advantage that it explicitly considers 
the interaction between controllable inputs and uncontrolled inputs (the uncertain 
states of nature).  In a recent article, Rasmussen (2003) used the state-contingent ap-
proach to derive criteria for optimal production (input use) under uncertainty. Criteria 
were derived for the one variable input case, as well as for different types of input, 
including state-specific and state-allocable1) input. He illustrates that the state-
contingent approach has the merit of being based on well-known marginality princi-
ples and optimization tools, and indicates that the state-contingent approach has its 
own weaknesses in empirical application. Thus, the basic problem of not knowing the 
decision maker’s utility function persists, and state-contingent production functions 
are typically not available. Therefore, the question of how to apply the theory of state-
contingent production to real problems of decision making under uncertainty still has 
no clear answer. 
 
                                                        
1 ) A term first used by Chambers and Quiggin (2000). 
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The objectives of this article are to further develop and generalize the criteria for op-
timal production under uncertainty, and to discuss alternative procedures for applica-
tion of the state-contingent approach in a normative context. 
 
In the first part of the article, the criteria derived by Rasmussen are generalised to the 
multi-variable input case. It is shown that the output-cubical technology approach 
(Chambers and Quiggin, 2000: 53-54) is in fact an appropriate vehicle to use in a 
normative context2), because it provides an operative way of handling the so-called 
state-allocable inputs. If inputs are defined as a combination of sort of input, activity, 
and application technology, then state-specific and state-allocable inputs are just spe-
cial cases of any input defined this way. Specific criteria for these two types of inputs 
are therefore redundant; the general criteria derived will cover any type of input. 
 
The first part of the article also demonstrates that optimal production decisions under 
uncertainty may be identified without knowledge of the state-contingent utility func-
tion, when there are markets for state-contingent insurance contracts. The integration 
of production and insurance decisions illustrates the analytical power of the state-
contingent approach. 
 
The second part of the article focuses on the problems related to the normative appli-
cation of the state-contingent theory. The state-contingent approach is compared to 
the Expected Utility (EU) model, both with respect to choice of utility function and 
the description of production technology (production function). In this context, the 
differences between state-contingent and stochastic production functions are dis-
cussed, and it is proposed that in empirical contexts, it is appropriate to consider state-
contingent production functions as being themselves stochastic production functions. 
 
 
                                                        
2 ) Despite that Chamber and Quiggin claim that it has “somewhat pathological properties” 
(Chambers and Quiggin, 2002a, p. 516). 
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2. General criteria for optimal production 
Consider a producer who wants to optimize the production of one or more outputs. 
Both the production and the output prices are uncertain in the sense that yields and 
prices depend on uncertain future conditions called states of nature. The state of na-
ture that determines yields and prices reveals itself only after application/allocation of 
inputs. Therefore, production decisions must be taken without knowing the future 
state of nature. The only thing known about the future state is that nature will pick 
one of S possible states of nature. Probabilities of each state of nature may or may not 
be known, but the decision maker holds - at least implicitly - expectations concerning 
the frequency with which each possible state of nature will prevail.  
 
The decision-maker wants to maximize the utility function: 
  
(1)  1( ) ( ,..., )SW W q q=q  
 
where W is a continuously differentiable non-decreasing, quasi-concave function, and 
q=(q1, …, qS) is a vector of net-incomes in the S possible states of nature, determined 
as:  
 
(2) 
1 1
M n
F
s ms ms i i s
m i
q z p w x c k
= =
= − − +∑ ∑  (s=1,…, S) 
  
where zms is production of output m in state s, pms is the price of output m in state s, xi 
is the amount of variable input of sort i (i=1,…, n) used in the production of the M 
outputs, wi is the price of input i (i=1,…, n), cF is fixed costs, and ks is a pre-
determined state-contingent income from other sources in state s. 
 
First consider the case in which no production takes place. In this case, the wealth is 
determined by the net-income vector Fs sq k c= −  (s=1,…, S), which is illustrated 
for S=2 in figure 1.  Thus the utility without production is w0. 
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q1 k1-cF 
q2 
k2-cF 
 
W(q)=w0
Indifference curve 
 
Figure 1. Wealth without production 
 
 
 
 
 
 
To supplement the income ks-cF (s=1,…, S), the decision-maker may carry out pro-
duction. The production technology is, as a starting point, given in implicit form as a 
convex function H: M S N× ++ℜ →ℜ : 
 
(3) H(z, x) = H(z11, …, zms, …, zMS, x1, …, xN) ≤ 0 
where z is a M×S matrix of state-contingent output of M products (z11,…, zMS) and x is 
a vector of input (x1, …, xN), of which the first n elements are variable inputs, and the 
last N – n elements are fixed inputs. The amount of fixed inputs is restricted by: 
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(4) 
1
0
M
F
jm j
m
x x
=
− ≤∑  (j = n+1,…, N)  
where xjm is the amount of fixed input j allocated to production of output m and Fjx  is 
the amount of fixed input j.  
 
If a budget restriction applies, then: 
 
(5) 0
1
0
n
i i
i
w x C
=
− ≤∑  
where C0 is the given budget. 
 
The production plan which maximizes utility in (1) is determined by the amount of 
variable inputs (x1, …, xn), the amount of outputs (z11, …, zms, …, zMS) and the alloca-
tion of the fixed inputs (xn+1, …, xN) which maximizes the Lagrangian: 
 
(6)    01
1 1 1
( ,..., ) ( , )
N M n
F
S j jm j i i
j n m i
L W q q H x x wx Cµ γ δ
= + = =
⎛ ⎞ ⎛ ⎞= − − − − −⎜ ⎟ ⎜ ⎟⎝ ⎠ ⎝ ⎠∑ ∑ ∑z x  
where µ , jγ  and δ  are Lagrange multipliers for the three restrictions (3), (4), and 
(5), respectively3). 
 
Implicit in this decision making problem is also the problem of how to use each indi-
vidual sort of input, i.e. which activities to perform and what technology (application 
method and the timing of application) to use. 
 
This problem (of how to use the input) is typically not explicitly considered in non-
stochastic models. The reason for this is that if a number of alternative activities or 
technologies are available, then it is implicitly assumed that the most efficient ones 
will be used. 
 
However, in the state-contingent world, it is not possible to identify or even define 
unambiguously the most efficient technology and activities. Rather, this depends on 
the state of nature, which - according to the general assumption made earlier – only 
                                                        
3 ) To simplify, the following derivations only consider one output (M=1). 
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reveals itself after the production decision has been taken. For example, if nature 
picks the state s, then the most efficient way to apply a certain pesticide (sort of input) 
would have been with a spray-nozzle of type a (application method a). However, if 
nature picks the state t, the most efficient way to apply the pesticide would have been 
with a spray-nozzle of type b (application method b). Another example concerns tim-
ing. If nature picks the state u, then the most efficient time to apply a certain type of 
fertilizer would have been April 1st. If  nature picks state v instead, the most efficient 
time for fertilizer application might be June 1st. Finally, consider the following exam-
ple concerning choice of activity. If nature picks the state p (drought), the most effi-
cient way to use a fixed amount of an input “effort”, would be to perform the activity 
of building irrigation facilities. If nature picks state q (heavy rain) instead, then the 
most efficient activity would be to build flood-control. (This last example demon-
strates that the term state-allocable inputs (Chambers and Quiggin, 2000: 39 and 
Rasmussen 2003: 459) is in fact a special case of the more general problem of choice 
of activity and technology in the case of state-contingent production). 
 
The state-contingent approach to describing production decisions under uncertainty 
therefore adds another dimension to the decision making problem: Is it necessary not 
only to determine the optimal procurement of variable inputs, but also the allocation 
of both variable and fixed inputs to alternative activities, and to the appropriate tech-
nology to use. 
 
One way to integrate all three decision dimensions into the optimisation problem de-
scribed in (1) - (6) above is to consider each input xi (i=1,…, N) as being a specific 
combination of sort of input (nitrogen fertilizers, pesticide, labour, fuel, etc.), activity, 
and technology. Thus (using the examples from above): a pesticide applied with a 
spray-nozzle of type a is considered a separate input from the same pesticide applied 
with a spray-nozzle of type b; a certain sort of fertilizer applied April 1st is considered 
a different input from the same sort of fertilizer applied June 1st; and “effort” applied 
to building irrigation facilities is considered a different input from “effort” applied to 
building flood control. In the following, this definition of inputs will be used unless 
stated otherwise. 
 
If H (in (3)) is a continuously differentiable function with non-vanishing derivatives, 
then the conditions for optimal production may be derived from (6). However, with 
the definition of inputs used here, the technology is output- cubical involving non-
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substitutability between state contingent outputs4), and these conditions therefore do 
not apply. 
 
Figure 2. Substitution between states of nature 
 
 
 
 
Rather, when the technology is output cubical non-decreasing and quasi-concave 
state-contingent production functions fs(x) (s=1,…, S) exist where the output set Z is: 
                                                        
4 ) In this context, the term ‘non-substitutability between state contingent outputs’ is an analytical 
formality. In reality, substitutability between state-contingent outputs still exists (ex ante) in the 
sense that the decision maker may choose between different input vectors. This is illustrated for S 
=2 in Figure 2, where the rectangles with the corners A, B and C are the state-contingent output 
sets for the input vectors xA, xB, and xC, respectively, and where the curve through A, B, and C is 
the state-contingent product transformation curve (see Chambers and Quiggin, 2000: 40-41 and 
67). 
•
•
•
z1 b1a1
b2 
a2 
 z2 
A
B
Z(xC)
 
 
C
c1
c2 
Z(xB)
Z(xA) 
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Z(x) = {z: zs≤ fs(x), s=1,…, S} and the production function is fs(x) = max{zs} (See 
Chambers and Quiggin, 2000: 54).  
 
Thus, the production technology H(z, x) in (3)  may be expressed as: 
 
(7) ( , ) ( ) 0s s s sH z z f= − ≤x x  (s=1,…, S) 
and the Lagrangean function in (6) becomes5): 
  
(8)  01
1 1 1
( ,..., ) ( , ) ( ) ( )
S N n
F
S s s s j i i
s j n i
L W q q H z x x w x Cµ γ δ
= = + =
= − − − − −∑ ∑ ∑x  
where qs (s=1,…, S) is defined in (2). (Further notice, that there are N-n different 
ways (different activities or technologies) in which the amount of the fixed input xF 
may be used). 
 
Differentiating (8) with respect to xi, (i = 1,..., N) and zs, (s = 1,..., S) assuming interior 
solutions yield the first order conditions listed under the following three headings I, 
II, and III :  
 
I. Optimal combination of variable inputs: 
 
(9)  1
1
S
ti
ti t
S
j
tj
t t
W VMP
w q
Ww VMP
q
=
=
∂
∂= ∂
∂
∑
∑
             (i, j = 1,..., n) 
 
where VMPti is ( / )t t ip f x∂ ∂  i.e. the Value of Marginal Product of input xj in state t. 
 
If one assumes risk neutrality, then (9) reduces to: 
 
(10) ( )
( )
i i
j j
w E VMP
w E VMP
=   (i, j = 1,..., n) 
                                                        
5 ) To simplify, (8) and the following derivations consider only one fixed input. 
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which expresses that for optimal production, the risk-neutral decision maker should 
combine variable inputs in such a way that the ratio of the expected marginal products 
is equal to the price ratio. 
 
II. Optimal application of variable inputs: 
 
The general condition for optimal application of variable input is: 
 
(11) 
1 1
( )
S S
t
t i
t tt i t
fW Wp w
q x q
δ
= =
∂∂ ∂= +∂ ∂ ∂∑ ∑  (i = 1,..., n) 
which under risk-neutrality reduces to: 
 
(12) ( ) (1 )i iE VMP w δ= +   (i = 1,..., n) 
(12) shows that a risk neutral decision maker should continue to add variable input, as 
long as the expected value of the marginal product is higher than the input price, sub-
ject to any budgetary restriction. 
 
III. Optimal allocation of fixed inputs: 
 
The general condition for optimal allocation of a fixed input is: 
 
(13) 
1
S
t
t
t t j
fWp
q x
γ
=
∂∂ =∂ ∂∑   (j = n+1,…, N) 
Under risk-neutrality (13) reduces to: 
 
(14) ( )jE VMP γ=   (j = n+1,…, N) 
Thus, fixed input that may be used in N-n different ways (different activities or tech-
nologies) should be allocated between these different activities/technologies so that 
the expected values of the marginal products are equalized across activi-
ties/technologies. In the earlier example of allocating “effort” between building irriga-
tion and flood-control, condition (14) states that the last unit of “effort” should yield 
the same expected economic outcome in both activities. 
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The result of optimizing production, as derived in (9) – (14), is illustrated in figure 3 
for S=2. The origin of the system of coordinates in figure 3 corresponds to ks-cF 
(s=1,…, S) in Figure 1, so that the axes in figure 3 measure changes in income com-
pared to the no production alternative illustrated in figure 1. Thus, the net-returns ys 
on the axes in figure 3 are estimated as (compare with (2)): 
 
(15) 
1
n
s s s i i
i
y z p w x
=
= −∑    (s=1,…, S) 
and the optimal production plan (assuming that the set of net-returns Y is convex) is 
the production plan that yields the state-contingent net-returns ( *1y ,
*
2y ). 
 
Figure 3. Optimal state-contingent income 
 
 
 
 
 
 
 
b 
y1* 
y2* 
45° 
W(y)=w*
y1 
y2 
b
 
Indifference curve 
Y(xF,C0) 
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The net return set Y(xF,C0) (the y’s below the curve bb in figure 3) is determined by 
the amount of fixed input (xF) and the budget (C0). To interpret this set, compare with 
the net-return curve derived in Rasmussen (2000: 466-467) for the one-variable-input 
case. In figure 4, two such one-variable-input net return curves are illustrated with an 
increasing amount of one variable input in the direction of the arrow, assuming that 
all other inputs are fixed. The two curves illustrate different amounts of the other in-
puts except xF, which is the same (fixed) in the two cases. 
 
Figure 4. Derivation of net return curve 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The net return curve bb may now be interpreted as the envelope curve for all such 
possible one-variable-input curves, of which only two are shown in figure 4. Thus, the 
implicit assumption behind the net return possibility curve bb is that all inputs are 
used efficiently. 
 
• 
• 
y2 
b
b 
Net return curves - one variable input 
Net return curves 
 - all inputs except 
  xF variable  
45° 
y1 
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3. Challenges to empirical application 
The criteria derived for optimal production ((11) and (13)) involve, not only the de-
rivatives of the state-contingent production functions, but also the derivatives of the 
state-contingent utility function. To implement the criteria derived, i.e. to use the cri-
teria in decision making contexts, or to perform comparative static analysis, knowl-
edge of these functions is required. 
 
Elicitation of the utility function has historically been one of the major problems en-
countered in application of the Expected Utility (EU) model6). However, the state-
contingent approach also requires the identification of risk preferences. And while the 
endeavours in the literature have focused on elicitation of von Neumann-Morgenstern 
(NM) utility functions, a more general preference structure on which the state-
contingent approach may be based entails further challenges. 
 
There are cases in which empirical application is possible without explicit knowledge 
of the utility function. These exist if there are what Hirshleifer and Riley (1992: 51) 
call Complete Contingent Markets (CCM), i.e. markets for direct trading in state-
contingent claims such as markets for insurance, or Complete Asset Markets (CAM), 
i.e. markets for assets including financial assets such as loans, futures, and options. In 
the current context, these markets may be used to re-allocate state-contingent in-
comes. If such markets (and therefore prices of state-contingent incomes) exist, then it 
is possible to separate the production decision and the consumption decision 
(Hirshleifer and Riley, 1992, p.56). 
 
This is illustrated by expanding the earlier decision problem (1)-(5) to include the 
possibility of buying insurance contracts. Consider S state-specific insurance con-
tracts, each of which gives an indemnity of 1 € in state s, and which have a price of  vs 
(s=1,…, S). The decision maker may buy any number of the S contracts. If ks is the 
number of state s contracts (s=1,…, S), then the decision maker faces the following 
(extended) optimization problem (compare with (8)): 
 
(16)   01
1 1 1 1
( ,..., ) ( , ) ( ) ( )
S N n S
F
S s s s j i i s s
s j n i s
L W q q H z x x wx v k Cµ γ δ
= = + = =
= − − − − + −∑ ∑ ∑ ∑x  
                                                        
6 ) Moschini and Hennesy (2001) give a good review of the published research on identifying risk 
preferences (the NM-utility function) in the EU-model context. 
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where the net-income qs in state s is now (compare with (2)): 
 
(17) 
1 1 1
M n S
F
s ms ms i i t t s
m i t
q z p w x c v k k
= = =
= − − − +∑ ∑ ∑   (s=1,…, S) 
where the last two terms are the net income from the insurance activity. Notice that 
unlike in (2), ks (s=1,…, S) are now decision variables). 
 
This extended problem specification yields the following additional first order condi-
tions (assuming interior solutions): 
 
(18)  s s
t
t
W
v q
Wv
q
∂
∂= ∂
∂
             (i, j = 1,..., n) 
 
so that insurance activities should be combined in such a way that the ratio between 
marginal utility in any two states is equal to their price ratio. Further, if the budget re-
striction is excluded (δ=0), then by inserting the first order condition: 
  
(19) 
11
( )
S
s s
ts S t
W W W Wv v
q q q q=
∂ ∂ ∂ ∂= + + =∂ ∂ ∂ ∂∑L  (s=1,…,S) 
into the original first order condition (11) for determining the optimal amount of input 
(without insurance), then (11) becomes: 
 
(20) 
1
S
t
s s i
s i
fp v w
x=
∂ =∂∑   (i = 1,..., n) 
This condition shows that in the presence of the opportunity to buy insurance con-
tracts, the allocation of variable input may be separated from the consumption deci-
sion, because the utility function does not enter in (20). The same is true for the fixed 
input (insert (19) in (13)). Thus, the production decision has been separated from the 
consumption decision. 
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This result is not new in itself, but it has not been previously stated explicitly in a sim-
ple operational form such as (20). Further, it provides a good example of the potential 
analytical power of the state-contingent approach. 
 
Although insurance options will not be further discussed here, it is clearly an increas-
ingly important approach ( Allen and Lueck, 2002; Babcock and Hennessy, 1996; 
Chambers and Quiggin, 2002b; Chambers and Quiggin, 2000;Coble and Knight, 
2002; Pannell et al., 2000; Quiggin, 2002). As a basis for normative application, the 
approach using direct or indirect markets for state-contingent claims, appears more 
promising than those using effort to elicitate the decision-maker’s utility function. In 
the ideal case of insurable occurrences and actuarially fair insurance contracts, the 
problem of optimizing production  boils down to the problem of identifying the pro-
duction plan that maximizes the expected net-return (Nelson and Loehman, 1987). 
 
Because the objective of this paper is to compare the state-contingent approach with 
the empirical approaches typically taken in the EU-model context (Hardaker et al., 
1997), subsequent analysis will be based on the direct approach, i.e. without consider-
ing markets for state-contingent claims. In that case, empirical application involves 
choosing/estimating an appropriate utility function. 
3.1. Choice of Utility Function. 
The utility function in the EU-model 
 
The popular choice of functional form of the NM utility function in the EU model 
framework is the negative exponential: 
 
(21) ( ) 1
yv y e λ−= −  
where λ  (λ  >0) is the Arrow-Pratt coefficient of absolute risk aversion. Although 
this form implies the assumption of constant absolute risk aversion (CARA), which is 
not usually regarded as a desirable property (Hardaker et al., 1997), it has found ex-
tensive use in applied analyses of decision making under uncertainty (Allen and 
Lueck, 2002; Chavas and Holt, 1990; Pope and Just, 1991; Smith et al., 2003) due to 
its mathematical/analytical properties: if y is normally distributed, then the expected 
utility is a simple function of expected value (E) and Variance (V), i.e.  
 
( ) ( ) ( )
2
W E y V yλ= −y . 
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Other desirable functional forms are the logarithmic (which has decreasing absolute 
risk aversion (DARA)): 
 
(22) ( ) ln( )v y y=  
and the power function: 
 
(23) (1 )1( )
1
rv y y
r
−= −  
where r is the Arrow-Pratt coefficient of relative risk aversion, i.e. r = yλ . Like the 
logarithmic, the power function also has decreasing absolute risk aversion (DARA) 
and in addition has constant relative risk aversion (CRRA). The quadratic function 
2( )v y y by= − (b>0) has also proved popular, because it implies an EV utility func-
tion, i.e. 2( ) ( ) ( ) [ ( )]W E y hV y h E y= − −y . 
 
The properties of the different types of utility functions may be illustrated by deriving 
the rate of substitution in utility of ys for yt (RSUst), defined as the absolute value of 
the slope -dys/dyt of an iso-utility curve (indifference curve as in Figure 3) in state-
space7). Thus, a utility function W(y) based on the NM-utility function in (21) has the 
following property: 
 
(24) ( )RSU s ty ys sst
t
t
W
y eW
y
λπ
π
− −
∂ ∂≡ =∂ ∂
 
where πs (s=1,…, S) is the probability of state s, while a utility function based on the 
NM-utility function (22) has the property: 
 
(25) RSU s s tst
t s
t
W
y y
W yy
π
π
∂ ∂≡ =∂ ∂
 
and a utility function based on (23) has the property: 
 
                                                        
7 ) See Dillon and Anderson (1990), p. 125 where this term is used to describe the slope in EV-
space.  
  
 Optimizing Production under Uncertainty, FOI 19
(26) RSU
r
s s t
st
t s
t
W
y y
W yy
π
π
∂ ⎛ ⎞∂≡ = ⎜ ⎟∂ ⎝ ⎠∂
 
It follows from (24), (25), and (26) that as the marginal rate of substitution (i.e. the 
amount of state s income that is substituted for one unit of state t income) increases, 
the greater becomes the difference in income in the two states of nature. 
 
The utility function in the state-contingent model  
 
In the state-contingent framework, utility functions based on the EU-model may still 
be applied because Expected Utility is just a special case of the more general utility 
function. However, it is appropriate to consider more general functional forms and in 
this context the restrictions to place on the utility function. 
 
The most common restriction to place on preferences is that they are convex. This 
implies quasi-concavity of the utility function over stochastic incomes, i.e. the deci-
sion maker is risk-neutral or risk-averse. It should be noted that utility functions based 
on the Neumann-Morgenstern utility functions mentioned in the previous section all 
fulfil this restriction. In the general case of the state-contingent framework, prefer-
ences depend only on the state-contingent outcomes, and not explicitly on the prob-
abilities as is the case in the EU-model. 
 
Aside from the linear utility function (in which case the utility is simply the expected 
value of net returns), the simplest functional form describing risk aversion in the 
state-contingent framework is the Cobb-Douglas: 
 
(27) 0
1
( ) t
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t
W a y
=
= ∏y  
where 0<at<1 ensures that the function is quasi-concave in yt. 
 
Because the relative probabilities are given as the slope of the indifference curve 
along the bisector (Chambers and Quiggin, 2000: 90), i.e.: 
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where Ω is the set of possible states of nature, then the relative probabilities are: 
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Thus, the choice of the parameters of the Cobb-Douglas utility function (at, t=1,…, S) 
is also the choice of the relative (subjective) probabilities implicitly attached to the 
different states of nature. On the other hand, if the probabilities sπ (s = 1,…, S) have 
already been determined, then the relative value of the parameters as (s = 1,…, S) are 
determined by (29). 
 
A Cobb-Douglas utility function has the derivatives: 
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and therefore the RSUst is: 
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Comparing (31) with (25), reveals that a Cobb-Douglas utility function provides the 
same marginal rate of substitution (slope of the indifference curve) as an EU utility 
function, based on the logarithmic form of the NM utility function (22). 
 
Equation (31) also shows that the Cobb-Douglas utility function features constant 
relative risk aversion (CRRA) (the expansion path is a straight line through origin) 
and therefore decreasing absolute risk aversion (DARA), which according to Meyer 
(2002) is an acceptable assumption. However, the Cobb-Douglas function differs 
from the EU model in the sense that the marginal utility of income in state s (see (30)) 
depends not only on the relative probability of state s (as) and of the net return in state 
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s (ys), but also on the net return in the other states of nature (W(y)). In this sense, even 
the relatively simple Cobb-Douglas function potentially provides more flexibility in 
the description of preferences than the utility functions based on the popular NM 
forms mentioned above. 
3.2. The Production Function 
The EU-model and the state-contingent model are based on different approaches to 
describing the technology. While the EU-approach focuses on the stochastic produc-
tion function and an estimation of probability distributions for yield (and prices), the 
state-contingent approach focuses on state-contingent production functions, and 
therefore yields (and prices) contingent on discrete states of nature. 
 
Just (Just, 2003) compares the EU-model and the state-contingent model. He agues 
that the relative advantage of the two approaches depends on the number of moments 
of the probability distribution it is necessary to estimate, compared to the number of 
states of nature. In particular, if there are many states of nature then the state-
contingent approach is weakened and “…most distributions facing farmers have large 
numbers of potential outcomes (states of nature)” (p.140). As examples, most yield 
and price distributions have a large number of outcomes: depending on the units used 
for measuring yields and prices there may even be thousands of yields and prices, and 
a correspondingly large number of states to consider. 
 
Although at first sight this appears important, it also exposes potential errors in com-
paring the two approaches. While the EU-model typically focuses on the probability 
distributions of yields and prices (i.e. the consequences of the uncertain environment), 
the state-contingent approach focuses directly on the uncertain environment (i.e. the 
states of nature). Thus, yields and prices are not (as indicated by Just) “states of na-
ture”, but rather consequences of states of nature. In a decision making context, the 
state-contingent approach is appropriate, because it treats explicitly the realized yield 
of a crop of wheat as a consequence, not only of the controllable inputs (the input 
vector x), but also of the interaction with the non-controllable inputs, i.e. the “states 
of nature” (amount of rain, hours of sunshine, etc.). However, it is not evident how to 
approach empirically a problem involving perhaps thousands of discrete states of na-
ture that require estimation of a state-contingent production function usable within the 
above theoretical framework for each state of nature. 
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The stochastic production function 
 
The EU-model is typically based on what Chambers and Quiggin (2002a) call Sto-
chastic Production Functions, i.e. functions of the type ( , )z f ε= x . The empirical 
problem relate to estimating the function and the probability density function of the 
error term ε,(or at least the first two or three moments)8). The Just-Pope production 
function form ( ) ( )z g h ε= +x x  (Just and Pope, 1978) has proven especially popular 
in applied analyses (Moschini and Hennessy, 2001), and has been used by for in-
stance Larson et al. (2002), Smith et al. (2003), and Horowitz and Lichtenberg 
(1994)). 
 
The state-contingent production function 
 
In the state-contingent model, one of the immediate problems for applied work is the 
definition of the possible states of nature. A state of nature is formally defined as a 
complete description of the external conditions (the environment) in the sense that, 
given a specific state of nature (non-controllable inputs) and a production decision 
(amount of controllable inputs), the consequences (outputs or prices) are uniquely de-
termined (there is no error term). 
 
Consider first the ideal case where the complete state-space is the set Ω  = {1… S}, 
and where the applied researcher has available all the S state-contingent production 
functions:  
 
(32) ( )s sz f= x    ( s∈Ω ) 
either in the form of mathematical functions, or in discrete data form. 
 
Although in this case, application of the state-contingent model is straightforward, in 
practice this (ideal) situation rarely occurs. A state may be quantified by a vector of 
state-variables describing the state-space using quantitative variables such as tem-
perature, sunshine, precipitation, etc. While one can easily imagine a state description 
being complete in the sense that everything relevant has been described/registered, 
this is typically not the case in empirical applications because either not all the state-
                                                        
8 ) In  the EU approach, much energy  is used  in choosing a  type of distribution  (Normal, 
beta, etc) and estimating the parameters, typically the expected value and the variance 
(Dillon and Anderson, 1990;Goodwin and Ker, 2002). 
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variables influencing output or the values of the relevant state-variables are known. In 
both cases the state description is incomplete, and it should be noted that the state-
variables may be uncertain due to measurement error. 
 
In empirical contexts, the state-contingent output (the output given a specific regis-
tered9) state of nature) is typically a stochastic variable. Thus the available state-
contingent production functions are themselves stochastic production functions, i.e.: 
 
(33)  ( , )s sz f ε= x   ( Es∈Ω ) 
where ε is a stochastic error term given state s, and EΩ  is the set of states for which 
production functions have been estimated ( EΩ ⊆Ω ). 
 
Thus, the typical situation facing the applied researcher is that if state-contingent pro-
duction functions are available at all, they refer to only a few possible (real) states of 
nature. For those real states for which they are available, the state-description is 
probably incomplete, i.e. it has the general form of a stochastic production function 
shown in (33). 
 
This will be the main obstacle to applying the state-contingent approach in an empiri-
cal/normative context. Experimental data and farm response data typically do not 
provide the information necessary to estimate state-contingent production functions. 
The question is therefore, how the potential advantages of the state-contingent ap-
proach may be exploited, when the data necessary to support the approach are not 
available. Further research is necessary to answer this question. 
 
It is interesting to note that the stochastic production function and the state-contingent 
production function are special cases of the more general description of the technol-
ogy in (33). In the special case that EΩ = Ω (production functions have been esti-
mated for all possible states), then the error term in (33) vanishes, and the technology 
description is in the form of (non-stochastic) state-contingent production functions as 
in (32). In the special case that {1}EΩ = (the production functions refers to no spe-
cific state), then the model (33) reduces to the (pure) stochastic production function. 
                                                        
9 ) We use the term registered state to describe the way in which a state is actually (empirically) reg-
istered. If not all relevant state-variables are registered or if the registered level of the individual 
state-variables is uncertain, then the state description is incomplete. A real state is the actual 
state, which exists independently of being registered or not. In the following when we use the 
term state, we mean registered state unless explicitly stated. 
 
24 Optimizing Production under Uncertainty, FOI 
4. Conclusion 
In this paper I have derived criteria for optimal application of variable and fixed input 
in the multiple input - one output case, based on the state-contingent approach. It has 
been shown that with the output-cubical technology as the basic model, any type of 
input may be analysed within the general model framework developed. The analysis 
has also shown that under uncertainty (the state-contingent approach), the decision on 
how inputs are used (choice of activities and technology), has to be considered explic-
itly, because the relative efficiency of alternative activities/technologies may vary 
across states of nature. 
 
Production decisions may be combined with other (risk management) activities. In 
this paper, it has been shown that by introducing the option of trading in state-
contingent claims (insurance contracts), the production decision can be separated 
from the consumption decision. This result is not new, but underlines the potential 
analytical power of the state-contingent approach compared to the classical EU 
model. 
 
Applications of the criteria derived require that state-contingent production functions 
and utility functions based on state-contingent income measures are known. Because 
most empirical work concerning optimizing production under uncertainty has histori-
cally been based on the expected utility model, the approach based on the state-
contingent approach carries with it new challenges with respect to both modelling 
utility and choice of functional forms and procedures for estimating state-contingent 
production functions. In the paper it is shown that even relatively simple functional 
forms of the utility function based on state-contingent income measures involve a 
higher degree of flexibility in describing preferences than popular functional forms 
applied in the EU framework do. Concerning production technology, the state-
contingent production function and the normally applied stochastic production func-
tion have been compared, and it is shown that the two ways of describing the produc-
tion technology are just special cases of a more general description: a stochastic, 
state-contingent production function. 
 
It is unrealistic to expect that production functions may be estimated for all possible 
states of nature, and indeed state-contingent production functions may be estimated 
for only a few states of nature. The main conclusion concerning empirics is that when 
this is the case, each of the state-contingent production functions available should be 
considered, being a stochastic production function. 
  
 Optimizing Production under Uncertainty, FOI 25
This raises the question of the relative merit of the state-contingent approach and the 
EV model for empirical application in a normative context. While the state-contingent 
approach has clear advantages if state-contingent production functions are available 
for all states of nature, it is not clear whether this is the case if one has available (or is 
able to estimate) only a few stochastic, state-contingent production functions. It is 
proposed that this question be further investigate (e.g. using Monte-Carlo simulation). 
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