Abstract. We investigate the global fluctuations of solutions to elliptic equations with random coefficients in the discrete setting. In dimension d 3 and for i.i.d. coefficients, we show that after a suitable scaling, these fluctuations converge to a Gaussian field that has the same homogeneity as the Gaussian free field. 
1. Introduction 1.1. Main result. The goal of this paper is to give a precise description of the fluctuations of solutions of elliptic equations with random coefficients, in the homogenization limit. We focus on dimension 3 and higher and on a discrete setting. Our main assumption is that the random coefficients are i.i.d. and bounded away from 0 and infinity. We show that after a suitable scaling, the fluctuations of the solution converge to a Gaussian field whose covariance kernel has the homogeneity of a Green function.
In order to state our assumptions and results more precisely, we introduce some notations. We work on the graph (Z d , B) with d 3, where B is the set of nearestneighbor edges. Let e 1 , . . . , e d be the canonical basis in Z d . For every edge e ∈ B, there exists a unique pair (e, i) ∈ Z d × {1, . . . , d} such that e links e to e + e i . We will writeē = e + e i and e = (e,ē).
We give ourselves a family of i.i.d. random variables indexed by the edges of the graph. For convenience, we will assume that these random variables can be built from a family of i.i.d. standard Gaussians. More precisely, we let ζ = (ζ e ) e∈B ∈ Ω := R B be i.i.d. standard Gaussian random variables, and η be a smooth function that is bounded away from zero and infinity with bounded first and second derivatives. The conductance associated with the edge e is then defined to be η(ζ e ). The space Ω is equipped with the product Borel σ-algebra, and we denote the law of ζ by P, with associated expectation E.
Letã : Z d × Ω → R d×d be the matrix-valued function such thatã(x, ζ) = diag(ã 1 (x, ζ), . . . ,ã d (x, ζ)) withã i (x, ζ) = η(ζ (x,x+ei) ). In what follows, we will most of the time keep the dependence on ζ implicit in the notation.
For any f : Z d → R we define the discrete gradient ∇f := (∇ 1 f, . . . , ∇ d f ) by ∇ i f (x) = f (x + e i ) − f (x). For any g :
. We define ∇ ε , ∇ * ε similarly for functions defined on εZ d , i.e., ∇ ε,i h(x) = ε −1 (h(x + εe i ) − h(x)) and ∇ * ε,i h(x) = ε −1 (h(x − e i ) − h(x)) for h : εZ d → R. For any ε > 0, we consider the following elliptic equation with a slowly varying source term:
where f ∈ C c (R d ) is compactly supported and continuous. A solution to (1.1) with zero boundary condition at infinity is given by
G(x, y)f (εy), with G(x, y) the Green function of ∇ * ã (x)∇ (recall that the dependence on ζ is kept implicit, so u and G are random).
We define u ε (x) = ε 2 u( x ε ), which solves ∇ * εã (
the limit of which is u h solution of the homogenized equation in continuous space:
where the homogenized matrix a h is deterministic and constant in space. We are interested in the random fluctuations of u ε after a spatial average. In other words, we think of u ε as a (random) distribution U
Following [18] , for any α < 0, we denote by
local Hölder space of regularity α. Here is our main result.
is a centered Gaussian with variance
with K f given explicitly by (2.6).
Theorem 1.1 is a consequence of the following two propositions.
Context. Stochastic homogenization of divergence form operators started from the work of Kozlov [14] and Papanicolaou-Varadhan [23] , where a qualitative convergence of heterogeneous random operators to homogeneous deterministic ones is proved. Quantitative aspects were explored as early as in [25] . However, optimal bounds on the size of errors were obtained only recently in a series of papers [10, 11, 17, 6, 7, 12, 5] . Regularity estimates that are optimal in terms of stochastic integrability has been worked out in [1, 2] .
Our focus in this paper is to go beyond estimating the size of the errors, and understand the probability law of the rescaled random fluctuations. In this direction, central limit theorems for approximations of homogenized coefficients are obtained in [21, 3, 24, 22, 9] . The scaling limit of the corrector is investigated in [20, 19] . In the continuous setting, [13] indicates that when d 3, the corrector should capture the first order fluctuation of the heterogeneous solution in a pointwise sense, but it is not clear whether it captures the fluctuations of the solution after a spatial average. A surprising feature of our result is that the limiting fluctuations are not those induced by the corrector alone.
Our approach is based on that of [20, 19] . The fact that U (f ) ε (g) divided by its standard deviation converges to a standard Gaussian is derived using a second order Poincaré inequality developed by Chatterjee [4] , in the spirit of Stein's method. (We will in fact use a slightly more convenient form of this result derived in [19] .) The main difficulty lies in the proof of the convergence of the variance of U (f ) ε (g). A Helffer-Sjöstrand formula enables to rewrite this variance in terms of gradients of the Green function. A quantitative two-scale expansion for the gradient of the Green function was worked out in [20] . Here, we follow the idea of [8] of introducing a stationary skew-symmetric tensor, which is denoted by {σ ijk } d i,j,k=1 and relates to the flux (see Lemma 3.5) . In the language of differential forms, the flux in the i-th direction is a co-closed 1-form, and we represent it as the co-differential of the 2-form σ i . This object enables us to represent the error in the two-scale expansion in divergence form, and thus significantly improve the two-scale expansion and simplify the subsequent analysis.
1.3. Organization of the paper. The rest of the paper is organized as follows. We introduce basic notation and recall key estimates on correctors and Green functions in Section 2. Then we present some key ingredients in proving Theorem 1. d , we define the shift operator τ x on Ω by (τ x ζ) e = ζ x+e , where x + e := (x + e, x +ē) is the edge obtained by shifting e by x.
Since {ζ e } e∈B are i.i.d., {τ x } x∈Z d is a group of measure-preserving transformations. With any measurable function f : Ω → R, we can associate a stationary random fieldf (x, ζ) defined by
and norm in L p (Ω) are denoted by ·, · and · p respectively. Most of the time, we keep the dependence on ζ implicit and writef (x) = f (x, ζ) = f (τ x ζ). For any e ∈ B, the discrete derivative on e is defined by ∇f (e) :=f (ē) −f (e). For any ξ ∈ R d , we define ξ(e) := ξ i if e · e i = 0. For the random coefficients appearing in (1.1), we can define
. Note that we also used e 1 , . . . , e d to denote the corresponding edges (0, e 1 ), . . . , (0, e d ). Recall that we assume that C −1 < η < C and |η ′ |, |η ′′ | < C for some C < ∞. For simplicity we will henceforth write a e = η(ζ e ).
Under the above assumptions, it is well-known that there exists a constant matrix a h such that the operator ∇ * ã ∇ homogenizes over large scale to the continuous operator −∇ · a h ∇, the Green function of which we denote as G h .
One of the main ingredients in the analysis of stochastic homogenization is the so-called corrector. For any fixed ξ ∈ R d and λ > 0, the regularized corrector φ λ,ξ is defined through the following equation on probability space:
It is proved in [10] that as
For i = 1, . . . , d, we will write φ i = φ ei and φ λ,i = φ λ,ei . The homogenized matrix a h is given by
In the context of i.i.d. randomness, we have a h =āI d for some constantā, where I d is the identity matrix.
Let ∂ e denote the weak derivative with respect to the random variable ζ e , which we call the vertical derivative. The adjoint of ∂ e (under the Gaussian measure) is
We define ∂f := (∂ e f ) e∈B and for F = (F e ) e∈B , ∂ * F := e∈B ∂ * e F e . The vertical Laplacian on the probability space is then defined by
= ∂ e a e (e i +∇φ i )(e)(e j +∇φ j )(e), (1+L ) −1 ∂ e a e (e k +∇φ k )(e)(e l +∇φ l )(e) , and (2.5)
The kernel K f (x, z) appearing in Theorem 1.1 is given by (2.6)
Let us see that the global fluctuations of u ε are not those suggested by its twoscale expansion. Recall that u ε and u h satisfy
and
A formal two-scale expansion gives
where φ = (φ 1 , . . . , φ d ). In the continuous setting, (2.7) is proved rigorously with
.e., the first order correction is indeed given by the corrector in a pointwise sense. Since φ is centered, we have a similar expansion for the random fluctuation, i.e.,
Concerning global fluctuations, we need to compare the random field
were equal for every admissible f and g, then
would have to be equal almost everywhere (as functions of x, y, z and w). However, the first quantity diverges when y gets close to w since d 3, while this is not so for the second quantity. This shows that the fluctuations of u ε are not those suggested by the two-scale expansion.
Properties of correctors and Green functions.
We summarize here several results obtained in [10, 15] which will be used frequently throughout the paper. Let |x| be the norm of x ∈ Z d , and |x| * = 2 + |x|.
Proposition 2.1 (Existence of stationary corrector and moment bounds [10] ). Recall that we assume d 3. For every λ > 0, there exists a unique stationary solution φ λ,ξ to equation (2.2). Moreover, for every p 1, E{|φ λ,ξ | p } and E{|Dφ λ,ξ | p } are uniformly bounded in λ > 0. The limit φ ξ = lim λ→0 φ λ,ξ is well-defined in L p (Ω) and is the unique centered stationary solution to (2.3).
Denote by G λ (x, y) the Green function of λ + ∇ * ã (x)∇ (the dependence on the randomness ζ is kept implicit) and recall that G(x, y) = G 0 (x, y). The following pointwise bound holds:
for some c, C > 0. The following result controls the derivatives in the annealed sense.
Proposition 2.2 (annealed estimates on the gradients of the Green function [15]).
For every 1 p < ∞, there exists C p < ∞ such that for every λ 0 and every e, e ′ ∈ B,
Remark 2.3. Notice that ∇G(x, e) (for x ∈ Z d and e ∈ B) denotes the gradient of G(x, ·) evaluated at the edge e. Similarly, ∇∇G(e, e ′ ) denotes the gradient of ∇G(·, e ′ ) evaluated at the edge e.
2.3. Notation. We summarize and introduce some more notation used throughout the paper.
• For i = 1, . . . , d, e ∈ B andf , ∇ if (e) := ∇ if (e). Recall that without any subscript, ∇f (e) =f (ē) −f (e), and for
• We write a b when a Cb for some constant C independent of ε, e, x.
• For a, b, c > 0, we write a • The Laplacian on Z d and the horizontal Laplacian on the probability space are both denoted by ∆ = −∇ * ∇ and ∆ = −D * D.
• For a random environment ζ and edge e ∈ B, we obtain the environment perturbed at e by replacing ζ e with an independent copy ζ ′ e without changing other components (ζ e ′ ) e ′ =e . The resulting new environment is denoted by ζ e .
• For a random variable f and an edge e ∈ B, the variable perturbed at e is denoted by f e (ζ) := f (ζ e ). For a stationary random fieldf (x) = f (τ x ζ), the field perturbed at e is denoted byf
Recall that the heterogeneous Green function of λ + ∇ * ã ∇ is denoted by G λ (x, y), and that G(x, y) = G 0 (x, y). The continuous homogenized Green function of −∇ · a h ∇ is G h (x, y).
• {e i , i = 1, . . . , d} represents the canonical basis of Z d , the corresponding edges, and the column vectors so that the identity matrix
• For functions of two variables, e.g., G(x, y) with x, y ∈ Z d , we use ∇ x,i , ∇ y,i to denote the derivative with respect to x i , y i respectively.
• The arrow ⇒ stands for convergence in law, and N (0, σ 2 ) is the Gaussian law with mean 0 and variance σ 2 .
• a ∨ b = max(a, b) and a ∧ b = min(a, b).
3. Helffer-Sjöstrand representation, two-scale expansion of the Green function, and second order Poincaré inequality
We divide the proof of Proposition 1.2 into two steps. First, we show that
Once this is done, we can write
). The proof of (3.1) uses the Helffer-Sjöstrand representation and a two-scale expansion of the Green function, while the proof of (3.2) relies the second order Poincaré inequality developed by Chatterjee [4] and revisited in [19] . Both of them require taking vertical derivatives of U
εy).
We introduce the key elements in proving (3.1) and (3.2) in the following section.
3.1. Helffer-Sjöstrand representation and a two-scale expansion of the Green function.
Proposition 3.1 (Helffer-Sjöstrand representation [20] ). Let f, g : Ω → R be centered square-integrable functions such that for every e ∈ B, ∂ e f, ∂ e g ∈ L 2 (Ω). We have
Moreover, for every
the proof of (3.1) is reduced to asymptotics of Cov{G(x, y), G(z, w)} when the mutual distances between x, y, z and w are large. By applying Proposition 3.1 and Lemma A.1, the covariance is given by
∂ e a e ∇G(x, e)∇G(y, e), (1 + L ) −1 ∂ e a e ∇G(z, e)∇G(w, e) .
To prove the asymptotics, we need an expansion of ∇G(x, e). The following proposition is our main result in this section and one of the main ingredients to prove (3.1).
Proposition 3.2.
An immediate consequence is that for any X ∈ L 2 (Ω),
By translation invariance of the environment, we further obtain for any To prove Proposition 3.2, we introduce the generalized corrector, following [8] . For every i = 1, . . . , d, define q i = a(e i + Dφ i ) − a h e i , which describes the current correction, and q ij to be its j−th component. By the corrector equation (2.3), we have D * q i = 0, and by the expression of a h in (2.4), E{q ij } = 0. We need the following integrability property.
(Ω) and solving
Proof. We first apply the spectral gap inequality in the form given by Lemma A.2 to σ λ and obtain
Then we compute σ λ − σ e λ for fixed e ∈ B. Let G ∆,λ be the Green function of λ − ∆, we have 
by Proposition 2.1. For I 2 , we write
and by Lemmas A.3 and A.6 we have
. In summary, we have To show the convergence of σ λ in L 2 (Ω), we only need to prove that σ λ1 , σ λ2 converges as λ 1 , λ 2 → 0. By the Green function representation, we have
, by the dominated convergence theorem, we have
, we obtain −∆σ = D k q ij , and the proof is complete.
We can now define the flux corrector {σ ijk , i, j, k = 1, . . . , d}:
Lemma 3.5. There exists a tensor field {σ ijk , i, j, k = 1, . . . , d} such that
Proof. For every i, j, k = 1, . . . , d and λ > 0, we consider the equation
Lemma 3.4 ensures that E{|σ
(Ω), and denoting the limit by σ ijk , we have σ ijk ∈ L 4 (Ω) with −∆σ ijk = D k q ij − D j q ik . The skew symmetry σ ijk = −σ ikj is clear by (3.5) . To show
, and this completes the proof.
Proof of Proposition 3.2. We follow the proof of [20, Theorem 5.1] , but use the generalized corrector as in [8] to simplify calculations. Define
as the remainder in the two-scale expansion of the Green function, the matrix function
By [20, Proposition 5.6], we have
Consider the first term on the right-hand side of (3.6). Since
where the last equality uses the fact ∇ *
and σ jik + σ jki = 0. Therefore, by using the generalized corrector, we can write
Note thath is in divergence form. An integration by parts leads to
so for e ∈ B, we have
Note that
and moreover, by the moments bounds on φ k provided by Proposition 2.1 and the fact that
As a consequence, in order to prove Proposition 3.2, it is enough to show that
In order to prove (3.7), we note that ∇z(e) is a finite linear combination of terms in the form y∈Z d ∇∇ y,k G(e, y)f (y)∇ for some i, j, k and f . Clearly, they can be bounded by
When f =σ jik orã iφj , f (y) 4 is uniformly bounded by Lemma 3.5 and Proposition 2.1, thus by applying Proposition 2.2 and Lemma A.6, we obtain
The proof of Proposition 3.2 is complete. Lemma 3.6. Let
Remark 3.7. Let d K be the Kantorovich-Wasserstein distance
then by [19, Proposition 2.1] and Lemma 3.6, we actually obtain the convergence rate
Convergence of the variance
The aim of this section is to prove (3.1).
Recall that U (f )
The covariance is given explicitly by the Helffer-Sjöstrand representation
and since ∂ e G(x, y) = −∂ e a e ∇G(x, e)∇G(y, e), (4.1) is rewritten as
Cov{G(x, y), G(z, w)} = e∈B ∂ e a e ∇G(x, e)∇G(y, e), (1 + L ) −1 ∂ e a e ∇G(z, e)∇G(w, e) .
To prove the convergence of ε
we use the two-scale expansion of the Green function obtained in Proposition 3.2. For e ∈ B,
withK ijkl given by (2.5).
Proposition 4.1. |Cov{G(x, y), G(z, w)} − K(x, y, z, w)| E(x, y, z, w).
Proof. Each term in (4.2) contains four factors of gradient of the Green function. We first consider ∇G(x, e) and let X = ∂ e a e ∇G(y, e)(1 + L ) −1 ∂ e a e ∇G(z, e)∇G(w, e).
By (3.4), we have
| X, ∇G(x, e) | − d k=1 ∇ k G h (e − x) X, (e k + ∇φ k )(e) | X 2 log |e − x| * |e − x| d * .
By Proposition 2.2 and the fact that
Now we carry out the same argument for ∇G(y, e), ∇G(z, e), ∇G(w, e), and in the end obtain |Cov{G(x, y), G(z, w)} − K(x, y, z, w)| E(x, y, z, w).
The proof is complete.
Proposition 4.1 leads to
Hence, the proof of (3.1) will be complete once we have proved the following two lemmas.
In the following, we assume |g|, |f | h for some h ∈ C c (R d ).
Proof of Lemma 4.2. By denoting the number of different elements in {x, y, z, w} by s, we decompose x,y,z,w∈εZ d = 1 s=1 + 1 s=2 + 1 s=3 + 1 s=4 . By Lemma A.10, we obtain the following estimates.
When s = 1,
Proof of Lemma 4.3. Recall that
we only need to show the convergence of
5. Convergence to a Gaussian when σ 2 g > 0 Recall that in order to prove (3.2) , that is,
we only need to show Lemma 3.6.
Proof of Lemma 3.6. We first prepare the ground by estimating the terms appearing in the definition of κ 2 . By a direct calculation, we have
∂ e a e ∇G(x, e)∇G(y, e)f (εy)g(εx),
e a e ∇G(x, e)∇G(y, e)f (εy)g(εx) 
Since f, g are both bounded and compactly supported, we apply Lemma A.11 to obtain
We are now ready to estimate κ 2 . By (5.1) and (5.2), we have
Applying Lemma A.11, we get
To sum up, κ
and the proof is complete. 
Proof. We follow the proof of [19, Proposition 3 holds for p = 1. We argue inductively, assuming that (6.1) holds for some p = n, and showing that it also holds for p = 2n, which would complete the proof. Since E{X where we used the symmetry q t (x, y) = q t (y, x) in the last step. The proof is complete. + 4E{(f − E e {f })(E e {f } − f e ) 3 } + 4E{(f − E e {f }) 3 (E e {f } − f e )}.
By first averaging over ζ e (resp. ζ ′ e ), we see that the third (resp. fourth) term on the right-hand side is equal to zero, so the proof is complete. The proof is complete.
Remark A.9. From the proof of Lemma A.8, we see that the condition α i + α j > d for all i = j is not necessary to obtain similar estimates. For example, for each i, as long as we can find j = i such that α i + α j > d, the integral in I i can be controlled by a similar bound.
Recall that the error function E in Proposition 4.1 is given by (A.8)
E(x 1 , x 2 , x 3 , x 4 ) = e∈B
