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We calculate the entanglement and the universal boundary entropy (BE) in the critical quantum
spin chains, such as the transverse field Ising chain and the XXZ chain, with arbitrary direction
of the boundary magnetic field (ADBMF). We determine the boundary universality class that an
ADBMF induces. In particular, we show that the induced boundary conformal field theory (BCFT)
depends on the point on the Bloch sphere where the boundary magnetic field directs. We show
that the classification of the directions boils down to the simple fact that the boundary field breaks
the bulk symmetry or does not. We present a procedure to estimate the universal BE, based on
the finite-size corrections of the entanglement entropy, that apply to the ADBMF. To calculate the
universal BE in the XXZ chain, we use the density matrix renormalization group (DMRG). The
transverse field XY chain with ADBMF after Jordan-Wigner (JW) transformation is not a quadratic
free fermion Hamiltonian. We map this model to a quadratic free fermion chain by introducing
two extra ancillary spins coupled to the main chain at the boundaries, which makes the problem
integrable. The eigenstates of the transverse field XY chain can be obtained by proper projection in
the enlarged chain. Using this mapping, we are able to calculate the entanglement entropy of the
transverse field XY chain using the usual correlation matrix technique up to relatively large sizes.
I. INTRODUCTION
Quantum entanglement in many body systems has
been studied in a great detail in the last couple of
decades. There are comprehensive reviews on the appli-
cations of the entanglement entropy in condensed matter
physics1, quantum field theories2, integrable models3 and
conformal field theory (CFT)4. There are several motiva-
tions to study quantum entanglement. For instance, the
entanglement is an essential ingredient in quantum com-
putation and in many other applications1? . For these
reasons, the quantification of the entanglement have been
studied extensively. The entanglement entropy, which
is one of the most used quantifier of entanglement of
pure bipartite systems, was measured recently in one-
dimensional quantum systems? ? .
The bipartite entanglement entropy is defined as S =
−trρA ln ρA, where ρA is the reduced density matrix of
the subsystem A. It has been well understood for the
ground state of critical and non-critical quantum chains.
One of the great outcomes of all these studies was the
central role of the entanglement entropy to distinguish
different phases and classify the critical point of the con-
tinuous phase transitions to different universality classes
consistent with the traditional classification based on lo-
cal observables. Most of the above studies were based
on the bulk properties, however, there are also many
studies regarding the entanglement entropy in systems
with boundaries. In the presence of boundaries analytical
and numerical calculations of the entanglement entropy
is normally a bit more challenging because of the lack of
the translational invariance. Nevertheless, the entangle-
ment entropy of a few quantum chains in the presence of
the boundaries has been studied with analytical and nu-
merical techniques, see for instance Refs. 5–12 and Ref.
1 for a review.
In the presence of a boundary there is an interesting
degree of freedom in which the bulk of the system can be
at critical point, but the boundary can be non-critical
and flow between different fixed points under bound-
ary renormalization group, see Ref. 13 and references
therein. In one spatial dimension such kind of flow in
the language of CFT in connection with the impurity
problems such as the Kondo problem, has already been
studied14. The interesting observation of Ref. 14 is that
for a system with its bulk at the critical point one can
define a BE which decreases under boundary renormal-
ization group and at the boundary fixed point is equal
to a number which is related to the universality class of
the corresponding boundary condition. This BE in the
context of the entanglement entropy has been studied in
CFT15–17, quantum spin chains5–8,11,12,16,18,19 and inte-
grable models9. In particular, using DMRG technique
the authors of Ref. 20 estimate the universal BE for
the transverse field Ising chain with particular boundary
conditions, mainly boundary magnetic field in the x di-
rection. In this work, we would like to generalize this
idea in a few directions.
From the physics point of view, it is interesting to clas-
sify the boundary conditions in the quantum spin chains
when there is a magnetic field at the boundary in an ar-
bitrary direction. We would like to do this classification
by evaluating the contribution of BE. The precise deter-
2from the technical point of view. In this vein, we present
a simple procedure to estimate the BE which is based on
the finite-size scaling of the entanglement entropy. In or-
der to illustrate that the procedure works quite well, we
consider the two most interesting models: the transverse
field Ising chain and the XXZ chain. For the XY chain
(the transverse field Ising chain is a particular case of this
model) in the presence of the ADBMF, we were able to
map the problem of the diagonalization of the model to
a free fermion model which can be diagonalized in a lin-
ear time. To the best of our knowledge this problem has
not been tackled before in the literature (see Ref. 21 for
the solution of the XX chain with ADBMF) and it seems
interesting for its own sake. After solving the XY chain
with ADBMF we use a modified version of the Peschel
method22 to calculate the entanglement entropy of finite
systems. In the case of the XXZ chain with ADBMF
we tackle the problem with the DMRG23,24. Having the
the finite-size corrections of the entanglement entropy of
those models, we show that it is possible to estimate the
BE for ADBMF and classify the corresponding boundary
CFT, using relatively large system sizes.
The paper is organized as follows: In the section II,
we first define the universal BE and introduce the rele-
vant equations and notations. In section III, we solved
the Hamiltonian of the XY chain with ADBMF. Then we
find the correlation functions and generalize the Peschel
method to calculate the entanglement entropy. We close
this section presenting our numerical results regarding
the universal BE in the transverse field Ising chain with
ADBMF. In section IV, we study the boundary entan-
glement entropy in the XXZ chain with ADBMF using
DMRG technique. Finally, in section V, we summarize
our findings.
II. BOUNDARY ENTROPY IN CFT
Consider a one-dimensional quantum field theory de-
fined on a system of length L with boundary condi-
tions a and b at x = 0 and L, respectively. The par-
tition function of this system at inverse temperature β
is given by the partition function of a two dimensional
system on a cylinder with particular BCs. According to
Affleck-Ludwig argument14 when we have a CFT in the
limit of large L and β the free energy of the system be-
haves as F = −Lf + f ′, where f ′ has in addition to
the non-universal contribution also a universal BE, i.e.
fa + fb, with fa,b = − 1β ln ga,b, where ga = 〈Ba|0〉 and
gb = 〈0|Bb〉. The states |Ba,b〉 are the so-called conformal
boundary states25,26. This means that one-dimensional
CFT defined on a segment has a non trivial zero temper-
ature BE, or ground state degeneracy. In other words, we
have a ground state degeneracy which should be under-
stood as particular behavior of the low-energy density of
states in CFT. It was suggested in14 and later proved in27
that the quantity g decreases under the boundary renor-
malization group for systems that the bulk is already at
the critical phase.
The equivalent description using the entanglement en-
tropy was first suggested in15. The idea goes as follows:
Consider first the entanglement entropy of the ground
state of a CFT with periodic boundary condition (PBC)
and length L, then the entanglement entropy of a sub-
system with length ℓ behaves as15,28–30
SPBC(L, ℓ) =
c
3
ln
[
L
π
sin
(
πℓ
L
)]
+ cPBC1 , (1)
where c is the central charge. However, for systems
with boundaries the entanglement entropy of a segment
starting from one boundary and with length ℓ behaves
as10,11,15,20
Sb(L, ℓ) =
c
6
ln
[
2L
π
sin
(
πℓ
L
)]
+cPBC1 /2+ln(g)+Gb(
ℓ
L
) ,
(2)
where sb = ln(g) is the BE and Gb(x) =
limn→1 11−n lnF
(n)
Υ where
F
(n)
Υ (x) =
ei2π(n−1)hΥ
n2nhΥ
〈∏n−1
k=0 Υ(z
−
n,k)Υ
†(z+n,k)
〉
〈
Υ(z−1,0)Υ†(z
+
1,0)
〉n , (3)
z±k,n = e
iπ
n (±x+2k), k = 0, 1, . . . , n − 1, and Υ is a chiral
primary field with conformal dimension hΥ
11.
We intent to get estimates of the BE, or equivalently
the ground state degeneracy g, by using the finite-size
scaling of the entanglement entropies introduced in the
above. When Gb = 0, this task is quite simple. First,
we get the non-universal constant cPBC1 by using Eq. (1)
and plug this result in Eq. (2) to obtain sb. The au-
thors of the Ref. 20 used this procedure to extract sb
of the transverse field Ising chain, with open boundary
condition (OBC) and boundary magnetic fields in the x
direction. However, in general, Gb is non-zero and if we
do not know this function, we can not use this procedure
to determine sb. Of course if we knew the non-universal
function Gb, in principle, we could use the same proce-
dure to extract sb. It is important to emphasize that
obtaining Gb, or equivalently F
(n)
Υ (x) which depends on
the model, is not a simple task. For integer values of
n, F
(n)
Υ (x) is known for the free boson theory as well
as the transverse field Ising chain, see Refs. 31 and 11.
Note that to calculate Gb it is necessary to analytically
continue the function F
(n)
Υ (x) to non-integers values of n
which is a non-trivial task, see for instance Ref. 32.
Motivated by the above discussion, we present a pro-
cedure to obtain sb, numerically, without knowing the
function Gb, as we explain in the following. First, note
that BE is related with the entranglement entropies of
systems under PBC and with boundaries by
sb = ln(g) = S
b − S
PBC
2
− c
6
ln(2)−Gb( ℓ
L
) . (4)
3Due to the finite-size scaling of the entanglement en-
tropies defined in Eqs. (1) and (2) it is convenient to
define f(x) = Sb − SPBC2 − c6 ln(2) = ln(g) + Gb( ℓL ).
Now, inspired by the behavior of the non-universal func-
tion Gb(x) for small values of x (see Ref. 31), we assume
f(x) behaves as
f(x) = ln(g) +
2π2
3
a1x
2 + a2x
4 + a3/x
a4 , (5)
where we have added the term a3/x
a4 due to the unusual
corrections33–37. So, to get numerical estimates of the BE
we fit the numerical data of the entranglement entropies
to Eq. (5). We will illustrate the above procedure for
the transverse field Ising chain and the XXZ model with
ADBMF in the next sections.
We close this section mentioning that in order to in-
vestigate which are the conformally invariant boundary
conditions, we apply boundary magnetic fields hb in the
lattice models. Usually, for 0 < hb < ∞ the conformal
invariance is lost and we can associate a crossover length
ξ ∼ h1−db , where d < 1 is the scaling dimension of the
relevant boundary perturbation. The above equation is
valid only for ℓ > ξ38.
III. THE TRANSVERSE FIELD XY CHAIN
WITH ARBITRARY DIRECTION OF THE
BOUNDARY MAGNETIC FIELD
In this section, we study the entanglement entropy and
universal BE in the transverse field XY chain. To calcu-
late the entanglement entropy we first solve the trans-
verse field XY chain with ADBMF. Since this problem is
interesting for its own sake and to the best of our knowl-
edge has not been investigated in its full generality, we
provide some details regarding its solution. After find-
ing the ground state we show how one can find the en-
tanglement entropy using the correlation matrix method.
Here too, there are a few new subtleties that should be
addressed and for that reason we provide some detailed
calculations. The advantage of the correlation matrix
method is that its complexity grows linearly with the
system size while for other methods usually grows expo-
nentially. Finally, we use our refined correlation method
to calculate the entanglement entropy and the BE.
A. Diagonalization of the finite chain using the
ghost site technique
In this section, we show how it is possible to obtain the
energies and the correlation matrices of the transverse
field XY chain in the presence of ADBMF. The route we
are going to follow is the same as the one used in Ref.
21 for the XX chain with boundary magnetic fields. For
earlier use of the same technique see Refs. 39–41. We
consider the following XY Hamiltonian with ADBMF
HXY = J
L−1∑
j=1
[
(1 + γ)Sxj S
x
j+1 + (1 − γ)Syj Syj+1
]
−h
L∑
j=1
Szj +
~b1 · ~S1 +~bL · ~SL , (6)
where Sα = 12σ
α, σα(α = x, y, z) are the Pauli matrices
and
~b1 = b1(sin θ1 cosφ1, sin θ1 sinφ1, cos θ1), (7)
~bL = bL(sin θL cosφL, sin θL sinφL, cos θL) . (8)
The transverse field XY chain has a few interesting criti-
cal lines. On h = ±J and γ 6= 0 we have the universality
of the critical Ising chain with the central charge c = 12 .
On γ = 0 and −1 < h < 1 we have the universality
class of the compactified bosons with the central charge
c = 1. The other parts of the phase diagram are not crit-
ical and although all the calculations of this section are
valid for the full phase diagram, in the later sections we
will concentrate mostly on the critical parts of the phase
diagram.
It is convenient to rewrite the above Hamiltonian in
terms of σ± = σ
x±iσy
2 and σ
z as follows:
HXY =
J
2
L−1∑
j=1
(
σ+j σ
−
j+1 + γσ
+
j σ
+
j+1 + h.c.
)
− h
2
L∑
j=1
σzj +
+
1
2
b1
(
sin θ1e
−iφ1σ+1 + sin θ1e
iφ1σ−1 + cos θ1σ
z
1
)
+
1
2
bL
(
sin θLe
−iφLσ+L + sin θLe
iφLσ−L + cos θLσ
z
L
)
.
Note that if we try to diagonalize the above Hamilto-
nian by using the Jordan-Wigner transformation we re-
alize that the fermionic Hamiltonian is not in a bilinear
form in terms of creation and annihilation operators. In
order to circumvent this issue, we follow the procedure
used in Ref. 21 and consider another spin Hamiltonian,
Hlong, which has two extra sites (0 and L+1), i.e. ghost
sites, interacting with the the spins at sites 1 and L, as
explained in the following. We first define the following
enlarged Hamiltonian
4Hlong =
J
2
L−1∑
j=1
[
(σ+j σ
−
j+1 + σ
−
j σ
+
j+1) + γ(σ
+
j σ
+
j+1 + σ
−
j σ
−
j+1)
]
− h
2
L∑
j=1
σzj +
+
1
2
b1
(
sin θ1e
−iφ1σx0σ
+
1 + sin θ1e
iφ1σx0σ
−
1 + cos θ1σ
z
1
)
+
1
2
bL
(
sin θLe
−iφLσ+Lσ
x
L+1 + sin θLe
iφLσ−L σ
x
L+1 + cos θLσ
z
L
)
. (9)
The above Hamiltonian commutes with σx0 and σ
x
L+1.
Due to this fact it is possible to block diagonalizeHlong in
four distinct sectors, labeled by the eigenvalues of σx0 and
σxL+1. We are going to denote these sectors by (s0, sL+1),
where sj = ±1 (j = 0 or j = L+1) are the eigenvalues of
σxj whose eigenstates are | sj〉 = 1√2 (|↑〉 + sj |↓〉) . Note
that
| Ψlongk (+,+)〉 =| +〉⊗ | ΨXYk 〉⊗ | +〉 , (10)
are eigenstates of Hlong and | ΨXYk 〉 are the eigenstates
of the XY chain with energy EXYk . This means that by
knowing | Ψlongk (+,+)〉 it is possible to obtain | ΨXYk 〉 by
projecting, appropriately, the state | Ψlongk (+,+)〉. This
procedure will be discussed in detail below. It is worth
mentioning that the spectrum of Hlong will be at least
twice degenerate due to the fact that Hlong is invariant
under the transformation σαl → −σαl with α = x, y and
σzl → σzl .
Using the Jordan-Wigner transformation
c†l =
l−1∏
j=0
σzjσ
+
l , cl =
l−1∏
j=0
σzjσ
−
l , (11)
we map the Hamiltonian Hlong to the following free
fermion Hamiltonian
H
long
ff = −
J
2
L−1∑
j=1
(
c†jcj+1 + γc
†
jc
†
j+1 + c
†
j+1cj + γcj+1cj
)
− h
2
L∑
j=1
(2c†jcj − 1)
−b1
2
[
sin θ1e
iφ1c†0c1 + sin θ1e
−iφ1c†0c
†
1 + sin θ1e
−iφ1c†1c0 + sin θ1e
iφ1c1c0 − cos θ1(2c†1c1 − 1)
]
−bL
2
[
sin θLe
iφLc†L+1cL + sin θLe
−iφLc†Lc
†
L+1 + sin θLe
−iφLc†LcL+1 + sin θLe
iφLcL+1cL − cos θL(2c†LcL − 1)
]
, (12)
which is bilinear in terms of creation and annihilation
operators and can be diagonalized using the standard
method that will be explained in the following. It is
convenient to write the above Hamiltonian as
H
long
ff =
L+1∑
i,j=0
[c†iAijcj +
1
2
c†iBijc
†
j +
1
2
ciB
∗
jicj ]−
1
2
TrA∗
where the exact forms of the matrices A and B which
are crucial for later calculations and arguments are
A =


0 − 12b1 sin θ1eiφ1 0 ...
− 12b1 sin θ1e−iφ1 −h+ b1 cos θ1 −J2 0 ...
0 −J2 −h −J2 0 ...
0 0 −J2 −h −J2 0 ...
. . .
. . .
. . . . . . −h+ bL cos θL − 12bL sin θLe−iφL
. . . . . . − 12bL sin θLeiφL 0


, (13)
and
5B =


0 − 12b1 sin θ1e−iφ1 0 ...
1
2b1 sin θ1e
−iφ1 0 − γJ2 0 ...
0 γJ2 0 − γJ2 0 ...
0 0 γJ2 0 − γJ2 0 ...
. . .
. . .
. . . . . . γJ2 0 − 12bL sin θLe−iφL
. . . . . . 0 12bL sin θLe
−iφL 0


. (14)
Note that the matrix A is Hermitian while the matrix B
is antisymmetric.
In order to diagonalize the above Hamiltonian, it is
convenient to rewrite it in the following matrix form
H
long
ff =
1
2
(c† c)M
(
c
c†
)
, (15)
where
M =
(
A B
−B∗ −A∗
)
, (16)
is a (2L+4)× (2L+4) Hermitian matrix and we denote
(c† c) = (c†0, c
†
1, . . . , c
†
L+1, c0, c1, . . . , cL+1).
Due to the especial form of the Hermitian matrix M
one can always find a unitary matrix in the form
U =
(
g h
h∗ g∗
)
, (17)
which diagonalizes the matrix M, where g and h are
(L + 2) × (L + 2) matrices. Due to this fact, one can
write
H
long
ff =
1
2
(c† c)U†U
(
A B
−B∗ −A∗
)
U†U
(
c
c†
)
,
=
1
2
(η† η)Λ
(
η
η†
)
, (18)
where we introduced new fermionic operators(
η
η†
)
= U
(
c
c†
)
. (19)
Furthermore it is easy to prove that the eigenvalues of
the matrix M appear in pairs, i. e. ±λi and one can
write
Λ =
(
Λ1 O
O −Λ1
)
. (20)
Finally, one can write the diagonalized form of the Hamil-
tonian as follows:
H
long
ff =
∑
k
λkη
†
kηk −
1
2
TrΛ1, (21)
where the modes are ordered as 0 = λ0 ≤ λ1 ≤ · · · ≤
λL+1.
It is easy to check that the matrix M has at least two
eigenvectors corresponding to the zero eigenvalue, due to
the form of the matrix A and B. They have the following
forms
|u10〉 =


√
aeiα
1
0
0
...
0√
1
2 − aeiγ
1
0
√
aeiα
1
0
0
...
0
−
√
1
2 − aeiγ
1
0


, |u20〉 =


√
1
2 − aeiα
2
0
0
...
0
−√aeiγ20√
1
2 − aeiα
2
0
0
...
0√
aeiγ
2
0


,(22)
where only the elements 1,L + 2, L + 3, and 2L + 4 are
non-null, 0 < a < 12 and
α10 − α20 = γ10 − γ20 . (23)
Note that these eigenstates are independent of the pa-
rameters of the XY model and we would like to choose
them in such a way that the Eq. (17) is preserved. For
analytical calculations it should be easier to take all the
angles equal to zero and a = 14 . For this choice, we have
η0 =
1
2
(c0 + cL+1 + c
†
0 − c†L+1), (24)
η†0 =
1
2
(c0 − cL+1 + c†0 + c†L+1). (25)
Depending on the parameters there may be more than
one zero mode. It is important that the eigenstates as-
sociated with these zero modes also preserve the form of
the Eq. (17). Some important examples will appear later
in our model.
It is worth mentioning that if we numerically diago-
nalize the matrix M and order the eigenstates according
to Eq. (20) we have no guarantee that the matrix U
will be in the desired form of Eq. (17). This is because
each eigenstate can be defined with an arbitrary phase,
exp(iδl). Thus, we would have to numerically determine
the phases to get the matrix U in the desired form. A
simple procedure to obtain the matrix U as depicted in
the Eq. (17) is just to select the first L + 2 eigenstates
associated with the eigenvalues λi, i = 0, 1, . . . , L+1 and
build the matrices g and h and then automatically we
will have the matrix U.
6The vacuum state |0˜〉 of the Hamiltonian Hlongff is now
a state with the following property:
ηk|0˜〉 = 0, (26)
for all the values of k. We also define Nk = η
†
kηk. Of
course because of the zero mode the ground state is de-
generate. Therefore one can define the two ground states
as
|G˜±〉 = 1√
2
(|0˜〉 ± η†0|0˜〉). (27)
We will now show that |G˜±〉 are eigenstates of σx0 and
σxL+1. This fact is important, since we need the eigen-
states in the (+,+) sector.
It is easy to show that
σx0 |G˜±〉 = ±|G˜±〉, (28)
due to the fact that
σx0 = c0 + c
†
0 = η0 + η
†
0. (29)
On the other hand, to prove that |G˜±〉 is an eigenstate of
σxL+1 is not so simple and we need some extra identities,
which are presented below.
First, note that the following commutation relations
hold,
[σx0 , σ
x
L+1] = [Nk, σ
x
0 ] = [Nk, σ
x
L+1] = 0, k 6= 0.(30)
To show the last equality we used the fact that for k 6= 0
we have
ηk =
L+1∑
j=0
gkjcj + hkjc
†
j =
L∑
j=0
(gkjcj + hkjc
†
j) + gkL+1(cL+1 + c
†
L+1), (31)
η†k =
L+1∑
j=0
h∗kjcj + g
∗
kjc
†
j =
L∑
j=0
(h∗kjcj + g
∗
kjc
†
j) + g
∗
kL+1(cL+1 + c
†
L+1). (32)
The last term in both of the above equations means
that σ
y(z)
L+1 does not appear in the expansion, due to this
fact we also have
[σxL+1, ηk] = [σ
x
L+1, η
†
k] = 0, k 6= 0. (33)
Using the above equation it is simple to prove the last
equality in Eq. (30). There are a few other useful rela-
tions that one can prove with a little bit of calculation
such as
{σx0 , ηk} = {σx0 , η†k} = 0, k 6= 0. (34)
Using Eq. (30), it is now not difficult to prove that
σxL+1|G˜±〉 = δ±|G˜±〉, (35)
where δ2± = 1. To have a complete Hilbert space we need
to have δ− = −δ+.
Now one can make the following argument: Consider
δ+ = +1, which means |G˜+〉 belongs to (+,+) then all
the states
n∏
j=1
η†kj |G˜+〉, n is even (36)
also belong to (+,+). Note that in the above equation
0 < kj < kj+1 which means that the dimension of the
space in the sector (+,+) is 2L. On the other hand, when
δ+ = +1, |G˜−〉 and its tower belongs to the sector (−,−).
In other words,
n∏
j=1
η†kj |G˜−〉, n is even (37)
belongs to the sector (−,−). The other two sectors can
be built as follows:
n∏
j=1
η†kj |G˜+〉, n is odd, (−,+), (38)
n∏
j=1
η†kj |G˜−〉, n is odd, (+,−). (39)
Similarly one can show that if |G˜+〉 belongs to (+,−)
which means δ+ = −1, then one can write
n∏
j=0
η†kj |G˜+〉, n is even, (+,−), (40)
n∏
j=0
η†kj |G˜−〉, n is even, (−,+), (41)
n∏
j=1
η†kj |G˜+〉, n is odd, (−,−), (42)
n∏
j=1
η†kj |G˜−〉, n is odd, (+,+). (43)
The above argument means that to know the sector
(+,+) we need to figure out the value of δ+. The ground
state of the Hamiltonian HXY is going to be one of the
following two states of the H long:
|G˜+〉 δ+ = 1, (44)
η†kmin |G˜−〉 δ+ = −1. (45)
7In principle, to find the right ground state we need to
calculate δ+ as follows:
δ+ = 〈G˜+|σxL+1|G˜+〉. (46)
The value of δ+ can be found by a bit of manipulations
and using the Wick theorem. The detail of the calcula-
tion is presented in the Appendix A. We observed that
the ground state energies of transverse field Ising chain
[γ = 1 and h = 1 in Eq. (6)] and the XX chain [γ = 0 and
h = 0 in Eq. (6)] correspond to the first excited states
energies of the Hlongff when the boundary magnetic field
on both boundaries are the same and J = +1. In other
words the ground state of these two models are basically
the state η†kmin |G˜−〉 with kmin = 1 of H
long
ff .
B. Correlation matrices
In this section, we calculate the correlation func-
tions that are necessary to calculate the entanglement
entropy. In principle we need both 〈G˜+|O|G˜+〉 and
〈G˜−|ηkminOη†kmin |G˜−〉, where O is the one and two point
functions of the fermionic operators. The rest of the cor-
relations can be reproduced with proper use of the Wick’s
theorem. An easy calculation shows that:
〈G˜+|cj |G˜+〉 = 1
2
(g∗0j + h0j), (47)
〈G˜+|c†j |G˜+〉 =
1
2
(h∗0j + g0j). (48)
Then because of Eqs. (24) and (25) one can write
〈G˜+|cj |G˜+〉 = 1
2
δ0,j , (49)
〈G˜+|c†j |G˜+〉 =
1
2
δ0,j . (50)
As expected, due to the fact that the spin at site zero
is in the positive direction of σx0 the above expectation
values are zero for j = 1, 2, ..., L, L+ 1. For the expecta-
tion values of 〈G˜−|ηkmincj(c†j)η†kmin |G˜−〉 the same result
is correct, as it is expected.
To proceed and calculate the two point correlation
functions, we first define the Γ matrix as a block matrix
which is built from the correlation functions as follows
Γln =
(〈axl axn〉 − Il×n 〈axl ayn〉
〈ayl axn〉 〈ayl ayn〉 − Il×n
)
, (51)
where axl = c
†
l+cl and a
y
l = i(cl−c†l ). One can easily find
all the different elements of the Γ matrix. It is convenient
to write the Γ matrix, as
Γ =
(
Γ
11
Γ
12
Γ
21
Γ
22
)
, (52)
where the matrices Γij of dimension (ℓ + 2) × (ℓ + 2),
ℓ = 0, 1, ..., L+ 2, are
Γ
11 = F + F † +C −CT , (53)
Γ
12 = i(−I +C +CT − F + F †), (54)
Γ
21 = −i(−I +C +CT + F − F †), (55)
Γ
22 = −F − F † +C −CT , (56)
where Fln = 〈c†l c†n〉 and Cln = 〈c†l cn〉. For the states
|G˜±〉 we have
F±ln = 〈G˜±|c†l c†n|G˜±〉 = (h†g)ln +
1
2
(g0,lh
∗
0,n − h∗0,lg0,n),(57)
C±ln = 〈G˜±|c†l cn|G˜±〉 = (h†h)ln +
1
2
(g0,lg
∗
0,n − h∗0,lh0,n).(58)
While for the states η†kmin |G˜±〉 we have
F ex±ln = 〈G˜±|ηkminc†l c†nη†kmin |G˜±〉 = (h†g)ln +
1
2
∑
j=0,1
(gj,lh
∗
j,n − h∗j,lgj,n)(j + 1), (59)
Cex±ln = 〈G˜±|ηkminclc†nη†kmin |G˜±〉 = (h†h)ln +
1
2
∑
j=0,1
(gj,lg
∗
j,n − h∗j,lhj,n)(j + 1). (60)
Note that F−ln = F
+
ln and C
−
ln = C
+
ln as well as F
ex−
ln =
F ex+ln and C
ex−
ln = C
ex+
ln . Due to these results, it is ex-
pected that both of the two degenerate sectors give the
same results for the entanglement entropy.
With a little bit of calculation one can also show that
as far as O does not have c0 and c†0 then we have
〈G˜+|O|G˜+〉 = 〈0˜|O|0˜〉, (61)
〈G˜+|c†0c0O|G˜+〉 = 〈G˜+|c0O|G˜+〉. (62)
If O is made of multiplication of even number of creation
8and annihilation operators we have
〈G˜+|c0O|G˜+〉 = 1
2
〈0˜|O|0˜〉, (63)
〈G˜+|c†0O|G˜+〉 =
1
2
〈0˜|O|0˜〉, (64)
〈G˜+|c†0c0O|G˜+〉 =
1
2
〈0˜|O|0˜〉. (65)
On the other hand, if O is made of multiplication of odd
number of creation and annihilation operators we have
〈G˜+|c0O|G˜+〉 = 〈0˜|c0O|0˜〉, (66)
〈G˜+|c†0O|G˜+〉 = 〈0˜|c†0O|0˜〉. (67)
The right hand side of the above equations can be calcu-
lated easily by using directly the Wick’s theorem. Finally
it is easy to see that the elements of the first row and col-
umn of the Γ matrix are all zero if we include the site
zero.
C. Entanglement entropy
In this section, we explain how one can use the Γ
matrix to calculate the entanglement entropy of a sub-
system that starts from one boundary. We emphasize
that to calculate the entanglement entropy of the XY
chain with ADBMF, we had to generalize the Peschel
method22,29,42,43. We need to make a small adjustment
to the Peschel method because after the projection the
two ghost sites are not entangled with the rest of the
system and we can not write the projected state in an
exponential form. In addition the odd point functions
of the fermionic operators with the site zero included is
non-zero too.
The main idea of the Peschel method is to connect the
entanglement entropy to the eigenvalues of the Γ matrix
and exploit the Wick’s theorem. Here, we need to take
into account the fact that the odd point functions are
non-zero for the site zero. Since the Γ matrix is a skew
symmetric matrix it can be block diagonalized using an
orthogonal matrix V as
VΓVT =
(
0 iν
−iν 0
)
. (68)
where ν is a diagonal matrix. Then we can define the
following fermionic operators:(
d†
d
)
=
1
2
(
I iI
I −iI
)
V
(
ax
ay
)
, (69)
with the correlation matrices
〈(
d†
d
)(
d d†
) 〉
=
(
I+ν
2 0
0 I−ν2
)
. (70)
Using the equation (69) one can also express the one
point function of fermionic operators dk and d
†
k in terms
of the elements of the matrices g, h and V. Numerical
investigation shows that
〈dk〉 = 1
2
Tk,0δk,0, (71)
〈d†k〉 =
1
2
T ∗k,0δk,0, (72)
where the matrix T is related with the unitary transfor-
mation W, which diagonalizes Γ, by
T = 2W
(
I iI
I −iI
)
. (73)
Note that we also have ν0 = 0. Having the above
results in hand one can make the following ansatz for the
reduced density matrix of the subsystem A with size ℓ
(ℓ = 0, 1, 2, ..):
ρA(ℓ) =
T ∗00d0 + T00d
†
0 + I
2
×
ℓ∏
k=1
(1 + νk
2
d†kdk +
1− νk
2
dkd
†
k
)
. (74)
We note that the above ansatz also respects the gener-
alized Wick’s theorem that we introduced in the previ-
ous section, which means that this reduced density ma-
trix produces all the correlation functions correctly. Note
that the reduced density matrix ρA(0) is built with the
eigenstate of σx associated with the eigenvalue +1. This
is evident by looking at the identity
T ∗00d0 + T00d
†
0 = c0 + c
†
0 (75)
which we confirmed numerically for various values of the
parameters.
Finally, the entanglement entropy can be written as:
S = −
ℓ∑
k=1
[
1 + νk
2
ln
1 + νk
2
+
1− νk
2
ln
1− νk
2
],(76)
which can be also recast as:
S = −Tr[1 + Γ
2
ln (
1 + Γ
2
)]− ln 2. (77)
In the appendix B, we present an argument showing that
if the reduced density matrix is build from a pure state
like | ΨLk >=| + > ⊗ | ΨL−1k > we need to subtract
a ln 2 term in the entanglement entropy in order to get
the right result. It is convenient to mention that a sim-
ilar log 2 subtraction in the entanglement entropy was
also observed in the context of quantum quench of the
XY chain? . For periodic and open systems that one
does not need to do any projection in the state the stan-
dard method, which does not need the subtraction of ln 2,
works as usual22,29,42,43.
9D. Boundary entropy: Transverse field Ising chain
In this subsection, we present our numerical estimates
of the ground state degeneracy g ≡ g(θ, φ) of the critical
Transferse field Ising chain when we have arbitrary equal
boundary fields on the two edges. Although the method
presented in the last section works for arbitrary BCs,
in this subsection we consider the transverse field Ising
chain with equal boundary conditions on the two edges.
In order to show that we are able to find quite good
estimates of the ground state degeneracy g by fitting the
numerical data to Eq. (5), we first consider the trans-
verse field Ising chain with OBC [Eq. (6) with γ = 1,
~b1 = ~bL = 0 and J = +1] whose exact value of the ground
state degeneracy is gIsingfree = 1
20,25,26. It is worth men-
tioning for J < 0 we haveGb = 0 when the edge magnetic
fields are the same and are in the x direction, see Ref.11.
However, for positive values of J we observed that the
non-universal function Gb is non-zero. In Fig. 1(a), we
present the function f(x) that we calculated numerically
by using the correlation matrix method, explained in the
previous section, for L = 400 and L = 2000. The antici-
pated scaling behaviors of the entanglement entropies in
Eqs. (1) and (2) hold for ℓ ≫ 1. Moreover, Eq. (4) is
valid if x = ℓ/L ≪ 1. Due to these reasons, we fit the
numerical data considering 20 < ℓ < 0.25L. As we can
see in Fig. 1(a), we are able to fit quite well the numer-
ical data with Eq. (5) and the obtained estimates of g
are very close to the expected exact one, i. e. g = 1.
Now, we discuss the case of arbitrary direction of the
boundary magnetic fields. As mentioned before, we are
going to consider that the boundary magnetic fields are
the same in both edges, i. e., b1 = bL = b, θ1 = θL = θ
and φ1 = φL = φ. Then, the magnitude of the effective
boundary magnetic fields in the directions x, y and z are
hbx = b sin θ cosφ, h
b
y = b sin θ sinφ, and h
b
z = b cos θ, re-
spectively for both edges. For systems with boundaries
we must be careful when we use the Eq. (5) to get es-
timates of g, since Eq. (2) holds only if the crossover
lengths ξ ∼ hd−1b < ℓ. The scaling dimension of the
relevant boundary perturbation (in the x direction) for
the transverse field Ising chain is dx = 1/2
25,26. For in-
stance, we need to be careful when we estimate g for
θ → 0 and/or φ → π/2, since the crossover length
ξx ∼ (b sin θ cosφ)−1/2, for a finite boundary magnetic
field, can diverge in these regimes. Due to this facts, we
expect a huge crossover effect mainly if θ → 0 and/or
φ → π/2 since ξx ∼ 1/
√
bθ (π/2− φ). In most of the
cases, we observed that for the interval 1 ≤ b ≤ 10, the
estimate of g changes very little, which is indicative that
we are in the regime that ξ < ℓ.
It is also important to mention that for φ = π/2 and
θ ∈(0, π/2] the matrixM has four zero eigenvalues, while
for θ = 0 and φ ∈[0, π/2] has six zero eigenvalues. In
these two regimes, the correlation matrix approach, pre-
sented before, to obtain the entanglement entropy needs
a bit of modification, because if one does not take into
0 0.1 0.2x
-0.002
-0.001
0
f(x
)
L=400
L=2000
fit
g=0.9989
g=0.9999
(a)
0 0.05 0.1x
-0.33
-0.3
f(x
)
L=400
L=2000
fit
g=0.712
g=0.709
(b)
FIG. 1. The function f(x) vs. x for the transverse field Ising
chain and two system sizes (see legends). The symbols are the
numerical data and the continuous lines are the best fit to Eq.
(5). The arrows indicate the values of g we get by the fitting
procedure. (a) Results for the OBC case with zero boundary
magnetic fields. (b) Results for the boundary magnetic field
case with θ = pi/4, φ = pi/4 and b = 4.
account the extra degeneracies the matrix U will not nec-
essarily be in the desired canonical form, see Eq. (17).
We will analyze those situations later. For other values
of θ and φ we found that the matrix M has just two zero
eigenvalues, whose eigenstates are given in the Eq. (22).
In Figs. 1(b), we present a representative result of the
function f(x) for the ADBFM case. For this particular
example, where φ = π/4, θ = π/4 and b = 4, we get g ∼
0.709 for L = 2000, which is very close to the expected
exact value gIsingfixed =
√
2/2 = 0.7071...20,25,26. Using the
explained fitting procedure, we estimated g(θ, φ) for sev-
eral other values of angles for system sizes L = 2000.
The obtained values are depicted in Fig. 2. As we can
see in this figure, for φ 6= π/2 and θ /∈(0, π/2] as well as
for θ 6= 0 and φ /∈[0, π/2] the results strongly indicate
that g(θ, φ) =
√
2/2, except for small values of θ and φ
close to π/2. As we already mentioned, in this region
we expected a huge crossover effect for a finite boundary
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0.999
0.713
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FIG. 2. The numerical estimates of the ground state degener-
acy g(θ, φ) of the transverse field Ising chain for L = 2000 and
b = 4. For φ = 0.45 and θ = 0.1pi and θ = 0.125pi exception-
ally we used b = 500. The circles are the points (θ, φ) that
we consider and the values close to them are the estimates
of g we get by the fitting procedure (see text). The results
indicate that along the red lines we have g = 1 and away from
these lines we have g =
√
2/2 = 0.707.
magnetic field. For instance, for θ = 0.1π and φ = 0.45π,
and considering b = 500 we got g = 0.94 and g = 0.83 for
L = 400 and L = 2000, respectively. We also observed
that for a fixed value of L the estimate of g depends on
the value of b. These finite-size effects are indicative that
even for b = 500, and L = 2000 we are still not in the
regime that ξx < ℓ for this angles.
Now, we consider the case θ = 0, where we have
bi · ~Si = b12 σzi = bi
(
c†i cj − 1/2
)
, i = 1 and L. In this
case, bi · ~Si is quadratic in terms of creation and anni-
hilations operators, so it is possible to map HXY to a
quadratic free fermion Hamiltonian, and we can use the
standard matrix correlation method to obtain the entan-
glement entropy. Since this perturbation is not relevant,
we expect that the BE in this case be the same as the
OBC case, i. e., sb = 0 (or equivalently g = 1). In-
deed, our numerical estimates of g, based on the fitting
procedure, agree very well with the expected value. For
b = 4 we get g = 0.998 and g = 0.999 for L = 400 and
L = 2000, respectively.
Finally, we discuss the case φ = π/2. As we mentioned
before, in this case we have four zero eigenvalues. Two
eigenvectors, associated with these eigenvalues, are those
given in Eq. (22) and the other two are
|u10〉 =
1
Nnor


αi
2
0
...
0
−2
−αi
−αi
2
0
...
0
2
−αi


, |u20〉 =
1
Nnor


αi
2
0
...
0
2
αi
−αi
2
0
...
0
−2
αi


,(78)
where α = 2b (cot θ − sec θ) and Nnor = 2
√
2α2 + 4.
The boundary perturbation now is given by bi · ~Si =
b1
2 (sin θσ
y
i + cos θσ
z
i ) , i = 1 and L, and is not relevant
too. Due to this fact, here too we expect that g = 1
along the line with φ = π/2. Again, our numerical data
supports this prediction. We found that g ∼ 1.000 along
this line.
In summary as far as the boundary magnetic field vec-
tor is in the yz plane one gets free boundary condition.
Introducing even a small boundary magnetic field in the
x direction which means breaking the bulk Z2 symmetry
induces a fixed boundary condition.
IV. THE XXZ CHAIN WITH ARBITRARY
DIRECTION OF THE BOUNDARY MAGNETIC
FIELD
In this section, we investigate the spin-1/2 XXZ chain
with ADBMF given by
HXXZ = J
L−1∑
j=1
[
Sxj S
x
j+1 + S
y
j S
y
j+1 +∆S
z
j S
z
j+1
]
+~b1 · ~S1 +~bL · ~SL , (79)
where ∆ is the anisotropy and we use J = 1 in order to
fix the energy scale. The boundary magnetic fields ~bi,
i = 1 and L, are defined in Eqs. (7) and (8) and we
consider that the magnitude of both boundary magnetic
fields are the same, i. e. b = b1 = bL. For −1 < ∆ ≤ 1
the system is bulk critical with central charge c = 1. The
OBC case corresponds to the free conformally invariant
boundary condition with g = gOBC = 1
π1/4
√
2R
, where
R2 = 12π
(
1− arccos∆π
)
38. While the fixed conformally
invariant boundary condition with g = gfixed = π1/4
√
R
corresponds to the case that both boundary magnetic
fields are in the x direction (φ1 = φ2 = 0 and θ =
π
2 )
with b1 = bL = ∞38. Note that these predictions were
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∆
0 0.5 0.9238
gOBC 1.0002 0.9309 0.8784
(1.0000) (0.9306) (0.8694)
TABLE I. The estimates of ground state degeneracy, gOBC ,
for XXZ Heisenberg chain with OBC and L = 600 for three
values of anisotropy parameter ∆. The results in parentheses
are the predicted ones (see text).
obtained by bosonization technique and to our knowl-
edge they were not verified by other entanglement ap-
proaches. It is important to mention that although the
XXZ chain with ADBMF is exactly solvable by the ther-
modynamic Bethe ansatz method44–56, it seems in the
massless regime the determination of the free boundary
energy in the low temperature regime is not simple57.
Thus, it is highly desirable to confirm the bosonization
prediction by other unbiased techniques. Furthermore,
there is no prediction of the values of g for other di-
rections of the boundary magnetic fields. We intent to
provide further insight about these issues, in this section.
It is also important to mention that, like the Ising case
when the edge magnetic fields are the same and are in the
x direction, here too if we choose J < 0 the corrections
in Sb(L, ℓ) are zero, i. e. Gb = 0. However, for positive
values of J those corrections are present.
Before starting to present the results, it is convenient
to mention that in the case that both boundary mag-
netic fields are the same, we verified, numerically, that
the energies as well as the entanglement entropy of the
XXZ chain do not depend on the values of the angle
φ = φ1 = φL. Another important point is that in the
case of the XX chain with ADBMF [∆ = 0 in Eq. (79)],
the Hamiltonian is the same as the one in Eq. (6) with
γ = 0 and h = 0. Consequently, we can use the correla-
tion matrix method developed in the previous section to
obtain the entanglement entropy.
We first consider the XX chain with OBC. In Fig. 3(a),
we show the function f(x) defined in Eq. (5) for the XX
chain with OBC. By fitting the numerical data to this
equation we get g = 1.0002 and g = 1.0001 for L = 600
and L = 2000, respectively. Similar agreement with the
bosonization prediction is found also for the XXZ under
OBC, as depicted in Table I for two other values of ∆.
For ∆ = 0.5 and ∆ = cos (π/8) = 0.9238... , we used
the DMRG to obtain the entanglement entropy. For the
systems under PBC (OBC and ADBMF) we kept up to
m = 3000 (m = 800) states per block in the final sweep
and done ∼ 6 − 8 sweeps. The discarded weight was
typically around 10−10 − 10−12 at that final sweep.
Finally we consider the XXZ chain with ADBMF.
Here too, we first focus on the XX chain. In Fig. 3(b),
we preset some values of g obtained by the fitting proce-
dure for the XX chain with some values of θ. Note that
For L = 600 and θ = 0.5π, which corresponds to the
0 0.06 0.12 0.18 0.24 0.3x
0
0.01
0.02
f(x
)
L=600
L=2000
fit
g=1.0001
g=1.0002
(a)
∆=0
0 0.1 0.2 0.3 0.4 0.5
 θ
0.7
0.8
0.9
1
g
L=200
L=400
L=600
L=2000
(b)
∆=0
0 0.2 0.4 0.6 0.8
 ∆
0.7
0.8
0.9
1
g
exact free
exact fixed
θ=0
θ=0.25
θ=0.5pi
(c)
FIG. 3. (a) The function f(x) vs. x for XX chain and two
system sizes (see legends). The symbols are the numerical
data and the continuous lines are the best fit to Eq. (5). The
arrows indicate the values of g we get by the fitting procedure.
(b) Estimates of g for the XX chain with b1 = bL = 1 and
for some values of θ and L. The orange solid line correspond
to g =
√
2/2 ≡ gfixed. (c) Values of g for the XXZ chain
for some boundary conditions (see text). The solid lines are
the bosonization predictions while the symbols are numerical
estimates obtained considering systems with sizes L = 600.
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magnetic field in the x direction we get g = 0.708. In
this situation, it is expected that the system corresponds
to a fixed conformally invariant boundary condition with
gfixed =
√
2/238. Indeed, our result agrees very well with
the bosonization prediction for the x direction. For the
other directions of the boundary magnetic fields, which
to our knowledge were not considered so far in the liter-
ature, our estimates also indicate that for 0 < θ ≤ π/2
we have g = gfixed =
√
2/2, as one can observe in Fig.
3(b). The crossover length ξx ∼ hd−1b associated with
the boundary perturbations of the boundary magnetic
fields x and z directions have dimensions dx = 2πR
2 and
dz = 1, respectively
38. Since the boundary perturbation
in the z direction is marginal logarithmic corrections may
appear. Note that for θ ∼ 0 we have ξx ∼ (bθ)2πR2−1 and
similar to the transverse field Ising case a huge crossover
length is expected close to θ = 0 for finite boundary mag-
netic fields. We also estimate g for other two values of
the ∆ [see Fig. 3(c)] and different directions of magnetic
fields. We summarize in Fig. 3(c) all the estimates of g
that we obtained for the XXZ chain for different bound-
ary conditions for system sizes L = 600 and b = 1. As
we can observe in this figure, our results strongly sup-
port that g = gfixed = π1/4
√
R for 0 < θ ≤ π/2 and
g = gOBC = 1
π1/4
√
2R
for θ = 0.
In summary as far as the boundary magnetic field vec-
tor is in the z direction, i.e. θ = 0 one gets free boundary
condition. Introducing even a small boundary magnetic
field in the x and/or y direction which breaks the bulk
U(1) symmetry induces a fixed boundary condition.
V. CONCLUSIONS
In this paper, we investigated entanglement entropy in
open quantum critical spin chains with arbitrary bound-
ary magnetic fields. The evaluating of the boundary
entropy in such systems, in general, is not a simple task
by using the thermodynamic Bethe ansataz method or
the CFT approach. Here, we present a simple procedure
to estimate the boundary entropy by considering the
finite-size corrections of the entanglement entropies and
without the knowledge of the non-universal correctionGb
which is induced by the boundaries11, see Eqs. (2)-(5).
In particular, we calculated the boundary entropy in
the critical transverse field Ising chain and the critical
XXZ chain. We were able to obtain precise estimates
of the universal boundary entropy of these two models
that were in perfect agreement with previous analytical
predictions. In particular, we provided estimates of
the universal boundary entropy for directions of the
boundary magnetic field that were not investigated in
the literature so far. Our results support that if the
boundary magnetic field breaks the bulk symmetry then
we have a fixed boundary condition and if it does not
we have a free boundary condition. One of our technical
achievements was the exact solution of the XY chain
with ADBMF which to the best of our knowledge has
not been tackled so far. Our exact solution gives all the
spectrum and the eigenstates of the Hamiltonian. Using
this solution we were able to calculate the entanglement
entropy using the modified version of the correlation
method up to relatively large subsystem sizes, L = 2000.
To do similar calculations for the XXZ chain we used
the DMRG.
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Appendix A: Calculation of δ+
In this Appendix, we show how to calculate δ+ =
〈G˜+|σxL+1|G˜+〉. First of all it is easy to see that
δ+ = 〈G˜+|σxL+1|G˜+〉 =
(−i)L+1〈G˜+|ay0
L∏
k=1
axka
y
ka
x
L+1|G˜+〉. (A1)
Since just ax0 and a
y
L+1 depend on the η0 and η
†
0 one can
write
δ+ = (−i)L+1〈0˜|ay0
L∏
k=1
axka
y
ka
x
L+1|0˜〉. (A2)
Because of the Wick’s theorem one can write the above
correlation as a Pfaffian as follows
δ+ = (−i)L+1Pf[D], (A3)
where
D =


0 〈ay0ax1〉 〈ay0ay1〉 ... 〈ay0axL+1〉
〈ax1ay0〉 0 〈ax1ay1〉 ... 〈ax1axL+1〉
〈ay1ay0〉 〈ay1ax1〉 0 ... 〈ay1axL+1〉
. . . . .
. . . . .
. . . . .
〈axL+1ay0〉 〈axL+1ax1〉 〈axL+1ay1〉 ... 0


.(A4)
Appendix B: The ln 2 term in the EE
For the cases that the reduced density matrix is build
using an state that one site is not entanglement with
the others sites, we need to be careful when we use the
correlation matrix method to calculate S(L, ℓ). In this
Appendix, we show why we should subtract the ln 2 in
the entanglement entropy for a particular situation.
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For simplicity, let us consider the following free fermion
Hamiltonian
H =
L∑
i,j
c†iHi,jcj . (B1)
Suppose that we project the ground state of the above
Hamiltonian to obtain the state | ΨL0 〉 =| +〉⊗ | ΨL−10 〉,
where | +〉 = 1√
2
(| 1〉+ | 0〉) and c†1c1 | n〉 = n | n〉,
n = 0, 1.
Let us focus in the following density matrix
ρ =| ΨL0 〉〈ΨL0 |=| +〉〈+ | ⊗ | ΨL−10 〉〈ΨL−10 | . (B2)
So, the reduced density matrix is given by
ρA = trB ρ = (
1 + c†1 + c1
2
)ρ˜A , (B3)
where we have defined the reduced density matrix asso-
ciated with the sites 2, ..., ℓ as
ρ˜A = trB | ΨL−10 〉〈ΨL−10 |=
e−hA
tr e−hA
. (B4)
We are going to assume that ρ˜A can be written in a diag-
onal form in terms of new creation/annihilation operator
as
ρ˜A =
e−
∑ℓ
k=2 ǫkd
†
kdk
tr e−hA
. (B5)
Due to this fact, the eigenvalues ǫk are associated with
the eigenvalues λk of the correlation matrix Ci,j =
trA
(
ρAc
†
i cj
)
, with i, j = 2, ..., ℓ by λk = (1 + e
ǫk)−1 ≡
1−νk
2
22. And the entanglement entropy for that kind of
state is given by22
S(L, ℓ) = −
ℓ∑
k=2
[
1 + νk
2
ln
1 + νk
2
+
1− νk
2
ln
1− νk
2
] , ℓ = 2, ...L , (B6)
and for ℓ = 1 we have that S(L,1)=0.
Now, suppose that instead of considering the correla-
tion matrix Ci,j we define the following correlation ma-
trix C˜i,j = trA
(
ρAc
†
i cj
)
, with i, j = 1, 2, ..., ℓ. It is sim-
ple to show that C˜1,j = 1/2 δ1,j . Due to this fact, the
eigenvalues of the matrix C˜ are the same eigenvalues as
C plus the eigenvalue λ1 = 1/2 (which correspond to
ν1 = 0). So, we see that if we associate the entanglement
entropy S˜ with the eigenvalues of the correlation matrix
C˜, we realize that S˜(L, ℓ) = ln 2 + S(L, ℓ).
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