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SOBRIETY IN ∆n
JOE MASHBURN
Abstract. We will show that the space ∆n defined by Coecke and Martin
in [1] is sober in the Scott topology, but not in the weakly way below topology.
1. Introduction
Let X be an ordered set. We will use ↑ a to denote the set of elements b that
are greater than or equal to a, and ↓ a to denote the set of elements that are less
than or equal to a. This notation is extended to subsets of X in the usual way. A
subset D of X is directed if and only if for every a, b ∈ D there is c ∈ D such that
a ≤ c and b ≤ c. For elements a, b in X, we say that a is way below b, denoted a¿ b
if and only if for every directed subset D of X, if supD ≥ b then (↑ a) ∩ D 6= ∅.
Let ↓↓a = {b ∈ X : b¿ a} and ↑↑a = {b ∈ X : a¿ b}. We say that X is continuous
if and only if for every a ∈ X, ↓↓a is directed and sup ↓↓a = a. X is a directed
complete ordered set (dcos) if and only if every nonempty directed subset of X has
a supremum. A domain is a continuous dcos.
Domains were defined by Dana Scott in the early 1970’s and have proven useful
as models of information systems. They provide a way to determine which pieces of
information are essential approximations for other pieces of information. If x ¿ y
then it is impossible to obtain the information held in y (that is, to reach y or
something larger with a directed set) without first obtaining the information held
in x. Coecke and Martin ([1] and [2]) refer to the maximal elements of the domain
as total elements, since they contain complete information, and the elements that
approximate them as partial elements.
Domains are also topologically interesting because their maximal elements can
be use to model topological spaces. The topology used in a domain is the Scott
topology. A subset U of an ordered set X is said to be Scott open if and only if
it is increasing and intersects every directed set whose supremum it contains. The
Scott topology on X is the collection of all Scott open subsets of X. X need not
be a domain to have a Scott topology: every ordered set has a Scott topology. But
if X is a domain, then {↑↑a : a ∈ X} forms a basis for the Scott topology. If X is
not a domain then {↑↑a : a ∈ X} may not form the basis for any topology.
In 2002, Coecke and Martin defined a class of ordered sets which serve as models
for classical states in physics. For every natural number n larger than 1 let ∆n be the
set of all functions x from n into R such that x(i) ≥ 0 for all i ∈ n and∑i∈n x(i) =
1. They defined the Bayesian order on ∆n recursively, but also showed that the
Bayesian order is equivalent to setting x ≤ y if and only if there is a permutation σ
on n such that both x ◦ σ and y ◦ σ are decreasing and x(σ(i))y(σ(i + 1)) ≤
x(σ(i+ 1))y(σ(i)) for all i ∈ n− 1. Here we say that the permutation σ witnesses
x ≤. Every ∆n has a least element ⊥, where ⊥(i) = 1/n for all i ∈ n, and a
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collection of maximal elements. The maximal elements are called the pure states
and are those elements ej where ej(j) = 1 and ej(i) = 0 for all i ∈ n − {j}. An
element x of ∆n is less than or equal to ej if and only if x(j) = max{x(i) : i ∈ n}.
For every x, y ∈ ∆n the path pixy from x to y is the function from [0, 1] into ∆n
defined by pixy(t) = (1 − t)x + ty. We will use pixy to represent the range of the
function as well as the function itself. If x < y then pixy is a chain whose supremum
is y. ∆n can be divided into pieces which are order isomorphic to each other as
follows. For every permutation σ on n let ∆nσ be the set of all x ∈ ∆n such that
x ◦ σ is decreasing. We use Λn to represent ∆nid, where id is the identity function
on n. For every σ, σ : ∆n → ∆n is an order isomorphism with σ[∆nσ] = Λn.
A characteristic of the Bayesian order which we shall use is that of Degeneracy.
This property says that if x, y ∈ ∆n with x ≤ y and if i, j ∈ n such that i < j and
y(i) = y(j) 6= 0 then x(i) = x(j). Furthermore, if x(k) = 0 then y(k) = 0.
It is easy to see that the pure states are the total elements of ∆n, but which
are the partial states? Coecke and Martin found that the way below relation is
not as helpful in this setting as one would wish. The problem is that for many
x, y ∈ ∆n if e is a pure state greater than x then pi⊥e is a chain in which no
element is greater than y. For many x ∈ ∆n, ↓↓x = {⊥}. This means that ∆n is
not continuous and therefore is not a domain, even though it is directed complete.
The set {↑↑x : x ∈ ∆n} is not a basis for a topology on ∆n. So Coecke and Martin
revised the relation. They did not name the new relation in [1]. We will call it the
weakly way below relation. If X is an ordered set and a, b ∈ X then a is said to
be weakly way below b, denoted a¿w b, if and only if for every directed subset D
of X, if supD = b then D ∩ ↓ a 6= ∅. If X is continuous then ¿w=¿. Let
↓↓wa = {b ∈ X : b ¿w a} and ↑↑wa = {b ∈ X : a ¿w b}. The weakly way below
relation has the property in ∆n that if a¿w b, b ≤ c, and there is d ∈ X such that
c¿w d, then a¿ c. This may not be true if ↑↑wc = ∅. X is exact if and only if for
every a ∈ X, ↓↓wa is directed with supremum a. Each ∆n is an exact dcos, which
means that the set {↑↑wa : a ∈ X} is a basis for a topology on X. We will call this
the weakly way below topology, or wwb topology. This topology need not be the
same as the Scott topology or the topology generated by {↑↑a : a ∈ X}. Indeed, it
will be different from the Scott topology on ∆n, as will will see. For a comparison
of these topologies in general, see [5].
An important topological property of domains is that they are sober. A closed
subset of a topological space T is irreducible if and only if it is not the union of two
proper closed subsets. T is sober if and only if every irreducible subset of T is the
closure of a single point. In [3] Martin shows how the fact that every domain is
sober leads to the fact that the set of maximal elements of every domain must be
Baire in the Scott topology.
What is the importance of this property in terms of physics?
We will show in Section 2 that ∆n is not sober under the wwb topology, and in
Section 3 that is sober under the Scott topology.
Throughout this paper, n will be a positive integer larger than 1. A subset of ∆n
which will play a crucial role in our study is the set of all elements of ∆n which are
decreasing and are positive at all coordinates. We will call this set Γn. A critical
property of the weakly way below relation in ∆n is that x ¿w y if and only if
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x ≤ pi⊥,y(t) for some t ∈ [0, 1). We will use P (n) to denote the set of permutations
of n. For every σ ∈ P (n) let Γnσ = {x ∈ ∆n : x ◦ σ ∈ Γn}.
2. Sobriety under the Weakly Way Below Topology
We will show that in the wwb topology Λn is an irreducible closed subset of ∆n
which is not the closure of a point. In order to do this, we will need to know that Λn
is directed. This can be shown directly, but is also a consequence of the following
two lemmas. The full implication of Lemma 2 will be used in Section 3
Lemma 1. Let a, b, c ∈ ∆n with a ≤ c and b ≤ c. If there is ² ∈ P (n) such that
a, b ∈ ∆n² then there is a permutation on n that witnesses both a ≤ c and b ≤ c.
Proof. First assume that a, b ∈ Λn. Let σ, τ ∈ P (n) such that σ witnesses a ≤ c
and τ witnesses b ≤ c. We know that c ◦ σ = c ◦ τ . If b ◦ σ = b ◦ τ then σ witnesses
both inequalities. So assume that b ◦ σ 6= b ◦ τ and let m = min{i ∈ n : b(σ(i)) 6=
b(τ(i))}. Obviously σ(m) 6= τ(m). But c(σ(m)) = c(τ(m)). If c(σ(m)) > 0 then
b(σ(m)) = b(τ(m)) by degeneracy, contradicting the definition of m. It follows that
c(σ(m)) = 0 and, in fact, that c(σ(i)) = 0 for all i ≥ m.
Define permutation ρ on n as follows. For every i ∈ m let ρ(i) = σ(i). Define ρ
on n −m to be the strictly increasing mapping of n −m onto n − ρ[m]. We will
show that ρ is the desired permutation.
Let i ∈ n. If i + 1 < m then ρ(i) = σ(i) and ρ(i + 1) = σ(i + 1). Therefore we
get the following.
a(ρ(i)) = a(σ(i)) ≥ a(σ(i+ 1)) = a(ρ(i+ 1))
b(ρ(i)) = b(σ(i)) = b(τ(i)) ≥ b(τ(i+ 1)) = b(σ(i+ 1)) = b(ρ(i+ 1))
c(ρ(i)) = c(σ(i)) =≥ c(σ(i+ 1)) = c(ρ(i+ 1))
a(ρ(i))c(ρ(i+ 1)) = a(σ(i))c(σ(i+ 1))
≤ a(σ(i+ 1))c(σ(i))
= a(ρ(i+ 1))c(ρ(i))
b(ρ(i))c(ρ(i+ 1)) = b(σ(i))c(σ(i+ 1))
= b(τ(i))c(τ(i+ 1))
≤ b(τ(i+ 1))c(τ(i))
= b(σ(i+ 1))c(σ(i))
= b(ρ(i+ 1))c(ρ(i))
Since ρ(m) ∈ n−ρ[m] = n−σ[m] there is j ≥ m such that ρ(m) = σ(j). Assume for
the moment that 0 < m. Then j > m−1 so a(ρ(m−1)) = a(σ(m−1)) ≥ a(σ(j)) =
a(ρ(m)) and c(ρ(m − 1)) = c(σ(m − 1)) ≥ c(σ(j)) = c(ρ(m)). If b(ρ(m − 1)) <
b(ρ(m)) then ρ(m) < ρ(m−1) because b ∈ Λn, and a(ρ(m−1)) < a(ρ(m)) because
a ∈ Λn. This is a contradiction, so b(ρ(m− 1)) ≥ b(ρ(m)).
If i ≥ m then ρ(i) < ρ(i + 1) so a(ρ(i)) ≥ a(ρ(i + 1)) and b(ρ(i)) ≥ b(ρ(i + 1)).
We also have c(ρ(i)) = 0 = c(ρ(i+ 1)). Therefore a ◦ ρ, b ◦ ρ, c ◦ ρ ∈ Λn.
To complete the proof, note that if i+ 1 ≥ m then c(ρ(i+ 1)) = 0, so that
a(ρ(i))c(ρ(i+ 1)) = 0 ≤ a(ρ(i+ 1))c(ρ(i))
4 JOE MASHBURN
and
b(ρ(i))c(ρ(i+ 1)) = 0 ≤ b(ρ(i+ 1))c(ρ(i))
Thus ρ witnesses both a ≤ c and b ≤ c.
Now assume that a, b ∈ ∆n² for some non-identity permutation ². Then a◦², b◦² ∈
Λn, a ◦ ² ≤ c ◦ ² and b ◦ ² ≤ c ◦ ². There is a permutation σ which witnesses both
a ◦ ² ≤ c ◦ ² and b ◦ ² ≤ c ◦ ². Then ² ◦ σ is a permutation that witnesses both a ≤ c
and b ≤ c. ¤
Lemma 2. If a, b ∈ ∆n² for some ² ∈ P (n) then (↑ a) ∩ (↑ b) has a least element.
Proof. First assume that a, b ∈ Λn. Let i ∈ n − 1. If we are going to have
c ∈ (↑ a)∩(↑ b) then the inequalities c(i+1) ≤ a(i+ 1)
a(i)
c(i) and c(i+1) ≤ b(i+ 1)
b(i)
}
must both be satisfied as long as both a(i) and b(i) are nonzero. If either of these
values is 0, then c(i) must be 0 as well. We will define c in such a way as to ensure
this happens. If a(i) = 0 or b(i) = 0 then setm(i) = 0. If a(i) > 0 and b(i) = 0 then
set m(i) = min{a(i+ 1)
a(i)
,
b(i+ 1)
b(i)
}. For the moment let c0 represent an unknown
positive real number. Set c(0) = c0 and for every i ∈ n− 1 set c(i+ 1) = m(i)c(i).
Now choose c0 so that
∑
i∈n c(i) = 1. Then c ∈ ∆n. In fact, c ∈ Λn because
m(i) ≤ 1 for all i ∈ n− 1.
Let i ∈ n − 1. If a(i) = 0 or b(i) = 0 then m(i) = 0, so a(i)c(i + 1) = 0 ≤
a(i + 1)c(i) and b(i)c(i + 1) = 0 ≤ b(i + 1)c(i). If a(i) 6= 0 and b(i) 6= 0 then
c(i+ 1) ≤ a(i+ 1)
a(i)
c(i) and c(i+ 1) ≤ b(i+ 1)
b(i)
c(i). Therefore a ≤ c and b ≤ c.
Now let d ∈ ∆n such that a ≤ d and b ≤ d. By Lemma 1 there is a permutation σ
on n which witnesses both of these inequalities. Note that a(σ(i)) = a(i) and
b(σ(i)) = b(i) for all i ∈ n because a, b ∈ Λn. For every i ∈ n− 1 with a(i) 6= 0 and
b(i) 6= 0, the following inequalities hold.
d(σ(i+ 1)) ≤ a(σ(i+ 1))
a(i)
d(σ(i)) =
a(i+ 1)
a(i)
d(σ(i))
d(σ(i+ 1)) ≤ b(σ(i+ 1))
b(i)
d(σ(i)) =
b(i+ 1)
b(i)
d(σ(i))
Assume that σ is the identity function. If a(i) = 0 or b(i) = 0 then c(i) = 0
and d(i) = 0 so c(i)d(i + 1) = 0 = c(i + 1)d(i). If a(i) > 0 and b(i) > 0 then
c(i+ 1)
c(i)
=
a(i+ 1)
a(i)
or
c(i+ 1)
c(i)
=
b(i+ 1)
b(i)
. In either case d(i + 1) ≤ c(i+ 1)
c(i)
d(i).
Thus c ≤ d.
Assume that σ is not the identity function. We will show that c◦σ = c. The result
then follows as in the case when σ is the identity function. Let α0 = max{i ∈ n :
a(i) = a(0)} and β0 = max{i ∈ n : b(i) = b(0)}. Let j0 = min{α0, β0}. If α0 = n−1
then a = ⊥ and (↑↑a) ∩ (↑ b) = ↑ b, which has b as its least element. Similarly, if
β0 = n − 1 then (↑ a) ∩ (↑ b) has a least element. So assume that α0 < n − 1
and β0 < n − 1. Then a(j0) = a(0), b(j0) = b(0), and either a(j0 + 1) < a(0) or
b(j0 + 1) < b(0). Since a ◦ σ = a and b ◦ σ = b this means that σ[j0 + 1] = j0 + 1.
That is, if i < j0 + 1 then σ(i) < j0 + 1. If i ∈ j0 then a(i) = a(0) > 0 and
b(i) = b(0) > 0 so m(i) = min{a(i+ 1)
a(i)
,
b(i+ 1)
b(i)
}=1. Thus c(i + 1) = c(i). If
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follows that c(i) = c(0) for all i ∈ j0 + 1 and therefore c(σ(i)) = c(i) for all
i ∈ j0 + 1.
Now let k ∈ n and assume that jk ∈ n such that the following properties hold.
(1) σ[jk + 1] = jk + 1
(2) c(σ(i)) = c(i) for all i ∈ jk + 1
(3) If jk + 1 ∈ n then either a(jk + 1) < a(jk) or b(jk + 1) < b(jk).
If jk + 1 = n then we are finished. So assume that jk + 1 < n. If a(jk + 1) = 0 or
b(jk+1) = 0 then c(i) = 0 for all i ∈ n− (jk+1). Therefore, since σ[n− (jk+1)] =
n − (jk + 1), c(σ(i)) = 0 = c(i) for all i ∈ n − (jk + 1) and we are again finished.
Assume that a(jk+1) > 0 and b(jk+1) > 0. Let αk = max{i ∈ n : a(i) = a(jk+1)}
and βk = max{i ∈ n : b(i) = b(jk + 1)}. Set jk+1 = min{αk, βk}. Then a(jk+1) =
a(jk+1) and b(jk+1) = b(jk+1). Also, if jk+1 < n−1 then either a(jk+1) < a(jk+1)
or b(jk+1) < b(jk +1). Therefore σ[(jk+1+1)− (jk +1)] = (jk+1+1)− (jk +1). If
i ∈ jk+1 − (jk + 1) then a(i+ 1) = a(i) = a(jk + 1) and b(i+ 1) = b(i) = b(jk + 1),
so m(i) = 1. Therefore c(i + 1) = c(i). It follows that c(i) = c(jk + 1) for all
i ∈ (jk+1 + 1)− (jk + 1). Thus c(σ(i)) = c(i) for all i ∈ (jk+1 + 1)− (jk + 1). The
result follows by recursion.
If a, b ∈ ∆n² for some non-identity permutation ² then a ◦ ², b ◦ ² ∈ Λn so (↑ (a ◦
²)) ∩ (↑ (b ◦ ²)) has a least element c. But then c ◦ ²−1 is the minimum element of
(↑ a) ∩ (↑ b). ¤
Lemma 3. If x ∈ Γn then there is y ∈ Γn and t ∈ (0, 1) such that pi⊥y(t) = x.
Proof. Let x ∈ Γn. Set ² = min{nx(i) : i ∈ n} and let y = [1−(1+²)]⊥+(1+²)x =
(1 + ²)x− ²⊥. For every i =∈ n, y(i) = ²x(i) + nx(i)− ²
n
> 0. Also,∑
i∈n
y(i) =
∑
i∈n
(²x(i) + x(i)− ²/n) = ²+ 1− ² = 1
and
y(i) = (1 + ²)x(i)− ²
n
≥ (1 + ²)x(i+ 1)− ²
n
= y(i+ 1)
for all i ∈ n. Therefore y ∈ Γn.
pi⊥y
(
1
1 + ²
)
=
(
1− 1
1 + ²
)
⊥+ 1
1 + ²
y
=
²
1 + ²
⊥+ (1 + ²)x− ²⊥
1 + ²
= x
¤
Theorem 4. If n > 2 then ∆n is not sober in the wwb topology.
Proof. Λn is a closed subset of ∆n. We will show that Λn is irreducible. Let
x, y ∈ ∆n such that Λn ∩ ↑↑wx 6= ∅ and Λn ∩ ↑↑wy 6= ∅. Then x, y ∈ Γn. By
Lemma ?? there is w ∈ Γn such that x ≤ w and y ≤ w. By Lemma 3 there is
z ∈ Γn and t ∈ (0, 1) such that w = pi⊥z(t). Therefore z ∈ Λn ∩ (↑↑wx) ∩ (↑↑wy) and
Λn is irreducible.
Let x ∈ Λn. Now x ⊆ ↓ x so if x 6= e0 then x 6= Λn. If x(i)i > x(i + 1) for
i ∈ n−1 then degeneracy shows that x does not lie below pi⊥e0(t) for any t ∈ (0, 1).
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Therefore e0 /∈ ↑↑wx. But Λn ∩ ↑↑wx 6= ∅, so e0 6= Λn. Thus Λn is not the closure of
a single element of ∆n. ¤
3. Sobriety under the Scott Topology
In this section we will show that if a Scott closed subset of ∆n is irreducible then
it is the closure of a point. Since ∆n is a domain, and therefore directed closed, if
C is a Scott closed subset of ∆n then C = ↓ M , where M is the set of maximal
elements of C. If M = {x} then C = x. We will show that if |M | > 1 then M
is not irreducible. To do this, we need several more facts about the structure of
the Bayesian order. We will use the support of x, denoted suppx in several of the
lemmas. By this we mean the set of i ∈ n such that x(i) > 0.
Lemma 5. Let σ ∈ P (n) and y ∈ Γnσ. If x ∈ ∆n with x < y then x ∈ Γnσ.
Proof. First, we know that x(i) > 0 for all i ∈ n. If x /∈ Γnσ then x ◦ σ is not
decreasing and there are i, j ∈ n with i < j and x(σ(i)) < x(σ(j)). Now y(σ(i)) ≥
y(σ(j)). Let τ be a permutation on n which witnesses x < y. Let k, l ∈ n such
that τ(k) = σ(i) and τ(l) = σ(j). Then x(τ(k)) = x(σ(i)) < x(σ(j)) = x(τ(l)), so
l < k. Therefore y(σ(i)) = y(τ(k)) ≤ y(τ(l)) = y(τ(l)) and y(σ(i)) = y(σ(j)). This
contradicts degeneracy. Thus x ∈ Γnσ. ¤
Lemma 6. Let x ∈ ∆n. If µ is a nonempty subset of suppx and Yµ(x) = {y ∈
↑ x : supp y = µ} 6= ∅ then Yµ(x) has a least element.
Proof. For every i ∈ µ set y(i) = x(i)∑
j∈µ x(j)
. For every i ∈ n−µ set y(i) = 0. Then
y ∈ ∆n and supp y = µ. Let z ∈ Yµ(x) and let σ be a permutation that witnesses
x ≤ z. We will show that σ also witnesses x ≤ y and y ≤ z, so y = minYµ(x).
Let i ∈ n− 1. If σ(i+ 1) ∈ µ then z(σ(i)) ≥ z(σ(i+ 1)) > 0 and σ(i) ∈ µ. So if
σ(i+ 1) ∈ µ then
y(σ(i)) =
x(σ(i))∑
j∈µ x(j)
≥ x(σ(i+ 1))∑
j∈µ x(j)
= y(σ(i+ 1))
and if σ(i+ 1) /∈ µ then y(σ(i+ 1)) = 0 ≤ y(σ(i)). Therefore y ◦ σ ∈ Λn.
If σ(i+ 1) ∈ µ then
x(σ(i))y(σ(i+ 1)) = x(σ(i))
x(σ(i+ 1))∑
j∈µ x(j)
= x(σ(i+ 1))
x(σ(i))∑
j∈µ x(j)
= x(σ(i+ 1))y(σ(i))
and if σ(i + 1) /∈ µ then x(σ(i))y(σ(i + 1)) = 0 ≤ x(σ(i + 1))y(σ(i)). Therefore
x ≤ y and y ∈ Yµ(x).
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If σ(i+ 1) ∈ µ then
y(σ(i))z(σ(i+ 1)) ≤ y(σ(i))
[
x(σ(i+ 1))
x(σ(i))
z(σ(i))
]
=
x(σ(i))∑
j∈µ x(j)
[
x(σ(i+ 1))
x(σ(i))
z(σ(i))
]
=
x(σ(i+ 1))∑
j∈µ x(j)
z(σ(i))
= y(σ(i+ 1))z(σ(i))
and if σ(i + 1) /∈ µ then y(σ(i))z(σ(i + 1)) = 0 = y(σ(i + 1))z(σ(i)). Therefore
y ≤ z. ¤
Lemma 7. Let y ∈ ∆n and let z ∈ ↑ y with supp z = supp y. If x = pi⊥y(s) for
some s ∈ [0, 1) then x¿w z.
Proof. First assume that y, z ∈ Λn. There is α ∈ n such that y(α) > 0 and y(i) = 0
for all i ∈ n− (α+1), that is, all i ∈ n such that α < i. Then z(α) > 0 and z(i) = 0
for all i ∈ n − (α + 1). The lemma is obviously true if s = 0, so assume that
s ∈ (0, 1). We will find t ∈ (0, 1) such that x ≤ (1− t)⊥+ tz. Let u = (1− t)⊥+ tz.
The t that we want must satisfy the inequality
(1) x(i)u(i+ 1) ≤ x(i+ 1)u(i)
for all i ∈ n. By expanding x to (1 − s)⊥ + sy and u to (1 − t)⊥ + tz we get the
following inequalities.
x(i)u(i+ 1) = [(1− s)(1/n) + sy(i)][(1− t)(1/n) + tz(i+ 1)]
= (1− s)(1− t)(1/n)2 + (1− s)t(1/n)z(i+ 1)
+ s(1− t)(1/n)y(i) + sty(i)z(i+ 1)
x(i+ 1)u(i) = [(1− s)(1/n) + sy(i+ 1)][(1− t)(1/n) + tz(i)]
= (1− s)(1− t)(1/n)2 + (1− s)t(1/n)z(i)
+ s(1− t)(1/n)y(i+ 1) + sty(i+ 1)z(i)
Inequality 1 becomes
(1− s)(1− t)(1/n)2 + (1− s)t(1/n)z(i+ 1) + s(1− t)(1/n)y(i) + sty(i)z(i+ 1)
≤ (1− s)(1− t)(1/n)2 + (1− s)t(1/n)z(i) + s(1− t)(1/n)y(i+ 1) + sty(i+ 1)z(i)
or
(2) s(1− t)[y(i)−y(i+1)] ≤ (1−s)t[z(i)−z(i+1)]+stn[y(i+1)z(i)−y(i)z(i+1)]
Note that y(i) − y(i + 1) ≥ 0 and z(i) − z(i + 1) ≥ 0 because y, z ∈ Λn. Also,
y(i+ 1)z(i)− y(i)z(i+ 1) ≥ 0 because y ≤ z. As a prelude to solving for t, rewrite
inequality 2 as follows.
(3)
s[y(i)−y(i+1)] ≤ (s[y(i)−y(i+1)]+(1−s)[z(i)−z(i+1)]+sn[y(i+1)z(i)−y(i)z(i+1)])t
Let c(i) denote the coefficient of t in 3. If c(i) = 0 then y(i) = y(i + 1) and
z(i) = z(i + 1). If α < i then y(i) = y(i + 1) = z(i) = z(i + 1) = 0 so x(i) =
x(i + 1) = (1 − s)/n and u(i) = u(i + 1) = (1 − t)/n. But if i ≤ α then it follows
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from degeneracy that x(i) = x(i+1) and u(i) = u(i+1). In either case, inequality 1
is satisfied.
Let µ = {i ∈ n : c(i) > 0} and assume that i ∈ µ. This means that i ≤ α. Note
that α ∈ µ. We can now solve for t.
t =
s[y(i)− y(i+ 1)]
s[y(i)− y(i+ 1)] + (1− s)[z(i)− z(i+ 1)] + sn[y(i+ 1)z(i)− y(i)z(i+ 1)]
Denote this fraction by a(i). If a(i) = 1 then z(i) = z(i + 1) and y(i + 1)z(i) =
y(i)z(i+1). since i ≤ α it follows that y(i) = y(i+1), contradicting the assumption
that i ∈ µ. Therefore a(i) < 1. We also have a(α) > 0 because y(α) − y(α + 1) =
y(α) > 0. Set t = max{a(i) : i ∈ µ}. Then t ∈ (0, 1). We have already seen that if
i /∈ µ then inequality 1 is satisfied. If i ∈ µ then working our arithmetic backwards
will show that inequality 1 is satisfied. Thus x ≤ u and x¿w z.
Next assume that y ∈ Λn and z /∈ Λn. Let σ be a permutation on n that
witnesses y < z. Then ⊥ ◦ σ = ⊥ and y ◦ σ = y, so x ◦ σ = x. Since z ◦ σ ∈ Λn we
have just shown that x¿w z ◦ σ. Therefore x = x ◦ σ−1 ¿w z.
Finally, assume that y /∈ Λn. Let σ ∈ P (n) such that y ◦ σ ∈ Λn. Then
x◦σ = pi⊥(y◦σ)(s). It follows from the first two cases that x◦σ ¿w z ◦σ. Therefore
x¿w z. ¤
Theorem 8. ∆n is sober in the Scott topology
Proof. Let C be a nonempty Scott closed subset of ∆n. Then C = ↓ M where
M is the set of maximal elements of C. If M = {x} then C = ↓ x = x. Assume
that |M | ≥ 2 and let a, b ∈ M with a 6= b. We will show that C is not irreducible
by constructing Scott neighborhoods U and V of a and b respectively such that
U ∩ V ∩M = ∅. Then U ∩ V ∩ C = and C − U and C − V form a pair of disjoint
proper closed subsets of C whose union is C. U and V will be unions of weakly
way above sets of elements of ∆n.
The first step in this process is to show that there are x, y ∈ ∆n such that
a ∈ ↑↑wx, b ∈ ↑↑wy and (↑↑wx)∩ (↑↑wy)∩M = ∅. As a first case, assume that for every
σ ∈ P (n), {a, b} * ∆nσ. Let x ∈ pi⊥a − {⊥, a} and y ∈ pi⊥b − {⊥, b}. It is also true
that for every σ ∈ P (n), {x, y} * ∆nσ. If c ∈ ∆n such that x ¿w c and y ¿w c
then there is d ∈ pi⊥c − {⊥, c} such that x ≤ d and y ≤ d. But d ∈ Γnσ for some
σ ∈ P (n) and therefore x, y ∈ Γnσ by Lemma 5. Thus (↑↑x) ∩ (↑↑y) = ∅.
Now assume that a, b ∈ ∆nσ for some σ ∈ ∆n. For every m ∈ ω let am =
pi⊥a(1 − 2−m) and bm = pi⊥b(1 − 2−m). By Lemma 2, (↑ am) ∩ (↑ bm) has a least
element cm. Assume that for everym ∈ ω there is pm ∈M such that am ¿w pm and
bm ¿w pm. Then cm ≤ pm. Now {cm : m ∈ ω} is a chain in C and therefore must
have a supremum c in C. Let d ∈M such that c ≤ d. Then a, b ≤ d, contradicting
a, b ∈ M and a 6= b. Thus there are x ∈ pi⊥a − {⊥, a} and y ∈ pi⊥b − {⊥, b} such
that (↑↑wx) ∩ (↑↑wy) ∩M = ∅. Set A0 = {x} and B0 = {y}.
Let k ∈ ω and assume that Ak, Bk ⊆ ∆n such that (Ak ∪ Bk) ∩ C ⊆ M and
for every p ∈ Ak ∪ Bk, p(i) > 0 for all i ∈ ω. Let p ∈ Ak ∪ Bk. Let S = {µ ⊆
n : 0 < |µ| < n} and let µ ∈ S. Let pµ = minYµ(p). Then p < pµ. There must
be qµ ∈ pi⊥pµ − {⊥pµ} such that (↑↑wqµ) ∩M = ∅. Assume not. For every m ∈ ω
let rm ∈ pi⊥pµ(1 − 2−m) and sm ∈ (↑↑wqm) ∩M . Then {rm : m ∈ ω} is a chain
in C and therefore its supremum pµ is in C. This means that p ∈ C, which is
impossible, because if p ∈ C then p ∈ M . Let t ∈ (0, 1) such that qµ = pi⊥pµ(t)
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and set xµ = pi⊥pµ
(
1 + t
2
)
. Then qµ ¿w xµ so M ∩ ↑↑wxµ = ∅ and xµ /∈ M .
Set Ak+1 = {xµ : p ∈ Ak and µ ∈ S} and Bk+1 = {xµ : p ∈ Bk and µ ∈ S}. If
x ∈ Ak+1 ∪Bk+1 then x(i) > 0 for all i ∈ ω and x /∈M .
Let A =
⋃
n∈ω Ak and B =
⋃
k∈ω Bk. Set U = ↑↑wA and V = ↑↑wB. To show that
U and V are Scott open we must show that U and V are increasing and that if D
is a directed subset of ∆n with supD ∈ U (or V ) then D ∩ U 6= ∅ (or D ∩ V 6= ∅).
We will prove this for U . The proof for V is the same.
Let p ∈ U and q ∈ ∆n with p < q. There is k ∈ ω and x ∈ Ak such that
x ¿w p. If supp q = n then supp p = n and x ¿w q by Lemma 3. Thus q ∈ U . If
supp q = µ ∈ S then there is y ∈ Ak+1 such that y ¿w q by Lemma 7. Thus q ∈ U
and U is increasing.
Let D be a directed subset of ∆n such that supD = s ∈ U . There is k ∈ ω and
p ∈ Ak such that p¿w s. Then D ∩ U ⊇ D ∩ ↑↑p 6= 0.
Thus U and V are Scott open subsets of ∆n. Furthermore, a ∈ U , b ∈ V , and
U ∩ V ∩ C = ∅. ¤
References
[1] B. Coecke and K. Martin, A partial order on classical and quantum states, Oxford University
Computing Laboratory, Research Report PRG-RR-02-07, August 2002,
http://web.comlab.ox.ac.uk/oucl/publications/tr/rr-02-07.html.
[2] B. Coecke and K. Martin, Partiality in Physics, Invited paper in Quantum theory: reconsid-
eration of the foundations 2, Vaxjo, Sweden, Vaxjo University Press.
[3] K. Martin, Nonclassical techniques for models of computation, Topology Proc. 24 (1999), p.
375–406.
[4] K. Martin, A continuous domain of classical states, Logical Methods in Computer Science,
2005, to appear.
[5] J. Mashburn, A comparison of three topologies on ordered sets, preprint
Department of Mathematics, University of Dayton, Dayton OH 45469-2316
E-mail address: joe.mashburn@udayton.edu
