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Abstract
We construct dense, triangle-free, chromatic-critical graphs of chro-
matic number k for all k ≥ 4. For k ≥ 6 our constructions have> ( 1
4
−ε)n2
edges, which is asymptotically best possible by Tura´n’s theorem. We also
demonstrate (nonconstructively) the existence of dense k-critical graphs
avoiding all odd cycles of length ≤ ℓ for any ℓ and any k ≥ 4, again with a
best possible density of > ( 1
4
−ε)n2 edges for k ≥ 6. The families of graphs
without triangles or of given odd-girth are thus rare examples where we
know the correct maximal density of k-critical members (k ≥ 6).
1 Introduction
The family of graphs without triangles exhibits many similarities with that of
the bipartite graphs—for example, in the number of such graphs on a given
number of vertices [4]—suggesting that in some senses, the most significant
barrier to being bipartite is the presence of triangles. This naturally motivates
the study of the chromatic number of triangle-free graphs, which, though not
apparent at first sight, can be arbitrarily large, due to the constructions (for
example) of Zykov and Mycielski [23], [16]. Both of these constructions have
in common that they give graphs which are quite sparse. Mycielski’s is the
denser of the two constructions, with O(nlog2 3) edges, so well below quadratic
edge density. Coupled with the observation that a triangle-free graph with the
maximum number of edges is a balanced complete bipartite graph (and so 2-
colorable), this suggests the chromatic number of triangle-free graphs with lots
of edges as a natural area of study.
If we are not careful we encounter trivialities. Taking the disjoint union
of a k-chromatic triangle-free graph with a large complete bipartite graph, we
get a rather disappointing example of a k-chromatic triangle-free graph which
is dense (in this case, it can have 1−ε4 n
2 edges). Since the added complete
bipartite graph plays no role in either the chromatic number of the graph or
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Figure 1: Toft’s graph is a dense, triangle-free, 4-critical graph. It is constructed
by joining 2 sets of size 2ℓ+1 in a complete bipartite graph, and matching each
to an (odd) (2ℓ+ 1)-cycle. It has 116n
2 + n edges.
the difficulty of avoiding triangles in the ‘important’ part of the graph, this is
hardly satisfactory.
The question along these lines by Erdo˝s and Simonovits was: how large
can the minimum degree be in a triangle-free graph of large chromatic num-
ber? Hajnal’s construction given in [5] proceeds by pasting new vertices and
edges onto a suitable Kneser graph (triangle-free and already with arbitrarily
large chromatic number) and shows that one can have triangle-free graphs with
minimum degree δ ≥ (1 − ε)n3 and arbitrarily large chromatic number. They
originally conjectured that δ > n3 would force 3-colorability. Ha¨ggkvist [9] found
a 4-chromatic counterexample. This problem has recently been resolved: after
Thomassen proved that triangle-free graphs with minimum degree δ > 1+ε3 n
have bounded chromatic number [20], Brandt and Thomasse´ have shown that
triangle-free graphs with δ > 13n are indeed 4-colorable [2]. For 3-colorability,
the threshold is 1029 [11]. Remaining questions appear in [2]. For more about
triangle-free graphs with large minimum degree, we refer to [1].
The problem we study is of a slightly different type. We return to the basic
notion of density (requiring only a quadratic number of edges, with no restric-
tions on the minimum degree), and use the requirement of criticality to avoid
trivialities like adding a disjoint complete bipartite graph.
Definition 1.1. A graph is k-critical if it has chromatic number k, and removing
any edge allows it to be properly (k − 1)-colored.
Thus by requiring this of our triangle-free graphs, there will be no edges con-
tributing to the density of the graph without playing a role in its chromatic
number. Many of the classical constructions of k-chromatic triangle-free graphs
in fact give critical graphs: the Mycielski construction gives k-critical graphs,
and the Zykov construction can be easily modified to do the same. Lower bounds
on the sparsity of triangle-free critical graphs have been given by [12].
The main question we answer in the affirmative here (Theorem 1.3) is: does
there exist a family of triangle-free critical graphs of arbitrarily large
chromatic number, and each with > cn2 edges for some fixed c > 0?
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Figure 2: Mycielski’s construction of k-critical triangle-free graphs. Shown is
µ(C5).
Definition 1.2. The density constants cℓ,k are each defined as the supremum
of constants c such that there are families of (infinitely many) k-critical graphs
of odd-girth > ℓ and with > cn2 edges.
(The odd-girth is the length of a shortest odd-cycle.) We abbreviate c3,k as ck.
Thus the positive answer to the above question will follow from our result that
in fact ck is bounded below by a constant for all k ≥ 4 (Theorem 1.3).
An easier question is to ask just for dense families of (infinitely many)
triangle-free k-critical graphs for each k ≥ 4—so, just to show that all of the
constants ck, k ≥ 4 are positive. For k = 4, this is demonstrated by Toft’s graph
(Figure 1) [22], which has > n
2
16 edges (the constant
1
16 is the best known for
k = 4 even without the condition ‘triangle-free’). Using Toft’s graph, one can
repeatedly apply Mycielski’s operation [16] to get families of k-critical triangle-
free graphs with ≥ ckn
2 edges for each k ≥ 4. Here ck =
1
16 (
3
4 )
k−4, which tends
to 0 with k—thus this method only answers the easier question. (Mycielski’s
operation µ(G) on G is: create a new vertex v¯ for each v ∈ G, join it to the
neighbors of v in G, and join a new vertex x to all of the new vertices v¯. This
operation is illustrated in Figure 2 where G is the 5-cycle.)
The weaker question is also answered directly for the particular case k = 5
by the following construction of Gya´rfa´s [7]. Four copies T1, . . . , T4 of the Toft
graph are matched each with corresponding independent sets A1, . . . , A4. The
pairs Ai, Ai+1, 1 ≤ i ≤ 3, are each joined in complete bipartite graphs, and the
sets A1, A4 are both joined completely to another vertex x. This is illustrated
in Figure 3. This gives a constant c5 ≥
13
256 . Our construction will show that
c5 ≥
4
31 , which is asymptotically the same density shown by Toft [22] without
the triangle-free requirement, and still the best known for that problem. Our
general result for the density of k-critical triangle-free graphs is the following,
which we prove constructively.
Theorem 1.3. There is a dense family of triangle-free critical graphs contain-
ing infinitely many k-chromatic graphs for each k ≥ 4, obtained by recursive
construction. In particular, the density constants satisfy c4 ≥
1
16 , c5 ≥
4
31 , and
ck =
1
4 for all k ≥ 6.
In the case k = 4 our construction is the same as Toft’s graph. For k ≥ 6,
the upper bound of 14 follows from Tura´n’s theorem just from the fact that the
graphs don’t have triangles.
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Figure 3: Gya´rfa´s’s graph: a dense, triangle-free, 5-critical graph. Each of the
three double crosses stands for the edges of the complete bipartite graph joining
the independent sets on either side. (For this particular n = 161, each double
cross represents 400 edges). Gya´rfa´s’s graph is dense, with ( 13256 +o(1))n
2 edges.
Theorem 1.3 follows from our constructions in Section 2, which can be seen as
generalizing the Toft graph. The basic idea of the construction is the following:
the Toft and Gya´rfa´s constructions work by pasting graphs onto independent
sets so that in any (k − 1)-coloring of the graph, at least two different colors
occur in each of the independent sets (and the ‘pasting’ has suitable criticality-
like properties as well). In Section 2, we recursively define a way of ‘critically’
pasting graphs to independent sets so that we can be assured that in a (k− 1)-
coloring of a graph,
⌊
k
2
⌉
colors occur in each independent set (i.e.,
⌊
k
2
⌋
in one
and
⌈
k
2
⌉
in the other). Moreover the pasted graphs will be negligible in size
compared with the independent sets. From this point, we simply defer back to
the idea of Toft’s construction, joining two such independent sets in a complete
bipartite graph. (One could also use Gya´rfa´s’s graph as model for the general
case, but this gives less dense graphs.)
A natural extension of the triangle-free case is of course to avoid higher-order
odd-cycles. A theorem of Stiebitz on iterated generalized Mycielski operations,
in combination with our construction, will allow us to address this case as well.
Theorem 1.4. For each k ≥ 4, ℓ ≥ 5, there is a dense family of critical
graphs of odd-girth > ℓ whose members have unbounded chromatic number. In
particular, the density constants satisfy cℓ,4 ≥
1
(ℓ+1)2 , cℓ,5 ≥
1
2(ℓ+1) , and cℓ,k =
1
4
for k ≥ 6.
Theorem 1.4 is nonconstructive, since one step of the ‘construction’ involves a
deletion argument; the proof is in Section 3. The density for the cases k ≥ 6
is best possible even if we only wanted to avoid odd cycles of length exactly ℓ
as a consequence of the classical Erdo˝s-Stone theorem [6], since odd-cycles are
3-chromatic.
Theorems 1.3 and 1.4 determine the exact values of cℓ,k for k ≥ 6 and so
the triangle-free graphs, and more generally, odd-girth-ℓ graphs, are perhaps
the only examples of natural families of graphs where the maximum possible
edge-density in k-critical graphs is now asymptotically known (k ≥ 6); more-
over, in this case, the requirement of k-criticality does not affect the maximum
4
possible edge density asymptotically. In terms of the constants cℓ,k, the results
of Theorems 1.3 and 1.4 are summarized in Table 1 (in Section 4).
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2 Avoiding triangles (constructions)
To construct critical triangle-free graphs, we will construct graphs U which have
large independent sets (essentially as large as U for k ≥ 6 in fact) in which
⌊
k
2
⌉
colors must show up in a (k − 1)-coloring. (In fact, our techniques would allow
us to require that all k − 1 colors show up in the independent set, but this is
not the best choice from a density perspective.) The U ’s will have criticality-
like properties as well (Lemma 2.5), and we will be able to join the relevant
independent sets from two such U ’s in a complete bipartite graph to get our
construction. Let us now specify the construction of the sets U .
Given graphs S1, S2, . . . St, we construct U(S1, S2, . . . , St) as follows: take
the (disjoint) union of the graphs Si, together with the independent set A =∏
V (Si), which we call the active set of vertices, and join vertices v ∈ Si to
vertices u ∈ A which equal v in their i’th coordinate. This construction is
illustrated for t = 2 in Figure 4. Where r1, r2, . . . rt are positive integers, we
write U(r1, r2, . . . rt) to mean a construction U(S1, S2, . . . , St) where, for each
i, Si is a triangle-free ri-critical graph without isolated vertices.
With just one graph S, U(S) simply consists of a matching between S and
an independent set of the same size. Thus the Toft graph is two identical copies
of a U(3), whose active sets are joined in a complete bipartite graph. Gya´rfa´s’s
construction is now four copies C1, C2, C3, C4 of a U(4), where the active sets
of Ci and Ci+1 are joined in a complete bipartite graph for 1 ≤ i ≤ 3, and the
active sets of both C1 and C4 are completely joined to a new vertex x.
Observation 2.1. U(r1, r2, . . . , rt) is triangle-free, and if si = |Si|, it has
s1 · · · st active vertices, and si structural vertices of type i.
The structural vertices of type i are vertices from the copies of Si used in the
construction of U(r1, r2, . . . rt).
Our inductive proof of Lemma 2.5 will use the following properties of the
sets U(S1, . . . , St):
Observation 2.2. Let Aω ⊂
∏
V (Si) be the set of all vertices of the active set
whose tth coordinate is the vertex ω ∈ St. Then the subgraph of U(S1, . . . St)
induced by the set Aω ∪
⋃
1≤i<t
V (Si) is isomorphic to U(S1, . . . , St−1).
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S1
S2
Figure 4: Constructing U(S1, S2) from the graphs S1 and S2. The rectangle
encloses the set of active vertices. (Edges within the Si are not drawn.)
Observation 2.3. Any colorings of the graphs S1, S2, . . . St can be extended
to the rest of U(S1, S2, . . . , St) ( i.e., to the active vertices) so that just t + 1
different colors of our choosing appear in the active set.
Proof. This follows from observing that the degree of each active vertex in
U(S1, S2, . . . , St) is t.
Before proceeding any further, we point out the following basic fact, which
lies at the heart of all recursive constructions of critical graphs:
Observation 2.4. A k-critical graph without isolated vertices can be k-colored
so that color k occurs only at a single vertex of our choice.
Proof. This follows from observing that such a graph is vertex-critical ; i.e.,
removing any vertex decreases the chromatic number.
We are now ready to prove the main lemma, about the sets
Uk−1k−i+1
defn
= U(k − 1, k − 2, . . . , k − i+ 1).
Basically, it says that in a (k − 1)-coloring, their active sets have a set of prop-
erties similar to criticality.
Lemma 2.5. The sets Uk−1k−i+1 = U(k − 1, k − 2, . . . , k − i+ 1) satisfy:
1. Uk−1k−i+1 can be properly (k − 1)-colored so that ≤ i different colors appear
at active vertices and so that among active vertices, only one vertex of our
choosing gets the ith color.
2. In any (k − 1)-coloring of Uk−1k−i+1, at least i different colors occur as the
colors of active vertices.
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3. If any edge from Uk−1k−i+1 is removed, it can be properly (k − 1)-colored so
that at most i− 1 colors occur at active vertices.
Proof. We prove Lemma 2.5 by induction on i. For i = 1, we interpret Uk−1k
as simply a single active vertex and the statement is trivial. Recall that the
graphs Sj (1 ≤ j ≤ i− 1) are the triangle-free (k− j)-critical graphs used in the
construction of Uk−1k−i+1. For i > 1, Observation 2.2 tells us that U
k−1
k−i+1 consists
of Si−1 together with si−1 = |Si−1| copies Cω of a U
k−1
k−i+2, one for each vertex
ω ∈ Si−1, which are pairwise disjoint except at the graphs S1, S2, . . . , Si−2 (in
other words, their active sets A(Cω) are disjoint). Note that each ω ∈ Si−1 is
adjacent to every vertex in A(Cω).
To prove part 1, color Si−1 with colors i− 1 through k− 1 so that color i− 1
occurs only at vertex ω0 (we can do this by Observation 2.4). By induction,
(k−1)-color Cω0 so that its active vertices get colors from 1, 2, . . . , i−2, i and so
that color i occurs at only one vertex u of Cω0 . Now we can use Observation 2.3
to extend the current partial (k−1)-coloring to the rest of the Cω ’s so that their
active vertices get colors from 1 through i − 1; this gives us a (k − 1)-coloring
of Uk−1k−i+1 where active vertices get colors from 1 through i, and i occurs only
at u. Finally, note that we could have chosen so that u was any active vertex.
For part 2, notice that by induction, i − 1 different colors occur at active
vertices of the Cω ’s in a (k − 1)-coloring of U
k−1
k−i+1. Thus if only i − 1 colors
appear at active vertices of Uk−1k−i+1, the same set of i − 1 colors occurs at the
sets of active vertices of each of the Cω ’s; but then Si is colored with a disjoint
set of colors, but then we need (i − 1) + (k − i + 1) > k − 1 colors overall, a
contradiction.
For part 3, assume first that the removed edge came from Si: Then we can
(k − i)-color what remains, and (inductively by part 1) color the Cω ’s so that
only the leftover i− 1 colors occur at the active vertices.
If the removed edge was one joining a vertex ω0 in Si to a vertex v in the
active set of Cω0 , we color Si with the colors i − 1 through k − 1 so that color
i− 1 occurs only at vertex ω0 (by Observation 2.4), and color Cω0 so that only
colors 1, 2, . . . , i − 1 occur at its active vertices, and so that color i − 1 occurs
only at v among active vertices (by part 1, inductively). Coloring the other Cω’s
so that only colors 1, 2, . . . , i − 1 occur at their active vertices (again part 1),
we have a proper (k − 1)-coloring of Uk−1k−i+1 where only colors 1 through i − 1
appear at active vertices.
If instead the removed edge was from one of the copies Cω0 , we color that
copy (by induction) so that only colors 1, 2, . . . , i−2 occur at its active vertices,
and Si with colors i−1 through k−1 so that i−1 occurs only at the vertex ω0 (by
Observation 2.4). Then coloring the rest of the Cω so that only colors 1 through
i− 1 appear at active vertices (by part 1), we have a proper (k − 1)-coloring of
Uk−1k−i+1 where only colors 1 through i− 1 appear at active vertices.
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2.1 Constructing Gk
We take Gk to be the union of a C1 = U
k−1
⌈ k2 ⌉+1
with a C2 = U
k−1
⌊ k2 ⌋+1
; the active
sets are joined in a complete bipartite graph. (For k = 4 this gives the Toft
graph.) Gk is k-colorable, since part 1 of Lemma 2.5 implies that we can (k−1)-
color each Ci so that the sets of active vertices of each get just
⌊
k
2
⌋
and
⌈
k
2
⌉
colors, respectively. Moreover part 2 of Lemma 2.5 implies that Gk cannot be
(k−1)-colored. Gk is triangle-free since the Ci’s are triangle-free, the new edges
form a bipartite graph, and they are added to an independent set of vertices.
For criticality there are now just two cases to check. If a removed edge
belongs to (for example) C1, then by part 3 of Lemma 2.5 we can color C1 with
colors 1, . . . , k− 1 so that only colors 1, . . . ,
⌊
k
2
⌋
− 1 occur at its active vertices.
Then, coloring C2 with 1, . . . , k − 1 so that only
⌊
k
2
⌋
,
⌊
k
2
⌋
+ 1, . . . , k − 1 occur
at its active vertices, we have given a proper (k − 1)-coloring.
Otherwise the removed edge is between active vertices of C1, and C2. We
can color each of the Ci with colors 1, . . . , k − 1 so that only colors 1, . . . ,
⌊
k
2
⌋
appear at active vertices of C1, and only
⌊
k
2
⌋
, . . . , k−1 appear at active vertices
of C2, and (by part 1 of Lemma 2.5) require that color
⌊
k
2
⌋
occurs only at the
end-vertices of the removed edge, so that this (k − 1)-coloring is proper.
2.2 Density of Gk (for k ≥ 6)
To estimate the density of Gk, recall that Cp, p ∈ {1, 2}, will have s
p
1s
p
2 · · · s
p
tp
active vertices and spj structural vertices of type j, where here s
p
j is the number
of vertices in the graph Spj , the (k − j)-critical graph used in the construction
of Cp = U
k−1
⌊k2 ⌉+1
= U(k − 1, k − 2, . . . ,
⌊
k
2
⌉
+ 1).
Now so long as k ≥ 6, we have that t1, t2 ≥ 2 and so by choosing s
p
1, s
p
2
suitably large for each p ∈ {1, 2}, we assure that a 1− ε′ fraction of the vertices
from each Cp are active, giving that Gk has ≥ (
1
4 − ε)n
2 edges for all k ≥ 6, so
long as we can take C1, C2 to be the same size.
For the case where k is even, we can let them be identical, so if we are not
interested in good constants for the case where k is odd, we could finish by
using the Mycielski operation to get the case ‘k is odd’ from the case ‘k is even’
(giving a density constant of ck ≥
3
16 for the odd k). To prove best-possible
density constants, we will want to argue that we can take C1, C2 to be the same
size even if k is odd. This will follow from Lemma 2.8 below.
An arithmetic progression is called homogeneous if it includes the point 0.
We call a subset of Z+ positive homogeneous if it contains (all) the positive
terms of an infinite homogeneous arithmetic progression. We have:
Observation 2.6. The sums and products of positive homogeneous sets are
positive homogeneous sets.
The important property we need is this:
Observation 2.7. The intersection of two positive homogeneous sets is a pos-
itive homogeneous set.
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In particular, the intersection is infinite, and so nonempty. Because of this
property, the following lemma regarding the Uk−1k−i+1 implies that we can let
|C1| = |C2| in the case where k is odd, finishing the proof of the density of the
Gk:
Lemma 2.8. Let k ≥ 4, 1 ≤ i ≤ k, and fix triangle-free (k − j)-critical graphs
Sj of order sj for each j > 2. Then the set of natural numbers n for which
there is a Uk−1k−i+1 on n points constructed using the fixed graphs S2, S3, . . . (so,
we only have freedom in choosing the graph S1) is positive homogeneous. The
same holds for the set of natural numbers n′ for which there exists a Uk−1k−i+1
constructed from the S2, S3, . . . which has exactly n
′ active vertices.
Proof. This follows by induction from Observations 2.1, 2.6, and 2.7.
This completes the proof that the Gk are dense with (
1
4 − o(1))n
2 edges for
k ≥ 6. For k = 4 our construction is the same as Toft’s graph and so has
1
16n
2 + n edges. The remaining case is k = 5.
2.3 Density of G5
In this section we show the bound c5 ≥
4
31 .
In the construction of G5, C1 is a U(4), and C2 is a U(4, 3). Say C1 consists
of a copy S11 of the Toft graph matched with an independent set of the same
size, and C2 is likewise constructed from the 4- and 3-critical graphs S
2
1 , S
2
2 ,
respectively. Denoting by v(H) and e(H) the number of vertices and edges,
respectively, in a graph H , we have:
e(G5) > e(S
1
1) + v(S
1
1 ) · |A(C2)|.
(Of course, here |A(C2)| = v(S
2
1 ) · v(S
2
2 ).) Since S
1
1 is the Toft graph, we have
e(G5) >
1
16
v(S11 )
2 + v(S11) · |A(C2)|. (1)
For vertices instead of edges, we have
v(G5) = 2v(S
1
1) + v(S
2
1) · v(S
2
2 ) + v(S
2
1) + v(S
2
2).
When we take v(S21), v(S
2
2 ) to be large, the last two summands are negligible:
v(G5) < (1 + ε)
(
2v(S11) + |A(C2)|
)
. (2)
We want to maximize the ratio e(G5)
v(G5)2
. It is an easy optimization problem to
check that our best choice is to make |A(C2)| larger than v(S1) by a factor of
15
8
(note that we can do this by Lemma 2.8 and Observation 2.7). For this choice,
and denoting now v(S11 ) by simply s
1
1, lines (1) and (2) give:
e(G5)
v(G5)2
>
1
1 + ε
1
16 (s
1
1)
2 + 158 (s
1
1)
2
(318 )
2(s11)
2
=
(
1
1 + ε
)
4
31
, (3)
and thus, taking the supremum (as n grows large), we do have that c5 ≥
4
31 .
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3 Avoiding more short odd cycles
By using an iterated generalized Mycielski operation together with the construc-
tive method used to prove Theorem 1.3 in Section 2, we will demonstrate the
existence of families of dense k-critical graphs for k ≥ 4 of any fixed odd-girth
ℓ+ 2. In particular, we show the best-possible bounds cℓ,k ≥
1
4 for all k ≥ 6.
We first define the generalization of the Mycielskian doubling operation:
to construct µq(M), add for each vertex v = v0 in the graph M vertices
v1, v2, . . . , vq and join vi to all vertices wi−1 (and wi+1) for which v, w are
adjacent in M . We call the vertices {vq v ∈M} the forward vertices of µq(M).
We call all edges of the original graph M Type 1 edges, edges between between
the sets {vq−1} and {vq} Type 3 edges; and all other edges Type 2 edges. We
define µ¯q(M) to be µq(M) plus a single vertex z joined to all the forward vertices
{vq v ∈ M}. µ¯q(M) is sometimes called a cone of the graph M (for example,
in [19]). Note that µ¯1(M) is simply the Mycielski operation applied to M .
Letting µ¯0q(M) := M , we now recursively set µ¯
k
q (M) = µ¯q
(
µ¯k−1q (M)
)
and
µkq (M) = µq
(
µ¯k−1q (M)
)
; the two sides of this last equation have the same sets
of forward vertices, Type 1 edges, Type 2 edges, and Type 3 edges. Note that
these sets are not recursively inherited—for example, all edges of µk−1q (M) are
Type 1 edges of µkq (M). The following theorem of Stiebitz (whose original
appearance in [18] may be difficult to locate but which is referenced with proof
in [8]) will extend our construction of dense triangle-free critical graphs to a
nonconstructive proof for the existence of dense critical graphs avoiding all odd
cycles beneath any arbitrary threshold:
Theorem 3.1 (Stiebitz [18]). For any odd cycle C, we have that µ¯kq (C) has
chromatic number k + 3.
(The original statement allows the value of q applied in each of the k iterations
to vary, but this is unnecessary for us and just serves to complicate notation.)
Noting that χ(µq(M)) = χ(M) and thus also that χ(µ¯q(M)) ≤ χ(M) + 1, the
theorem is equivalent to the following formulation:
Corollary 3.2. For any odd cycle C and any k+2 coloring of µkq (C), all k+2
colors appear at the forward vertices.
With respect to odd cycles, the important aspect of the iterated generalized
Mycielskian is the following:
Lemma 3.3. If M has odd girth > ℓ and q ≥ ℓ−12 , then µ¯q(M) has odd girth
> ℓ. Thus also µ¯kq (M) has odd girth > ℓ for any k.
Proof. Every vertex in µq(M) is either a vertex v ∈ M , or a corresponding vj
(1 ≤ j ≤ q). If we project all of the vertices vj onto their corresponding vertices
v, this induces a map from the edges of µq(M) to the edges of M . This map
sends walks to walks and closed walks to closed walks. Thus if µq(M) contains
some odd cycle of length ≤ ℓ, M contains an odd closed walk of length ≤ ℓ,
and thus an odd cycle of length ≤ ℓ. Thus an odd cycle of length ≤ ℓ in µ¯q(M)
must include the extra vertex z.
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On the other hand if we delete all Type 1 edges from µ¯q(M), the result can
be 2-colored, coloring vj with the parity of j for 0 ≤ j ≤ q and z with the
parity of q− 1. Thus any odd cycle in µ¯q(M) includes an edge of M . Any cycle
including an edge of M and the vertex z has length at least 2q + 3.
For any odd ℓ and odd cycle Cs (s > ℓ), Corollary 3.2 gives that whenever
µk−2q (Cs) is k-colored, all k colors must appear at its forward vertices. Thus for
r ≤ k, and letting q := ℓ−32 , we can now construct a graph M
ℓ,s
k,r from µ
k−2
q (Cs)
by removing Type 3 edges one by one, discarding any forward vertices isolated
by this process, until we cannot do so without allowing the result to be k-colored
so that only r− 1 colors appear at forward vertices. (This is the step where our
argument is nonconstructive.) The result satisfies:
Observation 3.4. M ℓ,sk,r is a (connected) graph such that
1. M ℓ,sk,r can be k-colored so that just r colors appear at forward vertices.
Moreover, one of those r colors can be required to appear (among forward
vertices) at only a single vertex of our choosing.
2. In any k-coloring of M ℓ,sk,r, at least r colors appear at forward vertices,
3. If any edge is removed from M ℓ,sk,r, the result can be k-colored so that at
most r − 1 colors appear at forward vertices.
Proof. Parts 2 and 3 are immediate from the definition. For Part 1, note that
by definition, if we remove any Type 3 edge {vq, uq−1} (where v, u ∈ µ
k−3
q (Cs)),
the result can be k-colored so that only r− 1 colors appear at forward vertices.
Thus, it suffices to show that we can replace the edge and give a k-coloring
which is identical at the forward vertices except for using a new color at vq.
This follows from the fact that there is always a vertex (nonadjacent to vq)
whose neighborhood is a superset of the neighborhood of vq, whose color can
thus be used at vq: if q = 1 then v is such a vertex; otherwise, vq−2 is such
a vertex. Finally, note that the vertex vq can be chosen arbitrarily among the
forward vertices.
In spite of the fact that these are essentially the same properties enumerated
for the sets Uk−1k−i+1 in Lemma 2.5 (with the terminology active vertices replaced
with forward vertices), the graphs M ℓ,sk,r will not take their place in our con-
structions in this section. Instead, we will use the M ℓ,sk,r (actually, their forward
vertices) in place of the graphs Sk−r in the construction of the analogue to the
Uk−1k−i+1 used here. Let us now make this precise.
Fixing the parameter k, we construct graphs W ℓ(r1, r2, . . . , rt) as follows:
take a disjoint union of graphs M ℓ,sk−1,ri , 1 ≤ i ≤ t, together with an ‘active set’
A =
∏
F (M ℓ,sk−1,ri) (here F (M) denotes the forward vertices of M); and join,
for each i, each vertex v¯ in F (M ℓ,sk−1,ri) to all the vertices u ∈ A which equal v¯
in their ith coordinate. Similar to our convention in Section 2, we set
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ℓW
k−1
k−i+1
defn
= W ℓ(k − 1, k − 2, . . . , k − i+ 1).
The next lemma is the analogue to Lemma 2.5 for the sets ℓW
k−1
k−i+1.
Lemma 3.5. The sets ℓW
k−1
k−i+1 = W
ℓ(k − 1, k − 2, . . . , k − i+ 1) satisfy:
1. ℓW
k−1
k−i+1 can be properly (k− 1)-colored so that ≤ i different colors appear
at active vertices and so that among active vertices, only one vertex of our
choosing gets the ith color.
2. In any (k− 1)-coloring of ℓW
k−1
k−i+1, at least i different colors occur as the
colors of active vertices.
3. If any edge from ℓW
k−1
k−i+1 is removed, it can be properly (k− 1)-colored so
that at most i− 1 colors occur at active vertices.
Proof. The proof of Lemma 3.5 is essentially identical to that of Lemma 2.5.
It should satisfy the reader to check that the properties of the forward sets of
the Mk−1,r under (k − 1)-colorings enumerated in Observation 3.4 are shared
by the r-critical graphs Sk−r, and are, moreover, precisely those properties of
the Sk−r used in the proof of Lemma 2.5.
Similar to our construction in Section 2.1, we take Gℓk to be the union of
a C1 = ℓW
k−1
⌈ k2 ⌉+1
with a C2 = ℓW
k−1
⌊ k2 ⌋+1
; the active sets are joined in a
complete bipartite graph. As in that section, we have (now as consequences of
3.5) that Gℓk is critically k-colorable.
We now check that Gℓk contains no odd cycles of length ≤ ℓ. As constructed,
Gℓk was built in part out of many graphs M
ℓ,s
k−1,r, and edges of such graphs are
of Type 1, 2, or 3; note that the Type 1 edges of an M ℓ,sk,r are the edges of a
µk−4q (Cs).
If we were to delete from Gℓk all Type 1 edges of the graphsM
ℓ,s
k−1,r appearing
in Gℓk, we are left with a bipartite graph. Thus any odd cycle in G
ℓ
k must contain
a vertex v from one of the graphs µk−4q (Cs)—without loss of generality we let the
vertex v be from C1. By Lemma 3.3, an odd cycle of length < ℓ in G
ℓ
k cannot lie
entirely in one of the graphs µk−4q (Cs), thus it must include at least some active
vertex in C1. Can it contain just one active vertex? No: if we remove all active
vertices but one from C1, the result is some copies of some M
ℓ,s
k−1,r’s (where r
takes some values ≤ k − 1) which will be disconnected by the removal of the
remaining active vertex. Thus the result contains no cycles passing through the
active vertex, and we see that any cycle in C1 passing through one active vertex
must pass through at least two. Of course, since removing the active vertices
of C1 from G
ℓ
k separates what is left of C1 from C2, it is true more generally
that any cycle in Gℓk passing through an active vertex of C1 must in fact pass
through two such vertices. The distance between two such vertices is 2, and the
distance from each to v is at least ℓ−32 , so the length of any odd cycle in G
ℓ
k is
at least ℓ.
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Finally, we remark on the density of the graphs Gℓk. From a density stand-
point, it seems perhaps that there is a problem with our use of the graphsM ℓ,sk−1,r
in the construction of the graphsW k−1k−i+1; we have not given any argument that
restricts how small the forward-sets will be of the M ℓ,sk−1,r relative to all of the
M ℓ,sk−1,r, so how will we argue that the active sets of the W
k−1
k−i+1 (i ≥ 3) can
take up a (1 − ε) fraction of those graphs by increasing the parameter s? The
construction of each W k−1k−i+1 involves the use of a M
k−1
k−1 , and this graph does
not require a deletion argument—we know that half of Mk−1k−1 consists of for-
ward vertices. It is not hard to see then, that it is sufficient for our purposes to
know that the forward sets of M ℓ,sk−1,k−2 become arbitrary large as we increase
s (even if |F (M ℓ,sk−1,k−2)| is small compared with |M
ℓ,s
k−1,k−2|). The following
simple observation will suffice for our purposes:
Observation 3.6. GivenM ℓ,sk,r ⊂ µ
k−3
q (Cs), The subset Vq−1 = {vq−1 ∈M
ℓ,s
k,r v ∈
Cs} is dominated by the subset Vq = {vq ∈ M
ℓ,s
k,r v ∈ Cs} = F (M
ℓ,s
k,r). In other
words, every vertex in Vq−1 is adjacent to a vertex in Vq.
Proof. Otherwise, M ℓ,sk,r can be k-colored so that just one color appears at the
forward vertices.
Fix now k, r, and ℓ, and consider F (M ℓ,sk,r), and let U = {vq−1 ∈ M
ℓ,s
k,r v ∈
Cs}. Note that |U | = s, and every vertex of U has degree 2
k−2; thus Observation
3.6 implies that |F (M ℓ,sk,r)| ≥ s/2
k−2. Thus we can, as desired, construct graphs
M ℓ,sk−1,k−2 whose forward sets are arbitrarily large, and thus can construct graphs
W k−1k−i+1 in which the active set occupies a (1 − ε) fraction of the vertex set.
It is easy to check that our graphs show cℓ,4 ≥
1
(ℓ+1)2 (and in this case,
the argument is actually constructive as there are no deletions). With the
remarks from the preceding paragraphs out of the way, similar methods as
those in Section 2.2 give that cℓ,k =
1
4 for all k ≥ 6. The bound cℓ,5 ≥
1
2(ℓ+1)
follows from making each active set equal in size. Like the case ℓ = 3, the case
ℓ = 5 is special in the sense that a better constant c5,5 ≥
3
35 can be shown.
This is achieved by constructing the set 5W
4
4 = W
5(4) not with the set M5,s4,4
constructed by applying a deletion argument to sparse graph µ21(Cs), but with
a set constructed by applying the deletion argument to the dense graph µ11(G
5
4),
and then carrying out an optimization similar to that in Section 2.3 (the best
choice is to let the larger of the two active sets be bigger by a factor of 176 ).
4 Further Questions
There are many natural questions that follow from what we have presented
here. Probably the most immediate is whether our constants cℓ,k are optimal
for the cases k = 4, 5. (Particularly for the case k = 5, ℓ ≥ 7, improvements
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❅
❅
❅ℓ
k
4 5 6 7 8 · · ·
3 ≥ 1
16
≥
4
31
1
4
1
4
1
4
· · ·
5 ≥ 1
36
≥
3
35
1
4
1
4
1
4
· · ·
7 ≥ 1
64
≥
1
16
1
4
1
4
1
4
· · ·
9 ≥ 1
100
≥
1
20
1
4
1
4
1
4
· · ·
11 ≥ 1
144
≥
1
24
1
4
1
4
1
4
· · ·
...
...
...
...
...
...
Table 1: Bounds and exact values for the constants cℓ,k.
may not be out of reach.) Our current knowledge on the constants cℓ,k, coming
from the lower bounds proved in this paper and the trivial 14 upper bound, are
summarized in Table 1. (The bound c4 ≥
1
16 comes from Toft’s graph and so is
not new).
As discussed earlier, the families of triangle-free and odd-girth-ℓ graphs seem
to be rather unusual in that we have succeeded at determining the maximum
asymptotic edge-density in k-critical members. For these families, however,
this determination did not require any sophisticated upper-bound result, since
it turns out that the maximum edge density is asymptotically unchanged by
the k-criticality restriction. In fact, it seems that there is a dearth of upper-
bound results about critical graphs—perhaps all known upper bounds come
from trivial observations like the fact that a k-critical connected graph cannot
containKk as proper subgraph, which allows an application of Tura´n’s theorem.
(For some recent results and background in the area of the density of general
critical graphs, see for example [10].)
Because of the added restriction, triangle-free graphs may be a good place to
attempt upper bound results on critical graphs. For example, can we show some
nontrivial upper bound on the constant c4? With its strong requirements on the
odd-girth, the following question may be a good testing ground for attempts at
upper bounds.
Question 4.1. What is the behavior of the constants cℓ,4 as ℓ grows large? Is
it true that cℓ,4 → 0 as ℓ→∞?
One can also return to the question of the size of the minimum degree in
highly-chromatic triangle-free graphs. Since the Erdo˝s-Simonovits-Hajnal con-
struction [5] is far from being critical, we ask:
Question 4.2. How large a minimum degree forces the chromatic number of
triangle-free (resp. odd-girth > ℓ) critical graphs to be bounded?
14
Unlike the case where we do not require criticality, we have no linear lower
bound. Thomassen has shown that we cannot have a linear lower bound on
the minimum degree if we avoid higher order odd-cycles, even without requiring
criticality [21].
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