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A GEOMETRIC APPROACH TO FINITE RANK UNITARY
PERTURBATIONS
RONALD G. DOUGLAS AND CONSTANZE LIAW
Abstract. For fixed n ∈ N, we consider a family of rank n unitary perturbations of a
completely non-unitary contraction (cnu) with deficiency indices (n, n) on a separable
Hilbert space.
We relate the unitary dilation of such a contraction to its rank n unitary per-
turbations. Based on this construction, we prove that the spectra of the perturbed
operators are purely singular if and only if the operator-valued characteristic func-
tion corresponding to the unperturbed operator is inner. In the case where n = 1 the
latter statement reduces to a well-known result in the theory of rank one perturba-
tions. However, our method of proof via the theory of dilations extends to the case
of arbitrary n ∈ N.
We find a formula for the operator-valued characteristic functions corresponding
to a family of related cnu contractions. In the case where n = 1, the characteristic
function of the original contraction we obtain a simple expression involving the nor-
malized Cauchy transform of a certain measure. An application of this representation
then enables us to control the jump behavior of this normalized Cauchy transform
“across” the unit circle.
1. Introduction
Self-adjoint rank one perturbations occur naturally in mathematical physics [20].
For example, a change in the boundary condition at the origin of a limit-point half-
line Schro¨dinger operator from Dirichlet to Neumann, or to mixed conditions, can be
reformulated as adding a rank one perturbation (see for example [17]). Further, rank
one perturbations have applications to the famous problem of Anderson localization
[18]. And many fruitful connections with holomorphic composition operators, rigid
functions and the Nehari interpolation problem have been discovered and exploited,
see for example, [15].
Although the perturbation is extremely restricted, rank one perturbations gave rise
to a surprisingly rich theory, with the major difficulty being the instability of the
singular part. In particular, the behavior of the so-called embedded singular continuous
spectrum has proved notoriously hard to capture, see for example, [6, 12, 17].
Rank one unitary perturbations were generalized to higher rank unitary perturba-
tions (for example, in [2, 10]), which describe the situation when the perturbed operator
is not cyclic.
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The problem at hand can be investigated in three settings: (a) In formulating the
problem on an abstract Hilbert space, we can apply classical perturbation theory. (b)
The subtleties of this very restrictive perturbation problem can be captured conve-
niently in its spectral representation, making the spectral measure the main object of
interest. (c) The third perspective to finite rank unitary perturbations involves the
model and dilation theory of Sz.-Nagy and Foias¸, providing a rather geometric point
of view. While we use all three approaches, the main result of this paper rests on (c)
in order to obtain statements in the language of (b).
If the perturbed unitary operators have purely singular spectrum, then the situation
is much simpler. Hence, it is useful to know exactly when this simpler case occurs. For
rank one perturbations, the following four statements are equivalent (see Theorems 2.2
and 2.7 below for a more rigorous formulation):
(1) The rank one unitary perturbations each have a purely singular spectrum.
(2) The corresponding cnu contraction operator T is of class C · 0, or (T
∗)n converges
to the zero operator in the strong operator topology as n→∞.
(3) The corresponding functional model reduces to the “one-valued model space”
instead of consisting of pairs of functions.
(4) The corresponding characteristic function for T is inner; that is, the abso-
lute value of its non-tangential boundary values on the unit circle equals 1
a.e. Lebesgue measure m.
In the higher rank setting, the analogue of (2) ⇔ (4) was established by Ball–Lubin
in [2], and the analogue of (3) ⇔ (4) is trivial by virtue of the definition of the model
space, see equation (2.6) below.
The main result of this paper, Theorem 3.1, provides the higher rank analogue of
(1) ⇔ (4), see Corollary 3.2. The proof rests on relating the unitary dilation of the
cnu contraction to its unitary perturbation, and then applying the result from dilation
theory which states that the minimal unitary dilation of a cnu contraction is purely
absolutely continuous. A generalization of the “classical” proof of this equivalence
from n = 1 to n > 1 does not seem to be straightforward. However, it would still
be desirable to extend the original proof to higher rank perturbations, since such an
extension would likely yield the explicit density functions for the absolutely continuous
part.
Let us briefly outline the larger framework of this paper while leaving the details and
precise definitions to the preliminaries below. Consider a cnu contraction on a separable
Hilbert space with deficiency indices (n, n). Via model theory, such an operator has a
characteristic operator-valued function Θ. Further, the operator is unitarily equivalent
to the compression to the Sz.-Nagy–Foias¸ model space, KΘ, of the operator obtained
as the orthogonal direct sum of the shift operator on a vector-valued Hardy space with
an absolutely continuous unitary operator, defined using Θ, to be multiplication by the
independent variable on the unit circle (see Theorem 2.1 below).
If we replace the action of the cnu contraction between its defect spaces by a unitary
operator between the defect spaces, we will have constructed a rank n unitary per-
turbation of the original cnu contraction. Since the defect spaces are n−dimensional,
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the choice of such a rank n unitary perturbation is parametrized by the set of unitary
n× n−matrices, once each of the defect spaces has been identified with Cn.
Section 2 contains the preliminaries. In Subsection 2.1, we introduce the precise
setup for rank n unitary perturbations of a given cnu contraction which are the subject
of study in Sections 3 and 4. In Section 3 we take the minimal unitary dilation of the
cnu contraction and explicitly express the unitary dilation using suitable orthogonal
decompositions of its initial and range spaces. These particular decompositions allow
us to construct the rank n unitary perturbations of the cnu contraction by perturbing
the unitary dilation with a rank 2n operator and then restricting the new operator
to the smaller, original Hilbert space (on which the cnu contraction is defined). We
then apply results from dilation theory. In Section 4, a formula for the operator-valued
characteristic functions of each operator in a related family of cnu contractions are de-
rived by means of its representation from model theory. In Section 5, we focus on rank
one unitary perturbations. The formula for the characteristic operator-valued function
reduces to a characteristic function for each operator in the family of rank one pertur-
bations in which each is a cnu contraction. A simple formula for a representation of
the characteristic function of the original cnu contraction is then derived. This formula
involves the normalized Cauchy transform of a certain measure. Many corollaries are
obtained. In particular, in Section 5.3 we capture the jump behavior of the latter nor-
malized Cauchy transform “across” the points in the absolutely continuous spectrum
of the perturbed unitary operator.
2. Preliminaries
2.1. Model theory and rank n unitary perturbations. Consider Hilbert spaces
E and E∗ with dim(E) = dim(E∗) = n <∞. Let Θ ∈ H
∞(E → E∗) with operator norm
‖Θ(z)‖
E→E∗
≤ 1 for all z ∈ D. Without loss of generality, we assume Θ(0) is the zero
operator. Then the non-tangential boundary limits of Θ exist in the operator norm
topology a.e. Lebesgue m. We denote this limit also by Θ; that is,
Θ(ξ) = lim
z→ξ,z∈D
Θ(z) for ξ ∈ T a.e. m.
An operator-valued function Θ is said to be inner, if Θ(ξ) is a unitary operator for
ξ ∈ T a.e. m.
The Sz.-Nagy–Foias¸ model space is given by
KΘ =
(
H2(E∗)
△¯L2(E)
)
⊖
(
Θ
△
)
H2(E),(2.1)
where
△(ξ) = (IE −Θ
∗(ξ)Θ(ξ))1/2 and △¯(ξ) =
{
0, if △ (ξ) = O,
1, if △ (ξ) 6= O
}
, ξ ∈ T.(2.2)
At this, IE denotes the identity operator on E .
Notice that there is a unitary transformation between KΘ as defined above and the
quotient space
(H2(E∗)⊕ △¯L
2(E))
/
{Θf ⊕△f : f ∈ H2(E)}
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which intertwines the corresponding operators.
Clearly, the model space reduces to KΘ = H
2(E∗)⊖ΘH
2(E) if and only if Θ is inner
or △ ≡ 0.
Let PΘ denote the orthogonal projection from
(
H2(E∗)
△¯L2(E)
)
onto KΘ. Further, consider
the operators Tz and M
△¯
ξ acting as multiplication by the independent variables z ∈ D
and ξ ∈ T, respectively. A completely nonunitary (cnu) contraction is an operator X
that satisfies ‖X‖ ≤ 1 and is not unitary on any of its invariant subspaces. One can
show that the following contraction is cnu:
TΘ = PΘ
(
Tz O
O M
△¯
ξ
)
on KΘ.(2.3)
The class C·0 consists of contractions X such that (X
∗)n converges to the zero oper-
ator in the strong operator topology. It is straightforward to see that TΘ ∈ C·0 if and
only if Θ is inner.
Let us explain briefly how the above construction allows the study of all cnu contrac-
tions on a separable Hilbert space. Consider a contraction UO on a separable Hilbert
space H. The defect operators of UO and U
∗
O
are
D = (I− U∗
O
UO)
1/2 and D∗ = (I− UOU
∗
O
)1/2,
respectively. And the defect spaces are
D := closDH and D∗ := closD∗H,
respectively. The operator UO is said to have deficiency indies (n,m), if n = dim(D)
and m = dim(D∗), where 0 ≤ m,n ≤ ℵ0 (that is, m and n are non-negative and
countable).
Theorem 2.1. (see for example, page 253 of [19]) For any given cnu contraction UO
with deficiency indices (n, n) on a separable Hilbert space H, there exists an operator-
valued function Θ ∈ H∞(D → D∗) such that
(UO on H) ∼= (TΘ on KΘ);
that is, the operators are unitarily equivalent.
The function Θ is called the characteristic operator function of the cnu contractions
UO and TΘ. One can show that the formula
Θ(z) = −UO + zD∗(I− zU
∗
O
)−1D
holds, where Θ(z) : D → D∗ and I is the identity operator on H.
The characteristic operator function is unique up to equivalence. In other words,
given the pairs Θ1, TΘ1 and Θ2, TΘ2 , the operators TΘ1 and TΘ2 are unitarily equivalent
(that is,
(TΘ1 on KΘ1)
∼= (TΘ2 on KΘ2))
if and only if there exist unitary operators U : D2 → D1 and V : (D2)∗ → (D1)∗
satisfying
Θ1(z)U = VΘ2(z) for z ∈ D.
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Let us outline the relationship of rank one perturbations with model theory. If n = 1,
we describe part of Aleksandrov–Clark theory, and also refer the reader to Subsection
2.3 below. Let UO be as above. With the notation D
⊥ = H ⊖ D and D⊥∗ = H ⊖ D∗
and a rank n unitary operator A : D → D∗, we can construct a unitary operator UA
on H by setting
UA : D
⊥ −→ D⊥∗ with UAf = UOf for f ∈ D
⊥ and
⊕ ⊕
UA : D −→ D∗ by UAf = Af for f ∈ D.
Let us introduce rank n unitary perturbations of UO on H. Define the operators P
and P∗ to be the orthogonal projections of H onto D and D∗, respectively. Further, we
use the notation P⊥ = I − P and P⊥∗ = I − P∗. Consider the family of perturbations
of UO given by
UA = P
⊥
∗ UOP
⊥ ⊕AP A : D → D∗ with ‖A‖ ≤ 1.(2.4)
It is not hard to see that D∗ is a cyclic subspace for UA for each contraction ‖A‖ ≤ 1;
that is,
H = clos span{U
(l)
A D∗ : l ∈ Z} where U
(l)
A =
{
U lA for l ≥ 0,
(U∗A)
−l for l < 0.
Of course, if A is unitary, then U
(l)
A = U
l
A for l ∈ Z.
If A is a strict contraction; that is, ‖A‖ < 1, then the operator UA is a cnu contraction
with the same deficiency indices and the same defect spaces as UO. If A is the zero
operator O : D → D∗, then we recover the original cnu contraction UO.
In the remainder of this subsection, we assume that A is unitary; that is, AA∗ = I.
Then the operator UA is a rank n unitary perturbation of UO. In this case, we can
find a nonnegative measure µA on the unit circle T which is the scalar-valued spectral
measure for the operator UA; that is, we have the direct integral
H = ⊕
∫
T
H(ξ)dµA(ξ) with UA = ⊕
∫
T
ξ IH(ξ)dµA(ξ),(2.5)
where IH(ξ) denotes the identity operator on the Hilbert space H(ξ). Since D∗ is a
cyclic subspace for UA of minimal dimension, we have max dimH(ξ) = n.
By Theorem 2.1 we can re-write this perturbation as a problem on the model space
KΘ =
(
H2(D∗)
△¯L2(D)
)
⊖
(
Θ
△
)
H2(D),(2.6)
where Θ is the characteristic operator function that corresponds to UO.
Theorem 2.2. The following three statements are equivalent:
1) The operators (U∗
O
)n converge to the zero operator in the strong operator topol-
ogy as n→∞.
2) The model space reduces to KΘ = H
2(D) ⊖ ΘH2(D); that is, the second com-
ponent collapses to {0}.
3) The characteristic operator function Θ is inner.
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Remarks. a) The equivalency of statements 1) and 3) can be found in [2], see also
Proposition 3.5 of [19]. The fact that 2)⇔ 3) is trivial by virtue of the definition (2.6)
of KΘ.
b) The equivalency of part 3) to the fact that “the scalar-valued spectral measure of
the unitary perturbation is purely singular” is the main result of the work at hand. It
is proven in Section 3 below for general n ∈ N. In the case n = 1, the equivalence of
the two statements is implied by a well-known result in Aleksandrov–Clark theory, see
Theorem 2.7 below.
2.2. Dilation theory. Consider a contraction C on a separable Hilbert space H with
deficiency indices (n, n). Recall that a (power) unitary dilation of the operator C on
the Hilbert space H is defined to be a unitary operator U on a larger Hilbert space K
such that for all m ∈ N one has
PHU
m|H = C
m.
A unitary dilation U of C is said to be minimal if we have K = clos span{UkH : k ∈ Z}.
Theorem 2.3. (see for example, [19], page 154) For every contraction on a Hilbert
space, there exists a unique minimal unitary dilation.
The minimal unitary dilation of a fixed contraction is determined uniquely up to
isomorphism. Hence, without loss of generality, we will refer to it as the minimal
unitary dilation of C.
It is well-known (see for example, [19]) that the dilation space K decomposes into
K = G∗ ⊕H⊕ G, where
G =
∑
n≥0
⊕UnX , G∗ =
∑
n<0
⊕UnX∗ and X = G ⊖ UG, X∗ = G∗ ⊖ U
∗G∗.
If U is the minimal unitary dilation and C has deficiency indices (n, n), then we have
dim(X ) = dim(X∗) = n.
It was proven by Schreiber that the minimal unitary dilation of a strict contraction
(that is, ‖C‖ < 1) has an absolutely continuous spectrum. This hypothesis was later
weakened by Sz.-Nagy–Foias¸.
Theorem 2.4. (see for example, [19], page 154) If C is a cnu contraction, then its
minimal unitary dilation has an absolutely continuous spectrum.
A formula for the spectral multiplicity of the minimal unitary dilation is known. Let
Θ be the operator-valued characteristic function of the cnu contraction C. For the
defect space D
C
of C and ξ ∈ T, consider the space
X (ξ) = {f ∈ D
C
: △(ξ)f 6= 0}.
Theorem 2.5. (see for example, [19], page 251) The spectral multiplicity of the mini-
mal unitary dilation of the cnu contraction C with defect indices ∂
C
= ∂
C∗
= n is equal
to
n+ dimX (ξ), for ξ ∈ T a.e. m.
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2.3. Aleksandrov–Clark Theory. Let us generalize Clark’s setup to the case of non-
inner characteristic functions. This Aleksandrov–Clark setup, which we now describe,
is unitarily equivalent to that in Subsection 2.1 for n = 1. Take θ ∈ H∞(D) with
‖θ‖
H∞
≤ 1 and θ(0) = 0.
Recall the definition of the Sz.-Nagy-Foias¸ model space Kθ and of the cnu contraction
Tθ. All rank one unitary perturbations of Tθ are given by
U˜γ = Tθ + γ
(
· ,
(
z¯θ
z¯△
))
Kθ
(
1z
0
)
on Kθ for |γ| = 1,
where
(
· ,
(
z¯θ
z¯△
))
Kθ
(
1z
0
)
denotes the rank one operator defined by
(
f
g
)
7→
([
(f, z¯θ)
H2
+ (g, z¯△)
L2
]
1z
0
)
.
Note that Θ(0) = 0 implies that z¯ ∈ H2. Moreover, there is an explicit identification
of the defect spaces of Tθ with the spaces
〈(
z¯θ
z¯△
)〉
and
〈(
1z
0
)〉
.
Let µγ denote the spectral measure of U˜γ with respect to the cyclic vector
(
1z
0
)
;
that is,(
(U˜γ + zI)(U˜γ − zI)
−1
(
1z
0
)
,
(
1z
0
))
Kθ
=
∫
T
ξ + z
ξ − z
dµγ(ξ) for z ∈ C\T.
In order to explain the equivalence of this setup to that discussed in Subsection 2.1,
for the case n = 1, let us recall that the Clark operator Φγ : Kθ → L
2(µγ) for γ ∈ T
intertwines Tθ and UO and it maps the defect spaces DTθ
,D
T ∗θ
⊂ Kθ of Tθ to those of
UO; that is,
ΦγTθ = UOΦγ and Φγ
(
θ
△
)
= ξ¯ and Φγ
(
1z
0
)
= 1ξ.
There is a one-to-one correspondence between the spectral families that arise from
rank one unitary perturbations and the corresponding θ ∈ H∞(D) with ‖θ‖
H∞
≤ 1.
For z ∈ C\T we have by a Herglotz argument that
γ + θ(z)
γ − θ(z)
=
∫
T
ξ + z
ξ − z
dµγ(ξ),
see for example, [4].
For a complex-valued measure τ , the Cauchy transform K of the measure fτ is given
by
K(fτ)(z) =
∫
T
f(ξ)dτ(ξ)
1− ξ¯z
, z ∈ C\T, f ∈ L1(|τ |).(2.7)
8 RONALD G. DOUGLAS AND CONSTANZE LIAW
Combining the latter two equations, one can show that
Kµγ(z) =
1
1− γ¯θ(z)
, z ∈ C\T.(2.8)
The normalized Cauchy transform
(2.9) Cfµγ (z) =
K(fµγ)
Kµγ
(z) , z ∈ C\T, f ∈ L1(µγ),
is an analytic function on C\T. It is one of the central objects in the theory of rank
one perturbations.
Remark. If θ is inner, we have Φ∗γf = Cfµγ for all f ∈ L
2(µγ). For inner θ, the latter
formula plus the next theorem by Poltoratski, is the key to many results in the subject.
Theorem 2.6. (Poltoratski [16], also see [9]) For a complex Borel measure τ on T and
any f ∈ L1(|τ |), the non-tangential limit of Cfτ exists with respect to the singular part
a.e. |τ |s and
lim
D∋z→ξ
Cfτ (z) = f(ξ) for ξ ∈ T a.e. |τ |s.
Consider the Lebesgue decomposition dµγ = d(µγ)ac+d(µγ)s, where d(µγ)ac = hγdm,
hγ ∈ L
1(m). Using analytic methods, one can prove the following formula.
Theorem 2.7. (see for example, [4], Proposition 9.1.14) The density of the absolutely
continuous part of the spectral measure µγ is given by
hγ(ξ) =
1− |θ(ξ)|2
|γ − θ(ξ)|2
for ξ ∈ T a.e. m.
In particular, the operators U˜γ, |γ| = 1, all have purely singular spectrum if and only
if θ is inner.
In [1] the authors proved a certain Aronszajn–Krein type formula in the case of self-
adjoint rank one perturbations which states that the normalized Cauchy transform of
a certain measure (involving µγ) is independent of γ. This result is easily transferred
to the case of rank one unitary perturbations as follows.
We use the notation µ = µ1. By virtue of the spectral theorem, there exists a unitary
operator
Vγ : L
2(µ)→ L2(µγ) such that VγUγ = MζVγ and Vγ1ξ = 1ζ ,(2.10)
where the operator Mζ acts as multiplication by the independent variable in L
2(µγ).
In [12] the analogue of Vγ for self-adjoint rank one perturbations was investigated. For
a function f ∈ L2(µ) consider
fγ = Vγf ∈ L
2(µγ), |γ| = 1.
Theorem 2.8. (Aronszajn–Krein type formula, see [1]) For f ∈ L2(µ) we have
K(fµ)
Kµ
(z) =
K(fγµγ)
Kµγ
(z) for z ∈ C\T a.e. m.
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3. Matrix representations of unitary dilations and rank n unitary
perturbations
Recall that UO is a cnu contraction on H with deficiency indices (n, n), n ∈ N,
with characteristic operator function Θ, that the operator-valued function △(ξ) =
(ID − Θ
∗(ξ)Θ(ξ))1/2 is defined for ξ ∈ T a.e. m. Recall the definition of the rank
n perturbation UA of UO given by (2.4). In this section, we assume that A is a
unitary operator, so UA is a unitary operator. Finally, recall the definition of the space
X (ξ) = {f ∈ D : △(ξ)f 6= 0} for ξ ∈ T a.e. m, and let N(ξ) denote the function of
spectral multiplicity of the absolutely continuous part (UA)ac of the perturbed operator.
Theorem 3.1. Consider the rank n perturbation UA given by (2.4) and assume that A
is unitary. Then the spectral multiplicity function N(ξ) = dimX (ξ) for ξ ∈ T a.e. m.
In particular, the operator UA has no absolutely continuous part on a Borel set B ⊂ T
if and only if dimX (ξ) = 0 for ξ ∈ B a.e. m; or, equivalently, Θ(ξ) is unitary for
ξ ∈ B a.e. m.
Taking B = T, we immediately obtain the main result of this paper. Recall that µA
denotes the scalar-valued spectral measure associated with UA via the direct integral
(2.5).
Corollary 3.2. Assume the above setting. The scalar-valued spectral measure µA is sin-
gular with respect to Lebesgue measurem on the unit circle T if and only if dimX (ξ) = 0
for ξ ∈ T a.e. m. The latter is equivalent to the statement that Θ is inner.
Remark. For n = 1, this result is a weaker version of Theorem 2.7. Our proof is purely
model theoretic and hence geometric, as opposed to the analytic proof of Theorem 2.7.
Proof of Theorem 3.1. Assume the setting of Theorem 3.1. Dilation theory tells us
that the minimal unitary dilation W lives on a larger Hilbert space K ⊃ H. Recall
that K = G∗⊕H⊕G, where G =
∑
n≥0⊕W
nX and X = G ⊖WG, and analogously for
G∗ and X∗.
Let w be the independent variable in L2(X ) and let Mw denote the multiplication
operator by the variable w. Without loss of generality, we have K = H2(X ) ⊕ H ⊕
H2(X ). Indeed, we have the following unitary equivalences:
(W on G) ∼= (Mw on H
2(X )), and (W on G∗) ∼= (Mw on H2(X )).
In the second unitary equivalence, we have identified X with X∗ which is possible,
because dimX = dimX∗ = n <∞. The reason for identifying the spaces X and X∗ is
that for the rank 2n perturbation, W˜ (defined below in equation (3.2)), of the action
of W on G ⊕ G∗ we have
(W˜ on G ⊕ G∗) ∼= (Mw on L
2(X )).
In what follows, we will further decompose the spaces H2(X ), H and H2(X ); see
(3.1) below. In order to recall for the reader the precise structure of the dilation space
K, we add to the classical notation and use the symbol ⊞ = ⊕ for the orthogonal direct
sum in the above decomposition; that is,
K = H2(X )⊞H⊞H2(X ).
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The space X is n−dimensional, because the unitary dilation W is minimal.
In the initial and range spaces of W , we use the decompositions:
initial space: K = Mw¯H2(X )⊕Mw¯X ⊞ D
⊥ ⊕D ⊞ H2(X ),
range space: K = H2(X ) ⊞ D⊥∗ ⊕D∗ ⊞ X ⊕MwH
2(X ).
(3.1)
Then we have the following actions
W |
Mw¯H2(X )⊞H2(X )
= Mw and W |
D⊥
= UO|
D⊥
,
and any choice of rank n unitary operators
W |
Mw¯X
:Mw¯X → D∗ and W |D : D → X
ensures that W is the minimal unitary dilation of UO.
Recall that A : D → D∗ is a rank n unitary operator. Consider the rank 2n unitary
perturbation W˜ of W given by
W˜ |
Mw¯H2(X )⊞D⊥⊞H2(X )
= W |
Mw¯H2(X )⊞D⊥⊞H2(X )
, W˜ |
Mw¯X
= Mw and W˜ |D = A.
(3.2)
Then the operator W˜ acts as the bilateral shift when compressed to the reducing
subspace
L2(X ) = Mw¯H2(X )⊕Mw¯X ⊞H
2(X ) = H2(X )⊞ X ⊕MwH
2(X ).
Further, we have W˜ |
H
= UA. In other words, we have
W˜ ∼= [bilateral shift on (⊕L2(X ))]⊕ [UA on H].(3.3)
Let n(ξ), nac(ξ) and n˜ac(ξ) denote the functions of spectral multiplicity of W , Wac
and W˜ac, respectively, defined ξ ∈ T a.e. m.
By virtue of Theorem 2.4, the minimal unitary dilation W of the cnu contraction
UO has purely absolutely continuous spectrum; that is, n(ξ) = nac(ξ), ξ ∈ T a.e. m.
Further, we have nac(ξ) = n˜ac(ξ), ξ ∈ T a.e. m, by the Kato–Rosenblum theorem
(see for example, [11], or [3]). Indeed, the operator W˜ is by definition a rank 2n
perturbation of the minimal unitary dilation W .
Now, Theorem 2.5 yields the following formula for the multiplicity of W˜ac:
n˜ac(ξ) = n+ dimX (ξ) ξ ∈ T a.e. m.(3.4)
In equation (3.4), the summand n comes from the multiplicity of the bilateral shift on
L2(X ). In particular, the spectral multiplicity N(ξ) of (UA)ac = (W˜ )ac|H satisfies
N(ξ) = dimX (ξ) for ξ ∈ T a.e. m.(3.5)
The second statement of the theorem follows immediately. 
Remarks. (a) The construction of the unitary dilation W and the perturbation W˜ can
be extended to the case where the defect operators of UO are trace class. However, the
argument from equation (3.4) to (3.5) does not hold true in that case.
(b) If we choose the actions of W and W˜ more carefully, it is possible to view W˜ as a
rank n perturbation of W .
DILATIONS AND FINITE RANK PERTURBATIONS 11
4. Operator-valued characteristic functions of UA for ‖A‖ < 1
Let UA be defined by (2.4). Assume that A is a strict contraction; that is, ‖A‖ < 1
which, since n <∞, is equivalent to the statement that ‖Af‖ = ‖f‖ for f ∈ D implies
f = 0. As mentioned in Subsection 2.1, this implies that the perturbation UA is a cnu
contraction with deficiency indices (n, n). From model theory we know that UA has a
corresponding operator-valued characteristic function ΘA(z) : D → D∗. The goal of
this section is to find a representation of ΘA(z).
For a fixed strict contraction A : D → D∗, let {ki}
n
i=1 and {k˜i}
n
i=1 be orthonormal
bases of D and D∗, respectively, for which the operator A is “diagonal”; that is,
Aki = βik˜i for βi ∈ D and i = 1, . . . , n.
Let I, ID and ID∗ denote the identity operators on H, D and D∗, respectively. Notice
that the operator-valued characteristic function is a holomorphic function from D to
the rank n linear operator. We use the standard notation |A|2 = A∗A.
Theorem 4.1. Assume the above setting for UA, A, {ki}
n
i=1 and {k˜i}
n
i=1. The action
of the operator-valued characteristic function ΘA(z) is
(ΘAkj)(z) = −βjkj + z ⊕
n
i=1
(1− |βi|
2)〈(I− zU∗
O
)−1ki, k˜i〉
〈(I− zU∗
O
)−1k˜i, k˜i〉 − zβ¯i〈(I− zU∗O)
−1ki, k˜i〉
k˜i(4.1)
for j = 1, . . . , n and z ∈ D.
Remark. A similar but more complicated formula was obtained in [2, 8]. In particular,
the operator function S(z) that occurs on the right hand side of their formula is related
to the operator-valued characteristic function ΘA(z) via a unitary change of basis, see
[2]. The authors used their formula to prove some interesting spectral properties of UA
and the higher rank unitary perturbations.
Proof. Take z ∈ D and recall that the operator-valued characteristic function of the
cnu contraction UA is given by
ΘA(z) = −UA + zDU∗A
(I− zU∗A)
−1D
UA
,
where D
UA
= (ID − U
∗
AUA)
1/2 and D
U∗A
= (ID∗ − UAU
∗
A)
1/2 are the defect operators of
UA and U
∗
A, respectively.
From the definition (2.4) of UA we obtain
D
UA
= (ID − |A|
2)1/2P and D
U∗A
= (ID∗ − |A
∗|2)1/2P∗,
where P and P∗ are the orthogonal projections of H onto D and D∗, respectively. Fix
j = 1, 2, . . . , n. By the above choice of bases, {ki} and {k˜i}, we have
(ΘAkj)(z) = −βj k˜j + z ⊕ (1− |βi|
2)(1− |βi|
2)〈xi, k˜i〉k˜i,(4.2)
where xi = (I− zU
∗
A)
−1ki ∈ H, z ∈ D.
By the definition of UA, we have U
∗
A = U
∗
O
+ (A∗ − U∗
O
)P∗. Hence, we obtain
ki = [(I− zU
∗
O
)xi + z〈xi, k˜i〉(U
∗
O
− A∗)k˜i],
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and so
xi = (I− zU
∗
O
)−1[ki − z〈xi, k˜i〉(U
∗
O
− A∗)k˜i].
Taking the inner product of both sides with k˜i we have
〈xi, k˜i〉 = 〈(I− zU
∗
O
)−1ki, k˜i〉 − z〈xi, k˜i〉〈(I− zU
∗
O
)−1(U∗
O
− A∗)k˜i, k˜i〉.
Solving for 〈xi, k˜i〉 yields
〈xi, k˜i〉 =
〈(I− zU∗
O
)−1ki, k˜i〉
1 + z〈(I− zU∗
O
)−1(U∗
O
−A∗)k˜i, k˜i〉
.
Recall that A∗k˜i = β¯iki, and using the series expansion for (I− zU
∗
O
)−1, we obtain
1 + z〈(I− zU∗
O
)−1U∗
O
k˜i, k˜i〉 = 〈(I− zU
∗
O
)−1k˜i, k˜i〉.
Therefore, we have
〈xi, k˜i〉 =
〈(I− zU∗
O
)−1ki, k˜i〉
〈(I− zU∗
O
)−1k˜i, k˜i〉 − zβ¯i〈(I− zU∗O)
−1ki, k˜i〉
.
The statement in the theorem follows when we substitute the latter expression into
equation (4.2). 
5. Characteristic functions in the case n = 1
In the remainder of this paper we consider the case of n = 1. In definition (2.4) we
parametrized the rank one contraction operators A : D → D∗ by γ ∈ D ∪ T. We use
the notation Uγ for the perturbed operator.
The following setup is unitarily equivalent to the setting for the Aleksandrov-Clark
theory described in Subsection 2.3. We state our results using the spectral representa-
tion of the operator U1; that is, on the space L
2(µ), where µ = µ1 denotes the spectral
measure of the unitary operator U1 with respect to the cyclic vector k˜ ∈ D∗. We de-
note the independent variable of L2(µ) by ξ, the operator which acts as multiplication
by the independent variable by Mξ, the function in L
2(µ) defined so that ξ¯(ξ) = ξ¯
by ξ¯, and the constant function identically equal to 1 in L2(µ) by 1ξ. Then the cnu
contraction Uˆ0 on L
2(µ) (which is unitarily equivalent to UO in Subsection 2.1 and U˜0
in Subsection 2.3) is given by
Uˆ0 = Mξ − ( · , ξ¯)L2(µ)1ξ on L
2(µ).(5.1)
The defect spaces of Uˆ0 are D
Uˆ0
= span{ξ¯} and D
Uˆ∗
0
= span{1ξ}. (Note we have
implicitly identified them by sending ξ¯ to 1ξ.)
The rank one unitary perturbations of Uˆ0 are given by
Uˆγ = Uˆ0 + γ( · , ξ¯)L2(µ)1ξ, |γ| = 1.(5.2)
Alternatively, we can write Uˆγ =Mξ + (γ − 1)( · , ξ¯)L2(µ)1ξ as a rank one perturbation
of the unitary operator Mξ.
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5.1. Representation for the characteristic functions for Uˆβ, |β| < 1. The family
of operators Uβ given by (5.2) consists of cnu contractions for all |β| < 1. (We use the
symbol β in this subsection to avoid possible confusion between the cases where the
parameter is in the unit disc, |β| < 1, and where the parameter is in the unit circle;
that is, |γ| = 1.) Each such Uβ has a characteristic function which we denote by Θβ.
Let us identify the one dimensional defect spaces < ξ¯ > and < 1ξ > with the
complex numbers; that is, we consider the characteristic function θβ ∈ H
∞(D) that
satisfies (Θβ ξ¯)(z) = θβ(z)1ξ.
Recall that the Cauchy transform of a complex-valued measure fτ on the unit circle
is given by K(fτ)(z) =
∫
T
f(ξ)dτ(ξ)
1−ξ¯z
for z ∈ C\T and f ∈ L1(|τ |).
Theorem 5.1. The characteristic functions in the above setup can be expressed in
terms of the Cauchy transform of the measures µ and ξ¯µ; namely, we have
θβ(z) = −β + z(1 − |β|
2)
K(ξ¯µ)
Kµ− zβ¯K(ξ¯µ)
, |β| < 1, z ∈ D.
For the convenience of the reader who is not interested in the rank n case, we provide
two proofs. In the first proof, we argue that the representation (4.1) of the operator-
valued characteristic function reduces to the desired formula. The alternative proof
does not depend on Sections 3 and 4 and is based on a direct computation, mimicking
the steps in the proof of Theorem 4.1.
Proof of Theorem 5.1. Recall that D
U0
is one-dimensional. Hence, any k ∈ D can be
represented by k = cξ¯ for some c ∈ C. We obtain Ak = βk˜, or A : D → D∗ : ξ¯ 7→
β1ξ by linearity. In the numerator of the formula in Theorem 4.1, one can see that
〈(I− zU∗
O
)−1k, k˜〉 = 〈(1− zξ¯)−1ξ¯, 1ξ〉 = K(ξ¯µ) and similarly in the denominator. 
Alternative proof of Theorem 5.1. Recall that Uˆβ = Mξ − (1 − β) < ·, ξ¯ > 1ξ =
P
<1ξ>
⊥
Uˆ0|
<ξ¯>⊥
+ β < ·, ξ¯ > 1ξ. With this identity, it is not hard to compute the
defect operators D
Uˆ∗β
= (1−|β|2)1/2P
<1ξ>
and D
Uˆβ
= (1−|β|2)1/2P
<ξ¯>
. With the rep-
resentation Θβ(z) = −Uˆβ+zD
Uˆ∗
β
(I−zUˆ∗β )
−1D
Uˆβ
of the characteristic operator function
of Uˆβ, we obtain
(Θβ ξ¯)(z) = [−β + z(1− |β|
2) < x, 1ξ >] 1ξ,(5.3)
where we have used the notation
x = (I− zUˆ∗β )
−1ξ¯.(5.4)
From the latter identity and the definition of Uˆβ, it follows that
ξ¯ = (I− zMξ¯)x+ z(1− β¯) < x, 1ξ > ξ¯.
Solving for x (in terms of < x, 1ξ > and the other variables), we obtain
x =
[
1− z(1 − β¯) < x, 1ξ >
]
(I− zMξ¯)
−1ξ¯.
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Taking the inner product of the latter identity with the function 1ξ and solving for
< x, 1ξ > yields
< x, 1ξ >=
Kξ¯µ
1 + z(1 − β¯)Kξ¯µ
=
Kξ¯µ
Kµ+ β¯zKξ¯µ
.(5.5)
Combining (5.3), (5.5) and the fact that θβ(z) = θβ(z)1ξ = (Θβ ξ¯)(z) we obtain the
statement of Theorem 5.1. 
Theorem 5.1 and Theorem 5.3 (below) plus some simple algebra yield the following
corollary.
Corollary 5.2. (Livsic [13]) The characteristic function θβ is related to θ = θ0 via the
linear fractional transformation
θβ(z) =
−β + θ(z)
1− β¯θ(z)
.
In particular, the characteristic functions θ and θβ are inner simultaneously. And if
θβ0 is a finite Blaschke product for some β0 ∈ D, then all characteristic functions θβ
are finite Blaschke products.
Remark. The relation in the latter corollary is essentially analogous to formula (22) in
Livsic [13] in the case where the deficiency indices are (1, 1) and his parameter τ = −β.
The main focus of Livsic’s paper was to find necessary and sufficient conditions for two
simple partial isometries to be unitarily equivalent. While the paper includes several
results about the spectrum of certain unitary extensions, he did not consider rank one
perturbations.
5.2. Representation for the characteristic function θ of Uˆ0. We find a very
simple representation of the characteristic function of Uˆ0 involving the normalized
Cauchy transform. We derive several results from this simplification.
Theorem 5.3. The characteristic function θ(z) of the cnu contraction U0 is given by
θ(z) = zCξ¯µ = γzCξ¯µγ for z ∈ D, |γ| = 1.(5.6)
Proof. The first equality follows immediately from Theorem 4.1.
For the second equality recall the definition of Vγ : L
2(µ)→ L2(µγ) and that Vγ1ξ =
1ζ (see equation (2.10)). Here ζ denotes the independent variable of L
2(µγ). Observe
that
Vγ ξ¯ = γζ¯.(5.7)
Indeed, the intertwining relationship VγUˆγ = MζVγ implies VγUˆ
∗
γ = Mζ¯Vγ . And to-
gether with the identity Uˆ∗γ = Mξ¯+(γ¯−1)( · , 1ξ)L2(µ) ξ¯, it follows that Vγ ξ¯ = VγMξ¯1ξ =
Mζ¯Vγ1ξ + Vγ(1 − γ¯)(1ξ, 1ξ)L2(µ) ξ¯ = ζ¯ + (1 − γ¯)Vγ ξ¯. It remains to solve for Vγ ξ¯ and
recall that |γ| = 1.
For the expression in the middle of (5.6) we use the fact that the Cauchy transform
is invariant under a change of the perturbation parameter γ by Theorem 2.8. This,
together with the identity (5.7), yields Cξ¯µ = C(Vγ ξ¯)µγ = Cγξ¯µγ = γCξ¯µγ , which completes
the proof. 
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Remarks. (a) Equation (5.7) is a simple case of the representation theorem in [12]. We
decided to provide a direct proof of this case for the convenience of the reader, since the
representation theorem is formulated in the case of self-adjoint rank one perturbations
there.
(b) In the case where the spectral measure µ is purely singular, the two representations
of the characteristic function (the first equality of (2.8) and (5.6) for γ = 1) agree
verbatim.
The following three corollaries are almost trivial consequences of (2.8) and (5.6).
Recall that for f ∈ L2(µγ), the normalized Cauchy transform Cfµγ is analytic in the
open unit disc D. It turns out that, if we take f(ξ) = ξ¯, then Cξ¯µγ is also uniformly
bounded on D.
Corollary 5.4. We have Cξ¯µγ ∈ H
∞(D).
Proof. Since |θ(z)| ≤ 1 is an analytic self-map of the disc, the origin is the only place
where (5.6) allows Cξ¯µγ to have a singularity. But at the origin we have |Cξ¯µγ (0)| =
|
∫
ξ¯dµ| ≤ 1, because µ is a probability measure. 
The following two implications of Theorem 5.3 yield well-known results in the theory
of rank one perturbations. For example, it is easy to verify Poltoratski’s theorem in
the case of f = ξ¯.
Corollary 5.5. (Special case of Poltoratski’s theorem, see Theorem 2.6) For γ ∈ T,
the non-tangential limit satisfies
lim
z→ζ
Cξ¯µγ (z)→ ζ¯ for ζ ∈ T a.e. (µγ)s.
Proof. From (2.8) and (5.6) we obtain
Kµγ(z) = (1− γ¯θ(z))
−1 = (1− zCξ¯µγ (z))
−1.
Clearly, we have |Kµγ(z)| → ∞ as z → ζ ∈ T a.e. (µγ)s. Hence, we have
|1− zCξ¯µγ (z)| → 0
as z → ζ ∈ T a.e. (µγ)s. 
Since the characteristic function θ ∈ H∞(D), we know that the non-tangential
boundary values limD∋z→ζ θ(z) exist ζ ∈ T a.e. m. The following result states that
the non-tangential boundary limits exist on certain sets of Lebesgue measure zero, and
what they are.
Corollary 5.6. For every γ ∈ T, the non-tangential boundary limits of the character-
istic function θ(z) obey
lim
z→ζ
θ(z) = γ for ζ ∈ T a.e. (µγ)s.
Proof. By virtue of the special case of Poltoratski’s theorem (see Corollary 5.5), we
have Cξ¯µγ (z) → ζ¯ as z → ζ for ζ ∈ T a.e. (µγ)s, and it remains only to recall equality
(5.6). 
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Remarks. (a) The latter corollary with an alternative proof can be found in [4], see
Corollary 9.1.24.
(b) Given a function f ∈ H∞(D) with ‖f‖
H∞
≤ 1 and f(0) = 0, one can use the
latter corollary to show the existence (and obtain the value) of the non-tangential
boundary value at some ζ ∈ T. Indeed, this can be done for some |γ| = 1 by finding
a corresponding Aleksandrov–Clark measure µγ that has a point mass at ζ . One can
then proceed in a similar way using the singular continuous part of µγ.
5.3. Radial jump behavior of the normalized Cauchy transform across the
unit circle. It follows from Poltoratski’s theorem that the non-tangential boundary
values of the normalized Cauchy transform
lim
z→ξ,|z|<1
Cfµ(z) and lim
z→ξ,|z|>1
Cfµ(z)
(from the inside and outside, respectively) coincide a.e. (µγ)s. However, Poltoratski’s
theorem does not provide any information about the boundary values on the absolutely
continuous part (µγ)ac. On that part of T, the difference of the non-tangential boundary
values of the normalized Cauchy transform (from the inside and outside, respectively)
is some non-zero function, since Cfµ is an analytic function on C\T. Equation (5.8)
below provides a simple explicit expression for this jump for non-tangential boundary
limits.
The idea is to use the two representations (equations (2.8) and (5.6)) of θ in order
to obtain information about the jump behavior of the normalized Cauchy transform of
the measure ξ¯µ.
For ξ ∈ T we use the notation
K±µ(ξ) = lim
z→ξ,|z|≷1
Kµ(z)
to denote the non-tangential boundary limits of the Cauchy transform from the outside
and inside, respectively. Similarly, for the non-tangential limits of the normalized
Cauchy transform, consider
C±fµµ(ξ) = lim
z→ξ,|z|≷1
Cfµ(z),
where f ∈ L2(µ). We denote the (non-tangential) jump of the normalized Cauchy
transform across T at ξ ∈ T by
[[Cfµ]](ξ) = C
−
fµ(ξ)− C
+
fµ(ξ).
Theorem 5.7. For a non-negative Borel measure µ, the non-tangential jump behavior
of Cξ¯µ across the unit circle T is given by
[[Cξ¯µ]](ξ) =
1
ξ(K+µ(ξ))(K−µ(ξ))
dµ
dm
(ξ) for ξ ∈ T a.e. m.(5.8)
Proof. Using the two representations of θ, equations (2.8) and (5.6), we see that
Cξ¯µ(z) =
1
z
[
1−
1
Kµ(z)
]
for z ∈ C\T.(5.9)
Recall that Cξ¯µ ∈ H
∞(D) by Corollary 5.4.
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Re-grouping the limits (and noticing that K±µ(ξ) 6= 0 for ξ ∈ T a.e. m), we obtain
[[Cξ¯µ]](ξ) =
1
ξ
[
1
K+µ(ξ)
−
1
K−µ(ξ)
]
=
K−µ(ξ) − K+µ(ξ)
ξ(K+µ(ξ))(K−µ(ξ))
for ξ ∈ T a.e. m.
Recall Fatou’s jump theorem (see for example, Corollary 2.4.2 of [4]) which is also
known as Privalov’s theorem, we have
K−µ(ξ) − K+µ(ξ) =
dµ
dm
(ξ) for ξ ∈ T a.e. m.
Application of this statement to the numerator yields the theorem. 
Remarks. (a) Note that equality (5.9) does not violate Poltoratski’s theorem (Theorem
2.6) because |Kµ(ξ)| =∞ for ξ ∈ T a.e. µs.
(b) In order to verify that the latter theorem is reasonable in a special case, let us
assume that the closed suppµac 6= T. Then it is well-known (see [7]) that the charac-
teristic function obeys |θ(ξ)| = 1 for ξ ∈ T\ suppµac and that it possesses a so-called
pseudo-analytic continuation “across” those points (in T\ suppµac). In particular, the
normalized Cauchy transform cannot have a jump at those points. This is in agreement
with the vanishing of the term dµ
dm
(ξ) on the right hand side of equation (5.8) at those
points.
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