I. INTRODUCTION
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INCE the advent of turbo codes [1] , various bandwidthefficient coded modulation schemes based on turbo-like codes with iterative decoding have been investigated [2] - [10] . The bit-interleaver-based schemes considered in [2] , [4] , [6] involve converting between symbol and bit likelihood values. They generally demonstrate good error floor performance. The symbol-interleaver-based schemes presented in [3] , [5] avoid symbol-bit conversions. They have lower decoding complexity and generally demonstrate good performance in the waterfall region. Alternative methods include the multilevel codes presented in [7] and the low-density parity-check (LDPC) code based schemes presented in [8] - [10] . An overview of bandwidth-efficient coded modulation schemes can be found in [11] , [12] .
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Communicated by R. metric turbo-coded modulation scheme was investigated in [14] using the EXIT chart technique [15] . For a trellis code with a spectral efficiency of bits per symbol, using a signal constellation of size and a state number of less than , the trellis diagram would inevitably contain parallel branches that are likely to be detrimental to performance. Therefore, for higher spectral efficiency, more complex component codes have to be used (e.g., at least 16-state codes for 32-QAM). This implies that decoding complexity will increase rapidly with constellation size.
In this paper, we present a family of very-low-complexity concatenated two-state trellis-coded modulation (TCM) (CT-TCM) schemes with near-capacity performance. A CT-TCM code consists of multiple two-state component codes (typically more than two), concatenated in parallel by symbolinterleavers. A notable feature of the CT-TCM codes is that the design strategy is based on asymmetrical and time-varying trellises with parallel branches. Several useful parameters are introduced which characterize CT-TCM codes: namely, the minimum divergence degree, pairwise remerging probability, and diverging length. Compared with existing turbo-type coded-modulation schemes [2] - [6] , CT-TCM codes offer a low-cost alternative with comparable performance. A complexity analysis is provided in the Appendix, which shows that the cost saving factor is substantial (for example, twelve times lower than the 16-state codes used in [4] , [5] ).
The paper is organized as follows. In Section II, we introduce the basic principles of binary two-state trellis codes and CT-TCM schemes. Sections III and IV are concerned with the design criteria for CT-TCM codes based on Hamming and Euclidean distances, respectively. In Section V, design examples are presented which demonstrate the performance of CT-TCM codes. Finally, Section VI presents conclusions.
II. CONCATENATED TWO-STATE TCM SCHEMES
A. Component Encoder
The component encoder of a CT-TCM code consists of a binary two-state trellis encoder followed by a multi-ary signal mapper, see Fig. 1 . Let a binary -tuple be an information symbol. Let be an input sequence to the binary encoder, producing a coded symbol sequence . Each contains a parity-check bit , i.e., , and is mapped to a signal constellation of size , producing a modulated symbol . In the following, and are also referred to as unmodulated and modulated codewords, respectively. In this paper, we assume that the binary encoder in Fig. 1 is characterized by the two-state trellis in Fig. 2 (similar to the tree encoder in [16] ). The parity-check bit is generated by (1) with . Here, is an indicator vector defined by if participates in parity check otherwise.
The code in Fig. 2 is completely specified by . For obvious reasons, we will refer to a trellis branch (i.e., a state transition) corresponding to as a horizontal branch, and a branch corresponding to as a cross branch. Fig. 3 depicts a global CT-TCM scheme, where component encoders are concatenated in parallel by symbol-interleavers. Modulo-interleavers satisfying the following constraints are assumed in this paper: for (3) In order to increase spectral efficiency, we puncture all the modulated symbols in the th component code, except those at position . This, together with the constraint in (3), ensures that one and only one modulated symbol carrying the same is transmitted, and that the punctured symbols are uniformly distributed in each component code. When , the above modulo-interleaving-puncturing rule is equivalent to that used in [3] . We will always assume that a signal constellation of size is used. This yields a spectral efficiency of bits per symbol. Without confusion, we will still use and to denote unmodulated and modulated codewords, respectively, in the concatenated code.
B. The Global Encoder of CT-TCM Scheme
C. Iterative Decoder
The CT-TCM decoder structure is based on a multidimensional turbo decoder incorporating the Bahl-Cocke-Jelinek-Raviv (BCJR) algorithm, as detailed in [16] . A brief discussion on iterative decoding and its complexity is given in the Appendix.
III. DESIGN OF THE UNDERLYING BINARY CODES
Let and be two unmodulated codewords generated by the information words and , respectively. Denote by the all-zero codeword. The symbol Hamming distance between and , denoted by , is the number of symbols by which they differ. The symbol Hamming weight of is defined as . The information Hamming distance between and is defined as . The information Hamming weight of is defined as . A common design rule for TCM codes is to optimize the distribution of Euclidean distances [17] , which is a complicated task. We now consider a suboptimal procedure that uses the symbol Hamming distance as the design criterion. The rationale is as follows. We assume that a one-to-one mapping is established between the branches in a trellis section (see Fig. 2 ) and the signal points in the constellation. Consider and again. A nonzero contribution to their Euclidean distance will be made if their encoding paths are different in a section. Thus, a large symbol Hamming distance between the unmodulated codewords will be very likely to result in a large Euclidean distance between the modulated codewords.
It is convenient to adopt the symbol Hamming weight as a design criterion, since it is a linear metric for the underlying binary code. According to the analysis in [18] , the performance of turbo-type codes is dominated by the codewords with It is reasonable to expect that the performance of CT-TCM codes will behave similarly. Motivated by this, we will concentrate on codewords with for code optimization. It turns out that some very good codes can be designed in this way.
A. State Equations in Matrix Form
For convenience, we first assume trivial interleavers for all . We will consider the impact of interleavers in Section III-E. Refer to The number of 's in the binary vector is called the divergence degree of the pair and will be denoted by . Comparing Definition 1 with the discussion in Section II-A, represents the number of cross transitions (out of component codes) caused by a nonzero at the th trellis section. The following analogy provides a convenient way to design with a required divergence degree distribution.
Remark 1:
Supposing that is used as the generator matrix of a linear block code , then is the weight of the codeword in generated by an information word . Let . Then is the minimum Hamming distance of .
We will use to denote the minimum considering all and all possible , which is a useful parameter for CT-TCM codes. For example, using the generator matrix of a single parity-check (SPC) code for every , we have , so any will diverge from in at least two component codes.
We now consider the codewords where . Let be the only nonzero symbol in an information word . Then for (6) (assuming an all-zero initial state for all component codes). Equation (6) indicates that there are exactly component encoding paths (i.e., the trellis paths of in the individual component codes) diverging from at the th trellis section, and they will remain separate from afterwards (since ). This is likely to result in a large Hamming weight. It is thus desirable to have large divergence degrees for all pairs and, in particular, to avoid . It can be verified that if and only if is row-linearly-independent, and this implies that the columns in are not all identical. It also implies that , since is an matrix. Recall that each column in contains the encoding information in a component code. Thus, nonidentical columns imply different encoding methods in different component codes, and such a code is said to be asymmetrical.
Some other general observations can also be made. The relative divergence degree between and is defined as the number of 's in , where and are two information symbols. Since the Hamming distance is a linear metric, the distribution of relative divergence degrees is completely determined by the distribution of . For example, the encoding paths of and will diverge from each other in at least component codes after the first symbol at which and differ.
C. Remerging Probability
We now proceed to consider codewords with . Again we only consider trivial interleavers. Let and be the only two nonzero symbols in . From (5), the state variables at time will always be for
If , (7) will result in a large Hamming weight with a high probability, which is the preferred situation. However, it is usually impossible to ensure for arbitrary (nonzero) and , and . We thus treat this as a probability event below.
Definition 2:
The pairwise remerging probability, denoted by , is the occurrence probability of the following event:
over all possible values of , , , and .
For example, Fig. 4 shows a remerging event for a code with four component codes.
Consider the calculation of . Assume that every takes values independently and with equal probability from an input alphabet of size . Let be the vector space over GF spanned by . (9) In general, can be calculated by averaging the conditional probability in (9) over all possible pairs in the code.
D. Time-Varying Encoder Structure
Following the preceding discussions, we have a useful design rule.
Rule 1:
should be maximized, and should be minimized.
From Remark 2, can be made small by reducing the intersection between the vector spaces spanned by different . This implies that a good CT-TCM code should be time varying (i.e., it should have different for different ). However, except for very short codes, it is inevitable that one must use repeated due to limited choices.
In this paper, we consider the following periodically timevarying code structure. We select an initial subset 1 from all possible . Repeating the subset for generates the overall code. The selections of in are based on Rule 1. When the two requirements in Rule 1 cannot be satisfied simultaneously, we make a tradeoff between them by considering the diverging length (to be defined in Section III-E). A useful property is as follows.
Remark 3:
Using the periodically time-varying structure and modulo-interleavers defined in (3), we always have , . Thus, the encoding method for every is the same with and without interleaving, and so and are not affected by modulo-interleaving.
When all
contain linearly independent rows, we have , . With the above periodically time-varying structure, the average pairwise remerging probability can be calculated from (9) as follows. (Note: and can take any values in the initial set .) (10) 1 The size of the initial set A A A can be different from M, but we will not consider it in this paper. 
E. The Impact of Interleavers
From Remark 3, we can see that the modulo-interleavers defined in (3) will not affect and . However, they will have an important impact on the diverging length, as discussed below. Consider again a codeword with generated by . Again let and in , and . After interleaving, at least component encoding paths of diverge from between sections and . If the th component encoding path diverges from , the diverging part covers sections for which , contributing a Hamming weight of . Hence,
where . We refer to as the diverging length of the th component code. When interleaving is trivial, i.e., for all , (11) reduces to (12) In this case, the minimum value of the diverging length is the dominant factor. On the other hand, with random interleavers, the nonzero values in can be regarded as independent random variables uniformly distributed in , where is the interleaver size. The probability that is very small reduces rapidly as or increases. (We see here again the advantage of maximizing .) This effect is similar to the interleaving gain discussed for turbo codes in [18] and it also applies to codewords with .
IV. MAPPING RULES
We now consider the design of the signal mapper in Fig. 1 . Following Ungerboeck's principle of mapping by set partitioning [19] , we partition the original constellation of size into four subsets:
. These subsets are assigned to the four sets of parallel branches in a two-state trellis section, as shown in Fig. 5 (i. e., the signal points in are assigned to the branches in ). The Euclidean distance between the parallel transitions is maximized in this way.
To further partition , we consider the relative Euclidean distance between each pair of codewords. At the starting and ending positions of a diverging span, the two codewords always have different input symbols. Large Euclidean distances should be assigned to the coded symbol pairs corresponding to small relative divergence degrees at these two positions since the interleaving gain is relatively weak in this case. A good balance between Euclidean distance (related to signal points) and interleaving gain (related to relative divergence degree) can be achieved using the following Rule 2. The application of Rule 2 is explained in the 16-QAM design example in Section V.
Rule 2:
A larger Euclidean distance should be assigned to a coded symbol pair in possessing a smaller relative divergence degree.
Specifically, we continue to partition into and . Both and have larger minimum intrasubset Euclidean distance than . We partition into and , having smaller intrasubset relative divergence degree. We assign and to and , respectively. In this way, Rule 2 is satisfied. This process can be continued if necessary.
V. EXAMPLES AND NUMERICAL RESULTS
In this section, some design examples of CT-TCM codes are provided, which involve handcrafted tradeoff among divergence degrees, pairwise remerging probabilities, diverging lengths, and constellation mapping. Good performances will be demonstrated. In all simulations, we assume additive white Gaussian noise (AWGN) channels with zero mean and variance per dimension. Pseudorandom modulointerleaving and puncturing are always used.
A. CT-TCM Codes for 8-PSK
Consider a CT-TCM code for 8-PSK modulation with a spectral efficiency of 2 bits/symbol. In this case, . Let . We adopt the initial subset as follows: (13) With periodic repetition of , an asymmetric time-varying (ATV) CT-TCM code is obtained. This code has and
When the reference codeword is , is related to only one type of codeword with , i.e., the two nonzero information symbols are , with any nonzero integer. The diverging lengths of such codewords are at least , so they have relatively large Hamming weights. All other codewords have a divergence degree of . Only two types of sections (the circled ones in (13)) are unpunctured. The mapping rules for these unpunctured sections are shown in Fig. 6 .
The performance of this code is shown in Fig. 7 (labeled by CT-TCM ATV). The results of [3] - [5] are also plotted in Fig. 7 for comparison. It can be seen that the proposed CT-TCM code has comparable performance to the codes in [3] - [5] . 2 However, as analyzed in the Appendix, the complexity of this CT-TCM code is about six times lower than the code in [3] and about twelve times lower than those in [4] , [5] .
To illustrate the impact of the asymmetric and time-varying principles, the bit-error rate (BER) curves for different 8-PSK CT-TCM codes (with ) using best effort searching are also compared in Fig. 7 , and it is seen that the ATV structure yields a noticeable improvement. In addition to the ATV code defined earlier, other codes are subsequently defined. Since 
B. CT-TCM Codes for 16-QAM
Consider 16-QAM CT-TCM schemes with and Each is a matrix over GF (2) . The maximum achievable is using the generator matrix of an SPC code, e.g., For a fixed length, the SPC code is unique. If we want to make , the corresponding is relatively small since , . Such a code can be realized using an ATI structure. To increase , we can construct an ATV structure using the in (14) , which is obtained by reversing a column in . Then . The initial set is given below, where , , and are obtained by cyclic shifting of so that ,
For this code,
We consider the application of Rule 2 in Section IV. It can be verified that the only input symbol with (relative to ) is , which produces . When and , a remerging event takes place only when , with any nonzero integer. The related diverging length is , . Other codewords have divergence degrees of at least . We adopt the mapping in Fig. 8 for the unpunctured section with (the circled ones in (14)). A large Euclidean distance is assigned to every pair of coded symbols and with a relative divergence degree of , i.e., (such as and , etc.). This ATV CT-TCM code is compared in Fig. 9 (marked by "A") with the ATI CT-TCM code (based on and marked by "B") and the eight-state 16-QAM scheme from [3] and the four-state (for both inner and outer codes) 16-QAM scheme from [6] . The ATV code shows improved performance over the ATI one. The ATV CT-TCM scheme has a complexity similar to the scheme in [6] (lower than that of [3] ). Overall, the ATV CT-TCM code represents a good compromise between complexity and performance.
C. A CT-TCM Code for 32-QAM
Next we consider a 32-QAM ATV CT-TCM scheme with and . The initial set is (15) Fig. 9 . BER performance of CT-TCM schemes for different modulations. "L" represents interleaver size (in symbols). The spectral efficiencies for 16-QAM, 32-QAM, and 64-QAM are 3, 4, and 5 bits/symbol, respectively. The corresponding constrained-capacity limits are 4.5, 6.8, and 9.2 dB, respectively [20] . All the results are produced using 18 iterations except those cited from [6] (8 iterations). , and all other codewords have a divergence degree of at least . The mapping is given in Fig. 10 for the unpunctured section with (the circled ones in (15)). See Fig. 9 for performance.
D. CT-TCM Codes for Higher Order Constellations
Following [3] , for a larger signal constellation, the operating signal-to-noise ratio (SNR) is usually very high. At a certain point of the set-partitioning chain, the intrasubset Euclidean distances may be sufficient to guarantee a very small error rate. In this situation, given a received symbol , the probability that is a constellation point outside a preset distance threshold from is very small and we will simply ignore this possibility.
Equivalently, we expurgate the corresponding branches in the decoding trellis; thus, the decoding cost is greatly reduced.
For a code with a constellation of size , a simple implementation of the above principle is to encode only bits using an appropriate two-state trellis code and leave bits uncoded for each information symbol. The coded bits are used to define the signal subsets and the uncoded bits are used to select signal points from a subset. The value of is determined according to the operating SNR and the Euclidean distances between signal points within a subset. Consider a CT-TCM code for 64-QAM with 5 bits/symbol. In this case, the channel capacity is 16.2 dB. According to [3] , the intrasubset error probability is after three levels of Ungerboeck-type set partitioning. As a result, we adopt and employ the previous design for 16-QAM in (14) . The performance of this code is shown in Fig. 9 .
VI. CONCLUSION
In this paper, we proposed a family of concatenated two-state TCM codes using symbol interleavers. The proposed codes are characterized by asymmetrical and time-varying trellis structures. A joint design strategy considering all component codes is established. Compared with existing turbo-type coded modulation schemes, the proposed codes have significantly reduced complexity without compromising performance.
For future work, a general analysis of the CT-TCM schemes is necessary, but it is a complicated task involving specific puncturing patterns, mapping rules, and interleaver design. Therefore, the existing methods (such as [21] ) for performance analysis of turbo-TCM codes are not directly applicable here. Research in this direction offers interesting prospects. The codes given in Section V are mostly handcrafted and are not optimized. A systematic design strategy or an optimization procedure may offer another interesting avenue for future work. Denote by the set of all the parallel branches connecting and . The BCJR algorithm is summarized as follows [22] - [24] :
B. Global Decoder
The global decoder operating in the log domain for a CT-TCM code is shown in Fig. 11 . It consists of local a posteriori probability (APP) decoders, one for each component code. The variables involved in Fig. 11 are the log-likelihood (LL) values, as detailed as follows. It is used together with channel observations in the next APP decoding of the th component code. A discussion on this global decoder can also be found in [16] .
C. Complexity Analysis
For convenience, we count costs in the probability domain. Let be the number of trellis states and the number of information bits in an input symbol. For a BCJR decoder, normalizing one of state metrics to unity can reduce the decoding cost. This is particularly beneficial when . Let us normalize and to for every . The multiplications associated with and in (A2)-(A4) can be eliminated. For the output stage, we first find and then multiply it by every associated branch metric. In this way, the total number of multiplications required in (A4) is . For (A1), additions are needed for the decoder of a two-state code to combine individual branch metrics. The addition number is for an unpunctured section, and for a punctured one. (For a punctured section, and .) Recall that for the code in Fig. 3 , every trellis sections out of trellis sections are punctured. The average addition number is
The average multiplication number required in (A1) is including the generation of . Table I summarizes the decoding costs involved in (A1)-(A4) for a two-state and an -state code, respectively, with normalization costs included. Note that the cost saving due to normalization also applies to trellises with , but the benefit becomes marginal as increases. For simplicity, such saving is only considered for Case-II in Table I . (Note: normalization is always necessary to prevent overflow.) From Table I, the decoding cost of a two-state trellis code is about times lower than that of an -state one without parallel branches. This ratio should be adjusted considering . For example, the complexity of the CT-TCM code defined in (13) with is about six times lower than that of the eight-state, code in [3] , and twelve times lower than that of the 16-state, codes in [4] , [5] .
The preceding discussion is in the probability domain. In practice, all of the operations can be carried out in the log domain. We store all variables using their log values. For , we actually evaluate and for , we actually evaluate , . In this way, there is no conversion between log and probability values since can be implemented using a lookup table. With some modifications, Table I can still be used for comparison purposes.
