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Time-resolved photoelectron imaging was used to investigate the dynamical evolution of the initially
prepared S1 (ππ*) excited state of phenol (hydroxybenzene), catechol (1,2-dihydroxybenzene), re-
sorcinol (1,3-dihydroxybenzene), and hydroquinone (1,4-dihydroxybenzene) following excitation at
267 nm. Our analysis was supported by ab initio calculations at the coupled-cluster and CASSCF
levels of theory. In all cases, we observe rapid (<1 ps) intramolecular vibrational redistribution on
the S1 potential surface. In catechol, the overall S1 state lifetime was observed to be 12.1 ps, which
is 1–2 orders of magnitude shorter than in the other three molecules studied. This may be attributed
to differences in the H atom tunnelling rate under the barrier formed by a conical intersection be-
tween the S1 state and the close lying S2 (πσ*) state, which is dissociative along the O–H stretching
coordinate. Further evidence of this S1/S2 interaction is also seen in the time-dependent anisotropy
of the photoelectron angular distributions we have observed. Our data analysis was assisted by a ma-
trix inversion method for processing photoelectron images that is signiﬁcantly faster than most other
previously reported approaches and is extremely quick and easy to implement. © 2012 American
Institute of Physics.[ http://dx.doi.org/10.1063/1.4765104]
I. INTRODUCTION
During the past 25 years, the spectroscopy and dynam-
ics of electronically excited phenol (hydroxybenzene) in the
gas-phase has received considerable experimental1–14 and
theoretical15–25 attention. Phenol is the chromophore site in
severalbiologicallyactivemoleculesincludingtheaminoacid
tyrosine and the estrogenic hormones. This has frequently
been cited as a motivating factor for such studies. In partic-
ular, the role of the interaction between the optically bright S1
(ππ*) electronic state and the nearby S2 (πσ*) state, which is
dissociativealongtheO–Hstretchingcoordinate,hasbeenthe
subject of intensive investigation over the past decade. Such
states of πσ* character are now widely recognised as playing
a key role in the relaxation dynamics of many electronically
excited species containing OH, NH, and SH groups and a re-
centreviewbyAshfoldetal.(andreferencestherein)provides
an excellent starting point for an overview of the extensive
number of studies that have been undertaken in this area.26
TheS2 (πσ*)stateinphenolhasbeenidentiﬁedashavingsig-
niﬁcant Rydberg (3s) character in the vertical Franck-Condon
region. At more extended O–H distances the electron density
evolves towards being localised on the OH group and exhibits
a node along the O–H bond.19 The S2 ← S0 transition pos-
sesses little or no oscillator strength, although it may, in some
instances, be accessed directly as a result of vibronic cou-
pling. In addition, radiationless transfer to (and subsequently
from) the S2 state may also take place at conical intersections
a)Author to whom correspondence should be addressed. Electronic mail:
D.Townsend@hw.ac.uk.
(CIs) formed with other electronic states, providing signiﬁ-
cant mechanistic pathways for electronic relaxation.
Since 2006, the excited state dynamics of phenol (and
some of its substituted derivatives) have been comprehen-
sively investigated by Ashfold and co-workers, leading to
signiﬁcant new photophysical insight.27–34 Using H Rydberg
atom photofragment translational spectroscopy (HRA-PTS),
this group have identiﬁed two different photodissociation
mechanisms following excitation at wavelengths longer or
shorter than 248 nm. At the S1 origin (275.11 nm) the H atom
kinetic energy release distribution is bimodal, exhibiting an
unstructured “slow” component and a “fast” component com-
prising a series of structured peaks that are correlated with
the formation of speciﬁc vibrational levels in the ground elec-
tronic state of the ˜ X
2B1 phenoxyl radical co-fragment. Both
of these components show an isotropic recoil distribution. As
the excitation wavelength is gradually shortened, similar H
atom distributions are observed, although the resolution in
thefastcomponentgraduallydecreases,becomingcompletely
unresolved at around 257 nm. The origin of the fast com-
ponent has been the subject of some conjecture, and a path-
way involving S1  S#
0  S2 non-radiative relaxation (where
S0
# denotes the electronic ground state with substantial O–
H stretching excitation) has previously been proposed.1,28
However, the most recent work by the Ashfold group34 now
appears to conﬁrm that this feature arises due to H atom tun-
nelling under the potential barrier formed by a conical inter-
section (CI) between the S1 and S2 surfaces, with subsequent
dissociation along the S2 O–H coordinate. The S1 and S2 elec-
tronic states of phenol are of different symmetry and, as such,
0021-9606/2012/137(18)/184304/17/$30.00 © 2012 American Institute of Physics 137, 184304-1
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should not undergo coupling. However, vibrational modes of
speciﬁc symmetry may induce a vibronic interaction between
the two potential surfaces. Working within the framework of
the G4 symmetry point group (and the Wilson mode labelling
scheme35), a detailed analysis of the energy disposal within
the phenoxyl co-fragment has provided strong evidence that
odd quanta excitation in the ν16a (a2) ring torsion mode is
responsible for mediating the S1/S2 interaction.34 This tun-
nelling interpretation, as previously proposed by Sobolewski
et al.,19 also now appears to be supported by additional recent
experimental andtheoretical workfromseveral groups.14,25,36
In particular, recent work from Stavros and co-workers moni-
toring the time-resolved appearance of H atom photoproducts
has concluded that excitation of vibrational modes orthog-
onal to the O–H stretching coordinate (so-called “spectator
modes”) has no signiﬁcant effect on the H atom tunnelling
rate.14 At excitation wavelengths with insufﬁcient energy to
populate νOH = 1i nt h eS 1 state (>250 nm), tunnelling there-
fore always proceeds exclusively from the zero-point energy
(ZPE) level of this mode. These authors also reported time-
resolved decay traces of the phenol parent ion, observing a
fall in the overall S1 lifetime with increasing excitation en-
ergy. It was suggested that this may be due to a competing
mechanism involving an S1  S0 IC pathway driven by the
spectator modes.
As the excitation wavelength is reduced below 248 nm,
the intensity of the fast H atom signal begins to fade and a
new, structured, fast H atom product channel begins to ap-
pear in its place. This new channel exhibits signiﬁcant recoil
anisotropy (β ∼− 0.5) and a considerably higher average ki-
netic energy. This observation has previously been attributed
to S1 excitation above the barrier formed by the S1/S2 CI, fol-
lowed by rapid internal conversion to the S2 potential surface
and subsequent O–H bond ﬁssion on a timescale faster than
the parent rotational period.28 However, an alternative mech-
anism invoking direct excitation to the S2 state (facilitated by
ν16b (b1) mediated vibronic coupling with the higher-lying S3
(ππ*) state) has recently been proposed.25,34
At all excitation wavelengths between 275 nm and
193 nm, the slow component present in the H atom kinetic
energy release distribution has been attributed, in part, to
a second non-adiabatic interaction between the S2 and S0
potential surfaces at highly extended O–H distances. Sub-
sequent intramolecular vibrational redistribution (IVR) then
leads to “statistical” dissociation of the highly vibrationally
excited S0 state, providing a route to excited state ˜ A2B2
phenoxyl radicals.10,11,28 This interpretation is, however, not
fully reconciled with time-resolved H atom elimination stud-
ies of Stavros and co-workers, who observe both the fast and
slow kinetic energy channels to appear on an extremely rapid
(<200 fs) timescale following excitation at 200 nm.12,13 A
second contribution to the slow H atom component is also be-
lieved to arise from (unwanted) multiphoton absorption and
subsequent decay of “superexcited” states.27,37
In contrast to phenol, the spectroscopy and dynamics
of the excited electronic states of gas-phase catechol (1,2-
dihydroxybenzene), resorcinol (1,3-dihydroxybenzene), and
hydroquinone (1,4-dihydroxybenzene) have received compar-
atively little attention. UV absorption spectra of all three
FIG. 1. Schematic depiction of phenol, catechol, resorcinol and hydro-
quinone. The conformers shown are those that are expected to be present
under molecular beam conditions. The positions of the respective S1 origins
are also given along with the adiabatic ionization potentials. Note that isomer
C of resorcinol is predicted to exist but has not been observed spectroscopi-
cally.
species, recorded in a cell at elevated temperature, were ﬁrst
reported by Beck in 1950.38 More recent work by Lubman
and co-workers employed molecular beam methods to record
(1+1) resonance enhanced multi-photon ionization (REMPI)
spectra of all three molecules – observing well-resolved vi-
brational structure close to the S1 origins39 – and a small
number of additional spectroscopic studies in the UV have
subsequently been performed on the S1 state in each of the
catechol,40–43 resorcinol44–47 and hydroquinone46,48–53 sys-
tems. In catechol, a hydrogen bonding interaction between
one of the OH groups and the adjacent O atom means that
only a single, planar S0 conformer is present in the gas-phase
at room-temperature.54–56 In the S1 state, the free O–H bond
lies out of the plane deﬁned by the rest of the molecular
framework by ∼24◦.42 In contrast, both resorcinol and hydro-
quinone have two planar S0 conformers that are present even
under jet-cooled molecular beam conditions and two differ-
ent S1 origins are therefore observed (see Figure 1). As in the
case of phenol, the S1 excited state equilibrium geometries of
resorcinol and hydroquinone are also found to be planar.44,50
Very recently, Ashfold and co-workers have reported
a detailed study of the S1 (ππ*)/S2 (πσ*) excited state
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electronic dynamics in catechol.57 By employing a similar ex-
perimental methodology to their previous studies on phenol,
this group obtained HRA-PTS data at a range of excitation
wavelengths between 280.52 nm (the S1 origin) and 193.3
nm. In instances when λ>270 nm, a bimodal (and isotropic)
H atom kinetic energy release distribution with a structured
fast component was observed. This was interpreted in a man-
ner similar to phenol, with tunnelling (of the non-hydrogen
bonded H atom) under the S1/S2 barrier giving rise to the fast
component, and analysis of the energy disposal in the cate-
choxyl radical co-fragment suggesting that this is vibronically
mediated by ring-puckering modes. It was also noted that the
catechoxyl radical product state distribution was highly sen-
sitive to the degree of OH torsional excitation (of the non-
H-bonded group) in the catechol S1 state. A signiﬁcant red
shift in the energetic position of the catechol S1/S2 CI rela-
tive to phenol was principally attributed to a reduction of the
S2 vertical excitation energy as a consequence of the large
(≥2500 cm−1) decrease in O–H bond strength. This decrease
arises due to both the electron donating properties of the ad-
ditional ortho-substituted hydroxy group and the intramolec-
ular hydrogen bonding interaction between one of the OH
groups and the adjacent O atom. As the excitation wavelength
is shortened below 270 nm, a broad but unresolved distribu-
tion of fast H atoms gradually evolves to higher average ki-
netic energy. The emergence of a competing H atom elimina-
tion mechanism involving direct excitation to the S2 state was
suggested to account for this observation.
In this present paper, we report our recent investigations
of the relaxation dynamics in gas-phase phenol, catechol, re-
sorcinol, and hydroquinone using time-resolved photoelec-
tron imaging following excitation at 267 nm. We see clear
differences as well as some strong similarities in the tempo-
ral evolution of all four systems, with two clear dynamical
timescales being apparent in all cases. Additionally, the infor-
mation present in the photoelectron angular distributions we
observe provides further mechanistic insight. The experimen-
tal apparatus we have employed has only recently been de-
veloped in our laboratory and we will therefore devote some
time to a detailed description of the set-up as well as the
methodology employed for data analysis, in addition to the
discussion of the data we have obtained. The catechol sys-
tem is of particular interest as it is a sub-unit of the 5,6–
dihydroxyindole molecule, which is known to be an impor-
tant building block in the eumelanin pigmentation system, the
primary role of which is to protect the body from the poten-
tially damaging effects of UV radiation. As such, this study
complements our previous time-resolved work on gas-phase
indole and 5-hydroxyindole.58 Dihydroxybenzenes are also
key constituents of many other biomolecules including var-
ious ﬂavonoids and the hormones dopamine and adrenaline.




The experiments were conducted using a newly designed
and constructed velocity-map photoelectron imaging spec-
FIG. 2. Cut-through section of the photoelectron imaging spectrometer used
in the current experiments. For additional information see the main text.
For clarity, some additional details such as vacuum pumps, bake-out lamps
and vacuum feedthroughs are omitted. The two mu-metal shielding cylinders
have internal diameters of 102 mm and 112 mm and are 2 mm and 3 mm
thick, respectively. The mu-metal end-cap and base plate are 3 mm and 5 mm
thick, respectively, with the former having a 40 mm central hole.
trometer, which has not previously been described in detail
elsewhere. This differentially pumped, ultra-high vacuum ap-
paratus consists of a source chamber and a main interaction
chamber, which were evacuated using separate turbomolec-
ular pumps (Edwards Vacuum, 2200 l/s and 480 l/s respec-
tively). An overview of the system is shown in Figure 2.
The two chambers were connected by a 1.0 mm skimmer
(Beam Dynamics Inc) mounted on a translatable gate-valve
assembly59 that allowed the source chamber to be vented
to atmospheric pressure while the main chamber maintained
base vacuum (1 × 10−8 mbar). The advantage of this set-up
is that samples mounted within the source chamber (as de-
scribed in more detail below) could be replenished without
the need for a time consuming bake-out of the main cham-
ber before the experiments were restarted. This signiﬁcantly
enhanced the data collection rate, with typical turnaround
times for sample replacement and subsequent recommence-
ment of photoelectron acquisition being on the order of just
Downloaded 03 Dec 2012 to 137.195.68.163. Redistribution subject to AIP license or copyright; see http://jcp.aip.org/about/rights_and_permissions184304-4 Livingstone et al. J. Chem. Phys. 137, 184304 (2012)
FIG. 3. Schematic overview of the optical set-up used in the current experiments. Telescoping optics (not shown) were used to reduce the size of the 800 nm
beams to ∼ 5 mm and to ensure that the probe beam focus was smaller than that of the pump. The angle between the 400 nm and OPA signal beams in the
sum-frequency generation (SFG) stage is greatly exaggerated.
2 h. Phenol (≥99.5%, m.p. 40.5 ◦C), catechol (≥99%, m.p.
105 ◦C), resorcinol (99% m.p. 110 ◦C), and hydroquinone
(99%, m.p. 172 ◦C) were all purchased from Sigma-Aldrich
and used without further puriﬁcation. These solid samples
were brought into the gas-phase using a high intensity, pulsed
supersonic molecular beam valve (Even-Lavie, 150 μmd i -
ameter conical nozzle).60 The three dihydroxy species were
held in a cartridge mounted within the valve body (i.e., inside
the source chamber), directly behind the exit nozzle. Normal
operation of the solenoid driver at 1 kHz raised the temper-
ature of the valve sufﬁciently to obtain good levels of photo-
electron signal without melting the samples, although to regu-
late this temperature, a copper cooling block was placed over
the valve body and connected to a closed-loop chiller unit
(Neslab, RTE-110) circulating a 50:50 mixture of ethylene
glycol and water. Even with this arrangement, it was not pos-
sible to cool the valve sufﬁciently to prevent samples of phe-
nol from melting and so in this instance, an external gas pick-
up cell was used instead. The relatively high vapour pressure
of phenol at room temperature (∼0.45 mbar at 25 ◦C) was suf-
ﬁcient to produce good signal levels. Helium at a pressure of
3 bar was used as a carrier gas in all cases and the samples
were translationally and internally cooled via supersonic ex-
pansion into the source chamber.
After travelling through the skimmer, which was radia-
tively heated using a small halogen lamp in order to pre-
vent solid deposition on the tip, the samples passed into the
main interaction chamber and were intersected at 90◦ by co-
propagating UV pump and probe pulses. Both pulses were
produced from the fundamental output of a regeneratively
ampliﬁed Ti:Sapphire laser system (Spectra–Physics, Spitﬁre
Pro, 1 kHz, 3.8 W), operating with a 50 fs pulse duration
and a central wavelength of 800 nm. Pump energy for the re-
generative ampliﬁer was provided by a 20 W Nd:YLF laser
(Spectra–Physics, Empower) and the system was seeded by
a Ti:Sapphire oscillator (Spectra Physics, Tsunami) pumped
by a 5 W Nd:YVO4 diode-pumped laser (Spectra-Physics,
Millennia Pro). The fundamental output was split several
ways on an optical bench, as illustrated schematically in
Figure 3, to produce the required UV wavelengths for the ex-
periments. The pump beam (267 nm) was provided by the
third harmonic of the Ti:Sapphire output, which was gener-
ated using a pair of 0.1 mm BBO crystals. Material disper-
sion compensation was achieved using a pair of CaF2 Brew-
ster angle prisms in a single-pass geometry. The probe beam
(300 nm or 310 nm in the case of hydroquinone) was gener-
ated by sum-frequency mixing the 400 nm second harmonic
of the Ti:Sapphire output with the signal beam output (1200
nm or 1375 nm) from an optical parametric ampliﬁer (Spectra
Physics, OPA-800C) in a 0.1 mm BBO crystal. Probe wave-
lengths were chosen to ensure that no absorption to the S1
state would take place. This ensured the experiments were as
“clean” as possible by eliminating the possibility of any sig-
niﬁcant “probe-pump” dynamics appearing in the photoelec-
tron spectra close to zero delay times. For dispersion manage-
ment of this beam line, a pair of fused silica Brewster angle
prisms were used, also in a single-pass geometry. The tem-
poral delay between the pump and the probe was precisely
controlled using a motorized linear translation stage (Physik
Instrumente, M-403.62S) and controller (Physik Instrumente,
Mercury Step) running under PC command routines for data
acquisition developed in-house using MATLAB (The Math-
Works Inc, version 7.4.0, 2007a). The pump (0.5 μJ/pulse)
and probe (1.5 μJ/pulse) were combined on a thin dichroic
mirror and focussed into the spectrometer though a 2.0 mm
thick CaF2 window using a 30 cm fused silica lens.
The interaction between the UV light pulses and the
molecular beam containing the sample took place between the
repeller and extractor electrodes of an electrostatic lens set-up
that was optimised for velocity-map imaging61 of the photo-
electrons produced following (1+1 ) ionisation by the pump
and probe. The design of this lens assembly was modelled us-
ing the SIMION software package (Scientiﬁc Instrument Ser-
vices, Version 7.0) and is detailed in Figure 4. One key fea-
ture of this set-up is the use of a conical extractor electrode,
which gives improved velocity mapping of charged particles
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FIG. 4. Detailed cut-through section of the imaging electrode set-up used
in the current experiments. All units are shown in mm. Optimum velocity-
mapping(foranoveralldistanceof26cmbetweenthelaserinteractionregion
and the MCP detector) was achieved when the ratio of the voltages applied
to the repeller (A) and extractor (B) electrodes was VB/VA ∼ 0.78. The thick
outer edge design of all electrodes was to enable mounting of electrical con-
tacts without potentially distorting the ﬁeld lines along the time-of-ﬂight axis.
The overall diameter of all lens elements is 80 mm.
ejected off-axis along the time-of-ﬂight path to the detector
when compared to ﬂat, parallel electrode geometries (effec-
tively reducing coma type lens aberration effects). A second
key feature of the electrode design is the use of an extruded
“lip” on both the repeller and extractor (see Figure 4). This
creates a potential barrier close to the edge of these lens ele-
ments that effectively screens the insulating components be-
tween them from electrons formed in the laser interaction re-
gion (eliminating the possibility of point-charge build up and
associated ﬁeld distortions). Similar design features have also
previously been employed by other groups.62–64 The addi-
tional electrodes (D-E) shown in Figure 4 were not required in
the current experiments (and were therefore grounded, along
with electrode C) but offer the instrument the capability of
performing “dc slice imaging” experiments65 when running
in ion-detection mode.
The VMI electrode assembly and photoelectron ﬂight
tube were fully insulated from the effects of stray magnetic
ﬁelds by a double layer of mu-metal shielding along the time-
of-ﬂight axis. A series of small (5 mm) holes around the
top end of these shielding cylinders ensured adequate gas
pumping in the region close to the MCP detector. Additional
mu-metal shielding was also incorporated into the base plate
on which the ion-optics were mounted and an “end-cap” in
front of the MCP detector assembly. In order to minimize the
effects of stray electric ﬁelds within the instrument, all shield-
ing surfaces that could potentially be exposed to photoelec-
trons were sprayed with colloidal graphite (Acheson Col-
loids, Aerodag G). The entire main chamber could also be
baked to a temperature in excess of 150 ◦C using small, inter-
nallymountedhalogenlampspositionedoutsidethemu-metal
shield. A 40 mm dual MCP detector backed by a P47 phos-
phor screen (Photonis, APD 2 PS 40/12/10/12 I 46:1 P47) was
positioned attheendofthephotoelectron ﬂighttube. Thiswas
mounted in-house onto a custom made ﬂange with a central
CF40 viewport, with the overall distance between the interac-
tion region and the detector being 26 cm. The applied volt-
age on the back plate of the MCP assembly was gated using
a high voltage pulser (DEI, PVX-4140). The timing for the
MCP gate, as well as for the ﬁring of the pulsed molecular
beam valve, was initiated by a multi-channel delay generator
(Stanford, DG535), triggered by the software controlling the
laser system. Photoelectrons impacting on the MCP/phosphor
screen assembly were imaged using a monochrome Firewire
CCD camera (The Imaging Source, DMK 21BF04) with a
640 × 480 pixel array. Data was passed from the camera to
the PC running the acquisition software at 30 frames per sec-
ond. We estimate that typical photoelectron acquisition rates
were on the order of 5–10 per laser shot, depending on the
speciﬁc sample. No additional processing of the raw images
(such as ion-counting66 or centroiding67) was performed prior
to the full analysis of the data, which will be expanded upon
later.
By systematically adjusting the length of the prism com-
pressor in each beam line, a pump-probe cross correlation of
160 ±15 fswas obtained. This measurement was recorded di-
rectly inside the spectrometer from non-resonant, two-colour
(1 + 1 ) multiphoton ionisation of pyrrole. Time-of-ﬂight
to energy calibration of the instrument was obtained from
three-photon, non-resonant ionisation of xenon and the cen-
tral wavelengths of both the pump and probe beams were ac-
curately monitored using a USB grating spectrometer (Ocean
Optics, USB2000+). A typical data collection run consisted
of scanning the translation stage repeatedly between pump-
probe delays of −400 fs to +750 fs in 50 fs increments
and 20 exponentially increasing steps between +750 fs and
+100 ps. At each delay position, pump-probe photoelec-
tron images were recorded for around 10 s, along with im-
ages of the time-invariant one-colour pump alone and probe
alone signals (for subsequent background subtraction). This
was achieved using shutters (Thorlabs, SH05) and controllers
(Thorlabs, TSC001) running under the command of the data
acquisition software. The experiment was therefore fully au-
tomated; permittingtypical dataaccumulation runsofapprox-
imately 80–100 scans that lasted for up to 15 h. Temporal
drifting of the delay stage was always less than 50 fs during
this time period. Spatial overlap between the pump and probe
beams was generally very stable over the extended timescale
of the experiments, although speciﬁc individual scans (or
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FIG. 5. (1 + 1 ) photoelectron images recorded at a series of selected pump-probe time delays  t for the 4 molecules investigated in the present study. Pump-
alone (267 nm) and probe-alone (300 nm, 310 nm in the case of hydroquinone) signals have been subtracted and the images are 4-fold symmetrised. The
linear polarization direction of both the pump and probe beams is vertical with respect to the images. The seemingly unusual choice of some  t values is a
consequence of the exponential, rather than linear stepping of the delay stage beyond 750 fs. Note that the phenol data was recorded with a lower extractor
voltage setting than the other three systems (−1000 V vs. −1500 V) and so a direct size comparison is not meaningful.
groups of scans) could be rejected during the initial data pro-
cessing stage in instances where the pump-probe signal was
lost. Photoelectron image data from all other scans, recorded
at each speciﬁc pump-probe delay, were then added together
for subsequent processing and analysis. In order to assist in
the image processing step we employed a matrix inversion
scheme that represents a signiﬁcant speed improvement over
many other techniques that have been proposed previously.
Our approach is also extremely quick and easy to imple-
ment. A full discussion of this treatment may be found in the
Appendix.
III. RESULTS
A. Time-resolved photoelectron spectra
In Figure 5 we present a series of photoelectron im-
ages resulting from (1 + 1 ) ionization of phenol, catechol,
resorcinol and hydroquinone at a range of selected pump-
probe delay times,  t. These data were generated by sub-
tracting one-colour pump-alone and probe-alone background
images from the raw pump-probe image. Using the matrix
inversion procedure outlined in the Appendix, along with
appropriate time-of-ﬂight to energy calibration information,
photoelectron spectra were generated from the full set of
44 background-subtracted images recorded for each system
under study. An example of a matrix-inverted image (from
phenol) is presented in Figure 6, and Figure 7 displays
the time-resolved spectra obtained for all 4 molecules that
were investigated. For clear display of the short-time dy-
namics, the spectra are plotted on a linear/logarithmic time
axis. The energy axis is plotted in terms of electron bind-
ing energy as the adiabatic ionization potentials (IP) of all
four molecules have been previously reported using high-
resolution techniques.42,46,68 The data show no “probe-pump”
dynamics evolving to negative time delays due to our choice
of probe wavelengths (300/310 nm), as discussed previously,
and in all cases only the D0 (π−1) cation electronic state is
energetically accessible.69,70 All data sets display some short-
time (i.e., <1 ps) dynamics in addition to a longer lived com-
ponent, although there is a striking difference in the long-time
decay exhibited by catechol when compared to phenol, re-
sorcinol and hydroquinone, with the former being consider-
ably faster. In contrast to the other systems under study, the
resorcinol data shows a long-time signal that is clearly in-
creasing towards extended pump-probe delays. The phenol
spectrum also appears to show some partially resolved (al-
though unassignable) structure at small  t values. Finally,
the photoelectron angular distributions (PADs) seen in all four
molecules exhibit considerable anisotropy at all delay times,
peaking along the laser polarization axis – a feature we will
return to consider later.
The time-dependence of the photoelectron data was anal-
ysed using a standard Levenberg-Marquardt global ﬁtting
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FIG. 6. Left half: Background-subtracted pump-probe photoelectron image
from phenol recorded at  t = 200 fs. Right half: Same image after Abel
inversion performed with the matrix method detailed in the Appendix. The
linear polarization direction of both the pump and probe beams is vertical
with respect to the image, which was 4-fold symmetrised prior to inversion.
routine wherein the 2D data S(E,  t) are expressed as71
S(E,  t) =

i
Ai(E) · Pi( t) ⊗ g( t). (1)
Here Ai(E) is the decay associated photoelectron spectrum of
the ith data channel, which has a time dependent population
Pi( t) described by a series of exponentially decaying func-
tions (all of which originate from zero pump-probe delay)
and g( t) is the experimentally determined Gaussian cross-
correlation function. This approach yields a series of decay
associated spectra (DAS) that plot the relative amplitude of
each component in a given multi-exponential ﬁt as a function
of electron binding energy. As a general approach, deconvo-
luting the data in this way greatly assists in the interpretation
of the overall molecular dynamics since different processes,
occurring on very similar timescales, may often be spectrally
resolved from each other in a given DAS, revealing much
more information than the time constants alone. Additionally,
by requiring that each exponentially decaying function origi-
nates fromzero pump-probe delay, the appearance of any neg-
ative amplitude features in a given DAS reveals the presence
ofsequentialdynamics:i.e.,thenegativeamplitudeassociated
with a short time constant DAS compensates for the positive
amplitude associated with a sequential feature (as described
by a second DAS) at pump-probe delays close to zero. This
choice of “basis” for extracting dynamical information has
the advantage of assuming no ap r i o r iinformation about the
nature (sequential or otherwise) of the dynamical processes
involved when ﬁtting data. A good illustrative example of this
approach may be found in the recent work of Stolow and co-
workers.71
In order to non-trivially ﬁt all data sets shown in Figure 7
using Eq. (1), just two exponential functions were re-
quired. Figures 8(a)–8(d) show the various DAS obtained
for all molecules under investigation along with the as-
sociated time constants (which all have an uncertainty
of ±15%). To illustrate the good quality of this model,
Figures 7(e) and 7(f) show the corresponding ﬁt and asso-
ciated residuals for resorcinol. In all cases, a fast time con-
stant, τ1 = 320–990 fs was obtained along with a longer lived
constant τ2, which spans a range of values between 12.1 ps
(catechol) and 980 ps (phenol). In the case of resorcinol, it
was not possible to reliably extract a numerical value for τ2
(given the range of pump-probe delay times sampled) and we
can only quote a lower limit of 1 ns. The resorcinol data also
shows a very striking negative amplitude component in the
τ1 DAS. This reveals that at least some of the signal associ-
ated with the long-lived decay (as described by the τ2 DAS)
must originate from some form of sequential process (as is
also initially suggested by the rising photoelectron signal in
the corresponding raw data shown in Figure 7(c)). In all four
systems the DAS associated with τ1 and τ2 span the same
binding energy region (although the relative amplitudes are
somewhat different) and no signiﬁcant signal extends below
the adiabatic IP. A previous time-resolved study of phenol
reported by Schick and Weber has observed the presence of
“superexcited” states (i.e., neutral states lying above the adi-
abatic ionization potential) that may be populated following
two-photon absorption via the S1 state at 275 nm.37 These au-
thors presented photoelectron spectra, recorded using either
a( 1+ 1 + 1) or a (1 + 1 + 1 ) ionization scheme where, in
the latter case, the ionizing photon was 413 nm. These spectra
show a continuous distribution of ion energies extending from
the adiabatic IP all the way up to the three-photon energy cut-
off. On the electron binding energy plots shown in Figures 7
and 8 (which are calculated by subtracting photoelectron ki-
netic energies from the total two-photon pump + probe en-
ergy), the presence of superexcited states would therefore be
apparent in the form of signals extending to binding energies
below the adiabatic IP. The fact that almost no photoelectron
signals are observed in this region strongly suggests that these
states are not a signiﬁcant factor in any of our data.
B. Photoelectron angular distributions
For the case of a two-photon ionization scheme using lin-
ear polarization, the time-dependent PADs we have obtained
may be expressed as a function of the electron binding energy
E and the pump-probe delay time  t in terms of the well-




[1 + β2(E, t)P2(cosθ)
+β4(E, t)P4(cosθ)]. (2)
Here, the Pn(cosθ) terms are the nth-order Legendre poly-
nomials and σ(E,  t) is the time-dependent electron en-
ergy distribution. Performing a ﬁt to our data using Eq. (2)
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FIG. 7. Time-dependent photoelectron spectra of phenol, catechol, resorcinol, and hydroquinone obtained using a 267 nm pump and a 300 nm probe (310 nm
in the case of hydroquinone). The time axis is plotted on a linear scale between −400 fs and +750 fs and a logarithmic scale between +750 fs and 100 ps. The
energy scale is plotted in binding energy based on the following adiabatic ionization potentials: phenol (8.51 eV), catechol (8.17 eV), resorcinol (8.30 eV) and
hydroquinone (7.94 eV). These values are marked on the plots. The resorcinol value is an average of those obtained for the A and B isomers shown in Fig. 1.
The data is partitioned into 0.03 eV energy bins. Also shown are the ﬁt to the resorcinol data obtained using the procedure described in the main text as well as
the associated residuals (i.e., the ﬁt subtracted from the raw data).
reveals that, within statistical uncertainty, β4 is effectively
zero over all regions of the time-dependent photoelectron
spectra recorded for all molecules under study. In regions of
the photoelectron spectra where only short-time (<1 ps) dy-
namics are primarily observed, β2 is also observed to be zero
(as is particularly evident, for example, in the isotropic outer
ring seen in the phenol image recorded at 200 fs shown in
Figure 6), however, in energy regions where longer lived
(>10 ps) dynamics are also strongly seen (speciﬁc energy re-
gions for each molecule under study are clearly apparent in
Figure 8), β2 is characteristic of a highly anisotropic PAD (as
reﬂected by the inner portion of the image in Figure 6). At any
given pump-probe delay time β2 is largely invariant across
this energy region, although there is a clear evolution of β2 as
the pump-probe delay is increased from zero. This evolution
is plotted in Figure 9, which also shows a rising exponential
ﬁt to the data. In all four molecules under investigation, β2
was observed to increase by up to 25%, with the ﬁtted life-
time τβ ranging from 480 fs (hydroquinone) to 930 fs (resor-
cinol). Interestingly, in catechol and hydroquinone, the value
of τβ deviates considerably from the value of τ1 obtained in
the DAS ﬁts to the photoelectron data shown in Figure 8.T h i s
deviation is too large to simply be attributed to the uncertainty
present in the ﬁtted time constants. Even more striking is the
fact that in catechol, τβ is greater than τ1 (720 fs vs. 320 fs)
whereas in hydroquinone this situation is reversed (480 fs vs.
880 fs). This possibly points to a more complex dynamical
picture than is suggested by the DAS ﬁts alone and clearly
demonstrates the additional insight that the highly differential
nature of the photoelectron imaging approach provides.
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FIG. 8. Decay associated spectra obtained from a global exponential ﬁt to the data presented in Fig. 7. For additional details see the main text. The uncertainty
in the values of τ1 and τ2 is ±15% in all cases. Vertical dashed lines denote the adiabatic ionization potentials.
FIG. 9. Fitted values of the anisotropy parameter β2 as a function of pump-
probe delay over energy regions where long-time (>10 ps) dynamics were
observed (see Fig. 8). Error bars are one standard deviation. The ﬁts were
performed over the angular range 5◦ ≤ θ ≤ 90◦ to eliminate uncertainties
from the centre-line noise present in the Abel-inverted images. The solid line
is an exponentially rising ﬁt to the data, with associated time-constant τβ
(which has an uncertainty of ±15% in all cases). The time axis is plotted on a
linear scale between 0 fs and +750 fs and a logarithmic scale between +750
fs and 100 ps, with the cross-over point denoted by the vertical dashed line.
C. Supporting calculations
The ground state geometries of phenol, catechol, resor-
cinol, and hydroquinone were optimized using density func-
tional theory (B3LYP) in conjunction with the aug-cc-pVDZ
basis set. Vertical excitation energies and oscillator strengths
were calculated using equation of motion coupled cluster the-
ory including single and double excitations (EOM-CCSD)74
with the aug-cc-pVDZ basis; this is equivalent to linear re-
sponse (LR) coupled cluster theory for excitation energies.
The carbon and oxygen core 1s orbitals were frozen in the
correlated calculations. The effect of perturbative triples on
the excitation energies were examined for phenol and cate-
chol using the CCR(3) method,75 which gives a non-iterative
perturbative correction to LR-CCSD excitation energies, such
that excitation energies for singly-excited states are correct
through third order in the ﬂuctuation potential. It was found
that triples affected the excitation by a maximum of 0.15 eV
but that, in general, their inclusion had only a negligible ef-
fect. The vertical excitation energies and oscillator strengths
are presented in Table I. In the case of resorcinol and hydro-
quinone, values are for the minimum energy isomer (A and B,
respectively, as labelled in Figure 1). The oscillator strength
of the optically bright ππ* transition in hydroquinone is al-
most twice that in the other systems. The πσ* state is dark in
both phenol and hydroquinone but has a very small oscillator
strength for catechol and resorcinol. The S1/S2 vertical excita-
tion energy gap in catechol (0.29 eV) is considerably smaller
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TABLE I. Calculated EOM-CCSD/aug-cc-pVDZ excitation energies and
oscillator strengths. For additional details, see the main text.
Phenol Catechol Resorcinol Hydroquinone
E (eV) fE (eV) fE (eV) fE (eV) f
S1(1ππ*) 4.95 0.046 4.88 0.058 4.90 0.047 4.57 0.107
S2(1πσ*) 5.55 0.000 5.17 0.001 5.41 0.001 5.12 0.000
than in phenol, resorcinol and hydroquinone (which is greater
than 0.5 eV in all cases). This may be understood qualitatively
in terms of the decrease in O–H bond strength, which is pri-
marily a consequence of the intramolecular hydrogen bonding
interaction between one of the OH groups and the adjacent O
atom.
Relaxed scans along the O–H dissociation coordinate
(valid until before the S2(1πσ*)/S0 conical intersection)
were performed using B3LYP/aug-cc-pVDZ, with those sub-
sequent geometries used to obtain coupled cluster ground
(CCSD) and excited state (EOM-CCSD) energies. A sim-
ilar procedure was used previously in our study of indole
and 5-hydroxyindole.58 The results are shown in Figure 10.
Note that in catechol, the cut is taken along the non-hydrogen
bonded O–H coordinate. The resorcinol and hydroquinone
cuts are once again for isomer A and isomer B, respectively,
and in the case of resorcinol, the dissociation is along the H
atom directed away from the other OH group. In all cases
our calculations place the bottom of the S1 state potential–
well ∼0.65 eV too high in energy relative to the position
that would be predicted based on the known S1 origins and
O–H zero-point energies. However, such discrepancies are
not uncommon in these types of system at the level of theory
used and our results are in good agreement with those pre-
viously reported for phenol using similar methods (as sum-
marized in Table I of Ref. 34). With respect to the phenol S1
vertical excitation energy shown in Table I, the differences in
the calculated S1 excitation energies for catechol, resorcinol
and hydroquinone agree extremely well with the experimen-
tally observed shifts in the positions of the various S1 origins.
FIG. 11. Branching space vectors for the S1(1ππ*)/S2 (1πσ*) conical inter-
section (CI) as obtained from CASSCF calculations performed on all four of
the molecules used in the present study. The derivative coupling vector (DC)
and the gradient difference vectors (GD) deﬁne the directions in which the
degeneracy is lifted when moving away from the CI point.
Complete-active-space self-consistent-ﬁeld (CASSCF) calcu-
lations were performed to generate qualitatively correct wave-
functions in regions of strong non-adiabatic coupling. Fully
relaxed geometry optimisations were performed for the 1ππ*
minimum and the 1ππ*/1πσ* CI seam. Details of the branch-
ing space vectors that lift the degeneracy at the seam mini-
mum are shown in Figure 11 for all 4 molecules. These are
seen to involve motion mainly on the dissociating OH bond,
with the states coupled through the OH stretch and some out-
of-planebendingmotion(theextentofwhichvariesacrossthe
series). The GAUSSIAN program76 was used for the B3LYP,
EOM-CCSD, and CASSCF calculations, while the DALTON
program77 was used for the LR-CCSD and CCR(3) calcula-
tions.
In the case of phenol, a recent calculation at the
CASPT2(10,10)/aug(O)-AVTZ level of theory34 has proved
extremely accurate in predicting the experimentally deter-
mined barrier height along the O–H coordinate formed by the
S1/S2 CI and also in modelling the experimentally observed H
atom tunnelling rate under the resulting barrier following ex-
citation to the S1 origin.14 These tunnelling rate calculations
FIG. 10. O–H stretching coordinate potential energy cuts obtained using EOM-CCSD/aug-cc-pVDZ, for phenol, catechol, resorcinol and hydroquinone.F o r
more details see the main text.
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were performed using a 1D semi-classical Brillouin-Kramers-
Wentzel (BKW) approach.78 Given that such calculations are
extremely sensitive to small variations in barrier area, this is
a remarkable result: for example, we ﬁnd that changes in bar-
rier height or width by as little as 3% can inﬂuence the tun-
nelling rate by a factor of 2 or more. This therefore provides
a strong indication of the accuracy of the excited state poten-
tials generated for phenol by the CASPT2 method in this in-
stance. Comparing our EOM-CCSD calculations for phenol
to the CASPT2 result, we ﬁnd that our approach underesti-
mates the S1/S2 CI barrier height by ∼0.2 eV. However, our
data does produce a very similar O–H bond distance at which
this CI is located (∼1.2 Å), and the shape of both the S1 and
S2 potentials are qualitatively correct. We therefore take the
potential cuts shown in Figure 10 to be sufﬁciently reliable to
facilitate a qualitative discussion of the change in barrier char-
acteristics across the 4 molecules used in this present study.
This is the key factor of relevance to the interpretation of our
data. It is therefore interesting to note from Figure 10 that the
barrier area (with respect to the O–H zero-point energy) is ap-
proximately an order of magnitude smaller in catechol than in
phenol, resorcinol or hydroquinone.
IV. DISCUSSION
As already outlined in the Introduction, numerous dy-
namical studies of relevance to this current work have been
performed on the phenol system. A recent study by Ashfold
and co-workers has also revealed broadly similar dynamical
signatures in catechol.57 Although some subtle differences are
seen in these two systems, the same basic relaxation pathways
appear to be in operation. In addition to these previous ob-
servations, our supporting calculations suggest the same (and
no other) electronic states are energetically accessible in re-
sorcinol and hydroquinone. For all four systems under study
in this present work, several key common features are also
seen in the experimental data (i.e., two time constants in all
cases with the associated DAS overlapping the same spectral
region, and similar PADs with similar time-dependent evo-
lution). In the following discussion we therefore assume that
the basic relaxation pathways present in all four molecules are
the same – although some clear differences also exist, which
will be rationalised in due course. On the basis of this notion,
we therefore frame our interpretation in terms of the dynam-
ical timescales observed, rather than considering the over-
all dynamics of each individual molecule in turn. We begin
with the long-time dynamics. Although this may seem like a
counter-intuitive starting point, we believe that, for clarity and
brevity, this is a logical approach given the nature of the avail-
able dynamical information already determined in previous
work.
A. Long-time (>10 ps) dynamics
There now appears to be strong evidence that, at excita-
tion wavelengths longer than 248 nm, one decay pathway for
the initially prepared S1 state of phenol is via tunnelling un-
der the barrier formed by the S1/S2 CI along the O–H stretch-
ing coordinate. This may be induced by vibrational modes
of a2 symmetry, with odd-quanta excitation of the ν16a ring
torsion mode being identiﬁed as playing a signiﬁcant role.34
Excitation of spectator modes (i.e., those orthogonal to the
tunnelling coordinate) does not appear to inﬂuence the tun-
nelling lifetime and a second, as yet not fully characterised
pathway has also been suggested, mediated by the specta-
tor modes and leading to the observed decay in overall S1
lifetime with increasing excitation energy.14 At the 267 nm
pump wavelength used in our present study, we are sitting
∼2850 cm−1 below the (experimentally determined) S1/S2 CI
and are not able to access the S2 state directly. Given that
structured fast H atom distributions have also been observed
by Ashfold and co-workers in this energy region (see Table
II of Ref. 28), we therefore must reasonably ascribe at least
some portion of the long-lived (τ2 = 980 ps) time-constant in
phenol to decay of the S1 state via a tunnelling mechanism.
For this process to occur, vibronically induced mixing of the
S1 and S2 states is required and strong evidence for this in-
teraction is evident in the highly anisotropic (β2 ∼ 0.9) PADs
we observe, even at very long pump-probe delay times: in the
Franck-Condon region, the S2 state is known to exhibit sig-
niﬁcant 3s Rydberg character.19 At a ﬁrst (i.e., atomic-like)
level of approximation, single photon ionization of a 3s or-
bital should therefore give rise to photoelectron partial waves
of exclusively p character, peaking along the laser polariza-
tion axis. This is what we indeed observe, as illustrated in Fig-
ures 5 and 6, suggesting that the S1 state contains signiﬁcant
S2 electronic character. This also corroborates well with the
fact that we observe no signiﬁcant contribution to the PADs
from a β4 component as the s-orbital character of the S1 state
can possess no initial alignment. It also explains why no de-
crease in β2 is observed over time as a possible consequence
of rotational dephasing in the initially prepared S1 state. In
contrast, we in fact see an increase in β2 during the initial
(i.e., <1 ps) dynamical evolution, as evidenced in Figure 9
– an observation we shall return to consider shortly. On the
grounds of symmetry, vibronic interactions between S1 and
S2 are mediated by vibrational modes of a2 symmetry. Since
such modes are not accessible directly in single-photon ab-
sorption,thissuggeststhatsomeelement ofintramolecular vi-
brational redistribution (IVR) is required to promote this mix-
ing and hints at the possible origin of the short time dynamics
we see in our data (vida infra). Our value of τ2 = 980 ps
for the overall S1 lifetime following 267 nm excitation lies
between the values reported by Stavros and co-workers at
275 nm and 258 nm (1900 ps and 900 ps respectively).14 Al-
though this earlier work only required a single decaying expo-
nential function to ﬁt the observed parent ion transients, these
authors have also observed a bi-exponential decay in unpub-
lished data recorded at 267 nm, in agreement with our own
ﬁndings.79 Since the overall S1 lifetime is shorter than the ob-
served tunnelling lifetime (2.4 ns) reported in the same work,
another, signiﬁcant competing pathway for long-time decay
of the S1 state is also likely to be operative, with a rate that
increases to shorter excitation wavelengths. However, given
that our current experiments are “blind” to the population
of lower lying, highly vibrationally excited electronic states
(such as S0) due to unfavourable Franck-Condon overlap with
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the cation, we are unable to comment on this further and it re-
mains an open question.
In the case of catechol, the overall S1 lifetime is dra-
matically reduced relative to phenol (12.1 ps vs. 980 ps),
although it is still sufﬁciently long-lived to suggest that at
267 nm we are not in a regime where signiﬁcant direct ex-
citation to the dissociative S2 state (with subsequent prompt
dissociation along the O–H stretching coordinate) is taking
place. Ashfold and co-workers have postulated that the on-
set for such direct excitation may lie between 270 and 265
nm (i.e., at a lower energy, relative to the S1 origin, than in
the case of phenol) and that a very similar H atom tunnelling
mechanism to that present in phenol is operative at longer ex-
citation wavelengths.57 Our supporting calculations presented
in Figure 10 clearly show a considerable reduction (by an or-
der of magnitude) in the area under the barrier formed by the
S1/S2 CI along the O–H stretching coordinate. On the basis
of this evidence it therefore is reasonable to rationalize the
major decrease in the S1 lifetime in catechol (when compared
to phenol) to an increase in the tunnelling rate (of the non-
hydrogen bonded H atom) due to the suppression of this bar-
rier. As with phenol, this process appears to be mediated by
a vibronic interaction that mixes the electronic character of
the two states, as is evidenced by the time-dependent evo-
lution of the anisotropy in the catechol PADs. However, we
should point out here that, as in the case of phenol discussed
in the Supporting calculations section, our EOM-CCSD cal-
culations must be underestimating the true barrier height in
catechol; in this case by ∼0.15 eV. Nevertheless, the calcula-
tions appear to provide a good qualitative explanation of our
observed experimental data. Our overall catechol S1 lifetime
of 12.1 ps is also in good agreement with very recent, and as
yet unpublished data from the Stavros group: at 267 nm ex-
citation, they observe lifetimes of 11.5 ps and 10.5 ps for the
overall S1 lifetime (obtained from a transient ion-yield mea-
surement) and fast H atom appearance time (characteristic of
dissociation on the S2 surface), respectively.79 Of potentially
moresigniﬁcanceisthefactthatthisgrouphavealsoobserved
the fast H atom appearance time to be largely invariant over
the 280.5–250 nm excitation range. This appears to suggest
that tunnelling always proceeds exclusively from the zero-
point energy of the O–H coordinate. Such an assertion clearly
places the S1/S2 barrier at considerably higher excitation en-
ergy (comparable to phenol), which appears to be inconsis-
tent with the relatively short lifetimes observed. In contrast to
the other three systems investigated in this present study, the
S1 state of catechol is known to be non-planar, with the non-
hydrogen bonded OH group pointing out of the plane deﬁned
by the rest of the molecular framework.42 T h er o l eo fO H
torsional excitation within the S1 state has also been imple-
mented in mediating the catechoxy radical product state dis-
tribution following dissociation.57 We therefore suggest that
interpreting experimental data from catechol with recourse to
a simple 1D model directed along the O–H stretching coordi-
nate may be insufﬁcient to fully rationalize the excited state
relaxation dynamics, and more expansive theoretical treat-
ments will ultimately be required.
Our calculations predict the height and area under the
S1/S2 barrier along the O–H stretching coordinate in resor-
cinol and hydroquinone to be very similar to that predicted in
phenol. However, the τ2 lifetimes obtained for resorcinol and
hydroquinone are quite different, being >1 ns and 440 ps, re-
spectively. When compared to the corresponding value of 980
ps obtained for phenol, the hydroquinone data seems to be in
reasonablequalitativeagreementwithwhatmightbeexpected
on the basis of our calculations: this is due to the fact that H
atom tunnelling may occur along either of the two O–H coor-
dinates present in this system, providing a factor of 2 increase
in the overall rate of population loss from the S1 state. This
interpretation is obviously based on the assumption that H
atom tunnelling is a major relaxation pathway in this instance
but, given that in phenol and catechol such a mechanism is
clearly present, this would seem to be extremely likely. This
is also supported by characteristic features that are consistent
across all of our experimental data, such as the nature of the
PAD anisotropy and temporal evolution. In the absence of ad-
ditional measurements providing information on the depen-
dence of the τ2 lifetime as a function of excitation wavelength
we are, however, unable to comment further on any other pos-
sible competing processes (such as the previously discussed
S1  S0 IC pathway driven by spectator modes orthogonal
to the O–H coordinate that has been postulated in phenol).14
This is clearly an issue that can be addressed in future studies.
The tunnelling assumption would, at a purely heuristic level,
also appear to be reasonable for resorcinol. Given that a fac-
tor of 2 increase in tunnelling rate might also be anticipated
for this system, the extremely long τ2 value is difﬁcult to rec-
oncile on the basis of our supporting calculations. However,
as discussed earlier, the highly-sensitive exponential depen-
dence of tunnelling rates on barrier characteristics means that
even relatively small changes in the energetic positions and/or
shape of the S1 and S2 potentials may have a profound effect
on lifetime. In this instance our calculations may lack sufﬁ-
cient accuracy to fully address these subtleties.
B. Short-time (<1 ps) dynamics
The values of τ1 = 320–990 fs are clearly too long to be
attributable to “ballistic” motion of an initially prepared vi-
brational wavepacket out of the Franck-Condon window, re-
sulting in a decrease in ionization efﬁciency. As noted previ-
ously, we may also rule out excitation to superexcited states
on the grounds of our observed photoelectron energy distribu-
tions. An alternative possibility is that τ1 results from some
degree of rapid non-adiabatic population transfer to a lower
lying electronic state (or states). Time-resolved photoelectron
studies of the S1 state in benzene reported by Fielding and co-
workers have observed sub-picosecond dynamical timescales
following UV excitation in the “channel 3 region.”80,81 This
was attributed to two competing relaxation pathways: inter-
nal conversion to S0 and ultrafast intersystem crossing to the
T2 triplet state (with subsequent relaxation via T1). Theoret-
ical calculations suggest that, in both of these instances, the
relevant CIs sit along a reaction coordinate where benzene
evolves towards prefulvene, which is a non-planar, biradical
structure.82,83 A similar prediction has also been made for
phenol by Domcke and co-workers,23 although the energetic
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barrier to access the prefulvenic decay channel is calculated
to be 6370 cm−1, which is more than 2000 cm−1 above the
S1/S2 CI. In the context of this present work, the involvement
of prefulvenic type structures rapidly driving population to
new electronic states is difﬁcult to reconcile with our experi-
mental observations as the timescale for such a rearrangement
of the molecular framework should be highly sensitive to the
number andpositionofsubstituentgroupsattachedtotheben-
zene ring. This is not supported by the broadly similar τ1 val-
ues seen in all cases and, in particular, the almost identical
lifetimes of 720 fs, 990 fs, and 880 fs obtained for phenol, re-
sorcinol and hydroquinone, respectively. Overall, we suggest
that (within the “view” of the reaction coordinate(s) afforded
by our chosen pump wavelengths) we see no strong evidence
supporting the involvement of sub-picosecond IC/ISC path-
ways to lower lying states in our data, although we note that
we can not rule out such a possibility deﬁnitively as we are
effectively blind to their direct population.
Analternativepossibilityfortheoriginofτ1 inourdatais
“ultrafast” IVR on the S1 potential surface leading to a mod-
iﬁed Franck-Condon overlap with the cation and an associ-
ated decrease (or, in the case of resorcinol, an increase) in
ionization signal. Time-resolved IR-UV pump-probe studies
by Abel and co-workers, initially populating the CH-stretch
overtone or the CH-stretch-CC-stretch combination in the S0
state of benzene and the diﬂuorobenzenes, have reported a
two stage IVR process with an initial redistribution of vibra-
tional energy into “doorway states” taking place on a sub-
picosecond timescale.84 Subsequent “statistical” or “distribu-
tive” IVR was then also observed at longer pump-probe de-
lays. This work also demonstrated that the IVR rate increased
in systems possessing lower symmetry, which is a commonly
encountered phenomenon due to less restrictive coupling re-
quirements leading to an effective increase in the density of
available coupling states. Ultrafast IVR has also been sug-
gested to account for sub-ps dynamical observations on the
S1 potential surface of chlorobenzene.85 We therefore sug-
gest that some form of IVR mechanism, mediated by vibronic
rather than anharmonic coupling, is the most likely origin of
the τ1 decay seen in our data. For the 4 molecules investi-
gated in this present study, we are sitting ∼1100–3950 cm−1
above the S1 origin, which should be well above the thresh-
old for the onset of such a process in all cases. We note that
in hydroquinone this threshold has been experimentally de-
termined to be 1650 cm–1,53 and that in the S1 state of anisole
(the methoxy-substituted analogue of phenol) it has been re-
ported at 940 cm−1.86
An IVR interpretation is also supported by the previ-
ously discussed requirement that some form of vibronic in-
teraction must be required to promote the S1/S2 mixing that
is apparent in the long-lived anisotropy of the PADs we ob-
serve – particularly since this mixing is mediated by vibra-
tional modes that are not optically accessible in the initial
one-photon excitation.34 The role of IVR also accounts for
the shorter τ1 lifetime (320 fs) seen in catechol relative to the
other systems under study as the non-planar S1 state possesses
a lower symmetry than phenol, resorcinol and hydroquinone.
Additionally, an IVR mechanism provides a simple explana-
tion for the rising signals seen in resorcinol (and the associ-
ated negative amplitude features present in the τ1 DAS): in
contrast to phenol, catechol and hydroquinone, where vibra-
tional redistribution reduces the Franck-Condon overlap with
the cation, in resorcinol it may lead to an increase in some
regions of the photoelectron spectrum. Such variations in the
extent to which IVR changes the Franck-Condon overlap in
photoionizationmayalsoexplainthemono-exponentialdecay
observed in the phenol ion-yield signal reported by Stavros
and co-workers at 258 nm.14
In phenol and resorcinol, the IVR interpretation also sits
well with the observation that τ1 is well matched to τβ: cou-
pling into modes that enhance S1/S2 mixing (as described by
τ1) leads to an evolution of the S1 electronic character (as
described by τβ). In catechol (τ1 <τ β) and hydroquinone
(τ1 >τ β) the situation is more complex and we suggest that
the differences between τ1 and τβ may be attributable to only
a subset of the modes populated during the IVR process hav-
ing an inﬂuence on the S1/S2 interaction. For the case of all 4
systems under study we therefore attribute the τ1 lifetime to
changes in the vibrational character within the S1 state and
the τβ lifetime to the evolution of the electronic character
of the S1 state. We note that similar assertions have previ-
ously been put forward in excited state studies of benzene
and toluene reported by Suzuki and co-workers.87 The fact
that different timescales may be observed for these two pro-
cesses is a powerful illustration of the highly differential na-
ture of the time-resolved imaging approach. Finally, we sug-
gest that we are unable to observe any subsequent second-tier
“statistical” or “distributive” IVR processes in our data due to
the relatively large number of vibrational states initially pop-
ulated by the broadband pump pulse used in our experiments.
In effect, the initial IVR step is therefore essentially “quasi-
statistical” in nature and secondary vibrational energy redis-
tribution does not produce any appreciable further changes in
the photoionization cross-section at longer pump-probe de-
lays. Hence our data may be accurately modelled using just
two exponential time constants.
V. CONCLUSIONS
Time-resolved photoelectron imaging has been used to
investigate S1 (ππ*) relaxation dynamics following 267 nm
excitation in phenol, catechol, resorcinol and hydroquinone,
all of which are commonly occurring biological motifs. In
all cases we attribute rapid (<1 ps) dynamics to IVR on
the S1 potential surface. This process enhances an interac-
tion between the S1 state and the nearby S2 state, which
is of 3s Rydberg character in the vertical Franck-Condon
region and evolves towards πσ* character at extended
O–H bond distances. The mixing of this 3s Rydberg char-
acter into the S1 state is readily apparent in the tempo-
ral evolution of the highly anisotropic (β2 > 0) photoelec-
tron angular distributions we observe. More generally, we
suggest that the observation of such anisotropy may pro-
vide a strong, direct signature of πσ* state participation in
the dynamics of many systems containing OH, NH and SH
groups, as has been recently illustrated in aniline by Field-
ing and co-workers.88 Such observations will be particularly
useful in systems where πσ* participation can not always be
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unambiguously determined using other (less differential)
techniques, a good example of this being our own recent work
on indole and 5–hydroxyindole carried out using a magnetic
bottle photoelectron spectrometer.58 We note, however, that
this assertion comes with the caveat that such dynamical sig-
natures may be easily obscured or misinterpreted in situations
where multi-photon ionization schemes (potentially proceed-
ingviahigher-lyingRydbergstates)areemployed. Thelonger
time dynamics we observe, characterized by τ2, are strik-
ingly different in catechol when compared to the other three
molecules under study. On the basis of our supporting calcu-
lations, which show the barrier formed by the S1/S2 CI along
the O–H stretching coordinate to be much lower in catechol
then in phenol, resorcinol and hydroquinone, we attribute this
to differences in the H atom tunnelling rate under the barrier
formed by the S1/S2 conical intersection.
Finally, we note that great care must be taken when in-
ferring detailed mechanistic conclusions in complex systems
on the basis of studies performed at just a single absorption
wavelength. On the other hand, we believe that we have been
able to draw on a sufﬁciently large body of previous work to
allow us to present our current interpretation with conﬁdence.
Additional studies at an expanded range of pump wavelengths
were not possible due to (i) limitations imposed by our current
laser set-up, restricting the use of fully tuneable UV output
for both the pump and probe beams (ii) our desire, where pos-
sible, to perform “clean” experiments where the short-time
dynamics are not potentially obscured by probe-pump dy-
namics evolving to negative time delays, and (iii) our wish
to avoid using multiphoton ionization schemes in the probe
step, as this can potentially induce transitions to additional,
higher-lying electronically excited states – which may ob-
scure the dynamics of interest. This is a particularly signiﬁ-
cant issue if one wishes to fully exploit the angular informa-
tionaffordedbyphotoelectronimagingmethods.Point(i)will
soon be addressed in our laboratory and we therefore hope to
perform more expansive, pump-wavelength dependent stud-
ies on these systems in due course.
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APPENDIX: IMAGE PROCESSING
In the case of 2D imaging approaches where the entire
3D charged particle distribution is projected onto the imaging
detector, some form of data processing is required in order to
extract the velocity distribution associated with a photoion-
ization or photodissociation event. In recent years, numerous
strategies for carrying out this operation have been proposed
including Fourier-Hankel inversion,89–91 iterative forward
convolution methods,92,93 basis-set expansion (BASEX),93–95
backtracking and “onion peeling” techniques,96–99 Fourier
moment analysis100 and pattern recognition.101 A direct com-
parison of several of these (older) methods has been presented
by Whitaker and co-workers.102 In order to perform this step
in our data analysis, we make use of the following matrix in-
version method, which is similar to that previously employed
by Cho and Na within the ﬁeld of plasma diagnostics:103 Let
the 3D photoelectron distribution be denoted by I(x, y, z)
≡ I(ρ, z). The projection of this distribution onto the imag-




Using cylindrical coordinates, the cylindrical radius ρ2 = x2
+ y2 and hence dx = ρd ρ/







ρ2 − y2 . (A2)
To obtain I(x, y, z) from the measured P(y, z), the inverse Abel








y2 − ρ2dy. (A3)
However, the derivative in the numerator creates prob-
lems with experimental data that contain large amounts of
noise and, in such instances, often produces large amplitude
spikes (that may be positive or negative) along the centreline
of the transformed image. In addition, most inversion tech-
niques are sufﬁciently slow that, even at low laser repetition
rates, they can not be used “on-the-ﬂy” during real time image
acquisition with current computing hardware.
The slowness in the explicit evaluation of Eq. (A3) sug-
gests recourse to an alternative method where a great deal of
optimization work has been done: matrix inversion. We begin
by considering a particular altitude z of a three dimensional
charge particle distribution. This may be transformed into a
discrete distribution I(ρ, z) → Iij by partitioning the xy-plane
using lines of constant ρ and constant y, with the index i de-
noting the maximum radius of the segment and j denoting the
maximum y value of the segment, as illustrated in Figure 12.
The area of each segment is denoted Aij. The area of the seg-
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FIG. 12. Partitioning of the plane for Abel inversion. Lines of constant ra-
dius ρ and y segment the plane with the area of each segment (the discrete
Jacobian) being Aij.
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The projection of the 3D distribution onto the imaging
plane at large x in then simply P = 2AI and hence the inverse





Note that the value of Ii represents the average value
within the radial segment and not the value at ρ = i.H o w -
ever, it is reasonable to approximate the average value to the
central value by taking the correspondence ρ = i − 0.5.
The main advantage of Eq. (A6) is that there are numer-
ous rapid matrix inversion techniques available. This makes
matrix inversion potentially suitable to many real-time imag-
ing applications, as well as the rapid processing of large data
volumes. As a rough guide to performance, we are able to in-
vert 100 images (300 × 300 pixels) in 1 s using standard ma-
trix inversion routines available in MATLAB (The MathWorks
Inc, version 7.4.0, 2007a) on a PC with a 2.67 GHz processor
using this approach. By way of comparison, the recent polar
onion peeling method developed by Roberts et al. quotes a
processing time for 0.6 s for a single 256 × 256 image on
a 1.7 GHz PC.99 This, in itself, appears to represent a speed
improvement over other strategies. In addition, least-squares
constraints on the solution may be easily imposed (for exam-
ple, to demand a positive solution everywhere), and routines
to perform this operation are readily available in commercial
software or may be implemented using, for example, a rapid
reﬂective Newton method104 or others.105 Unfortunately, such
constraints add signiﬁcant additional complexity and increase
processing time to a large extent. Given that the main appeal
of the matrix method is its speed (along with the fact that, in
its basic form, it is extremely quick and simple to implement),
FIG. 13. (a) Synthetic test image comprising 5 rings centred at 20, 60, 90,
140 and 170 pixels. The associated anisotropy is characterised by a single pa-
rameterβ =2,0,−1,2and−1respectively(whereI(θ)∝[1+β P2(cosθ)]).
The cylindrical symmetry axis of the distribution lies in the vertical direction.
The left half of the image is the raw data (i.e., a 3D distribution projected onto
the 2D imaging plane) and the right half is the result obtained from the ma-
trix inversion method described in the main text. In (b-d) the same image is
shown with random noise of up to 1%, 5%, and 10% added to each pixel in
the raw data prior to inversion. The reconstructed pixel distributions obtained
from images (a-d) are shown in (e).
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TABLE II. Results of performing a series of reconstruction tests, as detailed
in Ref. 102, on the image shown in Figure 13(a) using the matrix method
described in this work. Chapter 3 of Ref. 102 presents the results of the same
tests for several other image processing strategies.
Centre Peak Peak Branching
Speed deviation width Peak area ratio β
(pix.) (pix.) (pix.) height (pix.2) (%) deviation
20 (β = 2) 0.25 3.10 0.93 3.596 19.10 0.027
60 (β = 0) 0.31 3.08 0.98 3.771 20.02 0.029
90 (β =− 1) 0.35 3.06 0.99 3.780 20.17 0.000
140 (β = 2) 0.48 3.09 0.99 3.832 20.36 0.017
170 (β =− 1) 0.50 3.06 1.00 3.832 20.35 0.000
this approach was not employed in the analysis of the data
obtained in this current study. More generally, however, it
may be of some interest for processing low signal-to-noise
images.
As with many other inversion methods, our approach ef-
fectively yields the centre cut through the 3D charged par-
ticle distribution and the full velocity distribution may then
be obtained by applying a straightforward Rsinθ weighting
to each pixel in the reconstructed image (where R is the
pixel radius and θ = 0◦ is at the top of the image).102 In
Figure 13(a) we present a synthetic test image (500 × 500
pixels) consisting of 5 rings, each of equivalent intensity, but
exhibiting different degrees of anisotropy. This image is the
same as the “cFew” image used by Whitaker and co-workers
in their detailed comparison of several different reconstruc-
tion methods.102 Table II summarizes the results we obtain
following application of the matrix inversion method when
performing the same series of tests that were used in this
previous work. In all aspects of the test criteria, the matrix
approach performs very well when compared to the other
approaches used in the earlier evaluation. In Figures 13(b)–
13(d) varying levels of random noise have been added into
the image shown in Figure 13(a). Matrix-inverted images are
also shown and the corresponding reconstructed pixel distri-
butions are plotted in Figure 13(e). Although no direct com-
parison with the other schemes used in the tests of Whitaker
and co-workers is possible here, the matrix method appears to
perform well even with noisy images, and is certainly more
than adequate for use with the good quality experimental data
obtained in the present study. As with other Abel inversion
approaches, the matrix method ultimately suffers from the
limitation that it introduces some centre-line noise into the
reconstructed images, compromising its effectiveness when
compared to some recently developed methods such as the
(now widely used) pBASEX approach.95 However, matrix in-
version is particularly well suited for use in “ultrafast” pump-
probe imaging experiments where (i) large data sets consist-
ing of many images are generated and (ii) the spectroscopic
resolution is limited by the laser bandwidth rather than any
image acquisition/processing considerations.
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