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Abstract
The aim of the Response Surface Methodology (RSM), originally designed for chemical, physical and biological applications and experiments, but then extended also to simulations in the industrial field, is the construction of reliable response surfaces characterized by high adherence to the experimental data describing the reality being studied [1] - [2] - [11] . In order to achieve this result the most important scholars in this fields focus their attention on experimental projects capable of providing regression meta-models, that fit well the initial experimental data and have a sort of stability of the width of the confidence intervals on the average response and the prediction intervals [11] . At the same time it is also necessary to choose experimental projects allowing a good estimate of the Experimental Error divided into the two components called pure error and lack of fit by the literature on this subject.
One of the key assumptions of the conventional RSM approach is that the Experimental Error strictly linked to the system under examination is fixed and it cannot be controlled by experimenters.
Nevertheless, for applications in complex industrial plants, it is not possible to carry out the experimental phase directly on the real system and the object of study needs to be transferred into a simulation model [3] - [8] . Therefore, this assumption becomes meaningless. The transfer of the real physical model into a simulation model implies a substantial change in the nature of the Experimental Error, which, compared to the one in the conventional experiments, changes from fixed to dependent on the length of the simulation run and hence time-variant [4] - [6] - [7] - [9] - [10] . Therefore, it is no longer enough to try to improve the quality of the response surface using the traditional RSM concepts of Optimal Variance, Orthogonality and Rotatability, as these are strictly dependent on the value of the experimental error. In the applications on the discrete and stochastic simulation models experimenters must hence try to reduce, each time it is possible, the magnitude of the simulation model's outgoing Experimental Error extending the simulation run and consequently the computation time. Only once this has been done will it be possible to fine-tune the study examining the response surface to find the aforementioned properties whose influence on the quality of the outgoing surface is substantially lower compared to the reduction of the Experimental Error. This article illustrates an application to an industrial case that not only shows the validity of what is affirmed, but also highlights other limits linked to the use of the conventional RSM approach to simulation experiments on complex industrial plants. These limits challenge the efficacy of linear regression meta-models as descriptors of the relation between the independent and dependent variables considered.
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Introduction and background
The most authoritative RSM scholars identify about a dozen aspects that must be safeguarded when having to choose an experimental project to approximate, through a regression meta-model, the relation existing between the independent variables (factors) and one or more dependent variables (objective functions). In particular, as literature on this subject suggests, a good experimental project should be characterized by a reasonable distribution of the project points in the survey region, and it should be useful in providing a reliable evaluation of the error and an accurate estimate of the model's regression coefficients, and finally, in warranting a profile as uniform as possible of the model's predictive variance in the region of interest in order to obtain mean confidence intervals on the response and quite regular prediction intervals [1] [11] . The quantity defined as Experimental Error is, among these aspects, the one that most affects the quality of the surface response. By hypothesis, it must be statistically distributed as NID (0;δ 2 ) and its best estimator is the Mean Square Error (M S E ) [6] , a quantity that the experimenter can know only after modelling has been done, through the sum of the squares of the residuals, as the excursions between the punctual experimental response y and the response estimated through the adopted model in the k-dimensional domain investigated are hence defined:
δ 2 moreover, should be constant, according to theory, in the experimental domain considered (although this statement is often translated in operational practice in a constant approximation) and it is, as already said, very important because it directly affects the quality of the estimated response through the influence it has on some fundamental elements of the regressive meta-models [11] such as:
• variance of the single regression coefficients V (β i ) = δ 2 (X X)
And through these, on the width of the confidence intervals of the regression coefficients, of the mean response and of the prediction interval, as shown by the respective formulas: since C jj is the jj-th element of the matrix ((X X) −1 ) , symmetrical matrix pxp, whose product by σ 2 is the variance of β j In conventional DOE and RSM applications, since σ 2 is characteristic of each analyzed reality and hence out of any sort of control by the experimenter and since V ( y(x)) is dependent on the position in the operability region, as it is a function of x 0 , it is easy to infer that, starting from these premises, once having defined the experimental plan, there are no margins of improvement of the meta-model defined for the RSM. In the light of these objective limits, starting from the 1950's, DOE and RSM [1] [11] experts, in an attempt to warrant an acceptable quality of the regression meta-model in the investigated experimental domain, introduced the concepts of optimal variance and orthogonality to obtain as small as possible in first-order models, and of rotatability for second-order models. In particular, through rotatability, they wanted to obtain a "reasonable stability" of V ( y(x)) namely an identical value of it on each concentrical hyper-sphere in the project space thus avoiding the presence of portions of the survey region in which the meta-model's response is too degraded owing to the effect of excessive values of the variance [11] .
The experimental error in traditional DOE applications
In conventional DOE and RSM applications the experimental campaign following the design phase is carried out on the real system from which some samples are usually taken to be analyzed in terms of objective function or, in some cases, by measuring the responses directly in the system itself. The Sum Squares Error (SS E ) whose amount comprises all the experiment-related and model-related errors expressed in terms of Sum Squares for Pure Error (SS P E ) and Lack-of-Fit Sum Squares (SS LOF ) respectively, allows to determine the fraction of the Sum Squares Total (SS yy ) or the total variability that still escapes the experimenter's comprehension [6] . The scheme in 1 below shows how the error is spread between the experimental phase and the system modelling phase. As stated above,SS P E is the pure error component and, as such, it cannot be controlled by the experimenter. It is expressed by:
where you stands for the experimental responses replicated at the same experimental level, y i is the mean of the observations under the same i-th level of the independent variables, N is the total number of observations, "a" is the number of the levels of the independent variables, and n i is the number of replications under the i-th level.
SS LOF is the error component due to the model's lack of fit and namely the component ascribable to regression:
being p + 1 the total number of β regressors appearing in the meta-model. 3 The experimental error in discrete event simulation applications
When the system is, instead, a complex industrial plant working by its own very nature in a discrete mode and in the presence of high stochasticity, for obvious reasons of convenience, costs and time, the intervention carried out directly on it to test new operating hypotheses is avoided and it is hence preferred to build a new simulation model in which new experimental tests are to be done. This way it is possible to avoid any interference with the operating of the real system and to test also especially innovative and, at times, even daring hypotheses, obtaining faster responses with almost negligible costs thanks to the computation power of electronic processors. While the advantages of this approach are absolutely clear, the need to translate the real system into a simulation model generates, however, with regard to what has been said in the previous paragraph, a double component of additional error that must be taken into account:
• the first component is directly related to the transcription of reality into the simulation model;
• the other is linked instead to the transformation of the pure error that changes from invariant time into developmental in the simulated time (or in the replicated runs) as per the formula below [4] - [7] -[10]
where n 0 is the project's number of experimental replications, namely of replicated runs of the simulation model. According to the theory, pure error can be calculated at the centre of the experimental domain by replicating the so-called central tests [11] . Under these conditions M S P E takes on, in the simulated time, the shape of knee-shaped curve whose trend tends asymptotically towards the background noise in the real system.
Having said as much, a first fundamental difference can be observed from an experimental point of view between the two situations analyzed above:
• In the direct interventions on the object system the pure error for the Response Surface Methodology is an immutable quantity regardless of its magnitude;
• In the interventions mediated by the simulator the pure error is, within some limits connected to the stochasticity typical of the system, under the experimenter's control who can decide the quantity of it that he intends to accept.
It must be noted in this regard that, referring to Fisher's test on the Lack of Fit whose statistical summary is:
is large, i.e., the reality investigated is very variable, the test is passed and hence hypothesis H 0 , namely that there is no lack of fit of the model on the experimental data, is accepted also with large M S LOF values, i.e., with rather "inaccurate" regression models in terms of fit to the experimental data. By contrast, if M S P E decreases, in order to accept the H 0 hypothesis, M S LOF too must decrease by the same amount, since the value of F tabulated, with the same confidence level a and degrees of freedom, is always the same. It hence follows that inherently precise systems in terms of experimental error require, in Fisher's opinion, meta-models capable of expressing equally rigorous adjustment qualities. Consequently, a first fundamental key to understand the RSM application to simulators of complex industrial plants, for which response accuracy is generally essential, is given by the search for a run time allowing an M S P E value as small as possible compatibly with a reasonable regression model fit on the experimental data.
The proposed approach
Starting from the latter consideration the authors wish to show in this paper how in the study of complex systems through discrete and stochastic simulators the priority must be given to a modelling/experimental phase that makes it possible to obtain values of M S P E , and hence of M S LOF and M S E , as small as possible. This approach shall be compatibly, as stated above, with the possibility of regression meta-model fit. That hence generates a reduction across the entire domain of the width of the confidence and prediction intervals thus improving the overall quality of the response. Only then will it make sense to focus on Optimal Variance, Orthogonality and Rotatability, features that are not always achievable in the study of complex systems and whose margins of gain are, in terms of quality, much lower than the ones achieved with a significant reduction of M S E . The approach to the RSM proposed by the authors for the simulated complex systems can be easily shown through the In order for the results to achieve a good quality, namely for the confidence intervals to have an adequately narrow width in a neighbourhood of the mean 5 provides an overall view of the proposed approach. It should be noted here how another pillar of the RSM, namely the Scaled Prediction Variance V x [11] :
loses most of its significance, attributed by experimental statisticians, in applications for complex systems simulation. The reason is that the design and management of industrial plants require responses ensuring the utmost level of accuracy that can be expressed by the models used. Therefore, the Figure 5 : the proposed approach yardstick for the quality of an experimental project offered by Scaled Variance, which through the term N tends to penalize the most costly experiments in terms of tests performed, contrasts with the objective of this type of surveys. In terms of methodology, the three items identified by the authors to be taken into account in designing an RSM project are:
1. Building the simulation model as adherent as possible to the object reality. Clearly, errors made in this phase definitely contaminate the final result of the experimental modelling chain even if the latter should almost be perfect.
2. Choosing a run time or a number of experimental replications [5] capable of ensuring the smallest possible M S P E compatibly with the level of stochasticity typical of the real system, with the time available for the delivery of the results and the Lack of Fit. This important phase becomes decisive when facing optimization problems [5] and it determines the outcome of the project chosen, as it affects the M S LOF and M S E and, through the latter, also fundamental elements of the regression meta-model such as V (β i ) and V ( y(x)), which are closely linked to the confidence intervals on the mean response and to the prediction interval. A similar benefit is obtained on the rotatability understood in the broadest sense as the property of stabilization of V ( y(x)) in second-order models.
3. Owing to the impossibility of assessing a priori the quality of the experimental project adopted, as it is practically impossible to determine the order and form of the regression meta-model before starting the experimental campaign, conventional projects (factorial, central composite, etc.) will be chosen in the experiment planning phase. If necessary, these can then be corrected by introducing additional tests to obtain the fit with appropriate regression meta-models. Of course, the analyses on the quality of the project adopted in terms of variance, rotatability, orthogonality distribution, etc., must be put off to later once the model is validated. This does not mean that these properties cannot also be taken into account during the design phase.
The experimental application described in the following paragraphs not only clearly shows the validity of the approach suggested by the authors, but also, by a fortunate coincidence with regard to the choice of the simulated system, has offered absolutely new opportunities of thinking over. It was not expected when the authors conceiving this research study and underscored the advantages and limits of the RSM application when the subject being studied are systems for which the search for an advanced descriptive capacity is important for the model identified.
RSM application to a manufacturing plant simulation model
The case study used to test the aforementioned analyses regards a workshop for the production of steel components whose processing covers a cycle like the one illustrated below: Figure 6 : the simulation model Table 1 shows the number of machines by each machining type, the statistical parameters on the frequency distributions of the processing times and the tooling time of the various machines. Tooling is done while the machine is running for machines for which the set-up time is not specified.
The law of interarrival time of the pieces in the workshop follows a negative exponential distribution of an average of 1 piece per minute and it is physically achieved using a conveyor belt. The line manager wishes to study the influence of the multi-step grinding machines and the dimensional check machines on mean daily production over an 8-hour shift. It has been noted that, considering the preventive maintenance level and the setting of some machine parameters, efficiency may vary with continuity compared to the nominal value within the following ranges: Therefore, the Simul8 Professional shell program by Simul8 Corporation was used to build a discrete and stochastic simulation of the object reality and a first experimental campaign was organized over a run time frame lasting 30 working days.
Analysis under a 30 days run length
Following the tenets of the Response Surface Methodology, the experimental phase was organized starting from the type of project requiring the lowest number of tests. A factorial project with central points to measure the experimental error, Lack of Fit and Pure Curvature Test was chosen. Table 2 shows the experimental responces obtained from the model. According to theory, this type of project is the most appropriate for fitting with first-order models [6] . However, it is clear that the project chosen is based on pure trials, as, for instance, even when fitting the first-order model, it is not known whether it will consider the effects of factors A, B and/or AB as significant. This affects not only the form of the regression equation, but also important properties of the meta-model like optimal variance.
Hypothesizing a complete first-order model with interaction using the DesignExpert statistical tool by Stat-Ease, Inc., it is also possible to display, within the variability ranges considered, the trend of the predictive variance of the regression model sterilized of the contribution of the variance of the experimental error (StdErr of Design)
Figure 7: StdErr of Design trend for a complete first order model
The trend of StdErr of Design in Fig.7 shows how interaction AB, if significant, leads to a loss of rotatability. All these conditions must hence be assessed a posteriori depending on the type of model, which will actually fit the experimental data, since, as already stated, it is almost impossible to determine a priori the nature of the link between the independent variables and the dependent variable.
Nevertheless there is no doubt that this analysis phase, carried out before starting the experimental campaign, is useful to assess the quality of the project selected.
The variance analysis in table 3 shows the inadequacy of the first-order model. [11] , the project can be perfectly rotated with minimum predictive variance at the centre and maximum at the extremes of the variability ranges, as illustrated in Fig. 8 by the trend with concentric circumferences in the sterilized predictive variance.
The analysis of the variance performed a posteriori with Design Expert shows how the fitting model is not a complete second-order, as it lacks term Moreover, the equation found with α = 0.05 continues to remain valid also with the more restrictive condition of a = 0.1 thus signifying a certain robustness of the model. According to the theory, the contribution of term B 2 to the experimental error was considered and the ANOVA was done once again confirming the results already obtained [6] . The trend in the response in the field of survey is illustrated in the Fig. 9 . The comparative exam of the trend in predictive variance, between the one resulting from the complete model and the one obtained from adjusted model after ANOVA, shows the loss of the perfect rotatability given by the absence of term B 2 . It also be noted that a value =10.81 has a more than 3-fold multiplier effect on the punctual values of and, through it, on the width of the confidence interval and the prediction interval. Fig. 11 shows the width of the confidence interval (CI) and the prediction interval (PI) in the points of section 1 specified in Fig. 10 Considering these widths too great both in terms of the mean response and of the prediction interval in the punctual response , it was deemed necessary to start a new experimentation phase aimed to obtain a reduction. Therefore, it is necessary to reduce M S E . This can be done only by identifying a reduced value of M S P E . This will also lead automatically to the need to identify a regression meta-model whose Lack of Fit is reduced to the same extent hence yielding a clear benefit on M S E . An evolution curve in simulated time of M S P E was hence built. Its trend is illustrated in Fig. 12 Figure 12: M S P E trend in simulated time
In the light of a curve adjustment phase between 500 and 1000 working days in the order of 1.5E −1 as opposed to the previous 1.65E0, it was decided to carry out a new experimental project taking a run time of 1000 days.
Analysis under a 1000 days run length
A new experimental campaign was carried out based on a central composite design identical to the previous one. The ANOVA exam immediately showed a fundamental difference with the previous model with greater experimental error: the second-order surface, in this case, is no longer capable of fitting the experimental data. As illustrated above, as a result of the reduction of M S P E to maintain a value of F 0 capable of passing Fisher's test on the Lack of Fit, M S LOF needs to be decreased, at the same time to obtain a regression metamodel capable of approximating the experimental data with a greater degree of precision. Therefore, it is necessary to pursue the fitting of the experimental data with a meta-model of an immediately higher order, i.e., a cubic model, which can be obtained by adding to the previous experimental project at least one additional test. However, owing to obvious reasons of symmetry of the information provided by the regression, it was decided to add the four internal design points with central symmetry shown in The a-priori analysis of the hypothesized meta-model shows (Fig. 14) a much more complex trend in the sterilized variance, ascribable to the presence of local maximum and minimum values, with obvious repercussions on the shape of the confidence intervals.
The situation is nonetheless acceptable since, with regard to the error, there is a demultiplication effect, as M S E is in the order of E-1. The Design Expert table referred to the complete project shows the non-relevance of terms 2 , B 3 , andAB 2 . Therefore, these terms were eliminated from the regression model and the related Sum Squares were transferred to the error as shown in Table 6 . The graphic representation is shown below in Fig. 15 Figure 15: 3D responce surface for cubic model
The trend of the predictive variance of the model adopted a posteriori, unless the multiplier factor , is identical to the sterilized variance (Fig. 16 ). However, it should be noted that the model identified is at the limit of the stability conditions under the usual a of 0.05. Therefore, it was deemed necessary to resort to the possibility shown in the curve of M S P E = M S P E (t) of using a pure error lower, compared to the current one to obtain both a more precautionary value of a and a smaller value of M S E .
Analysis under a 3650 days run length
Following the information obtained from the analysis of the evolution curve of M S P E in the simulated time, it was decided to study the behaviour of the system under a simulation time of 3650 days in which the pure error in the form of M S P E drops from 0.12 to about 0.02 (Fig. 18) . As a result of this, a similar decrease in the M S LOF must be generated in order to pass the second Fisher's test. This can be achieved only through a more precise meta-model in terms of adherence to the experimental data.
Since the number of tests of the selected project has not been varied, but just the length of each single test, the RSM properties analyzed do not alter compared to the previous project (1000 days). The ANOVA table shows that the cubic model is no longer capable of fitting the experimental data under any level of a. The increase in the precision of the pure error makes the third-order model unacceptable, although it was acceptable with a higher experimental error. It was hence decided to resort to a higher order model to achieve a descriptiveness of the response surface with a higher degree of adherence to the experimental data. A fourth-order design was chosen by providing the number of additional information strictly necessary to calculate the relevant coefficients of the new regression model. The reason for this is not to overburden the The trend in the experimental error (Fig. 20 ) not only shows a loss in the uniform distribution of the predictive variance (rotatability) in the investigated domain, but also the loss of its symmetry. This affects the trend of the confidence intervals. This situation is compensated, however, by the certain decrease in the error deriving from the reduced M S P E , which imposes the generation of a proportional reduction of M S LOF and hence, in case of fitting, Figure 20 : StdErr of Design trend of M S E . It can be noted straightaway that, since M S P E in the order of 10E-3, M S LOF can be at most in the order of 10E-2 so that M S E will be of the same order, thus having a sensitive demultiplication effect on the width of the interval of the regression model adopted. After eliminating the non-significant factors it is possible to perform the Lack-of-Fit test, which is passed by an incomplete fourth-order model in a more than satisfactory way, as illustrated in the ANOVA table in Table 7 .
A comparison of the two models at 1000 and at 3650 days shows rather similar trends in terms of the surface response, although the former is expressed by a third-order polynomial and the latter by a fourth-order polynomial (Fig.  21) .
The quartic meta-model shows a greater fit to the project data in the Lackof-Fit Test. In addition, as assumed, the confidence interval of the quartic is point by point more reduced compared to that of the cubic as a result of the reduction of M S E . The Fig. 22) shows the confidence interval (CI) for section 1 with a maximum intervalwidth of 0.8 as opposed to the width of 2 of the cubic model interval. For reasons of scale the figure does not show the prediction interval which anyhow has reductions in the same order.
If the three models obtained are compared and the results obtained with the different simulation times for daily production are carried through normalization, the observation of the three surfaces both graphically and in the form of equation shows that the differences among these are not very evident (23).
The examination of the isolevels shows how the trend for A between 2.90 and Table 7 : ANOVA results Figure 21 : fourth order regression surface 3.20 is practically identical and constituted by lines parallel to axis B:B. The behavioural differences are seen in the interval 3.20 3.50 in which there is a progressive closing of the isolevels around the point (3.50; 6.20). Quantitative differences in the response, owing to the different values of the Experimental Error (M S E ) characterizing the three models, are significant as it can be seen by examining the confidence intervals for the mean response in Fig. 24, 25 and 26. It should also be noted that these intervals are not, as you would After this first experimental phase, we can see how the three surfaces comparative analysis points out the importance of time-variant error minimization.
Indeed this approach makes possible to identify trends in the investigated reality with an increasingly high level of accuracy, and, moreover, it allows the experimenter to avoid, when using the link between dependent and independent variables, response estimation errors that can be rather consistent. It should be noted that, proceeding this way, there are some important dif- ity of regressive meta-model, a quality for which efforts are made to keep it high. This is done, mainly, through the effort to achieve the greatest possible stability of the model's variance, in the domain investigated by pursuing the achievement of some specific properties such as Optimal Variance, Orthogonality, and Rotatability. Nevertheless, the authors do not deem that the position expounded for simulation experiments should be deemed heretical compared to conventional methodology. All they wish to do is point out how the need to investigate into the behaviour of highly complex systems, generally permeated with high levels of stochasticity, requires the design of models capable of expressing a high degree of reliability and accuracy, as decision-makers responsible for these systems must often make decisions requiring substantial investments. By contrast, it should be noted that the reduction of M S E described, despite the much more challenging experimental campaigns compared to those applying conventional RSM, has very little impact on the overall economic budget of the experimental campaign, as all it involves is a longer overall calculation time. This operation is now performed in the vast majority of applications with small electronic processors going through pretty low costs.
For example, with reference to the case described, the number of experimental tests between the second-order model and the fourth-order model increases from 13 to 20 points and the calculation time rises from 10 to 13 minutes per run performed (on a machine with an average calculation power) .
Cause for remarking on RSM approach validity
Considering a simulation time of 3650 working days, without any further expectation besides that of confirming the robustness of the model identified, another experimental project has been carried out in order to obtain a fourthorder model. The experimental points considered identical to those of the previous fourth-order model with the only difference that points (3.425 ; 6.05) and (3.5 ; 6.10) were replaced with points (3.35 ; 6.00) and (6.20 ; 3.35) (see Fig. 27 ). As in the previous case, design points are not uniformly distributed in the experimental domain. The regression surface resulting from the new experimental plan (Fig. 28 Compared to the quartic model previously identified, a greater weight of the terms in orders greater than the first can be seen with a significant incidence of the fourth-order terms. Clearly, this generates a greater presence of punctual curvatures within the domain investigated, as can be seen in Fig. 29 in which the comparative analysis of the isolevels of the two meta-models is carried out.
The new predictive variance is shown below in Fig. 30 The different representation of the variance in the two types of fourth-order models affects the form of the related confidence intervals and the prediction intervals. A comparison of the confidence intervals of the two meta-models is shown in Fig. 31 .
Studying the two confidence intervals, it can be seen that the second quartic model identified is marked by a less regular trend compared to the former in give an overlapping of the two regression models both in terms of mean response and interval, while there are more or less significant deviations in the remaining points of the section. In particular, the response of the second model is always greater than that of the first model. The combination in which there is the greatest difference between the two curves is the one with 3.425 multi-step grinding machines. In these conditions there is a greater irregularity compared to the previous case. While in the first model all the situations consist in increasing linear schemes, more complex trends are obtained in the second model. In the condition in which the level of the multi-step grinding machines is set at 3.50 (Fig. 32) , the combinations in which the two surfaces coincide are: the initial one, the final one and at 6.00 dimensional check machines. In the 5.80 -6.00 range the mean responses and the relevant confidence intervals of the second model are shifted downwards showing a mean production level lower than the one resulting from the first model. In the 6.00 -6.15 range the situation is the opposite. The point of maximum distance is at 5.85 multi-step grinding machines with a difference in daily production of about 8 units.
The same considerations apply to the scheme obtained from the use of 3.35 multi-step grinding machines (Fig. 33) .
The two quartic models identified in the 3650-day simulations provide interesting food for thought. Both models generate response surfaces that widely pass the Lack-of-Fit Test with a level of significance below 0.1, but the regression equations give mean response values that coincide only in some sections and the confidence intervals tend to overlap only under particular operational conditions. In other terms, depending on the project points used, two response surfaces that do not coincide are identified. In order to identify the reasons for this behaviour, a careful analysis of the residuals was carried out. As wellknown, these are calculated in the project points as the difference between experimental response y and the response estimated by the regression metamodel . As you can note in the Fig. 34 the residuals are identical though in the equivalent points, but differ greatly in the pairs of additional points. It can hence be deduced that in the 13 points shared by the two projects the response of the two models is absolutely identical and the different overall behaviour is given by the two different pairs of additional points. In other terms, the regression meta-model behaves like a sort of stiff shell, which, in order to collect the information from the additional points that are arranged in a non-uniform manner in the project space thus generating areas richer in information compared to other, changes its overall layout in the regions of the space investigated that are not limited by the presence of experimental tests. At this point it is important to understand the relation existing between the two surfaces identified and the actual response provided by the simulation model in the different points of the operability region.
Figures 35, 36 and 37 compare, in some sample sections, the prediction intervals (see Paragraph 1) of the two surfaces obtained from the regression meta-models "designed" with punctual runs -indicated in the figures with the yellow bullets -performed with the same M S P E , i.e., corresponding to a run length of 3650 days. As it can be noted:
• in two out of three sections, A = 3.50 (Fig. 35) and B= 6.00 (Fig. 37) , the first quartic model with a lower weight to the terms of a different order gives a valid adherence to theexperimental runs, while the response of the second quartic model is not as good
• in the section obtained in A = 3.35 ( Fig. 36 ) both quartic models struggle to remain adherent to the actual experimental response. 
Results and Discussion
The Response Surface Methodology offers in a same experimental domain, in the case of simulation systems with time-variant error, various options for analyzing the link between the independent variables and the dependent variable in a same operability region. Depending on the degree of response accuracy needed, it lies with the experimenter to identify, starting from the M S P E curve, and hence from a preset level of variance of the experimental error, a regression model with an adequate level of fit with the awareness that, in order to pass the second Fisher's test, the more M S P E becomes smaller, the more M S LOF must become smaller. This may lead though to the need to use higher-order polynomial meta-models that, besides not being in line with the conventional RSM philosophy in seeking the fit with models of the lowest possible order (usu-ally 1st and 2nd order) have shown a surprising lack of robustness in terms of sensitivity in this study. Therefore, in a same domain, there can be a fit also with substantially different regression meta-models, with all that this involves in terms of reliability, for the model identified, in order to describe the target function. Moreover, these models are not perfectly consistent with the actual data, which do not even fall within the prediction intervals. Clearly, this is an aspect that needs to be considered carefully when using the surfaces identified through the RSM in the discrete and stochastic simulation experiments and, probably, not only in these. The authors are personally considering to review their position of absolute confidence in the models identified and hence in their use for decision-makers in view of a greater degree of caution by limiting the role of the response surface simply to that of identifying a tendency in the behaviour of the objective function and using, instead, punctual experiments, carried out on the basis of the information provided by it, to determine the actual value of the system's response to the forces exerted. However, before drawing any final conclusions, the authors intend to ascertain, through similar analyses carried out on other simulation models, whether the one described is to be considered a borderline case or whether it is a conceptual limit of the RSM. In either case, those using these instruments are recommended, at least until there is a total absence of a consolidated theoretical foundation for the problem identified, to be cautious in using the results obtained from the surfaces built and hence investigate further, if possible, in the direction suggested by this paper.
