This paper presents a simple Kalman filter implementation for correcting gyro-determined satellite attitude estimates with attitude measurements made using external sensors such as sunsensors, magnetometers, star-trackers, etc. This paper first generalizes a recently developed nonlinear observer for the gyro-corrected attitude determination problem. By implementing the steady-state Kalman filter in the framework of this nonlinear observer, a computationally simple filter is obtained with sub-optimal steady-state performance. This is important for applications where computational power is limited, such as in micro-/nano-satellite applications. Additionally, in the absence of process and measurement noise, this implementation of the Kalman filter is globally stable. The resulting filter uses constant steady-state Kalman filter gains. It is demonstrated that close-to optimal steady-state performance is obtained.
I. Introduction
The attitude determination capability is a critical feature for satellite missions, often requiring high degrees of accuracy.
In certain situations, it is very beneficial to use gyros for this purpose, which can provide low noise measurements at a very high rate. However, the attitude as derived by the integration of three rate-gyro measurements has unbounded errors growing with time, due to gyro drift. Hence, the gyro-determined attitude must be corrected by attitude measurements derived from other sensors that have bounded error, e.g., star-trackers, sun sensors, magnetometers, etc. In this paper, these measurements are termed "external" attitude measurements so as to distinguish them from the gyro measurements.
Typically, these external attitude measurements are available at a lower rate and are generally much more noisy than the attitude derived from the gyro measurements [1] , however as mentioned, the attitude error is bounded. By appropriately combining the external attitude measurements with the attitude derived from the gyro measurements, high bandwidth, low noise attitude estimates can be obtained.
The foundation of many sophisticated methods for the fusion of data from different sensors is the Kalman filter [2, 3] .
In particular, it can be used to combine the gyro attitude estimates with the external measurements. This filter provides estimates that are optimal in the sense of minimum error variance. There are many variants of the application of this filter to the attitude estimation problem, as well as alternatives such as unscented and particle filters. Reference [3] provides a good survey of these methods. A disadvantage of many of these approaches is that they can be computationally expensive to implement. This makes their use less suitable for satellites containing processors with very limited capacity, e.g., those on board very small satellites such as the joint Japan-Canada JC2Sat mission [4] . Another limitation of these approaches is that the stability can only be guaranteed locally [3] . Recently, nonlinear observers have been developed for the attitude estimation problem, that are globally stable [5] [6] [7] . These observers solve both of the aforementioned problems, since they only require constant gains in order to be implemented. However, good performance under the influence of process and measurement noise is not guaranteed. In this paper, the observer obtained in [5] is generalized, and it is then shown that the steady-state Kalman filter (with constant gains) may be implemented in this framework in closed-loop form [1] . In this way, a filter is obtained which is globally stable, computationally simple to implement, and provides near-optimal steadystate performance.
There are many means by which the external attitude measurements can be obtained [8] . For some examples; a StarTracker can provide a three-axis attitude solution, sun sensor and magnetometer measurements can be combined using deterministic methods such as TRIAD or QUEST to obtain a three-axis attitude measurement [8, 9] , multiple GPS antennas can be installed to obtain a three-axis attitude measurement using carrier phase differential GPS techniques [10] .
In this paper, a full three-axis attitude measurement is assumed to be available and the details on how to obtain the external attitude measurements are not considered.
II. Attitude Representation and Gyro Model
There are many different (but equivalent) parameterizations for representing the satellite attitude [11, 12] , which can be converted from one to another. The rotation matrix itself bI C could be used, as could any other vector parameterization, for example the quaternion, Euler-Rodrigues parameters, Euler angles, etc [12] . The vector α will be used to denote any vector parameterization of the attitude. If the rotation matrix is used, then the attitude kinematics are given by [11] bI bÍ 
where the details of the matrix ( ) W α can be found in [11] .
The particular parameterization chosen is irrelevant to the analysis in this paper, and is completely up to the discretion of the designer.
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where w w is a zero-mean white noise process. The bias is modeled as a random walk process
where bw w is a zero-mean white noise process. This gyro model is often used and is given in [13] .
III. External Attitude Measurement
It is assumed that a measurement (external to the rate-gyro sensors) of the attitude is available in some parameterization, which has the equivalent rotation matrix representation given by ˆM bI C . The measurement error denoted by M d C is a rotation matrix and is defined as in a Multiplicative Extended Kalman Filter [14] such that
Assuming reasonably good attitude measurements, the rotation corresponding to 
The measurement error,
so that for small values, the measurement error is approximated by
IV. Gyro Correction with External Attitude Measurements
As in section III, let the true attitude be represented by the rotation matrix, bI C , and the external attitude measurement and gyro-propagated attitude estimate be represented by the rotation matrices ˆM bI C and ˆG bi C respectively. The attitude errors for the external attitude measurement and gyro attitude estimate are defined to be the rotation matrices
respectively. To correct the gyro attitude estimate, it is necessary to estimate 
, as required later in the paper, the filter input will be computed as ( )
where
Note that in general the quaternion ( ) , which means that care needs to be taken when this condition arises.
Making use of the composition rules for quaternions [11] , the filter input in equation (13) can be written as
In the noise-free case, ( ) 
Two cases will be considered, denoted case (a) and case (b) respectively. In case (a), the measured angular velocity and correction are treated as vectors expressed in the estimated body frame. As will be shown, this leads to a simplified expression (compared to case (b)) of the appearance of measurement noise in the error dynamics, however, the error dynamics in this case explicitly contain a term depending on the angular velocity ω . This means that a given constant gain filter is not necessarily optimal for an arbitrary spacecraft angular motion. In case (b) on the other hand, the measured angular velocity and correction are treated as vectors expressed in the true body frame, and the error dynamics in this case are independent of the spacecraft angular velocity ω . This is very useful for the design of a Kalman filter, since the linearized dynamics are time-invariant, and the Kalman gain does not depend on the spacecraft angular motion.
Now, all that is needed are the dynamical equations for ( ) h , ε . With a view to applying gyro attitude estimate corrections, let the gyro estimates be obtained by integrating
depending upon the attitude parameterization, where
and u is a correction parameter to be determined. This correction parameter u is in keeping with the closed-loop filter implementation (see [1] ). As shown in reference [1] , closed-loop filter implementation is mathematically equivalent to open-loop implementation, and is desirable from a practical viewpoint since it is computationally simpler, more robust, and it keeps the gyro attitude estimate errors small.
Case (a)
Now, consider two reference frames, the true spacecraft body frame, b Á (whose attitude is given by bI C ), and the gyro estimate of the spacecraft body frame
G b
Á (whose attitude is given by ˆG bI C ). Clearly, as seen in (11), the gyro attitude error G d C represents a rotation from the true body frame to the estimated body frame. From (21) and (22), it is seen that the angular velocity of the estimated body frame (expressed in the estimated frame), is m + ω = ω u . From equation (1), it is seen that the angular velocity of the true body frame (expressed in the true frame) is ω . Making use of equation (3) for the measured angular velocity leads to w w + + ω = ω + u b w .
( 23 )
Now, the angular velocity of the estimated body frame relative to the true body frame (expressed in the estimated body frame) is ( )
.
With equation (24) in hand, the kinematical equations for ( ) ,h ε are given by [11] ( , ) ,
Therefore, the kinematics of the estimated body frame with respect to the true body frame are given by It can be readily shown that
Together with the bias model (4), the full set of gyro attitude error equations become ( )
. Proof: Contained in the appendix.
Case (b)
In this case, making use of (22) and (12), the angular velocity of the estimated body frame becomes
Proceeding with the same derivation as for case (a), this leads to ( )
Making the assumption that
Making use of (25) and (28), leads to the dynamical equations for ( ) As was mentioned before, in this case, the angular motion of the spacecraft is eliminated from the noise-free dynamics, but it has effectively increased the process noise by the additional term Ḿ ω v , which could lead to deteriorated performance with increased measurement noise or angular velocity compared with the filter in case (a). This will be examined further in section V.
As for case (a), the noise-free case ( Proof: Contained in the appendix.
Remark
Note that the observer of reference [5] is a special case of case (b) with 
V. Filter Gain Selection and Steady-State Performance

A. Gain Selection
In reality, the noise free quaternion ( ) ,h ε is not available as a measurement. Instead, the filter input available is as defined in equation (13) . Therefore, the control and estimation laws are obtained by substituting the measurement y for respectively. Note that no assumption is being made on the type of distribution (it does not have to be Gaussian). This allows the assumption to be made that the measurement error M v is small (unlike the Gaussian 1 » h and ) (h sign is constant. Therefore, the dynamics of h do not need to be considered. As noted in (20) , the filter input becomes { } ( ) , .
Reintroducing the system noise and performing the linearization of the error dynamics assuming that 1 )
for case (a), and 
for case (a), and
for case (b). Comparing equations (39) and (40) with (41) and (42) respectively, it can that the steady-state behavior will be the same regardless of the sign of h . As can be seen in equations (40) Since the gains are to be the same regardless of the angular velocities (they are constant), they will be chosen for the case of zero angular velocity ( º ω 0 ). The steady-state performance using those gains with non-zero angular velocity will then be compared with the steady-state performance with zero angular velocity. Setting 
The linear optimal gains may now be obtained from the Kalman filter corresponding to this system. It is useful to define the following matrices and vectors
, , and 
With these definitions, the closed-loop gyro error equations are given by
Then, the evolution of the state error covariance is described by (see [15] )
P = A -KH P + P A -KH + KRK + GQG &
and in anticipation of ( ) 
Remark
In practice, the measurement and process noise covariances are not constant and isotropic as in (47 
is the statetransition matrix corresponding to A -KH . Therefore, any bound on ( ) t P is automatically a bound on ( ) T t P . Note that while this is shown here for the case of zero angular velocity, it can easily be shown to be true in both cases (a) and (b) for non-zero angular velocity.
Under the assumption (47), each channel decouples, and the steady-state Kalman gain matrix is given by (see [16] ) 
and P > 0 is the steady-state error variance for each channel, and satisfies 
B. Steady-State Performance (Sub-Optimality of Filter)
The (linear) constant-gain filters presented in this paper are clearly sub-optimal. At steady-state (with small errors), the linear optimal filter is the Kalman Filter with in general time-varying gain, which depends upon the angular velocity [15] .
It is difficult to determine how sub-optimal the filter is without knowing the angular velocity a-priori. Instead, the steadystate performance (for non-zero angular velocity) of the filters in cases (a) and (b) (using the scalar gains designed for zero angular velocity as in section V.A) are compared with the linear-optimal filter for the case of zero angular velocity.
This is the subject of this section.
The action of the angular velocity in the error equations (39) and (41) for case (a) serves only to rotate the gyro error ε , but does not change its magnitude (´ω ε ε ). Thus, it can be expected that similar performance will be achieved even when the angular velocity is significant. For the implementation of case (b), this is not the case, and the performance can be expected to deteriorate due to the effective increase in process noise as shown in equations (40) and (42). Finally, comparing equations (29) and (35), it would seem that the performance in case (b) is more sensitive to measurement noise than it is in case (a) even when the angular velocity is not significant.
In many cases, the angular velocity is approximately constant (for example spin-stabilized, earth pointing, sun pointing, etc.), so the case of constant angular velocity is considered first. With constant angular velocity, the closed-loop error equations ( (39)- (42)) are time-invariant. The result of this is that the steady-state error covariance is constant. In case (a), The solution of (55) can be obtained after some algebra and is given by 
Setting ω = 0 in (56) gives the steady-state error covariance in the case of zero angular velocity. From equation (56) it can be seen that for constant angular velocity, , ss a ee P is independent of the angular velocity, and is the same as that for zero angular velocity. The only detrimental effect of the angular velocity is to increase the steady-state error covariance 
The solution of (57) can be obtained after some algebra, and is given by 2 , 
ee e e é ù = ê ú ë û P P P P P be the error covariance matrix for case (b) with arbitrary but bounded angular velocity 
This has the solution
where ( , ) b t t Φ is the state-transition matrix corresponding to A -KH . Since only the steady-state part of ( )
is set. The state-transition matrix corresponding to A -KH can be shown to have the form 
The relevant terms of the state transition matrix (62) can be found after some effort as ( ) 
VI. Numerical Example
In this section, the results in this paper are demonstrated, for the case of a satellite tumbling with an initial rate of 10 deg/s respectively. The satellite attitude motion is influenced by gravity-gradient and geomagnetic torque due to a residual The external attitude measurements are available at a rate of 1 Hz, and are given by (5) with measurement error ( ) 
With these values, the steady-state Kalman gains (corresponding to º ω 0 ) are given by 
and ( ) Figures 1 and 2 show the time histories of the attitude estimation errors and the gyro bias estimates. From these figures, it is clear that as predicted, the implementation of case (b) is more sensitive to measurement noise compared with case (a). Figure 3 shows the traces of the steady-state error covariances , ( ) a t ee P and , ( ) bb a t P compared with the corresponding traces of the steady-state error covariances for zero angular velocity (which are optimal in that case). It can be seen that the deterioration in performance is not significant, and similar performance is obtained compared to the optimal (zero angular velocity).
VII. Conclusion
In conclusion, a simple sub-optimal Kalman filter implementation requiring only two constant scalar gains has been presented for the gyro corrected attitude determination problem. The simplicity of the filter makes it computationally inexpensive to implement. This is particularly attractive for such applications where the computational power is limited, e.g. as in the cases of micro-/nano-satellite missions. The filter exhibits global stability with exponential convergence.
When the satellite angular velocity is zero, the filter gains can be selected optimally as in the Kalman filter. It is shown that when the angular velocity is non-zero, the filter exhibits near optimal steady-state performance when compared with the zero-angular velocity case.
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