Abstract We discuss the inverse problem that is encountered in the estimation of depth dose curve and propose a method for its solution. We show that this regularization method is applicable for both the electron and the photon depth dose curve estimation. In addition we demonstrate the implicit errors, that are made when the measured observations are used as samples from the true depth dose curve.
Introduction
Knowledge of the central axis depth dose curve is essential for setting up an external beam radiotherapy planning system. An estimate for the depth dose curve is usually found with the aid of a measurement probe with which the intensity is measured at di erent distances from the surface of the water phantom.
In previous studies the estimation of the true depth dose curve has been done with parametric methods. In the parametric modelling approach one rst chooses a function of depth with few (nonphysical) parameters and then adjusts the parameters so that the function ts the measurements as well as possible. The proposed functions are usually combinations of rational functions and exponentials. A summary of these models is presented in 1] . Only a few reports on the subject have been published since, see for example 2, 3] .
The parametric modelling approach can be questioned for the following reasons. The rationale for the use of parametric models is usually to reduce the amount of noise. However, in the depth dose curve estimation the radiation intensities are so big that the measured intensities can be maintained to be the corresponding expected values (true means). This assumption is also re ected in the proposed parametric methods in which the delity measure has been the error between the measurements and the t. If the noise is considered negligible the correct approach would be to interpolate between the measurement points. The construction of functions with ever larger number of parameters may yield better ts for example in the sense of diminishing least squares errors. However, when the number of parameters approaches the number of measurements we usually obtain very unstable ts that often \oscillate" between the measurements. A further problem is that the parameters depend on the radiation energy, eld size, source-to-phantom distance etc. In addition none of the presented functions is suitable for the estimation of both electron and photon depth dose curves.
The other issue is that actually the measurements are not samples from the true depth dose curve. This is due to the fact that the detector is not a point-like structure. Thus the measurements are integrals (means) of the true depth dose distribution over the volume that is occupied by the probe. How far the measurements are from the true depth dose curve depends on the size of the probe, the second derivative of the curve and the distances between the measurements.
In this paper we formulate the depth dose curve estimation as an inverse problem and propose a solution to this problem. The measurement model takes into account the physical extent of the probe. Without any further knowledge or assumptions on the true depth dose curve this measurement model would be of little use. We can, however, assume that the true curve is smooth in the sense that its higher order derivatives (> 2) are small. This assumption leads then to a stable nonparametric scheme for the estimation of the curve. We show that the proposed method is suitable for the estimation of both the electron and the photon depth dose curves. The validity and applicability of the smoothness assumption is veri ed with the aid of simulations before the method is applied to real data.
The rest of the paper is organized as follows. In Section 2 we present the observation model and formulate the smoothness side constraint on which the solution is based on. In Section 3 we construct curves that simulate the photon and electron depth dose curves. These simulations are used to verify the applicability of the smoothness assumption and for the selection of the smoothing parameters. The method is then applied to real data. Finally, in Section 4 we discuss how the proposed methods can be used as an aid in depth dose curve measurement strategies.
2 Mathematical formulation of the problem
The measurement model
We consider here only the one-dimensional case. This is valid in the case in which the eld is approximately uniform in the plane that is perpendicular to the incident beam.
Let (x) be the true curve. Due to the physical size of the probe, the observations are integrals (means) of the true depth dose distribution over the volume that is occupied by the probe. We assume for simplicity that the measurement interval z is constant. Let the depth of the probe be h. Then the measurement k at depth x = kz can be expressed as
q(x ? kz) (x) dx ; (1) where q(x) is the \e ectivity" of the detector with origin in the middle of the detector. If the absorbtion probability is uniform within the detector, we can absorb q into the coe cient c in the calculations. The constant c stands for the normalization that depends on the probe depth and the integration time. We set c = 1=h in the following.
As explained in Section 1, the variables k are usually directly used as approximations of (kz). These approximations are usually systematically biased. Suppose that (x) is of the form (x) = a 0 +a 1 x in some region that includes the interval (kz?h=2; kz +h=2). In this region we will now have k = (kz) exactly as is implicitly assumed when parametric methods are used. However, if is not linear in this region, we are very likely to get systematically biased approximations. For example, suppose that (x) is of the form (x) = a 0 +a 1 x+a 2 x 2 with a 2 < 0. We will then always have k < (kz). Correspondingly, if (x) is of the form (x) = a 0 + a 1 x + a 2 x 2 with a 2 > 0, we will always have k > (kz). The important issue is to understand that the interpolation of the measurement data is thus not the solution to the problem since the observations k can not be taken to be samples from the function (x).
The mathematical problem is that we cannot reconstruct a segment of a continuous function (x); x 2 kz ? h=2; kz + h=2] from a single real number k .
We discretize the problem as follows. Let `= (x`) where x`=`kz=L and L is a su ciently big integer so that the discretization of (x) is su ciently dense to allow for e.g. a linear interpolation between the values `. Let also M be an odd integer so that at depth x = kz the probe 
To simplify the notations we study only this special case in the sequel.
In the system of equations (4) we have now L times more unknowns than equations. We have thus in nitely many exact solution to this system, most of which are totally meaningless. Thus the problem is called ill-posed, or an inverse problem. Without any further prior knowledge or feasible assumptions we can do little to solve the problem. We note that the so-called minimum norm (pseudoinverse) solution to this problem is a curve that is constant in each observation interval 5]. This is clearly also a meaningless solution.
Smooth side constraint solution to the inverse problem
Methods that take into account structural and/or statistical prior knowledge of the solution are called regularization methods, see for example 6, 7] . In the case of depth dose curves we can possibly assume that the curve is a smooth function, that is, the norm of a high order derivative p of the function can be assumed to be small. We denote this norm by F p ( ) and write
where p is the order of the derivative and D denotes the total measurement interval.
We discretize the derivative and express it in the matrix form p = G p ;
where G p is a Toeplitz matrix that represents the p'th scaled di erence operator. For example, in the case p = 4 we have 
We have now the approximation (10) where e G p = (zL) 2(p?1) G p . We could now propose the following approach: Find the maximally smooth set of points in the sense of minimization of F p ( ) for which the observation equation is full lled exactly, that is,
Instead, we take the errors in the observation model into account by using the generalized It is also worth mentioning that the solution grid can be made denser without stability problems. The only cost is the increased computatonal burden.
Results

Simulation studies
The simulated curves should have the same characteristics as the true depth dose curves. They should therefore have a build-up region and a build-down region. In the electron beam case we should also have a sharp bend in maximum region. This feature has been di cult to model with parametric methods. The simulation of exact depth dose curve characteristics is not material. The most important thing is to simulate curves with realistic relationships between the maximum second derivative and the parameters z and h.
It is well known that if we use the same operator in both direct and inverse calculations, we tend to obtain unrealistically good results. We should thus not simulate the measurements with the aid of the approximative observation operator K. We will thus select such functions for which we can calculate the integrals analytically.
We note that although the simulated curves are parametric, the proposed method of solution \does not know" anything about these curves except of course the calculated integrals. The performance of the proposed algorithm is approximately the same for all curves of the same qualitative characteristics.
Simulated electron beam case
The parametric form for the simulated electron depth dose curve is The adequate accuracy for the observation operator and thus the parameter L can be easily selected by comparing the analytical integrals to those obtained with the operator K and samples from the true function (x`). We selected thus L = M = 17. The simulated electron curve and the observations are shown in Fig. 1 .
It remains still to select the order p of the di erence operator G p and the regularization parameter . When p is decided and G p thus xed, there are systematic procedures with which to select an \optimal" regularization parameter. There are strategies for both the cases in which upper bounds for the measurement errors are known and when they are not known 10]. These strategies exhibit many problems. Since we know approximately what the solutions are, we can resort to simulations.
We determine rst the appropriate order of magnitude for the regularization parameter which was 10
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. The nal value was set to = 12 10 6 . We then calculated the mean and maximum errors between the solutions b (x`) and the true samples (x`) calculated from (13) for di erent di erence orders p. These errors are shown in Fig. 2a . In this gure the respective errors between the integrals and the true values are also shown. As can be seen the estimates obtained with the proposed method are clearly more accurate than the observations as used as samples. When the di erence order exceeds p = 7 we face numerical di culties that are related to the structure of the so-called null space of the operator G p . We select the order p = 6 to be used in the solutions concerning electron data. The absolute errors j (x`) ? b (x`)j and j (x Lkz ) ? k j are shown in Fig. 2b . Again the superiority of the proposed method is evident. Note that minimum errors are obtained near x = 15mm where the true curve is approximately linear. We also note that in the maximum region the observations can be approximately 1% lower than the true maximum with the measurement distance z = 2mm. If the distance increases, the errors will also be higher. build-up region and an exponential build-down region. The curve is uniformly smoother than the electron case. The observation interval was set to z = 2:5mm. The selection procedure of and the order p of the di erence operator was equal to the electron case. The main di erence to the electron case is that we select a lower order p = 4. This is due to the fact that the photon case is smoother than the electron case. The observations and the simulated photon depth dose curve are shown in Fig. 3 . The errors between the observation and the true curve are clearly smaller than in the electron case. This is also due to the greater smoothness of the photon curve. The overall errors in the photon case are shown in Fig. 4a , see the electron case for explanation. The pointwise errors with the selection = 18 10 6 and p = 4 are shown in Fig. 4b . The relative increase in precision is approximately equal to the electron case. However, the absolute increase in percentages is only about 0.03% in the build-up region. In this case direct interpolation would be justi ed.
Real data
As real data we used depth dose curves for 6 MeV electron beam and 4 MeV photon beam. The data was raw data from the Varian-Dosetek CadScan 2.0.
The depth dose curve for 6 MeV electrons was measured in the interval x 2 (2mm; 51mm) with z = 2mm measurement distances. These measurements were used as the observation vector ?. The eld size was 30 30cm 2 . The estimates b (x) at x`were then computed as the least squares solutions of (12) with proper choices of the parameters and p and the matrices K, G p .
Based on the simulations we used the 17-point Simpson integral operator and 6 th order di erence operator in the electron case. The regularization parameter was = 12 10 6 . The integration interval was h = 2mm which is approximately the dimension of the detector in the direction of the depth axis.
The result of the estimation is shown Fig. 5 . The e ect of the inclusion of the operator equation is clearly visible in the region the maximum dose. . The samples and estimated depth dose curve is show in Fig. 6 . As in the case of electron data, the e ect of the inclusion of the observation equation is clearly visible.
Discussion
We have proposed a method for the estimation of depth dose curves. The method is based on the approximation of the observation equation with a numerical quadrature operator and the regularization of this inverse problem with a smoothness side constraint. The method is equivalent for e.g. all energies, eld sizes, source-to-phantom distances and radiation qualities.
We studied the performance of the method with the aid of simulated depth dose curves. It was demonstrated that the proposed method works well with such curves that have the same qualitative characteristics as depth dose curves. The method was then applied to measured low energy electron and photon data. The low energy depth dose curves have great second derivatives in the maximum region. This means that the di erences between the observations and the true curve should be great in this region.
It can be conjectured that the method \corrects" the systematic errors of the observations. The magnitude of the correction depends on the second derivative of the true curve, the measurement intervals and the size of the measurement probe.
The proposed principle could also be used for the eld pro le estimation. This estimation scheme is, however, three-dimensional in nature and the problem is both mathematically and computationally far more complicated than the studied one-dimensional (central axis) case.
The method can also be used to adjust the measurement intervals so that required accuracy is obtained. The measurements can thus be made in a much sparser grid than they are usually made. In addition, the method can easily be modi ed so that the measurement intervals are not equal. We could thus use a denser grid in the maximum region and a sparser grid in the build-down region. 
