Engine systems must continuously increase their thermal efficiencies and lower their emissions in real operation. To meet these demands, engine systems are increasingly improving their transient performance through control technology. Conventional engine control systems depend on control maps obtained from huge numbers of experiments, which is necessarily limited by the available number of man-hours. These time-consuming control maps are now being replaced by control inputs derived from on-board models. By calculating optimized control inputs in real time using various information, model-based control increases the robustness of advanced combustion technologies such as premixed charge compression ignition and homogeneous charge compression ignition, which use auto-ignition and combustion of air-fuel mixtures. Models also incur relatively low computational loads because the specifications of the engine control unit are lower than those of current smartphones. This article develops a simple diesel combustion model with model-based control of the multiple fuel injections. The model employs the discretized cycle concept based on fundamental thermodynamic equations and comprises simple fuel injection and chemical reaction models. Our control concept aims mainly to decrease the fuel consumption by increasing the thermal efficiency and reduce the combustion noise in real-world operation. The model predicts the peak in-cylinder gas pressure and its timing that minimize the combustion noise and maximize the thermal efficiency, respectively. In an experimental validation of the model, the computed and measured in-cylinder pressures were well matched at each phase under various parameter settings. In addition, the calculation time of the model is sufficiently short for on-board applications. In future, the proposed model will be extended to the design and installation of controllers for engine systems. The control concept and associated problems of this task are also described in this article.
Introduction
Vehicle emission regulations will soon be enforced under real driving conditions. Therefore, the required emission performance (especially that of diesel engines) is becoming increasingly strict. Thus far, the regulations have been largely met by post-combustion treatment systems, but these systems are costly and have low thermal efficiency. To reduce these additional loads, precise combustion control is necessary. Engine control systems have also become increasingly complicated and are no longer manageable by conventional engine control maps, which are obtained by trial and error from a huge number of experiments. 1 Advanced combustion technologies such as premixed charge compression ignition (PCCI) [2] [3] [4] can reduce emissions while increasing the thermal efficiency. PCCI mainly exploits the auto-ignition and combustion phenomena of airfuel mixtures. However, such approaches require more precise combustion control than is currently available. More specifically, the resolution and number of calibrations of control maps must be increased to meet the high sensitivity of PCCI to various parameters and the low robustness of PCCI. Therefore, the research and development of internal combustion engines are now embracing model-based approaches in the design and implementation of engine control systems.
Model-based approaches to diesel engine control include air-path models of exhaust gas recirculation (EGR) systems with a turbocharger [5] [6] [7] or with variable geometry turbo (VGT) control. [8] [9] [10] Although air-path models and their control can help the diesel engine to realize its full performance, the dynamics of air-path models are impeded by slow responses such as turbo lag and/or EGR delay, which do not occur in direct fuel injection. In transient engine operation, the EGR and boost pressure of the air-path process differ from their optimized values. In such in-cylinder gas conditions, the performance must be maximized by combustion control based on fuel injection. Advanced combustion control technologies (including control models) can maintain proper ignition and combustion in diesel engines, ensuring robust performance.
Various combustion models with different calculation speeds and based on different concepts have been developed. Computational fluid dynamics (CFD) with chemical reaction calculations 11, 12 can clarify the incylinder combustion phenomena and guide hardware designs. However, CFD imposes a heavy computational load and is not necessarily useful for engine control. Simplified zero-dimensional combustion models [13] [14] [15] can predict the heat-release profile and engine performance, which are useful for engine control. Another interesting model estimates the flow dynamics and chemical reaction in the cylinder by a reduced multi-zone chemistry model and the dynamics of the engine system by a system identification model. This model can assist the controller design. 16 However, the model structure is too complicated for application to control theories, so deriving the controllers directly by this model is a difficult task.
The model should directly control the engine in the engine control unit (ECU) despite conventional control maps. Control can also be assisted by control theories. The ECU specifications are lower than those of current personal computers (PCs) because an ECU requires more stability than a PC. Therefore, the model also requires a light computational load. Based on these requirements, the gas status at specific points (valve closing, injection, ignition, and peak pressure timings) is calculated by the discrete cycle model. Based on simple cyclic theory, this procedure was applied to homogeneous charge compression ignition (HCCI) engines by Ravi et al. 17 and Yamasaki et al. 18 Our group has been developing a discrete diesel model for PCCI engines, 19 which has been validated in single-fuel injection (SFI). A feedforward (FF) controller has also been obtained as the inverse model of a linearized discrete diesel model and a linear quadric Gaussian (LQG) feedback controller. The control performances of these controllers have been validated in simulations. However, although our previously developed model was adequate for SFI, it proved insufficient in current diesel engine systems with multiple fuel injections (MFI).
This study proposes a simple combustion model of a diesel engine for control of MFI (comprising doublepilot fuel injections and a main injection). The model is based on our previous SFI model but adds several representative points for the pilot fuel injections. The model accuracy was evaluated in comparisons with engine experiments.
The model is inverted as an FF controller and will enable the future design of feedback controllers as shown in our previous work. 19 The model also assumes that the in-cylinder gas pressure peaks to lower the combustion noise and its timing to raise the thermal efficiency as concrete control targets. As the model structure is more complex in MFI than in SFI, it is difficult to linearize for the controller design and requires several additional procedures. Design and installation barriers against controllers for future engine systems are also discussed in this article.
Engine system for modeling and validation
Using a 1KD-FTV Toyota diesel engine as the target engine, some empirical formulae were obtained, and the prediction accuracy of the model was validated. The engine specifications and the experimental system are presented in Table 1 and Figure 1 , respectively. The engine is a water-cooled four-cylinder direct injection diesel engine and achieves high-pressure MFI through a common rail injection system. The boost pressure is controllable by an VGT, and the external EGR ratio is controllable by an EGR valve and an intake throttle valve. The engine is also equipped with an original ECU containing an ETAS INCA system. The engine control parameters are adjusted appropriately, and ETAS INCA receives various data from the ECU. The system is additionally equipped with a cylinder pressure sensor, thermocouples, and a rotary encoder, which provide further information on the engine's operation.
Modeling the discrete diesel combustion model with MFI

Outline of the model
This study extends our previous discrete diesel engine model from SFI to MFI. Based on physical principles, the MFI model predicts the peak in-cylinder gas The discretized points defined in this article are shown in Figure 2 and summarized in Table 2 . The discretized points related to the intake and exhaust processes are exhaust valve closing (EVC), intake valve closing (IVC), peak in-cylinder gas pressure timing (PEAK), exhaust valve opening (EVO), and intake valve opening (IVO). These points were defined in our previous model. The new model additionally includes discretized points related to pilot fuel injections 1 and 2. The terms in the constructed model are listed in Table 3 . Here, the output is controlled to the desired value and must be easily measurable on an actual engine for future feedback control. To minimize the combustion noise and maximize the thermal efficiency, the model outputs the peak in-cylinder gas pressure (P PEAK ) and its timing (u PEAK ). Both outputs are controlled by the control inputs listed in Table 3 . Because the time responses of the EGR and boost pressure are relatively slow, these parameters are regarded as disturbances, and the two outputs are finally controlled by the fuel injection terms. The actuators have limited ability to control the emissions. Additionally, when controlling only the peak in-cylinder gas pressure and its timing, it is not necessary to fit all special selected points in the heat-release process. Kakuda et al. 20 controlled the ignition delay by a gray box model, which indirectly raises the thermal efficiency and reduces the combustion noise. 19 However, by employing physical laws, the control can be generalized by considering where the in-cylinder gas status drastically changes and including those points in the control. In the future, more precise control of the heat-release profile will further reduce the fuel consumption, combustion noise, and emissions. The heat-release process is best considered by direct means. 
Intake process
This subsection calculates the intake process from the IVO to IVC. The in-cylinder gas pressure is assumed to equal the boost pressure P Boost , and the status of the in-cylinder gas temperature at the IVO is known from the previous cycle. The in-cylinder gas temperature at the IVC is derived at the first timing, when there are three gases: fresh air, EGR, and residual gas. If these gases are mixed adiabatically, P Boost and P IVC are equal, and the energy equation is given by
where T ref is the reference temperature and T in is the temperature of the fresh air-EGR mixture, defined as the intake manifold temperature. When deriving T IVC from equation (1), the numbers of moles of gas (n Gas, IVC ), fresh air (n air ), and EGR (n EGR ) at the IVC are computed as
Here, the EGR ratio (x EGR ) is defined as the volume of recirculated external EGR divided by the total volume of external EGR and fresh air at the IVC
T Air is obtained from the ECU and T EGR is the product of the cooling ratio (one of the model parameters) and the residual gas temperature T RG . The mole balance is expressed as follows
From equations (3) and (4), n air is obtained as follows
The amount of oxygen present in the cylinder at the IVC is given by
The above procedure for the intake process was applied in our single-diesel injection model and is detailed in Yasuda et al. 19 
Compression process
The compression process occurs between the IVC and the pilot ignition timing. The injection timing is also defined as the start of injection. During the three fuel injections (including the main injection), it was experimentally found that the pilot 1-injected fuel did not self-ignite but ignited after the pilot 2 injection. The incylinder gas temperature and/or time were probably insufficient for igniting the pilot 1 injection timing before the pilot 2 injection timing. Hence, rather than treating the pilot 1 ignition and combustion separately, the pilot 1 fuel injection is considered to influence the interference of the fuel sprays with the pilot 2 fuel injection. Because increasing the quantity of pilot 1 fuel increased the heat release immediately after pilot 2 ignition, the overlapped parts of pilot 2 and pilot 1 were assumed to ignite after the pilot 2 injection. Such interference influences the ignition delay time and combustion rate of the pilot injections. During the compression process, the in-cylinder gas pressures and temperatures undergo the following polytropic changes
Here, P IVC is assumed identical to P boost obtained from the ECU and T IVC is obtained from equation (1) . The polytropic index g Comp is strongly correlated with the gas temperature. As in our previous work, Here, the different polytropic indices g Comp1 and g Comp2 are applied to the IVC-to-P1 INJ and P1 INJ-to-P IGN, respectively. Figure 3 plots the relationship between the modeled and experimental results for various values of the parameters in Table 4 . The model accurately replicates the experimental results (correlation coefficient R 2 = 0.82).
Ignition and combustion of pilot fuel injections
Pilot fuel injections change the in-cylinder gas status and control the ignition, combustion of the main fuel injection, the combustion process, and the emissions. In this way, they provide considerable freedom in the control. The effect of the control model on the ignition and combustion of the main injection must, therefore, be considered. The ignition timing and quantities of burned fuel before the main fuel injection are predicted by pilot fuel injection models. The pilot ignition timings and their combustion rates are mainly decided by the local air/fuel ratio, mixture composition, temperature, and pressure. These parameters are particularly governed by the EGR rate and fuel spray conditions. To derive the local air/fuel ratio, simple interference between pilot injections 1 and 2 was assumed.
A stand-alone fuel spray is considered first (see Figure 4 ). The spray is assumedly shaped as a circular cone with penetration distance and spray half-angle given by equations (12) and (13) 
Here, DP is the difference between the injection pressure and the in-cylinder gas pressure, r Gas is the incylinder gas density, r Fuel is the fuel density, d Hole is the nozzle diameter, L Nozzle is the length of the nozzle hole, and t is the time after fuel injection. In this discrete model, the in-cylinder gas pressure and density are fixed at each fuel injection timing, and the time (defined as the fuel injection duration) is obtained in the experiments. The injection pressure is basically assumed to be equal to the common rail pressure which is accessible as one of the engine operating parameters in ECU. However, the actual injection pressure at the nozzle exit is lower than the common rail pressure due to the pressure drop in the fuel line between the common rail and the nozzle holder. In addition, the cylinder gas pressure also changes during injecting the fuel. Therefore, strictly, DP in this article includes such errors. Unfortunately, the errors were not discussed quantitatively and qualitatively in this article for the experimental setup. Meanwhile, such errors are also absorbed in the parameters tuning of the ignition model to agree with experimental results. As shown in the later, the prediction model shows reasonable ignition timing even when the operation parameters change, and such errors are also supposed to be not significant in the present operation region. Then, the spray model modification is considered as a future work to physically express the model more correctly. Under these assumptions, the pilot spray volume from the 10 holes is given as Figure 5 shows the spray interference between pilots 1 and 2. The spray area is contributed by the sprays from pilot 1 and pilot 2 (zone 1 and zone 2, respectively) and the overlapped sprays from both pilots (zone 3). These three zones are formed by the pilot 1 fuel spray, which travels with the swirl flow before the pilot 2 injection. The fuel spray angle between pilots 1 and 2 is given by
where v Swirl is the angular velocity of the swirl flow. between the central axes of the pilot 1 and pilot 2 sprays is then obtained. The geometric relationship between these axes provides the volume of zone 3.
Here, the change in swirl intensity after the IVC and the effect of the fuel spray on the in-cylinder flow have been ignored. As these phenomena might influence the fuel injection, they should be incorporated into a more general and accurate model in future work. In this spray geometry, the ignition delay is predicted by Livengood and Wu 22 integration equation (16) with an Arrhenius-type ignition delay equation (17)
This implementation requires the time profiles of the fuel fraction, O 2 fraction, and temperature, which cannot be obtained by the discrete model. Therefore, the time-varying parameters in equation (17) are taken as those at the pilot 2 injection, and the time integration is calculated simply by deriving the pilot ignition timing from equation (18) . Here, the fuel fraction is the average of those in zones 1, 2, and 3. The model parameters A, B, C, and E are adjusted by comparing the modeled and experimental results
Before calculating the ignition delay, our model must predict the spray volume, which is required for the ignition timing. For this purpose, the spray length is assumed as the distance to the piston walls. In future modifications, the model will account for the time delay between ignition and the impingement of the spray tip on the piston walls.
From pilot 2 injection to ignition, the in-cylinder gas pressure and temperature also change in a polytropic manner
To predict the gas status at the main injection, the amount of pilot fuel burned at that time must be predicted. The burned fuel ratio is defined by the Arrhenius equation
Given that the sprays interfere with the fuel fraction, and representing the time-varying parameters (which are difficult to calculate in the discrete model) by their values at the ignition timing of the pilots, the burned fuel ratio x P at the main fuel injection is derived as follows
where the model parameters a, b, g, and e are calibrated by comparing the modeled and experimental results.
The injected fuel (C 12 H 26 ) is assumed to combust by the following chemical reaction
The in-cylinder temperature is obtained from the energy conservation equation by considering the amount of burned pilot fuel and the work done during the pilot combustion. The energy conservation equation is
where h vap is the latent heat of vaporization. The sensible heat of the pilot fuel negligibly affects the incylinder pressure and so is ignored. W Comp is the work done during the pilot combustion
From the ideal gas equation, the in-cylinder gas pressure P M INJ at the main fuel injection is given by
The in-cylinder gas temperature T M INJ at the main fuel injection is then derived from equations (24) to (26). All of the injected fuel is assumed to be vaporized before ignition.
Ignition and combustion of main fuel injection
In the previous section, the influence of the pilot fuel injections on the in-cylinder gas status at the main fuel injection was considered. This section considers the phase from the main fuel injection to the peak in-cylinder pressure timing. The ignition timing of the main fuel injection is determined first. This calculation involves a Livengood-Wu integration (as in the pilot fuel injections) and assumes the following spray shape
For the spray interaction between the main and pilot fuel injections, it is assumed that the fuel from the pilot injections is distributed throughout the entire combustion chamber until the main fuel injection, as shown in Figure 6 . The main injection spray is assumed to source the ignition, but its fuel concentration is influenced by the pilots. Similar to the pilot injections, the ignition timing is computed by a simplified Livengood-Wu integration
where A 0 , B 0 , C 0 , and E 0 are adjusted by comparing the model and experimental results, and the pilot fuels are assumed to be completely burned at the main ignition.
Next, the in-cylinder pressure and temperature are obtained from the energy conservation equation. Here, it is assumed that the pilot fuel completely combusts before the main fuel ignites. In this case, the energy conservation equation becomes
Here, the constant-volume specific heats of the gases depend on the temperature and composition of the incylinder gas. The in-cylinder gas temperature T M IGN at the main injected fuel ignition is obtained from equation (29) and substituted into the ideal gas equation. The in-cylinder gas pressure P M IGN at this timing is then given by
The timing of the maximum in-cylinder gas pressure is obtained by the following Arrhenius-type equation
Here, the amount of fuel burned from the main ignition timing to the maximum in-cylinder pressure timing must be predicted. Experimentally, the maximum pressure was found near the end of the rapid combustion, because the auto-ignition and combustion occur in the early phase of the main combustion in the diesel engine. From multiple regression analysis of the experimental results, the ratio of the amount of fuel burned between ignition and peak pressure timing to the amount of fuel burned during the main combustion is obtained as Figure 7 relates the modeled to the experimental results. To obtain the peak in-cylinder gas pressure, it is assumed that the ignition delay of the main injection and injection pressure is correlated with the combustion ratio. This assumption is reasonable because the ignition delay is expressed by a Livengood-Wu integration, so combustion depends on the chemical reaction. However, the discrepancies in Figure 7 indicate that the prediction accuracy needs improvement in future work.
The energy conservation is then given by equation (33) from which the peak temperature T PEAK and peak pressure P PEAK are obtained as
Here, e loss indicates the heat loss during the main combustion. It is assumed constant and equal to 0.3.
Expansion and exhaust processes
As the in-cylinder gas expands from PEAK to EVO, its state changes polytropically. The in-cylinder pressure and temperature at the EVO are given by equations (34) and (35), respectively
After expansion, the exhaust process also changes polytropically
T EVC , which equals the residual gas temperature T RG , is connected to the next cycle by equation (1) . g Exp is also expressed as a function of T PEAK as shown in equation (37) g Exp = 1:37 À 4:93 3 10
In the discrete model developed above, the incylinder pressure was averaged over one cycle, without considering its cyclic variation.
Validation of model
Calculations were performed using the developed model. If the model is to be installed in an ECU and used for engine control, it must be able to predict combustion accurately and efficiently. To evaluate the prediction accuracy of the model, the results for different parameter values were computed and compared with the experimental results.
The model inputs are given in Table 3 . The model predicts the in-cylinder gas pressure, temperature, and composition at each discrete point. It also derives the pilot and main ignition timings and the timing of the peak in-cylinder gas pressure. Table 4 lists the operating conditions under which the model and the experiments were compared and calibrated. Under each set of conditions, the parameters related to the fuel injection (injection timing, injected fuel quantity, and fuel injection pressure) and the airpath system (external EGR rate and boost pressure) were varied at the fixed engine speed of 1500 r/min. Table 5 shows the model parameters and their values calibrated by the above-mentioned experimental results. The 16 model parameters were obtained by a multiple linear regression analysis at each engine process. For example, to obtain the coefficients A, B, C, and E in the ignition delay model of the pilot fuel injection and the swirl ratio, the ignition delay of the pilot fuel injection and other experimentally determined values are inputted into the multiple linear regression analysis. Note that e 0 in the predicted main combustion process is negative because it is influenced by both the chemical reaction and the spray dynamics. Figure 8 compares the calculated and experimental responses of the in-cylinder gas pressure to changes in Table 5 Figure 9 compares the calculation and experimental responses of the in-cylinder gas pressure to changes in the other parameters (again, Figure 9 (b) enlarges Figure 9 (a) in the region of interest). Experimentally and in the model, increasing the main fuel injection quantity increased the in-cylinder gas pressure peak and retarded its timing. The model also predicted the trends of the in-cylinder gas pressure in the pilot and main combustions as the pilot 1 injection timing was changed. However, the peak in-cylinder gas pressure was slightly higher in the model than in the experiment. Increasing the boost pressure from 100 to 120 kPa advanced the pilot ignition timing and increased the overall in-cylinder pressure. The model successfully predicted these complicated experimental trends. For all 45 cases listed in Table 4 , the model well captured the experimental results at each discrete point, except when the main ignition occurred after the TDC, and the main injection timing was changed. Errors were probably caused by modeling the main combustion in equation (32) as a linear function. In addition, the peak in-cylinder gas pressures in calculations were insensitive to the main injection timing comparing with the experiments. For the main injection timing, especially in the later main fuel injection condition, the main combustion configuration might be turn from the premixed combustion to the diffusion combustion. Then, the burned fuel ratio expressed by the Arrhenius equation is not suitable for the diffusion combustion.
Next, the accuracy of the modeled peak in-cylinder gas pressure and its timing were qualitatively evaluated in comparisons with experiments. The errors for each parameter change are summarized in Table 6 .
Errors in the peak in-cylinder gas pressure are expressed as percentages (relative to the experimental values), and the timing errors are expressed as the difference between the modeled and experimental results. The timing errors in all parameters (except the main fuel injection timing) are within 60.8°. However, the errors show no obvious tendencies and are not unreasonable in the two exceptions. When the acceptable error of the timing was set to 61°, 96% of the 45 cases were acceptable. Meanwhile, the modeled peak in-cylinder gas pressure was consistently higher than the experimental value, even when the calculated M ig and P ig matched their experimental counterparts (see Figure 9 ). Figure 10 compares the calculated work done during combustion (see equation (33)) with the experimentally determined work in the 45 cases. The calculated combustion works within + 5% error were 20%, more than + 5% error were 11%, within 25% error were 33%, and less than 25% error were 36%. It is clarified that the model had tendency to estimate the work; therefore, the model overestimated the peak in-cylinder gas pressure. When the acceptable error of the peak cylinder gas pressure was set to 65%, 69% of the 45 cases were acceptable. Originally, the required accuracies of the model were defined by the required accuracy of its outputs, the accuracy of the thermal efficiency or CO 2 emission, and the combustion noise. To decide the target values, the transient engine operation conditions (including the feedback controller effect) and the boundary conditions have to be considered. Here 65% error in the peak cylinder gas pressure Table 6 . Prediction accuracies of the modeled peak in-cylinder gas pressures and their timings.
Parameters
Error of timing of peak in-cylinder gas pressure (°)
Error of peak in-cylinder gas pressure (%) 20.8 to 0.5 0.8 to 6.1 Figure 9 . In-cylinder gas pressure profiles when each engine parameter was independently changed from the standard operation condition, keeping other parameters unchanged: (a) overall and (b) focused on the 5°-15°range of crank angles. Standard operating conditions are as follows: Ne = 1500 r/min, P CR = 80 MPa,
and 61°in the timing of this pressure are temporally assumed.
In the next step of the model validation, the modeled and experimental results were compared under engine operating conditions in two circumstances: (1) when changing multiple parameters simultaneously and (2) when violating the calibration conditions listed in Table 4 . In case 1, the fuel quantities of pilot 1, pilot 2, and the main injection were simultaneously varied. In case 2, the fuel quantity of the main fuel injection below the calibration range was set. The reason of choosing this setting is that our model is expected to control PCCI combustion, which is less robust than conventional diesel combustion, in future applications. Figure 11 shows the in-cylinder gas pressure profiles when the fuel quantities of pilot 1, pilot 2, and the main injection were simultaneously varied but with the total injected fuel quantity Q total fixed at 26 mm 3 /st. The other parameters were also maintained constant. At all repetitive points of the calculation, the modeled and experimental results favorably agreed. Figure 12 shows the in-cylinder gas pressure profiles when the fuel quantities of the main injection were below the calibration range (under the constraints of the original ECU and engine, the other parameters could not be varied outside of the calibration range). Even under these conditions, the modeled and experimental results showed the same tendency at all repetitive points. Table 7 lists the percentage errors of the peak in-cylinder gas pressures (relative to the experimental values) and the timing errors (differences between the modeled and experimental results) plotted in Figures 11 and 12 .
The experimental and modeled results well agreed when the parameters were varied within the calibration range (see Table 6 for the parameter sets), although simultaneously changing multiple parameters slightly retarded the timing. Although the peak in-cylinder gas pressure remained reasonable when multiple parameters were changed simultaneously, they were lower than the experimental pressures outside of the calibration range. In these cases, the amount of injected fuel was lower than in the previous cases, so the combustion heat loss was reduced. However, the heat loss index was assumed constant (0.3) in the model. The heat loss model will be considered in future work. Figure 10 . Calculated versus experimental work done by the combustion. In total, 45 data plots were acquired in the conditions given in Table 4 . Figure 11 . In-cylinder gas pressure profiles when the fuel quantities of pilot 1, pilot 2, and main were simultaneously varied. Q total was maintained constant at 26 mm 3 /st, and other parameters were also unchanged. Standard operating conditions are as follows: Ne = 1500 r/min, P CR = 80 MPa,
3 /st, Q P2 = 3 mm 3 /st, QM = 20 mm 3 /st, X EGR = 30%, and P Boost = 110 kPa. Table 7 . Prediction accuracies of the modeled peak in-cylinder gas pressures and their timings under simultaneous multiple parameter changes ( Figure 11 ) and outside the calibration range ( Figure 12 ).
Case
Error of peak in-cylinder gas pressure (%) Figure 11 0.1 to 1.2 20.5 to 1.6 Figure 12 20.8 to 20.2 24.6 to 23.3 Figure 12 . In-cylinder gas pressure profiles when the main fuel quantity was outside the calibration range (see Table 4 ). Other parameters remained unchanged. Standard operating conditions are as follows: Ne = 1500 r/min, P CR = 80 MPa,
, and P Boost = 110 kPa.
Next, the calculation speed was evaluated. Calculations were performed on a Dell PC (OPTIPPLEX 990, CPU Intel Core i7), and the model was implemented in MATLAB 2014b. One engine cycle was completed in approximately 0.1 ms, increasing to 80 ms at an engine speed of 1500 r/min. This calculation speed is sufficient to predict ignition and combustion after the IVC, which determine the environment into which the fuel is injected. However, the CPU clocks of present mass-produced ECUs typically run 10% slower than the PC used in this evaluation. Therefore, the calculation speeds must be confirmed in a CPU that more closely resembles the ECU, such as a rapid prototyping system.
Control concept with the model
This section describes our future control concept for the developed model. The control system must increase the thermal efficiency, meet the emission regulations, and improve the combustion noise performance. In the first step, the peak in-cylinder gas pressure to improve the combustion noise performance and its timing to raise the thermal efficiency are controlled. Our next plan is emission control, which is more complicated because it requires a coordinate control system with an after treatment system. In addition, considering emission control provides constraints for combustion control, and such control system is required for real world. The concrete control system of the combustion is also considered. A control block diagram of this system is shown in Figure 13 . Three controllers will be installed: an FF controller that ensures a fast time response, a feedback controller that decreases the differences between the outputs and references and also tracks the references, and a learning controller that adjusts the FF controller under long-term changes such as secular changes. In this control system, the model provides both the FF controller as the inverse model and a design tool for the feedback controller.
Conclusion
A simple diesel engine combustion model with MFI for use in a model-based control system was developed. Consequently, the following conclusions were obtained:
1. To decrease the calculation load of the model with pilot fuel injections, each engine cycle was discretized into several representative points (i.e. EVC, IVC, P1 INJ, P2 INJ, P IGN, M INJ, M IGN, PEAK, and EVO) in which P1 INJ, P2 INJ, and P IGN were added to the previous model with SFI, and the calculation speed was sufficient for predicting the ignition and combustion from IVC to first fuel injection, although the calculation speed was evaluated on a PC rather than on a slower ECU. 2. The developed combustion model reasonably predicted the complicated ignition and combustion processes when the main fuel injection was supplemented by two pilot fuel injections under various parameter settings. 3. Basic equations of the ignition and combustion of pilot and main fuel injection are based on Livengood-Wu integral and Arrhenius-type reaction speed which is often used to predict autoignition and combustion of mixture. Therefore, it is expected to easily apply to PCCI combustion. Also, such model structure is extended for changing the number of fuel injections.
As a next step, the MFI model also requires an airpath dynamic model. By connecting the combustion Figure 13 . Concept of the control system based on the developed model. model to the air-path model, the whole engine dynamics under transient conditions could be predicted and more precise and practical diesel engine control could be realized.
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