I. INTRODUCTION
V ENTRICULAR arrhythmias are an important cause of morbidity and sudden cardiac death (SCD) in almost all forms of heart disease. Detection and prevention of arrhythmic events are the main strategies to decrease SCD outcomes [1] . Enhanced spatio-temporal repolarization heterogeneity is related to the generation of ventricular arrhythmias that could lead to SCD [2] , and increased spatio-temporal repolarization variability has been linked to increased arrhythmic risk [3] in both beat-to-beat (short-term) scenarios [4] , [5] , and when measuring at different stable heart rates [6] , [7] . The T-wave on the electrocardiogram (ECG) reflects the spatio-temporal dispersion of repolarization times of the ventricular myocites, with homogeneous increments of this dispersion being reflected as both linear and nonlinear variations of the T-wave width and amplitude, and enhanced heterogeneities being manifested as additional nonlinear deformations of the T-wave, such as notches or asymmetries [8] - [10] .
Previous techniques developed to investigate cardiac repolarization from the surface ECG were based on interval repolarization durations and have been shown to reflect spatio-temporal repolarization heterogeneity [11] , [12] , such as the QT interval, its corrected version [13] , T-wave width [14] , the distance from the peak to the end of the T wave (T pe interval) [15] , the dynamic changes in the T pe interval with respect to the heart rhythm [16] , the variability of the QT interval [3] , the T-wave alternans [17] , or the ST elevation [18] . However, these markers might not be able to capture both linear and nonlinear T-wave morphological variations, and extracting such information may provide improved ventricular arrhythmic risk. Although this limitation has been faced by recent indices, including the total cosine Rto-T descriptor, the morphology dispersion index or the T-wave residuum [19] , they still lack sufficient superiority and require the information provided by the vectorcardiogram, which could also become a restriction in the clinical practice.
In addition, variations in the temporal domain or misalignments between T-waves might complicate the comparison and corrupt the measurement of amplitude variability. Linear and nonlinear temporal reparameterization (warping) have been used in the literature to overcome this limitation, align ECG waves [20] - [22] and measure amplitude differences with improved accuracy. However, the warping information has never been used as a marker to assess the variability in the time domain.
The objective of this study is to propose and assess the ability of two ECG-derived markers, d w , and d a , and their nonlinearly restricted versions, d (2) , and their correlation with the heart rate, the QT and T pe intervals, and the T-wave width (TW) and amplitude (TA) is also studied.
II. METHODS

A. Mathematical Framework
The methodology used in this work has been adapted from the mathematical framework presented by Srivastava et al. [23] . To exemplify the process of T-wave morphology comparison, consider two T-waves, f r (t r ) = [f r (t r (1) 
However, this metric has some limitations. Since it is not sym-
, it is not a proper distance and can lead to degenerate results if f r (t r ) and f s (t s ) present variations in the amplitude domain ("pinching effect") [24] . To address this, the square-root slope function (SRSF) was proposed [23] , [25] to solve the warping in a well-defined geometrical space by warping, instead, the SRSFs, defined as the square-root of the derivative of f (t), considering the sign
The SRSF of f r (t r ) and f s (t s ), q f r (t r ) and q f s (t s ), respectively, are shown in Fig. 1(b) . Now, the optimal warping function is the one that minimizes the amplitude difference between the SRSF of f r (t r ) and f s (γ(t r )), q f r (t r ) and
The dynamic programming algorithm, explained in Appendix A, was used to obtain the solution of this optimization [26] . The metric minimized in (3) is a proper distance, which overcomes the limitation of the metric minimized in (1) [23] , [25] , [27] . The optimal warping function, γ * (t r ), that optimally warps f r (t r ) and f s (t s ) is shown in Fig. 1(c) . The warped T-wave, f s (γ * (t r )) is shown in Fig. 1(e) , together with the reference T-wave, f r (t r ), while their corresponding SRSFs are shown in Fig. 1(d) .
The level of warping may be different under various situations and it reflects important information regarding time domain variability. We define a metric, d w , that quantifies the level of warping needed to optimally align any two T-waves as the average of the absolute difference value between γ * (t r ) and t
If γ * (t r ) = t r , then the functions are perfectly aligned. Therefore, it makes sense to use the difference between γ * (t r ) and t r to quantify the variability between each T-wave time domain. Fig. 1 
B. Extracting Nonlinear T-Wave Morphological Variability
The proposed markers, d w and d a , contain information about linear and nonlinear differences in both time and amplitude, respectively. Isolating the strictly nonlinear variability information might provide additional understanding on the different sources generating the morphology of the T-wave. Fig. 2(a) , shows the optimal warping function from Fig. 1(c) . As explained in (4), the marker d w is calculated as the mean deviation of γ * (t r ) from t r , marked in yellow in Fig. 2(a) . By fitting γ * (t r ) with a linear regression, γ * l (t r ), (black dashed line), and measuring the mean deviation of γ * (t r ) with respect to this regression, we can have a quantification of the level of nonlinear warping (dashed cyan region). This can be expressed as
where γ * l (t r ) is the linear fitting of γ * (t r ) using the least absolute residual method [28] [see Fig. 2(a) ]. The linear warping can be quantified by measuring the mean deviation of γ * l (t r ) from t r [nondashed region in Fig. 2(a) ]. Regarding d a , normalizing the warped T-waves, we can quantify nonlinear amplitude differences not due to homogeneous scaling, and possibly caused by heterogeneous dispersion of 
, and studied,
, T-waves.
repolarization times
This is depicted in Fig. 2 (b). Fig. 2 (b.1) shows the reference, f r (t r ) (solid blue), and studied, f s (t s ) (dashed red), T-waves with only amplitude variability (we assumed γ * (t r ) = t r in this example for clarity). 
C. Signal Preprocessing and T-Wave Extraction
Preprocessing of the ECG signals included low-pass filtering at 40 Hz with a butterworth filter of order 6 to remove electric and muscle noise but still allow QRS detection, cubic splines interpolation for baseline wander removal, and ectopic beats detection.
A single-lead-plus-rules delineation technique [29] was applied over all leads in the ECG record to delimitate the T-waves. Then, principal component analysis was calculated lead-wise over the selected T-waves to emphasize the T-wave components, improve its delineation, and enhance morphological differences [30] . Finally, the first principal component was further delineated using a single-lead technique [31] , and the T-waves were confined from the T-wave onset and T-wave end delineation marks. Then, each T-wave was further low-pass filtered at 20 Hz using a butterworth filter of order 6 to remove remaining out-of-band high frequency components that could potentially corrupt the T-wave shape. The filtered T-waves were visually checked for artifacts related to onset/end filtering discontinuities, observing no issues in this respect.
Before applying the warping algorithm, the reference and the studied T-waves were aligned according to their gravity centers, so that γ * (t r ) is only dependent on changes in the T-wave morphology, and not on global shifts. The center of gravity was calculated as the shift in t s that offered the maximum cross-correlation between f r and f s . In case f r and f s had different polarities, f s was inverted to match the polarity of f r . Let the T-wave from a reference noise-free cardiac beat, sampled at 1 kHz, be the reference T-wave, f r (t r ). This reference cardiac beat was obtained from the first principal component, calculated as described in Section II-C, over the eight-standard leads recorded at supine position from a healthy subject.
III. DATA SETS
A. Simulated Variability in a Computer-Generated ECG
The nonlinear T-wave amplitude variability was modeled by adding a sinusoidal wave, of period 0.25 times N r and amplitude function of each beat, to f r (t r ) in the following way:
where i is the heart beat index. Then, the T-wave linear amplitude variability was modeled by multiplying the deviations from the iso-electric line of f NL i (t r ) by a factor sinusoidally modulated across beats
Next, linear variations in the duration of the T-wave were simulated according to
where now γ i (t r ) is the operator that up-and downsamples t r according to the sampling factor, α(i)
when simulating large time variations [like those found under appreciably different RR values, which for a reference RR = 1 s, would produce an RR spanning from RR = 0.7 s (85 beats per minute (bpm)) to RR = 1.3 s (46 bpm), representing a heart rhythm change after moving from activity to relax, as an example, [32] ] and
when simulating small time variations [like those found when analyzing short-term variability, which for a reference RR = 1 s, would produce an RR spanning from RR = 0.9 s (66 bpm) to RR = 1.1 s (54 bpm), representing the beat-to-beat heart rate variability under stationary conditions [32] ]. Nonlinear variations in the temporal domain of the T-wave were introduced by adding a sinusoidal modulation of period N r and linearly varying amplitude, guaranteeing a monotonic increasing function
where N s i is, now, the duration of t l i . The reparameterized ith T-wave was, then, obtained using
The ith modulated cardiac beat was obtained by transforming
A simulated ECG signal was obtained by concatenating the I = 300 modulated cardiac beats. This led to a 300-beat ECG signal, which was filtered as explained in Section II-C, and the T-waves were selected using the known delimitation marks. The morphological average of the 300 Twaves,f (t r ), was obtained with the algorithm explained in Appendix B, and this mean warped T-wave was chosen as the reference for comparison.
The reference d Then, zero mean Laplacian noise was iteratively added to the simulated ECG signal, such that the signal-to-noise ratio (SNR) was, in decibels (dB): SNR = {5, 10, . . . , 35}. 
where
The noise generation and relative error measurement steps were repeated 50 times to have robust relative error values.
B. Simulated Variability in an Electro-Physiological Model
The relation between changes in myocardial repolarization dynamics and d w , d a , d from a normal male, and the ECG leads were calculated as described in Appendix C. Next, principal component analysis was performed over the ECG leads and the first principal component was preprocessed and delineated as explained in Section II-C. The extracted T-wave was considered as the reference T-wave in this simulation study.
We assessed the morphological variability reflected on the jth T-wave using d w , d a , d 
whereρ(j) is in ms. This is equivalent to move from a beat with σ 1 to other beat with σ 2 = σ 1 and differentρ, ifρ is varying with the RR interval (see Fig. 3 ). 2) Increasing the repolarization time dispersion, σ, using the following equation:
where Δρ m (j) and σ(j) are in ms. This is equivalent to move from a beat with σ 1 to a beat with σ 2 = σ 1 and sameρ (see Fig. 3 ).
3) In the third scenario we combined simulations 1 and 2. 4) Progressive variations of the epicardial action potential durations (APDs), defined as the difference between the maximum repolarization and depolarization slopes, (by only modifying the repolarization times, ρ m , of epicardial nodes) toward the mean endocardial APD. This emulates the reduction in the dispersion of repolarization after reducing the spatial heterogeneity of I ks current as reported in [10] . Principal component analysis was performed on the resulting ECG leads, and the first principal component was preprocessed and delineated as explained in Section II-C. The subsequent 
C. Real ECG
In this section, we focused the ECG study on the tilt table test since it is a standard procedure that induces variations in the modulation of the autonomic nervous system, i.e., heart rate, and in the repolarization features, i.e., T-wave morphology [16] . Therefore, our objective was to evaluate the ability of to capture the T-wave morphological changes induced by the orthostatic stress, and their interaction with changes in the heart rate. ECG recordings from 17 healthy subjects (age 28.5 ± 2.8 years, 11 males) with no previous medical history related to cardiovascular diseases, acquired at the University of Zaragoza (ANS-UZ database) were analyzed [16] . Each recording consisted of eight ECG leads, sampled at 1 KHz, acquired during a 13-min head-up tilt test (4-min supine, 5 min at 70°, 4-min supine). Each eight-lead ECG signal was preprocessed and the T-waves from every beat were delimited as explained in Section II-C.
We assumed stationariness in three windows, early supine (ES), T ilt (T L), and late supine (LS), as done in [34] . These windows had a length of 20 beats and finished 30 s before any transition during the tilt test. Then, for each subject and window, we calculated the RR, QT , T W , and T pe interval values as the differences between subsequent QRS fiducial points, T-wave end and QRS complex onset, T-wave end and T-wave onset, and T-wave end and T-wave peak, respectively, from the annotation marks calculated in Section II-C [31] . Similarly, the T A values were obtained from the T-wave amplitude values. Finally, for each subject and window, we calculated the median RR, QT , T W , T pe , and T A values. In addition, the mean warped T-wave of the 20 T-waves in each window and subject was calculated following the algorithm explained in Appendix B.
1) Analysis of Long-Term T-Wave Morphological Variability: To evaluate the variations of the T-wave produced by the orthostatic stress, we compared each mean warped Twave with the other two [(LS -ES), (T L -ES), and (LS -T L)], and we calculated the difference between each median RR, T pe , T W , QT, and T A values and the other two, obtaining three values of
NL a , ΔRR, ΔT pe , ΔT W , ΔQT , and ΔT A per subject.
2) Analysis of Short-Term T-Wave Morphological Variability:
To evaluate the variability of the T-wave at steadystate conditions, we calculated the median absolute deviation of QT , T W , T pe , and T A with respect to their median value, for each subject and window [35] . Regarding the proposed morphological markers, we calculated the median of the 20 absolute values of d w , d a , d NL w , and d NL a , obtained when comparing each T-wave in the window with its mean warped T-wave. Finally, we measured the SNR value of the T-waves in the window, defined as the ratio between the root mean squared values of their arithmetic mean T-wave and the difference between each T-wave and this arithmetic mean T-wave, in decibels. Therefore, we assumed that noise level was higher than the variability itself. This definition can be argued at situations where the T-wave variability is high, as compared to noise. However, for Holter ECG records at stationary conditions, it is expected to have low T-wave variability and high noise levels. Then, for general cases, this will be an appropriate assumption when estimating correlation for the whole range of SNR.
3) Statistical Analysis: The Spearman's correlation coefficient was used to quantify the strength of the linear correlation. The Wilcoxon signed rank test was used in pairwise comparisons. A p value of ≤ 0.05 was considered as statistically significant. On each boxplot, the central mark is the median, the edges of the box are the 25th and 75th percentiles, and the whiskers extend to the most extreme data points not considered as outliers. The notches represent the 95% confidence interval of the median, calculated as q2 ± 1.57(q3 − q1)/ √ n, where q2 is the median, q1 and q3 are the 25th and 75th percentiles, respectively, and n is the number of subjects. Therefore, since the sample is small (17 subjects), the notches might extent beyond the end of the box in some cases. Computations were executed using MATLAB 7.10.0 (2010a), Intel Core i7-2600 CPU, 3.40 GHz, 8.00 GB RAM. Fig. 7(a) shows the simulation of the first scenario described in Section III-B, i.e., lengthening of the mean repolarization time, ρ. Fig. 7(b) illustrates the simulation of the second scenario, (11) and (12), respectively. Nonlinear time variations and linear and nonlinear amplitude changes are the same in all situations.
IV. RESULTS
A. Simulated Variability in a Computer-Generated ECG
B. Simulated Variability in an Electro-Physiological Model
i.e., an increment of the dispersion of action potential repolarization times, σ. Fig. 7(c) shows the combined simulation of ρ and σ variation. Fig. 7(d) shows the simulation results of the fourth scenario described in Section III-B. Fig. 7(a.1)-(a.3) illustrates the range between the minimum and the maximum APD, with respect toρ (panel a.1), σ (panel b.1), andρ (panel c.1). Fig. 7(d.1) shows an endocardial action potential, which does not change. Fig. 7(a.2), (b.2), and (c.2) illustrates the mean ac- tion potential. The horizontal bars represent the corresponding range between the minimum and the maximum repolarization time. It should be noted that they are located slightly away from the mean repolarization time to avoid overlapping with the neighboring horizontal bars, but it is only a matter of display. Fig. 7(d.2) shows an epicardial action potential and the result of progressively increasing its duration (each color represents a different duration). Fig. 7(a.3)-(d.3) shows the principal component as a result of the projection of the modified action potentials. Fig. 7(a.4) 
for (LS-ES), (T L-ES), and (LS-T L).
Table I shows the correlation coefficient, when comparing LS-ES, T L-ES, and LS-T L,
D. Computational Time
As a reference for computational time estimation, the calculation of d w and d a when comparing two T-waves took 1.31 s with the personal computer and software described at the end of Section II. The computation of the mean warped T-wave was slower, needing 47 s to calculate the mean warped T-wave of a set of 20 T-waves. It should be advised that the algorithm has not been optimized in terms of computational time, since the current time is not considered a bottle neck for the technology to be used in clinical practice.
V. DISCUSSION
In this study, we introduced four novel ECG-derived indices, d w and d a , that independently quantify T-wave morphological variability in the temporal and amplitude domain, respectively, and d 5 ). The values of relative error remained lower than 20% for SNR = 20 dB, indicating that these markers can be robustly used in ambulatory Holter ECG (see Fig. 6 ). When the simulated timedomain variations were small, the relative error increased for low SNR because noise dominates over time-domain variations of the T-wave.
B. Simulated Variability in an Electro-Physiological Model
The assessment of the relationship between T-wave time and amplitude variations and morphological changes at cardiac cellular level using an electro-physiological cardiac model [33] showed that a variation in the mean repolarization time, ρ, provoked a shift in the T-wave but with no significant Twave temporal or amplitude variation [see Fig. 7(a.3) ]. Therefore, d w , d 
C. Real ECG
The purpose of the long-term analysis was to evaluate the ability of the proposed markers to capture the T-wave morphological changes induced by the orthostatic stress, and their interaction with changes in the heart rate. We, then, assumed a similar situation to that from scenario 3, in Section III-B, i.e., variations in repolarization dispersion as a result of variations in heart rate, but in actual ECG records. The orthostatic stress produced significant decrements of the RR, QT , T W , and T A values (see Fig. 8 ). Regarding T pe , 13 subjects reflected a shorter T pe during T L, while this interval increased for the other 4 subjects. The proposed markers supported these results, showing significant increments in linear and nonlinear temporal and amplitude variations after the orthostatic stress. The correlation analysis (Table I) showed that d w was correlated with ΔRR, ΔQT , and ΔT W , whereas d NL w was only correlated with ΔT pe . These results may indicate that the orthostatic stress produces a change in heart rate, inducing linear variations in the QT and T W intervals, which dominate in d w . The strong correlation between d NL w and ΔT pe suggests that d NL w is mainly related to variations in the dispersion of repolarization, independently from changes in heart rate. Regarding the amplitude markers, d a was highly correlated with ΔT A, whereas d NL a was completely uncorrelated to it, therefore reflecting information not contained in ΔT A.
The purpose of the short-term analysis was similar to that from scenario 2, in Section III-B, i.e., evaluation of the variations in repolarization dispersion at stable heart rate. Results showed that the variability of QT and T pe intervals, and T A was significantly higher during T L than ES or LS. This was supported by the values of d w , d a , and d NL w , which reflected significantly increased variability in T L as compared to supine (Fig. 8 ). There was a weak negative correlation between d w , d a , d (Table II) , indicating that the short-term changes in dispersion of repolarization, reflected on the ECG through linear and nonlinear T-wave morphological variations, increase at shorter RR interval values. This may be in corcondance with studies reporting steeper slopes of repolarization restitution at shorter RR values (see Fig. 3 ) [6] .
The correlation values with respect to the SNR indicate that beat-to-beat analysis should be done on clean recordings.
Considering the results of this work and, in view of the large number of publications reporting an association between repolarization instabilities and arrhythmogenesis [3] , [13] , [17] , [18] , [36] , the proposed methodology might provide additional information that may eventually lead to an improved SCD risk prediction.
D. Technical Considerations
Warping of time domain has often been used in the ECG signal to compensate for the missalignments before measuring amplitude differences, or to quantify time interval variabilities, like those from the QT interval, using linear [37] - [39] and nonlinear [40] time warping. The most common algorithm for nonlinear time warping is the dynamic time warping (DTW) [40] , but it fails when the two observed functions also present amplitude variabilities [24] . To prevent this problem, the derivative DTW was proposed [41] . This modification aligns the derivative of the observed functions, rather than their amplitude values. The SRSF used in this work makes the norm to be minimized in (3) to become a proper distance and overcome the "pinching effect," as explained in [23] - [25] . Also, a novel technique to allow for warping in both temporal and amplitude domains has been recently proposed to enable complex adaptations to the morphology of the waveform [22] . The novelty of our work is based on the extraction of indices from the warping information and from the warped signals to quantify the amount of morphological variability.
We applied principal component analysis to obtain a lead projected onto the direction of maximal energy of the T-wave. However, the selection of the lead does not affect the technicalities of the proposed algorithm, since this methodology can be applied to any single lead, which is its main advantage with respect to other methodologies that require the vectorcardiogram, or the information of more than one lead [19] .
E. Limitations of the Study
There are several aspects that could influence the estimation reliability of the proposed indices. First, due to the high sensitivity of the warping function, erroneous extraction of the morphology of the T-wave, due to excessive noise or delineation errors, will lead to incorrect values of d w and d NL w , and an incorrect warping. Therefore, the markers d a and d NL a could also be affected, coupling, in some way, the robustness and sensitivity of the indices. Second, although the proposed markers capture many T-wave morphologies, there can appear extreme morphological variations which will lead to meaningless interpretations of d w , d a , d NL w , and d NL a . However, we have not found any such extreme variation in the analyzed T-waves, since even for biphasic or S-shaped T-waves we still obtained interpretable results. Next, we selected the first principal component as the lead capturing the direction of maximal variation of the repolarization gradient. Although we assumed that a projection of the maximal energy onto this component also implied a maximal projection of the repolarization variability, given the physiological additive generation of the ECG signals, this may not always be guaranteed. Finally, this first principal component may be dominated by precordial lead T-waves, which have the highest amplitude and, therefore, in this study, the algorithm did not capture the morphological variation reflected in other leads.
VI. CONCLUSION
In this study, we introduce two ECG-derived markers, d w and d a , and their nonlinearly restricted versions, d
