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ABSTRACT
Noise is an important issue in magnetic resonance imaging (MRI), since the
signal-to-noise ratio (SNR) is a major limiting factor for imaging speed and
the achievable spatial resolution.
This thesis investigates the utility of low-rank property in the denoising
problem for the following two MRI modalities: diffusion magnetic resonance
imaging and magnetic resonance spectroscopic imaging (MRSI).
For denoising magnitude diffusion weighted image series, we utilize both
low-rank and edge constraints within a maximum a posteriori (MAP) frame-
work. We propose a fast novel majorize-minimize (MM) algorithm to solve
the resulting optimization problem by majorizing the log-likelihood from the
noncentral χ distribution, leading to a new optimization problem that can
be solved efficiently. Simulations based on numerical phantoms and real ex
vivo data demonstrate that our new denoising algorithm obtains similar or
even better qualitative improvement in image quality and quantitative im-
provement in diffusion parameter estimation compared with a conventional
Quasi-Newton based algorithm, but with much less computation time.
For denoising MRSI data, we consider the denoising algorithm utilizing
two low-rank structures in MRSI data, which are due to the spatiotempo-
ral partial separability in the k-t domain and the linear predictability (LP)
along the temporal dimension, respectively. We conduct a comprehensive in-
vestigation of how to optimally segment the 1-D temporal single-voxel MRSI
signals to improve the denoising performance of the LP-based low-rank filter-
ing, by studying the relation between the singular value distribution of the
Hankel matrices, which are formed by these temporal signals, and the corre-
sponding reconstructed spectra. The investigation results are demonstrated
using simulated data.
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CHAPTER 1
INTRODUCTION
1.1 Problem Statement
Noise is an important issue that needs to be carefully handled in magnetic
resonance imaging (MRI), since the signal-to-noise ratio (SNR) is an impor-
tant limiting factor for imaging speed and the achievable spatial resolution.
Signal averaging as a basic technique to improve SNR requires acquiring data
multiple times, which is impractical due to the prolonged experiments. Re-
ducing k-space coverage to improve SNR leads to the loss of spatial resolution.
Denoising, as another approach to improving SNR, has been demonstrated
successful in various MRI applications.
The problem of denoising in MRI experiments is essentially to recover the
noiseless object function of interest, ρ(r), from the acquired data, which can
be represented as follows:
dn =
∫
ρ(r)ϕ(kn, r)dr + ηn, n ∈ D, (1.1)
where dn is the measured data, ϕ(kn, r) is the spatial encoding function
which is usually chosen to be the Fourier basis, D contains the set of k-
space sampling locations at which measured data are collected, and ηn is the
additive measurement noise.
In the past few decades, an enormous number of denoising methods for
magnetic resonance (MR) images have been proposed [1–5], based on different
assumptions on the noise distributions and signal characteristics.
This thesis investigates the utility of low-rank property in denoising MR
data, for the following two modalities: diffusion magnetic resonance imaging
and magnetic resonance spectroscopic imaging (MRSI).
Specifically, we study the following two problems:
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1. We investigate the problem of denoising magnitude diffusion weighted
(DW) image series utilizing the low-rank property, which is due to the
spatial diffusion correlation in the DWI series. The benefit of combining
low-rank property with other prior information is exploited as well.
2. We investigate the problem of denoising MRSI data by utilizing the low-
rank structures in MRSI data, which result from the spatiotemporal
partial separability (PS) in the k−t domain and the linear predictability
(LP) along the temporal dimension, respectively.
1.2 Main Result
• We exploit the joint rank and edge constrained denoising method within
a maximum a posteriori (MAP) framework for a series of diffusion
weighted magnitude images [6, 7]. A fast novel majorize-minimize
(MM) algorithm is proposed for solving the optimization problem,
where the negative log-likelihood from the noncentral χ distribution
for modeling noisy data in the cost function is majorized so that the
resulting optimization problem can be solved efficiently.
The performance of the new algorithm has been validated using both
numerical phantoms and ex vivo data. The simulation studies show
that the new algorithm achieves similar or even more improvements
in SNR and diffusion parameter estimation accuracy compared to a
conventional Quasi-Newton method based algorithm, but with signif-
icantly reduced computation time. Furthermore, an empirical com-
parison demonstrates the superior convergence property of the new
algorithm.
• We consider the denoising algorithm which exploits two low-rank prop-
erties inherent in MRSI data [8]. A thorough investigation of how to
optimally segment the 1-D temporal single-voxel MRSI signals to im-
prove the denoising performance in the step of the LP-based low-rank
filtering is conducted. We provide a detailed analysis for the relation be-
tween the singular value distribution of the Hankel matrices, which are
formed by these temporal signals, and the corresponding reconstructed
2
spectra. Finally, the results of the investigation are demonstrated using
simulated data.
1.3 Organization of the Thesis
The thesis is organized as follows:
Chapter 2 presents background materials for the whole thesis. First, it
contains an overview of image denoising methods for general applications, in
which a number of famous denoising models are reviewed. Afterward, a brief
introduction to the two important MRI modalities: diffusion MRI and MRSI
is included. The main characteristics of these two modalities are introduced
and the importance of the noise issue in these two contexts is discussed.
Chapter 3 starts with a brief review of the denoising work for magnitude
diffusion MR images. The formulation of the denoising problem is described
in detail after the introduction of the noise model and the image model. Af-
terward, our proposed MM-based algorithm is presented. The experimental
results based on numerical phantoms and ex vivo data are provided in order
to validate the performance of our proposed algorithm.
Chapter 4 first reviews the previous work for denoising MRSI data briefly.
Subsequently, we consider the SVD-based MRSI denoising algorithm utilizing
two low-rank structures in MRSI data, which are due to partial separability
and linear predictability, respectively. A comprehensive study of the segmen-
tation in temporal single-voxel signals for improving the LP-based low-rank
filtering is demonstrated using simulated data. A detailed discussion of it is
provided at last.
Finally, Chapter 5 is devoted to the conclusion of this thesis and the ap-
pendix contains proofs of derivation of several formulas in this thesis.
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CHAPTER 2
BACKGROUND
2.1 Overview of Image Denoising Methods
As a classic inverse problem in image processing, image denoising has at-
tracted much attention in the scientific community in the past few decades or
so. There have been a tremendous number of methods proposed from many
and diverse points of view. These methods make assumptions for images and
noise according to their characteristics in the specified context. Image and
noise models are built based on the assumptions, which are then utilized by
denoising. In this section we review a few main denoising methods.
Specifically, the image denoising problem is formulated as follows: unless
otherwise stated, an original clean image u(x, y) is defined in a bounded spa-
tial domain Ω ⊂ R2. The measured image v(x, y) contaminated by additive
noise n(x, y) is
v(x, y) = u(x, y) + n(x, y). (2.1)
The goal is to remove the noise from v(x, y) and recover u(x, y) as accurately
as possible.
2.1.1 Conventional Intensity Filter
Gaussian Filtering
Gaussian filtering smoothes images out by local weighted averaging, which
is possibly one of the simplest and most popular denoising methods. The
denoised image uˆ(x, y) is obtained from the convolution of the noisy image
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and a Gaussian kernel with isotropic variance h2:
uˆ(x, y, h) = v(x, y) ∗Gh(x, y), (2.2)
where
Gh(x, y) =
1
2pih2
e
−(x2+y2)
4h2 . (2.3)
One of the fundamental properties of the Gaussian filter is that uˆ(x, y, h)
satisfies the linear heat flow or Laplace equation:
∂uˆ(x, y, h)
∂h
= div(∇uˆ), (2.4)
where div(∇uˆ) is the divergence of the gradient of uˆ and
div(∇I) = ∆uˆ(x, y, h) = ∂
2uˆ(x, y, h)
∂x2
+
∂2uˆ(x, y, h)
∂y2
. (2.5)
In [4], it was shown that Gaussian filtering, as a linear isotropic filtering,
is optimal on harmonic functions but performs poorly on singular parts of
u(x, y), such as edges and textures.
Bilateral Filter
Domain filtering only enforces closeness by weighing pixel values with coef-
ficients that fall off with distance. Similarly, range filtering can be defined
to average image intensities with weights that decay with dissimilarity of
intensity. Bilateral filters [9], as a hybrid of domain filters and range fil-
ters, combine the image intensities based on both their geometric closeness
and their photometric similarity, and prefers near values to distant values in
both domain and range. This approach is a non-local method, since pixels
belonging to the whole image are used for estimating every single pixel.
The bilateral filter can be represented as:
uˆλ,β(r) =
1
C(r)
∫
Ω
v(t)e−
|t−r|2
λ2 e
− |v(t)−v(r)|2
β2 dt, (2.6)
where r = (x, y) indicates the pixel and
C(r) =
∫
Ω
e−
|t−r|2
λ2 e
− |v(t)−v(r)|2
β2 dt (2.7)
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is a normalization factor. Several variants of bilateral filters include the
Yaroslavskiy filter [10,11].
2.1.2 PDE-Based Method
Anisotropic Filtering
The anisotropic filtering attempts to avoid the blurring effect of the Gaussian
filtering by convolving the image u(x, y) only in the direction orthogonal to
the gradient. It replaces the linear heat flow equation (2.4) with a nonlinear
partial differential equation (PDE) that does not diffuse the image in a uni-
form way. The anisotropic filter is first proposed by Perona and Malik [12]:
∂uˆ(x, y, h)
∂h
= div(g(||∇uˆ||)∇uˆ), (2.8)
where ||∇uˆ|| is the gradient magnitude and g(||∇uˆ||) is an edge-preserving
function. This function is selected to satisfy g(x) → 0 when x → 0 so that
the diffusion is stopped across edges. The discrete formulation is developed
by Perona and Malik in order to solve this anisotropic diffusion equation.
Although anisotropic filtering has the advantage of good edge preservation,
it performs poorly on flat regions.
Total Variation
The PDE-based method assumes the image u(x, y) consists of a set of con-
nected sets, each having its own smooth contours or edges, and thus belongs
to the class of functions of bounded total variation, where total variation
(TV) is defined as
TVΩ(u) =
∫
Ω
|∇u|dΩ. (2.9)
The denoised image is acquired by minimizing the TV, introduced by Rudin
and Osher [13], and Rudin, Osher and Fatemi [14].
Specifically, given a noisy image v(x, y), the denoised image uˆ(x, y) is ob-
tained as
uˆ = arg max
u
TVΩ(u) (2.10)
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subject to noise constraints∫
Ω
(u(x, y)− v(x, y))dxdy = 0, (2.11)∫
Ω
|u(x, y)− v(x, y)|2dxdy = σ2. (2.12)
The first constraint signifies that the noise n(x, y) is of zero mean and the
second constraint uses a priori information that the standard deviation of
the noise n(x, y) is σ.
This formulation leads to the solution to the Euler-Lagrange equation,
which is a PDE.
Since the total variation approach penalizes the absolute magnitude of the
gradient, i.e. brightness changes in the image, it is a reasonable approach
when the image is piecewise constant. Straight edges are maintained due to
their small curvature while details and texture may be oversmoothed.
2.1.3 Wiener Filter
The Wiener filter is another famous denoising method [1]. In this approach,
the image is built upon the linear prediction model, where the intensity
of each pixel can be represented as a linear combination of the intensities of
neighboring pixels. Mathematically, the image is supposed to be a stationary
process and the noise is a signal independent white Gaussian process, which
is added onto the image. The noise process is independent and identically
distributed (i.i.d.) with zero mean and has constant variance σ2.
The Wiener filter is optimal in the sense that it minimizes the mean
squared estimation error. Here a 1-D example is provided for simplicity:
u(x) is a clean image, v(x) is the measured image and the Wiener filter kw
satisfies:
kw = arg min
k
E[e2k] = arg min
k
E[(k ∗ v(x)− u(x))2]. (2.13)
It can be shown that after algebraic derivation the optimal design kw should
satisfy Wiener-Hopf equations or Normal equations:
kw ∗Rv,v(τ) = Ru,u(τ), (2.14)
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where R(·) means the auto-correlation of a signal. Taking the Fourier trans-
form on both sides, we have
K(w)Sv,v(w) = Su,u(w), (2.15)
where S(·) is the power spectral density of a signal.
Therefore, the frequency response of Wiener filter is given by
K(w) =
Su,u(w)
Sv,v(w)
=
Sv,v(w)− σ2
Sv,v(w)
, (2.16)
where Sv,v(w) is usually estimated from the measured image. The local adap-
tive version has been introduced in [10], in order to fit for local characteristics
of images to achieve better denoising results.
2.1.4 Wavelet Shrinkage
This method was proposed by Donoho and Johnstone [15], which transforms
the signal to another domain using an orthonormal basis of wavelets. The
wavelet coefficients are modified by hard thresholding [15] or soft thresholding
[3]. Hard thresholding is defined as
Th(x) =
x, if |x| > µ0, if |x| ≤ µ , (2.17)
which means the large coefficients are kept while the small coefficient are
discarded. Soft thresholding is defined as
Ts(x) =
x− sgn(x)µ, if |x| > µ0, if |x| ≤ µ , (2.18)
which means all coefficients are attenuated.
Afterward the resulting signal is transformed back to the original domain
yielding a denoised signal.
Wavelet shrinkage is based on the assumption that the image can be repre-
sented by a set of large wavelet coefficients, which are preserved through the
denoising process, while the noise is distributed across the wavelet domain
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by small coefficients, which are thresholded out. Wavelet shrinkage makes
use of this sparse representation in the wavelet domain.
Unfortunately, edges usually cause a large number of wavelet coefficients
smaller than the selected threshold. Eliminating these coefficients leads to
small oscillations near the edges and spurious wavelets, which is also referred
to as wavelet outliers [16].
2.1.5 Patch-Based Method
Non-Local Means Method
The non-local means method, proposed by Buades et al. [4], assumes every
image contains many similar small windows or patches, and the pixels that
have a neighborhood similar to that of pixel i can be used for predicting the
intensity at i.
Specifically, the non-local means method estimates the value of r by aver-
aging all the values of pixels whose Gaussian neighborhood is similar to the
neighborhood of r,
uˆ(r) =
1
C(r)
∫
Ω
v(s)e−
∫
R2 Ga(t)|v(r+t)−v(s+t)|
2dt
h2 ds, (2.19)
where Ga is a Gaussian kernel with standard deviation a, h serves as a
filtering parameter and
C(r) =
∫
Ω
e−
∫
R2 Ga(t)|v(r+t)−v(z+t)|
2dt
h2 dz (2.20)
is a normalization factor.
For the discrete version of the non-local means method, the estimated value
uˆ(i) is computed as a weighted average of all the pixels in the image,
uˆ(i) =
∑
j∈Ω
w(i, j)v(j), (2.21)
where the weight w(i, j) depends on the similarity between the pixels i and
j and satisfies the usual conditions 0 ≤ w(i, j) ≤ 1 and ∑j w(i, j) = 1.
In order to compute the similarity between image pixels, the similarity
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window of each pixel is usually defined as a square window of fixed size. For
instance, pixel i has its similarity window Ni, and the image intensities in it
form a vector v(Ni). The similarity between two pixels i and j will depend on
the similarity of v(Ni) and v(Nj), which is measured by Gaussian weighted
Euclidean distance, ||v(Ni)− v(Nj)||22,a. The weight w(i, j) is defined as
w(i, j) =
1
Z(i)
e−
||v(Ni)−v(Nj)||22,a
h2 , (2.22)
where Zi is the normalizing factor
Z(i) =
∑
j∈Ω
e−
||v(Ni)−v(Nj)||22,a
h2 , (2.23)
and the parameter h controls the decay of the exponential function, and thus
the decay of the weights.
Block-Matching 3-D
Block-Matching 3-D (BM3D) is another patch-based method recently pro-
posed in [17], which incorporates wavelet shrinkage and Wiener filtering as
components. BM3D is based on an enhanced sparse representation in trans-
form domain, which is achieved by grouping similar 2-D image patches into
3-D data arrays (groups). Collaborative wavelet shrinkage with hard thresh-
olding is performed to each group. The reconstructed image is aggregated
by weighted averaging all of the obtained patch-wise estimates that are over-
lapping. A significant improvement is achieved by repeating this procedure
while the collaborative Wiener filtering replaces wavelet shrinkage.
This method has been extended for denoising volumetric data, denomi-
nated Block-Matching 4-D (BM4D) [18].
2.1.6 Markov Random Fields Model
Markov random fields (MRFs) have been widely used to model images in
Bayesian frameworks for image reconstruction and restoration [19–21]. The
MRF model has the advantage of computational tractability and capability
of capturing many non-Gaussian aspects of images such as edges. However,
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it has the potential to create errors when the models do not accurately char-
acterize the data. Modern approaches usually allow the prior model to be
learned from the data.
For the problem of estimating MRF parameters from incomplete data, one
simple and natural approach is joint maximum a posteriori (MAP) estima-
tion of both the image and MRF parameters. Specifically, the unknown clean
image u is modeled by its probability density function, Pσ,p(u), where σ and
p are unknown scale and shape parameters to be estimated. Recall that u is
defined on the bounded region Ω. The measured image v is modeled by its
conditional density function, P(v|u).
The objective is to estimate the parameters σ and p so that we could
compute the MAP estimate of u given v
uˆ = arg max
u∈Ω
logP(v|u) + logPσ,p(u) (2.24)
as the denoised image.
We model the unknown image u as an MRF with Gibbs distribution
Pσ,p(u) =
 1Z(σ,p) exp{−1pE(u/σ, p)}, if u ∈ Ω0, if u /∈ Ω , (2.25)
where the function E(u/σ, p) is referred to as the energy function. The
normalizing constant of the distribution, Z(σ, p), is known as the partition
function, defined as
Z(σ, p) =
∫
Ω
exp{−1
p
E(u/σ, p)}du. (2.26)
We consider energy functions of the form
E(u/σ, p) =
∑
{i,j}∈N
bijρ(
ui − uj
σ
, p), (2.27)
where N is the set of all neighboring pixel pairs, and ρ(·, ·) is the potential
function which assigns a cost to differences between neighboring pixel values.
Depending on the choice of the potential function, Eq. (2.25) includes
many common MRF models that have been proposed in the literature [22].
The generalized Gaussian MRF (GGMRF) is introduced here as one example.
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The potential function of GGMRF is defined as
ρ(∆, p) = |∆|p. (2.28)
When p = 2, Eq. (2.25) reduces to a Gaussian model. Smaller values of p
tend to result in sharper edges. This model will lead to a simple closed-form
expression for the maximum likelihood (ML) estimate of σ, and it also has
the advantage of scale invariance.
2.1.7 Sparse Representation Model
The sparse representations have been proved highly effective as an image de-
noising method [5]. At first, sparsity of the wavelet coefficients was consid-
ered, leading to the celebrated shrinkage algorithm [15]. A number of tailored
redundant transforms were introduced afterward, including the curvelet [23],
contourlet [24], wedgelet [25] and so on.
Given image patches of n pixels, the dictionary (matrix) is D ∈ Rn×k (with
k > n, implying that it is redundant), such that every image patch, u, can
be represented sparsely over this dictionary, i.e. the solution of
αˆ = arg min
α
||α||0 subject to Dα ≈ u (2.29)
is indeed very sparse, ||αˆ||0  n, where ||α||0 is the count of the nonzero
entries in α. The basic idea is that every image instance can be represented
as a linear combination of few columns (atoms) from the redundant dictionary
D, which is usually learned from a set of training images [26].
This model could be made more precise by replacing the rough constraint
Dα ≈ u with a clear requirement to allow a bounded representation error,
||Dα− u||2 ≤ . Also, one needs to define the degree of the required sparsity
by adding another constraint ||αˆ||0 ≤ L  n, stating that the sparse rep-
resentation uses no more than L atoms from the dictionary for every image
instance.
Now consider a noisy version of the image u, v, contaminated by an addi-
tive zero-mean white Gaussian noise with standard deviation σ. The MAP
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estimator for denoising this image is built by solving
αˆ = arg min
α
||α||0 subject to ||Dα− v||22 ≤ T, (2.30)
where T is dictated by  and σ. The denoised image is given by uˆ = Dαˆ.
Notice that the above optimization problem can be changed to be
αˆ = arg min
α
||Dα− v||22 + µ||α||0, (2.31)
where the sparsity constraint becomes a regularization term. For a proper
choice of µ, the above two problems are equivalent.
The matching pursuit [27,28] and the basis pursuit [29] algorithms can be
used to approximate the solution to this unconstrained optimization problem.
2.2 Diffusion Magnetic Resonance Imaging
The first diffusion MRI images of the brain emerged in 1985 [30]. Since then,
diffusion MRI has been proved useful for the diagnoses of conditions, such
as stroke and ischemia, and the study and treatment of neurodegenerative
diseases, such as Alzheimer’s disease and multiple sclerosis [31]. It has shown
the ability to visualize anatomical connections between different parts of the
brain [32].
Diffusion is basically the Brownian motion of molecules in medium. In
the presence of a magnetic field gradient, diffusion of water molecules leads
to an attenuation of MRI signals [33]. The degree of signal loss depends
on biological tissues, e.g., macromolecules, organelles, and cell membrane
[34]. Therefore, the restrictions on water diffusion imposed by biological
tissues do not have spherical symmetry, which causes diffusion anisotropy, i.e.
the diffusion varies with spatial orientation. Diffusion magnetic resonance
imaging (Diffusion MRI) is an imaging modality that probes the diffusion
process of water molecules in biological tissues, in vivo and non-invasively.
Over time, a molecule that begins at a certain point in a homogeneous
fluid will diffuse randomly so that at a later time, t, it will, on average,
be some distance away from the starting point. In order to measure the
degree of diffusion of this molecule in each direction, we could choose the
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root-mean-squared displacement, which is defined by the equation:
rRMS =
√
2Dt, (2.32)
where rRMS is the 1-D Root-Mean-Squared (RMS) displacement, t is the
diffusion time and D is the diffusion coefficient. D is in distance squared per
time (e.g., mm2/s).
Mathematically, there are various methods to model molecule diffusion.
One of them is by the diffusion tensor [35], which is intimately related to
the geometry and form of the microscopic environment. Diffusion tensor is
a 3× 3 matrix:
D =
Dxx Dxy DxzDxy Dyy Dyz
Dxz Dyz Dzz
 . (2.33)
Each of the six independent matrix elememts in Eq. (2.33) represents a
unique diffusion coefficient defined in a laboratory reference frame with x, y,
and z being the spatial coordinates. The elements of the diffusion tensor are
real, and the matrix in Eq. (2.33) is symmetric. A matrix element along the
diagonal represents the diffusion along that axis in the laboratory reference
frame, while an off-diagonal element corresponds to the degree of correlation
between random motion in the two directions. For example, in an isotropic
diffusion medium, the diffusion tensor is actually a single diffusion coefficient
D, i.e.
D =
D 0 00 D 0
0 0 D
 . (2.34)
The diffusion boundary at each spatial location is ellipsoidal, with three
root-mean-squared spatial displacements r1, r2, and r3, along the three axes
of the ellipsoid, each obeying Eq. (2.32):
r1 =
√
2D1t
r2 =
√
2D2t
r3 =
√
2D3t
, (2.35)
where D1, D2, and D3 are the eigenvalues of the diffusion tensor. The direc-
tions of the three axes coincide with the directions of the eigenvectors of the
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diffusion tensor ~v1, ~v2, and ~v3.
Diffusion usually is measured by a spin-echo pulse sequence [36]. When a
diffusion gradient is included in a pulse sequence, water diffusion can atten-
uate the MRI signal exponentially:
S = S0e
−bD, (2.36)
which means the degree of attenuation depends on D, which is the diffusion
coefficient along the direction of the applied diffusion gradient, and a quantity
b known as the b-factor or b-value. The b-factor is determined by the diffusion
gardient waveform and can be adjusted in the pulse sequence. For example,
increasing the gradient amplitude, the separation of its lobes, or the pulse
width of each lobe results in a higher b-value.
There are several important practical limitations of diffusion MRI exper-
iments [21]. According to Eq. (2.36), the exponential decay significantly
attenuates the signal intensity. Thus noise could notably corrupt diffusion
MRI images, particularly when images are encoded at high b-values. Low
signal-to-noise ratio (SNR) becomes a hurdle to achieve high spatial resolu-
tion, since noise can hamper the quantification of diffusion parameters [37].
Many in vivo experiments use relatively large voxel sizes of roughly 2-5 mm in
every dimension. Diffusion MRI experiments usually need to acquire a large
number of diffusion-weighted images, which are rather time-consuming. As
a result, the imaging speed makes impractical signal averaging to improve
SNR.
Therefore, denoising diffusion MR images as a post-processing step is pro-
posed to ease this low SNR problem.
2.3 Magnetic Resonance Spectroscopic Imaging
Magnetic resonance spectroscopic imaging (MRSI) is a powerful imaging
modality that characterises markers of biological processes. Compared to
conventional MRI, MRSI aims to make use of the full potential of MR signals
by adding another dimension of spectral information. The ability of MRSI
to acquire the spatial-spectral nuclear spin distributions in biological tissues
identifies the molecular constituents involved in pathological precesses.
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Afer the first demonstration in phantoms in 1982 [38], MRSI has quickly
been developed into a technique to monitor metabolic processes [39]. It can
be used to investigate numbers of neurological disorders, degenerative disor-
ders such as Parkinson’s and Alzheimer’s diseases and metabolic disorders
such as epilepsy and multiple sclerosis [40].
In a conventional MRI experiment, the generated signal for living tissue
is mainly from hydrogen in water, and the effects from other hydrogen nu-
clei are typically small. For MRSI, adding one imaging dimension enables
the encoding of the measurable contributions from various species including
water, fat and other metabolites such as n-acetyl aspartate (NAA), creatine,
choline and lactate. Specifically, MRSI refers to the processing of the signals
from the same nuclei that experience different levels of chemical effects due
to their chemical environments.
Due to the chemical shift effect, a new imaging axis is created. When
ignoring field inhomogeniety effects, MRSI signal is usually modeled as
s(k, t) =
∫ ∫
ρ(r, f)e−i2pik·re−i2piftdrdf + ξ(k, t), (2.37)
where r is the spatial index, f is the spectral index, ρ(r, f) denotes the desired
spatial-spectral metabolite distribution, ξ(k, t) is the measurement noise and
s(k, t) represents the measured signal.
The additional spectral information in MRSI provides a powerful tool for
in vivo study of biochemical information in microstructures. However, sev-
eral practical limitations, which are not prominent enough in conventional
MRI, prevent acquiring spatial-spectral data with both high resolution and
high SNR. One of the limitations is the low sensitivity for matebolites. The
concentrations of the metabolites are typically 3 order below that of water
in the tissue [41], which contributes most to the signal in conventional MRI
experiments. The low SNR resulting from the weak signal intensity increases
the difficulty to figure out spectral amplitudes of the different frequency
components in MRSI measured signals, which corresponds the metabolite
concentrations.
Another limitation is the long acquisition time for MRSI, which is at-
tributed inherently to the presence of addition al spectral dimension. Hence
it is inefficient to improve SNR by acquiring multiple sets of measured signal
for averaging.
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In order to obtain results suitable for further quatification, denoising of
MRSI signals as a necessary processing step emerges for addressing this low
SNR problem.
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CHAPTER 3
DENOISING OF MAGNITUDE DIFFUSION
MR IMAGES
3.1 Previous Work
As discussed in Chapter 2, noise in diffusion MR images is an important
issue, and thus different diffusion MR image denoising methods have been
proposed by a large number of groups, based on various signal and noise
assumptions.
Although many methods focus on denoising complex images [21,42], which
is generally advantageous because of the smaller bias and simpler noise char-
acterization, the capability to denoise magnitude images is still needed for
some pratical reasons, such as limited storage space and free of phase ar-
tifacts [21]. The main difficulty lies in dealing with signal-dependent, non-
Gaussian noise. When the measurement noise in complex k-space data is
modeled as signal-independent Gaussian noise, the noisy magnitude images
after sum-of-square combination is subject to Rician distribution [43] or non-
central χ distribution [44,45].
There have been several methods for denoising magnitude images, which
can be divided into two classes: one class is the methods that rely on the para-
metric diffusion model [43,46,47]. These methods are powerful only when the
accuracy of the parametric diffusion model is guaranteed. However, accurate
modeling of the diffusion signal still remains complicated and controversial
in practice [48]. Therefore, the other class of methods that do not invoke
parametric diffusion models [7, 49–57] have much wider applications. This
class includes PDE-based methods for local edge-preserving [49, 50], meth-
ods based on Wavelet shrinkage [51, 52], patch-based methods [53–56] and
methods that exploit the MRF model via a Bayesian approach [7, 57].
The method in [7] integrates the Rician/noncentral χ likelihood model, a
low-rank model and a share edge constraint for denoising diffusion-weighted
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magnitude image series, and achieves significant improvements in both SNR
and diffusion parameter estimation, in which we adopt a fast majorize-
minimize (MM) algorithm to solve the resulting optimization problems.
3.2 Problem Formulation
In a typical diffusion weighted (DW) imaging experiment, a series of images
is acquired. Denote this sequence of images as Y = [y1,y2, · · · ,yQ], and the
noise-free image sequence as X = [a1, a2, · · · , aQ]. Each sequence contains
Q images and each image has M pixels. Hence, yi is an M×1 column vector
of the matrix Y, which has the size of M ×Q.
The entire framework is formulated as a maximum a posteriori estimation
problem,
Xˆ = arg max
X
p(X|Y) = arg min
X
(− log p(Y|X)− log p(X)), (3.1)
where Xˆ represents the denoised image series, p(Y|X) is the likelihood func-
tion of the noise-free image sequence and p(X) is used to incorporate prior
information about the image sequence.
3.2.1 Noise Model
Denoising DW magnitude image is difficult since the noise is signal-dependent
and not Gaussian distributed any more, because the real and imaginary parts
of the magnitude data are both corrupted by noise. Here we assume that
the noise added onto the real and imaginary parts of the magnitude data is
Gaussian distributed with the same variance.
Rician Distribution
The noise components among different voxels are assumed to be independent.
If we use yR and yI to represent the real part and imaginary part of image
intensity for each voxel, then the magnitude, which is y =
√
y2R + y
2
I is Rician
distributed as
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p(y|a) = y
2σ2
exp(−y
2 + a2
2σ2
)I0(
ay
σ2
), (3.2)
where y is the measured magnitude of one voxel, a is the corresponding noise-
free magnitude, and σ2 is the uniform noise variance for the real part, which
is the same for the imaginary part. I0(·) is the 0th-order modified Bessel
function of the first kind.
Since the noise among different voxels is independent and the noise variance
is spatially invariant, the joint likelihood function of the noise-free image
sequence is the product of noise distributions of each voxel:
p(Y|X) =
Q∏
q=1
M∏
m=1
y
2σ2
exp(−y
2
mq + a
2
mq
2σ2
)I0(
amqymq
σ2
), (3.3)
where m and q are indices of the m-th voxel in the q-th image.
Non-Central Chi Distribution
If the DW images are acquired from multiple channels (i.e. multiple coils),
and the magnitude image is produced by sum-of-square combination, the
magnitude of each voxel y can be represented as y =
√∑C
c=1(y
2
Rc
+ y2Ic),
where C is the number of coils and c works as the coil index. If we assume
the noise between various coils is uncorrelated and shares the same variance,
the magnitude now can be characterized by non-central chi distribution as
p(y|a) = y
C
σ2aC−1
exp(−y
2 + a2
2σ2
)IC−1(
ay
σ2
), (3.4)
where IC−1(·) is the (C−1)th-order modified Bessel function of the first kind.
Similarly, based on the assumption that the noise among different voxels
is independent and noise variance is spatially invariant, the joint likelihood
function of noiseless image sequence is now:
p(Y|X) =
Q∏
q=1
M∏
m=1
yCmq
σ2aC−1mq
exp(−y
2
mq + a
2
mq
2σ2
)IC−1(
amqymq
σ2
). (3.5)
20
3.2.2 Image Model
In this denoising framework, the low-rank model is imposed onto the image
sequence. Specifically, the image sequence X can be represented as
X = UV, (3.6)
where U is a matrix of M × L and V is L × Q that both have rank L,
and L  Q < M . This model is based on the partial separability (PS)
of spatial-diffusion correlation [58–61]. As mentioned in [7], this spatial-
diffusion correlation exists because only a limited number of parameters are
used to characterize the diffusion model, especially for diffusion tensor imag-
ing (DTI).
In addition, spatial edge structures of DW images are also incorporated
into this image model. Intuitively, different frames in the DW image sequence
are likely to share similar edge structures and local smoothness. Thus we
incorporate a regularization term p(X) to take into account the intensity
difference between adjacent voxels. Specifically,
p(X) ∝ exp
−λ M∑
m=1
∑
n∈Ωm
H(
√√√√ Q∑
q=1
w2q |amq − anq|2)
 , (3.7)
where H(·) represents an edge preserving regularization function, and Ωm is
the neighborhood of the m-th voxel which includes the adjacent voxels in
the horizontal and vertical directions. wq is the weighting coefficient for the
q-th frame of the image sequence. Empirically, images with larger diffusion
weighting coefficient b are assigned with slightly larger wq, because this would
help preserve the edges in the images with heavier diffusion weightings. λ is
the regularization parameter and chosen based on visual inspection.
3.2.3 Proposed Denoising Formulation
In the case of denoising DW images in the Rician signal model, if we integrate
the likelihood function in the Rician signal model Eq. (3.3) and the image
prior term in the expression in (3.7) into the previous formulation Eq. (3.1),
the optimization problem turns out to be as follows
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Xˆ = arg max
X
{
Q∑
q=1
M∑
m=1
[
y2mq + X
2
mq
2σ2
− log I0
(
ymqXmq
σ2
)
− log ymq
σ2
]
+ λ
M∑
m=1
∑
n∈Ωm
H(
√√√√ Q∑
q=1
w2q |Xmq −Xnq|2)},
(3.8)
where Uˆ, Vˆ are the estimates of U and V. The denoised image sequence
Xˆ = UˆVˆ.
If the low-rank image model Eq. (3.6) is taken into account, the joint
formulation becomes
Uˆ, Vˆ = arg max
U,V
{
Q∑
q=1
M∑
m=1
[
y2mq + (UV)
2
mq
2σ2
− log I0
(
ymq(UV)mq
σ2
)
− log ymq
σ2
]
+ λ
M∑
m=1
∑
n∈Ωm
H(
√√√√ Q∑
q=1
w2q |(UV)mq − (UV)nq|2)}
.
(3.9)
Ignoring the constant terms, the joint formulation is simplified as
Uˆ, Vˆ = arg max
U,V
{
Q∑
q=1
M∑
m=1
[
(UV)2mq
2σ2
− log I0
(
ymq(UV)mq
σ2
)]
+ λ
M∑
m=1
∑
n∈Ωm
H(
√√√√ Q∑
q=1
w2q |(UV)mq − (UV)nq|2)}
. (3.10)
Similarly, for the case of denoising DW image sequence from sum-of-square
combination, the likelihood function in the non-central chi signal model Eq.
(3.5) is replaced and the optimization problem becomes
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Uˆ, Vˆ = arg max
U,V
{
Q∑
q=1
M∑
m=1
[(C − 1) log(UV)mq +
y2mq + (UV)
2
mq
2σ2
− log IC−1
(
ymq(UV)mq
σ2
)
] + λ
M∑
m=1
∑
n∈Ωm
H(
√√√√ Q∑
q=1
w2q |(UV)mq − (UV)nq|2)}.
(3.11)
3.3 MM-Based Algorithm
Solving the aforementioned optimization problem is a difficult challenge be-
cause it requires demanding computation. In particular, the main computa-
tion challenge lies within solving the nonlinear optimization problem with the
noncentral χ likelihood function and the rank constraint. Although applying
generic nonlinear programming techniques addresses this problem reasonably
well for 2-D image series, the processing time is still undesirably long for 3-D
high-resolution images, especially when a large number of diffusion direc-
tions are acquired. Therefore, there are pressing needs for faster algorithms
to accelerate the denoising of 3-D diffusion-weighted magnitude image series.
Recently, an efficient quadratic majorize-minimize (MM) scheme was pro-
posed in [62] to decompose statistical estimation problems with noncentral χ
distributions into a series of regularized least-squares problems. In this thesis,
we adopt this approach and extend it to solve the aforementioned joint rank
and edge constrained denoising formulation. This extension leads to a new
algorithm that decomposes the original problem into a series of rank and edge
constrained “Gaussian denoising” problems with modified data, which can
be solved very efficiently by an alternating minimization scheme, resulting in
dramatically reduced computation time and improved convergence.
The aforementioned magnitude image denoising problem can also be for-
mulated into the following penalized maximum likelihood estimation problem
Xˆ = arg min
X
L(X,Y, c, σ) + λR(X), (3.12)
where Xˆ ∈ RM×Q contains the denoised images, L(·) denotes the negative
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log-likelihood function derived from the noncentral χ/Rician distribution (ig-
noring some constant terms) and R(·) denotes a regularization functional to
incorporate prior information about X. c is the number of coils and σ is
the noise standard deviation. As proposed in [7], when an explicit rank con-
straint is enforced on X, the joint rank and edge constrained noncentral χ
denoising problem can be formulated as
Uˆ, Vˆ = arg min
U,V
L(U,V, c, σ) + λR(U,V), (3.13)
where U ∈ RM×r and V ∈ Rr×Q are two rank r matrices (r < Q, r  M)
modeling the image series as X = UV and R(·) here is the regularization
functional enforcing the joint edge constraint, which is chosen as the Huber
function [63]. Specifically,
H(
√√√√ Q∑
q=1
w2q |(UV)mq − (UV)nq|2) = lnm
Q∑
q=1
w2q |(UV)mq−(UV)nq|2, (3.14)
where lnm is the spatially variant line-process variable [64].
According to the MM framework [65,66], if an upper bound (also referred
to as the majorizer) can be obtained for a objective function, the original
minimization problem can be transferred into a series of subproblems (usually
in a simpler form) in which the upper bound is updated and minimized
iteratively. Based on the derivations in [62], it can be shown that L(·) in Eq.
(3.11) can be upper bounded/majorized as
L(U,V, c, σ) ≤
∑
m,q
[
[UV]2mq
2σ2
+ (
n− 1
X
(i)
mq
−
(
In−2
(
X
(i)
mqYmq
σ2
)
+ In
(
X
(i)
mqYmq
σ2
))
In−1
(
X
(i)
mqYmq
σ2
) · Ymq
2σ2
) [UV]mq] + C,
(3.15)
where X
(i)
mq represents the voxel intensities at the current iteration and C is
an arbitrary constant. Therefore, we can transfer the original optimization
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problem into a series of the following problems
Uˆ, Vˆ = arg min
U,V
1
2σ2
∥∥∥UV − Y˜∥∥∥2
F
+ λR(U,V), (3.16)
where
Y˜mq =

Ymq
2
(
In−2
(
X
(i)
mqYmq
σ2
)
+ In
(
X
(i)
mqYmq
σ2
))
In−1
(
X
(i)
mqYmq
σ2
) −(n− 1
X
(i)
mq
)
σ2
 .
(3.17)
This is essentially a Gaussian denoising (least-squares) problem with the
original rank and edge constraints, but with modified noisy data.
In order to efficiently solve the optimization problems in Eq. (3.8) and Eq.
(3.11), the optimization problem is solved by iteratively updating the values
of lnm, Uˆ and Vˆ until convergence, where lnm is defined as
lnm =

1, if
√
Q∑
q=1
w2q |(UV)mq − (UV)nq|2 < α
α√
Q∑
q=1
w2q |(UV)mq−(UV)nq |2
, if
√
Q∑
q=1
w2q |(UV)mq − (UV)nq|2 ≥ α
(3.18)
and α is set to be a constant empirically. The reason for this definition is
to penalize less for the edge structures. If there exists an edge between any
two voxels n and m, then the intensity differences of these two voxels along
the image sequence are likely to be larger, and thus lnm should be assigned
a small value so that the difference between these two voxels would not be
penalized as that of any other voxels. As for the value of α, choosing larger
α tends to reduce more noise in the measured image sequence, though fewer
edges are kept. Selecting smaller α can preserve more edges, but possibly
lead to false detection of edges.
Now the following alternating minimization scheme can then be applied:
1. Compute the weighting coefficients {lmp} as described in Eq. (3.18) for
the edge constraint.
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2. Solve the following U-subproblem:
Uˆ(k) = arg min
U
1
2σ2
∥∥∥UVˆ(k) − Y˜∥∥∥2
F
+ λ
Q∑
q=1
w2q
∥∥∥WDUVˆ(k)∥∥∥2
2
,
where D is a finite difference operator and W is a diagonal matrix with
{lmp} on its diagonal.
3. Solve the following V-subproblem:
Vˆ(k+1) = arg min
V
1
2σ2
∥∥∥Uˆ(k)V − Y˜∥∥∥2
F
+ λ
Q∑
q=1
w2q
∥∥∥WDUˆ(k)V∥∥∥2
2
.
4. Repeat 1 - 3 until a certain convergence criterion is met or a given
number of iterations is reached.
Once the problem in Eq. (3.16) is solved, Eq. (3.17) can be used to update
the majorizer and this can be iterated until a certain convergence criterion is
met. A detailed derivation of the majorizer in Eq. (3.15) is given in Appendix
A.
3.4 Experimental Results
3.4.1 Simulations Based on Numerical Phantoms
Diffusion weighted images were simulated using an adult mouse diffusion
tensor atlas from the Biomedical Informatics Research Network (BIRN) Data
Repository. The image intensity amq of the m-th voxel in the q-th frame was
generated using the DTI model as follows:
amq = amq(0) exp(bqu
T
q Dmuq), where m = 1, · · · ,M, q = 1, · · · , Q, (3.19)
where amq(0) is the intensity without diffusion weighting, bq is the b-value
for the q-th frame, uq specifies the diffusion encoding direction, and Dm
is the diffusion tensor for the m-th voxel. The 45 images with 256 × 256
pixels were generated, consisting of 1 image with b = 0 and 44 images with
b = 2000s/mm2 in different diffusion encoding directions.
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(a) (b)
(c) (d)
Figure 3.1: Several representative DW image frames from the gold
standard, the noisy data and the results of different denoising methods, for
the simulated noncentral chi distributed data, are displayed. (a) The frame
from the gold standard. (b) The frame from the noisy data. (c) The frame
from the result of the limited-memory Broyden-Fletcher-Goldfarb-Shanno
(L-BFGS) algorithm. (d) The frame from the result of the proposed
MM-based algorithm. It can be observed that the proposed algorithm gains
comparable visual quality as the L-BFGS-based algorithm, both
significantly reducing the noise level.
In order to simulate noisy sum-of-squares images, the noisy noncentral χ
distributed data were generated as
y =
√√√√ C∑
c=1
(ac + n1c)2 + (n2c)2, (3.20)
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(a) (b)
(c) (d)
Figure 3.2: The FA maps from the gold standard, the noisy data and the
results of different denoising methods, for the simulated noncentral chi
distributed data, are shown. (a) The FA map from the gold standard. (b)
The FA map from the noisy data. (c) The FA map from the result of the
L-BFGS-based algorithm. (d) The FA map from the result of the proposed
MM-based algorithm. We can observe that both the two algorithms achieve
comparable quantification results.
where ac = a is the noise-free intensity for each coil, n1c and n2c are white
Gaussian noise with the same standard deviation. A total of four coils were
simulated (C = 4) and uniform sensitivity maps were assumed for each coil.
Both the L-BFGS-based algorithm [7] and the proposed MM-based algorithm
were utilized to solve the optimization problem in Eq. (3.11) for the simulated
data with C = 4 and L = 8. A linear least-squares approach [67] was used for
diffusion tensor estimation after denoising. The fractional anisotropy (FA)
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(a) (b)
(c) (d)
Figure 3.3: The color-coded FA maps from the gold standard, the noisy
data and the results of different denoising methods, for the simulated
noncentral chi distributed data, are shown. (a) The color-coded FA map
from the gold standard. (b) The color-coded FA map from the noisy data.
(c) The color-coded FA map from the result of the L-BFGS-based
algorithm. (d) The color-coded FA map from the result of the proposed
MM-based algorithm. It can be observed that the proposed algorithm
achieves comparable results as the L-BFGS-based algorithm.
values for each voxel were calculated as in [37].
Figure 3.1 shows several representative DW image frames from the gold
standard, the noisy data and the results of different denoising methods, for
the simulated noncentral chi distributed data. As can be seen from the
figures, the proposed algorithm gains comparable visual quality as the L-
BFGS-based algorithm, both significantly reducing the noise level. Figure
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Figure 3.4: The RE values (a) and FA-RMSE values (b) are shown as more
comprehensive quantitative comparisons among cases under various noise
levels, for the noisy data, denoising results from the L-BFGS-based
algorithm and denoising results from the proposed algorithm. The
horizontal axis denotes σ, the white Gaussian noise standard deviation. It
can be seen that the proposed algorithm consistently achieves slightly
better performance than the L-BFGS-based algorithm under different noise
levels, and both of them significantly improve the image quality by
providing higher quantification accuracy.
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3.2 displays the comparison of FA maps from different methods and Figure
3.3 shows the comparison of color-coded FA maps. Again, the proposed
algorithm achieves comparable results as the L-BFGS-based algorithm.
Figure 3.4 shows a more comprehensive quantitative comparison among
cases under various noise levels. The quantitative error metrics we chose are
the relative `2 error (RE) computed for a certain representative image frame
as
RE =
∥∥∥I0 − Iˆ∥∥∥
2
‖I0‖2
, (3.21)
where I0 is the gold standard and Iˆ is the noisy or denoised images, and the
root-mean-squared-error for the estimated FA values (FA-RMSE) computed
as
FA−RMSE =
√∑M1
m=1(FAm − ˆFAm)2
M1
, (3.22)
where FA and FˆA in Eq. (3.22) are FA maps estimated from the noiseless
images and images from various denoising methods, respectively, and M1 is
the number of voxels extracted from the non-background regions for com-
puting the RMSE. The first one is a good indicator for image quality and
the latter is a good indicator for diffusion parameter estimation accuracy. It
can be observed from the curves in Figure 3.4 that the proposed algorithm
consistently achieves slightly better performance than the L-BFGS-based al-
gorithm under different noise levels, and both of them significantly improve
the image quality by providing higher quantification accuracy.
3.4.2 Simulations Based on Exvivo Data
Simulated noisy Rician distributed data (n = 1) were generated from a high-
quality high-resolution exvivo whole pig brain DWI data [68]. The original
DWI series has 64 3-D volumes, including 61 diffusion directions at b =
4009 mm2/s and three volumes at b = 0. Each of the 3-D volumes has a size
of 128× 128× 70 (for other detailed information on the data see [68]). The
joint rank and edge constrained denoising as in Eq. (3.11) was applied to
process the entire 3-D series simultaneously with n = 1 and r = 12, solved
by the original L-BFGS-based algorithm [7] and the proposed MM-based
algorithm, respectively. Diffusion tensor parameters were then estimated
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from the original images, noisy images and the denoised images using the
standard least-squares method [67]. The results from the original images
were treated as a gold standard to evaluate the performance of different
algorithms.
Table 3.1: Comparison of results from the original L-BFGS-based algorithm
and the new MM-based algorithm
RE (a.u.) FA-RMSE (a.u.) Time (s)
Noisy 0.428 0.140 NA
L-BFGS-based 0.116 0.095 46491
Proposed 0.115 0.086 2760
Figure 3.5 demonstrates some representative results from the two different
algorithms for the simulations based on exvivo data. As can be seen, the
new algorithm achieves comparable visual quality to the old algorithm, in
both the denoised DWIs and the estimated fractional anisotropy (FA) maps.
However, as shown in Table 3.1, the new algorithm takes significantly less
time (more than a factor of 10), and even achieves slightly less error. The
quantitative error metrics we chose are still the relative `2 error (RE) and
the root-mean-squared-error for the estimated FA values (FA-RMSE), as are
used for the numerical phantoms.
The plots in Figure 3.6 further compare the RE and FA-RMSE for the
two different algorithms under different noise levels. As can be seen, the
new algorithm consistently yields more competitive performance. To better
illustrate the significant gain achieved by the proposed algorithm in terms of
tradeoff between efficiency and performance, we compare the time evolution
of RE for the two different algorithms. As shown in Figure 3.7, the new
algorithm converges much faster than the original L-BFGS-based algorithm.
3.5 Discussion
Previously, we demonstrated the effectiveness of integrating noncentral χ like-
lihood model, rank and edge constraints for denoising magnitude diffusion-
weighted image series. However, the computation time for this method in-
creases dramatically when we consider processing 3-D high-resolution data
with many diffusion directions. The proposed MM-based algorithm effec-
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Figure 3.5: Comparison of representative DWIs (top row), FA maps
(middle row) and color-coded FA maps (bottom row) for one slice from the
exvivo data. The color encodes the orientations of the primary eigenvectors
of the estimated diffusion tensors: red for left-right, green for
anterior-posterior and blue for superior-inferior.
tively addresses this problem. In addition, the MM-based algorithm offers
better convergence property and competitive denoising performance. The
significant improvement provided by the new algorithm allows us to con-
sider more complicated regularization functionals such as sparsity promoting
functions in the future for further denoising performance enhancement. The
dramatically reduced computation time also provides us with more flexibility
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Figure 3.6: Comparison of REs for a representative DWI image (a) and the
FA-RMSE for a particular slice (b) under different noise levels, for the noisy
data, denoising results from the L-BFGS-based algorithm and denoising
results from the proposed algorithm. The horizontal axis denotes the noise
standard deviation (σ).
in optimizing parameters, e.g., the rank and the regularization parameter,
which typically requires multiple runs of the algorithm for solving nonlinear
problems. Furthermore, the decomposition of the original problem into a se-
ries of regularized least-squares problems opens up opportunities to adopt the
state-of-the-art Gaussian denoising methods for magnitude data denoising,
which can be an interesting topic for future research.
Given the nonconvexity of the original problem in Eq. (3.11), choosing
proper initializations is important for obtaining a good solution from the
MM-based algorithm. In this thesis, we initialize the entire algorithm as
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Figure 3.7: An empirical comparison of the convergence property between
the original L-BFGS-based algorithm and the proposed algorithm. Shown
here are plots of relative error changes w.r.t. computation time.
follows: (1) compute the first majorizer from the noisy data and obtain the
modified data Y˜; (2) apply SVD to Y˜ and choose the first r singular vectors
as initializations for U and V in Eq. (3.16). After solving the problem in Eq.
(3.16), we save the current solutions Uˆ and Vˆ as a warm start for the next
iteration. We have also experimented with alternative initialization schemes
such as computing the first majorizer from low-rank filtered magnitude data
or initializing the problem in Eq. (3.16) using the SVD of Y˜ each time, and
found that they had negligible effects on the final results.
Although we have only considered spatially invariant noise variance, the
formulation in Eq. (3.11) and the proposed algorithm can readily be ex-
tended to incorporate spatially varying noise variances [7], requiring only
slight changes in computing the majorizer (σ → σm) and modification of the
least-squares term in Eq. (3.16) to a weighted least-squares form. Extension
to spatially correlated noncentral χ distributions is, however, nontrivial and
would require more careful examinations [62].
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CHAPTER 4
DENOISING OF MRSI DATA
4.1 Previous Work
As described in Chapter 2, improving the SNR is a key factor for MRSI
signals. Denoising MRSI signals has been well studied and different meth-
ods have been proposed so far, which can be categorized into two classes:
(1) methods without exploiting metabolic parametric models; (2) methods
explicitly using parametric models.
The methods in the first class denoise MRSI signals via various signal
models, including PDE-based methods [4], methods based on wavelet shrink-
age [69], singular value decomposition (SVD) truncation methods [70] and
methods of the sparse representation model [71]. These methods do not
make full use of the signal characteristics of MRSI signals and only work
effectively when the SNR is above some level, which is not the common case
for MRSI [72].
The methods in the second class utilize explicit parametric models for
denoising MRSI data. The performance of these methods depends on the ac-
curacy of the models. However, generic parametric models that could wholly
account for all spectral features are still unavailable. The resulting model
mismatch usually introduces strong bias onto the measured data, which may
severely hamper the quantification of MRSI data. For example, the denois-
ing method in [73], which is primarily from [74], makes strict use of the
Lorentzian lineshape from the signal model, and turns out to be very sen-
sitive to noise. There are several methods that take into account the signal
characteristics in a less-constrained way [75,76]. In [76], a spectral constraint
is added as a regularization term into the maximum likelihood estimator of
the noiseless signal.
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4.2 Denoising with Low-Rank Approximations
In this section, we introduce the low-rank structures in the spatial-spectral
signals of MRSI. Under the assumption that spatial variations are separable
from temporal variations to some low order [58], the low-rank constraint is
imposed in the k-t domain to denoise MRSI signals. Moveover, the temporal
signal for each voxel reveals the linear predictability so that we could exploit
the low-rank property of the Hankel matrix which is formed from the 1-D
temporal signal. The cascade of these two processing steps lead to an efficient
spatial-spectral denoising scheme [8]. In the following sections, we will intro-
duce in detail the aforementioned low-rank properties due to spatiotemporal
partial separability (PS) and linear predictability (LP), and comprehensively
investigate the segmentation effect in LP-based denoising.
4.2.1 Low Rankness in MRSI Data
Low Rankness Due to Partial Separability
If we model the noiseless spatial-spectral function ρ(r, f) by assuming that
spatial vatiations are separable from temporal variations to the Lth-order,
then it is equivalent that ρ(r, f) is Lth-order partially separable and can be
expressed as
ρ(r, f) =
L∑
l=1
al(r)ϕl(f), (4.1)
where al(r) can be treated as the spatial basis and ϕl(f) as the spectral basis
for ρ(r, f).
After a 2-D discrete Fourier transform (DFT), the spatial-spectral signal is
transformed into the k-space “k” and time “t” domain. The resulting signal
is Lth-order partially separable as well:
s(k, t) =
L∑
l=1
cl(k)φ(t). (4.2)
An important property of the model of Eq. (4.2) is that the Casorati
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matrix formed by s(k, t) samples has at most rank L [58]. Specifically, let
C =

s(k1, t1) s(k1, t2) · · · s(k1, tN)
s(k2, t1) s(k2, t2) · · · s(k2, tN)
...
...
. . .
...
s(kM , t1) s(kM , t2) · · · s(kM , tN)
 (4.3)
for any point set {s(km, tn)}M,Nm=1,n=1, then C has at most rank L.
There are commonly 5 ∼ 14 metabolites, 4 resonance components from
macromolecules and 5 components from lipids in the human brain that can
be observed in MRSI experiments [77, 78]. Therefore, in practice, L is cho-
sen much smaller than min(M,N) because of the small number of spectral
components in imaging objects.
Low Rankness Due to Linear Predictability
The MSRI temporal signal of one single voxel with L2 spectral components
resonating at frequency fl with damping factor dl can be modeled as
s(t) =
L2∑
l=1
αle
−(dl+i2pifl)t, (4.4)
where αl is the metabolite amplitude coefficient.
If we transform the temporal signal into the frequency domain, the spec-
trum ρ(f) comprising L2 Lorentzian resonance lineshapes ψl(f) is as follows:
ρ(f) =
L2∑
l=1
αlψl(f), (4.5)
where
ψl(f) =
1/dl
1 + 4pi2(f + fl)2/d2l
− i2pi (f + fl)/d
2
l
1 + 4pi2(f + fl)2/d2l
. (4.6)
In practice, resonance lineshapes might slightly differ from Lorentzian line-
shapes due to the magnetic field inhomogeneity and baselines. However, each
observed resonance lineshape can be represented via a combination of Loren-
zian basis functions [79]. Therefore, L2 is usually chosen larger than the
number of observed peaks in the spectrum, but much smaller than the num-
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ber of available samples of the temporal signal.
The discrete samples of signals that lie in the model of Eq. (4.4) can prove
to be linear predictable, i.e.
s[n] =
L∑
l=1
βls[n− l], (4.7)
where s[n] = s(n∆t) and ∆t is the sampling interval. Also, one signal is
linearly predictable if and only if the Hankel matrix H formed from it exactly
has rank L [80], where H is
H =

s[1] s[2] · · · s[K]
s[2] s[3] · · · s[K + 1]
...
...
. . .
...
s[N −K + 1] s[N −K + 2] · · · s[N ]
 (4.8)
with N being the number of dicrete samples.
The low rankness in MRSI data inspires us to use the SVD truncation
method for denoising, the principle of which is introduced as follows.
Consider an image X ∈ Cm×n that has a low-rank p is perturbed by noise,
which is a random matrix E ∈ Cm×n. The resulting noisy image Y is denoted
as
Y = X + E, (4.9)
which, in general, has full rank. When rank p is known a priori, its optimal
rank-p approximation, Xˆ is defined by
Xˆ = arg min
rank(X˜)=p
||Y − X˜||, (4.10)
where the norm || · || is either the spectral norm or the Frobenius norm.
If Y ∈ Cm×n has rank r, the singular value decomposition (SVD) of Y is
Y = UΣVH =
r∑
k=1
σkukv
H
k , (4.11)
where U is an m×r matrix, V is an n×r matrix such that UHU = VHV =
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Ir, and Σ is an r × r diagonal matrix whose diagonal entries, also known as
singular values, satisfy
σ1 ≥ σ2 ≥ · · · ≥ σr > 0. (4.12)
The uk and vk are the left singular vector and right singular vector repre-
senting the k-th column of U and V, respectively.
It can be shown by the Eckart-Young theorem that Xˆ can be obtained by
Xˆ =
p∑
k=1
σkukv
H
k , (4.13)
which can be viewed as a good estimate of X.
The denoising algorithm for MRSI signals basically utilizes the spatiotem-
poral partial separability and linear predictability via low-rank approxima-
tion in a cascade fashion. The whole procedure can be divided into three
steps and the details of each step are explained next.
Step 1: First matrix C is built from noisy signal s(km, tn) according to Eq.
(4.3). Then the PS-based low-rank filtering is performed, and the denoised
signal is the solution to the following optimization problem:
Cˆ = arg min
rank(C˜)=L
||C− C˜||, (4.14)
which is actually the rank-L approximation of C using SVD.
Step 2: Take the discrete Fourier transform of matrix Cˆ in k-space to
obtain sˆ(rm, tn).
Step 3: For the temporal signal in each single voxel rm, the LP-based
low-rank filtering is performed. Specifically, a Hankel matrix H is built from
sˆ(rm, tn) according to Eq. (4.8), and the optimization problem:
Hˆ = arg min
rank(H˜)=L2
||H− H˜||, (4.15)
is solved by performing SVD to obtain the rank-L2 approximation of H.
Then the denoised signal at each voxel rm is generated by extracting the
elements from the first row and last column of Hˆ.
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4.2.2 Effect of LP-Based Low-Rank Denoising
In this section we discuss in detail the denoising performance of the low-rank
filtering based on linear predictability. Since estimating the signal subspace
from the noisy Hankel matrix via SVD is an ill-conditioned problem and the
signal subspace and the noise subspace are not well separated, the perfor-
mance of LP-based low-rank filtering is quite sensitive to the noise level. This
leads to spectral artifacts such as loss of signal components and introduction
of spurious peaks, especially in the common low SNR cases of in vivo MRSI
data [8].
In regard to the size of Hankel matrix H˜, the 1-D temporal signal is usually
formed into an approximately square matrix (i.e. (N −K + 1) ≈ K) in Step
3 of the aforementioned denosing algorithm, so that the lower bound on the
smallest singular value of the noiseless Hankel matrix is maximized [81]. This
manipulation is also supported by simulation results showing that the Hankel
matrix with K/2 ≈ N minimizes the L2-norm of the error in reconstructed
signals among all Hankel matrices of various shapes.
More spectral artifacts would be introduced if both low-rank and Hankel
structures are imposed on H˜, which is essentially the Cadzow signal enhance-
ment algorithm [74]. In [74], low-rank structure is imposed by SVD trunca-
tion, and Hankel structure is imposed by averaging elements of H˜ along each
anti-diagonal. These two steps are conducted iteratively until convergence.
This algorithm has been utilized for denoising [73].
Although averaging elements of H˜ results in a smaller error with respect
to the original matrix H in the sense of the Frobenius norm [72], impos-
ing Hankel structure in general over-smooths spectral features and leads to
the distortion of spectral lineshapes. Therefore, it is suggested in [72] that
averaging should be performed only when a low-rank matrix H˜ is close to
Hankel, i.e. when the signal is generated by a low-order Lorentzian model
and the noise level is relatively low. By not imposing Hankel structure, the
rank constraint is weakly imposed, which could accommodate non-Lorentzian
lineshapes and reduce spectral artifacts in low SNR cases.
However, false peaks remain in reconstructed signals in low SNR cases even
if Hankel structure is not imposed. The reason seems due to the correlation of
the noise added onto Hankel matrices. In other words, the noise in each entry
of the Hankel matrix is not independent. Simulations with random Gaussian
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noise matrices added onto noiseless Hankel matrices are conducted, and no
spurious peak appears in the reconstructed signals. The pre-whitening step
might be useful to reduce the correlation of the noise added onto Hankel
matrices in the future.
The noise sensitivity of LP-based low-rank filtering can be reduced by
segmenting the original temporal signal into several parts, each of which
would go through the same LP-based low-rank filtering with different ranks.
Intuitively, segmentation would help denoising because the noiseless expo-
nentially decaying temporal signal has very low intensity near its tail, and
thus the “local” SNR for the tail part is very low. If we do not take the tail
part into account, the Hankel matrix formed by only the head part would get
less noise perturbation, and the head part of signal can be better recovered
with less spectral artifacts. However, there is no criterion for selecting the
segmentation length to date.
4.3 Signal Segmentation in LP-Based Low-Rank
Denoising
In this section, we investigate how to optimally segment the temporal MRSI
signals to improve the performance of low-rank filtering based on linear pre-
dictability.
Singular values in the SVD of the Hankel matrices, which are formed by
1-D temporal signals, play one important role in our study. Suppose we know
the true model order in Eq. (4.4) is L2 a priori. Then the Hankel matrix
generated from the noisless signal H0 has rank L2, indicating it has exactly
L2 nonzero singular values. If we plot the singular values in descending
order, we would see a sharp drop or large “gap” between the L2-th largest
singular value and the (L2+1)-th largest singular value, which takes a tiny
value because of numerical issues. In contrast, the Hankel matrix generated
from the noisy signal, H, in general has full rank, which means the rest of the
singular values take nonzero values as well due to noise perturbation. The
difference of singular value distributions in two cases can be seen in Figure
4.1.
Roughly speaking, if there is an obvious “gap” between the L2-th largest
singular value and the following singular value, then the L2 spectral com-
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Figure 4.1: The black curve shows the singular values of the Hankel matrix
generated from the noiseless signal in descending order. In this example,
the model order L2 = 9. There is a sharp drop or “gap” between the L2-th
largest singular value and the following ones. The blue curve shows the
singular values of the Hankel matrix generated from the noisy signal in
descending order. Due to the noise pertubation, all singular values are
obviously larger than zero and there is no sharp drop in the blue curve.
ponents in Eq. (4.4) would be recovered by LP-based low-rank filtering. If
the “gap” vanishes after noise perturbation, in other words, the small true
singular values are buried into the singular values generated from noise, then
the spectral components corresponding to the “buried” singular values are
not likely to be recovered any more.
The investigation of the segmentation is conducted as follows. For sim-
plicity, the noisy temporal signal of each voxel, s[n], is segmented into two
parts only. We use the true model order in Eq. (4.4) as the rank used in the
low-rank approximation of the Hankel matrices, which are formed by 1-D
temporal signals, for both parts. According to the temporal signal model
in Eq. (4.4), the signal decays exponentially, indicating that the tail part
of the signal usually has little energy and thus contributes limitedly to the
entire spectrum. Specifically, we can observe the contour of only a few signif-
icant peaks from the spectrum of the tail part, and the spectral components
mainly concentrate in the head part of the temporal signal, while the noise
is uniformly distributed in the temporal domain.
First, the noise variance, σ2, is estimated from the tail part of the noisy
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signal, where the noise is the dominating factor in the signal.
We choose the head part of s[n] in proper length (usually corresponding
to 2T ∗2 , where T
∗
2 is a known parameter associated with MRSI signals) to
perform HSVD using the model in Eq. (4.4), and obtain the parameters
{αl, dl, fl}L2l=1.
Based on the result of HSVD, we could synthesize the signal sˆ[n] using the
model in Eq. (4.4), and treat sˆ[n] as a good estimate of the noiseless signal
s0[n] later on. A Hankel matrix Hˆ is then formed from sˆ[n] and the singular
values of Hˆ are calculated.
Inspired by the previous argument about singular values, we study the
relation between the singular value distribution of Hˆ and the spectrum of
the reconstructed signal. Specifically, we compare the values of the largest
L2 singular values of Hˆ and the mean of the largest singular value, σ1, of
the Hankel matrix, N, which is of the same size as Hˆ and generated from
a white Gaussian noise signal with variance σ2. In practice, the mean value
is estimated in Monte Carlo method of 10000 realizations. For the low SNR
cases of MRSI temporal signals, several of the largest L2 singular values of
Hˆ may be around or less than σ1. As the segmentation position changes,
this number also varies. Then the segmentation position is chosen such that
the number of singular values of Hˆ around or less than σ1 is minimized. The
standard deviation of the largest singular value of N in 10000 realizations
can be added to the mean before the comparison with the singular values of
Hˆ.
4.4 Simulation Results
A temporal signal s is simulated according to the model of Eq. (4.4) with
a model order of 9. The sampling interval ∆t = 1/2000 second; T ∗2 is 0.05
second and the number of samples is 512. The white Gaussian complex noise
n is added onto the temporal signal, and the noisy signal is denoted as
sˆ = s+ n. (4.16)
The SNR is defined as
SNR =
||s||2
||n||2 . (4.17)
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Figure 4.2: In the first scenario, a small amount of noise is added so that
SNR = 3.0. (a) The temporal noiseless signal s and the noisy signal sˆ. (b)
The real part of the noiseless spectrum of s and the noisy spectrum of sˆ.
We investigate the relation between the singular value distribution of Hˆ
and the spectrum of the reconstructed signal in three different levels.
High SNR Scenario
In the first scenario, a small amount of noise is added so that SNR = 3.0.
The temporal signal and the noisy version, as well as the real part of their
spectra are shown in Figure 4.2.
Four representative segmentation positions are chosen to illustrate the ef-
fects of different segmentation positions. The head part signal length is
chosen to be 60, 180, 260 and 480. The singular value distributions of their
head parts are shown in Figure 4.3. For the purpose of illustration, only the
first nine singular values of the noiseless signal and the synthesized signal are
displayed. The head part and the tail part go through the LP-based low-rank
filtering with the same rank, and the two pieces of outcomes are concatenated
to be the reconstructed signal. The spectra of the reconstructed signals for
different segmentation positions are calculated and their real parts are shown
in Figure 4.4. From Figure 4.3, we can observe that when the head part is too
short (i.e. its length = 60), there are two singular values of the synthesized
signal below σ1. When it is too long (i.e. its length = 480), the ninth largest
singular value is around σ1. When the length of the head part is selected to
be 180 or 260, all singular values are clearly above σ1. From Figure 4.4, it
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Figure 4.3: The singular value distributions of the head parts with different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 60, 180, 260 and 480. It can be observed that when the head
part is too short (i.e. its length = 60), there are two singular values of the
synthesized signal below σ1. When it is too long (i.e. its length = 480), the
ninth largest singular value is around σ1. When the length of the head part
is selected to be 180 or 260, all singular values are clearly above σ1.
can be seen that when the length of the head part is at length of 60, there is a
slight loss of the sixth peak from the left in the spectrum of the reconstructed
signal, while this peak can be fully recovered in the reconstructed signal in
all other cases.
Medium SNR Scenario
In the second scenario, a medium amount of noise is added so that SNR =
2.0. The temporal signal and the noisy version, as well as the real part of
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Figure 4.4: The spectra of the reconstructed signals for different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 60, 180, 260 and 480. It can be seen that when the length of
the head part is at length of 60, there is a slight loss of the sixth peak from
the left in the spectrum of the reconstructed signal, while this peak can be
fully recovered in the reconstructed signal in all other cases.
their spectra are shown in Figure 4.5.
Similar to the first scenario, four representative segmentation positions are
chosen to illustrate the effects of different segmentation positions. The head
part signal length is chosen to be 40, 180, 260 and 480. The singular value
distributions of their head parts are shown in Figure 4.6. For the purpose of
illustration, only the first nine singular values of the noiseless signal and the
synthesized signal are displayed. The head part and the tail part go through
the LP-based low-rank filtering with the same rank, and the two pieces of
outcomes are concatenated to be the reconstructed signal. The spectra of
the reconstructed signals for different segmentation positions are calcuated
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Figure 4.5: In the second scenario, a medium amount of noise is added so
that SNR = 2.0. (a) The temporal noiseless signal s and the noisy signal sˆ.
(b) The real part of the noiseless spectrum of s and the noisy spectrum of sˆ.
and their real parts are shown in Figure 4.7. From Figure 4.6, we can observe
that when the head part is too short (i.e. its length = 40) or too long (i.e.
its length = 480), there are two or three singular values of the synthesized
signal below σ1. When the length of the head part is properly selected (e.g.,
its length = 180 or 260), there is no singular value obviously below σ1. The
eighth and ninth largest singular values are around or slightly below σ1. From
Figure 4.7, we can observe that when the length of the head part is too short
or too long, the sixth peak from the left in the spectrum of the reconstructed
signal is lost, while this peak can be recovered in the reconstructed signal
with the length of the head part being 180 or 260.
Low SNR Scenario
In the third scenario, a large amount of noise is added so that SNR = 1.5.
The temporal signal and the noisy version, as well as the real part of their
spectra are shown in Figure 4.8.
Again, four representative segmentation positions are chosen to illustrate
the effects of different segmentation positions. The head part signal length
is chosen to be 60, 180, 260 and 480. The singular value distributions of
their head parts are shown in Figure 4.9. For the purpose of illustration,
only the first nine singular values of the noiseless signal and the synthesized
signal are displayed. The reconstructed signal is acquired in the same way
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Figure 4.6: The singular value distributions of the head parts with different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 40, 180, 260 and 480. We can observe that when the head part
is too short (i.e. its length = 40) or too long (i.e. its length = 480), there
are two or three singular values of the synthesized signal below σ1. When
the length of the head part is properly selected (e.g., its length = 180 or
260), there is no singular value obviously below σ1. The eighth and ninth
largest singular values are around or slightly below σ1.
as the second scenario. The spectra of the reconstructed signals for different
segmentation positions are calcuated and their real parts are shown in Figure
4.10. From Figure 4.9, we can observe that when the head part is too short
(i.e. its length = 60) or too long (i.e. its length = 480), there are at least
three singular values of the synthesized signal below σ1. When the length
of the head part is properly selected (e.g., its length = 180 or 260), there
are only two singular value obviously below σ1, while the seventh singular
value is around σ1. From Figure 4.10, we can observe that when the length
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Figure 4.7: The spectra of the reconstructed signals for different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 40, 180, 260 and 480. We can observe that when the length of
the head part is too short (i.e. its length = 40) or too long (i.e. its length =
480), the sixth peak from the left in the spectrum of the reconstructed
signal is lost, while this peak can be recovered in the reconstructed signal
with the length of the head part being 180 or 260.
of the head part is too short or too long, the sixth peak from the left in the
spectrum of the reconstructed signal is lost, while this peak can be recovered
in the reconstructed signal with the length of the head part being 180.
4.5 Discussion
The performance of the LP-based low-rank filtering can be improved if the
following aspects are taken into account carefully.
The performance is insensitive to the segmentation positions within a cer-
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Figure 4.8: In the third scenario, a large amount of noise is added so that
SNR = 1.5. (a) The temporal noiseless signal s and the noisy signal sˆ. (b)
The real part of the noiseless spectrum of s and the noisy spectrum of sˆ.
tain range. In other words, if the segmentation position is chosen inside a
certain range, there is no much difference in the spectrum of the reconstructed
signal.
The rank for SVD truncation is selected as the true model order in Eq.
(4.4), which is assumed to be known a priori. However, in practice, the
rank determination for in vivo MRSI data is a non-trivial issue. Since an
underestimated rank can result in a loss of useful spectral information, which
may severely hamper the quantification of MRSI data, L2 is usually chosen
larger than the number of spectral peaks. However, a highly overestimated
rank can lead to spurious peaks and thus reduce the effectiveness of the
LP-based low-rank filtering.
The rank determination for the tail part signal should be treated differently
from that for the head part signal, because the noise energy is dominating
in the tail part. For the tail part signal in the low SNR cases, the LP-based
low-rank filtering fails to distinguish signal subspace and noise subspace, and
a smaller rank is preferable so that a large amount of noise can be filtered
out at the cost of eliminating few signal components.
The reason for the spurious peaks in the spectrum of the reconstructed
signal seems due to the correlation of the noise existing in Hankel matrices.
If the independent and identically distributed Gaussian noise is added onto
the noiseless Hankel matrix, there is no obvious spurious peak in the spectrum
after the LP-based low-rank filtering. Therefore, the pre-whitening step may
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Figure 4.9: The singular value distributions of the head parts with different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 60, 180, 260 and 480. We can observe that when the head part
is too short (i.e. its length = 60) or too long (i.e. its length = 480), there
are at least three singular values of the synthesized signal below σ1. When
the length of the head part is properly selected (e.g., its length = 180 or
260), there are only two singular values obviously below σ1, while the
seventh singular value is around σ1.
be adopted to address this issue.
The difference in the spectrum of reconstructed signals with various seg-
mentation positions is observed easily in the low SNR case, while there is
not much difference when the SNR is high. Therefore, choosing a proper
segmentation position is more important in the low SNR case.
After addressing the above issues, a possible segmentation scheme can be
proposed for in vivo MRSI data in practice.
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Figure 4.10: The spectra of the reconstructed signals for different
segmentation positions are shown. From (a) to (d), the segmentation
positions are 60, 180, 260 and 480. We can observe that when the length of
the head part is too short (i.e. its length = 60) or too long (i.e. its length =
480), the sixth peak from the left in the spectrum of the reconstructed
signal is lost, while this peak can be recovered in the reconstructed signal
with the length of the head part being 180.
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CHAPTER 5
CONCLUSION
In this thesis, we address the denoising problem in two different MRI ap-
plications: diffusion magnetic resonance imaging and magnetic resonance
resonance spectroscopic imaging, by exploiting the low-rank property.
For denoising magnitude diffusion weighted image series, we utilize both
rank and edge constraints within a MAP framework. A novel MM-based
algorithm is proposed for solving the resulting optimization problem, where
the nonconvex negative log-likelihood, resulting from the noncentral χ distri-
bution used to model noisy data, in the cost function are majorized, leading
to a new optimization problem that can then be solved efficiently.
As demonstrated by both simulations based on numerical phantoms and
real ex vivo diffusion imaging data, the proposed algorithm achieves similar
or even better performance compared to a conventional Quasi-Newton based
algorithm in [7] in both visual image quality and the diffusion tensor estima-
tion, but with much less computation time. We expect the new algorithm to
enhance the practical utility of the joint rank and edge constrained denoising
scheme and allow for incorporation of more prior information into magnitude
data denoising for further improvements.
For denoising MRSI data, we uitilize the denoising algorithm exploiting two
low-rank structures inherent in MRSI data, which are due to the spatiotem-
poral partial separability in the k − t domain and the linear predictability
(LP) along the temporal dimension, respectively [8]. We conduct a com-
prehensive study on optimally choosing segmentation positions for the 1-D
temporal single-voxel MRSI signals, in order to improve the performance of
the LP-based low-rank filtering. The relation between the singular value dis-
tribution of the Hankel matrices, which are formed by these temporal signals,
and the corresponding reconstructed spectra is analyzed thoroughly.
Results from the simulated data show that after the calculation of the sin-
gular values of the Hankel matrix from the resynthesized signal after HSVD
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preprocessing, it is preferrable to segment the temporal signal such that we
can minimize the number of singular values that are around or less than the
largest singular value of the Hankel matrix formed by the pure noise with
the same variance as the noise in the noisy signal. In addition, the difference
in the reconstructed spectra with various segmentation positions tends to be
clearer as the SNR goes lower.
This investigation provides useful information for proposing a feasible seg-
mentation scheme to enhance the denoising performance of the LP-based
low-rank filtering in the future.
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APPENDIX A
DERIVATION FOR EQ. (3.15)
Here the derivation of the majorizer in Eq. (3.15) is shown. Given the
noncentral χ likelihood function
p (y|x) = 1
σ2
yn
xn−1
exp
(
−x
2 + y2
2σ2
)
In−1
(
xy
σ2
)
,
and
In−1
(
xy
σ2
)
=
(a/2)n−1xn−1
Γ (n)
tn (ax) ,
where tn (·) denotes the hypergeometric function, Γ (·) denotes the Gamma
function and a = y/σ2, it is shown in [82] that tn(x) is strictly log-convex in
x. Accordingly, In−1 (ax) /xn−1 = (a/2)n−1tn(ax)/Γ(n) is strictly log-convex
in x. Therefore
v(x) = (n− 1) log(x)− log In−1(
xy
σ2
) = − log
(
1
xn−1
In−1
(
xy
σ2
))
is strictly concave in x. Furthermore, since v(x) is differentiable, it can then
be majorized as follows [62]:
v(x) ≤ g(x|xi) = v (xi) + v′ (xi) (x− xi) ,
where
v′(xi) =
n− 1
xi
− 1
2
(
In−2
(
xiy
σ2
)
+ In
(
xiy
σ2
))
In−1
(
xiy
σ2
) · y
σ2
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and xi correspond to a specific intensity. Accordingly, L(·) can be majorized
as
L(U,V, n, σ) ≤
∑
m,q
[
[UV]2mq
2σ2
+
(
n− 1
Xi,mq
−
(
In−2
(
Xi,mqYmq
σ2
)
+ In
(
Xi,mqYmq
σ2
))
In−1
(
Xi,mqYmq
σ2
) · Ymq
2σ2
 [UV]mq
+ C.
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