We propose a general approach to accelerate the convergence of the widely used solution methods of Markov decision processes. The approach is inspired by the monotone behavior of the contraction mappings in the feasible set of the linear programming problem equivalent to the MDP. Numerical studies show that the computational savings can be significant especially in the cases where the standard value iteration suffers from slow convergence.
Introduction
Consider an infinite horizon Markov decision process (MDP) with a finite set of i states denoted by S; a finite set of actions A(i) for each state i ∈ S; an immediate reward r(i, a) for each i ∈ S and a ∈ A = ∪ i∈S A(i) and a transition probability p ij (a) for each i, j ∈ S and a ∈ A(i). The objective is to determine v i , the maximum discounted reward over an infinite horizon starting in state i, where λ is the discount factor (0 ≤ λ < 1). It is well known [7] that v satisfies the optimality equation
and the actions attaining the maximum in Equation (1) give rise to an optimal stationary policy. Let U denote the set of bounded real valued functions on S with norm ||v|| = max i∈S |v i | and let a function d : S → A(s) specify the action choice for state i ∈ S (i.e., d(i) ∈ A(i) for each i ∈ S). Further, let r d denote the |S|-vector, with ith component r d (i) ≡ r(i, d(i)), and P d the |S| × |S| matrix with (i, j)th entry given by p d (j|i) ≡ p ij (d(i)).
Then the optimality equation given in Equation (1) can be written, with the definition of the operator T on U, in the following vector notation.
where Π is the set of policies.
There are several standard methods for finding optimal or approximately optimal policies for the MDP. Approaches widely employed to solve MDP problems include value iteration and policy iteration [7] . Although simple to implement, these approaches are nevertheless 1 limited in the size of problems that can be solved due to the excessive computation required to get close-to-optimal solutions. Techniques to improve the convergence of the value iteration algorithm have been studied in [4, 6] , just to name a few. The standard value iteration algorithm is summarized as follows [7] Value Iteration (VI) Algorithm
Step 0 Select v 0 ∈ R I , set n = 0, and specify ε > 0.
Step 1 Compute v n+1 i = T v n i for all i ∈ S.
Step 2 If v n+1 −v n < ε(1−λ)/2λ, go to Step 3. Otherwise, increase n by 1 and return to Step 1.
Step 3 Return with the actions attaining the maximum in Step 1.
An alternative approach is based on the linear programming. Although linear programmingbased approaches are generally dismissed as inefficient [7] , they have recently inspired the research community to attempt new approaches using well studied theory of linear programming. Widely employed linear programming formulations [2, 7, 9] are due to Derman [3] as given below:
One of the recent methods rooted in the above linear programming formulation is an approximation approach using basis functions [2] . They use a linear combination of pre-selected basis functions to fit the value function of MDP to obtain approximate value function, which is then optimized in the feasible set of the linear program -named as the approximate linear program. While the quality of the approximation heavily depends on the pre-selected basis 2 functions, the choice of basis functions has not been addressed. The feasible set V of the equivalent linear program can be written in the vector notation as follows:
We propose a new class of operators that can be integrated into variants of the value iteration algorithm for Markov decision processes so as to improve the convergence of the iterative algorithms. The characterization of the operator class is inspired by the monotone behavior of contraction mappings in set V and the ideas of the basis function approximation.
The major contribution of the paper is introducing the research community to a new avenue of research, which combines two well studied theories: Markov decision processes and linear programming. Good understanding of the contraction mapping operators in the feasible set of the equivalent linear program would open up brand new approaches to Markov decision processes that have never investigated.
The rest of the paper is organized as follows. Section 2 introduces conditions which need to be satisfied by accelerating operators, that are to be combined with value iteration operators. Section 3 presents the performance improvements due to the acceleration as well as a discussion on computational complexity of the acceleration operators. In section 4
we discuss the application of the acceleration operators to other types of MDPs. Finally, Section 5 concludes the paper. 3 
Accelerated Value Iterations Algorithms
The most crucial observation, that leads to characterization of the acceleration operators, is that the operator T is a component-wise monotone mapping in V and the set V is invariant under T as formally stated in Lemma 2.1.
It is also known [7] that the optimal solution v * of the MDP or the fixed point of the
Lemma 2.1 suggests the following conditions for acceleration operator F on defined set V .
Acceleration Conditions
One can see that the identity operator and the operator T satisfy both of the conditions. For a given operator satisfying two conditions (A) and (B), an accelerated value iteration algorithm can be defined. Notice that different acceleration operators may be used in different iterations of the value iteration algorithm, in which case Z n is an acceleration operator used in iteration n, instead of Z. Below is a summary of the Generalized Accelerated Value Iteration Algorithm (GAVI) proposed in the present paper.
General Accelerated Value Iteration Algorithm (GAVI)
Step 0 Select w 0 ∈ V , set n = 0, and specify ε > 0.
Step 1 Compute w n+1 i = ZT w n i for all i ∈ S.
Step 2 If w n+1 −w n > ε(1−λ)/2λ, go to Step 3. Otherwise increase n by 1 and return to Step 1.
Remark 2.1. It is easy to show that if v * is the fixed point of operator T , v n+1 = T v n , and
(iv) The number of iterates for GAVI is less than or equal to the number of iterates of VI.
If the condition (B) holds strictly, the improvement per iteration is guaranteed to be more than that of the standard value iteration (VI). As mentioned earlier, T itself is such an operator, resulting in an algorithm that performs Step 1 of VI twice per iteration. Trivially such modification accelerates the convergence of the algorithm but each iteration is twice as expensive as VI. Therefore, it is important to identify an acceleration operator satisfying two conditions (A) and (B) that requires little additional computation so that reduction in the number of iterations before convergence is more dramatic than increased computation per iteration. Now we propose an acceleration operator that requires little additional computation per iteration but reduces the number of iterations significantly. Understanding that the value iteration algorithm is nothing but finding a component-wise minimum point in the set V , any operator that maps a given point (vector) v in V to another vector u in V such that u ≤ v with the inequality strict with at least one component will accelerate the convergence.
Projective Operator
For
where α * is the optimal solution of the following linear program:
We will call GAVI with Projective Operator as Projective Accelerated Value Iteration or PAVI for short in the paper. It is interesting to view Projective Operator as an approximation approach using a basis as is proposed in [2] since the linear program given in (5) The new MDP shares the optimal policy with the original so that it will not matter which MDP to solve. For the expected total discounted MDP, the reward adjustment can also be considered as coordinate translation as follows:
Let ∂V denote the set of the boundary points of V and int(V ) the set of the interior points of V , i.e., int(V ) = V \ ∂V . We denote u < w when a vector u is less than a vector w in every component or a vector w is larger than a vector u in every component.
Remark 2.3. Notice that if the transition probability matrix P d is fully dense for all d ∈ Π, then PAVI converges strictly faster than VI. This is because it is always true that T v ∈ int(V )
and Projective Operator maps T v ∈ int(V ) to a vector w ∈ ∂V . It is obvious that w < u.
Lemma 2.3 suggests a variation of Projective
Operator that allows PAVI to achieve a strictly faster convergence than VI. Given a factor β(0 < β < 1), one can define a variation of Projective Operator as P β u = (1−β)P u+βu, which always finds an interior point between T w n and F T w n = w n+1 so that in the next iteration T w n+1 is guaranteed to be an interior point of V . Now we present a new acceleration operator that satisfies Acceleration Conditions (A) and (B).
Linear Extension Operator
where u = T v and α * is the optimal solution to the following linear program:
Figure 2 graphically illustrates how Linear Extension Operator works. It casts T w n in the direction of T w n − w n to the boundary of set V . Since w n ∈ V , we have T w n ≤ w n , When the transition matrix P d is fully dense for all d ∈ Π, such a strict improvement is guaranteed. We can also define a variation of Linear Extension Operation as we did with Projective Operator to guarantee a strictly faster convergence even when the matrices are not fully dense. When Linear Extension Operator G is used in place of Z in Step 1 of GAVI, we call the algorithm as Linear Extension Accelerated Value Iteration or LAVI for short in the paper. Indeed, taking a = (1/(1 − λ)) max i∈S,a∈A(i) r(i, a), we will have u to be a feasible solution of the above LP.
In what follows we will combine the two acceleration operators -Projective Operator and Linear Extension Operator -with variants of the standard value iteration algorithms: Jacobi, Gauss-Seidel, and Gauss-Seidel-Jacobi value iteration algorithms.
Gauss
Notice that the definition of the operators T GS and T GSJ depends on the order of state index.
We will show that these operators can used in the position of the standard operator T in GAVI (hence in PAVI and in LAVI). We start with the following definition of sets:
The following lemma is an analogue of Lemma 2.1:
Lemma 2.4. V J , V GS , and V GSJ are invariant under T G , T GS , and T GSJ respectively.
With Lemma 2.4 acceleration operators satisfying conditions (A) and (B) can be used in
Step 1 of GAVI with the variants T J , T GS , and T GSJ of the standard operator T . However, it is not trivial to define V GS and V GSJ with a set of linear inequalities and the acceleration operators proposed in the present paper will not work. To avoid the problem, we restrict the acceleration operators to a strict subset of V GS and V GSJ .
Lemma 2.5. The following relations hold
Remark 2.5. Gauss-Seidel methods require special consideration, since in general V = V GS .
Indeed, let's consider an MDP with two states and one action per state with a transition probability matrix 0 1 1 0 , and a reward vector r = 1 1 .
Then
and it is easy to see that these systems are different.
Lemma 2.6.
Theorem 2.3. The set V is invariant under T J , T GS and T GSJ , respectively. That is,
Theorem 2.3 states that V is invariant under T J , T GS , and T GSJ , which suggests that these operators can replace T in GAVI to give rise to new accelerated value iteration algorithms. Therefore, we obtain 8 accelerated versions of the value iteration algorithm, which are conveniently written in the form XAY, where 'X' stands for either "Projective" or "Linear Extension", 'A' for Accelerated, and 'Y' for one of VI, J, GS, or GSJ. For example, LAGS denotes Linear Extension Accelerated Gauss-Seidel method with w n+1 = GT GS for Step 1.
Non-accelerated versions will be shortened to VI, J, GS, and GSJ without prefixes.
Remark 2.6. There are other modifications of VI based on the splittings of transition probability matrix [7] . We believe that the strong inclusion demonstrated in Lemma 2.6 holds for most practically useful splittings, but to avoid unnecessary complications we do not prove the statement in the most general setting.
3 Numerical Studies
Random examples
In this section we present numerical studies to demonstrate the computational improvement of PAVI and LAVI over the standard value iteration algorithm as well as its variants. We will consider several randomly generated MDP problems with different numbers of states and actions per state, the structures and sparsenesses of the transition probability matrices, and the discount factors. Table 1 . Table 1 .
In these examples the convergence rates of Projective AVI are very high, especially for Jacobi methods, while Linear AVI exhibits a relatively slow convergence. As hinted in Lemma The computational results are presented in Table 1 . The computational results are presented in Table 1 .
Again the convergence rate of the accelerated value iteration algorithms depends on the density of the transition probability matrix and the discount factor. The performance of the acceleration tends to be more dramatic as the density increases and as the discount factor approaches to unity. It has been known that the standard value iteration algorithm suffers 13 from slow convergence when the discount factor is close to unity. Moreover, as the transition probability matrix gets denser, the standard value iteration requires more computation.
Therefore, the proposed acceleration can be a very attractive option when the standard value iteration struggles.
Remark 3.1. Notice that it often occurs that PAGSJ=GSJ. The reason is that the coordinate |S| of u = T GSJ v is expressed in terms of u i , i < |S|. Therefore for certain a ∈ A(|S|) we have the equality
which easily implies that u ∈ ∂V . Therefore, though it is not guaranteed, it is possible, that
Queueing system
In this section we study the performance of the proposed acceleration algorithm applied to Ribko-Stolyar quiueing network system, previously considered in [1, 2] . The network is illustrated in Figure 3 and consists of four queues and two servers fed by separate independent Poisson arrival streams. i.e., a server must be working if any of its queues is nonempty. We have a i = 1 if queue i is being served. We will consider the discount factor λ = 0.9, λ = 0.98, and 0.995. We will also restrict our model to the case where the number of jobs in each queue may not exceed N = 4. The computational results are presented in Table 1 . In this case the transition probability matrices are very sparse matrix. The proposed acceleration algorithms become computationally advantageous only when λ is close to 1.
Computational Complexity and Savings
We now present the computational cost of the proposed operators. For the standard VI, when the transition probability matrices are fully dense, the effort per iteration can be evaluated as C|S| 2 (where C is the average number of actions per state) multiplications and divisions.
With sparse transition probability matrices, this value can be estimated as NC|S| (where N is the average number of nonzero entries per row of the transition probability matrices).
The additional effort required in GAVI is the acceleration operator used in Step 1 of GAVI per iteration. With either Projective Operator or Linear Extension Operator, per iteration of GAVI a trivial 1-dimensional LP should be solved, which requires NC|S| multiplications and divisions. Therefore, each iteration of GAVI is roughly twice more expensive than the standard value iteration. Thus, the methods becomes advantageous, when the number of iterations required in GAVI is less than a half of that required in the standard value iteration, which seems to be the case with all the cases dealt with in this section. In fact the savings in terms of the number of iterations is up to 25,000% (or 250 times faster in terms of the number of iterations). A more encouraging result is that the acceleration allows more savings as the transition probability matrices become denser and the discount factor λ approaches to unity, which are known to be tough cases to the standard value iteration.
A general rule of thumb observed from the numerical studies is that Projective Operator performs better with the standard and the Jacobi value iteration, whereas Linear Extension
Operator performs better with the Gauss-Seidel and the Gause-Seidel-Jacobi value iteration.
The Expected Total Reward and Other MDPs
In this section we will show that the accelerated value iteration algorithms discussed in Section 2 can be applied to other types of MDP: MDPs with the expected total reward criterion, semi-Markov decision processes, and continuous-time MDP.
Consider an infinite horizon MDP with expected total reward criterion. One can notice that the coordinate translation described in Remark 2.2 cannot be applied to this model since λ = 1. Therefore, the proposed techniques are applicable only to positive models.
Recall that the value iteration algorithm for MDP with expected total reward criterion is based on successive application of an operator L to a vector v ∈ R |S| [7] ,
Since the operator L in Equation (12) is not a contraction, the convergence of such successive approximation is not guaranteed. However, with v 0 satisfying the conditions 0
The LP formulation for an MDP with expected total reward criterion is given as follows:
where v * , the optimal solution of the LP, yields the fixed point of the MDP. Analogous with the discounted MDP considered in Section 1, the feasible set W of the LP in Equation (13) can be described as follows:
The following Lemma states that the same approaches introduced in Section 2 are applicable for MDPs with the total expected reward.
With the invariance of W under L, not only General Accelerated Value Iteration Algorithm but also all of its variants can be applied directly to MDPs with the expected total reward criterion. The value iteration algorithm for MDPs with the expected total reward has been known to have a very slow convergence, making our acceleration even more attractive. Example 5 below confirms this speculation. Now we will make a short remark about semi-Markov and continuous-time decision process. It is widely known that discounted infinite-horizon semi-Markov decision processes and continuous-time MDPs can be transformed into models similar to discrete time discounted model with rewards r i (a) depending only on state at decision epoch and action [5, 7] . It is easy to notice that the obtained models have all considered above properties of discrete time discounted MDP which means GAVI and its variants can be applied directly for solving semi-Markov and continuous-time MDPs.
Conclusions
We investigate the behavior of the contraction mapping operator used in the value iteration algorithm for finite state infinite horizon Markov decision processes with the expected total discounted reward criterion. Its monotone behavior in the feasible region of the equivalent linear programming formulation suggests ways to accelerate the convergence of the algorithm.
We propose two acceleration operators, Projective Operator and Linear Extension Operator, which are then combined with the existing variants of the value iteration algorithms such as Jacobi, Gauss-Seidel, and Gauss-Seidel-Jacobi methods. The acceleration operators can also be used for other types of MDPs such as MDP with the expected total reward with some conditions, semi-Markov decision processes, and continuous time MDP. Numerical studies demonstrate significant savings in both the number of iterations before convergence and the total computation time. The savings becomes dramatic with the problems for which the standard value iteration algorithm suffers from slow convergence; when the discount factor approaches to 1 and when the transition probability matrix becomes dense.
We introduce a new research avenue combining two well studied theories of optimization:
Markov decision processes and Linear Programming. It seems to us that there is much to be gained in the intersection of the two theories to tackle difficult Markov decision processes.
The the present paper simply sheds the first light in the direction.
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A Proofs Lemma A.1. Proof of Theorem 2.1. Condition (A) is satisfied trivially since αv ∈ V for any v ∈ V by the definition of F given in (5) . Now we have to show F satisfies condition (B). We know α = 1 is feasible to the linear program (5) since v ∈ V (or T v ≤ v). Since i v i ≥ 0 due to r(i, a) ≥ 0, ∀i, a, we have α * ≤ 1. Therefore, F v = α * v ≤ v.
Proof of Lemma 2.2. Suppose that the transition probability matrix is fully dense (i.e., 
