In this paper, we propose a new population-based algorithm (PBA) that adjusts its search mechanism to the problem which is to be optimized. It uses a set of search operators used in commonly-used PBAs and this selection can be made freely. The proposed algorithm selects two operators from this set, i.e. one for exploration and the other for exploitation of the search space of the solution. This approach can be an alternative for finding new inspirations for the development of PBAs and for modifying the existing PBAs. The effectiveness of the proposed algorithm has been tested using typical benchmarks for testing PBAs. An interesting aspect of the performed simulations is the analysis of how operators are used during the optimization process.
I. INTRODUCTION
Population-based algorithms (PBAs) are meta-heuristic methods for solving optimization problems. They are distinguished by the stochastic approach, simultaneous processing of many solutions (individuals), flexible encoding of the problem, use of objective functions (not their derivatives), and iterative processing of a population of solutions. In each iteration of the algorithm, the processing of the population is performed in order to improve it in terms of the adopted objective (evaluation/fitness) function. This process is continued until certain criteria are met, e.g. execution of a certain number of algorithm iterations or the fitness function calls, achievement of the threshold value by the evaluation function, etc.
There are many different PBA varieties and new ones are still being developed. They usually use the concept of the genetic algorithm, but they differ in the way in which the population is processed. These methods are usually a simplified equivalent of certain dynamic processes that occur in nature, economics, science, politics, physics, etc. The characteristic feature of this process is a systematic acquisition of experience in order to achieve better optimization results. This makes PBAs very interesting solutions.
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Properties of PBAs make these methods popular enough to be often used to solve complex optimization [1] , modelling [2] , classification [3] , control [4] , and prediction [5] problems. They are also methods supporting other artificial intelligence methods [6] - [11] .
A. MOTIVATION Some authors believe [12] that the interest in PBAs is currently at its peak. It results from their large variety and a wide range of their use. The literature also comprises publications related to the ordering of knowledge regarding the considered methods [13] - [17] .
As already mentioned, individual PBAs differ from each other in the way in which a population is processed. Processing is usually dependent on the construction of the operators used to search the solution space. There are two types of operators. The first type, exploration operators, whose purpose is to generate individuals in the population (to search) in those sub-areas of solutions that have not been previously considered. The second one, exploitation operators, whose goal is to generate population in the known sub-areas of the solution space which are regarded as promising. There are also universal operators [18] , [19] that can change their purpose depending on algorithm iteration or depending on individual fitness function value. The aim of each PBA is to properly balance between exploration and exploitation [20] . VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ The process of searching for a new, effective PBA happens to be a little suggestive of the way in which it works as algorithms are created by modifying known methods which have been tested in practice. Good examples are the Differential Evolution (DE) [21] and the Particle Swarm Optimization (PSO) [22] algorithms. Each of them has several dozen different varieties [23] - [27] . Specific modifications differ from each other in terms of the way of assigning operator parameters [28] , introduction of additional parameters [29] , changes in the optimization procedure [30] , etc.
The research into PBAs is very interesting and recently published articles provide a new insight into how to design an effective algorithm. However, a large number of variations of algorithms and their modifications causes problems with the choice of the method for a given problem under consideration. First of all, it is difficult to objectively compare the effectiveness of new methods (or their modifications) with the existing ones [31] . Secondly, the possibility of PBA hybridization offers unlimited possibilities to create new modifications. Each of them could work effectively in specific application areas (where it has been tested), but it is difficult to choose a single method for a new problem [32] . Thirdly, a large number of sources of inspiration for the PBAs which are being developed results in the development of methods which have similar computational complexity (which operate on a similar basis) but have different interpretations of their mode of operation. This may sometimes raise doubts about the originality of proposed solutions [12] . Caution should also be advised in the search for original sources of inspiration for new PBAs [33] . Last, but not least, a large number of PBAs and their modifications makes the ordering of the state of knowledge rather difficult. The papers providing an overview of the varieties of each method are also published [23] , [27] , in addition to the ones presenting an overview of the algorithms as such.
The above-mentioned problems may suggest a need for verification of expectations regarding new PBAs. An important feature of this kind of algorithm is that its effectiveness should not depend on its application. That could be achieved when the algorithm has the ability to adapt the way of operation (searching of the solution space) to a specific application. Therefore, in our previous paper, we proposed a PBA called the OP [34] . It used a set of exploration and exploitation operators. These operators came from different PBAs. Each individual chose a subset of operators which were used to generate new individuals of the population. This subset changed dynamically during the optimization process, depending on the quality of its obtained solutions. This approach ensured the possibility of a smooth and continuous transition from exploration to exploitation of the solution search space and the selection of operators effective in a given step of the algorithm. The simulations presented in [34] showed that the average number of active operators used by the algorithm changed dynamically during the optimization process (ranged from 5 to 3). Moreover, some operators were used more often than others, and some were omitted. It should be emphasized that the OP algorithm presented in [34] was aimed at solving a specific design problem consisting of designing the structure and parameters of a controller and its filters. Thus, the OP algorithm was not the main issue of the focus of the paper [34] and the analysis of its operation was not included therein. The algorithm proposed in this work was created on the basis of the experience related to the OP, in particular, the tests of this specific algorithm. 
B. NOVEL ELEMENTS OF THE PROPOSED APPROACH
In this paper, we propose an approach in which the PBA is based on the PSO algorithm and it can also use a set of exploration and exploitation operators from different PBAs. However, in contrast to the OP algorithm [34] , it is based on the selection of a single operator for exploration and a single operator for exploiting the search space. These operators are flexibly selected from the set during the optimization process. The selection is performed independently for each individual of the population. In the subsequent parts of this paper, the proposed algorithm will be called the PBA with a Flexible Search Mechanism (PBA FSM11, where 11 means that 1 operator is used for exploration and 1 for exploitation). The features of this algorithm are shown in Table 1 . Its effectiveness has been tested using typical benchmarks used for PBA testing.
The original contribution of this article can be summarized as follows:
• It describes the new FSM11 algorithm which allows us to flexibly adjust the search mechanism of the search space to the simulation problem. It should reduce the risk of inappropriate selection of the algorithm for the considered problem and the risk of achieving a local minimum by the algorithm. This approach has not been discussed in the literature before.
• It proposes an alternative way of designing a PBA. Its purpose is not to develop an algorithm based on generally known optimization processes but to adjust the algorithm's operation to the optimization task as well as to the current values of the fitness function. FSM11 does not exclude the need for the use of other PBAs but it can be an interesting complement to them.
• It contains the results of simulations presenting the dynamics of changes in the search mechanism during the operation of FSM11. In particular, it contains the results of the analysis of the average percentage use of the operators in the FSM11 algorithm (see Section III).
C. STRUCTURE OF THE PAPER
In Section II the proposed FSM11 algorithm is described, while in Section III the simulation results are presented. Section IV contains conclusions. VOLUME 7, 2019 TABLE 2. A set of the FSM11 operators selected for the simulation purposes. Additional functions and notations used by these operators are shown in Table 3 . Additional parameters of the operators are shown in Table 4 .
II. DESCRIPTION OF THE FSM11 ALGORITHM
The remarks concerning the FSM11 algorithm proposed in this paper can be summarized as follows:
• In FSM11 each individual X ch (ch = 1, 2, . . . , Nind) of the population has been extended by two parameters X op ch = X op ch,1 , X op ch,2 (see Fig. 1 ). Parameter X op ch,1 encodes a type of search space exploration operator, and parameter X op ch,2 encodes a type of search space exploitation operator. This solution causes that FSM11 is less computationally complex than the OP algorithm which was able to simultaneously use a set of many operators. In practice, their number was greater than 2. The tests regarding this issue are included in Section III (see Fig. 5 ).
• In FSM11 a set of used operators (from different PBAs) is divided into 3 groups (see Fig. 1 • The FSM11 algorithm is based on the way of the operation of the PSO algorithm [22] (see Listing 1). Therefore, each individual contains also (instead of X op ch and parameters of the optimized problem X par ch ) the best solution found encoded in X bst ch and velocity X vel ch of individual (interpreted as in the PSO [22] ). In the next steps of the algorithm, the velocity of each individual P is gradually reduced.
• In the FSM11 algorithm constant and typical values of the operators' parameters are adopted. They are based on the suggestions of the authors of these methods. It is meant to reduce the impact of incorrect parameter selection on the operators being considered. The values of the operators used in the simulations are presented in Table 4 .
A. STRUCTURE OF THE INDIVIDUAL IN FSM11
In FSM11 the structure of individual X ch in population P is as follows:
where Nc is the total number of components of individual X ch , X par ch encodes the list of parameters of the optimized problem, Fig. 1 ). Further on in the paper (Listing 1) it is assumed that notation 'X ch : X bst ch ' applies to component X bst ch encoded in individual X ch (ch = 1, 2, . . . , Nind).
B. MODIFICATION OF THE PARAMETERS OF INDIVIDUALS IN FSM11
Modification of the parameters in FSM11 works differently for components {X par ch , X vel ch } encoding real parameters and components X op ch encoding integer parameters. The method of determining components X bst ch is shown in Listing 1 (lines [13] [14] [15] .
The modification of component parameters X par ch and X vel ch of individual X ch is performed as follows:
where w is the constriction factor (it is usually
is search operator i in the set of selected search operators (see Table 2 ). In equation (2) two operators op i (·) were used for exploration and exploitation of the solution search space. In the first case, coefficient X op ch,1 ∈ {1, 2, . . . , Nr + Nu} indicates the type of operator, where Nr is the number of operators used for the global search and Nu is the number of universal operators (used for exploration and exploitation). In the second case (exploration), coefficient X op ch,2 ∈ {Nr +1, Nr +2, . . . , Nr +Nu+Np} indicates the type of operator, where Np is the number of operators used for the precise (local) search. It is easy to see that the operators with indexes i ∈ {Nr + 1, Nr + 2, . . . , Nr + Nu} are universal (see Fig. 1 ).
The modification of component parameters X op ch consists in crossover and mutation of their values. It is performed in the same way in which it is done in the genetic algorithm [47] . In the mutation the number of exploration operators Nr, the number of universal operators Nu, and the number of exploitation operators Np which have been placed on the common list (see Fig. 1 ) are taken into account. It can be expressed as follows:
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Algorithm 1 Operation Scheme of FSM11 in the Case of Minimization of Evaluation Function ff (·) 1: random initialization of Nind individuals of population P 2: evaluation of P using evaluation function ff (·) 3: selection and storing of X glb from P 4: for ch := 1 to Nind do 5: X ch : X bst ch := X ch update of the part X bst ch of individual X ch 6: end for 7: while the stop condition is not met do 8: for ch := 1 to Nind do 9: modification of part X op ch of individual X ch see Section II-B 10: modification of parts X par ch and X vel ch of individual X ch see Section II-B 11: repairing of the X ch correction of ranges of encoded parameters 12: evaluation of X ch determination of ff X ch 13: if ff X ch < ff X ch : X bst ch then for minimization problem 14: X ch : X bst ch := X ch 15: end if 16: if ff X ch < ff X glb then for minimization problem 17: X glb := X ch 18:
end if 19: end for 20: end while 21: presentation of the solution encoded in component X par of individual X glb where function UI (min, max) returns an integer random number from the range min, max , U (min, max) is a real random number from the range min, max , and p m ∈ (0, 1) is the mutation probability of individual X ch .
The crossover of component parameters X op ch is performed when for individual ch, condition Uind (0, 1) < p c is met. Function Uind (min, max) returns a real random number from the range min, max which is drawn only once for individual ch, p c ∈ (0, 1) is the crossover probability of individual X ch . If individual ch meets the condition (i.e. Uind (0, 1) < p c ), the second individual is selected for the crossover by the roulette wheel selection. The crossover consists in the exchanging of one of the two parameters 
C. OPERATION OF THE FSM11 ALGORITHM
The FSM11 algorithm works according to the diagram shown in Listing 1. It starts operation with a random initialization of individuals of population P (line 1). This procedure takes into account the ranges of the parameters encoded in individuals X ch (ch = 1, 2, . . . , Nind) of population P. Next, population P is evaluated using a problem-dependent evaluation function (line 2). In the case of the maximization problem, the notations in lines 13 and 16 should be changed. From the initialized and evaluated P, individual X glb with the best value ff (·) is selected (line 3). Moreover, for each X ch (ch = 1, 2, . . . , Nind) in part X bst ch , its copy is stored. The copy is updated in the next steps of the algorithm (lines 4-6). Then, the algorithm goes to the iterative part (lines 7-20) which begins with checking the stop condition.
The condition can take into account e.g. the algorithm's execution of a specified number of steps, execution of the permissible number of calls ff (·), or reaching the threshold value by an ff X glb . In the iterative part, population P is modified, which is described in Section II-B (lines 9-10). After P is modified, it is sometimes necessary to check and correct the values of individuals' parameters including the allowable ranges of change (line 11). Then, the evaluation of P (line 12), update of components X bst ch (ch = 1, 2, . . . , Nind) (lines [13] [14] [15] , and update of X glb (lines [16] [17] [18] are performed. Then, the return to checking the stop condition takes place (line 7). If it is satisfied, the algorithm presents a solution encoded in X glb (line 21) and ends its operation. 
III. SIMULATIONS
In the simulations, popular test functions from the CEC2013 have been considered [45] . There are 28 functions and the purpose of the algorithm was to find such arguments for which the functions assumed the minimum. In all functions the number of variables (dimensionality) is set to D = 50.
The assumptions adopted in the simulations are described in Section III-A, the comparison of the results obtained using different PBAs is presented in Section III-C, and the conclusions from the simulations are summarized in Section III-B.
A. ASSUMPTIONS ADOPTED IN THE SIMULATIONS
The remarks on the assumptions adopted in the simulations can be summarized as follows:
• In FSM11 a set of 14 operators has been used to search the solution space. They are presented in Table 2 , where Nr = 5, Nu = 4, and Np = 5 (see Section I-C). The functions and notations used in the operators have been defined in Table 3 . Moreover, for each of these operators, typical (as suggested in the literature) values of their own parameters have been adopted. They are presented in Table 4 .
• The stop condition of the FSM11 algorithm has been set to 1000 iterations. Therefore, it is a different stop condition then the one used in [45] . Each simulation has been repeated 55 times. Value 55 has no interpretationit has been chosen as an example and the results have been averaged. Multiple repetitions on each simulation were performed in order to reduce the randomness of the obtained results. The average percentage use of the operators in the FSM11 and OP algorithms for 28 considered simulation problems CEC01-CEC28. These values for the OP algorithm have been determined on the basis of the 55 repetitions of each simulation from the last iteration of the algorithm (initial number of operators was close to 5 in each simulation problem) and 28 considered simulation problems CEC01-CEC28, and 1000 steps of the algorithm (i.e. based on 55 · 28 · 1000 = 1540000 values).
• In FSM11, the selection of individuals by way of using an exemplary (basic) selection method (i.e. the roulette wheel selection) has been performed [47] .
• In order to assess the stability of FSM11, selected statistical tests were performed. Their summary and description are included in Table 6 , and their results are presented in Tables 7-12. The first three tests concern the assessment of the mode of operation and the stability of the PBAs (see Tables 7-9 ). The next three allow us to compare the way the FSM11 algorithm works with other PBAs (see Tables 10-12 ). Welch's test and Wilcoxon signed-rank test are the most widely used statistical tests for determining if the difference between the results of two models is non-random; Fisher-Snedecor test compares the convergence of two independent measurement series [50] .
• The simulations were performed using an authorial test environment implemented in the C# language.
The source code of the FSM11 algorithm is available online [51] .
B. CONCLUSIONS FROM SIMULATIONS
The conclusions from the simulations can be summarized as follows:
Comparison of the ranking position of the selected PBAs on the basis of the average value of the evaluation function for 28 considered simulation problems CEC01-CEC28. The value for each algorithm has been determined on the basis of 55 repetitions of each simulation independently for 28 considered simulation problems CEC01-CEC28. It was assumed that a lighter color means a higher ranking of the algorithm (the white-filled box means the first place in the ranking). • The course of the average value of evaluation function ff (·) for the FSM11 algorithm confirms its convergence for the considered simulation problems CEC01-CEC28. They are shown in Fig. 2 .
• The course of the average value of the percentage use of operators in the FSM11 algorithm is shown in Fig. 3 .
The average values have been determined on the basis of 55 repetitions of each simulation for 28 considered simulation problems CEC01-CEC28 (i.e. based on 55 · 28 = 1540 values). The figure shows that 5 operators were used much more often than the others. They were the following operators: PSO-global, GA-cross, FWA-exp, FFA-fly, and CS-random. The other operators (PSO-best, GA-mutat, DE-cross, BAT-fly, BAT-walk, FWA-gauss, GWO-wolfs, FFA-rand, and CS-levy) were used relatively rarely. The advantage of FSM11 is that for a different set of test problems, the use of operators may change.
• The use of individual operators by FSM11 is different depending on the simulation problem and it is presented in Fig. 8 . It shows that the algorithm adapts itself to a given problem and thus achieves better results (see Table 5 ).
• The values of average percentage use of the operators in the FSM11 algorithm are shown in Fig. 4 . The average values have been determined on the basis of 55 repetitions of each simulation, 28 considered simulation problems CEC01-CEC28, and 1000 steps of the algorithm (i.e. based on 55 · 28 · 1000 = 1540000 values). The figure shows that in the considered problems the most frequently used operators were FFA-fly (52.1%), CS-random (44.7%), GA-cross (32%), PSObest (31.4%), and FWA-exp (14.1%). The use of other operators did not exceed 5%. As already mentioned, the use of operators may change for another set of test problems.
• The average use of the operators in the FSM11 and OP algorithms for 28 considered simulation problems CEC01-CEC28 is shown in Fig. 5 . The average values for the OP algorithm have been determined on the basis of 55 repetitions of each simulation, 28 considered simulation problems CEC01-CEC28, and 1000 steps of the algorithm (i.e. based on 55 · 28 · 1000 = 1540000 values). It shows that the number of operators used by the OP algorithm at a given moment is usually slightly higher than 2. It confirms the validity of the assumption that the FSM11 algorithm can use only 2 operators with a clearly defined purpose: one for exploration and one for exploitation of the search space. Of course, they are selected flexibly to the problem, taking into account the value of the evaluation function.
• Analyzing the values of standard deviations determined for the considered PBAs, one can state that the most stable methods are: CS, GA and FSM11. This means that they generated the most-similar solutions for individual simulation repetitions (see Table 7 ). However, it should be emphasized that the FSM11 algorithm obtained the best results when comparing the convergences of the obtained solutions with the best solution.(see Table 8 ). This also applies to relative convergence (see Table 9 ).
• Having analyzed the results of Welch, Wilcoxon and Fisher-Snedecor tests, it can be concluded that they gave the analogous results (see Tables 10-12 ). These tests show that the solutions generated by FSM11 are similar to the solutions generated by OP and they differ significantly from the solutions generated by other PBAs, which generated solutions worse in terms of the adopted evaluation function.
C. COMPARISON OF FSM11 WITH OTHER PBAS
A comparison of the main features of the selected PBAs is presented in Table 1 . It shows that FSM11 gives a new insight into the algorithm design process and has several important advantages in the PBA group. However, it is difficult to compare the accuracy of the PBAs' performance because the authors use a different number of learning steps (Nsteps), a different number of repetitions of each simulation, different strategies for selecting individuals, different algorithm parameters (selected individually for the given problem), etc. Therefore, for the purpose of comparing the FSM11 algorithm with other PBAs, we implemented 9 selected methods and tested them according to the information provided in Section III-A. In this comparison, we included the following PBAs: Operator-based Population (OP) [34] , Differential Evolution (DE) [21] , Genetic Algorithm (GA) [46] , Grey Wolf Optimizer (GWO) [18] , Firework Algorithm (FWA) [19] , Particle Swarm Optimization (PSO) [22] , Bat Algorithm (BAT) [48] , Cuckoo Search (CS) [40] , and Firefly Algorithm (FFA) [39] . The parameters of these algorithms operators are shown in Table 4 (suggested values in the literature were adopted). The stop condition for all considered algorithms was the same as for FSM11 (see Section III-A). The conclusions from the comparison can be summarized as follows:
• The comparison of the selected PBAs based on the average value of the evaluation function was carried out independently for each of the 28 considered simulation problems CEC01-CEC28. The average value of the fitness function has been determined on the basis of 55 repetitions of each simulation. The results of this comparison are presented in Table 5 and Fig. 6 . For Fig. 6 it was assumed that a lighter color means a higher position of the algorithm in the PBA ranking (the whitefilled box means the first place in the ranking). Next, in Table 5 for each simulation problem, the best values of the evaluation function are given in bold (each line has a single value). This comparison shows that the FSM11 algorithm was definitely the best in the group of the algorithms and test problems considered in this paper.
• The comparison of the selected PBAs on the basis of the average value of fitness function ff (·) is shown in Fig. 7 . The value for each algorithm has been determined on the basis of 55 repetitions of each simulation for 28 considered simulation problems CEC01-CEC28 (i.e. based on 55 · 28 = 1540 values of the fitness function). The comparison shows that FSM11 obtained the best average position among the 10 considered algorithms (see Fig. 7 .a). This algorithm most often obtained the best solution (see Fig. 7 .b) and position from the range 1-3 (see Fig. 7 .c).
IV. CONCLUSION
In this paper, a new algorithm based on population (PBA) has been proposed. It is an algorithm based on population with a flexible search mechanism (FSM11). Its most important feature is that the search mechanism of the solution space is selected individually for each individual of the population. It is a dynamic process taking place during the operation of the algorithm. This approach distinguishes FSM11 from other algorithms that use an established way of searching for a solution. The FSM11 algorithm was tested using the 28 known simulation problems CEC01-CEC28. It obtained the best results from all tested PBAs (10 generally known methods were considered). An interesting aspect of the simulation is the conducted analysis of the use of the operators used to search the solution search space. From 14 operators that came from the popular (selected) PBAs, FSM11 mostly used 5.
Our future plans include encoding parameters of the algorithm together with parameters of the problem and their optimization, optimization of the selection procedure of individuals, and using a number of populations.
