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I 
In this section we will first indicate the kind of problem to be solved and 
then discuss briefly how our results (partially reported in [24]) compare with 
some of the other known results in similar directions. Thus, let H be a 
separable Hilbert space over the complexes @, and let 
(VI I t 6 P, TII (with 0 < T < co) 
be a family of Hilbert spaces over $9, each V(t) being a dense subspace of H 
with continuous-inclusion injection: V(t) -+ H. In H the scalar product and 
norm are denoted by (., .)N and 1 . IH; the corresponding quantities in V(t) 
are respectively denoted by ((., .))l and 1) . IIt . The symbol ) . ( will be 
reserved to indicate “absolute value.” By L”(H) we will mean P([O, TJ; H), 
the space of equivalence classes of measurable square-integrable If-valued 
functions on [0, T]; following convention, such an equivalence class is 
denoted by an element belonging to it. Since H is separable, it suffices to 
call a function f: [0, T] + H measurable [4] if, Vh E H, the map 
t ++ (f(t), h),: [O. T] + V 
is (Lebesgue) measurable. It is well-known that L2(H) is a Hilbcrt space [21] 
under the scalar product (., .)Q cH) defined by 
(f! ‘d,Z(H, = s T (f(t)9 g(4),  Vf, g EL'(H). (1.1) 0 
At this point it is convenient to introduce Carroll’s standard operators 
s(t): V(t) + H developed and described in [4, 5, 6, 7, 81 (also cf. [14]). These 
operators, which exist under the assumptions above made on V(t) and H, 
have a number of useful properties which we now mention: each s(t) is a 
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one-to-one, onto, positive, self-adjoint, linear, unbounded operator in H 
with domain V(t). Further, the action of s(t) is described by the relation, 
((X> Y>h = (W XT w Yh T vx, y  E V(t). 
The use of standard operators s(t) to describe and delimit the way in which 
V(t) can vary in weak evolution problems was first introduced in [S, 61, and 
has since led to a number of existence, uniqueness, and regularity results in 
the variable domain situation under appropriate weak Cn (n = a nonnegative 
integer) hypotheses made on the family 
{qt)-l I t E IO, q> (1.2) 
(cf. [46, 9-15, 24, 25, 281). Related work in strong problems are found in 
[16, 171 and reported partially in [7]. Let us recall that by definition [4, 10, 
241 the family (1.2) is measurable (respectively, weakly P) if for every pair 
of elements h, k E H, the map 
t i--t (S(t)-1 h, A),: [O, T] --+ v 
is measurable (respectively, n times continuously differentiable) on [0, T]. 
We will always make assumptions so as to ensure that 
the family (1.2) is uniformly bounded and measurable (on 
[0, 2’1) as operators in H. (1.3) 
In particular, if the family (1.2) is weakly Cn for a nonnegative integer n 
(the case n = 0 having an obvious meaning), then the statement (1.3) is 
true (cf. [4, 241). The following consequences of (1.3) will be used over and 
over again (cf. [4, 11, 241): 
and 
W = F(L2(H)) = {S(o)-lf(.) If(.) EC(H)} 
is a subspace of L2(H), 
(1.4) 
W is a Hilbert space under the scalar product ((0, *)) defined by 
((74 4) = (Sv. SWu),Z(H, 
(l-5) 
= s ‘(s(t) 4t), W) w(th dt 
by (1.1). 
0 
References [4] and [8] give the relation of Carroll’s standard operators to 
Schwarz’s kernels. 
PROJECTION THEOREM AND EVOLUTION PROBLEMS IN HILBERT SPACE 145 
The problem to be solved in this paper is a weak evolution problem of 
first order. It consists of showing the existence of a solution u E W (W is 
defined in (1.4) above) such that 
- Jar (u(t), v’(th dt + Ior a(t; u(t), v(t)) dt + X s,r (u(t), zft))H dt 
rr (1.6) 
r= 1 (f(t), 4th dt + k, , 40))~ , V’v EF, 
‘0 
where f gL2(H) and u,, E H are given satisfying appropriate regularity condi- 
tions, and 
F=={uE W~U’EL~(H)~~~V(T)=O}; (1.7) 
F will play a crucial role in our work. In (1.6) and (1.7) v’ is the distribution 
derivative in L@‘((O, T); H), the space of H-valued distributions on (0, T). 
Thus, point-values of v  E W with 7;” ELM are defined by continuity (cf. 
[4]). Further, X is a real number; and, Vt E [0, T], 
a(t; ., .): V(t) x V(t) --f %? 
is a continuous, sesquilinear form. If, Vt 6 [0, T], 
d(t): V(t)+ V(t) 
is the linear operator defined by 
we will need to assume that 
the family {d(t) ] t E [0, T]} is measurable and uniformly 
bounded in operator norm (in V(t)). 
(1.9) 
By the measurability condition we mean: if t tt /I u(t)/,: [0, T] +S? is 
measurable, then t t+ [/ d(t) u(t)JI,: [0, T] -+%’ is measurable, where 
u: [0, T] + H is a map with u(t) E V(t) a.e. in t. The conditions (1.9) thus 
imply that for every fixed pair u, v  E W, the map 
t M a@; u(t), v(t)): [O, T] --+ %? 
is measurable and bounded. We note in passing that (cf. [4, 11, 18, 241) in 
(1.6) the presence of the term containing the fixed real number h is merely 
a technical device; questions of existence or uniqueness remain unchanged 
if we put X equal to zero or any other real number. 
We will call the form a(t; ., .) coercive if 
Re a@; u, 4 > 01 I/ u II? , vu E v(t) 
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for some constant 01 > 0. We will call the family {a(t; ., .) 1 t E [0, T]} 
coercive if 01 can be taken independent of t E [0, T]. For such a coercive 
family the existence of a solution u of Eq. (1.6) is well-known, the existence 
being an immediate consequence of Lions’ projection theorem (cf. [4, 181). 
(Some uniqueness results in the variable domain situation are available in 
[9, 10, and 1.51.) It is now natural to pose the question whether Lions’ pro- 
jection theorem can be adapted or modified to yield existence results for 
Eq. (1.6) in cases of noncoercive forms a(t; ., .). This question is answered 
in the affirmative in [l 1, 241 (cf. also [25]) w h erein a systematic procedure is 
given by which, for certain specified types of noncoercivity, regularity of the 
data f and u,, is exploited to reduce the problem of solving (1.6) to an equiv- 
alent problem expressible in terms of a new space of “test functions” CD 
which takes the place of F (F is defined by (1.7)). One can then apply Lions’ 
projection theorem to this equivalent problem. Such an approach is adopted 
in [12, 13, and 281 also. 
The purpose of this paper is to provide, in Section III, an alternative 
approach to solving the existence problem for the equation (1.6). This 
alternative approach consists of applying a modified (in fact, a generalized) 
version of Lions’ projection theorem to obtain existence of solutions directly. 
The types of noncoercivity considered as well as the nature of regularity 
conditions imposed on f and u,, are different in scope from those appearing 
in [I 11, although some overlapping exists. Examples in Section III will make 
this clear. As we did in [I I], we will provide examples to constant domain 
specializations of the more general variable domain results comprising 
Theorems 3.1 and 3.3. Thus, the methods of [ll] and this paper are com- 
plementary to one another. 
The generalized version of Lions’ projection theorem mentioned in the 
preceding paragraph appears in detail in [27] (cf. also [24, 261). However, 
for the sake of completeness, we will state and partly prove in Section II 
whatever we need in subsequent sections for application to evolution equa- 
tions. The proof (of the generalized projection theorem) that we give is 
slightly different from and more general in scope than the proof appearing 
in [27]; the proof in this paper utilizes properties of linear functionals rather 
than linear operators. It will be shown elsewhere that this method of proof 
yields rather general results in the Banach space context. 
Section IV is devoted to a short discussion of certain uniqueness aspects 
of the problem (1.6). In particular, we will show that if Re a(t; X, X) is non- 
negative, then the uniqueness question is closely related to the question 
whether or not a certain space of “test functions” Cp is dense in I+‘. This will 
yield uniqueness in a highly noncoercive example not covered by Theorem 4.9 
of [lo]. In Section V we will discuss the possibility of obtaining some other 
existence theorems using techniques analogous to those used in Section III. 
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Other methods applicable to various kinds of noncoercive and nonmonotone 
situations are available in literature (among others, [2, 3, 191) (cf. [20, 22, 
231 in the context of variational inequalities). These methods do not seem to 
apply to our examples. Let us also mention that [l] contains a modification 
of Lions’ projection theorem applicable to certain nonlinear perturbations 
of linear monotone operators. Some uniqueness theorems with possibly 
noncoercive applications appear in [3-5, 10, 14, 151. 
My thanks are due to Professor Robert Carroll for several helpful comments 
in an earlier version (in [24]) of Section V of this article. 
II 
Let (IV, 11 . 11) be a complex Hilbert space with a normed linear subspace 
(a, /II . 111) whose antidual is (@‘, 111 ’ Ii/‘). Let E: W x 0 + %? be a sesquilinear 
map continuous in the first variable. Thus, we can define a linear map 
K:@+K[@]C w 
bY 
((WI +a) = E(W? 4, VW E w, v+ E CD, (2.1) 
where ((., .)) is the scalar product in W. We are now ready for the following 
theorem. 
THEOREM 2.1. Let L E (@‘, jjl . II]‘) be arbitrary. Assume that there exists a 
constant /3 > 0 such that 
IIQII ~Plll4111~ vfjh E @. (2.2) 
Then there exists a uL E W such that 
and 
E&L > $1 = Wh $4 E CD (2.3) 
II UL II < U/P> III L III’. 
Proof. By (2.2) the map K-i: Kc@] + @ exists and is continuous from 
the 11 . I/-topology to the /I( . I/j-topology, and the operator norm of K-l 
does not exceed l//3. Thus, T = LKF is a continuous, antilinear functional 
on K[@]. By the Hahn-Banach theorem [29], T has a continuous norm- 
preserving extension to W, so that there exists uL E W such that 
and 
@L 9 w)) = LK-l(w), VW E K[@], (2.4) 
I/ uL // = norm of T 
< U/P) Ill L Ill’- 
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I f  we put $ = K-lw, then the result (2.3) follows from Eqs. (2.1) and (2.4). 
This completes the proof of the theorem. 
That Lions’ projection theorem (cf. [4, 181) follows easily from Theorem 
2.1 is shown in [24, 271 wherein the proof of the following theorem is also 
available. 
THEOREM 2.2. With K defined by (2.1), the solution uL of Eq. (2.3) is 
unique if and only if K[@] is dense in W. 
Let us point out that the proof of Theorem 2.2 does not make use of 
inequality (2.2). No solution uL may exist for some or all L E (P, /j/ . ill’). In 
the proof of Theorem 2.2 only the linearity property of L is utilized-L need 
not even be continuous. 
III 
We now start developing our main results which will be stated in the form 
of Theorems 3.1, 3.2, and 3.3. We assume (1.3) and define W by (1.4) and 
(1.5). For each t E [0, T], let GT(t): V(t) + H be the restriction of a linear 
operator G(t): H + H satisfying the following conditions: 
(9 
(ii) 
and 
(iii) 
or 
each G(t) is one-to-one, positive, continuous and self- 
adjoint defined on all of H; 
V(t) 3 range of G,(t), Vt E [0, T], and the family 
{GT(t) 1 t E [0, T]} is measurable in the sense explained 
just below the statement (1.9); 
(3.1) 
either {GT(t) 1 t E [0, T]) is a uniformly bounded family of 
operators, each G,(t) being bounded in the I/ . /It-topology, 
i 
Vt E [0, T], S(t) G?(t) can be extended to a bounded linear \ (3.2) 
operator e(t): H-t H defined on all of H such that 
the family (C?(t) I t E [0, T]} is measurable and uniformly 
bounded. 
In addition, we need to make the following assumption: 
(iv) the family {G(t) I t E [0, TJ) is weakly Cr. (3.3) 
These assumptions imply (cf. [4, 11, 241) the existence of a family 
{c;(t) I t E [O, T]} of 1’ mear self-adjoint operators in H defined by 
@l(t) x, Y)H = ; (G(t) x, Y)H 
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for every fixed pair of elements X, y  E H, and both the families {G(t)) and 
{G(t)} are uniformly bounded and measurable on [0, TJ. 
Since G(t) is positive and self-adjoint, G(t)‘/” is well-defined and has the 
same properties. Occasionally we will need to assume that 
the family {G(t)ii2 / t E [0, T]} is weakly Cr. (3.4) 
This assumption implies (3.3) as well as the existence of a uniformly bounded, 
measurable family {G1’2(t) j t E [0, T]} of 1’ mear, self-adjoint operators in H 
such that 
d 
(&2(t) x, Y)~ = - (G( t)1’2 x, Y)~ dt 
for every fixed pair of elements X, y  E H, and 
c?(t) = @l”(t) G(t)li2 + G(t)112 &z(t) (3.5) 
(cf. [I 1, 241) as operators in H. One should be cautioned against confusing 
G’/“(t) with (G(t))‘/“. The existence of (G(t))‘/” is unknown. Neither G(t) 
nor G;‘/*(t) is assumed to be positive, or even lower semibounded. 
We recall the definition (1.7) to introduce the new space of “test functions”, 
@ = G(F) = (G(.) v(.) 1 v(.) EF}CF, (3.6) 
the last set-inclusion statement being a consequence of the assumptions 
(3.1) and (3.2). 
To save writing in future, let us use the notation, 
Y,(G) = 2Re [ - Ior (G(t) 4 h v’(t)h dt] + h jor (G(t) v(t), v(QH dt (3.7) 
in which X is a real constant 2-0 and v  E F. In the sequel we will many a time 
refer to one or the other of the following three calculations. 
(1) Recall (3.3) and the fact that G(t) is self-adjoint to write 
Y,(G) = - jar [$ (G(t) v(t), V@))JI - (c(t) v(t), v(t)),] dt 
+ X jar 1G(t)1’2 v(t)& dt 
= I W91’2 v(O>l; + j= (G;(t) v(t), v(t))i~ dt + A joT 1 G(t)l” v(t)& dt 
0 
(3.8) 
since v(T) = 0. 
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(2) If  (3.4), and therefore (3.5), hold, then we can carry the preceding 
computation a step further if we note that 
= s T[(@'"(t) WY2 v(t), a(t)), + (w(t), @2(t) G(t)“2 z~(t))~] dt 0 
so that 
Y,(G) = 1 G(0)1’2 o(O)l& + 2Re Jo’ (@l’(t) G(t)1’2 w(t), ~(t))~ dt 
+ X joT j G(t)1’2 o(t)l$ dt. 
(3.9) 
(3) If  h > 0 and (3.4) holds, then we have another way of computing 
Y,dG), namely, 
Y,(G) = - s,’ [(G(t)l12 v(t), G(t)1’2 v’(t))H + (G(t)1’2 o’(t), G(t)1’2 v(t)&] dt 
+ h joT 1 G(t)1’2 v(t)l& dt 
’ z-z- 
SI 
$ (G(t)“” v(t), G(t)“2 v(t))H - (C;l12(t) v(t), G(t)1’2 w(t))H 
- (k(t)1’2 w(t), C;“2(t) w(t)lH] dt + A joT j G(t)1’2 v(t)/i dt 
= I G(0)1’2 @>I& + j’ ) 
0 
Al” G(t)1’2 u(t) + $ C;“‘(t) v(t) I:, dt 
- f jr ] C?“(t) w(t)l$ dt, (3.10) 
0 
because, again, G(t)‘/” is self-adjoint, and v(T) = 0. 
Our next step is to define E: W x Q, + V as 
E(u~ 4) = - joT (u(t), u’(% dt + jok; u(t), w(t)) dt + X jo=(u(t), v(t))H dt 
(3.11) 
where 
w(t) = G(t)-l +(t) (3.12) 
[see (3.6)] and X is a nonnegative constant. We immediately have, recalling 
(1-Q 
E(u, 4) = jr ((u(t), - S(t)-2 w’(t) + d(t)* w(t) + AS(t)-” w(t)))$ dt 
0 
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where &‘(t)* is the adjoint of d(t) in I’(t). This shows that E(., .) is a 
sesquilinear form continuous in the first variable. Hence, equation (2.1) 
yields the following equality in W, 
K+ = - S-“v’ + &*v + hs-%, v  fL @5, (3.13) 
with obvious notations. 
This is the starting point for obtaining, by more or less similar techniques, 
a number of existence results, two of which will be described with examples 
in this section. A few other existence results will be briefly indicated in 
Section V. Our technique reduces to putting a suitable norm //I . Ij/ on @ so 
that the inequality (2.2) is satisfied. It must be borne in mind, however, that 
different norms on @ are likely to necessitate different restrictions on the 
data f and u,, in order to preserve the continuity of L on CD. These restrictions 
appear as regularity conditions on the data. 
So let fl: CD -+ W be an arbitrary linear operator defined on all of 0. 
Taking the W-scalar product of both sides of Eq. (3.13) with (1~~5, and recalling 
(3.6) and (3.12) we obtain, 
In this section we will consider the cases A = K and A = UG-r, U being a 
linear operator in W, suitably defined later. 
First we consider the case fl = K. We may obtain directly from (3.13), 
that VC$ E CD, 
II W il2 = II - S-W + d*v 112 + h[((cd*v, s-2~)) + ((s-%I, a~%))] 
- h[((S-%I’, S-%2)) + ((S-2v, s-Zv’))] + A2 jj s-s 112 
= 11 - S-W + d*v /I2 + 2X Re 
s 
‘a(t; S(t)-2 v(t), u(t)) dt 
0 
+ hYAW2) (3.15) 
[see (3.7)]. Now we are ready to state our first theorem. 
THEOREM 3.1. Assume the existence of the operators G(t) in H satisfying 
the conditions (3.1) and (3.2). Assume the validity of either the set of conditions 
(A) or the set oj conditions (B) described below. 
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Conditons (A) 
(Ai) S(.)m2 is weakly 0 on [0, T]. 
(Aii) Constants h > 0, 6, > 0 exist so as to satisfy 
Re JOr a(t; S(t)p2 v(t), v(t)) dt + f  JOr (Sp2(t) v(t), ~(t))~ dt 
+ vd 1’ j S(t)-’ v(t)/; dt > 0, Vu E F. 
0 (3.16) 
(Aiii) 
uo E W(O)) = WV, fG w = S-l(L2(H)). (3.17) 
Conditions (B) 
(Bi) S(.)-l is weakly Cl on [0, T]. 
(Bii) Constants h > 0, y  > 0 and 8, > 0 (6, > 0 in the constant domain 
case) exist so as to satisfy 
s 
T 
Re a(t; S(t)-” v(t), v(t)) dt 
0 
>, & 1’ / S-l(t) v(t)/; dt + 4 (y - I) I S(O)-1 v(O)& 
0 
+ % Ior I SW1 v(t)l?, dt, VVEF. (3.18) 
(Biii) u. E D(S(0)) = Y(0) and CELL satisfying 
J(t) = (A S-l(t) + Xl’2 S(t)-1) g(t) + S(t)-1 h(t) (3.19) 
a.e. in t for some g, Iz EL2(H). 
Then there exists a u,, E W such that u = uA satisfies Eq. (1.6). 
Proof. We intend to apply Theorem 2.1. 
When conditions (A) hold, we define a norm jjl * I// on @ by 
Ill 4 l/l2 = I WY1 v(O)lk + As, 1’ I s(t)-’ WI: dt 
which, together with (3.8) and (3.15), yields 
J 
T 
11 K$ II2 = 11 - SFv’ + d*v (I2 + 2X Re a(t; S(t)-2 v(t), v(t)) dt 
0 
+ h i/i C HI2 -t h IT (S-V) u(t), v(t)) dt 
0 
+ X2(1 - 8,) 1’ 1 S(t)-’ v(t)l; dt 
0 
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which, in view of (3.16), yields (2.2) with ,8 = A1j2. 
Let us now define L: @ + C by 
L(4) = jar (f(t), V(O)H dt + (uo > 4WH 
and (3.12). We see that, by virtue of (3.17), 
(3.20) 
L(4) = jr (Wf(t), W-l v(t)h dt + (S(O) uo > WY v(Oh 
0 
which shows that L is continuous on (@, ijl Ill). 
We now turn our attention to the case when conditions (B) hold. We turn 
@ into a normed linear space by defining 
II/ 4 II/’ = jar 1 & S-‘(t) v(t) + P” S(t)-l v(t) I2 dt 
If 
Indeed, 
+ 82 jr1 s(t)-' v(t>li dt + Y I SW1 v(O)li , V4EE. 
0 
III 4 ill = 0 implies s ’ 1 S(t)-’ v(t)& dt = 0 0 
whenever [S, > 0] or [S, = 0 and s-l(t) = 0, Vt]. Thus, /II qS Ij/ = 0 implies 
z, = 0 which implies 4 = 0. This definition of II/ 4 I// together with (3.10) 
and (3.15) yields 
11 K+ II2 = 11 - F2v’ + d*v II2 + 2A Re j * a(t; S(t)-2 v(t), v(t)) dt 
0 
+ h Ill 4 Ill 2 + w - r> I w)-l 4wf 
- j’ 1 ii-‘(t) v(t)/& dt - AS, j’ 1 S(t)-’ v(t)/; dt 
0 0 
which, in view of (3.18), again yields (2.2) with /3 = A112. 
It remains to note that with L defined by (3.20), we obtain from (3.19), 
L(4) = j’ (g(t), & s-l(t) v(t) + W2 S(t)-l v(t)), dt 
0 
+ Jbr (4th SW Wh, dt + (S(O) *o , WY VPhf . 
I f  6, = 0 and &l(t) = 0, this yields 
I-W < (I g lLzcH, + $5 I h lLztHJ + $3 I S(O) u. I,) Ii1 9 III , 
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and if 6, > 0, we obtain 
showing that in either case L E (@‘, 1~~ . Iii’). This completes the proof of the 
theorem. 
We will now illustrate the use of this theorem by giving a few constant 
domain examples. In the constant domain case, V(t) = V, Vt E [0, T], and 
((., .))$ is denoted by ((. , .))v. In all these examples we will take 6, = 1, 
y  = 1 and 6, = 0, so that each of (3.16) and (3.18) reduces to 
T 
Re 
s 
a(t; S(t)-2 v(t), v(t)) dt 3 0, tlvEF, (3.21) 
0 
and (3.17) and (3.19) become equivalent. It may be possible to choose G 
in various ways. We will, however, choose G = P2. Then (3.21) reduces to, 
by virtue of (3.12) and (3.6), 
.T 
Re 
1 a(t; 9(t), W(t)) dt 3 0, 
V4 G <p = S-2(F). (3.22) 
0 
We collect these results in the form of a theorem. 
THEOREM 3.2. Let H be a separable Hilbert space with a dense subspace V 
which is also a Hilbert space with continuous inclusion injection: V---f H. Let 
Vt E [0, T], 0 < T < co, a(t; ., .); V x V ---)r 9? be a continuous sesquilinear 
form with the map t tt a(t; x, y); [0, T] 4 %? measurable and bounded for 
every Jixed pair of elements x, y  E V. Let S: V + H be Carroll’s standard 
operator. Then, under the assumption (3.22), equation (1.6) possesses a solution 
u E W = S1(L2(H)) for every pair of data (f, uo) where f E W and u. E V. 
Theorem 3.2 is an improvement upon Theorem 3.1 (with n = 2, /3 = 1) 
of [II] wherein, in place of (3.22), one had to satisfy the more restrictive 
condition, 
Re & 4(t), S”#W) 2 a II @)ll”Y , Vc$ E S-‘(F) (3.23) 
for almost all t E [0, T], for some positive constant OL independent of t. 
Clearly (3.22) is satisfied whenever (3.23) is (thus, examples 3.4 and 3.6 
of [l I] serve to illustrate noncoercive applications of our Theorem 3.2 also). 
That the converse is not true is shown by the following noncoercive examples. 
EXAMPLE 3.1. Our first example enlarges upon example 3.4 of [ll], 
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which is associated with the Schrodinger-type differential equation 
ut + gu, + hu = f. Thus, let H = L2((0, 1); %), V = HoI, and let VU, e, E Y, 
dt; u, v) = j-k, t) U,(t) c(t) & + lo1 h(t, f) u(t) v(t) d[, (3.24) 
0 
where g and h are real-valued functions on [0, T] x [0, I] satisfying 
2h - h,, - g, 3 0, 2h + gz 3 0 V(4 x> E [O, Tl x [O, 11 
and (3.25) 
g(t, 1) < 0, g(t, 0) 3 0 vt E [O, T]. 
We assume that h, h, , h,, , g, g, are all continuous though, in fact, less may 
be needed. Explicit examples of such g and h are easily available, e.g., 
(1) g(t, X) = t% - Px~, h(t, X) = - t2x + (3P/2), in which case 
2h - g, = 2t2 = 2h - h,, - g, , 2h + g, = 4t2(1 - x), 
or 
(2) g(t, X) = (t2/2) - t2x2, h(t, X) = t2x, in which case 
2h - g, = 4t2x = 2h - h,, - g, , 2h + g, = 0, 
or 
(3) g(t, x) = (e3z - e3x) 0(t), h(t, x) = (4 e3 - e3%) 0(t), (3.26) 
O(t) being a bounded, measurable, nonnegative, real-valued function on 
[0, T]. In this case, 
2h - h,, - g, = (2e3 + 4e3*) e(t), 
2h + g, = e3”0(t), 
2h - g, = (2e3 - 5e35) e(t). 
(3.27) 
Note that, if O(t) # 0, then 2h - g, is actually negative in a neighborhood of 
x = 1. 
As shown in [I 11, (3.24) leads to 
2Re a(t; #(t), S24(t)) = I’ (2h - h,, 
0 
-g~)l~12d~+~01(2h+g~)I~~ledx 
- ‘a 1) I Mt3 111” +x(4 0) I A&, WI” (3.28) 
which is nonnegative by virtue of the conditions (3.25). Thus, (3.22) is 
satisfied. 
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We want to emphasize that (3.24) d e fi nes a noncoercive form. Indeed, as 
shown in [l I], 
2Re a(t; U, U) = 1’ (2h - gz) 1 u I2 dx, vu E v, 
0 
which can actually be made positive as well as negative by choosing u suitably 
in the particular case wheng and h are given by (3.26) (see comments following 
(3.27)). This is a highly noncoercive situation. Also, with some of the specific 
g’s and h’s that we have provided above, 2h - h,, - g, and 2h + g, are not 
bounded away from zero in [0, T] x [0, 11. Th us, as (3.28) shows, no strictly 
positive constant 01 is available to satisfy (3.23). 
EXAMPLE 3.2. Let Q be an open connected region of W”, p being a 
positive integer and .%’ denoting the system of real numbers. An element 
of Q will be denoted by x. Let H = L2(G; %?), and let the Hilbert space V 
be a dense subset of H with continuous inclusion injection : V -+ H. Let a 
map g : Q + %’ satisfy the conditions, 
Reg30, 
VEV implies gv E v. 
With e(t) a nonnegative, integrable, real-valued function on [0, 2’1, define 
a@; u, v) = O(t) ((u, gv))v vu, v  E v, Vt E [O, T]. (3.29) 
Then, 
vl$ E CD = P(F), 
4t; 54% (S2#) (4) = e(t) ((540, gP24) (t))) v  
= w v+#J(t)l gS2Wh 
= e(t) jog(X) I s24(t, 41” dx. 
Hence, we obtain (3.22). Since g is not given to be bounded away from zero, 
we can easily construct a noncoercive example. For example, let 
L? = (0, 1) x (0, 1) c%?. 
Let V = Hol, g(x, y) = x and O(t) = I. Then Vu, v  E V, (3.29) yields, 
a(t; 24, v) = joljol x[uv + u,v, + u,tiJ dx dy + j,ljol u,v dx dy 
so that 
Re a(t; u, U) = s,‘I: x[l u j2 + I u, I2 + j u, I”] dx dy. 
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This shows that if 01 > 1, then 
and if 0 < 01 < 1, then 
Re a(t; u, U) < cy. I/ u ii”y, vu E C$((O, a/2) x (0,01/2); vi). 
Thus, a(t; ., .) is noncoercive. 
Let us recall that we have so long been dealing with the case A = K in 
(3.14), and our results until now depended on the equality (3.15). We will 
now examine some of the consequences of letting A = UG-l in (3.14) where 
U: W -+ W is defined by a family {U(t) j t E [0, T]} of uniformly bounded, 
continuous operators U(t): V(t) -+ V(t) by the relation (Uzu) (t) = U(t) w(t) 
VW E W for almost all t E [0, T]. We assume that VW E W, the map 
t + Ii U(t) W(t)l/,: [0, T] ---f %? 
is measurable, and that each U(t) is the restriction to V(t) of a positive, self- 
adjoint, one-to-one operator o(t): H+ H with domain H. We further 
assume that o(.) is weakly Cl on [0, T]. 
In view of (3.12) we have V+ E @ 
Ad = lJG-‘cjS = Uv. (3.30) 
We then have, from (3.14), that V4 E @, 
and, therefore, using the notation (3.7), 
2Re(( Uv, I@)) = 2Re f  r a(t; U(t) v(t), v(t)) dt + YaA( 0) 
0 
<211 uvl//iK~II. 
(3.31) 
THEOREM 3.3. Assume the existence of operators G(t) in H satisfying (3.1) 
and (3.2). Then, under each of the following two sets of conditions (C) and (D), 
there exists a u,, E W such that u = u,, satisfies Eq. (1.6) for a given f  E L2(H) 
and a given u. E H such that O-If and o(O)-1/2 u. are defined. 
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Conditions (C) 
(Ci) o(.) is weakly Cl on [0, T]. 
(Cii) Constants h 3 0 and a > 0 exist such that 
RejTa(t; U(t)v(t),v(t))dt + $jT(6(t)~(t),~(t)),,dt + XfTl r7(t)1’2~(t)~&dt 
0 0 0 
> 01 
s 
=I1 u(t) v(t)ll: dt, VVEF. (3.32) 
0 
Conditions (D) 
(Di) o(.)l’” is weakly Cl on [0, 2’1. 
(Dii) Constants h > 0, (Y > 0 exist such that 
Re j = a(t; U(t) v(t), v(t)) dt - -& 1’ 1 81’2(t) o(t)]& dt 
0 0 (3.33) 
> 01 s = II u(t) Wll2t dt, 
VVEF. 
0 
This completes the statement of the theorem. 
Proof. Define the norm 111 . II/ on @ = G(F) by 
III d Ill2 = II tJv II2 + I qoY2 $wf (3.34) 
[(recall (3.12)]. Substituting the value of Y2A(o) given by (3.8) in (3.31), and 
utilizing (3.32), we obtain, 
II Uv II II W II 3 t I @-21'2 v(O)lf + a j'll u(t) v(t)ll", dt 
3 min($, 4 Ill + /II2 by i3.34). 
(3.35) 
We arrive at the same result (3.35), ‘f 1 conditions (D) hold, by substituting in 
(3.31) the value of Y,Jo) given by (3.10), and then utilizing (3.33). By 
(3.34), II/ 4 111 3 /j Uv Ij , and, therefore, (3.35) yields (2.2) with /3 = min(3, 01). 
It remains to note that, under our hypotheses, (3.20) yields, 
I WI < / joT U?f> (4, ( W WH dt ) + /V@Y2 uo > ~(OY2 v(O)), I 
so that L is continuous on @ [see (3.34)]. The proof of the theorem is now 
completed by applying Theorem 2.1. 
In Theorem 3.3, U(t) may be variable even when V(t) = V (a constant 
domain) for all t E [0, T]. An example of the other extreme, namely when O(t) 
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does not vary but V(t) does, occurs when o(t) is the identity operator for 
all t. In this latter situation, either of the inequalities (3.32) and (3.33) reduces 
to 
Re 
s 
‘a@; w(t), w(t)) dt > oi /I z, !~2, VEF, 
II 
which is satisfied if the forms a(t; ., .) constitute a coercive family. We have 
thus recovered the familiar existence theorem (cf. [4]) under coercivity in 
the variable domain situation. 
EXAMPLE 3.3. Here we give another version of Example 3.2. This 
would be a weaker version except for the different regularity conditions 
imposed on f and u0 . So, we let Q be an open region of @‘, p being a positive 
integer. Let H =L2(Q; 9) and I/ a dense subspace of H, V itself being a 
Hilbert space with the inclusion injection: V + H continuous. Let g: D ---f %’ 
be a bounded, strictly positive (except on a set of measure zero), measurable 
function such that v  E I’ implies gv E V. Define a(t; ., .) by (3.29), where 
8: [0, T] + V is bounded and measurable with Re B(t) > 01 > 0 for almost 
all t E [0, 7’1, for some constant (II. Defining U: W - W by 
(Uw) (t, x) = g(x) q, x) qt, x) E [O, Tl x Qn, 
we obtain 
4t; (U4 (a v(t)) = O(t) II (t)llt 
so that (3.32) and (3.33) are both satisfied. 
IV 
We know (cf. [4, 181) that in the constant domain situation, (weak) uni- 
queness of solution of Eq. (1.6) is obtained if we have, Vt E [0, 7’1, 
Re a(t; v, a) > 0 for all nonzero v  E V. (4.1) 
An improved result is given in [lo] according to which, in the variable 
domain situation, (weak) uniqueness is obtained if 
and 
Re a(t; o, v) > 0 Vv E V(t) for almost all t E [0, T], 
(4.2) 
{S(t)-” I t E LO, TII is weakly Cl. 
409/46/r-1 1 
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Our discussion in this section will bring out a close relationship between the 
uniqueness question and the denseness of F or @ in W. A significant by- 
product of our discussion will be to obtain uniqueness in a constant domain 
example which does not satisfy (4.2). We begin by noticing that (2.1), (3.7), 
(3.11), and (3.12) yield 
= Re 
r act; G(t) v(t), o(t)) dt + +Yzn(G), v+ E CD. (4.3) ‘0 
LEMMA 4.1. Suppose at least one of the two following conditions hold. 
(1) For all nonzero ZJ E F (see (1.7)) 
Re lra(t; G(t) v(t), v(t)) dt + 4 s’(c(t) v(t), v(t))H dt > 0. (4.4) 
0 0 
(2) A positive constant X exists such that 
Re ST a(t; G(t) v(t), v(t)) dt > & 1 T / c”‘(t) v(t)& dt (4.5) 
0 0 
for all nonzero v  E F. 
Then, as subsets of W, each of <P and K[@] is dense in the other. 
Proof. Deny the validity of the lemma. Then there exists a nonzero (b E @ 
such that ((4, K+)) = 0. Then, in the respective cases when G(.) or G(.)li2 
is weakly Cl on [0, T], (4.3) and (3.8) contradict (4.4), whereas (4.3) and 
(3.10) contradict (4.5). Thus, the lemma is true. 
THEOREM 4.1. Suppose (4.4) OY (4.5) holds. Then a solution of Eq. (1.6) 
is unique if and only if CD is dense in W. 
Proof. I f  @ is dense in W, then by Lemma 4.1, K[@] is dense in W. Now 
define E(., .) by (3.1 l), L(.) by (3.20) and (3.12), and then apply the “if part” 
of Theorem 2.2 to obtain the desired uniqueness. 
If  the solution of (1.6) is unique, then by the “only if part” of Theorem 
2.2, K[@] is dense in W. Lemma 4.1 now says that @ is dense in W. 
This completes the proof of the theorem. 
COROLLARY 4.1. If 
Re /,‘a(t; v(t), v(t)) dt > 0, V nonzero v  E F, (4-b) 
then the solution of (1.6) is unique if and only if F is dense in W. 
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Proof. Let G(t) be the identity operator for each t. Then @ = F, and 
(4.6) implies each of (4.4) and (4.5). Th e corollary now follows from Theo- 
rem 4.1. 
We are now able to recover the following known result. 
COROLLARY 4.2. Let H = L2((0, 1); %?). Suppose V(t) = V, Vt E [0, T], 
and a~~unze (4. I ). Then the solutions of Eq. (I .6) are unique. 
Proof. I f  ZJ EF, z1 + 0, then w(t) f  0 on a subset of [0, T] of positive 
measure. Thus, (4.1) implies (4.6). All that remains to show is that F is 
dense in W = L”([O, T]; I’). This is true because, if X = C,=((O, T); V) @ V, 
then, on one hand X C F C W, and, on the other hand, X is dense in 
L2((0, T); V) @ V which (cf. [29]), m t urn, is dense in L2((0, T); V). This 
proves the corollary. 
A converse to Corollary 4.2 is possible. As proved in [4] and [18], the 
condition (4.1) makes the solution of equation (1.6) unique in the constant 
domain case. Since (4.1) implies (4.6), C orollary 4.1 tells us that F must be 
dense in W = L2([0, T]; V). I f  V(t) is not constant, then one may in general 
expect to encounter some limitation on the way V(t) varies if F is to continue 
to remain dense in W = L2([0, T]; V(t)) = S-‘(L2(H)). We will obtain in 
Corollary 4.3 a set of sufficient conditions under which F remains dense in W. 
But first we quote the following result from [IO]. 
THEOREM 4.2. Under the conditions (4.2), solutions of equation (1.6) are 
(weakly) unique. 
Proof. This theorem is merely a particular case of Theorem 4.9 of [IO]. 
COROLLARY 4.3. If S(.)-2 is weakly Cl on [0, T], then F is dense in W. 
Proof. Construct the variable domain problem-with the given H and 
V(t)-which consists of solving Eq. (I .6) with a(t; ‘, .) defined as 
a@; *, 4 = ((u, V))t Vu, w E V(t) Vt E [0, T]. 
This is a coercive problem satisfying (4.2), and so its solution is unique by 
Theorem 4.2. Since (4.6) is satisfied, Corollary 4.1 yields the desired result. 
Inasmuch as the converse of Corollary 4.3 is not known to be true, Corol- 
lary 4.1 may be looked upon as an improvement on Theorem 4.2 above or 
on Theorem 4.9 of [IO]. 
A constant domain specialization of Theorem 4.1 is obtained if, in (4.4) 
or (4.5), we put G(t) = G = SF, Vt E [0, T], with 
v(t) = I’ Vt E [0, T]. 
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THEOREM 4.3. Suppose, in the constant domain case, 
s 
T  
Re a(t; 4(t), F+(t)) dt > 0 for al2 nonzero+ E @ = Su2(F). (4.7) 
0 
Then a solution of Eq. (1.6) is unique if and only if @ is dense in 
w =L”([O, T]; L’). 
We now proceed to give an example illustrating how Theorem 4.3 may 
be applied. Let H = La((0, 1); V) and suppose Com((O, 1); %) C VC H. 
Since Coa((O, T); U) @ Com((O, 1); g) is dense in L2((0, T) x (0, 1); %), it 
follows that W is dense in L2([0, T]; H). Therefore, by properties of S-l, 
S-l(W) is dense in W = SV(L2(H)) in the topology of W. Since S-l: W + W 
is continuous in the topology of W, and since F is dense in W, we have 
S-l(F) dense in S-l(W), and therefore in W. Repetition of the same argument 
leads to the result that @ = Pa(F) is dense in W. Thus, the stage is set to 
apply Theorem 4.3 to the following example. 
EXAMPLE 4.1. This is Example 3.1 with H = L2((0, 1); U), I’ = Hol, 
a(t; ., .) given by (3.24) and (3.26) with O(t) > 0 Vt. As seen in (3.27), 
2h - h,, - g, > 0 and 2h + g, > 0 V(t, x) E [0, T] x [0, I]. Thus, (3.28) 
yields (4.7). Since @ is dense in W, Theorem 4.3 shows that the solutions of 
the corresponding Eq. (1.6) are unique. Let us emphasize, as before, that this 
example is highly noncoercive, because Re a(t; u, U) takes up positive as well 
as negative values. In particular, Theorem 4.9 of [IO] does not apply to this 
example. 
Equation (3.15), together with Eqs. (3.8) and (3.10), have played a signi- 
ficant role in obtaining Theorem 3.1. These equations can obviously be 
exploited in various other ways to obtain other results of which we describe 
only a few in this section. How useful they are remains to be investigated. 
LEMMA 5.1 (cf. [24]). Under the assumption (4.6), 
(/ - S-%’ + JZZ*V 11 = 0 implies v = 0, if VEF. 
Proof. If v E F satisfies /I - S-%’ + JZJ’*V 11 = 0, then 
S(t)-2 v’(t) = d(t)* v(t) 
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for almost all t E [0, T], and &‘(.)* v(.) E D(S2) = domain of S2. We, there- 
fore, have 
(w(t)* w, $t>))t = ww2 Wh m)t a.e. in t 
and this yields 
Jo7 a(t; 4% 44) dt = s,’ (W, oh, dt, 
the bar denoting complex conjugate. We thus have 
Re 1 r a(t; v(t), o(t)) dt = 3 I’ (v, v)& (t) dt 
0 0 
z-4 I +-YlFI since v(T) = 0 
< 0. 
Hence, by (4.6) u = 0, proving the lemma. 
If (4.6) is true, then Lemma 5.1 allows us to define the norm /// . /Jj on @ by 
111 y5 1112 = 11 - s-‘+I’ + &!*u 112 + A, (5.1) 
where v = S2#, and A is a suitable nonnegative quantity. To obtain the 
inequality (2.2) we may now adopt one of the following two courses. 
(1) If constants 6, 2 0, S, > 0 and h 3 0 exist such that 
2X Re Jr a(t; S(t)-2 v(t), v(t)) dt 
+:(I - 6,) I S(O)-1 .(O)l: + h j-=(.?2(t) v(t), v(t)h dt 
+ h2( 1 - 6,) j” 7 1 S(t)-’ v(t)& dt ‘2 0, VVEF, (5.2) 
0 
then we choose 
A = h8, I S(O)-’ v(O)]; + X26, ST 1 S(t)-’ v(t)& dt. 
0 
Then (3.8), (3.15), and (5.1) will imply (2.2). 
(2) If constants h > 0, yr > 0, y2 > 0, y3 > 0 exist such that 
2A Re 
.r 
’ a(t; S(t)-” u(t), v(t)) dt 
-I-i1 - n) I w-1 4% 
+ 41 - Y2) s,’ / w2 q-l v(t) + p/2 -!- s-l(t) v(t) (; dt 
- (1 + ~3) j-’ I S-‘(t) v(t)/; dt 3 0, VVEF, (5.3) 
0 
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then we choose 
A = Ayl / S(O)-’ v(O)l$ + hy2 JOT / Al” S(t)-’ v(t) + -& s-‘(t) v(t) 1; dt 
t ~3 i,' I s-'(t) v(t)& dt. 
Then (3.10), (3.15), and (5.1) will imply (2.2). 
We can thus use Theorem 2.1 again to yield existence of solution of Eq. 
(1.6) under the hypothesis (5.2) or (5.3). Indeed, different choices of combina- 
tions of the constants 6, , 8, , yi , ys and y3 in (5.2) or (5.3) would amount to 
different kinds of hypotheses, yielding different theorems. In each case, of 
course, an appropriate set of regularity conditions on f and u,, has to be 
worked out so that the antilinear formL on @, defined by (3.20), is continuous 
in the topology given by (5.1). One choice of regularity conditions which is 
consistent with all choices of A > 0 in (5.1) is to have CELL, u,, E H 
satisfying 
f = g’ + s24y, g(O) = 110 (5.4) 
for some g E W with 
g’ E L2( H) and LS’(.) g( .) E D(S( .)“) = domain of s2, 
because then, keeping (3.20) in view, we have VC$ E @, 
(5.5) 
4b) = Jb’ k’(t), v(t)h dt + s,’ (SW2 4t)g(t), v(t))H dt + (g(O), v(O))H 
= JOT (g> v)b (4 dt - JOT (&)v Wh dt 
+ for (P'(t) g(t), W>>t dt + M% VWY 
= ((g, - s-%I' + d*v)) since v(T) = 0. (5.6) 
We have thus arrived at the following proposition. 
PROPOSITION 5.1. Assume that S(.)-l is weakly Cl on [0, T], und assume 
that the conditions (4.6), (5.4), and (5.5) are satisfied. Then there exists a 
solution of equation (1.6) under each of the following two hypotheses. 
(1) Re s 
T 
a(t; S(t)-2 v(t), v(t)) dt > 0, VVEF 
0 
and (5.7) 
Re \r (s-l(t) S(t)-1 v(t), v(t)),, dt >, 0, Vv EF; 
‘0 
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(2) a constant h > 0 exists such that Vv E F 
Re l’u(t; S(t)-‘v(t), v(t)) dt > -& 1’ 1 &l(t) v(t)/: dt. (5.8) 
0 0 
Proof. Define @ = S-2(F) and let the norm on @ be given by (5.1). 
(5.7) implies that (5.2) is true with 6, = 0 = 6, [see the lines preceding (3.9)]. 
(5.8) implies that (5.3) is true with y1 = yz = ya = 0. In both cases A = 0 
and, as noted above, inequality (2.2) results. Once we note (5.6), the proof is 
completed by applying Theorem 2.1. 
In this proposition, assumption (4.6) was made in addition to the hypo- 
theses (5.7) and (5.8). No such additional assumption is needed in the follow- 
ing more general version. 
PROPOSITION 5.2. Assume (3.1), (3.2), (3.4), and one of the following two 
conditions: 
(I) Real constants 6, and 6, exist such that 
Re(@‘“(t) G-“‘(t) v, v)~ > 6, / v  1; , Vv E D(G(t)-““) 
(a similar hypothesis arises in [12, 13, 281; (also cf. [ll, 24]), and 
; (5.9) 
2Re I r a(t; G(t) v(t), v(2)) dt 
0 
> 6, .c 
’ 1 G(t)l12 v(t)jL dt - 1 G(0) v(O)& for all nonzero v  E F; 
0 I 
Or 
(2) A positive constant 6 > 0 exists such that \ 
2Re Jr a(t; G(t) v(t), v(t)) dt 
0 
> 6 
s 
’ 1 @“(t) v(t)\; dt - 1 G(O)l” v(O)/% for allnonzero v  EF. 
0 
Assume that f E L2(H) and u. E H are given satisfying the regularity conditions 
f = g’ + cg + F&g, uo = g(O) (5.11) 
where g satisJes (5.5) and c is a constant satisfying 
i 
- 6, - 3 6, if (5.9) is true 
c> 1 
26- 
if (5.10) is true. 
(5.12) 
Then IQ. (1.6) has a solution. 
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Proof. Let the norm on CD = G(F) be given by 
III 4 //I = /i - Pv’ + d*v + cS-% ~1 vgl E @ (5.13) 
where v  is given by (3.12). Indeed, /// #J III = 0 implies 
(S(t)’ =@‘az(t)* v(t), G(t) v(t>>,~ = (v’(t), G(t) ~(t))~ - c(e)(t), G(t) v(QH 
for almost all t in [0, T]. This, in turn, implies 
2Re 1’ a(t; G(t) v(t), v(t)) dt = -Y,,(G) 
0 
according to (3.7). Equations (3.9) and (3.10) now respectively yield, together 
with (5.12) 
2Re 
s 
T a(t; G(t) v(t), v(t)) dt 
0 
+ 1 G(O)l” v(O)lk + 2Re jOr (c;““(t) G(t)“2 v(t), v(t)), dt 
- (26, + 6,) JOT 1 G(t)1’2 v(t)/; dt < 0 
and 
i 
T  
2Re 4; G(t) VP>, v(t)> dt 
0 
+ 1 G(O)l” v(O)]; + I’ j(2~)l’~ G(t)1’2 v(t) + 142~)~‘~ C?‘(t) v(t)& dt 
0 
- S j”’ 1 C?“(t) v(t)/; dt < 0, 
0 
which contradict (5.9) and (5.10), respectively, unless a = 0. Hence, /I/ 4 I// = 0 
implies 4 = 0. 
Now let E(., .) be defined by (3.11) with X replaced by c. Then (3.13) and 
(5.13) imply 11 K+ II = 111 +//I so that Theorem 2.1 can be applied to obtain 
existence of solution of Eq. (1.6) for It = c and, therefore, for all h (by 
standard arguments of change of variable). We can deduce the continuity 
of L on @ from (5.1 I) and (5.5) by calculations similar to those which led to 
(5.6). This establishes Proposition 5.2. 
We gain very little from Proposition 5.2 so long as we have to contend with 
the conditions (5. II). We have, however, made our point that various existence 
results can be deduced by means of the technique presented in this paper. 
As yet another instance of this technique, we could replace the zeros on the 
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right sides of the inequalities (5.2) and (5.3) by 01 j/ v  112, 01 being a positive 
constant. (5.1) then has to be replaced by 
/!I 4 j1:2 = I( - s-w + &f*v 112 + A + a// v 112, 
so as to ensure that inequality (2.2) is obtained. (5.14) automatically produces 
the result, “;I! 4 I!j = 0 implies C$ = 0”. So this procedure has the advantage 
of not requiring any “extra” condition such as (4.6) needed in Lemma 5.1 
and Proposition 5.1. The regularity conditions (5.4) and (5.5) suffice, and 
are possibly more than necessary to prove continuity of L on @, as is clear 
from (5.6). In fact, (5.6) and (5.14) yield 1 L(+)I < //gJj 11j#/ij . Whether, in 
this way, we end up with a better result than Proposition 5.1 remains to be 
investigated. Another as yet unknown factor is the possibility of arranging 
in a well-defined order all the various existence results obtainable by our 
technique. 
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