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Abstract
We study how to label the vertices of a tree in such a way that we can decide the distance of two vertices in the tree
given only their labels. Gavoille et al. proved that for any such distance labelling scheme, the maximum label length is at least
1
8 log
2 n − O(log n) bits, where n is the number of vertices in the input tree T . They also gave a separator-based labelling scheme
that has the optimal label lengthΘ(log n ·log(Hn(T ))), where Hn(T ) is the height of T . We present two distance labelling schemes,
namely, the backbone-based scheme and rake-based scheme, which also achieve the optimal label length. The two schemes always
perform at least as well as the separator scheme. Furthermore, the rake-based scheme has a much smaller expected label length
under certain tree distributions. With these new schemes, we also can find the least common ancestor of any two vertices based on
their labels only.
c© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
For commonly used graph representations such as adjacency matrices and lists [20], one cannot determine whether
or not two vertices are adjacent in the graph based on only the names of the two vertices. In contrast, Breuer and
Folkman [5,6] proposed to label the vertices in such a way that there exists a polynomial-time algorithm that can
determine the adjacency of two vertices given only their labels. Such a labelling scheme is generally known as
an adjacency labelling scheme. If the length of a label is allowed to be arbitrarily large, then one can encode any
desired information. However, for a labelling scheme to be useful, the label length should be relatively short (e.g.,
polylogarithmic in the size of the graph), and yet the labels allow one to decode the adjacency efficiently (e.g., time
polynomial in the input label lengths). Breuer and Folkman [5,6] proposed to use Hamming distances to label general
graphs. An adjacency scheme labels each vertex with an m-bit label such that two vertices are adjacent if and only if
their labels are at Hamming distance t or less from each other. Breuer and Folkman [6] showed that every n-vertex
graph has a (2n∆, 4∆− 4)-labelling adjacency scheme, where∆ is the maximum vertex degree in the graph. Kannan
et al. [13] gave adjacency labelling schemes with O(log n)-bit labels for several families of graphs, including graphs
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of bounded degrees, graphs of bounded genuses, trees, and various intersection-based graphs such as interval graphs
and c-decomposable graphs. Alstrup and Rauhe [4] improved this upper bound to k log n + O(log∗ n) for the family
Ak of graphs with arboricity k and n vertices.
Adjacency is only one of the basic types of information that a graph representation is usually required to contain. It
is useful and possible to design a more general labelling scheme that also encodes the distance information. A distance
labelling scheme permits one to determine the distance between two vertices efficiently based only on their labels [7,
18]. Peleg [18] gave an O(log2 n)-bit distance labelling scheme for general trees and c-decomposable graphs. He
showed [18] that for a family of n-vertex graphs with Ω(exp(n1+)) non-isomorphic graphs, any distance labelling
scheme must use labels with a total length of Ω(n1+) bits. Peleg [18] also proposed distance labelling schemes with
which the computed distance between two vertices approximates their actual distance. An (`, R)-approximate distance
labelling scheme is a labelling scheme with label length at most ` and provides an estimate Dˆ(u, v) for the distance
dG(u, v) between any two vertices u and v in a graphG such that 1R ·Dˆ(u, v) ≤ dG(u, v) ≤ R·Dˆ(u, v). Peleg [18] gave
an (O(Λ log2 n),
√
2 log n)-approximate distance labelling scheme, where Λ = [log diam(G)], and diam(G) denotes
the diameter of the graph G. Thorup and Zwick [21] improved this result to an (O(n1/k) log1−1/k n log(n∆), 2k−1)-
approximate distance labelling scheme, where k is an integer such that 1 ≤ k ≤ log n. Gavoille et al. [7] studied
the bounds for the label length of distance labelling schemes for several graph families. For general graphs, they
gave a tight bound of Θ(n) bits; for planar graphs, an upper bound of O(
√
n log n) and a lower bound of Ω(n1/3);
for bounded-degree graphs, a lower bound of Ω(
√
n); and for trees, a tight bound of Θ(log n· log(Hn(T ))), where
Hn(T ) is the height of the tree T . Alstrup and Rauhe [3] proved the lower bounds on the label length for supporting
ancestors, siblings and connectivity. Recently, several distance labelling schemes considering bounded distances and
weighted distances have been devised and surveyed by Gavoille and Peleg [12]. Alstrup et al. [2] designed a labelling
scheme for a rooted tree that can compute in constant time the least common ancestor from the labels of any two
vertices. The labels assigned are O(log n) bits for a tree of n vertices. Alstrup et al. [1] studied labelling schemes for
trees, supporting queries of various relationships (e.g., ancestor, sibling, and connectivity) between vertices at small
distance.
In this paper, we study distance labelling schemes for unweighted trees. For trees, Peleg et al. [7] proved that for any
distance labelling scheme, the maximum label length is at least 18 log
2 n − O(log n); they also gave a separator-based
labelling scheme that has a label length O(log2 n), which is asymptotically optimal. Gavoille et al. [11] improved
the label length to O(log n· log(Hn(T ))), where Hn(T ) is the height of the tree T . In this paper, we present two
new distance labelling schemes that not only achieve the asymptotically optimal label length O(log n· log(Hn(T )))
but also have a much smaller expected label length under certain tree distributions. With these new schemes, we can
also find the least common ancestor of any two vertices based only on their labels. Table 1 summarizes our main
results: under the binary search tree distribution, the rake-based scheme outperforms both the backbone-based and
the separator-based schemes on average; under the uniform tree distribution, neither the rake-based scheme nor the
backbone-based schemes performs much better than the separator-based scheme on average. Note that all logarithmic
functions log in this paper are in base 2.
The remainder of the paper is organized as follows. In Section 2, we discuss the preliminaries of distance labelling
schemes and trees. In Section 3, we present our two new labelling schemes and review the separator-based scheme of
Peleg et al. [7]. We study the expected label length for the binary search tree distribution in Section 4, for the uniform
tree distribution in Section 5, and for several other distributions in Section 6. We conclude the paper with some future
research directions in Section 7.
2. Preliminaries
In the remainder of this paper, unless explicitly stated otherwise, a tree is rooted. A tree is a binary tree if each
vertex has at most two children, which are designated as its left and right children [22]. The relative positions of the
children are significant. The size of a tree T , denoted as |T |, is the number of vertices in T . Given two vertices u and
v in a tree T , the unique simple path between u and v in T is denoted as P(u, v, T ). The distance between vertices
u and v in a tree T , denoted as dT (u, v), is the number of edges on the path P(u, v, T ). Given a vertex u in a tree T ,
the level of u is the distance between u and the root r . The height of a tree T is the maximum level over all vertices in
the tree. The width of a tree T is the vertex degree over all vertices in the tree. Given a tree T with n vertices, we use
Hn(T ) to denote the height of the tree. A vertex w is an ancestor of a vertex u if it is on the path P(u, r, T ); the vertex
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Table 1
Summary of the main results of this paper
tree labelling schemes separator backbone rake
based based based
deterministic worst case Θ(log n· log(Hn(T ))) Θ(log n· log(Hn(T ))) Θ(log n· log(Hn(T )))
analysis Theorem 3 Theorem 1 Theorem 2
O(log n· log log n) O(log n· log log n) O(log n· log log log n)
binary search Theorem 5 Theorem 5 Theorem 8
tree distribution Ω(log n· log log n) Ω( log n· log log nlog log log n ) Ω(log n)
Theorem 7 Theorem 6 Lemma 1
O(log2 n) O(log2 n) O(log2 n)
uniform binary Theorem 3 Theorem 1 Theorem 2
tree distribution Ω(log2 n) Ω( log
2 n
log log n ) Ω(
log2 n
log log n )
average case Theorem 11 Theorem 10 Theorem 9
analysis O(log n· log log n) O(log n· log log n) O(log n· log log n)
distributions with Theorem 12 Theorem 12 Theorem 12
E(Hn(T )) =
O(log n)
Ω(
log n· log log n
log k ) Ω(log n) Ω(log n)
Theorem 4 Lemma 1 Lemma 1
O(log2 n) O(log2 n) O(log2 n)
distributions with Theorem 3 Theorem 1 Theorem 2
E(Hn(T )) = Ω(n) Ω(log2 n) Ω(log n) Ω(log n)
Theorem 4 Lemma 1 Lemma 1
u is then called a descendant of w. A vertex w is the least common ancestor of two vertices u, v if w has the largest
level among all common ancestors of u and v. For a tree T and a vertex u, let T u denote the subtree of T formed by
u and all its descendants in T .
A vertex labelling for a tree T is a function L that assigns an integer L(u, T ) to each vertex u in the tree T .
A distance calculator is a function f that computes the distance of two vertices u,v in tree T given only their
labels L(u, T ) and L(v, T ) but not T . A distance labelling scheme is a two-component tuple L = 〈L , f 〉 such
that f (L(u, T ), L(v, T )) = dT (u, v) for any pair of vertices u, v ∈ T . The length of a labelling scheme L
for a tree T with n vertices, denoted as `n(L, T ), is the maximum length of the labels over all vertices in T ,
i.e., `n(L, T ) = maxu∈T |L(u, T )|, where |x | is the number of bits in the integer x . The length of a labelling
scheme L, denoted as `n(L), is the maximum length of the labelling scheme over all trees with n vertices, i.e.,
`n(L) = maxT `n(L, T ).
The proof of the following Lemma 1 is straightforward and is omitted here.
Lemma 1. The expected length of any distance labelling scheme under any tree distribution is at least log n.
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3. Three tree labelling schemes
In this section, we first present two new tree labelling schemes, namely, the backbone-based labelling scheme
and the rake-based labelling scheme. We then review the separator-based labelling scheme [7,18] and discuss the
worst-case performances of these three schemes.
3.1. Backbone-based labelling
Given a tree T with root r , a backbone B(T ) is a path from the root r to leaf formed recursively. If r has no child,
then the backbone is r itself. Assume that r has one or more children and among them h1 is the child such that |T h1 |
is maximum, the backbone is the path of r concatenated by B(T h1), i.e., B(T ) = r,B(T h1). Here, if there is a tie
between two children of r , we choose one randomly.
Given a forest F , let B(F) = ⋃T∈F B(T ). A de-backbone operation removes the edges in B(F) from F and the
remaining graph is a forest D(F). For notational simplicity, we denote D(k)(F) = D(D(k−1)(F)), i.e., D(k)(F) is the
forest after k de-backbone operations on the original forest F . We use CB(T ) to denote the number of de-backbone
operations needed to empty a tree T . The following lemma bounds CB(T ).
Lemma 2. We need at most log(n) de-backbone operations to empty a tree T , where n is the number of vertices in T ;
i.e., CB(T ) ≤ log n − 1.
Proof. LetM(F) be the tree with the maximum size in the forest F . ThenM(D(k)(F)) ≤ M(D(k−1)(F))−12 for any
k ≥ 2. Thus, it takes at most log n − 1 de-backbone operations to make all vertices in a tree isolated.
We are now ready to present our backbone-based labelling scheme LB = 〈LB, fB〉.
Given a vertex u, its label LB(u, T ) is a series of pairs of two elements separated by the “◦” symbol. We call each
two-element tuple a chunk of the label. Let LB(u, T ) = L0(u) ◦ · · · ◦ Li (u) ◦ · · ·La(u). Then Li (u) is the i th chunk
of the label. In Algorithm 1, for each vertex vi , when we assign a child label to v j which is vi ’s child, we assume the
length of the label is logWi , where Wi is the number of children of vertex vi . However, given Wi children, when we
assign a label `, the label length is log ` instead of logWi . With this observation [11], we can reduce the total tree
label length by applying the following reshuffle process.
• First, we apply Algorithm 1 to obtain a label LB(u, T ) for each vertex u. Initially, we mark all the internal vertices
as “unprocessed” and all leaf vertices as “processed”.
• While there are still “unprocessed” vertices, we randomly pick one vertex v such that all of its children are
processed. Without loss of generality, we assume that vi1 , vi2 , . . . , vik are v’s children who are not on the same
backbone as v is. For any vertex w in tree T vi j , the label of LB(w, T ) should contain LB(v, T ) as a common
prefix and the second element of the (a + 1)th chunk is also the same. Assume that LB(w, T ) = LB(v, T ) ◦
La+1(w) ◦ La+2(w) ◦ · · · ◦ Lc(w), we define κ(w) =∑ci=a+2 log(Li (w)[2]), and γ (vi j ) = maxw∈T vi j κ(w).
• We sort the vertices vi1 , vi2 , . . . , vik according to |T vi j | in an ascending order, and let σ be the index of the sorted
list, i.e., |T vσ( j) | is the j th largest. Then we reassign La+1(v)[2] = j to each vertex v if v is in the tree T vσ( j) .
Observe that this reshuffle process does not affect the label of the first element of any chunks. Thus, the Backbone-
Based Distance Decoder proposed in Algorithm 2 does not need to do any modification. The following lemma reveals
a property of the reshuffle process.
Lemma 3. After the reshuffle process of LB , γ (r) ≤ 2 log n, where r is the root.
Proof. Let v be a vertex in tree T u such that the number of chunks in LB(v, T ) is maximized. Let g(u) be the
difference of the number of chunks in LB(v, T ) and LB(u, T ). Below we prove that γ (u) ≤ log(|T u |)+ g(u) by the
induction on |T u |.
Base case: |T u | = 2. In this case, the conclusion trivially holds.
Induction hypothesis: for any |T u | ≤ k, the conclusion holds.
Induction step: consider the case when |T u | = k + 1. Assume that u1, . . . , uk are u’s children in T such that they
are not on the same backbone as u do, and LB(u, T ) = L0(u) ◦ · · · ◦ La(u). For notational simplicity, we let
ni = |T ui |. Notice that ni ≤ k, then γ (w) ≤ log(ni ) + g(w) for every vertex w in T ui . For any vertex ui , we
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Algorithm 1: Backbone-Based Vertex Labelling
Input: A tree T .
Output: A label LB(u, T ) for each vertex u in tree T .
1: for each internal vertex vi do
2: Assign a unique positive label µ(vi , v j ) between 1 and Wi , where Wi is the number of vi ’s child, for every
vertex v j that is vi ’s child.
3: end for
4: for i = 0 to CB(T )− 1 do
5: for each tree T j in forest D(i)(T ) do
6: Let v j be T j ’s root and B(T j ) be its backbone, and v` be v j ’s parent if such a vertex exists.
7: for every vertex vk ∈ B(T j ) do
8: Set LB(vk, T ) = LB(v`, T ) ◦ 〈dT (vk, v j ), µ(v`, v j )〉 if v` exists and LB(vk, T ) = 〈dT (vk, v j ), 0〉
otherwise.
Remark: Here, the symbol “◦” separates the label into chunks.
9: end for
10: end for
11: end for
Algorithm 2: Backbone-Based Distance Decoder
Input: Two labels LB(u, T ) and LB(v, T ), where vertices u, v, and tree T are not part of the input.
Output: The distance fB(LB(u, T ), LB(v, T )) between u and v in tree T .
1: Without loss of generality, we assume LB(u, T ) = L0(u) ◦ · · · ◦ La(u) and LB(v, T ) = L0(v) ◦ · · · ◦ Lb(v)
with a ≥ b. Here, Li (u) is the i + 1th chunk of LB(u, T ).
2: Assume Lc(u) = 〈x, y〉. For notational simplicity, let Lc(u)[1] = x and Lc(u)[2] = y.
3: Set dis = 0 and find the smallest index c such that Lc(u) 6= Lc(v) if such a c exists.
4: if c does not exist then
5: dis = dis+ Li (v)[1] for i = b + 1 to a.
6: else
7: dis = dis+ Li (v)[1] for i = c + 1 to a and dis = dis+ Li (u)[1] for i = c + 1 to b.
8: Set dis = dis + Lc(u)[1] + Lc(v)[1] if Lc(u)[2] 6= Lc(v)[2] and set dis = dis + |Lc(u)[1] − Lc(v)[1]|
otherwise.
9: end if
10: Output fB(LB(u, T ), LB(v, T )) = dis.
The backbone-based distance labelling scheme.
assume ni is ranked as the j th largest, i.e., σ( j) = i . Then, La+1(w)[2] = j for each vertex w in tree T ui . Assume
that 2α < j ≤ 2α+1. Then, nσ(k) ≥ ni for 1 ≤ k ≤ j − 1. Thus, ni ≤ |T u |2α . We can reorganize this to obtain
log(ni )+ log j ≤ log(ni )+ α + 1 ≤ log(|T u |)+ 1. Therefore,
γ (u) = kmax
i=1
max
w∈B(T ui )
(γ (w)+ log j) ≤ kmax
i=1
max
w∈B(T ui )
(log(ni )+ g(w)+ log j)
≤ kmax
i=1 (
log(ni )+ log j)+ g(u)− 1 ≤ kmax
i=1
(
log(|T u |)+ 1)+ g(u)− 1
≤ log(|T u |)+ g(u).
This proves that γ (u) ≤ log(|T u |)+ g(u).
Letting u = r , we obtain that γ (r) ≤ log n + g(u) = log n + CB(T ) = 2 log n.
Notice that the reshuffle process does not depend on any specific properties of the Backbone-Based Distance
Labelling Scheme. Thus, when we change the labelling scheme for the first element, and the label contains at most
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log n chunks, Lemma 3 still holds. Recall that the label of vertex u is LB(u, T ) = L0(u) ◦ · · · ◦Lk(u), and Li (u) is a
tuple composed of two integers. Since
∑k
i=1 log(Li (u)[2]) ≤ γ (r), we have the following theorem.
Theorem 1. Both `n(LB, T ) and the time of decoding are O(log n· log Hn(T )) for any tree T with n vertices.
Proof. From the definition of tree label length and Lemma 3, we have
`n(LB, T ) ≤ log(Hn(T ))·CB(T )+ γ (r) ≤ log n·[log(Hn(T )+ 2].
This finishes the proof.
Following lemma shows the label of the least common ancestor of u and v.
Lemma 4. The least common ancestor of vertices with label LB(u, T ) and LB(v, T ) is (1) the vertex with label
L0(u) ◦ · · · ◦ Lmin a,b(u) if c does not exist; (2) the vertex with label L0(u) ◦ · · · ◦ Lc−1(u) if c exists and
Lc(u)[2] 6= Lc(v)[2]; (3) the vertex with label L0(u) ◦ · · · ◦ Lc−1(u) ◦ 〈min{Lc(u)[1],Lc(v)[1]}, ◦Lc−1(u)[2]〉 if
c exists and Lc(u)[2] = Lc(v)[2].
Proof. The proof is straightforward and is omitted here.
3.2. Rake-based labelling scheme
In this section, we present a new tree labelling scheme based on the tree decomposition scheme of Kao [14].
A chain of T is a path in T such that every vertex of the given path has at most one child in T . A tube of T is a
maximal chain of T , i.e., there is no chain S′ in T such that S is a proper subpath of S′. A root path of a tree is a tree
path whose head is the root of that tree; similarly, a leaf path is one ending at a leaf. A leaf tube of T is a tube that is
also a leaf path. Let LT(T ) denote the set of leaf tubes in T . Let R(T ) = T − LT(T ), i.e., the subtree of T obtained
by deleting from T all its leaf tubes. The operationR is called the rake operation.
A tube system of a tree T is a set of leaf tubes P1, . . . , Pm in T such that T h1 , . . . , T hm are pairwise disjoint, where
hi is the head of Pi . In other words, for all i and j , hi is not an ancestor or descendant of h j . We can iteratively rake
T to obtain tube systems. Every rake operation produces a tube system of T until T is raked to empty. Given a tree
T , let R(i)(T ) be the remaining tree after i th rake operation and CR(T ) be the number of rake operations needed to
make the tree empty. Fig. 1 shows the rake operations that make a tree empty. The following lemma bounds CR(T ).
Lemma 5. It takes at most log n rake operations to make any tree T empty, where n is the number of vertices in T ;
i.e., CR(T ) ≤ log n.
Proof. Given a tree T , there are at most three types of vertices in T : the vertices with more than one child, the
vertices with one child and the vertices with no child (leaf vertices). Let V0(T ),V1(T ),V2(T ) be the sets of vertices
with zero, one, and more than one child respectively in tree T . Let C2(T ) be the sum of the number of children
of the vertices in V2(T ). Then, we have C2(T ) = |V0(T )| + |V2(T )| − 1 and |V0(T )| ≥ |V2(T )| + 1. Therefore,
C2(R(T )) ≤ C2(T )− |V0(T )| = |V2(T )| − 1 ≤ |V2(T )|−1+|V0(T )|2 = C2(T )2 .
Thus, after at most log(n + 1) − 1 rakes, there is no vertex with two children. This implies that all the remaining
vertices form a tube, and the tree becomes empty after one more rake. This finishes our proof.
Based on the rake operation, we define a labelling scheme LR = (L R, fR) as follows.
Regarding the rake-based scheme, we have the following theorem.
Theorem 2. For any tree T with n vertices, `n(LR, T ) = O(log n· log Hn(T )), and the time complexity of decoding
fR using Algorithm 4 is O(log n· log Hn(T )) .
Proof. From Lemmas 3 and 5, we have
`n(LR, T ) ≤ log(Hn(T ))·CR(T )+ γ (r) ≤ log n·(log(Hn(T ))+ 2).
This finishes our proof.
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Fig. 1. An illustration of rake operations. The thick lines form a tube system of the trees.
For the rake-based labelling scheme defined in Algorithm 3 and Algorithm 4, we can also find the least common
ancestor only based on their labels. Given two vertices u and v, we assume that L R(u, T ) = L0(u) ◦ · · · ◦ Li (u) ◦
· · ·La(u) and L R(v, T ) = L0(v) ◦ · · · ◦ Li (v) ◦ · · ·Lb(v). Let c be the smallest index such that Lc(u) 6= Lc(v) if it
exists. The following observation reveals a useful property of the vertex whose label is L0(u) ◦ · · · ◦ Lc(u).
Lemma 6. The least common ancestor of vertices with label L R(u, T ) and L R(v, T ) is (1) the vertex with label
L0(u) ◦ · · · ◦ Lmin a,b(u) if c does not exist; (2) the vertex with label L0(u) ◦ · · · ◦ Lc−1(u) if c exists and
Lc(u)[2] 6= Lc(v)[2]; (3) the vertex with label L0(u) ◦ · · · ◦ Lc−1(u)· ◦ 〈min{Lc(u)[1],Lc(v)[1]},Lc−1(u)[2]〉 if
c exists and Lc(u)[2] = Lc(v)[2].
Proof. This proof is straightforward and is omitted here.
3.3. Separator-based labelling
In this section, we review a tree labelling scheme first proposed by Peleg [18] and improved by Gavoille [11].
The key idea is to find a separator, i.e., a vertex here, of a tree such that the removal of the separator breaks the tree
into several subtrees each with at most half of the vertices in the original tree. Iteratively remove separators of the
remaining trees until all vertices are disconnected. If vertex vi is a separator of the kth iteration, then we call it a k
level separator. Algorithm 5 summarizes the process to label the tree. For more details of the separator-based labelling
scheme please refer to [18] and [11].
Regarding the length of the separator-based labelling scheme, we have the following theorem.
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Algorithm 3: Rake-Based Vertex Labelling
Input: A tree T .
Output: A label L R(u, T ) for each vertex u in tree T .
1: for each internal vertex vi do
2: Assign a unique positive ID µ(vi , v j ) for every vertex v j that is vi ’s child, i.e., µ(vi , va) 6= µ(vi , vb) if va
and vb are vi ’s children.
3: end for
4: Let CR(T ) be the number of rake operations needed to make T empty.
5: for i = CR(T )− 1 down to 0 do
6: for each tube S in LT(Ri (T )) do
7: Let h be the head of S, i.e., the vertex with the smallest level in S, and let h′ be the parent of h in the tree
T if such h′ exists.
8: for each vertex v j in S do
9: if h′ exists then
10: Set the label of v j as L R(v j , T ) = L R(h′, T ) ◦ 〈dT (v j , h′), µ(h′, h)〉.
11: else
12: Set L R(v j , T ) = 〈dT (v j , h), 0〉.
13: end if
14: end for
15: end for
16: end for
17: Apply the reshuffle process to modify the second elements of the chunks of the label.
Algorithm 4: Rake-Based Distance Decoder
Input: Two labels L R(u, T ) and L R(v, T ), where vertices u, v, and tree T are not part of the input.
Output: The distance between u and v in tree T .
1: Assume L R(u, T ) = L0(u) ◦ · · · ◦ La(u) and L R(v, T ) = L0(v) ◦ · · · ◦ Lb(v) with a ≥ b.
2: Set dis = 0 and find the smallest index c such that Lc(u) 6= Lc(v) if such c exists.
3: if c does not exist then
4: dis = dis+∑ai=b+1 di (v).
5: else
6: Set dis = dis+∑ai=c+1 di (v)+∑bi=c+1 di (u).
7: Set dis = dis+Lc(u)[1]+Lc(v)[1] ifLc(u)[2] 6= Lc(v)[2] and dis = dis+|Lc(u)[1]−Lc(v)[1]| otherwise.
8: end if
9: Output fR(L R(u, T ), L R(v, T )) = dis.
The rake-based distance labelling scheme.
Theorem 3. `n(LS, T ) is O(log n· log(Hn(T ))) for any tree T with n vertices.
Proof. From the definition of the separator, we know that the removal of the separator breaks the tree T into at
most k subtrees. Thus, the number of vertices in the subtree with the largest size is between [ |T |k , |T |2 ]. Therefore, the
number of iterations needed to break the tree into single vertices is between [ log nlog k , log n]. Let CS(T ) be the number of
iterations that breaks a tree T into single vertices and vi one of the single vertices, then PROC(vi , T ) calls procedure
PROC exactly CS(T ) + 1 times. Notice that whenever procedure PROC(·) is called, the length of the distance label is
increased by at most log(Hn(T )). Thus, the length of vertex vi ’s label is at most log n· log(Hn(T )) + γ (r), which is
O(log n· log(Hn(T ))).
Theorem 4. `n(LS, T ) is Ω(max{ log n· log log nlog k , log2(Hn(T )}) for any tree T with n vertices and bounded degree k.
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Algorithm 5: Separator-Based Vertex labelling
Input: A tree T .
Output: A vertex labelling scheme L S based on a separator.
1: Let I D(vi ) be the unique ID of vertex vi in the tree T .
2: for each vertex vi ∈ T do
3: Set L S(vi , T )=PROC(vi , T )
4: end for
Procedure 6: PROC(vi , T )
Input: A tree T .
Output: A label L S(vi , T ) for each vertex vi in Tree T .
1: Find a separator v0 for tree T .
2: if v0 = vi then
3: Return 〈0, 0〉.
4: end if
5: Let T1, . . . , Tk be the k trees after the removal of v0 from T .
6: Assume that vi ∈ T j . Then set J (vi ) = 〈dT (vi , v0), j〉.
7: Return J (vi )◦ PROC(vi , T j ).
Separator-based vertex labelling scheme.
Proof. Recall that the number of iterations needed to break the tree into single vertices is between [ log nlog k , log n]. Let
CS(T ) be the number of iterations that breaks a tree T into single vertices and vi one of the single vertices, then
PROC(vi , T ) calls procedure PROC exactly CS(T ) + 1 times. Notice that when procedure PROC(vi , T ) is called,
the label is increased by at least log log |T |. After b log n2 log k c calls, the tree with the maximum size, say Tm , is at
least n
k
b log n2 log k c
≥ n1/2. Thus, the label length of any vertex in Tm is at least log log(n1/2)· log n2 log k . Thus, `n(LS, T ) is
Ω( log n· log log(n)log k ).
If Hn(T ) is the height of the tree T , then after each procedure call PROC(·), the height of one subtree is at least
Hn(T )
2 . The total label length is at least
∑log(Hn(T ))
i=0 i ≥ log
2(Hn(T ))
2 = Ω(log2(Hn(T )).
4. Expected label length under binary search tree distribution
In Section 3, we presented two tree labelling schemes which have the worst case length Θ(log2 n) for any binary
tree. We focus on the expected label length under binary search tree distribution in this section and under uniform tree
distribution in the next section.
4.1. General upper bound
In this subsection, we build a general but not too bad upper bound for the expected length of `n(LR, T ) and
`n(LB, T ) when the trees are binary search trees with usual randomization; that is, the binary search tree is
constructed in a standard fashion (n consecutive insertions) from a random permutation of {1, 2, . . . , n}, where each
permutation is equally likely. It has been proved in [19] that the expected height of a random binary search tree is
E(Hn(T )) = α log n − β log log n + O(1), where
α log
(
2e
α
)
= 1, α ≥ 2;
β = 3
2 log α2
.
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Numerically, α = 4.311 · · · , and β = 1.953 · · · . With the above fact, we can give an upper bound for the expected
length of both backbone-based labelling scheme and rake-based labelling scheme, and this technique can be applied
to other tree randomizations also.
Theorem 5. The expected label lengths for the backbone-based scheme, rake-based scheme, and separator-based
scheme are at most log n· log log n+ logα log n, where α is a constant satisfying the equation α log
(
2e
α
)
= 1, α ≥ 2.
Proof. Recall that the label length `n(LB, T ) ≤ log Hn ·CB(T ). From the results in [10,19] we have,
E(Hn(T )) =
n−1∑
i=1
P(Hn = i)·i ≤ α log n.
From Jensen’s inequality and the concavity of the function f (x) = log x we have
E(log Hn) ≤ logE(Hn(T )) ≤ log[α log n] = log log n + logα.
Combining the above inequality and Lemma 2, we obtain
E (`n(LB, T )) ≤ E(log Hn ·CB(T )) ≤ E(log Hn · log n)
≤ log n·E(log Hn) < log n· log log n + logα log n.
Similarly, E(`n(LR, T )) < log n· log log n + logα log n. Also, we have E(`n(LS, T )) < log n· log log n +
logα log n. This finishes the proof.
Theorem 5 gives an upper bound O(log n· log log n) on the expected tree label length for backbone-based, rake-
based and separator-based schemes. However, the bound given by Theorem 5 is loose. Thus, instead of using Jensen’s
inequality, we introduce the binary random walk and borrow some results in [8], which will be used in the following
sections. Particularly, we consider a complete binary tree Tk with k levels. We use the symbol P for a path from root to
leaf, and with each edge ei we associate a random variable X i in the following manner: Consider all edges levelwise
and from left to right, and identify X1, X2, . . . , X2k+1−2 with U1, 1−U1,U2, 1−U2, . . . ,U2k−1, 1−U2k−1, where
U1,U2, . . . ,U2k−1 are random variables independently drawn from a uniform distribution in [0, 1]. Define Z0 = 1
and Zk = maxP Πei∈P X i for k > 0. Similar to [8], we have,
P(Zk ≥ a) ≤ 2k ·P
(
Πei∈P X i ≥ a
) = 2k ·P(1
a
·e−Gk ≥ 1
)
≤ 2k ·E
((
1
a
)t
e−tGk
)
= 2k
(
1
a
)t
·(t + 1)−k =
(
1
a
)t
·
(
2
t + 1
)k
. (1)
Here, t > 0 could be any positive real number and Gk is a gamma (k) random variable. Given a random binary search
tree T and any internal vertex vi , two subtrees of vi are denoted as T iL and T
i
R . From the definition of binary search
randomization, we have P(|T iL | = k) = P(|T iR | = k) = k|T vi |−1 for any 0 ≤ k ≤ |T vi −1|. When |T vi | is large enough,
we can treat the P(|T iL | = k) as a uniform distribution U ∈ [0, 1] approximately. Thus, Zk could be interpreted as the
fraction between the maximum size of the subtree rooted at some vertices at level k and the size of the original tree.
More formally, let vi be a vertex at level k in a binary search tree T , then
P
( |T vi |
|T | ≥ a
)
< P(Zk ≥ a). (2)
More detailed discussion can be found in [8].
4.2. Lower bound of expected length for backbone-based scheme
Given the upper bound of expected length for the backbone-based scheme, we would like to compute the lower
bound for E(`n(LB), T ) and find the gap between them. The following theorem gives a lower bound for the expected
length of a random binary search tree based on the backbone-based scheme.
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Theorem 6. The expected label length of a random binary search tree for the backbone-based scheme is
Ω( log n· log log nlog log log n ), i.e., E(`(LB), T ) = Ω( log n· log log nlog log log n ).
Proof. Let r be the root of a binary search tree T with size n and Ts be r ’s subtree with a smaller size. Consider the
backbone B(T ) in a tree T . Without loss of generality we assume B(T ) = v1 · · · vh where v1 is the root. We also
assume that T 1, T 2, . . . , T h are the trees when we remove backbone B(T ) from the tree T and T i ⊆ T vi , i.e., the
vertices in tree T i are vertex vi ’s descendants. Substituting t = k − 1 and a = 12 into Inequality (1), we obtain
P
(
Zk ≥ 12
)
≤ 2k+1·
(
2
k
)k
= 2·
(
4
k
)k
.
Set k = log log n2 we obtain
P
(
Z log log n
2
≥ 1
2
)
≤ 2·
(
8
log log n
) log log n
2
<
1
log n
.
Thus,
P
(
|T v log log n2 +1 | ≥ n
2
)
≤ P
(
Z log log n
2
≥ 1
2
)
<
1
log n
.
Let S =∑ log log n2i=1 |T i |, then S+|T v log log n2 +1 | ≥ n− log log n2 . Thus P(S > n2− log log n2 ) > 1− 1log n . If S > n2− log log n2 ,
then there exists some i in [1, log log n2 ] such that |T i | > nlog log n −1, which is equivalent to |T i | ≥ nlog log n . Let event A
be that there exists T i such that |T i | ≥ nlog log n . Then P(A) > P(S > n2 ) > 1− 1log n . Let f (1)(n) = f (n) = nlog log n
and f (k)(n) = f ( f (k−1)(n)) for k ≥ 2. After j de-backbone operations, we have
P(M(D( j)(T )) ≥ f ( j)(n)) ≥ P
(
j∧
i=1
(
M(Di (T )) ≥ f (i)(n)
))
≥
j∏
i=1
(
1− 1
log( f (i)(n))
)
≥
(
1− 1
log( f ( j)(n))
) j
.
Set j = log n2 log log log n and simplify f ( j)(n), we have
f (
log n
2 log log log n )(n) >
n
(log log n)
log n
2 log log log n
= n·
(
1
log log n
) log n
2 log log log n
= n·
(
1
2
) log n
2 = √n.
Thus,
P
(
M(D(
log n
2 log log log n )(T )) ≥ √n
)
≥ P
(
M(D(
log n
2 log log log n )(T )) ≥ f ( log n2 log log log n )n
)
≥
1− 1
log( f (
log n
2 log log log n )(n))

log n
2 log log log n
≥
(
1− 1
log(
√
n)
) log n
2 log log log n
> 1−
2· log n2 log log log n
log n
= 1− 1
log log log n
.
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Recall that the length of the backbone B(T ) is at least log(|T |). Thus,
P
(
`n(LB, T ) > log n· log log n4 log log log n
)
= P
(
`n(LB, T ) > log log(
√
n)· log n
2 log log log n
)
≥ P
(
M(D( j)(T )) ≥ √n
)
≥ 1− 1
log log log n
.
Therefore, E(`n(LB, T )) >
(
1− 1log log log n
)
· log n· log log n4 log log log n = Ω
(
log n· log log n
log log log n
)
. This finishes our proof.
Theorem 6 gives a lower bound that is very close to the upper bound. The gap is only log log log n, and we
conjecture that the lower bound is Ω(log n· log log n) which is tight.
4.3. Lower bound of expected length for separator-based scheme
In this section, we try to compute a lower bound of the expected length for the separator-based scheme, and it can
be obtained directly from Theorem 4.
Theorem 7. The expected label length for a random binary search tree for the separator-based scheme is
Ω(log n· log log n); i.e., E(`(LB), T ) = Ω(log n· log log n).
Proof. For a binary search tree, the degree of the vertex is bounded by 3. From Theorem 4, `(LB) =
Ω(log n· log log n).
Theorems 5 and 7 together show that the expected length for the separator-based scheme for a random binary
search tree is exactly Θ(log n· log log n).
4.4. Upper bound of expected length for rake-based scheme
In this section, we give a tighter upper bound of the expected tree label length for the rake-based scheme. Based on
Inequality (1), we will prove the following theorem.
Theorem 8. The expected label length of a random binary search tree for the rake-based scheme is
log n· log log log n+ logα· log n+ o(1), where α = 213+ 1, i.e., E(`n(LB, T )) = log n· log log log n+ logα· log n+
o(1).
Proof. Given a tree T , let Sˆ(T ) be the last tube of tree T . Removing Sˆ(T ) separates the tree T into a forest F . Assume
that P = Sˆ(T ) = v1 · · · v j is the last tube of the tree where v1 is the root. We also assume that T 1, T 2, . . . , T jL , T jR are
the trees when we remove the last tube Sˆ(T ) from the tree T , where T i is a subtree of T vi and T jL , T
j
R are the left and
right subtrees of T v j . Here, without loss of generality, we also assume that CR(T
j
L ) > CR(T
j
R ). If j < 2
13· log log n,
then we find the last tube of tree |T jL | and concatenate it to P . Repeat the process until the path P has the length
greater than 213· log log n. Recall that in a binary search tree, given a vertex vi , the size of its subtree follows a
uniform distribution on [0, |T vi | − 1].
Plugging t = klog log n − 1 and a = 1log12 n into Inequality (1), we obtain
P
(
Zk ≥ 1
log12 n
)
≤ (log n) 12klog log n−12·
(
2 log log n
k
)k
= 1
log12 n
·
(
213· log log n
k
)k
.
Set k = 213· log log n, then we obtain that
P
(
Z213· log log n ≥
1
log12 n
)
≤ 1
log12 n
. (3)
Thus, if we assume the last vertex of the path as vh and |T h | = λ, where T h is a subtree of vh , from Eq. (3), we have
P
( |T h |
|T | ≥
1
log12 n
)
< P
(
Z213 log log n ≥
1
log12 n
)
≤ 1
log12 n
.
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Therefore,
P
( |T |
λ
≥ log12 n
)
> 1− 1
log12 n
.
Let event A be |T | > log12 n·λ and event B be |T 1| > log10 n·λ. Since T 1 is the subtree rooted at r , the size of T 1
follows the uniform distribution between [1, |T | − 1]. Thus, P(B|A) ≥ 1− 1
log2 n
.
P(A ∧ B) = P(B|A)·P(A) ≥
(
1− 1
log2 n
)
·
(
1− 1
log12 n
)
> 1− 2
log2 n
.
Given a forest F , recall that M(F) is the tree with the maximum size in the forest F . We choose M(F) and
remove the tube Sˆ(M(F)) from tree M(F) if |M(F)| ≥ log8 n·λ. In the meanwhile, we also remove those new
trees with the size smaller than λ from the forest F . We call each operation a decomposition operation and we stop
doing decomposition if the maximum tree size is smaller than log8 n·λ. Initialize the forest F = T 1. In the i th
decomposition operation, we denote the event Ci as this decomposition operation will introduce at least two new
trees with size greater than λ. Thus, we have P(Ci |A ∧ B) ≥ (1 − 1log4 n )2 > 1 − 2log4 n for any iteration i . In the
meanwhile, in each iteration, we remove a tube with size at most Hn and remove trees with size at most Hn ·λ. Let
C(k) = “C1 ∧ C2 ∧ · · · ∧ Ck”, then after log2 n − 1 rounds, the probability that there are log2 n distinct trees with
size greater than λ is at least
P
(
C(log2 n − 1)
∣∣∣A ∧ B) > (1− 2
log4 n
)log2 n
> 1− 2
log2 n
.
Therefore,
P(A ∧ B ∧ C(log2 n − 1)) = P
(
C(log2 n − 1)
∣∣∣A ∧ B) ·P(A ∧ B)
>
(
1− 2
log2 n
)
·
(
1− 2
log2 n
)
> 1− 4
log2 n
.
If event (A ∧ B ∧ C(log2 n − 1)) happens, it means that there are at least log2 n different vertices in the tree
T 1 such that (1) for every vertex u, T u ≥ λ (2) for every pair of vertices u and v, T u and T v are disjoint. Without
loss of generality, we assume that the log2 n vertices are u1, u2, . . . , ulog2 n . Now we use the fact that given k trees
with binary search tree distribution, then the probability that the tree with the smallest size has the number of rake
operations greater than any other tree is at most 1k . Thus,
P
(
CR(T 1) < CR(T h)
∣∣∣A ∧ B ∧ C(log2 n − 1))
≤ P
(
log2 n
max
i=1
{CR(T ui )} < CR(T h)
∣∣∣A ∧ B ∧ C(log2 n − 1)) ≤ 1
log2 n
.
Let D be the event that path P consists of exactly one tube, then
P(D) ≥ P
(
CR(T 1) ≥ CR(T h)
)
≥ P
(
A ∧ B ∧ C(log2 n − 1) ∧
(
CR(T 1) ≥ CR(T h)
))
= P
((
CR(T 1) ≥ CR(T h)
) ∣∣∣A ∧ B ∧ C(log2 n − 1)) ·P(A ∧ B ∧ C(log2 n − 1))
≥
(
1− 4
log2 n
)
·
(
1− 1
log2 n
)
> 1− 5
log2 n
.
Thus, P
(
|Sˆ(T )| ≥ 213· log log n
)
= P(D) < 5
log2 n
.
Given any vertex vi ∈ T , we assume the label of vi is composed of the tube S1,S2, . . . ,Sm where vi is in S1
and Sm = Sˆ(T ). Let X i = 1 if |Si | ≥ α· log log n and X i = 0 otherwise. Recall that P(X i = 1) ≤ 5log2 n . Let
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X =∑mi=1 X i , then µ = E(X) < 5log n . Using the Chernoff’s bound and set δ = log nlog log n·µ we obtain that
P
(
X > (1+ δ)µ = µ+ log n
log log n
)
<
(
1+ δ
2
)−µ·δ
<
(
log2 n
12e log log n
)− log nlog log n
<
(
log n1.5
)− log nlog log n = 2−1.5· log n· log log nlog log n = n−1.5.
Let Φ(vi ) = ∑mj=1 | log(|S j |), then P (Φ(vi ) > log n·(log log log n + logα)) < n−1.5. Recall that the probability
is sampled over every vertex in every distinct binary search tree T . Thus, the sample size is Υ(n)·n where Υ(n) is the
number of different binary search trees with n vertices. Thus, the number of vertices in all binary search trees with
Φ(vi ) > (log log log n + logα)· log n is at most Υ (n)·nn−1.5 . Therefore, the number of different binary search trees with
vertex vi such that Φ(vi ) > (log log log n + logα)· log n is at most Υ (n)n−0.5 . We obtain that
P (`n(LR, T ) ≥ (log log log n + logα)· log n) < n−0.5,
which proves that E(`n(LR, T )) = log n· log log log n + logα· log n + o(1).
Remember that for a tree with n vertices, we need at least log n bits to represent the vertices even without the
requirement to recover the distance. Thus, from Theorem 8, our rake-based Scheme is almost tight. Our conjecture
is that the upper bound could be improved to O(log n), which matches the lower bound. An interesting result drawn
from Theorems 6 and 8 is that under the binary search tree distribution, usually the rake-based scheme is better than
the backbone-based scheme. Recall that for the backbone-based scheme, the length of the backbone B(T ) is at least
log(|T |). However, for the rake-based scheme, every rake operation decreases the height of the tree at least by 1 and
most often more than 1. Thus, the last tube of the tree T , as we proved, is O(log log n)with high probability, compared
with O(log n) for the backbone. Therefore, it is natural that the rake-based scheme outperforms the backbone-based
scheme.
5. Expected label length under uniform binary tree distribution
In this section, we consider the binary trees with uniform distribution; that is every distinct binary tree with n
vertices has the same probability. It is well known that there are Cn enumerations of different binary trees with n
vertices, where Cn is the Catalan Number and is numerically expressed as follows
Cn = 1n + 1
(
2n
n
)
= 2n!
n!·(n + 1)! .
Let r be the root and Ts be r ’s subtree with the smaller number of vertices. Then
P (|Ts | = k) = 2·Cn−1−k ·CkCn .
Recall that Cn = 4n√
pin3
(
1+ O
(
1
n
))
. Then we have
P(|Ts | = k) = 2·
4n−k−1√
pi(n−k−1)3
(
1+ O( 1n−k−1 )
)
· 4k√
pik3
(
1+ O( 1k )
)
4n√
pin3
(
1+ O( 1n )
)
= α(k)·
(
n
(n − k − 1)·k
)3/2
,
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where α(k) = 12√pi
(1+O( 1n−k−1 ))·(1+O( 1k ))
(1+O( 1n ))
. For
√
n ≤ k ≤ n4 we have
P(|Ts | ≥ k) =
n
2∑
i=k
α(i)·
(
(n)
(n − i − 1)·(i)
)3/2
≥
2k∑
i=k
α(i)·
(
(n)
(n − i − 1)·(i)
)3/2
≥
2k∑
i=k
α(i)·
(
1
i
)3/2
≥ 1
2
√
pi
·
2k∑
i=k
(
1
k
)3/2
>
1
2
√
2pi
·k−1/2.
Lemma 7. The expected size of Ts is a
√
n, where a is a constant in the interval
(
1
4
√
2pi
, 2√
pi
·33/2 + 1
)
.
Proof. The lower bound of the expected size of Ts is
E(Ts) =
n
2∑
k=0
P(|Ts | = k)·k >
n
2∑
k= n4
P(|Ts | = k)·k
=
n
2∑
k= n4
α(k)·
(
(n)
(n − k − 1)·(k)
)3/2
·k
>
n
2∑
k= n4
α(k)·
(
1
k
)3/2
·k
>
n
2∑
k= n4
α(k)·k−1/2 ≥ 1
2
√
pi
·n
4
·
(n
2
)−1/2
>
√
n
4
√
2pi
.
The upper bound of the expected size of Ts is
E(Ts) =
n
2∑
k=0
P(|Ts | = k)·k <
n
2∑
k=√n
[
P(|Ts | = k)·k
]
+√n·P(|Ts | <
√
n)
<
n
2∑
k=√n
[
α(k)·
(
(n)
(n − k − 1)·(k)
)3/2
·k
]
+√n
≤ 1√
pi
n
2∑
k=√n
[(
(n)
(n − k − 1)·(k)
)3/2
·k
]
+√n
≤ 1√
pi
n
2∑
k=√n
[
33/2·
(
1
(k)
)3/2
·k
]
+√n
≤ 3
3/2
√
pi
n
2∑
k=√n
k−1/2 +√n
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≤ 2·3
3/2
√
pi
 n2∑
k=√n
1√
k − 1+√k
+√n = 2·33/2√
pi
 n2∑
k=√n
(
√
k −√k − 1)
+√n
≤
(
2√
pi
·33/2 + 1
)
·√n.
Thus, we have
√
n
4
√
2pi
< E(Ts) < ( 2√pi ·33/2 + 1)·
√
n, i.e., E(Ts) = Θ(√n). Thus, E(Ts) = a√n where a is a value
in ( 1
4
√
2pi
, 2√
pi
·33/2 + 1).
Consider the backbone B of a tree T , without loss of generality we assume B(T ) = v1 · · · vh where v1 is the
root. We also assume that D(T ) = {T 1, . . . , T h} where T i ⊆ T vi . If h ≤
√
n
3a log n , then we add dummy empty trees
T h+1, . . . , T
√
n
3a log n . Let M(D(T )) be the tree with the maximum size among T 1, T 2, . . . , T d where d =
√
n
3a log n .
From Lemma 7, we have
Lemma 8. P(|M(D(T ))| ≥ n
log8 n
) ≥ 1− 1log n , where n = |T |.
Proof. Notice a
√
n = E(T 1) > E(T 2) > · · · > E(T d). From Markov’s inequality
P

√
n
3a log n∑
i=1
|T i | ≥ n
2
 ≤ E
(∑ √n3a log n
i=1 |T i |
)
n
2
≤
a·n
3a log n
n
2
≤ 2
3 log n
. (4)
Let event A be
∑ √n3a log n
i=1 |T i | ≤ n2 . Then P(A) ≥ 1 − 23 log n . We denote Bi as the event that
∧i
j=1(|T j | < nlog8 n ),
i.e., the maximum size in forest T 1, . . . T i is not greater than n
log8 n
. Then P(B1) > P(B2) > · · · > P(Bd) where
d =
√
n
3a log n . We will prove that P(Bd) <
1
log n . For the sake of contradiction, assume P(Bd) ≥ 1log n . Let event Ci be
|T i | ≥ n
log8 n
, then
P
(
|M(D(T ))| ≥ n
log8 n
)
=
d∑
i=1
P(Bi−1 ∧ Ci )
=
d∑
i=1
[
P(Ci |Bi−1)·P(Bi−1)
]
> P(Bd)·
d∑
i=1
P(Ci |Bi−1).
Here, we let P(B0) = 1. Recall that P(|Ts | ≥ k) ≥ 14√2pi ·k−1/2 for any
√
n ≤ k ≤ n4 . Thus by setting k = nlog8 n we
obtain P(Ci |A ∧ Bi−1) ≥ ( log4 n4√2pin ) for 1 ≤ i ≤ d . From the definition of conditional probability, we have
P(Ci |Bi−1) = P(Ci ∧ Bi−1)P(Bi−1) ≥
P(Ci ∧ Bi−1 ∧ A)
P(Bi−1)
= P(Ci |Bi−1 ∧ A)·P(A ∧ Bi−1)
P(Bi−1)
≥ P(Ci |Bi−1 ∧ A)·P(A ∧ Bi−1)
≥ P(Ci |Bi−1 ∧ A)·
[
P(A)+ P(Bi−1)− 1
]
≥ log
4 n
4
√
2pin
·
(
1− 2
3 log n
+ 1
log n
− 1
)
= log
3 n
12
√
2pin
for any 1 ≤ i ≤ d . Thus,
P
(
|M(D(T ))| ≥ n
log8 n
)
> P(Bd)·
d∑
i=1
P(Ci |Bi−1) ≥ 1log n ·d·
log3 n
12
√
pin
> 1
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which is a contradiction. Therefore, P(Bd) ≤ 1log n which implies that P(|M(D(T ))| ≥ nlog8 n ) = P(Bd) ≥ 1− 1log n .
This finishes our proof.
5.1. Lower bound of expected length for backbone-based scheme
Using Lemma 7, we give a lower bound for the expected tree label length of the backbone-based scheme.
Theorem 9. The expected tree label length of the backbone-based scheme is Ω( log
2 n
log log n ).
Proof. From Lemma 8, we obtain that P(|M(D(T ))| ≥ n
log8 n
) > 1 − 1log n , where |T | = n. Define f (0)(n) = n,
and f (k)(n) = f (k−1)(n)
log8 f (k−1)(n) for k ≥ 1. Let event Ai be |M
(D(i)(T )) | ≥ |M(D(i−1)(T ))|
log8 |M(D(i−1)(T ))| . Then the probability that
|M (D(k)(T )) | ≥ f (k)(n) is at least
P
(∣∣∣M (D(k)(T ))∣∣∣ ≥ f k(n)) ≥ P( k∧
1
Ai
)
= P(A1)·P(A2|A1) · · ·P(Ak |A1 ∧ A2 · · · Ak−1)
≥
k∏
i=1
(
1− 1
log
(∣∣M (D(i−1)(T ))∣∣)
)
≥
k∏
i=1
(
1− 1
log f (i−1)(n)
)
≥
(
1− 1
log f (k)(n)
)k
.
Set k = log n16 log log n , we obtain f (k)(n) > n(log8 n)k =
√
n and P
(|M (D(k)(T )) | ≥ f (k)(n)) > (1 − 1log√n ) log n16 log log n >
1
2 . Denote event C as
∣∣∣∣M(D log n16 log log n (T ))∣∣∣∣ ≥ f ( log n16 log log n )(n) and event Di as |B(M (D(i−1)(T )) | ≥√|M(D(i−1)(T ))|
3a log(|M(D(i−1)(T ))|) . From Eq. (4), we have P(Di |C) ≥ 1 − 23 log√n = 1 − 43 log n for 1 ≤ i ≤
log n
16 log log n . Let
D =∧ log n16 log log ni=1 Di , then
P(C ∧ D) = P(C)·P(D|C) ≥ 1
2
·
(
1− 4
3 log n
) log n
16 log log n
>
1
4
.
Thus, E(`n(LB, T )) > P(C ∧ D)· log n· log n16 log log n = log
2 n
64 log log n . Therefore, the expected label length of a tree with
labelling scheme LB is Ω( log
2 n
log log n ), i.e., E(`n(LB, T )) = Ω( log
2 n
log log n ).
5.2. Lower bound of expected length for rake-based scheme
Unlike the backbone of the tree which has a good structure, the last tube of the tree is not well studied. Assume
that the last tube Sˇ(T ) = v1v2 · · · vh and backbone B(T ) = u1u2 · · · uh′ , where v1 is the root of the tree. We assume
that vb ∈ Sˇ(T ) is the vertex with the lowest level such that |T vb+1 | ≤ |T vb |2 . We call vertex vb the branching of the last
tube and its index b is denoted as γ (T ). From the definition of the backbone, we have vi = ui for 1 ≤ i ≤ γ (T ). The
value of γ (T ) reflects how similar the backbone and last tube look and we have the following lemma.
Lemma 9. P
(
γ (T ) ≥
√
n
3a log n
)
≥ 1− 2log n , where n = |T |.
Proof. We prove it by contradiction. Let A be the event that γ (T ) ≤
√
n
3a log n . Then for the sake of contradiction,
we obtain P(A) ≥ 2log n . Let ui be the child of vγ (T ) such that ui 6= vi+1. From Lemma 7, E(T i ) ≤ a
√
n
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for any 1 ≤ i ≤ γ (T ) − 1 and E(T vγ (T )+1) ≤ a√n. (Recall that the tree T i is a subtree of T vi .) Thus,
E
(∑γ (T )−1
i=1 T i + T vγ (T )+1
)
≤ γ (T )·a·√n = n3 log n . Using Markov’s Inequality, we obtain that
P
((
γ (T )−1∑
i=1
T i + T vγ (T )+1
)
≥ n
3
)
≤ 1
log n
.
Let event B be (
∑γ (T )−1
i=1 T i + T vγ (T )+1) ≤ n3 . Then P(B) ≥ 1− 1log n . Thus,
P(A ∧ B) = P(A)+ P(B)− P(A ∨ B) ≥
(
1− 1
log n
)
+ 2
log n
− 1 ≥ 1
log n
.
The event “A ∧ B” means that |T γ (T )| ≥ n −
√
n
3a log n ·a· log n·
√
n = 2n3 . After log n d-rake operations, the probability
that there exists a tree with size greater than n·( 23 )log n = n2−log 3 is at least ( 1log n )log n . Notice that the number of the
binary trees with n vertices is Cn . Thus there are at least Cn ·( 1log n )log n > O(1) different trees that have a tree with
size greater than n2−log 3, which contradicts Lemma 5.
From Lemma 9, we have the lower bound for the expected tree label length of the rake-based scheme.
Theorem 10. The expected tree label length of the rake-based scheme is Ω( log
2 n
log log n ), i.e., E(`n(LR), T )
= Ω( log2 nlog log n ).
Proof. Let event Ai be γ (M(R(i−1)(T ))) ≥
√
|M(R(i−1)(T ))|
3a log(|M(R(i−1)(T ))|) , then from Lemma 9 we obtain that P(Ai ) ≥
1 − 2log |M(i−1)(T )| . Let event Bi be |M(R(i)(T ))| ≥ |M(R
(i−1)(T ))|
log8 |M(R(i−1)(T ))| , then from Lemma 8 P(Bi |Ai ) ≥ 1 −
1
log |M(R(i−1)(T ))| . Thus, P(Ai ∧ Bi ) = P(Bi |Ai )·P(Ai ) ≥ (1 − 2log |M(R(i−1)(T ))| )·(1 − 1log |M(R(i−1)(T ))| ) ≥
1− 3log |M(R(i−1)(T ))| . Let f (0)(n) = n and f (k)(n) = f
(k−1)(n)
log8( f (k−1)(n)) for k ≥ 1, then
P
(
r∧
i=1
(Ai ∩ Bi )
)
≥
(
1− 1
log
√
n
)r
>
1
2
,
where r = log n8 log log n . Denote event D as
∧r
i=1(Ai ∩ Bi ). Then M(R(0)(T )) > M(R(1)(T )) > · · · >
M(R(r−1)(T )) ≥ f (r)(n) > 1√n . Thus,
E(`n(LR, T )) > P(D)· log
( √
n1/2
3a log(
√
n)
)
· log n
16 log log n
>
log2 n
128 log log n
.
Therefore, the expected label length of a tree with labelling scheme LB is O( log
2 n
log log n ), i.e., E(`n(LB, T )) =
O( log
2 n
log log n ).
5.3. Lower bound of expected length for separator-based scheme
Regarding the height of the binary tree under uniform distribution, we have the following lemma.
Lemma 10. Given a tree T under uniform distribution, the probability that Hn(T ) ≥ n1/4 is at least β, where β is
some constant.
Proof. From Lemma 7, we have E(Ts) = α·√n where α is a constant. Thus, P(Ts ≤ n3/4) ≥ 1 − n1/4α . Assume
B(T ) = v1 . . . vh where v1 is the root. Then, P(T vi ≥ n − (i − 1)·n3/4) ≥ (1 − n1/4α )i−1. Let i = n1/4, then
P(T vi ≥ n − (i − 1)·n3/4) ≥ (1− n1/4
α
)n
1/4−1 ≥ ( 1e )α = β. This finishes our proof.
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Theorem 11. The expected tree label length of the separator-based scheme is Θ(log2 n), i.e., E(`n(LS), T ) =
Θ(log2 n).
Proof. From Theorem 4, the label length of a tree T with height Hn(T ) using the separator-based scheme is at least
Ω(log2(Hn(T ))). From Lemma 10, the probability that Hn(T ) ≥ n1/4 is at least β. Thus, the expected tree label
length of the separator-based scheme is β·Ω(log2(n1/4)) = β16Ω(log2(n)) = Ω(log2(n)). Combining the general
upper bound E(`n(LS), T ) = O(log2 n), we finish the proof.
Conclusion and discussion. The lower bounds of the expected label length of backbone-based, rake-based and
separator-based schemes are Ω( log
2 n
log log n ), Ω(
log2 n
log log n ) and Ω(log
2 n) respectively. These lower bounds either are very
close to or match the upper bounds log2 n, and we conjecture the lower bounds for both the backbone-based and
rake-based schemes are also Ω(log2 n), which is tight.
6. Expected label length under several other tree distributions
In this section, we discuss the upper and lower bounds in a more general setting.
6.1. Some general upper bounds
Generally, we have
Theorem 12. Under any tree distribution, we have
(1) E(`n(LR, T )) ≤ logE(Hn(T ))· log n.
(2) E(`n(LB, T )) ≤ logE(Hn(T ))· log n
(3) E(`n(LS, T )) ≤ logE(Hn(T ))· log n.
Theorem 12 reveals an important information about the expected label length: the upper bound of the expected
label length relates to the expected height of the tree. With Theorem 12, we can have crude but not bad upper bounds
for several commonly used binary tree distributions.
Digital search tree. The heart of some universal data compression schemes is the parsing algorithm due to Lempel and
Ziv [23]. It partitions a sequence into phrases (blocks) of variable sizes such that a new block is the shortest substring
not seen in the past as a phrase. This parsing algorithm plays a crucial role in numerous applications such as efficient
transmission of data discriminating between information sources, test of randomness, estimating the statistical model
of individual sequences, and so forth. The Lempel–Ziv parsing scheme can be efficiently implemented by a special
digital tree called the digital search tree. The digital search tree is constructed as follows. Given n strings of symbols
from the binary alphabet µ = {0, 1}. The empty string is stored in the root, while the first string occupies the right or
the left child of the root depending whether its first symbol is “1” or “0”. The remaining strings are stored in available
vertices (that are directly attached to vertices already existing in the tree). The search for an available vertex follows
the prefix structure of a string. The rule is simple: if the next symbol in a string is “1” we move to the right, otherwise
we move to the left [16,17]. In [15], Knessl and Szpankowski gave the following result on the expected height of a
digital search tree.
Theorem 13 (Knessl and Szpankowski [15]). The expected height of a digital search tree is E[Hn] = log n +√
2 log n − log(√2 log n)+ O(1) as n →∞.
Theorem 14. For digital search trees, the expected tree label length is O(log n· log log n) for rake-based, backbone-
based and separator-based schemes.
Proof. This theorem follows from Theorems 12 and 13 directly.
Binary tree under Yule–Harding distribution. In the Yule–Harding distribution, the trees are constructed by the
following constructive procedure. Make a random permutation of pi1, pi2, . . . , pin of the n leaves, and join pi1 and
pi2 by edges to a root R of degree 2. Add each of the remaining leaves sequentially, by randomly (with uniform
probability) selecting an edge incident to a leaf in the tree already constructed, subdividing the edge, and making
pii adjacent to the newly introduced vertex. Regarding the average height of a Yule–Harding tree, Erdo¨s gave the
following result in [9].
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Theorem 15 (Erdo¨s [9]). For a random semi-labelled binary tree T with n leaves under the Yule–Harding
distribution, after suppressing the root, Hn = Θ(log n), with probability 1− o(1) and E(Hn(T )) = O(log n).
From Theorems 12 and 15, we obtain the following theorem.
Theorem 16. For a random binary tree T with n vertices under the Yule–Harding distribution, the expected label
length is O(log n· log log n) for the rake-based scheme, backbone-based scheme and separator-based scheme.
6.2. Some general lower bounds and conjectures
For the lower bound of the expected label length, we have the following theorem and conjectures.
Theorem 17. For any degree bounded degree tree distribution, if the P(Hn(T ) ≥ E(Hn(T )) = α where α is some
constant, then the expected length of the separator-based scheme isΩ( log(n)· log(E(Hn(T ))log k ), where k is the degree bound.
Furthermore, we have the following conjecture.
Conjecture 1. Under the tree distribution φ, if P(|T u | ≤ α·|T v|) ≥ β for any vertex v and any v’s child u, where α
and β are some constant, then the expected length of the rake-based scheme is O(log n· log log log n) and the expected
length of the backbone based-scheme is Ω( log n· log log nlog k ), where k is the maximum degree of the vertices.
Conjecture 2. Under the tree distribution φ, if P(|T u | ≥ (1− |T v|α)·|T v|) ≥ 1− |T v|β for any vertex v and any v’s
child u, where α and β are some constants smaller than 1, then the expected label length of both backbone-based and
rake-based schemes is Ω( log
2 n
log k ), where k is the maximum degree of the vertices.
From the previous two sections, one may observe that for bounded degree tree distribution, the label length
depends on the expected tree height and size of the largest subtree. When the expected tree height is O(n)
where  is some constant, the label lengths for the backbone-based, rake-based and separator-based schemes are
most likely to be similar, which is close to O(log2 n), under most distributions. When the expected tree height
is O(log n), the backbone-based, rake-based and separator-based schemes can achieve a better expected label
length, which is O(log n· log log n). We also conjecture that the label length of the rake-based scheme can achieve
O(log n· log log log n) or even O(log n) under certain tree distributions, which is tight.
7. Conclusion
In this paper, we have studied how to label the vertices of a tree such that we can decide, given only the labels
of two vertices, their distance in the tree. Specifically, we have presented two new distance labelling schemes which
can achieve the asymptotic optimal length O(log n· log(Hn(T )) and have a much smaller expected label length under
certain tree distributions. We have also shown how to find the least common ancestor of any two vertices based on their
labels only. The rake-based labelling scheme achieves a smaller expected label length than the backbone-based and
separator-based schemes for a certain tree distribution with a low average tree height. A direction for future research
is to close the gaps between the upper bounds and the lower bounds on the expected label length for various tree
distributions.
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