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ABSTRACT
This paper considers the stability of tidal equilibria for planetary systems in
which stellar rotation provides a significant contribution to the angular momen-
tum budget. We begin by applying classic stability considerations for two bodies
to planetary systems — where one mass is much smaller than the other. The
application of these stability criteria to a subset of the Kepler sample indicates
that the majority of the systems are not in a stable equilibrium state. Motivated
by this finding, we generalize the stability calculation to include the quadrupole
moment for the host star. In general, a stable equilibrium requires that the total
system angular momentum exceeds a minimum value (denoted here as LX) and
that the orbital angular momentum of the planet exceeds a minimum fraction of
the total. Most, but not all, of the observed planetary systems in the sample have
enough total angular momentum to allow an equilibrium state. Even with the
generalizations of this paper, however, most systems have too little orbital angu-
lar momentum (relative to the total) and are not in an equilibrium configuration.
Finally, we consider the time evolution of these planetary systems; the results
constrain the tidal quality factor of the stars and suggest that 106<
∼
Q∗ <∼ 10
7.
Key words: binaries: close — planets and satellites: dynamical evolution and
stability — planetary systems — stars: kinematics and dynamics
1 INTRODUCTION
For two-body systems that include both rotational and
orbital motion, the conditions required for the existence
of a stable tidal equilibrium state have been determined
(Darwin 1879, 1880; Counselman 1973; Hut 1980). This
previous work shows that if the system can dissipate en-
ergy, for example through the action of tides, it can evolve
in three possible ways: [1] The orbit of the secondary
can move outward toward an unbound state, albeit at
an ever-decreasing rate. [2] The orbit can decay inward
and eventually collide with the primary. [3] The orbit
can approach an equilibrium configuration characterized
by equal periods for the orbit and spins of both bodies,
circularization of the orbits, as well as alignment of the
three angular momentum vectors.
In recent years, this classic problem has been the sub-
ject of renewed interest because it plays a role in a number
of astrophysical contexts: Hot Jupiters can be destroyed
via tidal dissipation by subgiants (Schlaufman & Winn
2013), and can spin up their parental stars as they spi-
ral inward (Zhang & Penev 2014). The tidal destruc-
tion of extrasolar planets – or lack thereof – can be
used to place constraints on the tidal quality factor
of the host stars (Penev et al. 2012). Similarly, a mass
limit can be derived for hypothetical moons orbiting
Jovian exoplanets (Barnes & O’Brien 2002). Many ex-
trasolar planetary systems with Hot Jupiters (appar-
ently) do not have an equilibrium state, and this com-
plication changes the required description of their sub-
sequent tidal evolution (Levrard et al. 2009). The align-
ment and evolution of planetary obliquity can also
affect the habitability of planets (Heller et al. 2011).
In addition to exoplanets, this issue arises in many
other astronomical systems, including non-spherical bi-
nary asteroids (Scheeres 2002; Bellerose & Scheeres 2008;
Scheeres 2009), common envelope evolution of binary
stars (Taam & Sandquist 2000), the evolution of compact
binary systems (Postnov & Yungelson 2006), and period
gaps in binary millisecond pulsars (Taam et al. 2000).
This paper has two coupled goals. The first goal is
to apply existing stability criteria to the planetary candi-
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dates discovered by the Kepler mission. The second goal
is to generalize the stability criteria. Toward these ends,
we first review the basic approach used in previous work
(Counselman 1973; Hut 1980), and introduce notation
appropriate for the extrasolar planetary systems of in-
terest (Section 2). We apply these stability criteria to
to a subset of the Kepler sample for which stellar rota-
tional periods are measured, and find that the majority
of systems are not in a tidal equilibrium state (Section
3). Motivated by this finding, as well as the applications
outlined above, Section 4 generalizes the classic problem
of the stability of two-body systems containing spin an-
gular momentum by augmenting the stellar potential to
include a quadrupole term. However, this correction is
small and the majority of the observed systems are not
in a tidal equilibrium state. We deduce that the systems
must still be evolving dynamically and consider the cor-
responding implications in Section 5; these results imply
constraints on the tidal quality factor Q∗ of the star. The
paper concludes, in Section 6, with a summary and dis-
cussion of our results.
2 STABILITY OF PLANETARY SYSTEMS
INCLUDING STELLAR SPIN
This section considers the equilibrium state of a two-body
system consisting of a star and a single planet. To find
this state, we need to extremize the system energy E sub-
ject to the constraint that the total angular momentum
is constant. This treatment is parallel to that of previous
work on binary stars (Hut 1980; Counselman 1973), and
analogous to more general treatments of energy meth-
ods in stability problems (Wang et al. 1991; Simo et al.
1991).
In this system, both the energy and angular momen-
tum budgets have contributions from three sources: the
orbit, the spin of the star, and the spin of the planet. For
the systems of interest here, the planets are small and
have relatively little spin angular momentum; we thus
reduce the problem by working in the limit where the
planetary angular momentum vanishes. The orbit of the
star-planet system can be described by the standard six
orbital elements. In this case, however, we are only inter-
ested in the three variables (a, e, i) because the remaining
ones can be averaged over; in other words, they only play
a role on short timescales.
The star has moment of inertia I and spin angular
momentum vector
S = Szˆ ≡ IΩzˆ , (1)
where the zˆ direction is coincident with the pole of the
star and Ω is the angular speed of the star. Following the
treatment of Hut (1980), the total angular momentum of
the system is conserved and is given by
L(a, e, i,Ω) = h+ IΩzˆ , (2)
where h is the orbital angular momentum, with magni-
tude h given by
h2 = µ2G(M +m)a(1− e2) , (3)
where M is the stellar mass, m is the planetary mass,
and µ is the reduced mass1 defined by
µ =
mM
M +m
. (4)
The direction of the orbital angular momentum vector is
defined so that
h · zˆ = h cos i . (5)
The energy of the system is the sum of the orbital and
spin energies, and is given by
E = −
GMm
2a
+
1
2
IΩ2 . (6)
Without loss of generality, we can define the direction of
the orbital angular momentum vector so that
h = (h sin i, 0, h cos i) , (7)
which thus defines the xˆ-axis. The total angular momen-
tum vector L can then be written
L = (h sin i, 0, h cos i+ IΩ) . (8)
2.1 Extremum of the Energy
The basic problem is to find the extremum of the energy
E given by equation (6) subject to the constraint that
the total angular momentum L (given by equation [8])
is constant. The energy is a function of four variables,
including the semimajor axis a, the eccentricity e, the
inclination angle i, and the spin rate Ω of the star. The
mass M of the star, mass m of the planet, and moment
of inertia I are considered fixed. Since the angular mo-
mentum has only two nonzero components, we need two
Lagrange multipliers (equivalently, the Lagrange multi-
plier is a two-dimensional vector). We thus introduce the
two unknown quantities (λx, λz). For each variable xk,
we get an optimization condition of the form
∂E
∂xk
+ λx
∂
∂xk
(h sin i) + λz
∂
∂xk
(h cos i+ IΩ) = 0 , (9)
where the xk are the four variables (a, e, i,Ω).
The above approach yields four equations that spec-
ify the tidal equilibrium state:
[1] For the semimajor axis a, the condition becomes
GMm
a
+ [λx sin i+ λz cos i]h = 0 . (10)
[2] For the eccentricity e, optimization takes the form
[λx sin i+ λz cos i]
e
1− e2
= 0 . (11)
[3] For the inclination angle i, we obtain
λxh cos i− λzh sin i = 0 . (12)
[4] And finally for the rotation rate Ω of the star, the
constraint can be written
IΩ+ λzI = 0 . (13)
1 Note that many different notations exist for the reduced
mass: Here we follow Goldstein (1950) and use µ; compare
with Murray & Dermott (1999) who use µ∗ and Morbidelli
(2002) who uses µ1.
c© 2014 RAS, MNRAS 000, 1–13
On the Stability of Extrasolar Planetary Systems 3
The eccentricity equation (11) implies that e = 0,
and the other equations have solution i = 0, λx = 0, and
λz = −Ω. The remaining condition thus becomes
GMm
a
= Ωh = Ω
Mm
M +m
[G(M +m)a]1/2 . (14)
As a result, the spin rate of the star must match the
orbital angular velocity of the planet,
Ω =
[
G(M +m)
a3
]1/2
. (15)
The total angular momentem is then given by
L = h+ IΩ =
MmG2/3
(M +m)1/3
Ω−1/3 + IΩ . (16)
Given this expression, we see that L→∞ in both limits
Ω → 0 and Ω → ∞. As a result, there exists a critical
value of the total angular momentum LX , such that no
equilibrium exists for smaller values. This critical angu-
lar momentum is determined by finding the minimum of
equation (16) as a function of Ω and is given by
LX =
4
3
[
3I(Mm)3G2
M +m
]1/4
. (17)
At the critical point, the orbital angular momentum
makes up three fourths of the total, whereas the stel-
lar spin represents the remaining one fourth. This result
is in agreement with that obtained earlier (Hut 1980).
2.2 Second Variation
In order for the system to be in equilibrium, the ex-
tremum found in the previous subsection must be a mini-
mum of energy (rather than a maximum). Strictly speak-
ing, the maximum only destabilizes in the presence of
dissipation (Bloch et al. 1994); in the present application
we expect dissipation over the long term, although is can
be rather weak (see Section 5). If we use conservation of
angular momentum,
L = h+ IΩzˆ , (18)
we can write the energy in the form
E = −
GMm
2a
+
1
2I
[
L2 + h2 − 2Lh cos θ
]
, (19)
where θ is the angle between the total angular momentum
L and the orbital angular momentum h. Note that θ is
not the same as the inclination angle defined earlier, but
we can use θ as the third variable and find that θ = i = 0
in the equilibrium state (Hut 1980).
After some algebra, the second derivatives, evaluated
at the equilibrium conditions, have the forms
∂2E
∂a2
=
GMm
4a3
[
−3 +
µa2
I
]
, (20)
∂2E
∂e2
=
GMm
a
, (21)
and
∂2E
∂θ2
=
GMm
a
[
1 +
µa2
I
]
. (22)
Since all of the off-diagonal terms vanish at the equi-
lbrium state, these three second-partial-derivatives also
define the eigenvalues of the relevant Hessian matrix
(Hesse 1872). The second two expressions are manifestly
positive. The only nontrivial constraint required for sta-
bility is that the first expression (from equation [20]) is
positive, which implies
µa2
I
> 3 . (23)
At the critical point, the orbital angular momentum has
the form h = µa2Ω, so the above constraint can be writ-
ten in the alternate form
h = µa2Ω > 3IΩ . (24)
In other words, the orbital angular momentum must be
three times larger than the spin angular momentum in
order for the system to be in its stable equilibrium state
(in agreement with the results of Hut 1980 in the limit
where the companion has no spin). Notice also that since
L = h + IΩ, the above condition can be written in the
alternate form h > 3L/4.
2.3 Stability and Instability
The meaning of the tidal equilibrium state dervied above
can be illustrated by considering the system energy as
a function of angular momentum, or, equivalently, semi-
major axis. First we define the dimensionless energy and
orbital angular momentum according to
E ≡
E
(L2X/2I)
and η ≡
h
LX
. (25)
Next we specialize to the case where the spin of the star is
aligned with the direction of the orbit and the eccentricity
vanishes (note that i= 0 = e is necessary for equilibrium).
The energy from equation (19) then has the form
E = −
27
256
1
η2
+ (ℓ− η)2 , (26)
where we have defined ℓ ≡ L/LX . We then plot the en-
ergy as a function of (dimensionless) orbital angular mo-
mentum, as shown in Figure 1. For ℓ 6 1, no equilbria
are possible, and the energy is a monotonic function of
η. For ℓ > 1, the energy curve has a stable equilibrium
point at some value η+ > 1 and an unstable equilibrium
point at η− < 1. Planetary systems with a given value of
total angular momentum (ℓ) will fall on the correspond-
ing energy curve in this diagram. If their location falls
to the left of the local maximum, the planet can spiral
inward and would eventually be accreted.
Next we want to delineate the parts of parameter
space that lead to stable and unstable configurations.
The binary systems considered here have a large num-
ber of parameters, including the masses m and M , the
stellar rotation rate Ω, the moment of inertia I , and the
orbital elements (a, e, i) of the secondary. Since we are
primarily interested in planetary systems, we can fix the
stellar properties, which are chosen (for now) to be those
of the Sun. For the sake of definitness, we also consider
circular orbits in the plane (e = 0 = i). Some systems
will have smaller stars and different rotation rates, but
c© 2014 RAS, MNRAS 000, 1–13
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Figure 1. Total system energy as a function of dimensionless
orbital angular momentum. Energy curves are shown for a
range of total angular momenta ℓ = L/LX , which are equally
spaced. From bottom to top, the solid curves correspond to ℓ
= 1, 2, 3, 4, and 5; the dashed curves show ℓ = 3/2, 5/2, 7/2,
9/2, and 11/2. Planetary systems (with no external torques)
conserve angular momentum and must follow these paths. In
systems that start to the left of the local maximum, the planet
spirals inwards; in systems that start to the right of the max-
imum, the planet spirals outward until it reaches the local
minimum of energy.
these differences have less dynamic range than those of
the planet masses and semimajor axes. The parameter
space thus reduces to (a,m).
With the above specifications, we plot the regions
of stability in the m-a plane in Figure 2. The semima-
jor axes a are given in units of the stellar radius and
the planet masses are expressed relative to the mass of
Jupiter. This diagram shows that planetary systems can
be unstable for different reasons. The area to the left of
the solid red curve delineates the parameter space for
which the systems have too little total angular momen-
tum (L < LX) so that no equilibrium state is possible;
this condition is denoted here as type-I instability. The
area below the dashed blue line delineates the parame-
ters for which the systems have too little orbital angular
momentum relative to the spin (so that h < 3S); this con-
dition is denoted as type-II instability. Note that systems
can fail both requirements and be unstable for two rea-
sons (for parameters in the middle left part of the plot).
The upper right portion of the diagram delineates the
parameters for which the systems are stable. Note that
systems with Jovian planets are susceptible to type-I in-
stability (not enough total angular momentum), whereas
smaller planets are more likely to suffer type-II instability
(not enough orbital angular momentum). In this context,
small planets are those with lower masses than Neptune.
1 10 100 1000
Figure 2. Regions of stability and instability for systems
where the primary has solar properties. The horizontal axis
marks the semimajor axis of the orbit (in units of solar radii)
and the vertical axis marks the mass of the secondary (in
Jupiter masses). In the region to the left of the solid red curve
(region I), the systems fail to have enough total angular mo-
mentum for tidal equilibrium (L < LX); in the region below
the blue dashed line (region II), systems fail to have enough
orbital angular momentum (h < 3S). Stable orbits fall in the
upper right portion of the plane.
Note that for smaller stars (and/or slower rotation rates),
the region of type-I instability will be larger.
3 APPLICATION TO KEPLER PLANETS
This section uses the stability criteria outlined above
to analyze a subset of the Kepler sample of extrasolar
planet candidates (Batalha et al. 2013). In order to ap-
ply the stability conditions, the rotation rates of the host
stars must be known. Toward that end, we use the results
of McQuillan et al. (2013), who detected rotational peri-
ods for 797 of the stars that host Kepler objects of inter-
est. This set of systems is reduced further by eliminating
known eclipsing binaries, previously published blended
objects, systems that are likely to be eclipsing binaries,
and systems whose centroid motions indicate rotation
and transit modulation on different stars (for further de-
tail, see McQuillan et al. 2013). With this reduction, the
sample of contains 738 planetary systems. Within the
sample, we consider only the innermost planetary candi-
dates, which are then assumed to be real with their re-
ported radii and orbital elements. For the sake of definite-
ness, we convert planetary radii to masses using the re-
lation m =M⊕(Rp/R⊕)
2.1 (Lissauer et al. 2011), which
is appropriate for smaller planets (m < 150M⊕; for ex-
ample, see Weiss et al. 2013 and references therein). The
orbital eccentricities are not generally measured and are
c© 2014 RAS, MNRAS 000, 1–13
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1 10 100
Figure 3. Stellar rotation period versus orbital period of
the innermost planet for Kepler candidates (see Batalha et al.
2013; McQuillan et al. 2013). The blue line depicts equal pe-
riods. Note that the systems do not generally exhibit syn-
chronicity.
set to zero for this analysis. For the stars, in addition to
their reported properties, we assume that the dimension-
less moment of inertia has a single value χ = I/(MR2) =
0.10, which is intermediate between that of a fully con-
vective n = 3/2 polytrope and a fully radiative n = 3
polytrope (e.g., see Figure 2 of Batygin & Adams 2013).
Note that the correction for nonzero eccentricity is O(e2)
and that the moment of inertia dependence has the form
LX ∝ I
1/4 (see equation [17]), so that the results pre-
sented below are relatively insensitive to these approxi-
mations.
First we plot the stellar rotation period versus the
orbital period of the innermost planet, as shown in Fig-
ure 3 (which is analogous to Figure 2 of McQuillan et al.
2013). This figure shows immediately that the observed
planetary systems are not synchronous in general, and
hence are not in stable equilibrium states. The diagonal
blue line in the figure shows the locus of equal periods.
Note that the data fall on both sides of this line of syn-
chronicity. Although more points fall above the line, the
transits are more likely to be observed for shorter orbital
periods, so selection effects could account for this asym-
metry. Another interesting feature of Figure 3 is that it
shows no apparent correlation between the stellar rota-
tion period and the orbital period. In other words, the
data points do not cluster around the expected line of
synchronicity, but rather appear to be completely inde-
pendent.
Given that the planetary systems are not in a co-
rotating state, which is required for equilibrium, the next
step is to determine if such an equilibrium exists. The re-
sult is shown in Figure 4. The vertical axis plots the ratio
of the total (spin plus orbit) angular momentum of the
1 10 100
Figure 4. Ratio of the total angular momentum to the critical
value, plotted as a function of orbital period. Only systems
with sufficient angular momentum, those above the blue line
in the figure, have a tidal equilibrium state. The area below
the line corresponds to region I instability from Figure 2. The
85 systems (out of 738) that fall below the horizontal blue line
have no tidal equilibrium state.
system to the minimum value LX needed for the existence
of an equilibrium state (see equation [17]). This ratio is
plotted versus orbital period of the planet. Even though
most systems are not in tidal equilibrium (as indicated
by Figure 3), an equilibrium state does exist for the ma-
jority of the cases (most systems lie above the critical
line). Nonetheless, 85 systems (out of 738 total) fall be-
low the critical blue line in Figure 4. These systems have
no accessible equilibrium state and are subject to type-I
instability (see Figure 2); these planets must eventually
either spiral inward or outward.
Although a sizable majority (653 out of 738) of the
planetary systems in the sample have enough angular mo-
mentum for a tidal equilibrium state (Figure 4), only a
small fraction of the systems are in a synchronous state
within the observational uncertainties (synchronicity is
one of the conditions to be in stable equilibrium). An-
other requirement to be in stable equilibrium is for the
orbital angular momentum h to represent a sufficiently
large fraction of the total L. For the case of no quadrupole
(q → 0), this condition can be written as h > 3L/4, or,
equivalently, h > 3S. As expected, the ratio h/S is gener-
ally smaller than indicated by this requirement, as shown
in Figure 5. In fact, most of the systems have far too lit-
tle orbital angular momentum, relative to spin angular
momentum, to be in stable equilibrium.
Note that most members of both the Kepler sam-
ple considered here and the set of Hot Jupiters consid-
ered previously (Levrard et al. 2009) fail to reside in their
tidal equilibrium states. However, the two sets of plane-
tary systems are dynamically different: The Hot Jupiter
c© 2014 RAS, MNRAS 000, 1–13
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1 10 100
Figure 5. Ratio of the orbital angular momentum h to the
spin angular momentum S of the star, plotted here plotted as
a function of orbital period. Only systems with h/S > 3, those
above the blue line in the figure, can reside in their tidal equi-
librium state. The area below the line corresponds to region
II instability in Figure 2. This plot shows that the majority of
planetary systems in the sample are not in equilibrium. Only
the systems for which the equilbrium state exists (those with
L > LX) are included in the plot.
systems generally have too little total angular momen-
tum, so that the constraint L > LX is not satisfied; they
are thus subject to type-I instability (see Figure 2). In
contrast, the Kepler systems considered here generally
have enough total angular momentum (Figure 4), but not
enough orbital angular momentum (Figure 5), and are
subject to type-II instability. This difference arises due
to the difference in planetary masses in the two samples.
The Kepler systems generally have much smaller masses,
so that the critical angular momentum LX ∝ m
3/4 is
smaller and the the constraint L > LX is more easily
satisfied. On the other hand, the orbital angular momen-
tum h ∝ m is smaller for these low mass planets, and the
constraint h > 3L/4 is more difficult to meet.
The considerations of the Section 2 show that stabil-
ity requires two conditions, which can be written in the
form
h
L
>
3
4
and L > LX =
4
3
[
3IG2(Mm)3
M +m
]1/4
. (27)
To apply these criteria to observed systems, however, we
must know both the orbital angular momentum and the
spin angular momentum. The latter quantity requires ad-
ditional measurements of stellar properties (to find the
rotation rate) and these are not always available. It is
useful to derive a combined constraint that does not re-
quire data for stellar rotation rates. We can combine the
two constraints in equation (27) to obtain the weaker
condition
h >
3
4
LX =
[
3IG2(Mm)3
M +m
]1/4
. (28)
This constraint can be written in the alternate form
a >
[
3I
µ
]1/2
. (29)
We can write the moment of inertia of the star in the
form I = χMR2, which defines the parameter χ (and
where we expect χ ≈ 0.10 for Solar-type stars). With
this definition, the constraint for stability becomes
a >
[
3χ
M
µ
]1/2
R ≡ RC , (30)
where the second equality defines the weighted stellar
radius RC . For example, for Jovian planets, µ/M ≈ 10
−3,
so the constraint takes the form a > RC ≈ 13R∗.
The constraint of equation (30) is necessary but not
sufficient. Any planetary system in equilibrium must sat-
isfy the constaint, but it remains possible for systems to
satisfy the inequality and still not be in tidal equilibrium.
These latter systems would not satisfy the requirement
that h/S > 3. This issue is illustrated in Figure 6, which
shows the ratio a/RC plotted versus the ratio h/S for
all of the systems in the sample that have enough angu-
lar momentum to allow for an equilibrium state (i.e., for
the systems with L > LX ). The blue lines in the figure
delineate the regions where h > 3S and a > RC . The
simplified constraint of equation (30) does a reasonable
job of specifying the systems that are not in equilibrium.
Nonetheless, 24 systems (out of 653) lie above the hori-
zontal blue but do not fall to the right of the vertical line,
i.e., they do not satisfy h > 3S.
Figures 3 – 6 suggest that the majority of Kepler
systems (those in the sample defined above) have enough
angular momentum to allow the existence of a tidal equi-
librium state, but are not actually in a stable equilibrium.
Compared to the conditions required for stability, the or-
bital periods are not commensurate with the steller spin
periods and the orbital angular momenta are too small
relative to the stellar spin angular momenta. For most
systems, the star spins more slowly than the planet or-
bits around it (see Figure 3), so that the action of tidal
evolution will move the orbits inward toward the star.
Since the systems already have too little orbital angu-
lar momentum, these planets are scheduled for accretion
and hence destruction. For roughly 1/3 of the systems,
however, the star spins faster than the orbit, and tidal
torques will act to move the planets outward.
The above point can be illustrated by plotting the
observed planetary systems on the energy curves defined
by equation (26). For each system, we find the total an-
gular momentum L, the critical angular momentum LX ,
the ratio ℓ = L/LX , and the dimensionless orbital an-
gular momentum η = h/LX . The reduced energy from
equation (26) is plotted as a function of η in Figure 7.
The collection of energy curves shown in the figure cor-
respond to discrete values of the total system angular
momentum ℓ = L/LX = 1, 2, 3, 4, and 5, where the
largest ℓ value produces the largest local maximum. The
heavy red solid curve shows the locations of these max-
ima for continuous ℓ > 1. For systems in which the star
c© 2014 RAS, MNRAS 000, 1–13
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Figure 6. Comparison of two stability criteria. The simplified
condition a/RC > 1 is necessary but not sufficient, whereas
the stricter criterion h/S > 3 requires that the stellar rotation
rates are measured. Most — but not all – of the systems that
satisfy the weaker constraint (and lie above the horizontal line)
also satisfy the stronger constraint (and lie to the right of the
vertical line).
spins faster than the orbital angular velocity, the points
(depicted by open squares) fall to the right of this locus
of maxima. Similarly, for systems where the star spins
more slowly than the orbit, the points (solid triangles)
fall to the left. As a result, systems that fall to the right
of this locus will spiral outward due to tidal interactions
with the star and thereby move toward the tidal equilib-
rium state. Systems that fall to the left of the locus must
spiral inward to move toward lower system energies, but
no equilibrium state can be reached. Within the context
of this model, the planets continually spiral inward. In
practice, however, these curves should be truncated on
the left hand side: For a given system, there exists a min-
imum orbital angular momentum necessary to keep the
planet in orbit outside the star.
Figure 7 shows that more planets will spiral outward
(and hence survive) than the number of planets that al-
ready meet the constraint h > 3IΩ (compare with Figure
5). This ordering makes sense: The requirement that the
system has enough orbital angular momentum to evolve
toward an equilibrium state is less stringent than the re-
quirement h > 3IΩ necessary for the system to reside in
a tidal equilibrium state.
We note that the interpretation used throughout this
section implicitly assumes that the stars are spinning in
nearly solid-body rotation with a well defined rate that
is measured at the surface. It remains possible for only
the outer layers of the star to participate in rotation,
so that the effective stellar moment of inertia is smaller
than expected, perhaps by a factor of ∼ 10 (see also
Levrard et al. 2009). If this were the case, the spin angu-
0.1 1 10
Figure 7. Energy versus orbital angular momentum for the
sample of observed planetary systems. The energy curves are
plotted for discrete values of total dimensionless angular mo-
mentum ℓ = 1, 2, 3, 4, and 5 (from bottom to top). The filled
triangles depict systems for which the star is rotating more
slowly than the orbit, wheras the open squares depict cases
where the star is rotating more quickly. The heavy solid red
line shows the locus of maxima for the energy curves. The
heavy dashed curve shows the energy function in the limit
of zero stellar spin and delineates the lower boundary of the
region accessible to planetary systems.
lar momentum would be smaller, and more of the systems
could be in stable equilibrium states.
4 PLANETARY SYSTEMS WITH STELLAR
SPIN AND QUADRUPOLE MOMENT
The conditions for tidal equilibrium can be generalized
to include the quadrupole moment of the star. This gen-
eralization is interesting for several reasons. The previ-
ous section shows that for one particular sample, most
planetary systems do not reside in a tidal equilibrium
state; we would thus like to know if the inclusion of the
quadrupole moment moves the theoretical equilibrium to-
ward the data (on average). In addition, the quadrupole
term leads to the precession of orbits. This effect, in
turn, affects transit timing variations for orbits with
nonzero eccentricity and/or inclination (Agol et al. 2005;
Holman & Murray 2005), as well as efforts to measure
stellar quadrupole moments (Miralda-Escude´ 2002). Fi-
nally, both the quadrupole and the general relativistic
correction to the potential (Hartle 2003) have the same
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radial dependence (Φ ∝ 1/r3), so this derivation informs
the corresponding relativistic problem.2
This treatment considers the particular case where
the planetary orbit is circular (so that e = 0) and lies in
the plane defined by the stellar spin axis (so that i = 0).
Note that these conditions (e = 0 = i) are assumed here,
but are required for the tidal equilibrium states derived
in Section 2. Notice also that most planetary candidates
with tight orbits tend to have small or vanishing eccen-
tricity. For systems in this state, the orbital radius and
semimajor axis coincide, so that r = a over the entire
orbit. In this case, the gravitational potential (e.g., see
Hartle 2003) reduces to the form
Φ = −
GM
r
−
GQΦ
r3
. (31)
Note that the parameter QΦ can also be written in the
form QΦ = (1/2)J2MR
2, so that QΦ has the same units
as the moment of inertia With this specification, the en-
ergy E of the system can be written as
E = −
GMm
2a
+
GQΦm
2a3
+
1
2
IΩ2 . (32)
Note that the quadrupole moment of the star will also
produce a change in the stellar moment inertia I and
can lead to precession of the spin axis; for the co-planar
systems of interest here, however, we can ignore preces-
sion and simply use the modified value of I . The angular
momentum of the system points in the zˆ direction and
has magnitude L = h + IΩ, where the orbital angular
momentum h has the form
h2 = µm
[
GMa +
3GQΦ
a
]
. (33)
For circular orbits, this expression follows from the spec-
ification of the potential in equation (31) and the defini-
tion of orbital angular momentum (see also Danby 1968).
4.1 Extremum of the Energy
To find the extremum of the energy, subject to the an-
gular momentum being constant, we find the derivatives
of the composite function F = E + λL where λ is the
(single) Lagrange multiplier in the problem. We are left
with only two variables, the semimajor axis a of the orbit
and the stellar rotation rate Ω.
[1] For the semimajor axis a, the derivative ∂F/∂a
provides the condition
GMm
2a2
−
3GQΦm
2a4
+ λ
µm
2h
[
GM −
3GQΦ
a2
]
= 0 . (34)
[2] For the stellar spin rate Ω, the derivative ∂F/∂Ω
provides the condition
IΩ+ λI = 0 . (35)
The second condition implies that λ = −Ω. Using
this specified value of the Lagrange multiplier, the re-
maining constraint of equation (34) can be written in the
form
2 However, we note that the relativistic version of this addi-
tional term depends on the angular momentum, so that the
two problems are not equivalent.
[
1
a2
− Ω
µ
h
] [
M −
3QΦ
a2
]
= 0 . (36)
Formally, each of the factors could vanish and thereby
satisfy the constraint. However, the parameter QΦ can
be written in the form QΦ = (1/2)J2MR
2, where R is
the stellar radius and the dimensionless parameter J2 ≪
1. We also expect R ≪ a. As a result, for almost all
realistic systems M ≫ 3QΦ/a
2, so that the second factor
is nonzero and can be divided out. This leaves us with
the requirement
h = µΩa2 . (37)
Using the definition of the orbital angular momentum h,
one finds
µm
[
GMa +
3GQΦ
a
]
= µ2Ω2a4 , (38)
which reduces to the form
Ω2 =
G(M +m)
a3
[
1 +
3QΦ
Ma2
]
. (39)
In the limit QΦ → 0, we recover the previous result
from equation (15). Even for QΦ 6= 0, however, equa-
tion (39) represents synchronous rotation: The correc-
tion factor for the stellar spin rate is the same factor by
which the orbital angular velocity changes with the in-
troduction of a quadrupole moment (for circular orbits).
Finally, we note that the correction to the rotation rate is
O(J2R
2/a2) ≪ 1. In practice, the size of this correction
term will often be much less than the uncertainties in
the estimates of the stellar masses (which are notoriously
difficult to determine).
4.2 Minimum Total Angular Momentum
The total angular momentum L = h + IΩ. Whereas in
the previous case we could invert the analog of equation
(39) and write a in terms of Ω, in this case it is easier to
eliminate Ω. After some rearrangement the total angular
momentum becomes
L =
[
1 +
3QΦ
Ma2
]1/2
(GMmµ)1/2
{
a1/2 +
I
µa3/2
}
. (40)
We can solve for the critical value of a for which the
angular momentum is minimized, i.e.,
a2min =
I
2µ
{
3 + 3q +
[
9 + 78q + 9q2
]1/2}
, (41)
where we have defined the dimensionless parameter
q ≡
µQΦ
MI
. (42)
Note that q ≪ 1. Using the critical value of the semimajor
axis, we can then find the minimum value of the angular
momentum, which can be written in the form
LX =
[
G2(Mm)3I
(M +m)
]1/4
f(q) , (43)
where we have defined the dimensionless function
f(q) ≡
{
5 + 3q +
[
9 + 78q + 9q2
]1/2}
(44)
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×
{
3 + 9q +
[
9 + 78q + 9q2
]1/2}1/2
21/4
{
3 + 3q + [9 + 78q + 9q2]1/2
}5/4 .
Since q ≪ 1, we can find the leading order correction.
After expanding we thus obtain
f(q) =
4
33/4
{
1 +
1
2
q +O(q2)
}
. (45)
In the limit q → 0, the function f(q) reduces to
f(q)→
4
33/4
. (46)
As a result, in this limit we recover the solution ob-
tained previously for the case where the potential has
no quadrupole term (as expected).
4.3 Second Variation
After eliminating the stellar spin variable, we can write
the energy of the system in the form
E(a) = −
GMm
2a
+
GQΦm
2a3
+
1
2I
(
L2 + h2 − 2Lh
)
, (47)
where L is the total angular momentum and h is the
orbital angular momentum given by equation (33). The
first derivative can be written
dE
da
=
GMm
2a2
−
3GQΦm
2a4
+
1
I
(h− L)
dh
da
= 0 , (48)
and the second derivative becomes
d2E
da2
= −
GMm
a3
+
6GQΦm
a5
(49)
+
1
I
[(
dh
da
)2
+ (h− L)
d2h
da2
]
.
After some algebra, we can write the requirement that
the second derivative is positive in the form[
−
(
1 + 3q
L− h
h
)
+
L
4(L− h)
(
1− 3q
L− h
h
)]
(50)
×
[
1− 3q
L− h
h
]
> 0 ,
where we have used the dimensionless parameter q de-
fined by equation (42). The second factor is positive for
small q, but in general requires the (rather weak) con-
straint
h >
3q
1 + 3q
L . (51)
Positivity of the remaining factor requires that
hL(1 + 3q)− 3qL2 > 4(L− h) [h(1− 3q) + 3qL] , (52)
which can be solved to find the constraint
h
L
> g(q) , (53)
where the function g(q) is defined as
g(q) ≡
3(1− 9q) +
[
9(1− 9q)2 + 240q(1 − 3q)
]1/2
8(1− 3q)
. (54)
To leading order, we can write
h
L
>
3
4
{
1 +
2
3
q +O(q2)
}
. (55)
In the limit q → 0, this constraint reduces to the now-
familiar form h/L > 3/4. Note that the constraint of
equation (53) is much more stringent than that of equa-
tion (51).
Equations (53 – 55) show that the inclusion of the
quadrupole term results in a tighter constraint: A larger
fraction of the total angular momentum must reside in
the orbit. For the observational sample of Section 3,
however, this corrrection is small. The parameter q =
(µ/M)(QΦ/I) = (µ/M)(J2/2). The first factor is typi-
cally µ/M ∼ 10−4 and the second factor J2/2 ∼ 10
−6, so
the correction is not large enough to move the observed
planetary systems out of (or into) equilibrium states.
For completeness we note that the results of this sec-
tion can be useful in other settings. For example, the
dwarf planet Haumea has a large effective J2 ≈ 0.24
(Ragozzine & Brown 2009) due its rapid spin and asym-
metrical shape, where this J2 value is obtained by time-
averaging a rapidly rotating ellipsoid with the observed
axis ratios. In addition, the dwarf planet has two large
satellites, Namaka and Hiiaka, which have experienced
an interesting dynamical history (C´uk et al. 2013). The
results of this section can be used to describe the tidal
equilibrium states of this system, and others.
4.4 Size of the Planetary Spin Term
The treatment thus far has neglected the spin of the
planet. In the equilibrium state, the planet is expected
to have a spin rate that is synchronous with its orbital
angular velocity. It is useful to compare the size of the
additional energy term due to the quadrupole moment
with that due to the planetary spin. We can write the
ratio in the form
Rqs =
GQΦm
2a3
2
IPΩ2
=
QΦm
IPM
. (56)
If the planet and the star have the same internal struc-
ture, then IP = (mR
2
P /MR
2)I , where I is the stellar
moment of inertia. The ratio of energy terms then be-
comes
Rqs =
QΦ
I
(
R
RP
)2
≈ 100
QΦ
I
. (57)
It is thus possible for the spin term to dominate the
quadrupole term, or for the two terms to have compa-
rable sizes (Rqs ∼ 1).
Fortunately, we can readily incorporate planetary
spin into our previous results: Since the extremum con-
dition requires that both bodies and the orbit have the
same angular velocity, the rotation energy and angular
momentum are generalized to the forms
KR =
1
2
IΩ2 +
1
2
IPΩ
2 and LS = IΩ+ IPΩ , (58)
where I is the stellar momentum of inertia and IP is the
planetary moment of inertia. As a result, we can incor-
porate the effects of planetary spin by making the sub-
stitution
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I → I + IP . (59)
This generalized expression should be used for the mo-
ment of inertia in equations (17) and (43).
5 TIME EVOLUTION
Even with the generalization of the stability criteria con-
sidered in Sections 4, the majority of the systems in the
sample are not in a tidal equilibrium state. One explana-
tion for this finding is that the systems are still evolving,
but the relevant time scales are long. More specifically,
we expect tidal interactions between the planets and their
host stars to cause them to spiral inward (outward) when
the stellar spin is slower (faster) than the angular velocity
of the orbit. For most systems, the orbital angular speed
is larger than the stellar spin (Figure 3) so that planets
are expected to be accreted in the long run. Because the
planets are still observable, however, the time scale for
them to spiral into their stars must be longer than the
typical age of the systems.
To test this hypothesis, we consider the time required
for a planet to spiral inward due to tidal dissipation in
the star. Because the coefficient that sets the magnitude
of this effect, the value of Q∗, is highly uncertain, we
consider a simple model where the semimajor axis of the
planet evolves according to
d
dt
(
a
a0
)
= −τ−1∗
(
Ωorb −Ω
Ωorb
)(
a
a0
)
−11/2
. (60)
This form follows from previous work (e.g.,
Goldreich & Soter 1966; Hut 1981). In particular,
we start from equation (3) of Levrard et al. (2009) and
take the limiting form where the eccentricity is zero
and the system is aligned. The factor (Ωorb − Ω)/Ωorb
takes into account the difference between the spin rate
of the star and the angular speed of the orbit (this factor
approaches unity when the star spins slowly compared
to the orbit). The time scale τ∗ is given by
τ∗ ≡
2
9
Q∗
M
m
(a0
R
)5( a30
GM
)1/2
, (61)
where a0 is the starting value of the semimajor axis and R
is the stellar radius. Note that the definition of the tidal
dissipation parameter Q∗ varies by dimensionless fac-
tors of order unity in different treatments (e.g., compare
Goldreich & Soter 1966; Hut 1981; Adams & Laughlin
2006; Levrard et al. 2009). Given the above definitions,
the equation of motion is readily integrated to obtain the
solution
a(t) = a0
[
1−
13
2
t
τ∗
]2/13
, (62)
where we have taken the limit (Ωorb−Ω)/Ωorb → 1. The
total (possible) evolution time is thus given by tevol =
(2/13)τ∗ (see also Adams & Laughlin 2006). In practice,
however, the planet will strike the stellar surface at an
earlier time t = (2/13)τ∗[1− (R/a0)
13/2]. The correction
is small: For a typical close planet with a 4-day orbit,
the difference between tevol and the true evolution time
is less than one part in a million. As a result, we can
1 10 100
Figure 8. Estimated time for planets to spiral into their host
star (plotted here versus current orbital period). Timescales
are calculated assuming Q∗ = 106.
ignore this complication and use tevol as the remaining
lifetime for the planets. To fix ideas, consider a planet in
a 4-day orbit around a solar type star with Q∗ = 10
6. For
a planet with the mass of m = 1 mJ (10 M⊕), the evolu-
tionary time tevol ≈ 6 Gyr (180 Gyr). Low mass planets
can thus survive a long time in tight orbits. This find-
ing suggests the the stellar spin correction (e.g., see Hut
1981) to equation (60) will generally be small: For super-
Earth-mass planets, in order for the evolution time to be
less than the age of the universe, the orbital period must
be substantially less than 4 days; in contrast, the typi-
cal stellar spin periods are much longer (McQuillan et al.
2013).
Figure 8 shows the time scales tevol for our observed
sample of planets to spiral in to their host stars according
to equations (60), (61), and (62). These time scales, which
are given in Gyr, are plotted versus the current orbital
periods. This figure shows the resulting time scales for the
subsample of systems that are unstable and have stellar
periods longer than the orbital periods (if this second
criterion is not met, the planets would spiral outwards).
For completeness, we include the correction for the fact
that the stellar rotation rate is not zero (Hut 1981), but it
has little effect on the results. For the sake of definiteness,
Figure 8 is constructed using the typical value Q∗ = 10
6
for the tidal quality parameter of the star. With this value
for Q∗, the majority of planetary systems have lifetimes
in excess of 1 Gyr; only 14 of the planets (2.6% of the
subsample) are scheduled to be accreted within this time.
For comparison, the ages of the stars are typically in the
range 1 – 6 Gyr. This finding is sensible: One expects
a small fraction of the planets to have short remaining
lifetimes.
Although the small number of planets with small
c© 2014 RAS, MNRAS 000, 1–13
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Figure 9. Distribution of decay times for the planet sample.
For the observed planets in the sample, the solid curves show
the cumulative probability distribution for the time required
to spiral into the host star (limited to t 6 104 Gyr). The three
curves show the projected results for different choices of the
stellar tidal dissipation parameter Q∗ = 107 (top), 106 (mid-
dle), and 105 (bottom). The dashed curve shows the expected
cumulative distribution for an ensemble of systems with an
initial distribution that is uniform in log(t) with ages in the
range 1 – 6 Gyr.
projected survival times seems sensible, we can test this
idea further by constructing probability distributions. In
order to proceed, however, we must specify the start-
ing distribution, which is unknown. The current obser-
vational data-base for extrasolar planets shows that the
distribution of orbital periods or semimajor axis is log-
random to leading order. As a benchmark example, we
thus suppose that the starting distribution of survival
times t0 is log-random, i.e.,
dP
dξ
= N = constant where ξ ≡ log t0 , (63)
where t0 is the time required for a planet to spiral into
its host star from its starting orbit and where N is the
normalization constant. If ∆t is the age of the system,
then the time required to spiral into the star from the
current configuration is given by
t = t0 −∆t . (64)
Next we define
η = log t = log [t0 −∆t] , (65)
and find the probability distribution for the current set
of survival times
dP
dη
= N
eη
eη +∆t
= N
t
t+∆t
. (66)
This expression would provide the probability distribu-
tion if all of the systems have the same age ∆t. We can
include an age spread by assuming that the system ages
are uniform distributed between a mininum age τ1 and a
maximum age τ2. The observed age distribution for Ke-
pler -planet-hosting stars extends from roughly τ1 ≈ 1
Gyr to τ2 ≈ 6 Gyr, although it is weighted toward the
lower end of the range (Walkowicz & Basri 2013; see also
Lanza & Shkolnik 2014). The averaged probability dis-
tribution then takes the form〈
dP
dη
〉
= N ′
t
τ2 − τ1
log
[
t+ τ2
t+ τ1
]
, (67)
where N ′ is the new normalization constant. The cumu-
lative probability is then given by
P (η) = N ′
[
(t+ τ2) log(t+ τ2) (68)
−(t+ τ1) log(t+ τ1)− τ2 log(τ2) + τ1 log(τ1)
]
.
Figure 9 shows the cumulative distribution of sur-
vival times for both the data and the theoretical con-
siderations outlined above. Distributions are determined
from the observational sample by using different values
for the tidal quality factor Q∗ = 10
5, 106, and 107. As
shown in the figure, the distributions obtained with these
values of Q∗ bracket the probability distributed calcu-
lated using the expression of equation (68). More specif-
ically, the data do not favor low values of Q∗ ≈ 10
5 (cf.
Teitler & Ko¨nigl 2014), but rather indicate that the tidal
quality factor lies in the range Q∗ = 10
6 − 107.
6 CONCLUSION
This paper has considered the stability of tidal equilib-
ria for planetary systems with two coupled objectives.
First, we have applied existing stability criteria (Hut
1980) to a subcollection (McQuillan et al. 2013) of the
candidate planetary systems discovered by the Kepler
mission (Batalha et al. 2013). Second, we have general-
ized the classic stability problem to include a quadrupole
moment for the central star. These results indicate that
planetary systems are generally not in — or near — tidal
equilibrium states.
6.1 Summary of Results
We have applied existing stability criteria to observed ex-
oplanet candidates (Section 3) by considering the inner-
most planet and the star as the planetary system. Stabil-
ity requires that the orbital period is the same as the stel-
lar rotational period (equation [15]; Hut 1980). Observed
systems are generally far from synchronous (Figure 3);
most cases have longer stellar periods, but some stars are
rotating faster than their planetary orbits. Stability also
requires that the system has sufficiently large total an-
gular momentum (equation [17]) and that at least three-
fourths of the angular momentum is contained in the or-
bit (equation [24]). We find that most planetary systems
in the sample have enough angular momentum for a sta-
ble equilibrium to exist (Figure 4), but that most plane-
tary systems are not actually in their equilibrium config-
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uration. The majority of the planetary systems have too
little orbital angular momentum for stability (Figure 5).
In order for a planetary system to reside in a stable
tidal equilibrium state, it must have enough total angu-
lar momentum (equation [17]) and enough orbital angu-
lar momentum relative to the total (equation [24]). These
conditions can be combined to obtain a necessary — but
not sufficient — condition for stability (equations [28]
and [30]). This new requirement can be evaluated with-
out knowing the spin rate of the star, and hence can be
applied to a wider sample of observed systems. Moreover,
Figure 6 shows that most systems which satisfy this nec-
essary constraint also meet the more rigorous constraints.
We have generalized the stability calculation to in-
clude the effects of a stellar quadrupole moment (Sec-
tion 4). Stability again requires synchronous rotation,
where the orbital period includes the quadrupole correc-
tion (equation [39]). As before, stability requires that the
total angular momentum is larger than a threshold value
(equation [43]) and that a sufficiently large fraction of the
total angular momentum is carried by the orbit (equation
[53]). However, this quadrupole correction is too small to
change the conclusion that most of the observed plane-
tary systems are not in a tidal equilibrium state.
Given that most observed systems (in our sample)
are not in tidal equilibrium, we consider their possible
time evolution in Section 5. These considerations show
that the time required for planets to be accreted onto
their host stars is almost always longer than the age of the
system (Figure 8). However, some fraction (∼ 2.6%) of
the planetary systems have short evolutionary time scales
(tevol < 1 Gyr) and are expected to be short-lived. To
assess the consistency of this finding, we have constructed
probability distributions for the survival times (Figure
9). If the tidal quality factor of the stars lies in the range
Q∗ = 10
6 − 107, then the observed/inferred distribution
of survival times can be explained with a simple model
where the planets start with a log-random distribution
of initial survival times (basically, a log-random period
distribution) and evolve according to leading order tidal
dissipation theory (equations [60] and [61]).
6.2 Discussion
The results of this work apply to the particular sample of
738 candidate planetary systems for which we have mea-
sured rotational periods for the stars (McQuillan et al.
2013). However, observational biases could be present.
The results presented here assume that the stars are ro-
tating as solid bodies with their reported rotation rates,
and have a single value of the dimensionless moment of
inertia χ = I/(MR2). The critical angular momentum
scales as LX ∝ I
1/4, so these variations are not expected
to influence the conclusions. Nonetheless, it remains pos-
sible for only the outer layers of the star to participate
in rotation, so that the stellar moment of inertia would
be much smaller. In this case, the star would have less
angular momentum for a given rotation rate, so that the
criterion of equation (24) would be more easily satisfied.
The constraints found for the tidal quality factor Q∗
are also subject to uncertainties. The evolutionary sce-
nario presented in Section 5 is not unique because the
initial period distribution is not measured and is not nec-
essarily log-random. The planetary orbits could also start
with nonzero eccentricities, which would lead to different
initial evolutionary paths (although the paths eventually
converge). Additional effects could also influence the re-
sults, including magnetic coupling with the star, stellar
braking through mass-loss, and interactions with addi-
tional planets in the system. All of these issues should
be addressed in future work and as more data become
available. Nonetheless, this paper shows that the simplest
scenario — a log-random initial period distribution and
Q∗ ∼ 10
6 — is consistent with the current Kepler data.
One basic result of this study is that the observed
planetary systems are generally not in tidal equilib-
rium states. Moreover, most systems are apparently far
from equilibrium. Tidal equilibrium implies synchronous
states, but Figure 3 shows that stellar rotation periods
and orbital periods are generally not equal and are not
even strongly correlated. Stability also requires that the
orbital angular momentum exceed the spin angular mo-
mentum by a factor of 3, but Figure 5 shows that most
systems fall short of this benchmark by factors of 10 to
100. In the presence of dissipation — from any source,
not only the simple tidal model encapsulated by equa-
tion (60) — one expects systems to evolve toward an
equilibrium state.
Taken together, the findings summarized above ar-
gue for two properties of these planetary systems. The
first property is that any coupling between the stars and
the planets is weak. Typically, these systems are dynam-
ically old, having experienced of order 1011 orbits, and
yet they still are not even close to an equilibrium state.
The second property is that the formation mechanism is
largely independent of tidal equilibrium considerations.
The planetary systems are produced so far from their
tidal equilibrium states that they almost always remain
far away after ∼ 1011 orbits.
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