Numerical methods for the solution of the structured data least squares problem with special application in digital filtering are investigated. While the minimum mean-square error, i.e. ordinary least squares formulation, solves the linear system of equations for the case of noise in the right hand side, data least squares is formulated for the problem with noise in the coefficient matrix. For the solution of the channel equalization problem of a linear time invariant channel, the coefficient matrix, and hence the error in the coefficient matrix, possesses Hankel structure. Experimental verification demonstrates that the imposition of the structure of the error in the formulation, structured data least squares, generates more accurate solutions than are achieved by either standard ordinary least squares or data least squares, for signals with high signal to noise ratios.
Introduction
In this paper we investigate numerical methods for the solution of the data least squares (DLS) problem, 1 in which the underlying coefficient matrix possesses Hankel structure. The formulation is motivated by the application of DLS for the solution of the channel equalization problem.
2 Digital data transmission through a linear communication channel is basically limited by Intersymbol interference (ISI), i.e. overlap of successive pulses, and additive thermal noise. 2 Thus, the channel is modeled as a linear time-invariant filter with impulse response {h l }
where s k and y k are the transmitted and received signals, respectively, and α k represents the additive white Gaussian noise contamination of the signal. Generally, the channel {h l } is unknown. The purpose of channel equalization is the recovery of the original signal s k from measurements y k by use of an appropriate equalizer {x l }, at the front-end of the receiver. Here as usual we assume that the equalizer is a linear finite-impulse-response (FIR) filter.
The common strategy is to obtain an equalizer from training pairs {s k }, k = n, . . . , n + m − 1, and {y k }, k = 1, . . . , n + m − 1. One of two classical linear equalization methods is zero-forcing, 3, 4 in which the equalizer {x l } n−1 l=0 is constructed so as to completely eliminate the ISI caused by {h l }. The second method is designed to obtain the minimum mean-square error (MMSE), 3 which removes partial ISI effects and partial noise {α k }. This leads to the ordinary least squares problem (OLS)
Here
is the probing or training signal and A is a rectangular Hankel matrix, m > n,
In the rest of this paper we use the name OLS instead of MMSE, which is mostly used in communication. Our focus is the development of a new zeroforcing method for directly calculating the equalizer without estimating the channel {h l }. Suppose that {x l } n−1 l=0 completely removes the ISI, then
Let −E be the noise portion of the matrix A, then the equalizer may be found by solving the DLS problem:
where E F = trace(E H E) is the Frobenius norm of matrix E. The solution of this standard DLS problem is given in Appendix A. Notice, however, that the data error matrix E has the same structure as matrix A. Thus it is more appropriate to modify the DLS formulation to explicitly take account of the Hankel structure in the matrix E. Specifically, the structured DLS (SDLS) algorithm should seek to solve (3) with the Hankel structure of A imposed on E, see (4) , hence reducing the number of independent variables in E to m + n − 1 from mn.
The idea of imposing structure on the underlying model is not novel. The OLS and DLS problems are both special cases of the total least squares (TLS) problem, in which noise is assumed in both A and s. [5] [6] [7] [8] The initial studies, 9-12 which include a structure constraint in the TLS model, namely structured TLS (STLS), have been shown to outperform algorithms which ignore the structure. Recently, numerical stability and efficiency have been taken into account for STLS algorithm development.
13, 14 Rosen et al extended the STLS formulation for solution in a general p−norm, including developing a structured total least norm (STLN) algorithm in which the p−norm of the linearized objective is iteratively minimized using a GaussNewton method. 15 An elegant fast algorithm for STLS was developed by Mastronardi et al 13 to solve the subproblem in the iteration steps of the STLN for the p = 2 case, i.e. STLS, by exploiting the Toeplitz structure. Another approach uses a BFGS quasi-Newton method for more general data block-Toeplitz and block-Hankel structures. 16 Although, SDLS may be considered as a special case of the STLN problem, the STLN algorithm can not be used directly for SDLS. By careful consideration of the properties of the SDLS, a more efficient algorithm is presented. This algorithm is based on sequential quadratical programming (SQP), 17 and uses the data structure to accelerate the speed of the linear system solutions at each iteration. The presented numerical experiments contrast the performance of OLS, DLS and SDLS for generating zero-forcing equalizers.
The rest of this paper is organized as follows. The solution of SDLS using SQP is introduced in Section 2. Numerical experiments are reported in Section 3, and conclusions of the analysis in Section 4. We conclude that the best method, of those methods considered here, for zero-forcing equalization of signals with high signal to noise ratio is indeed the SDLS.
An Algorithm for Structured Data Least Squares
We assume A ∈ R m×n and s ∈ R m , the analysis and development for the complex case follows similarly.
Properties of the SDLS problem
As shown in Section 1 matrix E is used to account for the errors in coefficient matrix A due to the additive noise α k in y k and has Hankel structure, consistent with that of A,
Imposition of this structure on DLS problem (3), yields the SDLS model:
where
it is easy to see that Xα = Ex. Moreover, without loss of generality, assuming that x is a non-zero vector, the solution of the SDLS problem can be characterized.
Theorem 2.1. The SDLS problem (5) is equivalent to
For any given x the minimal norm solution of the constraint equation is α = X † (s − Ax), and formulation (7) follows immediately. Proof. Let Z(x) ∈ R (m+n−1)×(n−1) denote the complement of the row space of X. Thus XZ(x) = 0. If x is a zero-forcing equalizer, i.e. (A+E)x = s, the samples {α k } satisfy Xα = s − Ax. Thus α can be expressed as
for some w. Let σ be the standard deviation of g, then the log likelihood function for the Gaussian samples α is
where the orthogonality between X and Z(x) is used. Maximizing F (x, w) is equivalent to minimizing
The minimum is reached at w = 0, i.e.
which is equivalent to (7) in the SDLS Theorem 2.1.
Rather than using (7) for the characterization of the SDLS solution, an efficient algorithm which takes advantage of the underlying structure in A is presented.
Algorithm Description
The Lagrangian of (5) is given by
where λ ∈ R m is the vector of Lagrange multipliers. The first order KarushKuhn-Tucker (KKT) conditions for (9) are
The SQP solves the system of equations, F (α T , x T , λ T ) = 0, using Newton's method. In forming the Jacobian K = ∇F for (10) it is convenient to introduce the matrix Λ ∈ R n×(m+n−1) , defined as follows
Then using X T λ = Λ T x and E T λ = Λα, the variable update in the Newton step is given by solving 
This yields the following algorithm for solving the SDLS problem by SQP, where 0 n is the zero vector of length n.
Algorithm 2.1. SQP for solving SDLS.
Initialize the variables :
End (Do)
Numerical approaches for solving the iteration equation
The analysis and practical implementation of (12) is facilitated by using the block notations
and introducing
Then (12) can be expressed in the block form
which implies
Here the block Gaussian elimination requires that B 1 is nonsingular, which follows from the nonsingularity of Λ. Without loss of generality, we can assume that λ is a nonzero vector, so that immediately by its structure it can be seen that Λ is of full row rank. Under this assumption, the following theorem demonstrates the non-singularity of B 1 , and presents details about the spectrum of B 1 . 
Proof.
The proof of the eigenvalue distribution can be found in the paper of Fischer et al. 18 We thus conclude that B 1 is nonsingular because η i = 0 when Λ is of full row rank.
Under the additional assumption that x is nonzero, the following theorem shows that the coefficient matrix K in (12) is nonsingular.
Theorem 2.4. For λ and x nonzero vectors, matrix K is nonsingular.
Proof. By the assumption that λ and x are nonzero vectors, both Λ and X are full row rank. Thus B 2 has full row rank and B 1 in nonsingular. Now from
we can immediately conclude that det(K) = 0, i.e. K is nonsingular. 
(14)
It is convenient to first present the direct solution for (15), followed by the iterative approach for (14) .
The right hand side can be expanded as
where λ new = λ + δλ is the updated solution of λ after solving (14) . Fast and stable algorithms exist for triangularization of Toeplitz matrices, Λ = [R, 0]Q, see e.g. the paper by Park and Eldèn. 19 In contrast to the case of general Toeplitz matrices, the displacement rank of Λ ∈ R
is just 2 because the southeast and northwest corners are zero triangles.
19
The calculation of the generator (i.e. first row of R), and the hyperbolic transformation, cost O((m + n)log 2 (m + n)) and 3n 2 , respectively. Note, in this operation count, and throughout, we assume the use of the FFT for any Toeplitz/Hankel matrix-vector multiplication or convolution. From (15) it is easy to obtain
Because ΛΛ T = RR T , the cost for forming the righthand side and solving two triangular systems is O((m + n)log 2 (m + n)) + 2n
T δx is calculated directly with additional cost (m + n)log 2 n.
Solution of
2 is prohibitive, but Krylov subspace methods using only matrix-vector multiplications can be utilized. As shown above the multiplication involving B 2 is a symmetric indefinite matrix. In such a case the MINRES and SYMMLQ algorithms can be used. 20 Both algorithms are based on three term recurrence relations for construction of an orthogonal basis for the Krylov subspace and only need matrix-vector multiplications at cost O((m + n)log 2 (m + n) + n 2 ). Thus the overall cost, O((m + n)log 2 (m + n) + n 2 ), is much cheaper than the general method which does not consider the structure and costs O ((m + n) 3 ). Moreover the procedure is numerically stable. The stability analysis for the triangularization of Toeplitz matrices was analyzed by Park and Eldèn 19 and the convergence behaviors of MINRES and SYMMLQ were analyzed by Paige et al. 21 
Experiments
Experiments are performed using MATLAB 7.0. The original signal {s k } is generated as a pseudorandom sequence uniformly distributed on [0, 1]. m = 200 and n = 21. For each example additive Gaussian noise of differing signal-to-noise ratios (SNR) is added. The SNR in unit dB is defined as follows SNR = 10 log 10
At each noise level, one hundred simulations are performed and average results generated. In each simulation the ideal zero-forcing equalizer, i.e. the inverse of the original channel impulse function, is known and denoted by {h −1 k }. We use two quantities to evaluate our results, the ISI and the relative error of the estimated equalizer to the ideal zero-forcing equalizer {h 
In communication applications the ISI is of interest, while the relative error of the solution is relevant mathematically. As seen in the definitions above, the sequences for calculating these two quantities are truncated if the impulse responses are infinite sequences. The discarded portion (l > 20) can be ignored. Experiment 1. For the finite impulse response(FIR) channel,
the ideal zero-forcing equalizer should have an infinite impulse response (IIR) in order to completely remove the ISI,
Experiment 2. For the IIR channel,
the ideal zero-forcing equalizer is a FIR sequence
Experiment 3. For the complex channel
the inverse channel is given by
Results are detailed in Figures 1(a) to 1(f) . In order to focus on the most interesting results, we only illustrate curves in the range for SNR > 12. If SNR > 18, the SDLS always outperforms DLS and OLS. Moreover, DLS outperforms OLS when SNR > 22. These are not surprising results. Indeed DLS, and in particular SDLS, is a better model than OLS for the zeroforcing channel equalization. In contrast to the situation with high SNR, for high noise levels, SNR < 10, the simple OLS models the problem better. Again, as expected in all cases SDLS performs better than DLS.
Conclusion
A numerically stable and efficient algorithm based on sequential quadratic programming has been developed for the SDLS problem. We conclude that SDLS is the best model for the zero-forcing equalization problem when the signal to noise ratio is reasonably large as compared to OLS and DLS.
Appendix A. Algorithm for Data Least Squares
The derivation of the DLS algorithm is similar to that for the LS-TLS mixed problem, 22 in which some columns of the coefficient matrix are error free. Both are based on the generalized Eckart-Young-Mirsky matrix approximation theorem. 23 Although the derivation is straightforward, we have not We perform Householder transformation such that P s = s e 1 and denote P A byĀ. Because the Frobenious norm is invariant under orthogonal transformation, the DLS problem is now min E F s.t. ( s e 1 ,Ā + E) −1 x = 0.
Rewriting the constraints in block style
shows that block (2, 2) is independent and associated with subproblem
This is a regular TLS problem, the solution is given by x = kv n , E 2 = −γ n u n v T n , where (γ n , u n , v n ) is the triple associated with the smallest singular value ofĀ 2 and scalar k is any real number. Any algorithm for TLS can be used directly to solve this subproblem.
To determine the scalar k we minimize E 1 subject to the first constraint equation and x = kv n , min E 1 2 s.t. − s +Ā 1 kv n + E 1 kv n = 0.
Immediately we see E 1 = 0 and k = s A1vn ifĀ 1 v n = 0. If the original error matrix E is of interest, the calculated E has to be transformed back by the Householder matrix P , namely form P E.
