Spatio-temporal surveillance methods for detecting outbreaks are common with the SCAN statistic setting the benchmark. If the shape and size of the outbreaks are known, then the SCAN statistic can be trained to efficiently detect these, however this is seldom the case. Therefore devising a plan that is efficient at detecting a range of outbreaks that vary in size and shape is important in practical applications. So this paper introduces a method called EWMA Surveillance Trees that uses a binary recursive partitioning approach to locate and detect outbreaks. This approach is explained and then its performance is compared to that of the SCAN statistic in a series of simulation studies. While the SCAN statistic is shown to remain the most effective at detecting outbreaks of a known shape and size, the EWMA Surveillance Trees are shown to be more robust. The method is also applied to an example of actual data from motor vehicle crashes in an area of Sydney Australia from 2000 to 2004 in order to detect dates and geographic regions with outbreaks of crashes above the expected.
Introduction
The SCAN statistic [1] has been successful at prospectively detecting space-time clusters. Kulldorff [2] [3] [4] has developed SCAN plans and implemented them in the SATSCAN software package for a variety of problems including Bernoulli data, Poisson counts and a spacetime permutation model using only case data, amongst others. However there are some important limitations to this approach which will be addressed in this paper. Firstly, the space-time permutation model compares incidences to what is expected under the assumption that all cases were independent of each other. That is, the expected values are determined under the assumption that there is no space-time interaction. Secondly, the spatio-temporal SCAN statistic has been criticised by Woodall et al. [5] and Han et al. [6] for not being as efficient as the CUSUM [7, 8] for outbreak detection. Lastly, the ability to detect outbreaks most effectively is dependent on the choice of shape and size of the scanning window.
However, the attractiveness of the SCAN technology is that it is easy to understand, and therefore people use it. For this reason, the SCAN statistic is implemented in this paper as a benchmark for comparison. In our implementation, we considered the two dimensional scan statistic used for detecting spatial clusters as discussed in detail in the book by Glaz et al. [9] . To extend the method to the detection of three-dimensional spatio-temporal clusters, we use the lattice structure as outlined in Glaz et al. [9] and then search over this structure for groups of rectangular blocks of space and time in order to alarm for unusually high counts. The counts within the rectangular blocks of space-time are compared to their respective expected counts to measure their unusualness. Boundaries of all significant geographical regions are outlined on a map to indicate the geography of the outbreak.
The EWMA Surveillance Tree plan that is proposed in this paper addresses all of the concerns raised above. This plan also makes use of the fixed lattice structure since this structure is well suited to the application of Exponentially Weighted Moving Average (EWMA) temporal smoothing of the counts. This smoothing improves early detection over the moving average approach suggested by Kulldorff and others. Therefore this EWMA smoothing avoids the criticisms by Woodall et al. (2008) and Han et al. (2008) . Also, in this paper, we compare incidences to historical expected values where the expected values can be space-time dependent. Therefore clustered outbreaks are signaled in this paper when the counts are higher than expected in a random local region. Lastly, by doing away with the scanning window all together we have removed the need for this parameterisa-tion.
Therefore the principal goal of this paper is to compare our proposed recursive partitioning plan to the single window size SCAN statistic. Section 2 of the paper introduces the single window SCAN statistic. Section 3 describes both the EWMA smoothing process and the recursive partitioning approach that make up the EWMA Surveillance Tree plan. Section 4 provides a simulation study for comparing plans under a number of different outbreak scenarios where Average Run Length (ARL) is used to assess and compare the detection properties of plans. Section 5 describes an extension of the plan to the non-homogeneous situation. Lastly, Section 6 briefly covers an example of outbreak detection in motor vehicle crash data.
The SCAN Statistic
The SCAN statistic is a spatio-temporal moving average plan that looks at the number of observations in a prism of spatio-temporal space, where the height of the prism is a time window. In this paper we scan an exhaustive set of rectangular blocks (e.g., see Figure 1 ). This is an extension of the lattice approach described in Glaz et al. [9] to three dimensions. Kulldorff's SCAN statistic places no restriction on the scanned space other than window size. Kulldorff's spatial SCAN statistic thus offers more flexibility than Glaz et al. [9] spatial scans by scanning 3 dimensional space-time. This is better in terms of defining the boundary of the outbreak. However, this flexibility increases the number of tests which may reduce effectiveness of the plan.
The depth of the scanned "block" (z-axis) represents the time window over which incidents are aggregated (see Figure 1 ). This depth is taken as days in this paper. The union of all rectangular blocks in Figure 1 exhausts the 3-dimensional target space of interest, and will be referred to as the target block from now on. Space-time blocks are scanned for detecting outbreaks by comparing their block counts to their respective expected counts. The scanned blocks are not taken to have a fixed volume, but are constructed so that the marginal total across each row/column spatial dimension of the target block has approximately the same expected number of counts. Ideally the design is to have all small blocks with roughly the same expected values; however this is difficult in practice. Blocks are therefore constructed so that the marginal row/column totals have the same respective expected values. This design should control for variations in population sizes.
Let the daily number of crashes in the cell at the ith row, jth column and at day t be recorded as random variable   
with expected values Since we are testing many of these blocks simultaneously, we need to adjust the level of significance for this multiple testing. Bonferroni adjustments would be too conservative since overlapping blocks are examined in the exhaustive search. So instead, the threshold of the SCAN plan is based on c can be found by first aggregating over time and then using the method proposed by Chen and Glaz [10] . Simulation is then used to refine this threshold to deliver the appropriate threshold value.
This SCAN plan is applied in this paper with the following parameters:  A target block with A = 100, B = 100 (using percentiles to design the lattice).   , the depth of window in time is taken as 10.  m, the width and height of the window, is taken as 21.
EWMA Surveillance Trees
The method proposed here for comparison against the SCAN plan consists of three major steps:
1) EWMA based smoothing of observed and expected counts, first temporally then spatially;
2) Growing a surveillance tree of departures from expected value in the spatio-temporally smoothed counts using a binary recursive partitioning approach;
3) Pruning the surveillance tree to reveal outbreaks. Each of these steps will be outlined in Sections 3.1, 3.2 and 3.3 respectively.
EWMA Smoothing
The SCAN plan examines total block counts in a moving time window of days. This gives counts of each day in the window equal weight, independent of how close these points are from the current time point t. Define A by B ma- trices and , then an alter-
native plan is to examine an exponentially weighted moving average of the counts using
) and similarly smooth the expected values of these counts using Larger values of  retain less temporal memory.
Let t be the matrix of EWMA temporal smoothed counts and be the matrix of EWMA temporal smoothed expected values. In order to smooth the counts spatially, define a row and column smoothing matrix A with ith row and jth olumn elements 
The smoothing above is carried out for the rows and then the columns. This is different to smoothing using a kernel smoother that exploits distances between cells. If all cells were of equal dimensions this smoothing would be similar to the kernel smoothing with the double exponential distribution as the smoothing function. The EWMA spatial smoothing as applied in this paper has the advantages of computational simplicity and efficiency, and therefore reduces the effort needed in the simulation studies.
Growing the Surveillance Trees
Surveillance trees generate offspring by recursively partitioning either longitudinal cells or latitudinal cells into rectangular regions. The process begins with the whole target area and the focus for each partition is to find a region with unusually high smoothed counts. The term unusually high is used here to mean that the counts are significantly higher than the smoothed expected values in a statistical sense. Each partition of a parent region thus results in two offspring, one of which has the unusually high smoothed count and the other which is simply the remainder of the parent region. Each generation of offspring is grown in the same way until the smoothed counts in a parent region are not large enough to support new offspring with unusually high smoothed counts (a region with no offspring is called a terminal region). This subdivision gives rise to a representation of the target area by means of a tree data structure referred to as a Surveillance Tree.
Once partitioning has stopped for all terminal regions, then recursive pruning of the terminal nodes commences. This pruning process is outlined in the following section. Here, however, we define the steps for growing a Surveillance Tree in more detail.
In order to begin the partitioning procedure, we first need a measure of how far the smoothed count departs from the expected. Let 
.
Calculate expected values 2) Sum smoothed counts over all cell with yco
. into two offspring defined by rows 1 to i and i + 1 to A in the lattice, or partition by splitting the space into two offspring by partitioning the columns into regions involving the column cells 1 to j and j + 1 to B, respectively. 4) N fspring. That is, repeat steps 1 -3 while considering each of the two offspring generated by the first partition as parent regions in their own right.
5) The process is repeated for each either a) the counts are too low for producing any "future" generation that could be significantly higher than expected or b) that no other partitions are possible because the parent is a single cell in the lattice.
Stopping rules for recursive partitioning w ssed later after we have dealt with the pruning process. As an example of an application with A = B = 100, Figure 2 presents the location of crashes under expected situations in the left-hand plot, and the location of crashes for an outbreak scenario in the right-hand plot. Two separate geographical clustered outbreaks were generated in the right-hand plot of Figure 2 -the first in cells given by rows 1 to 11 and columns 1 to 11 and the second in cells given by rows 65 to 75 and columns 25 to 35. These are visually fairly obvious outbreaks. In Figure 3 , each generation of the partitioning process for this example is presented, going up to a maximum of 4 generations. Generated outbreaks are assumed hidden when applying the recursive partitioning. For each generation, the total number of offspring doubles if there is no stopping early; each partition tries to find the best split to identify the hidden outbreaks. Note that it would take five generations to completely define all outbreaks in Figure 3 . By this stage most offspring have too few observations in them to warrant further partitioning, however some generations may progress to the 6th generation and possibly a 7th befo s lattice structure and with no spatio-temporal smoothing, the process is very similar with these.
Pruning the Surveillance Tre Particular False Alarm Rate
The aim of pruning is to trim away all insignificant te nodes. If all nodes in the tree are p no outbreak is signalled, however if terminal nodes remain after pruning is completed, then an alarm is given. The geographical outbreak is diagnosed by the set of partitioning rules that define the terminal node. The pruning steps are now defined in more detail.
The process of pruning is very simple. We prune terminal nodes recursively starting with the last o e tree. We prune the terminal node if ants whose values onst are designed to deliver a specified false alarm rate. A sensible stopping rule for partitioning is to stop whenever
This avoids tree growing offspring that will not survive = 21 is used. This scans just the pruning process. The pruning process leaves only generations with smoothed counts significantly higher than expected, e.g., if we started pruning from generation 4 in Figure 3 then only two offspring containing the outbreak regions plus their parents, grandparents, etc. would survive the pruning process. If pruning was applied to a tree for the left-hand plot in Figure  2 with no outbreaks, then each generation in turn would be pruned away until no offspring remain. Even the target region (the original parent) would be pruned indicating no significant outbreak.
Simulation Studies
The SCAN statistic with m over 1 . All plans are designed to have an in-control ARL equal to 100.
Th ation process generated in-control counts and then adds to these e simul additional counts for a fixed recta bo n lengths for each plan. Although, the plans are co ngular outbreak region. The location of the outbreak region is then hidden and we examined how early the plans alarm this outbreak. Rectangular outbreak regions were generated involving 21 by The results show that the EWMA Surveillance Tree method does well when the outbreak is located on the undary of the target region. This is where counts are smoothed less (e.g., where variances are higher). In the middle of the target region, the cell counts are smoothed the most, thus having the smallest variance for the smoothed counts. In addition, the performance of the EWMA Surveillance Tree method is quite satisfactory and it is more likely to flag large scale outbreaks earlier than SCAN plans with m = 21. This plan is also robust to changes in spatial non-homogeneity in means whereas other plans are not. This will be discussed in more detail later.
The ARLs in Appendix A result from 10,000 simulated ru mpared within each Tables A1 and A2 , we are more interested in the robust performance of plans, i.e., when nothing is known about the shape and size of the outbreak. If the outbreaks dimensions match the SCAN plan using 21 by 21 cell scans, then it is known to be close to optimal. On the other hand, the recursive partitioning plan's properties are unknown and its flexibility appears to indicate its strength is in its robust performance across a range of outbreak dimensions, without being optimal for any specific outbreak size or shape. In other words, if the outbreak dimensions are known, then the SCAN plan can always be trained to be more efficient than the EWMA Surveillance Tree plan, and therefore is preferred in these circumstances.
In Table A1 , the EWMA Surveillance Trees are better at finding the 11 by 21 outbreaks on the boundary, th th re quite favourably to the SCAN plan with m = 21  At least $500 worth of damage to property was attributed to the movem e SCAN plan, but as the outbreak moves to the middle of the target region, the SCAN plans signals on average earlier. The message is the same for 11 by 11 outbreaks.
Non-Homogeneous Spatio-Temporal
In Table A2 , the EWMA Surveillance Tree method is better at finding the 50 by 20 and 100 by 10; with both cursive partition plans having earlier signals on average than the SCAN plan for all positive increases in mean. Tables A2 suggest if the outbreak is significantly wider spread than 21 by 21 cell region, then the EWMA Surveillance Tree approach has significant early signal advantages.
On average, the EWMA Surveillance Tree method compares in terms of early signalling with much less computational effort, and therefore is a viable alternative. The real advantage is that these plans can easily be scaled up to higher dimensions while the SCAN plan cannot.
Recursive Partitioning Plans for
Poisson Counts These accidents are referred to as "crashes". The data include the date, time and location of the crash. Th ication makes use of the date of the crash but ignores the time. The target region can be viewed in Figure 4 . The suburb names are recorded at the location where the average accident occurs for that suburb.
The x and y-coordinates were divided into rectangular areas such that the marginal row (colum gion included on average 2% of crashes. This gave a spatial region that was a 50 by 50 rectangular grid and a mean rate of 0.1 crashes per day per cell. The expected values for each cell could not be efficiently modelled because of the low counts and the number of cells too high. Therefore, a two stage approach was carried outthe total crashes per day across the whole target region were modelled using a Poisson regression approach similar to Sparks et al. [11] and this model was taken to establish the day-ahead forecast for total crashes. The history of crashes was then used to establish the proportion of total crashes expected to fall into each cell. The day-ahead forecast total counts multiplied by the respective proportions provide expected values for the daily counts of each cell in the grid. Data in 2000 where used to train the forecast models and outbreaks were explored for 2001 to 2004. The models were updated as in Sparks et al. [11] using a moving window of one year.
The EWMA Surveillance Tree plan was then applied to detect outbreaks in the number of crashes ross the region. Tables 1-3 Most of the outbreaks flagged lasted for less than three days, but this paper highlights outbreaks that persisted for longer and thus provided opportunities for feedback control.
The outbreak in December 2001 (Table 1 ) spanned the full north-s aphical location of the daily signals was stable except towards the end when the crash region signalled starts to diminish in area before the signal disappears completely. The outbreak zone is fairly large and therefore is likely to be driven by persistent states that influence a broad range of drivers during that period, perhaps the busy Christmas season.
The outbreak outlined in Table 2 summarises an outbreak in tire target region as an outbreak, but then focuses on southern parts of the t efore o nearly the entire targ n the outbreak zone is fairly large and therefore is likely to be driven by persistent states that influence a broad range of drivers during July 2003.
The outbreak outlined in Table 3 summarises an outbreak in March 2004. It begins by flagging a broad outbreak region that then changes more than the outbreaks given in Tables 1 and 2. Figure 4 indicates the region that is common to all of the outbreak signals (besides the last where the outbreak is diminishing to no signal). The outbreak region is centred around a region just south and south-east of the city, although it seems to shift.
Conclusions
way of identifying un outbreaks. This is helpful in terms of managing driver risk by identifying the hot spots in the road network. This informs decision makers of the dynamic changes to driver risk which may then be managed through effective feedback controls (e.g., target policing). The fact that geographical risk persist at the same location over a few days means that harm from crashes could be reduced by such controls.
If the shape and size of future crash outbreaks are known, then the SCAN plan can be designed to detect these earlier than the recursive partitioning plan. However, in those cases where nothing is known about future crash outbreaks, the EWMA Surveillance Tree method offers an effective, robust and computationally efficient outbreak detection methodology. Another advantage is that it can be easily scaled up to include higher dimensions than two or three [12] whereas the SCAN plan becomes unworkable for any more than three dimensions. For example, other dimensions could include type of vehicle, nature of road movements during the crash, or the type of road/surface.
Lastly, due to its robustness at detecting clustered outbreaks, the EWMA Surveillance Tree methodology is applicable to a broader range of applications, such as, diseases, crime, and environmental applications. 
