INTRODUCTION

27
Learning is associated with persistent changes in the central nervous system. These changes can manifest 28 as a strengthening or weakening of synaptic weights (Hebb, 1949) as they occur during long-term 29 potentiation (LTP) and long-term depression (LTD) (Bi and Poo, 1998; Bliss et al., 1973) , or the appearance 30 or elimination of synapses (Engert and Bonhoeffer, 1999; Maletic-Savatic et al., 1999) . The molecular and 31 gene expression changes underlying this neural plasticity are not fully understood but have been shown 32 endocytosis and thereby induces synaptic weakening (Okuno et al. 2012 ). Neurons in the hippocampal 48 formation that express c-fos or Arc have been shown to be critical for memory formation and recall: the 49 selective activation of neurons that express c-fos during fear conditioning can reactivate the fear memory 50 (Garner et al., 2012) . The inhibition of these neurons selectively in CA1 suppresses the expression of the 51 fear memory (Tanaka et al., 2014) , while selective re-activation of these neurons in the dentate gyrus 52 induces freezing-behavior (Liu et al., 2012; Ryan et al., 2015) . Inhibition of neurons that express Arc in the 53 dentate gyrus or in CA3 during contextual fear conditioning results in an impairment of the fear memory 54 (Denny et al., 2014) . It is still unclear, however, how IEG expression levels are dynamically regulated by 55 neural activity during learning in the hippocampal formation. Here, we describe the expression dynamics 56 of c-fos and Arc in CA1 pyramidal neurons during learning of a two-alternative forced choice (2AFC) tone 57 discrimination task. We show that neurons with the highest expression of IEGs during the early phase of 58 learning become selectively responsive to the task relevant tone cues late in learning. 59
RESULTS
60
To measure learning-related changes in both IEG expression levels and neural activity in the same CA1 61 neurons we expressed a genetically encoded calcium indicator (Dana et al., 2016 ) by a local injection of 62 an AAV vector (AAV2/1-EF1a-jRGECO) in mice that expressed either a c-Fos-GFP (Barth et al., 2004) or an 63 Arc-GFP (Okuno et al., 2012) fusion protein. We then trained these mice in a 2AFC tone discrimination 64 task. Throughout these experiments, mice were head-fixed under a two-photon microscope, held in a 65 cylinder with two lick spouts presented in front of them, and trained to lick on one of two lick spouts (left 66 or right) depending on the frequency of a pure tone presented to them ( Figure 1A ). Mice were 67 accustomed to the setup and the experimenter in two sessions preceding the start of training. During 68 these sessions, mice received water rewards in random alternation from both lick spouts to accustom 69 them to licking on the lick spouts. Training in the 2AFC task was then spread over the subsequent 7 70 sessions that each lasted one hour and occurred daily. All training trials were initiated by the presentation 71 of one of two randomly selected visual stimuli (a full-field grating) presented for 2 seconds on a toroidal 72 screen in front of the mice ( Figure 1B) . The identity of the visual stimulus was not informative of the 73 correct lick spout. Following the visual stimulus, one of two pure tones (6 kHz or 11 kHz) was presented 74 for 4 s. The identity of this tone stimulus indicated the correct lick spout (left or right). All licks that 75 occurred within 2 seconds of the tone onset were ignored and the first lick following this 2 second grace 76 period was used to determine the choice of the mouse. Correct choices were rewarded with a drop of 77 water. Choosing the incorrect lick spout or failure to lick in the response window (2 s to 4 s after tone 78 onset) resulted in a mild air puff, as well as an additional delay of 5 seconds added to the inter trial interval 79 of 14 seconds. To facilitate learning, mice received a reward on the corresponding lick spout, independent 80 of which spout they licked on, in 10% of randomly selected trials. Mice learned to perform this task over 81 the course of the 7 training sessions, and performance of the mice was above chance starting with day 3 82 of training ( Figure 1C) . 83
Throughout all training sessions we chronically recorded IEG expression levels and neural activity in the 84 same CA1 pyramidal neurons using two-photon imaging (1271 neurons in 4 Arc-GFP mice, 1819 neurons 85 in 5 c-Fos-GFP mice). To access CA1 for two-photon imaging, we removed the cortex above the left or 86 right hippocampus, injected AA2/1-EF1a-jRGECOa to express the calcium indicator in CA1 and implanted 87 a cranial window 23 to 30 days prior to the start of training, as previously described (Fiser et al., 2016) . 88
Calcium activity was measured throughout the training sessions, while IEG expression levels were 89 measured every 8 min during 30 second breaks in the training paradigm (Figures 1B and 1D ). On average, 90 c-Fos expression levels were stable, while Arc expression levels decreased over the course of learning 91 ( Figure S1A ; Arc: p = 0.005, R 2 = 0.26, 4 mice; c-Fos: p = 0.746, R 2 = 0.003, 5 mice; linear trend analysis, 92 see Methods). At the same time, average neural activity decreased between training session 1 and 2, and 93 then remained stable for the rest of the training sessions ( Figure S1A) . 94 We then quantified the relationship between calcium activity and IEG expression. Consistent with 95 previous reports (Tanaka et al., 2018; Yassin et al., 2010) , we found that average calcium activity 96 correlated positively with expression levels recorded 34 to 42 minutes later for both Arc and c-Fos (Figure  97 1E). The cross-correlation between neural activity and IEG expression levels was increased and relatively 98 stable over a broad range of time lags between neural activity and IEG expression measurement (Figure  99 S1C). Note, as we are not artificially inducing activity and quantifying IEG expression following induction, 100 but rather looking at the cross-correlation between neural activity and IEG expression levels over 101 extended periods of natural activity, the width of the cross-correlation peak is strongly influenced by the 102 autocorrelation of the neural activity pattern. Interestingly, we found that the correlation between IEG 103 expression levels and maximum calcium activity was higher than that with average calcium activity 104 ( Figures 1E, 1F , S1B and S1C). Throughout learning, the correlation between IEG expression levels and 105 both average as well as maximum calcium activity were relatively stable with a tendency to increase 106 ( Figure 1F) . Lastly, we quantified the stability of the IEG expression pattern across all 7 training sessions 107 by computing the correlation between the IEG expression pattern in the first recording of each session 108 with the last recording in each session. We found that the IEG expression pattern was relatively stable 109 both within sessions and even across training sessions (Figures 1G and S1D) . 110
Given the relatively low correlation of IEG expression levels with neural activity and high stability of IEG 111 expression patterns throughout learning on a population level, we speculated that IEG expression might 112 correlate with a learning-related change in neural activity over the course of the training paradigm. To 113 test this, we first quantified learning-related changes in calcium activity in CA1. We found that a large 114 fraction of the activity was driven by the stimuli used in the 2AFC task. Averaging the responses over all 115 training sessions, we found that about 79% ± 1% (mean ± SEM) in CA1 were significantly activated by at 116 least one of the four stimuli in at least one timepoint (grating: 1.4%; tone: 42.1%; reward: 43.3%; puff: 117 54.0%; p < 0.01, Student's t-test over trials) (Figure 2A) . Many of the tone responsive neurons responded 118 differentially to the 6 kHz and the 11 kHz tones (the average selectivity of the top 10% of tone responsive 119 neurons across timepoints was 0.46, i.e. they responded nearly three times stronger to the preferred tone 120 than the non-preferred (see Methods)). In any given timepoint, on average 54% ± 2% (mean ± SEM) of 121 CA1 neurons were active in the task (we quantified this as the percentage of neurons with at least one 122 calcium transient in a 25 minutes time window to make this value comparable to previous reports (Ziv et 123 al., 2013) ). The fraction of active neurons remained constant throughout training ( Figure 2B ) and was 124 lower than the percentage of active neurons in CA1 when mice are navigating a linear virtual tunnel (94% 125 ± 1% (mean ± SEM)). Both the percentage of neurons active in the 2AFC task and the virtual navigation 126 task were higher than the percentage of active neurons in CA1 during exploration of a physical 127 environment previously reported using single-photon calcium imaging (31% ± 1%) (Ziv et al., 2013) . Note, 128 however, that at least part of the reason for this lower fraction of active neurons is the lower sensitivity 129 of the single-photon measurements. Thus, the 2AFC paradigm engaged a substantial fraction of CA1 130
neurons, but as in the case of free exploration the representation was partially dynamic between 131 subsequent timepoints (Ziv et al., 2013) . We next quantified how the average population responses to the 132 four stimuli changed from early in learning (timepoint 2; we used timepoint 2 as 2 of the 9 mice did not 133 yet perform the task on timepoint 1) to late in learning (timepoint 7). We found that grating, air puff, and 134 reward responses remained constant, or decreased slightly. The tone responses, however, increased 135 systematically to more than twofold over the course of learning (Figures 2C and 2D ). Thus, with learning 136 there was a selective increase in the responses to the reward-predicting tone cue. 137
Given that responses to the tone selectively increased with learning, it is possible that increased tone 138 Figure 3C ). Accuracy was above chance already in session 1 and increased with learning (p = 152 0.009, R 2 = 0.12, 7 mice, linear trend analysis). Taken together, these data demonstrate that hippocampal 153 region CA1 is activated by the task in a way that is predictive of the subsequent behavioral choice, and 154 that this activation changes in a learning dependent manner to increase the responses to the reward-155 predicting tone cue. 156
One possible explanation of these learning dependent changes in neural activity is plasticity of the local 157 CA1 circuitry. To test for evidence of local plasticity, we quantified how IEG expression levels correlated 158 with learning-related changes in neural activity. We speculated that the neurons that would undergo the 159 strongest learning-related changes in activity would exhibit increased levels of IEG expression during 160 learning. We selected the 10% of neurons with the highest level of IEG expression mid-training, on 161 timepoint 4, and compared tone responses of these neurons the tone responses of the remaining 162 population of neurons. We found that both neurons with high c-Fos and high Arc expression levels 163 exhibited larger tone response increases with learning than the remaining population of neurons ( Figure  164 4A). Interestingly, we found that this remained true even when we selected the high IEG neurons in early 165 timepoints, prior to learning-related changes in activity or increases in performance in the task. Starting 166 on timepoint 2, neurons with high levels of Arc expression exhibited larger tone response increases with 167 learning than the remaining population of neurons ( Figure 4B ). For c-Fos expression levels, this was 168 already the case starting with timepoint 1. It is possible that the ability to predict tone response increases 169 based on IEG expression levels is simply a consequence of the fact that IEG expression correlates with 170 features of the neural activity patterns. To test for this, we compared the predictive power of IEG 171 expression levels to that of other features of the neural responses (average and maximum activity, 172 responses to gratings, rewards and air puffs) early in learning by linearly regressing a separation score of 173 the tone increase (d-prime: tone increase normalized by the between-trial variability) to these features. 174
Among the features tested, we found that early Arc and c-Fos expression levels were the best predictors 175 of learning-related tone response increases ( Figure 4C ). Lastly, we tested whether IEG expression levels 176 simply correlate with high tone responses early in learning. We found that high IEG expressing neurons 177 selected on most timepoints had tone responses early in learning comparable to those of the remaining 178 population ( Figure S2) . In sum, these data show that IEG expression levels early in learning correlate with 179 subsequent learning-related changes in tone responses better than would be predicted simply from the 180 correlation between activity patterns and IEG expression. This effect could be explained if increased IEG 181 expression levels would poise neurons for plasticity. Arc protein synthesized prior to learning, for example, 182 has been hypothesized to help consolidate the difference between potentiated and non-potentiated 183 synapses (Minatohara et al., 2015) . 184
DISCUSSION
185
The expression of the immediate early genes c-fos and Arc is often interpreted as a marker of neural 186 activity. Here we quantified this relationship directly in region CA1 of the hippocampus and do indeed find 187 a positive correlation between IEG expression levels and average neural activity ( Figure 1E) . However, the 188 correlation IEG expression levels is higher with maximum activity than with average activity (Figure 1F) . 189
Given that plasticity is most strongly induced by bursts of activity (Paulsen and Sejnowski, 2000) 11 TU/ml) was injected into hippocampal region CA1. The craniotomy was sealed with a 3 mm cover slip. 363
A titanium head bar was attached to the skull and stabilized with dental cement. Imaging commenced 364 between 23 and 30 days following injection and was done using a custom-built two-photon microscope. 365
Illumination source was an Insight DS laser (Spectra Physics) tuned to a wavelength of either 990 nm or 366 1030 nm. Imaging was performed using an 8 kHz resonance scanner (Cambridge Technology) resulting in 367 frame rates of 40 Hz at a resolution of 400 × 750 pixels. In addition, we used a piezo-actuator (Physik 368 Instrumente) to move the objective (Nikon 16×, 0.8 NA) in steps of 15 μm between frames to acquire 369 images at four different depths, thus reducing the effective frame rate to 10 Hz. 370
Training and experimental design. Mice were handled and accustomed to tubes, similar to the ones used 371 during experiments, in their home-cages five days prior to experiment start by the experimenter. Two 372 days prior to the start of the experiment mice were head-fixed on the setup and randomly rewarded every 373 20 seconds through one of the two lick spouts to familiarize the mice with the setup. Experimental 374 sessions were 8.3 minutes long, and each experiment consisted of five such sessions. We performed one 375 experiment per day, spaced on average 24 hours apart. On average, mice performed 118 ± 5 trials per day 376 (mean ± standard deviation), during which their performance and activity were recorded. Each trial lasted 377 between 18 and 25 seconds. Trials started with the presentation of one of two oriented gratings selected 378 at random for 2 seconds. Subsequently, one of two tones (6 kHz or 11 kHz) was presented for 4 seconds. 379
Tone identity determined whether the mouse had to lick left or lick right for a water reward. Any lick that 380 occurred during the first 2 seconds of tone presentation was ignored, and the first lick following the 2 381 second grace period was used to determine the choice of the mouse. Consistent with previous reports 382 (Connor et al., 2010) , we found that this grace period during the tone presentation was critical to get the 383 mice to learn the task as they typically sampled both lick spouts in rapid alternation initially and would 384 only focus on licking on one of the two spouts following this initial sampling. A lick on the correct spout 385 would result in the delivery of a water reward, while a lick on the incorrect spout would result in a mild 386 air puff to the neck of the mouse. If the mouse did not lick within the 2 second response window, a mild 387 air puff would be delivered, and the trial ended. The inter trial interval following a correct choice was 14 388 seconds, and 19 seconds following an incorrect choice or a failure to lick in the response window. To 389 encourage licking, mice were rewarded on 10% of randomly selected trials on the correct lick spout, 390 independent of their behavior. The methods of the experiments in which mice navigated a linear virtual 391 tunnel have been described previously (Fiser et al., 2016) . For all plots of stimulus-triggered fluorescence changes ( Figures 2C, 3A and 4A) , fluorescence traces were 413 mean-subtracted in a window 3 to 1 frames (−300 ms to −100 ms) preceding the stimulus onset. Stimulus 414 responses were quantified by the average ΔF/F in a 5-frame (500 ms, +200 to + 700 ms) window following 415 stimulus onset. Due to uncorrectable brain motion artefacts during imaging, we discarded the imaging 416 data of two mice on the first timepoint (mouse 2 and 9), and of one animal in the last timepoint (mouse 417 9) for stimulus-evoked activity analysis. In addition, two mice (mouse 1 and 2) did not perform the task in 418 the first timepoint. 419
Neuronal selectivity to the two tones was defined as 420
where A and B are the averaged evoked responses in the window described above. We set the selectivity 422 to zero for responses below 0.15% ΔF/F, to avoid having the mean selectivity be dominated by neurons 423 with tone responses close to zero. 424
Classification of correct vs. incorrect trials using neural activity (Figures 3B and 3C ) was performed using 425 a logistic regression model (available in Python's Scikit-Learn). Separate models were trained for each 426 time bin, on each training session for each mouse. We balanced the labels on each training session by 427 keeping the same number of samples for each class (determined by whichever class had the fewest 428 samples), and we only trained the model if there were at least 8 samples. Each model was trained 20 429 times on random subsets of half (50%) of the data, and we report the average accuracy on the testing set 430 for each time bin. 431
Linear regression of the separation score of the tone difference to IEG expression levels and neural activity 432 to different features ( Figure 4C ) was performed using ordinary least squares linear regression (Scikit-433 Learn). The tone difference was calculated as the difference in average tone-evoked activity in a 500 ms 434 (+200 ms to +700 ms) window in timepoint 7 and timepoint 1. The difference was then normalized by the 435 square root of the sum of the between-trial variances for each tone-evoked response. Data were log-436 normalized to correct for skewness in the distributions. We then performed 10-fold cross-validation, i.e. 437 trained 10 different regression models on 10 different, independent, training sets and tested them on the 438 remainder of the data. This resulted in 10 point estimates for the regression coefficients, as shown in 439 Figure 4C . 440 Code availability. All imaging and image processing code can be found online at 441 https://sourceforge.net/projects/iris-scanning/ (IRIS, imaging software package) and 442 https://sourceforge.net/p/iris-scanning/calliope/ (Calliope, image processing software package). The 443
Python code used for all data analysis is available at https://data.fmi.ch. 444
Data availability. The data that support the findings of this study are available at https://data.fmi.ch . 445
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