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Abstract
The most common class of methods for solving linear systems is the class of gradient algorithms,
the most famous of which being the steepest descent (SD) algorithm. Linear systems equivalent
to the quadratic optimization problems where the coefficient matrix of the linear system is the
Hessian of the corresponding quadratic function. In recent years, the development of a particular
gradient algorithm, namely the Barzilai-Borwein (BB) algorithm, has instigated a lot of research
in the area of optimization and many algorithms now exist which have faster rates of convergence
than those possessed by the steepest descent algorithm.
In this thesis, some well known gradient algorithms (which are originally developed for solv-
ing linear symmetric problems) are applied to non-symmetric systems of equations. Their effi-
ciency is demonstrated through an implementation on a constructed a class of random slightly
non-symmetric matrices E (with positive and real eigenvalues) as well as on the symmetric part of
E, ES = 12(E +E
T ), the performance of the algorithm is then investigated.
Also several gradient algorithms are created that have a better performance than the Cauchy-
Barzilai-Borwein (CBB) method for a non-symmetric problem when applied to another con-
structed class of random slightly non-symmetric matrices A (having eigenvalues with a positive
real part). Numerically, it is established that the asymptotic rate of convergence of these algorithms
is faster when the roots of their polynomials have a Beta(2,2) distribution rather than a uniform
distribution.
In fact, there is a strong dependence of the asymptotic rate of convergence on the distribution
of the spectrum, this has been proven from numerical results. Most of the created algorithms
achieve faster convergence than other methods, especially with the non-clustered distribution of
the spectrum.
The modified Cauchy- Barzilai-Borwein (MCBB) algorithm is the first created algorithm which
splits the two equal polynomial roots of the CBB algorithm into two different roots at each iter-
ation. This means, moving the roots of the polynomial of CBB method from the real-axis to the
complex plane where the eigenvalues of the objective matrix would lie. To attain further improve-
ment on the convergence rates, another gradient algorithm is proposed by using the MCBB method
or CBB method at each iteration depending on two parameters γ and ξ . Furthermore, some differ-
ent methods are then created by utilizing different step-sizes of gradient algorithms which already
exist for finding the solution of symmetric problems.
The effectiveness of the constructed algorithms, which depend on several parameters, have been
verified by various numerical experiments and comparisons with other approaches. The moti-
vation for choosing different gradient methods stems from the fact that simple examples can be
constructed in which each of these gradient methods will show superiority over the other. Most
of these algorithms have faster rates of convergence than CBB for non-symmetric matrices but
slower for symmetric matrices.
A new efficient gradient-based method to solve non-symmetric linear systems of equations is
presented. The simplicity of the new method, guaranteed convergent property, along with the min-
iii
imum memory requirement where it has almost the same number of gradient evaluations as the
CBB method per iteration. This improved method is very attractive compared to alternative meth-
ods for solving slightly non-symmetric linear problems. Efficiency and feasibility of the presented
method are supported by numerical experiments.
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Chapter 1
Introduction
Recently, the increase in computing power makes it possible for researchers to solve very
large linear problems for many practical applications. Such problems emerge in almost
all fields of mathematics, physics, economics, engineering, biological and chemical sci-
ences. Nevertheless, good algorithms must also be developed to make greater use of these
powers. So modifying and developing efficient methods to solve large-scale optimization
problems is a crucial and expedient research area, this is ultimately the aim of this thesis.
Throughout this research study, the linear system that is to be solved has the following
general formulation:
Ax = b, x ∈ Rd, b ∈ Rd (1.1)
where A ∈ Rd×d is a non-singular matrix, the vector x is the exact desired solution and b
is the excitement vector (also known as the vector of the right hand side).
In this thesis, an examination and comparison of the asymptotic rate of convergence of
some gradient algorithms is presented. This is to find a solution of the linear system (1.1)
which represents the solution of an unconstrained optimization problem when the matrix
A is symmetric or slightly non-symmetric. The matrix A has been constructed in two
ways: first, when it is a slightly non-symmetric matrix with positive real eigenvalues, and
second, when it is a non-symmetric matrix with complex eigenvalues whose real parts
are positive. For the purpose of comparison between the symmetric and non-symmetric
cases, the two types of matrices have been used with a condition number equal (or ap-
proximately equal) to the condition number of their symmetric parts.
Several gradient descent algorithms in optimization theory for solving non-symmetric
linear systems of equations are proposed, these algorithm are also studied for the sym-
metric case. Numerical results show that the Cauchy-Barzilai-Borwein (CBB) algorithm
is the best gradient method for solving non-symmetric problems when the complex eigen-
values of the studied matrix have a positive real part. A modification to the CBB method
is performed, improved and investigated with different step-sizes. These step-sizes are
taken from the most common gradient algorithms that were originally derived for sym-
metric matrices. In the non-symmetric case, the created algorithms will be studied when
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the eigenvalues of the topical matrix are distributed in the right half of the complex plane.
1.1 Motivation
In the numerical analysis society, the general perception is that only one type of symmet-
ric optimization methods exists that is able to tackle large-scale problems in an effective
way. These methods are often referred to as the conjugate gradient (CG) methods (see
[44], [32], [60] and [37] for details). These methods are not suitable for non-symmetric
linear systems because the gradients (residual vectors) cannot be made orthogonal with
short recurrences, see [30]. Thus, several conjugate gradient type methods have recently
been proposed such as (CGNE [57], GMRES [71], CGS [74] and BiCG [50]), but these
methods are not robust for all cases.
In the last few years, there has been great progress in the development of gradient op-
timization methods for solving linear systems of equations.
Practically, the SD and CG methods work for slightly non-symmetric problems with posi-
tive definite matrices (which are generated from discretizations of elliptic problems using
finite difference methods) [72].
Even though there is an extensive amount literature studying gradient methods there is no
specific one for studying the rates of convergence for the non-symmetric case. Therefore,
depending on the test problems used, it will be difficult to compare the rates of various
algorithms with many papers presenting different thoughts on which algorithm is prefer-
able.
In this thesis, the efficiency of some common gradient algorithms for solving slightly
non-symmetric problems is presented in Chapter 3. These methods were proven to have
fast asymptotic rates of convergence for solving symmetric and large scale linear systems
of equations. Their asymptotic rates of convergence are examined by using a class of
slightly non-symmetric matrices which is created and introduced in the beginning of this
chapter. Furthermore, they are compared with their corresponding behaviour for the sym-
metric case.
The CBB method was specifically chosen to be improved since its polynomial has two
equal roots at each iteration. It is also considered as being a very efficient gradient method
for solving non-symmetric linear problems when the spectrum of the objective matrix lies
in the right half of the complex plane. The modification to this method, named MCBB,
is proposed in Chapter 4. In other words, the motivation behind the modification is to
produce an algorithm which yields faster rates of convergence than the CBB method for
non-symmetric linear problems. A class of random slightly non-symmetric matrices is
constructed in order to be used in the whole of this chapter.
Since the distribution of the MCBB polynomial roots depends on a random parameter,
there will be a lack of control in the region close to the extreme eigenvalues leading to
bad rates of convergence, so this method does not always give better results than CBB.
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This work will also establish that the step-length has a significant role in improving on
the convergence of the gradient optimization algorithms. This is illustrated numerically
through the construction of other gradient algorithms with different step-sizes to improve
the rate of convergence of the CBB method.
A technique for studying the rates of convergence is based on normalization and dy-
namical systems. This technique permits an extensive analysis of the convergence rates
of gradient methods. It leads to making improved comparisons between algorithms and
allows a preferable vision into a good algorithm which in turn, leads to faster rates of
convergence for the symmetric and non-symmetric cases.
1.2 An Outline of the Work
In optimization literature, there are many well-known optimization methods for finding
solutions of linear systems of equations. Among them, the conjugate gradient (CG)
method is widely used and generally considered to be an efficient method for symmet-
ric linear optimization problems. For these types of problems, the Golden Ratio (GR),
Cauchy-Barzilai-Borwein (CBB), γ-steepest descent and Barzilai-Borwen (BB) gradient
methods are also considered as algorithms having fast asymptotic rate of convergence.
The purpose of this thesis is to look for a gradient algorithm with a fast rate of con-
vergence for random non-symmetric linear problems.
First, some common gradient methods (which were mentioned above as well as some
others) are applied to a created class of random slightly non-symmetric matrices E whose
eigenvalues are real and positive.
The algorithms considered were applied to both symmetric and slightly non-symmetric
problems with the objective matrices ES and E, respectively. In general, these algorithms
performed better in the slightly non-symmetric case but the order in which the algorithms
perform is the same (i.e. the GR algorithm performs better than the CBB algorithm in
both cases, but is still better in the slightly non-symmetric case). The roots of the GR
algorithm’s polynomial have an arcsine distribution, this results in a better performance
compared to the others which have their polynomial roots in a distribution that resembles
the arcsine, but not exactly, on [λmin,λmax]. The performance of the GR method starts to
deteriorate when the degree of non-symmetry increases and the eigenvalues of the objec-
tive matrix are no longer real, the roots of the method’s polynomial will not represent the
eigenvalues of the matrix appropriately. In this case, the CBB algorithm will be superior.
At this point, the idea for modifying the CBB method was born. This started by cre-
ating a class of random non-symmetric matrices with complex eigenvalues, whose real
parts are positive, which will be used as a test matrix. The modified CBB algorithm will
then attempt to send the roots of the CBB algorithm’s polynomial to where the eigenval-
ues lie in the complex plane.
The CBB method was particularly chosen to be modified and to improve on its con-
vergence due to its simplicity and better performance than other gradient methods for
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non-symmetric problems, also it possess two equal real roots. The asymptotic rate of
convergence of a created gradient algorithm is compared with the worst case rate of con-
vergence of the CG method, Rmin, the closer rate of convergence of an algorithm to Rmin,
the better it is.
The modified CBB (MCBB) algorithm has, at each iteration, two different roots which
depend on a random value of γ ∈ [1−δ ,1+δ ] where δ is a small positive real number.
This algorithm performs slightly better for some values of γ , and somewhat worse for
others irrespective of the degree of non-symmetry. The degree of non-symmetry strongly
depends on several parameters including the dimension of the matrix and the number of
real eigenvalues decreases as the degree of non-symmetry increases. The algorithm per-
forms better when the values of γ have a Beta(2,2) distribution rather than a uniform
distribution.
Numerical evidence indicates that the modified CBB (MCBB) method performs better
than the traditional BB method for non-symmetric problems. For two successive itera-
tions, the BB method requires the use of αk and αk+1. But as for the MCBB method, αk
is used twice in one iteration to achieve the same goal.
For this method, the random value of γ will cause the roots of the polynomial to display
an erratic behavior close to the extreme eigenvalues. A further improvement would be
to use the CBB algorithm when the roots are close to the extreme eigenvalues λmin and
λmax and use the MCBB when they are near the middle, this new algorithm is called Al-
gorithm 1. This would result in the roots near the ends to be projected to the real line, and
therefore have a greater control over them, while the middle roots will remain close to the
eigenvalues.
Algorithm 1 has the step-size of the SD method, and it is known that the SD method
has a poor rate of convergence. Since the step-size plays an important role in the rate of
convergence of a method, a different step-size might result in an even better performance.
Modifications to Algorithm 1 are made with different step-sizes in mind, such as the step-
size for BB, GR and other methods. Some step-sizes (such as the BB step-size) give a far
better rate of convergence than the original CBB algorithm, while others (such as the GR
step-size) perform worse when the degree of non-symmetry or condition number increase.
1.3 Organization
This thesis is sectioned into five different chapters including the present introduction.
Chapter 2 introduces and discusses some orthodox and new approaches to solving lin-
ear problems. It begins with some well established stationary iterative methods which
were originally developed for solving symmetric linear systems, moreover, it outlines the
fundamental results on non-stationary methods.
Chapter 3 constructs a class of random non-symmetric test matrices E (the degree of non-
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symmetry of this matrix would depend on the dimension of the matrix and also on the
condition number). Some efficient, well-known gradient algorithms, which are already
used for symmetric linear systems of equations, will then be applied to the constructed
matrices E as well as to the symmetric parts of said matrices ES and the outcomes will
then be compared.
Chapter 4 begins with the construction of yet another class of non-symmetric test matrices
and gives the basic idea of the BB and CBB methods, which were originally developed for
solving symmetric linear systems. These methods can still be effectively applied to solve
random slightly non-symmetric linear problems. The goal of this chapter is the integration
of gradient methods to get the best algorithm for non-symmetric matrices. This chapter
describes the details of the method and the idea of splitting the roots of the polynomial of
the Cauchy-Barzilai-Borwein algorithm to get a modified Cauchy-Barzilai-Borwein algo-
rithm. The constructed algorithms in this thesis are evaluated by the class of test matrices
that will be constructed in beginning of this chapter.
Concluding remarks, the perspectives on the problem for further work and a summary
of the main findings of the thesis are finally given in Chapter 5.
Chapter 2
Solving Systems of Linear Equations
The solution of different types of linear systems
Ax = b, (2.1)
where A ∈ Cd×d , b ∈ Cd , arise in almost any area of scientific and engineering calcula-
tions and is imperative as far as computations are concerned. It is also one of the main
topics in numerical linear algebra and it lies at the central position in scientific computa-
tions.
The focus of this chapter is the theoretical properties of some iterative methods.
The convergence analysis of iterative methods requires a good level of knowledge in math-
ematical analysis and linear algebra. Traditionally, many of the concepts presented specif-
ically for this analysis, have been geared towards matrices arising from the discretization
(this processes is to convert a continuous space into an equivalent discrete space for sim-
pler calculations) of partial differential equations (PDEs). Several different ways to dis-
cretize a PDE exist, for example, finite difference method (FDM) or finite element method
(FEM).
In the case when the original problem is nonlinear, linearization by Newton’s method or
a Newton-type method leads again to a linear problem. A brief review of some optimiza-
tion methods for solving different types of linear systems (2.1) will be presented in this
chapter.
All numerical methods can be divided into two broad classes, direct and indirect methods.
More details can be found in the books by Saad [70], Meurant [53], Elman at.al. [29],
Demmel [22], Trefethen and Embree [78], Trefethen and Bau [77], Horn [45], David [21]
and Nocedal [59].
Direct methods
A direct method is the simplest approach to solving linear systems (2.1) and produces the
result in an exact number of steps. In these methods, one needs to factor the coefficient
matrix as A = LU (or A = UTU in the case of symmetry) where L and U are lower and
upper triangular matrices, respectively. All versions of Gaussian elimination are direct
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methods, i.e. any direct method is a variant of Gaussian elimination.
For general insight, this type of methods can be classified into two main types: dense and
sparse linear algebra methods. Dense linear algebra algorithms depend only on the size
of the coefficient matrices and work well for size d up to a few thousand. For instance,
the solution of integral equations by numerical methods typically leads to dense matrix
problem [28]. Whereas, sparse linear algebra methods rely on the size and the sparsity of
the coefficient matrices and they are work well for size d more than 100000. Much work
has been done on direct methods for sparse linear system, see [25].
The interesting property of the direct methods is that their execution time after determin-
ing the matrix ordering is prospective. This is result from the fact that these methods
depend on the structure of the coefficient matrix, not on its numerical properties [27].
Indirect (Iterative) Methods
An iterative method, unlike direct method, is an attempt to solve a linear system of equa-
tions by finding successive approximations to the solution starting from an initial value.
This method in each iteration determines an approximation of the solution by measuring
the error between the approximation and the true solution. This process is repeated until
the error measurement is considered small enough. The valuation of an iterative method
always focuses on how quickly the iterates xk converge to the solution x∗.
Iterative methods are useful for problems of the order of millions and to find the solution
of the large and sparse linear systems where direct methods would be very expensive.
Many physical problems, such as fluid flow or elasticity, can be described by PDEs. It
is important to use numerical methods to solve a PDE which leads to arrive an explicit
description of the solution. A typical numerical simulation of the physical problems can
described as follows:
Physical Problem
Nonlinear
PDES
Discretization
and
Linearization
Linear System
Ax = b
Solve the Problem by Using an Iterative Method
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Although the iterative methods have far lower storage demands compared with the direct
methods, for difficult problems the methods may not converge because of cumulative
round-off errors. The iterative methods are classified into two categories: stationary and
non-stationary iterative methods.
2.1 Stationary Iterative Methods
The stationary iterative methods (also known as splitting methods) are simple to under-
stand yet not very efficient. The basic idea is to split the matrix A into two subtraction
matrices W from M, i.e. A = M−W. They are based on finding a matrix M that is, in
some sense, close to the coefficient matrix A.
The iteration of these type of methods is given in the following algorithm and it is called
simple iteration [39].
Algorithm 1 Simple Iteration
xk+1 = xk +M−1(b−Axk) or Mxk+1 =Wxk +b. (2.2)
Different methods can be derived from this algorithm by choosing a suitable M such as:
• Jacobi method: M is the diagonal of A,
• Gauss-Seidle method: M is the lower triangular part of A,
• Richardson iteration: M = I.
All these methods only converge if ρ(I−M−1A)< 1 which is equivalent to ρ(M−1W )<
1, [38].
The rate of convergence is slowed down even further if the matrix in (1.1) is non-symmetric
and not positive definite, so they are used nearly always in the case of preconditioning (i.e.
finding a matrix M with an appropriate spectrum such that M−1Ax = M−1b can be easily
solved instead of Ax = b). Often this technique works well in the case of sparse systems,
otherwise, for general matrices without special properties, it is impossible to find an ap-
propriate M which is easily invertible. Therefore these methods are rarely used in real
world applications due to the lack of robustness.
2.1.1 Richardson Method
Richardson method is quite a simple stationary method to perform and in some situations
reduces to the Jacobi iteration, but is seldom used. This method is defined as
xk+1 = xk +α(b−Axk), (2.3)
where α is strictly positive real number. The idea of this method is based on a splitting of
A as A = M−W such that M = 1α I and W = 1α I−A. This method will converge provided
ρ(I−αA)< 1.
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Theorem 2.1.1. If A is a symmetric positive definite matrix and its eigenvalues are 0 <
λ1 ≤ λ2 ≤ ...≤ λd, then the Richardson method converges if and only if α < 2λd .
Proof. It is clear that for all k, | 1−αλk |< 1 if and only if α < 2λd .
Theorem 2.1.2. For the stationary Richardson method, the optimal value of α is
αopt =
2
λ1 +λd
.
Proof. Since the optimal value is determined by 1−αλ1 =−(1−αλd), therefore αopt =
2
λ1+λd and
ρ(I−αoptA) = 1− 2λ1 +λd λ1 =
κ(A)−1
κ(A)+1
,
where κ(A) = λdλ1 is the condition number of A. The faster convergence of the method is
achieved when the value of κ(A) is closest to 1.
Changing the parameter at each iteration is a simple way to generalize this method and to
avoid the drawback of finding the minimum and maximum eigenvalues of A. This would
require obtaining the optimal parameter αk such that
xk+1 = xk +αk(b−Axk).
Minimizing a norm of the residual rk at each iteration is one way to obtain αk. Recall the
fact that for an integer n, the properties of a symmetric positive definite matrix A are the
same for the matrix A−n. If the norm of rk is defined as
‖ rk ‖2A−n= (rk,A−nrk),
and
rk+1 = rk−αkArk,
then
(rk+1,A−nrk+1) = (rk,A−nrk)−2αk(rk,A1−nrk)+α2k (rk,A2−nrk).
Thus, minimizing the previous equation gives
αk =
(rk,A1−nrk)
(rk,A2−nrk)
.
If n = 1, then
αk =
(rk,rk)
(rk,Ark)
,
which is known as the step-length of the steepest descent method and the details of this
method will be given in Section 2.3.1.
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2.2 Non-Stationary Iterative Methods
Non-stationary methods are highly efficient iterative methods for linear systems but their
analysis is more difficult than the direct methods to understand and to execute. These
methods generate a sequence of approximate solutions and basically use the matrix A
only in the state of matrix-vector multiplication. Non-stationary iterative methods can
be split into two groups. One of them is based on orthogonal vectors and known as
Krylov subspace method and the other is based on the idea of sequences of orthogonal
polynomials such as the Tchebychev iteration. A detailed description of the Tchebychev
iteration is given by Manteuffel in [52].
The Krylov subspace methods are regarded as being the most efficient iterative methods
for linear systems, they have their origins in the 1950’s and were proposed by a number
of authors [50]. Here, a brief outline of these methods will be give, the interested reader
should consult the monographs [71], [46], [47],[5] and [32].
2.2.1 Krylov Subspace Methods
Krylov Subspace Methods are a subset of non-stationary iterative methods. Currently,
they are considered to be among the most important iterative techniques available for
solving linear systems
Ax = b, (2.4)
where A ∈ Cd×d is large, sparse and nonsingular.
These techniques are based on the idea of projection processes, both orthogonal and
oblique, from m-dimensional subspace, L, onto a lower-dimensional Krylov subspace,
Kk(A,r0) where the Krylov subspace is defined as
Kk(A,r0) = span{r0,Ar0,A2r0, ...,Ak−1r0}
where r0 = b−Ax0. and x0 is the initial approximation.
In short, Krylov subspaces are subspaces spanned by vectors of the form p(A)r0 where
p(A) is a polynomial. The approximations obtained from a Krylov subspace method are
of the form
A−1b = xk = x0 + pk−1(A)r0,
i.e. this technique leads to approximate A−1b by pk−1(A)b, where pk−1 is a good poly-
nomial of degree k− 1. The Krylov methods can be classified into two classes, Arnoldi
methods and Lanczos methods.
2.2.2 Arnoldi’s Method
Arnoldi’s method is an orthogonal projection method onto a Krylov subspace Kk(AT ,r0)
where A is a non-Hermitian matrix. The basic idea behind this method is reducing a
dense matrix to the Hessenberg form. The disadvantages of Arnoldi’s method are the
high storage and computational requirements that are needed as k increases. Restarting
Arnoldi’s method is very useful to avoid these difficulties.
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2.2.3 Lancsoz’s Method
Lancsoz method is an oblique projection method onto a Krylov subspace Kk(AT ,r0)
where A is a square nonsingular matrix. The Lancsoz method, which is known as bi-
conjugate gradient(BiCG)method, is defined by the properties :
xk− x0 ∈ Kk(r0,A) and rk ⊥Kk(r¯0,A∗) (2.5)
where r¯0 = G∗r0 for some matrix G which is commonly set to G = I. The first condition,
xk− x0 ∈ Kk(r0,A), indicates the method is a polynomial method in the matrix A. The
orthogonality or Petrov-Galerkin condition is the second condition, rk ⊥Kk(r¯0,A∗) which
categorizes the method as a projection method, see [47].
If A is Hermitian positive definite and G= I, the Lancsoz method reduces to the conjugate
gradient (CG) method.
2.2.4 The Conjugate Gradient (CG) Method
The conjugate gradient (CG) method is popular as an iterative method for large systems
and one of the mainstays of scientific computing. CG method is a very effective method
for the minimization of convex quadratic functions. Proposed by Hestenes and Stiefel in
1952 [44] as an acceleration of the method of steepest descent (SD). They introduced this
method and showed it has the properties of the minimization of functional and the gener-
ation of an orthogonal sequence of vectors. Later, it has been declared by Stiefel [75] that
the method is related to the generation of an orthogonal sequence of polynomials.
CG is a Krylov method in which the residuals form a basis of the Krylov subspace. The
goal is to choose them such that the A-norm (which is defined as ‖ x ‖A= (x∗Ax)1/2) of
the error ek := xk−x is minimized in each iteration step. The conjugate gradient methods
are always stable.
This method starts with an initial vector x0 and takes a first step in the direction of steepest
descent and follows the iterative procedures as in the following algorithm:
Algorithm 2 Conjugate Gradient (CG) Method (Hesteness and Stiefels, 1952)
1: Given a symmetric positive definite matrix A ∈ Rd×d , b ∈ Rd and an initial approximation
x0 ∈ Rd To compute the solution x = A−1b of Ax = b.
2: set p0 = r0 where r0 = b−Ax0
3: For k = 0,1, ...
4: αk :=
pTk rk
pTk APk
5: xk+1 = xk +αk pk
6: rk+1 = b−Axk
7: βk+1 =− pTk ArkpTk APk
8: pk+1 = rk +βk+1 pk
9: until ‖rk+1‖2 is zero or small enough.
At each iteration, the direction of movement is a linear combination of the current gradi-
ent and the preceding direction vector. The coefficient αk is chosen so that the function
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f (x) is minimized and βk is chosen to ensure that the search directions p0, p1, ..., pd−1 are
conjugate. These directions are consider as an orthogonal basis of the Krylov subspace,
see [59].
This gradient iteration can be described as follows:
• the approximation xk is an element of Kk(A,r0).
• optimality, the error is minimal when measured in a certain norm (i.e. at a step k,
‖ ek ‖A is minimized). Minimizing the A-norm of the error requires that the residuals
are orthogonal, which is also known as Ritz-Galerkin condition, i.e.
rk ⊥Kk(A,r0).
• short recurrences, only the results of one foregoing step are necessary, so work and
memory do not increase for an increasing number of iterations. The recursion for the
residual is short in the sense that not all previous residuals are involved to compute
the next residual. Consequently, the memory requirements of this method are fixed,
which is one of its major advantages.
It is, in general, a very effective method and has very fast convergence when the condition
number κ(A) is close to one. In exact arithmetic, the CG method find the best solution at
each iteration, see [50]. That is, at the kth iteration, xk ∈Kk satisfies
‖ x− xk ‖A≤‖ x− v ‖A for all v ∈Kk(A,r0).
Thus, from this property and the polynomial of the Krylov space, the error can be bounded
as
‖ x− xk ‖A
‖ x− x0 ‖A ≤ 2
(√
κ(A)−1√
κ(A)+1
)k
, (2.6)
where κ(A) is the condition number of the matrix A, [8] and [38]. So in CG method
choose xk ∈ x0 +Kk(A,r0) such that rk ⊥Kk(A,r0).
The rate of convergence of this method depends on the distribution of the eigenvalues of
A. It solves symmetric positive definite systems of equations very quickly if the eigenval-
ues are well distributed.
The advantages of the CG method are: the formula is relatively simple and performs
significantly faster than SD method, being just slightly more complicated than that of the
method of steepest descent. The advances towards the minimum point are generally fairly
uniform at each iteration and the direction at each step is always linearly independent of
all other step directions. The method of conjugate gradients on the other hand only travels
in each necessary direction once.
This method performs significantly faster than SD, being just slightly more complicated to
repetition implement. It involves two matrix-vector multiplications by iteration, however
similarly to the case of SD, one can eliminate one multiplication using recursive formula
rk+1 = rk +αkApk,
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to compute the gradient.
For the CG method the error f (xk)− f (x∗) is such that, see for example, [70] and [77],
f (xk)− f (x∗)≤ maxλ∈[λmin,λmax](1+λPk−1(λ ))
2( f (x0)− f (x∗)),
where Pk−1 is a polynomial of degree k− 1. The right hand side of this inequality is
minimized when
1+λPk−1(λ ) =
Tk
(
λmax+λmin−2t
λmax−λmin
)
Tk
(
λmax+λmin
λmax−λmin
) , (2.7)
where Tk(.) is the k-th Chebyshev polynomial of the first kind:
Tk(t) = cos(k arccos(t)) =
(
t +
√
t2−1
)k
+
(
t−√t2−1
)k
2
, | t |≤ 1
(see also Appendix A).
The maximum of the numerator of (2.7) on the interval [λmin,λmax] is one and therefore
f (xk)− f (x∗)≤ T−2k
(λmax +λmin
λmax−λmin
)
( f (x0)− f (x∗)),
The worst-case rate for k iterations of the conjugate gradient algorithm for k < d is
R∗k =
(
Rk/2min +R
−k/2
min
2
)−2/k
= T−2/kk
(
κ(A)+1
κ(A)−1
)
, (2.8)
where
Rmin = lim
k→∞
R∗k
(2.9)
=
(√
λmax−
√
λmin√
λmax +
√
λmin
)2
=
(√
κ−1√
κ +1
)2
. (2.10)
The convergence rate R∗k also represents the worst-case for a gradient (s-gradient) method
that has a non-singular matrix which is not necessary to be Hermitian [35].
For problems where d is large, the search directions may begin to become inefficient after
a few iterations. One way to get the process back on track and to avoid loss of conjugacy
is to restart the process with an iteration of steepest descent and continue in this manner,
as result that the operating the method in cycles. It must be noted that ill-conditioned
problems will have a similar impact on the convergence of the conjugate gradient method
to the effect they have on the method of steepest descent. There exist many modifications
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of the algorithm which seek to improve on the efficiency and reliability of the algorithm.
One such method is the Fletcher-Reeves algorithm, see [34].
Furthermore, if κ(A) is large, a matrix M, called the preconditioner matrix, such that
the coefficient matrix of the system MAx = Mb has small condition number and easy to
solve. Theoretically, the number of required iterations is given by the number of distinct
eigenvalues. Since there is no universal method to compute M, it is possible that MA has
many equal eigenvalues. Therefore, large condition numbers of the coefficient matrices
can severely affect the performance of the CG method [38].
2.2.5 Methods For General Non-symmetric Systems
The general opinion in the numerical analysis community is that only one class of opti-
mization methods exists that are able to handle large-scale problems in an effective way.
These methods are often referred to as the Conjugate Gradient Methods [43], [32], [37],
[60] and [55].
Solving nonsymmetric or non-Hermitian linear systems iteratively with Krylov space
methods is considerably more difficult and costly than symmetric or Hermitian systems.
It is shown that it is impossible to obtain a Krylov method to have the same properties of
the CG method. So either the method has an optimality property but long recurrences, or
no optimality and short recurrences, or it is not based on Kk(A,r0).
The case when A is non-symmetric is substantially more difficult to solve efficiently by
means of iterative methods. For example, the important CG method cannot be generalized
to the non-symmetric case without a serious loss of some of its more useful properties,
see [30], and [48].
In general, most nonsymmetric methods either require storage and computation that grow
excessively with iteration number, special properties of the spectrum of A to guarantee
convergence, or a symmetrization process with potentially disastrous effects on the sys-
tem.
Several kinds of Krylov methods have been proposed since their origins half a century
ago. However, a disadvantage of all those methods is that they are not able to solve all
kinds of linear systems as stated in [26]:
" No single iteration method is robust enough to solve all sparse linear systems accu-
rately and efficiently. Generally, an iterative method is suitable only for a specific class of
problems ".
2.2.6 Iterative Methods for Complex Matrices
There are in practice, important applications that lead to linear systems where the coef-
ficient matrix has complex-valued entries. If the resulting system is Hermitian. In these
algorithms, the inner product uT v should be replaced by the complex inner product u∗v.
For non-Hermitian matrices, iterative methods (as for general matrices) can be used, again
they should be adapted to use the correct inner product.
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2.3 Overview of Some of the Gradient Methods
Gradient methods can be regarded as iterative methods. They use the partial derivatives
of the quadratic objective function
f (x) = 1
2
xT Ax− xT b+ c.
All the gradient algorithms for a general smooth function f (x) ∈ Rd in the form
xk+1 = xk +αkg(xk)
where gk = g(xk) is a gradient of f (x) at xk, hence their name, Gradient methods. g(xk) is
defined by
g(xk) = ∇ f (xk) =
( ∂ f
∂x1
,
∂ f
∂x2
, ...,
∂ f
∂xd
)T
and also is a negative residual of the system Ax = b at xk, i.e.
gk = Axk−b,
In other words, at each iteration the point xk+1 is determined by going in the direction
opposite to one of the gradient with a step-size αk.
The idea of the optimization strategy (in order to obtain an approximation to the solu-
tion of the linear system) is explained in the following quasi-algorithm [32].
Algorithm 3 General Optimization Strategy of Iterative Process
1: Choose an initial vector x0 and set k = 0.
2: Determine a search direction pk and a step-size αk such that
f (xk+1 +αk pk) < f (xk).
3: Put xk+1 = xk +αk pk.
4: If f ′(xk) 6= 0 then set k = k+1 and go to 2
5: else output xk+1 as the required minimum point.
This algorithm becomes the steepest descent algorithm if the search direction
pk =− f ′(x)
and the step-length αk = c where c > 0. Depending on the linear approximation,
f (x+ y) ≈ f (x)+ f ′(x)T y,
using an inefficient constant step-length may lead to poor convergence of the algorithm
and a compromised robustness in some cases. Moreover, the conjugate gradient methods
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are also based on this strategy, but establish the search direction and the step-size more
carefully by utilizing information from the second order approximation of Taylor series
f (x+ y) ≈ f (x)+ f ′(x)T y+ 1
2
yT f ′′(x)y,
for detail refer the interested reader to [56].
A rate of convergence at iteration i of gradient algorithms can be defined as
ri =
(gi+1,gi+1)
(gi,gi)
(2.11)
The rate of convergence of the algorithm after k iterations is then
Rk =
k−1
∏
i=0
ri =
(gk,gk)
(g0,g0)
(2.12)
To compare rates of convergence of two algorithms, both with linear convergence, their
individual asymptotic rates of convergence will have to calculate as it will be shown in
the following chapters.
For the rate rk, an algorithm is said to converge R-linearly if
0 < lim
k→∞
supR1/kk < 1
and R-superlinear if
lim
k→∞
R1/kk = 0.
Similarly, an algorithm converges Q-linearly if
0 < limsupk→∞rk < 1
and Q-superlinear if
lim
k→∞
rk = 0.
Q-linear convergence is more powerful than R-linear convergence since it forces the error
of the rate to decrease at each iteration as opposed to decreasing the error of the overall
rate. Therefore Q-linear convergence implies to R-linear convergence.
2.3.1 The Steepest Descent (SD) Method
The steepest descent (SD) method is the most famous of all the gradient methods. It is a
fundamental and probably the earliest method for the minimization of a general nonlinear
function, and also known as the gradient descent method. This method was first proposed
by Cauchy in (1847) [11]. This method has played a significant role in the development
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of the theory of optimization. Unfortunately, in most real-world problems, the method is
regarded as an algorithm with a poor convergence rate and is therefore not vastly used.
The interesting observation is the direction of the SD method can be used with a different
step-size than the original SD method. Recently, several attempts have been proposed
to improve the efficiency of the method. These methods have pointed to the main per-
ception that the gradient direction itself is not a bad choice, but rather that the classical
step-length leads to the quite slow convergence behavior. Deciding how to choose the
step-length that one should take is the only difficulty that can substantially improve the
convergence. After so many years, it is interesting to note that this method can still sat-
isfy some interesting results. Now it is generally regarded as an algorithm having a poor
convergence rate; however it is popular on account of its easy application and stability.
In the original paper, Cauchy proposed the use of the gradient as a way of solving a
nonlinear equation of the form
f (x1,x2, ...xd) = 0,
where f is a real-valued continuous function that never become negative and which re-
mains continuous, at least within certain limits.
For a general convex function f :Rd →R the steepest descent algorithm takes the follow-
ing form:
xk+1 = xk−αkgk,
where
αk = argmin
α
f (xk−αgk)
and x ∈ Rn. The step-size αk is chosen so that, at iteration k+1, the function takes on the
minimum possible value along the anti-gradient −g(xk). In other words, the point xk+1
is determined by traveling from the previous point xk down the direction of the negative
gradient until the minimum point along this line is located. The direction −gk is chosen
because the initial rate of decrease of the objective function from xk is greatest in this
direction, hence its name Steepest Descent method. Steepest descent is a monotonic
algorithm where the algorithm is often limited to small step-sizes when the condition
number is large. The algorithm of this method is as follows: The step-length of the SD
Algorithm 4 The Steepest Descent Algorithm
1: Given a matrix A, maximum number of iterations NI, an initial approximation for the starting
point x0, the first direction p0 =−g0 and a convergence tolerance tol
2: for k = 0,1, ...,NI
3: set αk = arg minα f (xk−αkgk)
4: xk+1 = xk−α pk
5: compute gk+1 = ∇ f (xk+1)
6: set pk+1 =−gk+1
7: if ‖gk+1‖2 ≤ tol then stop
8: else go to step 2
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method has the optimal property
αSDk = argmin
α∈R
‖(I−αA)gk‖A−1,
Note that gk+1 here means (I−αkA)gk.
The coefficient αk is chosen so that gk+1 and gk are orthogonal, so steepest descent fol-
lows the zigzag path. It has been shown that this method converges to a unique minimum
point of a convex quadratic function [51]. The rate of convergence depends on certain
conditions. In the case when all eigenvalues of the objective matrix are equal, the SD
algorithm converges in one step. In other cases, when the maximum and minimum eigen-
values of the matrix are considerably different from each other (for example λ1 = 0 or
λd = ∞) so that the condition number (i.e. the ratio of the largest to smallest eigenvalues
of the matrix A) is large, in such case, the method of steepest descent exhibits poor rates of
convergence. At the outset, steady convergence is achieved but progress becomes steadily
slower the closer to the minimum the approximations get.
A disadvantage of the method of SD is that it often finds itself repeating descent directions
during the course of its descent to the solution. Yet many algorithms were derived from
the SD method, with a view to improving upon the rate of convergence, so it is considered
as a standard to which other gradient algorithms can be compared.
For symmetric positive definite matrix A, it is not possible to acquire an exact analytic
formula for the asymptotic rate of convergence of the SD algorithm. The upper bound for
this convergence rate is obtained by employing the inequality of Kantorovich [49], and it
is known as the worst-case rate for the SD algorithm which is defined by
Rmax = lim
k→∞
R∗k
=
(λmax−λmin
λmax +λmin
)2
=
(
κ−1
κ +1
)2
. (2.13)
This rate of convergence thus depends on the condition number of the matrix A, i.e.
the ratio of the largest to the smallest eigenvalues λmax and λmin. Furthermore, it also
corresponds to the worst-case rate of any gradient algorithm has non-singular and non-
Hermitian matrix [77]. For a detailed discussion on this and other results concerning the
asymptotic behavior of the steepest descent algorithm, see Section 3.3.
2.3.2 The γ-Steepest Decent Method
Raydan and Svaiter in [68], have given the modification of the original SD algorithm by
introducing a relaxation parameter γk and named it the relaxed steepest descent (RSD)
method. The difference between the RSD algorithm and the standard SD algorithm is that
in the amended algorithm the familiar step-size αk of the steepest descent algorithm is
multiplied by a relaxation coefficient γ. The values of γk can change between 0 and 2. The
step-size is reduced to that of the standard SD algorithm if γk = 1, and f (xk+1) = f (xk)
if γk = 2. The γ-steepest descent algorithm was discussed in [61] and its analysis was
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restricted to the 2-dimensional case.
It is well known that the step-size for the SD algorithm is somewhat very long for ill-
conditioned problems so axiomatically it is possible that values of γ < 1 may induce to
progress rates of convergence.
In the quadratic case, the step-length of the SD algorithm can be adapted such that it
includes the relaxation parameter γ and the gradient iteration takes the form
gk+1 = gk− γ (gk,gk)
(Agk,gk)
Agk, (2.14)
where γ is a positive number less than or equal 2. This algorithm can generate much
improved rates of convergence if γ is selected wisely, a value of γ, slightly less than 1 is
recommended. For ill-conditioned problems, a value of γ = 0.9 will improve the perfor-
mance of the original SD algorithm, see [10].
This method of adaptation is however, just one of many ways in which the original SD
algorithm can be modified. Keeping the same descent direction, pk =−gk, but changing
the formula for the step-size, αk, in some way, gives rise to a new algorithm with the po-
tential of having a better asymptotic rate of convergence than the standard SD algorithm,
see [42].
A review of some modifications of the original steepest descent method is given in the
next sections.
2.3.3 The Barzilai-Borwein Method
Barzilai-Borwein (BB) algorithm [6] is one of the most recent developments in the area
of gradient algorithms which is due to Barzilai and Borwein (1988). This algorithm is
a modification of the classical SD algorithm. The step-size is exactly the same step-size
for the classical SD algorithm but at the previous iteration. The BB method shows the
enormous improvement in the rate of convergence at the same cost per iteration when
compared with the original SD algorithm despite of the similarities between these two
methods.
The original step-size of Barzilai-Borwein was derived by approximating the secant equa-
tion which underlies quasi-Newton method, for details on quasi-Newton methods see [23]
and [59]. In other words, the Barzilai and Borwein process’s step-size is computed by
means of approximation of the Hessian in the form of scalar multiple of the identity ma-
trix (Hk = αkI) and then imposing some quasi-Newton property on the matrix Hk.
The BB algorithm has two different formulae for the step-size which are
αk =
(gk−1,gk−1)
(Agk−1,gk−1)
(2.15)
for minimizing the function, and
αk =
(Agk−1,gk−1)
(Agk−1,Agk−1)
(2.16)
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for minimizing the norm of the residual.
The first formula (2.15) is exactly the step-size for the previous iteration of the standard
SD algorithm. In practice, (2.15) is easier to implement than (2.16).
In the BB algorithm, the search direction is the same as for the steepest descent method,
as can be seen in the following algorithm [69]:
Algorithm 5 The Barzilai-Borwen Algorithm
1: Given a quadratic function f , an initial approximation for the starting point x0 ∈ Rd, and first
step-length α0 ∈ R
2: for k = 0,1, ..., do
3: compute gk =−∇ f (xk)
4: xk+1 = xk +αkgk
5: αk+1 =
gTk gk
gTk Agk
6: Convergence check
7: end for
Since A is a positive definite matrix, 1αk satisfies
0 < λmin ≤ 1
αk
≤ λmax, ∀k
where λmin and λmax are the smallest and largest eigenvalues of A respectively. Although
BB and SD algorithms are quite similar and have the same cost of computation per itera-
tion, the BB method is significantly faster than the classical steepest descent. For strictly
convex quadratic functions, BB has been shown to converge for problems in any dimen-
sion [66]. For the case when d = 2, the method converges R-superlinearly [6]. For a
strongly convex quadratic function of dimension greater than two, it has been shown that
the BB algorithm converges R-linearly [15].
The behavior of BB is completely non-monotonic, i.e. it is possible that the function value
f (xk) or the gradient norm ‖ gk ‖ can increase at some iterations, this is in sharp contrast
to the SD method.
In [33], it has been demonstrated that the degree to which the non-monotonicity occurs is
dependent on the condition number of the topical matrix which means the method suffers
from a loss of precision. Further, the BB algorithm, unlike the SD method, is not limited
to small step-sizes when the condition number is large. Consequently, this algorithm is
less sensitive to ill-conditioning.
Numerical comparison in [68] of the RSD method with the standard SD and BB methods
demonstrates that the RSD method outperforms the original SD algorithm while it con-
verges in more iterations than the BB method, so its rate of convergence is slower than
the BB algorithm.
2.3.4 The Cauchy-Barzilai-Borwein (CBB) Method
Due to their simplicity, efficiency and low memory requirements, BB-like methods have
been used in many applications. The Cauchy-Barzilai-Borwein (CBB) algorithm [68] is
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a modification of the BB algorithm. In this algorithm, each iteration can be considered as
two successive iterations of the steepest descent method where the step-size only demands
to be computed once but is utilized twice. The algorithm has been defined as follows:
Let x0, yk ∈ Rd and
yk = xk− (gk,gk)
(Agk,gk)
gk,
where gk = Ayk−b. If
xk+1 = yk− (gk,gk)
(Agk,gk)
gk.
Then by using
Ayk−b = gk− (gk,gk)
(Agk,gk)
Agk,
it can obtain
xk+1 = xk−2 (gk,gk)
(Agk,gk)
gk +
(
(gk,gk)
(Agk,gk)
)2
Agk.
Thus, the gradient iteration for the CBB algorithm takes the following form
gk+1 = gk−2 (gk,gk)
(Agk,gk)
Agk +
(
(gk,gk)
(Agk,gk)
)2
A2gk. (2.17)
This algorithm exhibits non-monotonic behavior in its descent to the minimum point.
Moreover, it has been shown that this algorithm converges Q-linearly.
For the test problems chosen, the numerical comparison of the CBB algorithm with the
BB algorithm has been demonstrated that the former converges in fewer iterations than
the latter.
2.3.5 Some Other Modifications of the Gradient Methods
The optimum s-gradient algorithm is a modification of the classical SD algorithm in which
the iterative formula gathers s-steps of the standard algorithm into one iteration. So that
the iterative formula of this algorithm can be written as
xk+1 = xk−δ1gk−δ2Agk− ...−δsAs−1gk,
where the coefficients δ1,δ2, ...,δs are computed to minimize the error function ek =
xk−x∗. This formula collapses to that of the original SD algorithm when s= 1, for further
explanation see [31].
Many adaptations and generalizations of the algorithm have been suggested. To ensure
global convergence for the general non-linear case, the Barzilai-Borwein method is com-
bined with a non-monotone line search strategy referred to as the Global Barzilai-Borwein
(GBB) algorithm, see[54]. In well conditioned problems, convergence of this algorithm
has been established, it has also been noted that it is more competitive than some conju-
gate gradient methods. The GBB method gives large increases in the norm of the gradient
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at iteration k which will prevent a large decrease in norm of the gradient at iteration k+1,
this method has slow convergence for ill-conditioned problems.
In [40], it has been suggested that the BB method is embedded in the non-monotone
line search to avoid the enforced decrease in the objective function value at every itera-
tion which is destroyed by the non-monotone behaviour of the algorithm, it also reduces
the convergence rate to that of the SD method. This line search technique consists of
computing the step-length αk in order to satisfy
f (xk +αkgk)≤ max
0≤i≤z(k)
f (xk−i)+ εαk(gk,gk),
where z(k) =min(k,Z−1),Z is an integer and ε is small. This method leads to preserving
the non-monotonic nature of the BB method.
It is demonstrated that the global convergence of BB algorithm is guaranteed if it is com-
bined with one of the suggested non-monotone line search techniques, see [41].
A relatively large increase in the gradient norm ‖ gk ‖ is usually followed by a desirable
large decrease in ‖ gk+1 ‖ which results in the clear effect of reducing the value of the gra-
dient norm. If the condition number κ is large and the step-length αk+1 is comparatively
small, then this would lead to diminishing the large components of the gradient gk+1. For
an exhaustive review of the Barzilai-Borwein algorithm and its adaptations, see [33].
A generalization of the SD and BB algorithms for the solution of large scale symmet-
ric positive definite systems is suggested in [36]. The gradient iteration of the generalized
algorithm is defined as
gk+1 = gk−
(gω(k),gω(k))
(Agω(k),gω(k))
Agk (2.18)
where ω(k) is chosen to be arbitrary from the set {k,k− 1, ...,max{0,k− l}} where l
is some positive integer (that is the step-size of the last l step-sizes). There are many
choices for the step-sizes can result from (2.18) such as αSDk when ω(k) = k, αBBk when
ω(k) = k−1, and others.
Alternative modification of the SD algorithm is referred to as alternative step (AS) al-
gorithm, see [16]. Step-size of AS algorithm is, in fact, a combination of SD and BB
step-sizes. The same step-size αk of SD method is used at iterations k and k+1. In other
words, The step-length of BB method at iteration k is the same step-size of SD method at
iteration k+1. Hence every even iteration is iteration of the BB algorithm and every odd
iteration it is iteration of the SD algorithm, i.e.
αASk =
{
αSDk whenkodd
αBBk whenkenev
This method avoids the zigzagging behavior and requires less step-size computations than
either the BB and SD methods.
For the case of symmetric positive definite problems, the AS algorithm is established to
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have R-linear convergence. It has been showed by numerical experiments that the AS
method is quite competitive compared to the BB algorithm. The AS method is a different
formulation of the Cyclic-Barzilai-Borwein algorithm, see [17].
The motivation behind the adaptation is to produce an algorithm which gives faster rates of
convergence than the SD method. Moreover, one which still keeps the monotone property
of the standard SD algorithm since a monotone algorithm can be generalized to include
general non-linear functions without the need for the particular non-monotone line search
procedures that the BB algorithms requires in [40].
A gradient method is developed in [19] and is called the Alternate Minimization Gra-
dient algorithm. This method, unlike the BB algorithm, is a monotone algorithm and has
a better rate of convergence than the SD algorithm. This method has two step-sizes which
consecutively minimize the norm of the gradient ‖ gk ‖ and the function value f (x), i.e.
α2k−1 = argmin
α
‖ g(x2k−1−αg2k−1) ‖
and
argmin
α
( f (x2k−αg2k)).
In the quadratic case, they take the following form
α2k−1 =
(Agk,gk)
(A2gk,gk)
and α2k =
(gk,gk)
(Agk,gk)
.
In the convex quadratic case, it is demonstrated that the convergence of this algorithm
is Q-linear. Numerical results for a problem with a symmetric positive definite Hessian
matrix show the method competes compared with the SD algorithm. Furthermore, if low
precision is required, the method has a superior rate of convergence to the BB algorithm.
There are two modifications to this method: steepest descent step gradient method 1 (SS1)
and steepest descent step gradient method 2 (SS2). In SS1, the step length is
αSS1k = γ1αSDk
while in SS2
αSS2k =
{
γ2αSDk if k odd
αSDk if k even
where the constants γ1 and γ2 are less than 1.
It is indicated that SS1 and SS2 are less effected by the condition number than the al-
ternate minimization algorithm, at the same time, that the shortened step-sizes avoid the
occurrence of zigzags in the decent track.
The ASD method is a monotone algorithm which uses a combination of step-size of SD
method, αSD2k , and the step-size of the minimal gradient (MG) formula that minimizes the
gradient norm. For quadratic minimization, MG step-size is equal to
αMGk =
(Agk,gk)
(A2gk,gk)
.
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Unlike the alternate minimization algorithm where the step-size interchanges orderly be-
tween αMG2k−1 and αSD2k , the step-size of the ASD algorithm at iteration k is defined by
αASDk =
{
αMGk if α
MG
k /α
SD
k ε
αSDk otherwise
where ε ∈ (0,1) is a parameter close to 0.5. It is also established that this algorithm
converges Q-linearly.
In [81], two gradient methods are suggested: adaptive Barzilai-Borwein algorithm (ABB)
and adaptive Steepest Descent algorithm (ASD). The ABB algorithm is a non-monotone
algorithm and uses both the step-lengths proposed by Barzilai and Borwein in [6]. Noting
that αBB1k = αSDk−1 and αBB2k = αMGk−1 the step-size of the ABB algorithm at iteration k is
determined as follows
αABBk =
{
αBB2k if αBB2k /αBB1k < ε
αBB1k otherwise
where ε ∈ (0,1). It has been proven that the ABB algorithm converges R-linearly.
In both ASD and ABB algorithms, there is a smaller and larger step-sizes. It is indicated
that the longer step-length leads to reducing the gradient norm ‖ gk ‖, whilst the shorter
step-length help to producing a good descent path. Numerical examples bring to light,
when the condition number is large and high precision is required, that both of these al-
gorithms require fewer iterations to converge than the BB method while the ABB method
performs distinctly well in comparison with the others.
In [80], a new adaptation of the SD algorithm is proposed. The suggested algorithm
has the SD step length in odd iterations, and in even iterations the step length is
αk =
2√
(1/αSD2k−1−1/αSD2k )2 +4 ‖ g2k ‖2 / ‖ s2k−1 ‖2 +1/αSD2k−1 +1/αSD2k
(2.19)
where sk−1 = xk− xk−1.
Another modification presented to this algorithm is that after each two successive step-
sizes of SD method, an iteration of the step-length (2.19) is made.
Although both alterations are an improvement upon the classical SD algorithm, the second
alteration is the preferable of the two and acts specially good for small scale problems.
Further it is preferable over the BB algorithm for large scale problems.
The relaxed SD method [68], is extended to general non-linear convex well-conditioned
functions where the step-size is computed by means of backtracking (an inexact line
search technique) and the linear convergence for this case is proved, see [3].
Andrei suggested in [4] a modification of the standard SD algorithm. The classical step-
size is multiplied by a positive parameter, ϑk < 1 which is recomputed at each iteration
by means of backtracking. In the convex case, it is shown that the algorithm has linear
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convergence and it is shown to have a faster rate of convergence than the SD algorithm.
Another gradient algorithm is presented by Andrei in [2]. This algorithm employs the
direction of the SD method and demands a backtracking method to compute the step-size.
Numerically, it is shown to have a superior rate of convergence when it is compared with
the relaxed SD algorithm, as discussed in [68], and approximately the same rate of con-
vergence to the BB algorithm for convex well-conditioned problems.
A gradient method with step-length
αOPTk =
2
(λmin+λmax)
= argmin
α
‖ I−αA ‖
is called an optimal step-length, which leads to minimize ‖ I−αA ‖ . In practice, this
optimal step-length cannot be used since that the values of λmin and λmax are seldom
known.
Another step-length is proposed for symmetric positive definite problems in [18] which
leads to the optimal step length αOPTk when k → 1. This step-size is
αOPT2k =
‖ gk ‖
‖ Agk ‖
It is proven that this method has a Q-linear rate of convergence. Numerical results have
showed that the algorithm performs slightly better than the steepest descent algorithm. It
is thought that a possible reason for this is that αOPT 2k ≤ αSDk . It is known as the square-
root algorithm and it will be discussed later in this chapter.
To improve this suggested algorithm, the steepest descent step-size is used in odd iter-
ations and the optimal step-size αOPT 2k , is used in even iterations. Numerically, it is seen
that this combined method requires half the number of iterations of the SD method to
converge.
In many situations, all the above gradient algorithms only require very few iterations
to converge to the solution; therefore, to enable long term observations, the gradient gk is
normalized (before computing gk+1) by setting
gk :=
gk
‖ gk ‖ .
Some examples are given to show that the gradient components with respect to the eigen-
values of A in the second method suggested in [80] decrease together in this algorithm.
As it is thought that this might be the reason why such algorithm has a rate of convergence
similar to the BB algorithm whilst the other algorithms became worse. Furthermore, it is
demonstrated that the Alternate Minimization algorithm and the first method suggested in
[80] might be sometimes returned to a cycle, see [42].
2.3.6 β -Root Family of Gradient Algorithms
As is known, changing the step-size of the original SD algorithm, αSDk , in some way and
keeping the same descent direction,−gk, leads to supplementing new gradient algorithms
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with preferable rates of convergence. In this subsection, a special family of gradient
algorithms (which are a generalization of the SD algorithm) will be considered. The
descent step is the only difference between all these algorithms. They are combined and
fall under the name β -root algorithms, see [65].
The Square-Root Algorithm
The square root algorithm is a particular member of the β -root family. It was suggested
by Dai and Yang in [18]. The step-size of this algorithm takes the form
αOPT 2k =
‖ gk ‖
‖ Agk ‖
.
This algorithm is particularly known as the square-root algorithm and its gradient iteration
for quadratic case has the following formula
gk+1 = gk−
√
(gk,gk)
(A2gk,gk)
Agk, (2.20)
It has been proven that this method converges Q-linearly. As αOPT2k < αSDk , it has been
shown through numerical results that the algorithm performs slightly better than the SD
algorithm. However, it will be explained in Chapter 4 that this algorithm has exactly the
same worse rate of convergence as the SD algorithm and it does not improve upon the
asymptotic rate of convergence of the original SD algorithm for the symmetric case.
The steepest descent and square-root algorithms both belong to the β -root family for
larger gradient algorithms.
Both of these algorithms have comparatively poor asymptotic rates of convergence. The
square-root algorithm was shown to have an asymptotic rate of convergence equal to the
worst rate of the steepest descent algorithm, Rmax, and the SD algorithm has been seen
to have an average asymptotic rate of convergence only marginally better than Rmax. So
there is an attempt for generalizing the algorithm to gain a gradient algorithm with a faster
asymptotic rate of convergence by the addition of the relaxation coefficient γ to its step-
length αk. Thus the generalized square-root algorithm shall be referred as γ-square root
and its step-size becomes
αk = γ
√
(gk,gk)
(A2gk,gk)
. (2.21)
If γ = 1 the step-length (2.21) is exactly the step-length of the original square root algo-
rithm. The γ-steepest descent and γ-square root algorithms both belong to the (γ,β )-root
family, for more details see [42].
The β -Root Algorithm
The performance of the β -root algorithm relies on the value of the parameter β . The
quadratic form the gradient iteration can be written as:
gk+1 = gk−αkAgk, (2.22)
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where
αk =
(gk,gk)β (A2gk,gk)β−1
(Agk,gk)2β−1
, (2.23)
and β is a small positive number. If β = 1, the step-size is precisely the step-size of the
original SD algorithm. Whilst β = 1/2 gives the exact step-size of the standard square-
root algorithm. For other values of β , the behaviour of the algorithm will be quite differ-
ent.
Selecting the optimal value of β affects the asymptotic rate of convergence significantly.
For the symmetric problem, the best asymptotic rates of the β -root algorithm are achiev-
able by choosing the optimal value of β such that 1 < β / 1.1, see [42].
Exactly the right value of β depends on the dimension d, as well as on the condition num-
ber κ for the symmetric and non-symmetric problems. That is, the optimum value of β is
not the same for problems of any number of dimensions or for all condition numbers, as
will be seen in Chapter 4.
To attain much faster convergence rates, the β -root algorithm step-size can be multi-
plied by a relaxation parameter γ in the same way the steepest descent algorithm was
generalized in subsection 2.3.2. Then the gradient iteration takes the form
gk+1 = gk− γ (gk,gk)
β (A2gk,gk)β−1
(Agk,gk)2β−1
Agk, (2.24)
and the algorithm is indicated as (γ,β )-root algorithm. In this case the algorithm ex-
hibits an improvement in asymptotic rate for values of β where the β -root algorithm does
already exhibit fast asymptotic rates of convergence.
2.3.7 φp-Optimality Gradient Algorithms
In the previous subsections, the step-lengths of the algorithms have been generated by
the modifications and generalizations of the step-length of the SD method. Nevertheless,
other step-lengths for gradient algorithms can be created based on existing optimality cri-
teria, see [24] and [65].
In this subsection, the gradient algorithms will be generated from the family of φp-
optimality criteria. Only two different algorithms of this family will be considered in
this thesis. The first one is A-optimality gradient algorithm, i.e. p = 1, and the second
is φ2-optimality gradient algorithm, i.e. p = 2. The gradient algorithms from this family
have much more complicated formulae if p≥ 3 and there is no worthwhile improvement
in the rates of convergence.
The A-Optimality Gradient Algorithm
An A-optimality criterion is a well-known criterion in the field of optimal experimental
design, see [24] and [63]. It is one in a family of so-called φp-optimality criteria which
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generate the A-optimality gradient algorithm. The step-length of the gradient algorithm
corresponding to the A-optimality criterion is formulated as
αAoptk =
(gk,gk)2 +(Agk,gk)2
(Agk,gk)[(gk,gk)+(A2gk,gk)]
. Thus, the gradient algorithm will take the form
gk+1 = gk− (gk,gk)
2 +(Agk,gk)2
(Agk,gk)[(gk,gk)+(A2gk,gk)]
Agk, (2.25)
The algorithm 2.25 is referred to as the A-optimality gradient algorithm. It has been
shown that this algorithm has a super-linear convergence, i.e. rk → 0 as k → ∞ for the
problems with dimension d = 2. However, the convergence of this method is no longer
super-linear for d > 2.
The φ2-Optimality Gradient Algorithm
To generate more potential gradient algorithm, the A-optimality gradient algorithm is gen-
eralized to φ2-optimality gradient algorithm. The step-size of the φ2-optimality gradient
algorithm has the form
αk =
(Agk,gk)2[(A2gk,gk)+2(gk,gk)]+(gk,gk)3
(Agk,gk)[(gk,gk)(A2gk,gk)+(Agk,gk)2 +(A2gk,gk)2 +(gk,gk)2]
For symmetric linear problems, it has been shown that the asymptotic rate of convergence
of the φ2-optimality gradient algorithm is faster than that of the A-optimality gradient
algorithm, see [42].
2.3.8 Pre-computed Step-Length Gradient Algorithm
In [20], a new gradient method, known as the Fractional parts of Golden Ratio, is sug-
gested. This method is based on generating a sequence of points zk in the interval [0,1]
before the performance of the main algorithm. Here, this type of gradient algorithm will
be referred to as the Golden Ration (GR) algorithm.
In the GR algorithm, the step-sizes are proposed for general gradient methods by gener-
ating an infinite sequence of numbers before starting the main iteration. This sequence
of points has the arcsine distribution and are obtained from the inverse step-lengths by
rescaling these numbers to the matrix spectrum. In fact, a suitable distribution of the se-
quence enables one to recover fast rates of convergence.
To construct this sequence, a sequence of points {zk}∞k=0 is typically computed in [0,1],
the points are then re-scaled to the interval [λmin,λmax], and then using the formula
ζk = λmin +(λmax−λmin)zk, k = 0,1, ...,NI,
where NI is the number of iterations. In other words, this procedure forms a sequence of
points {ζk} having an arcsine density on the interval defined by the smallest λmin and the
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largest λmax eigenvalues of the objective matrix.
The advantage of using zk rather than ζk directly is the fact that the construction of the al-
gorithms does not depend explicitly on λmin and λmax. The following algorithm describes
the way to obtain the step-length αGRk =
1
ζk
Algorithm 6 Construction the Step-size of the Golden Ratio Algorithm
1: Given NI, and the golden ratio Φ = (
√
5−1)/2≃ 0.61803. To compute αGRk
2: For k = 0,1, ...,NI
3: uk = {φ(k+1)} where {c} denotes the fractional part of c
4: zk = 12 +
1
2 cos(piuk) (to obtain a sequence of points {zk} ∈ [0,1])
5: ζk = λmin +(λmax−λmin)zk
6: αk = 1/ζk
This algorithm avoids computation of inner products for calculating of the step-lengths,
however it requires some information about the spectrum of the matrix under study. Since
the points {zk} are well-distributed on the interval [0,1] but are not symmetric with respect
to the middle point, then the behaviour of this algorithm is somewhat erratic.
Chapter 3
Asymptotic Rate of Convergence of Some
Gradient Algorithms
The most common class of numerical methods for solving linear systems of equations is
the class of gradient algorithms. To facilitate the analysis of algorithms, the technology
that will be used to analyze and compare the asymptotic rates of convergence is based on
normalizing the gradients.
All gradient methods introduced in Section 2.3 have the same idea, that is, at each it-
eration, the gradient gk+1 is determined by going in the direction opposite to the one of
the gradient gk with some step-size αk.
A necessary condition in order to minimize (or in effect maximize) a function f , is that
∂ f
∂x1
=
∂ f
∂x2
= ...=
∂ f
∂xn
= 0.
Therefore, the value of the gradient norm of a successful optimization algorithm must
approach zero. The initial vector x0 and the matrix condition number will affect the mag-
nitude of the oscillations in ‖ gk ‖ [58].
The parameters which impact the asymptotic rate of convergence and the detailed analysis
of this convergence rate for some renowned gradient algorithms are given in this chapter.
As is shown in the previous chapter, the rate of convergence to the solution of a linear
system of equations at iteration i for any gradient algorithm is defined by
ri =
(gi+1,gi+1)
(gi,gi)
, (3.1)
where gi+1 = gi−αiAgi is the general gradient iteration and αi is the algorithm’s step-
length. The rate after k iteration will be
Rk =
k−1
∏
i=0
ri =
(gk,gk)
(g0,g0)
. (3.2)
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Thus, the asymptotic rate of convergence R can be written as
R = lim
k→∞
R1/kk . (3.3)
Instead of calculating this as an approximation to the asymptotic rate of convergence and
showing the behaviour of the algorithm at various stating points, the following formula
can be used
R =
1
NR
NR
∑
j=1

( k∏
i=1
ri
)1/k= 1
NR
NR
∑
j=1
[
exp
{
1
k
k
∑
i=1
logri
}]
, (3.4)
where NR is the number of different random starting points by which the asymptotic rate
is averaged and k is the large number of iterations achieved, see [62] and [63].
In order to compare the convergence rates of two algorithms, both with same convergence,
it is necessary to estimate their individual asymptotic rates of convergence.
It is known that if the distribution of the sequence {1/αk} for any iterative algorithm is
adequately close to the arcsine distribution on [λmin,λmax] with probability density func-
tion
p(t) =
1
pi
√
(t−λmin)(λmax− t)
,
then the asymptotic rate of convergence of the algorithm approaches the bound of the
Conjugate Gradient method Rmin [64].
It is shown in [73] that the asymptotic rate of convergence of the s-gradient algorithm
tends to Rmin if s→ ∞ (i.e. the worst rate of the CG algorithm is also attained by the op-
timum s-gradient algorithm when s→ ∞). As will be seen in the coming sections, Rmin is
a distinguished improvement on the first case when s = 1 and it was not easy to progress
with any gradient algorithm. Consequently, this convergence rate can be seen as a lower
bound for an asymptotic rate of convergence R, and any new improved gradient algorithm
should be constructed in such a way that its asymptotic rate of convergence is as close as
possible to the ideal asymptotic rate of convergence Rmin.
In this chapter, a slightly non-symmetric matrix E will be constructed and then used to
compare behaviour of different gradient algorithms. The performance of these algorithms
would be compared with that of the symmetric part of this matrix which has been done in
similar way for the diagonal matrices [42].
For equitable comparisons, all approximate average asymptotic rates demonstrated in this
thesis will be computed from 300 iterations (i.e. k = 300) and an average over 150 repli-
cates (i.e. NR = 150) unless stated otherwise. The starting vector x0 for each replicate
is generated randomly. If any element of the initial vector is either zero or close to zero,
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then the problem is simplified but the rate will be unrepresentative, so these elements are
then substituted by another real number.
To encode and test most of the gradient algorithms presented in this thesis, the program-
ming languages MATLAB 25 and MATLAB 27 will be used. Examples of a typical
program in MATLAB is given in Appendix B.
3.1 Construction of a Slightly Non-Symmetric Matrix E
The slightly non-symmetric matrix E of size d× d is constructed from two matrices B
and C such that
E = B+C
where B = (bi j) such that b11 = 1, bdd = κ(B) and bi j, for 1< i, j < d, takes the following
form
bi j =
{ 0, if i 6= j,
1+ (n−1)(κ(B)−1)d−1 , if i = j, n = 2, ...,d−1.
while C = (ci j), such that ci j ∈ [−0.1,0.3] for i < j and ci j = 0 for i≥ j.
The matrix E will be used as the test matrix to perform all the gradient algorithms in this
chapter.
3.1.1 Properties of the Matrix E
• For each replicate, the entries of the matrix C when i < j are generated randomly
from numbers that belong to the interval [−0.1,0.3].
• E = ES +EN where
ES = (E +ET )/2 and EN = (E−ET )/2
are the symmetric and skew-symmetric parts of the matrix E respectively. The ma-
trix ES was generated randomly many times (in the order of millions) and always
gave a positive definite matrix. Therefore, the matrix E (which is non-symmetric)
will also be positive definite which is deemed as a fact in numerical linear algebra.
Hence E and ES are invertible and the eigenvalues of E are all positive real numbers.
Let λ1, ...,λd be the eigenvalues of E such that
0 < λ1 ≤ ...≤ λd,
then λ−11 , ...,λ−1d are the eigenvalues of E−1. The condition number of E is defined
to be
κ(E) =
λd
λ1
.
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• With fair comparisons in mind, the condition number of the symmetric matrix ES is
forced to be equal to the condition number of the matrix B, κ(B), (which will denote
by κ hereafter). The following procedure would then have to be employed:
κ(ESnew) = κ
(
(ESold +µI)+(ESold +µI)T
2
)
, (3.5)
where
µ = λmax−κλmin
κ−1 , (3.6)
such that λmax and λmin are the maximum and minimum eigenvalues of ES respec-
tively.
For the non-symmetric case, the same form (3.5) will be used but ES will be re-
placed by E in order for the condition number of E and B to be equal.
It is important mentioning that for the sake of fair comparison, the condition number
of E will either be equal to or marginally greater than κ in the presented gradient
algorithms.
• The degree of non-symmetry of the matrix E is defined to be the ratio of the 2-norm
of the skew-symmetric part to the 2-norm of the symmetric part of the matrix and
is denoted NS. It takes a large value when the dimension of E is large and κ(E) is
small, see for example table 3.1.
Case d κ = κ(ESnew) κ(ESold) κ(Enew) κ(Eold) NS
1 5 5 5.0735 5.0002 5.0504 0.0538
2 5 100 100.0562 100.0000 100.0041 0.0027
3 100 5 13.2035 5.0647 12.0353 0.3478
2 100 50 52.4268 50.0055 50.8495 0.0677
3 50 100 100.9035 100.0001 100.1162 0.0178
4 100 100 102.4173 100.0016 100.5777 0.0339
Table 3.1: Degree of non-symmetry of a random matrix E
Example 3.1.1. For d = 5 and κ(B) = 10, the matrix E will take the form
E =


1.0000 0.2048 0.1462 0.0623 −0.0768
0 2.0000 0.2168 0.2742 0.0411
0 0 3.0000 0.2668 0.2253
0 0 0 4.0000 −0.0961
0 0 0 0 5.0000

 ,
where κ(E)= 5.0504. But after using (3.5) and (3.6), κ(E) will take the value 5.0002 and
the elements of E are the same as before the procedure was applied, except the diagonal
elements become 1.0125, 2.0125, 3.0125, 4.0125, 5.0125 with NS = 0.0538.
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Example 3.1.2. In this example, the eigenvalues of the non-symmetric matrix E and of
the symmetric matrix ES for d = 50 and κ(B) = 10 are shown in Figure 3.1. This Figure
also shows the histogram of the eigenvalues in 3-dimensions for both matrices. In this
case, the condition number is κ(E) = 10.9636 before using equations (3.5) and (3.6), but
after using them, the condition number will become κ(E) = 10.
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Figure 3.1: Plot of eigenvalues and their histograms for, from top to bottom: symmetric part
matrices (ES) where κ = 10, and non-symmetric matrices (E) where NS = 0.1693, κ(E) = 10;
for d = 50, NR = 1.
N.B., regarding the use of Rmin and Rmax for non-symmetric matrices, both of them exhibit
oscillatory behaviour, while symmetric matrices show very steady behavior due to the
fixing of the condition number. Figure 3.2, shows the worst case rates Rmin and Rmax for
the symmetric matrices on the right and of the non-symmetric matrices on the left. The
Chapter 3. Asymptotic Rate of Convergence of Some Gradient Algorithms 35
dimension was fixed as d = 50 and number of repetitions is 50. The graphs show that
there is a virtual difference between the two cases.
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Figure 3.2: Average asymptotic rates of convergence Rmin and Rmax of (left) symmetric matri-
ces and (right) non-symmetric matrices for, from top to bottom: Rmin, Rmax where µ(NS) =
0.1627, µ(κ(E)) = 10.0192; NR = 50, κ = 10, d = 50.
However for that reason, all the results given in this thesis from this point on are from
simulations run with an average of Rmin and Rmax of non-symmetric matrices for 300
replicates to compare with those of the symmetric matrices unless otherwise stated.
To achieve a review of asymptotic rates of convergence of the gradient algorithms, the
concept of normalization is first introduced.
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3.2 Normalization of Gradient Algorithms
The normalization of the gradient is a very useful technique for studying the asymptotic
rate of convergence of all the gradient algorithms presented. Since gradient algorithms
converge rapidly to a local extremum, analyzing their convergence rates will be difficult.
Since the long term behaviour of a gradient algorithm can be studied, normalizing the
algorithm’s gradient facilitates a better analysis of the algorithm’s asymptotic rate of con-
vergence. That is, the gradient normalization allows an in depth investigation of the be-
haviour and performance of gradient algorithms. This is the basis of the renormalization
idea for symmetric problems which was done by Akaike [1]. He has proven that the
renormalized iterates gk/ ‖ gk ‖ of the quadratic objective function converge to the two
dimensional space spanned by the eigenvectors corresponding to the smallest and largest
eigenvalues of a diagonalizable matrix. In [65], some gradient algorithms have been re-
written in a normalized form and studied their asymptotic rate of convergence.
For all programs of various gradient algorithms, the normalization of the gradients gk is
used according to
gk :=
gk
‖ gk ‖ =
gk√
(gk,gk)
, (3.7)
such that the norm of the result gradient ‖ gk ‖= 1 for all k = 0,1,2, ...,NI where NI is the
number of iterations. For example, Figure 3.3 shows the asymptotic rate of convergence
of the SD, BB, and CBB algorithms without using (3.7) on the left and using (3.7) on the
right for symmetric matrices and non-symmetric matrices compared with Rmax and Rmin.
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Figure 3.3: Average asymptotic rate of convergence of the SD, BB and CBB algorithms (left) with-
out normalization and (right) with normalization for (top) symmetric matrices ES where µ(κ)= 10
and (bottom) non-symmetric matrices E where µ(NS) = 0.1622, µ(κ(E)) = 10; k = 1000, NR =
300, d = 50, compared with Rmax andRmin.
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3.3 Asymptotic Rate of Convergence for the SD Algorithm
In this section, the analysis of the SD algorithm using the normalization of the gradient is
presented. For the quadratic function
f (x) = 1
2
xT Ax−bT x,
where A is symmetric positive definite matrix, the original SD method decides the step-
length as follows:
αk =
(gk,gk)
(Agk,gk)
, (3.8)
Moreover, the step-size of the this method for a general matrix A has one of the following
forms:
αk =
2(gk,gk)
(Agk,gk)+(AT gk,gk)
, (3.9)
or
αk =
1
2
[
(gk,gk)
(Agk,gk)
+
(gk,gk)
(AT gk,gk)
]
. (3.10)
It can be noted that equations (3.8),(3.9) and(3.10) are the same when A is symmetric.
It has been shown that the steepest descent algorithm converges R-linearly, i.e. the asymp-
totic rate of convergence (2.12) is less than one. For more detail on studying the asymp-
totic behaviour of the steepest descent method, see [61].
In [1], the rate of convergence of the standard steepest descent algorithm was studied.
The asymptotic rate of convergence of the SD algorithm for the symmetric definite matrix
is demonstrated to have the form
R(c) =
c2(κ−1)2
(c2 +κ)(1+ c2κ)
. (3.11)
where κ is the ratio of the maximum eigenvalue to the minimum eigenvalue of the objec-
tive matrix. When c = 1, this form is equal to the worst case rate Rmax defined by (2.13).
In this case, the search directions will not show irresolute behaviour but will converge to
a single point. It is clarified that the asymptotic rate of convergence of the SD algorithm
will be slightly less than its worst rate when the condition number of the objective matrix
is small, especially if there is not an eigenvalue close to (λmax+λmin)/2. The outcome of
Akaike in [1] was developed independently by Pronzato et al. in [61] and Nocedal et al.
in [58].
The oscillatory nature of SD algorithm leads to the augmentation of the value of ‖ gk ‖ at
some iterations. It is demonstrated that the maximum possible oscillation in the value of
the gradient norm will exist if c2 = κ or c2 = 1/κ , see [58].
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Dependence on the Eigenvalues (λ )
It is recognized that the difference between the worst rate of the SD algorithm Rmax and
the asymptotic rate of convergence of an algorithm in (3.3) mainly depends on the smallest
and largest eigenvalues λmin and λmax. Furthermore, the initial point x0 and the midpoint
(λmax + λmin)/2 also affect the rate of convergence for symmetric and non-symmetric
problems.
If any eigenvalue of the matrix E (or ES) is equal to λi = (λmax+λmin)/2, then the asymp-
totic rate of convergence is worse than if this value is not contained in the spectrum of the
matrix being studied. This in fact holds for all dimensions.
In larger dimensional problems, the difference between odd dimensions (where the equal
spacing of eigenvalues naturally includes the midpoint) and even dimensions (where equal
spacing does not incorporate the midpoint) is not significant. Figure 3.4 shows the aver-
age asymptotic rate of convergence of the SD algorithm as a function of κ . Both graphs,
on the left for symmetric matrices and on the right for non-symmetric matrices, clarify
that the eigenvalues which are evenly spaced and randomly chosen from a uniform distri-
bution give the same average asymptotic rate of convergence when d = 50.
It is clear that for any κ , if the dimension of the problem is even, then most of the eigen-
values between λmax and λmin will be closer to the midpoint of the middle two eigenvalues
(the midpoint of the two inner eigenvalues) in the series. This event is valid for all gradi-
ent algorithms studied in this thesis. So all the given results are obtained from simulations
which work with equally spaced eigenvalues.
In small dimensional problems, there is a distinct difference in the average asymptotic
rates of convergence between equally and not equally spaced eigenvalues of the symmet-
ric matrix ES (which is similar to E when NS is very small).
In the case when the eigenvalues are evenly spaced, the asymptotic rate of convergence
in odd dimensions is at its worst compared with even dimensions, for more details for the
symmetric matrix see [42].
Dependence on the Condition Number (κ)
It is a well known fact that the asymptotic rate of convergence of the SD method becomes
worse as the condition number increases, [51]. Figure 3.5 shows the dependence of the
asymptotic rate of convergence R of the SD algorithm on the condition number κ of
the symmetric matrices ES on the left and of the non-symmetric matrices on the right
when the dimension is 100. It can also be seen from Figure 3.5 that the average rate of
convergence of the SD algorithm is marginally less than or equal to Rmax. Moreover, this
Figure shows that the asymptotic rate of convergence of the SD method is slightly better
for the non-symmetric case than for the symmetric case when compared with Rmax and
Rmin especially for κ(E)/ 40.
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Figure 3.4: Average asymptotic rate of convergence of the SD algorithm as a function of κ
with evenly spaced eigenvalues and randomly generated eigenvalues for (left) symmetric matrices
where µ(κ)= 51 and (right) non-symmetric matrices where µ(NS)= 0.0590, µ(κ(E))= 51.0048
for the equally spaced case and µ(NS)= 0.0608, µ(κ(E))= 50.8557 for the random case; d = 50.
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Figure 3.5: Average asymptotic rate of convergence of the SD algorithm as a function of κ for
(left) symmetric matrices where µ(κ) = 51 and (right) non-symmetric matrices where µ(NS) =
0.1007, µ(κ(E)) = 51.0196; compared with Rmax and Rmin for d = 50.
Dependence on the Dimension (d)
Figure 3.6 shows, for d = 100, the asymptotic rate of convergence as a function of d. It is
independent of d for symmetric matrices when d ' 10 on the left graph and dependent on
d for non-symmetric matrices on the right. One could conclude from this figure that the
dimension of ES has no effect on the asymptotic rate of convergence but the dimension of
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E has virtually an effect on the asymptotic rate of convergence. The asymptotic rate of
convergence of E is worse when 10 / d / 20 and κ(ES) = 10 because the degree of non-
symmetry takes a smaller value in the range. Furthermore, this verifies the fact, declared
in [1], that for most starting vectors x0, close to the worst rate is attained if the spectrum
of the matrix contains an eigenvalue close to (λmax +λmin)/2.
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Figure 3.6: Average asymptotic rate of convergence of the SD algorithm as a function of d for
(left) symmetric matrices where µ(κ) = 10 and (right) non-symmetric matrices where µ(NS) =
0.1562, µ(κ(E)) = 10.0274; compared with Rmax.
3.4 Asymptotic Rate of Convergence of the γ-SD Algorithm
Indeed, even a little change to the SD algorithm can result in a spectacular and advanta-
geous progress in the asymptotic rate of convergence. It is very exciting to see after many
years, that the original SD method can still provide some unexpected results.
It has been viewed in [42] that the introduction of a relaxation coefficient, γ, to the original
SD algorithm completely changed the behaviour of the algorithm for diagonal matrices.
It is also shown, for this type of problems, that the rate of convergence of the original
algorithm will noticeably improve depending on certain values of γ.
In this section, it will be seen that the additional value of γ to the standard steepest descent
algorithm will completely change the behaviour of the algorithm for the random slightly
non-symmetric case and certain values of γ will dramatically increase the rate of conver-
gence of the original algorithm.
The parameters which affect the asymptotic rate of convergence of the γ-SD algorithm
for symmetric and non-symmetric problems are given in this section. Furthermore, this
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section will present a comparison between the performance of the γ-SD method for the
symmetric matrices of type ES with the slightly non-symmetric matrices of type E.
Dependence on γ
Using the γ-steepest descent algorithm for symmetric or non-symmetric problems will
require one to determine the optimum value of γ to attain the best asymptotic rates of
convergence. In order to recommend a useful value of γ in any situation, it is important
to observe whether the optimum value of γ is altered for different values of the condition
number κ or the dimension d.
Figure 3.7 compares the average asymptotic rate of convergence of the γ-steepest descent
algorithm for symmetric part matrices ES in the left graph and non-symmetric matrices E
in the right graph as a function of γ for κ(ES) = 10 and d = 50.
An analytical formula can be derived for the asymptotic rate of convergence for symmet-
ric matrices when
2λ1
λ1 +λd
< γ < 4λ1λd
(λ1 +λd)2
or 1 < γ < 2λdλ1 +λd
.
While for non-symmetric matrices, the same formula is given when
γ ≅ 2λ1λ1 +λd
or 1 < γ < 2λdλ1 +λd
.
It is observed that if the relaxation parameter γ is inside of these regions, then the average
asymptotic rate of convergence of this algorithm will be equal to
Rmax =
(λd−λ1)2
(λd +λ1)2
.
Otherwise, if γ is outside these regions, then the behaviour of the algorithm will totally
change.
For slightly non-symmetric matrices, the same formula can be achieved in those regions,
except the region
2λ1
λ1 +λd
< γ < 4λ1λd
(λ1+λd)2
where the rate of convergence for this type of problems will change before γ becomes less
than 4λ1λd/(λ1+λd)2, as is clarified in Figure 3.7.
For both types of problems, the algorithm diverges if γ < 0 or γ > 2. However, the region
of interest is 4λ1λd/(λ1 + λd)2 < γ < 1. It is easy to see that much preferable rates of
convergence for symmetric and non-symmetric matrices exist in this area of the graph
and the best rate occurs when γ is a little less than one.
Since the rate rk is not constant for most of the range 4λ1λd/(λ1+λd)2 < γ < 1, therefore
an analytical form for the convergence rate cannot always be specified in this region. In
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general, it can also be noted from Figure 3.7 that the performance of the γ-SD algorithm
is better for slightly non-symmetric problems (with a positive definite matrix) than the
symmetric problems. Furthermore, the asymptotic rate of convergence of the algorithm is
”smoother” in the non-symmetric case.
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1
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Figure 3.7: Average asymptotic rate of convergence of γ-SD algorithm as a function of γ for
(a) symmetric matrices ES where µ(κ) = 10 (b) non-symmetric matrices E where µ(NS) =
0.1620, µ(κ(E)) = 10; d = 50.
A more informational plot for the symmetric and non-symmetric cases is needed to obtain
a greater insight into precisely how different the rates can be. Further, the behaviour of
the algorithm needs to be investigated when much better rates of convergence are gener-
ated, i.e. the nature of the algorithm is to be determined, whether it is cyclic or chaotic.
Figure 3.8 shows a single trajectory of the rate rk at iteration k for k = 750, ...,1000 as a
function of γ for a symmetric matrix in the left graph and a non-symmetric matrix in the
right graph. When γ increases, it can be seen from this figure that the rate rk is changed
and that the nature of the algorithm develops from converging at a constant rate equal to
Rmax, to converging at a constant rate better than Rmax, to shaping cycles of boost size and
eventually transfer to chaos. Moreover, for the symmetric case, the rate is constant when
the value of γ is in the region just before bifurcation starts to display a chaotic behaviour,
i.e. rk = r∀k for some constant r ∈ R, which is not the case for the non-symmetric prob-
lem.
It can also be observed in Figure 3.8 through Figure 3.7 that the region of the best average
asymptotic rates of convergence of the graph correspond to that where chaos exists.
The fast average asymptotic rates of convergence occur for the values rk approaching
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Figure 3.8: Attractors of rk of γ-SD algorithm as a function of γ for (left) symmetric matrices
where µ(κ) = 10 and (right) non-symmetric matrices where µ(NS) = 0.1618, µ(κ(E)) = 10; k =
750, ...,1000, NR = 600, d = 50.
zero. These values are not very apparent in Figure 3.8 since there are lots of values of
rk close to zero compared with higher values in the region. Therefore, the attractors of
(− ln(rk)) are plotted as a function of γ in Figure 3.9, this is a beneficial plot in the situ-
ation when larger values of (− ln(rk)) display the more preferable rates and contrariwise.
Thus it is clear that there is less of a disadvantage gained from the worst values of rk
compared to the advantage gained from the better values. Hence, it is clear that various
choices of γ give optimization algorithms with completely different behaviours.
For the non-symmetric case, it can be noted from the right graphs in both figures that the
distribution of the rates is more chaotic than for the symmetric one and no cyclic nature
can be seen for the former. There are more rates rk which close to zero in the right graphs
than in the left graphs. Therefore, these figures show that the algorithm behaves better for
non-symmetric matrices than symmetric matrices.
In fact, it is not possible to guarantee a fast asymptotic rate of convergence for a single
trajectory due to the chaotic behaviour of the algorithm. In order to guarantee a faster
asymptotic rate of convergence than the SD algorithm, the value of γ should be chosen in
such a way that it would be a point at which the bifurcation to chaos starts and the rate
decreases up to this point.
Dependence on κ
No matter what the value of γ is, the asymptotic rate of convergence of the γ-steepest
descent algorithm will become worse as the condition number κ increases. This result is
similar for small and large dimensional problems. Figure 3.10 shows, for the symmetric
case in the left graph and non-symmetric case in the right graph, the relationship between
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Figure 3.9: Attractors of − lnrk of γ-SD algorithm as a function of γ for (left) symmetric matrices
where µ(κ) = 10 and (right) non-symmetric matrices where µ(NS) = 0.1618, µ(κ(E)) = 10; k =
600, ...,800, NR = 600, d = 50.
the average asymptotic rate of convergence and the condition number κ for several values
of γ for a 100-dimensional problem. It is clear from this Figure, in the both graphs, that
the average asymptotic rates of convergence is highly dependent upon the value of γ .
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Figure 3.10: Average asymptotic rate of convergence of the γ-SD algorithm as a function of κ
for (left) symmetric matrices where µ(κ(ES)) = 51 and (right) non-symmetric matrices where
µ(NS) = 0.1007, µ(κ(E)) = 51.0196; d = 100, κ = 10.
Figure 3.11 shows the plots of the average asymptotic rate of convergence of the γ-steepest
descent algorithm as a function of γ for various values of κ for symmetric matrices in
the left column and similar plots for non-symmetric matrices in the right column. The
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dimension of the problem in both cases is equal to 50. When κ ≥ 10, the best average
asymptotic rates of convergence occur when 0.9 < γ < 0.98, while the precise value of γ
to be employed in a certain situation is unapparent since the area is not so deep, so using
a slightly different value of γ will not ruin the advantageous rate. However as κ increases,
the area in which the best region of the asymptotic rate of convergence becomes larger
and so the optimum value of γ can not be determined easily.
The attractors of rk are plotted as a function of γ, with d = 50 for symmetric (left) and
non-symmetric (right) problems in the corresponding Figure 3.12. As anticipated, the rise
in the value of κ will lead to an increase in the zone in which better asymptotic rates of
convergence are displayed. Consequently, a chaotic phenomenon is demonstrated in the
convergence rates of the algorithm for a greater extent of γ. It can be noted from Figures
3.11 and 3.12 that when the condition number κ ≥ 20, the overall form of the diagram
is approximately analogous for the symmetric and non-symmetric matrices. The main
difference, for κ < 20, in the symmetric case is that the cycles with small range are often
formed, however this cyclic phenomenon is not presented in the non-symmetric case and
for some values of γ the progression from iteration to iteration is more unpredictable than
for other values.
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Figure 3.11: Average asymptotic rate of convergence of the γ-SD algorithm as a function of γ
for (left) symmetric matrices and (right) non-symmetric matrices where from top to bottom:NS =
0.1620, 0.0841, 0.0338, 0.0169; d = 50 and, from top to bottom: κ(E) = κ = 10, 20, 50, 100.
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Figure 3.12: Attractor of rk of the γ-SD algorithm as a function of γ for (left) sym-
metric matrices and (right) non-symmetric matrices where from top to bottom: NS =
0.1618, 0.0839, 0.0338, 0.0169; k = 600, ...,800, NR = 600, d = 50 and, from top to bottom:
κ(E) = κ = 10,20,50,100.
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Dependence on d
For the symmetric and non-symmetric problems, the recognized relationship between the
asymptotic rate of convergence and the number of dimensions of the problem is almost
constant for all values of γ in the range 0 < γ < 2 apart from the region where the best
asymptotic rates are exhibited, i.e. when γ / 1. For the value of γ which lies in this region,
the rate of convergence is affected more by the dimension of the non-symmetric problem
than for the symmetric problem due to the influence of the dimension on the degree of
the non-symmetry, as is clarified in Figure 3.13. It can also be seen that the number of
dimensions has a significant effect on the best value of γ for the non-symmetric case and
has no substantial effect on this value for the symmetric case.
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Figure 3.13: Average asymptotic rate of convergence of the γ-SD algorithm as a function of γ for
(a) symmetric matrices and (b) non-symmetric matrices; µ(κ(E)) = κ = 10.
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It is clear from the Figure 3.14 that the difference in the average asymptotic rate of con-
vergence of the γ-steepest descent algorithm with γ = 0.95 corresponds to the difference
in the the dimensionality of the symmetric problem in the left graph and non-symmetric
problem in the right graph. The left graph shows that the rate of convergence is virtu-
ally unrelated to the number of dimensions of ES. The situation is not dissimilar for the
non-symmetric problem provided κ ' 20, while a somewhat more erratic relationship is
presented when κ / 20. This figure also shows that the increase in the number of dimen-
sions results in the asymptotic rate of convergence that becomes progressively worse in
both situations apart from the non-symmetric case when κ(E)/ 20 and d ' 60.
In order to illustrate further the manipulated asymptotic rate of convergence of the γ-
steepest descent algorithm by various dimensions, Figure 3.15 shows the attractors of rk
as a function of γ for ES in the left diagram and E in the right diagram with κ = 10.
The graphs on the left are almost identical, while the graphs on the right have different
attractors corresponding to different dimensions. More precisely, in the symmetric case,
cycles of very small sizes are often formed and then transit to a chaotic phenomenon but
the cyclic behaviour is not present in the non-symmetric case.
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Figure 3.14: Average asymptotic rate of convergence of the γ-SD algorithm as a
function of d for (left) symmetric matrices and (right) non-symmetric matrices where
from top to bottom: µ(NS) = 0.0175, 0.0350, 0.0864, 0.1592, 0.2551 and µ(κ(E)) =
100.0012, 50.0034, 20.0115, 10.0280, 4.0248; γ = 0.95.
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Figure 3.15: Attractor of rk of the γ-SD algorithm as a function of γ for (left) sym-
metric matrices and (right) non-symmetric matrices where from top to bottom: µ(NS) =
0.0975, 0.1666, 0.2777, 0.3420; k = 600, ...,800, NR = 600, µ(κ(E)) = κ = 4 and, from top to
bottom: d = 10, 20, 50, 100.
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Behaviour of rk
It was seen in previous sections of this chapter that the best asymptotic rate of conver-
gence possible for the γ-SD algorithm is achieved when γ is marginally less than 1. Since
it has been indicated that the rate at each iteration differs frequently in this zone, the
approximation to the minimum point is not better than at the previous iteration in some
subsequent iterations.
It is necessary to study the rate rk at each iteration in order to have a more exhaustive
understanding of how the algorithm would proceed and take advantage of the wrong step
directions.
Figures 3.16, 3.17 and 3.18 include the graphs of the symmetric problem on the left and
the non-symmetric problem on the right, the rate rk is taken as a function of k for γ = 0.95,
γ = 0.985 and γ = 0.995 respectively. The sequence of the rates rk then encounters an
unpredictable phase where low values of rk elevate sharply again before the procedure
would repeat itself. Both start with an oscillatory phase that results in bad rates, the os-
cillations grow steadily in size and then grow constantly, generating high rates (around 2)
followed by low rates (close to 0).
In the case when the asymptotic rate of convergence is near 2 then drops to zero, a use-
ful figure would result due to the fact that the geometric mean was used to compute the
asymptotic rates of convergence. Occasionally, the algorithm gives rise to oscillatory
behaviour and phases of chaos proceed where smaller values of rk, which would be favor-
able, are generated to output a desirable asymptotic rate of convergence. In order to attain
these minimum values of rk, the algorithm must be left to run for an adequate number of
iterations.
It is clear from these Figures that the algorithm of the γ-SD method requires a lot of it-
erations before it ends displaying its oscillatory phase and reaches the point where more
useful rates are obtained when γ very close to 1. However using this value of γ would be
very unwise.
Figures 3.19 and 3.20 show the comparison of the spread of values of rk for k = 10000
and different values of the relaxation coefficient γ. It can be seen that in these Figures,
the choice of γ has impact on the distribution of rk. For the values of γ which relate to
the better asymptotic rates of convergence, the rates rk are much more varied than less
profitable values of γ. It can also be seen that when the value of γ exceeds 1, the value of
rk would be more concentrated near the centre.
On the other hand, when γ is close to 1, the distribution of rk shows that there are more
extreme values of the rates than there are central values. This explains the algorithm’s
capability to fluctuate between good and bad rates of convergence.
The distribution of (− ln(rk)) for different values of γ can be seen in Figures 3.21 and
3.22 for the symmetric matrix ES and non-symmetric matrix E respectively. They clearly
show that the rates are much varied for the values of γ which lead to the better asymptotic
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Figure 3.16: Rate, rk, of the γ-SD algorithm as a function of k for (left) symmetric matrices and
(right) non-symmetric matrices where NS = 0.2723; k = 1200, NR = 1, d = 100, κ(E) = κ =
10, γ = 0.95.
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Figure 3.17: Rate, rk, of the γ-SD algorithm as a function of k for (left) symmetric matrices and
(right) non-symmetric matrices where NS = 0.2723; k = 1200, NR = 1, d = 100, κ(E) = κ =
10, γ = 0.985.
rate of convergence.
Additional analysis can be performed to the rate rk by seeking the relationship in the tran-
sition of the rates at successive iterations. For k = 5000, ...,10000 with γ = 0.9995, Figure
3.23 shows a pattern of the pairs (rk,rk+1) in the left graph for the symmetric problem and
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Figure 3.18: Rate, rk, of the γ-SD algorithm as a function of k for (left) symmetric matrices and
(right) non-symmetric matrices where NS = 0.2723; k = 1200, NR = 1, d = 100, κ(E) = κ =
10, γ = 0.995.
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Figure 3.19: Histogram of rk for a symmetric matrix and from top left to bottom right: γ =
0.7, 0.8, 0.90, 0.95, 0.995, 0.999; k = 10000, NR = 1, d = 100, κ = 10.
in the right graph for the non-symmetric problem. It is clear that if the rate rk is large,
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Figure 3.20: Histogram of rk for a non-symmetric matrix and from top left to bottom right: γ =
0.7, 0.8, 0.90, 0.95, 0.995, 0.999; k = 10000, NR = 1, d = 100, κ(E) = 10, NS = 0.2723.
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Figure 3.21: Histogram of − ln(rk) for a symmetric matrix and from top left to bottom right:
γ = 0.7, 0.8, 0.90, 0.95, 0.995, 0.999; k = 10000, NR = 1, d = 100, κ = 10.
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Figure 3.22: Histogram of − ln(rk) for non-symmetric matrix and from top left to bottom right:
γ = 0.7, 0.8, 0.90, 0.95, 0.995, 0.999; k = 10000, NR = 1, d = 100, κ(E) = 10, NS = 0.2723.
then the rate in the next iteration rk+1 approaches zero.
The influence of κ on the transition from rk to rk+1 is shown in Figure 3.24 for ES in the
left graphs and for E in the right graphs. For larger values of κ where the rate rk turns into
a major value in some iterations, the transitional pattern of the rate rk becomes excessive.
Nevertheless, the general style of a bad rate being followed by a useful rate still holds.
Eventually, for different values of the relaxation coefficient γ, Figures 3.25, 3.26 and 3.27
for the symmetric and non-symmetric matrices (in the left and right diagrams respec-
tively) show the altering patterns of the rates in the progression from an iteration to the
next. For some values of γ, the move from rk to rk+1 is more predictable than for other
values. For choices of γ tending or are equal 1, the attractors of the rate reduce in number
and the manner of the rates tends to the 2-point.
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Figure 3.23: Plot of the pairs (rk,rk+1) of the γ-SD algorithm for (left) symmetric matrices and
(right) non-symmetric matrices where from top to bottom: NS = 0.0433, 0.0758, 0.1616, 0.2621;
from top to bottom: d = 10, 20, 50, 100, k = 5000, ...,10000, NR = 1, κ(E) = κ = 10, γ = 0.95.
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Figure 3.24: Plot of the pairs (rk,rk+1) of the γ-SD algorithm for (left) symmetric matrices and
(right) non-symmetric matrices where from top to bottom: NS = 0.2621, 0.1538, 0.0631, 06316;
from top to bottom: κ = 10, 20, 50, 100, k = 5000, ...,10000, NR = 1, d = 100, γ = 0.95.
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Figure 3.25: Plot of the pairs (rk,rk+1) of the γ-SD algorithm for (left) symmetric matrices and
(right) non-symmetric matrices where NS= 0.2621; from top to bottom: γ = 0.5, 0.6, 0.7, 0.8, k =
5000, ...,10000, NR = 1, d = 100, κ(E) = κ = 10.
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Figure 3.26: Plot of the pairs (rk,rk+1) of the γ-SD algorithm for (left) symmetric ma-
trices and (right) non-symmetric matrices where NS = 0.2621; from top to bottom: γ =
0.95, 0.99, 0.995, 0.999, k = 5000, ...,10000, NR = 1, d = 100, κ(E) = κ = 10.
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Figure 3.27: Plot of the pairs (rk,rk+1) of the γ-SD algorithm for (left) symmetric ma-
trices and (right) non-symmetric matrices where NS = 0.2621; from top to bottom: γ =
0.9995, 0.9999, 0.99995, 1, k = 5000, ...,10000, NR = 1, d = 100, κ(E) = κ = 10.
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3.5 The Square Root Algorithm
The square root algorithm to be considered in this section is, as already mentioned in
section 3.7, an algorithm with the gradient iteration
gk+1 = gk−
√
(gk,gk)
(A2gk,gk)
Agk (3.12)
The rate of convergence of the square root algorithm is similar to the previous gradient
algorithms where the average asymptotic rate of convergence becomes worse as κ in-
creases for symmetric and non-symmetric problems, (this evident in Figure 3.28 where
this algorithm is referred to as SR). However, the average asymptotic rate of convergence
of the square root algorithm shows that it does not ameliorate upon the asymptotic rate of
convergence of the original SD algorithm. In effect, on average, the square root algorithm
converges with an asymptotic rate of convergence equal to Rmax for symmetric matrices
(left graph) whereas it is marginally better than Rmax for non-symmetric matrices (right
graph), especially when κ / 20.
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
R
max
R
min
SR
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
R
max
R
min
SR
Figure 3.28: Average asymptotic rate of convergence of the square root algorithm as a function of
κ for symmetric matrices ES (on the left) where µ(κ(AS)) = 51 and non-symmetric matrices E
(on the right) where µ(NS) = 0.1007, µ(κ(A)) = 51.0196; d = 100.
In the symmetric case, the average asymptotic rate of convergence is independent of the
number of dimensions of the problem, this is shown in the left graph in Figure 3.29 by the
unvarying rate. While in the non-symmetric case, it seems to depend on size of the matrix
with large condition number and d ' 50 as seen in the right graph of the same figure.
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Figure 3.29: Average asymptotic rate of convergence of the square root algorithm as a
function of d for symmetric matrices (on the left) and non-symmetric matrices (on the
right) where from top to bottom µ(NS) = 0.0172, 0.0343, 0.0848, 0.1562 and µ(κ(E)) =
100.0012, 50.0034, 20.0114, 10.0274.
3.6 The γ-Square Root Algorithm
It was shown in the previous section that the asymptotic rate of convergence of the square
root algorithm is no better than the asymptotic rate of convergence of the standard steep-
est descent algorithm. It is possible that incorporating a relaxation coefficient into the
square root gradient algorithm will improve its convergence rate. Adding a relaxation
coefficient γ to the standard square root step-size (3.12) gives rise to the γ-square root
gradient algorithm with gradient iteration
gk+1 = gk− γ
√
(gk,gk)
(A2gk,gk)
Agk,
where γ is a positive real number less than one [42].
The average asymptotic rate of convergence of the γ-square root algorithm is depicted in
Figure 3.30 as a function of γ for varying values of κ with respect to symmetric matrices
on the left graph and for non-symmetric matrices on the right graph. In this figure, for
the left graph (excluding a small part of the range 2/(1+ κ) ≤ γ ≤ 2κ(1+ κ) where a
slightly better asymptotic rate of convergence is achieved) the average convergence rate
of the γ-square root algorithm is equal to Rmax. On the other hand, in the right graph, with
regards to the condition number of the non-symmetric matrix, choosing a value of γ less
than 1 will result in an improvement in the asymptotic rate of convergence but the optimal
value of γ will change depending on κ .
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Figure 3.30: Average asymptotic rate of convergence of the square-root algorithm as a
function of γ for symmetric matrices (on the left) and non-symmetric matrices (on the
right) where from to to bottom: µ(NS) = 0.0328, 0.0656, 0.1593, 0.2690 and µ(κ(E)) =
100.0042, 50.0109, 20.0366, 10.0808; d = 100.
Figures 3.31 and 3.32 illustrate the asymptotic rate of convergence of the γ-square root
algorithm as a function of κ in relation to Rmin and Rmax with γ = 0.97 and with different
values of the coefficient parameter, γ, for symmetric and non-symmetric problems in the
left and right graphs respectively. Similar to the square root algorithm without the incor-
poration of γ, it can be clearly seen that the asymptotic rate of convergence of the γ-square
root algorithm is no better than Rmax for the symmetric case while it is a slight refinement
over the worst rate of the SD algorithm, Rmax, for the non-symmetric case. Therefore, the
γ-square root algorithm does not possess an asymptotic rate of convergence which might
compete with the γ-SD algorithm for γ < 1.
To attain a clearer picture of how the value of the relaxation parameter affects the asymp-
totic behaviour of the γ-square root algorithm, Figure 3.33 indicates the rate rk at iteration
k for a single trajectory plotted as a function of γ for different values of the condition
number of the symmetric matrices in the left diagram and of the non-symmetric matrices
in the right diagram. It can be noted that the extent of γ for which chaotic behaviour is
presented corresponds to an area where a rate superior to Rmax is gained. However, this
improvement in the asymptotic rate of convergence is insignificant when compared with
the asymptotic rates of convergence attainable by the γ-SD algorithm with γ / 1.
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Figure 3.31: Average asymptotic rate of convergence of the γ-square root algorithm as a function
of κ for symmetric matrices (on the left) where µ(κ(AS)) = 51 and non-symmetric matrices (on
the right) where µ(NS) = 0.1007, µ(κ(A)) = 51.0196; d = 100, γ = 0.90.
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Figure 3.32: Average asymptotic rate of convergence of the γ-square root algorithm as a function
of κ for symmetric matrices (on the left) where µ(κ(AS)) = 51 and non-symmetric matrices (on
the right) where µ(NS) = 0.1007, µ(κ(A)) = 51.0196; d = 100.
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Figure 3.33: Attractor of rk of the γ-square root algorithm as a function of γ for (left)
symmetric matrices (right) non-symmetric matrices where from top to bottom: µ(NS) =
0.2688, 0.1594, 0.0656, 0.0329; µ(κ(E)) = κ = 10, 20, 50, 100; k = 600, ...,800, NR = 600, d =
50.
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3.7 The A-Optimal Gradient Algorithm
In this section, the asymptotic rates of convergence of the A-optimality gradient algorithm
created from the family of Φp-optimality criteria, as is mentioned in section 3.9, will
be analysed and progressed for symmetric and slightly non-symmetric problems. The
gradient iteration of this algorithm is defined as
gk+1 = gk−αkAgk
where
αk =
(gk,gk)2 +(Agk,gk)2
(Agk,gk)[(gk,gk)+(A2gk,gk)]
.
Figure 3.34 shows the average asymptotic rate of convergence of the A-optimality gradi-
ent algorithm as a function of κ for symmetric (left) and non-symmetric matrices (right).
As with all the preceding gradient algorithms in this chapter, the average asymptotic rate
of convergence of the A-optimality gradient algorithm will become worse with an in-
crease in the condition number of the objective matrices as seen in the left graph for the
symmetric matrices and in the right graph for non-symmetric matrices. To an extent, it
can be observed that this algorithm possess an asymptotic rate of convergence much bet-
ter than Rmax for both the symmetric and non-symmetric cases.
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Figure 3.34: Average asymptotic rate of convergence of the A-optimal gradient algorithm as a
function of κ for symmetric matrices where µ(κ(ES)) = 51 (on the left) and non-symmetric ma-
trices (on the right) where µ(NS) = 0.1007, µ(κ(E)) = 51.0196; d = 100.
A weak dependence on the dimension of the symmetric matrices is provided in the left
graph of Figure 3.35 where the asymptotic rate of convergence is approximately constant
for all values d ' 20. On the other hand, it can be noted that the asymptotic rate of con-
vergence for non-symmetric matrices depends more on the dimension of the problem than
for symmetric matrices, mostly when the value of κ is large and d ' 60.
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Figure 3.35: Average asymptotic rate of convergence of the A-optimal gradient algorithm as a
function of d for symmetric matrices (on the left) and non-symmetric matrices (on the right) where
µ(NS) = 0.0172, 0.0343, 0.0848, 0.1562 and µ(κ(E)) = 100.0012, 50.0034, 20.0114, 10.0274.
Figure 3.36 and Figure 3.37 elucidate the rate rk as a function of k for several values of
κ for symmetric and non-symmetric problems respectively. Unlike the γ-steepest descent
algorithm, the sequence {rk} of the A-optimality gradient algorithm quickly reaches the
lowest rates which result in a chaotic behaviour. For the symmetric case, the rates of this
gradient algorithm are approximately unvaried for any condition number, i.e. rk < 1 for
all the value of k. Hence it is clear that no extremely bad rates are created. Neverthe-
less, for the non-symmetric case, the frequency with which the sequence {rk} alternates
between high and low values is not constant in a coincidence pattern. Moreover, it can
also observed from these Figures that generally this frequency is lower when κ is smaller.
Although the rate rk < 1 corresponds to a situation where the approximation to the mini-
mum point is closer than the previous iteration, the A-optimal gradient algorithm is non-
monotonic in nature.
Figure 3.38 and Figure 3.39 show the spread of rk and (− lnrk) respectively for sev-
eral values of the condition number κ , for the symmetric case (left diagrams) and non-
symmetric case (right diagrams). These graphs show that more values of the rate rk are
located at either end of the range of possible values. The range of values of rk becomes
broader for larger values of κ . Further, for the biggest value of κ , the considerable dis-
tribution of rk develops a high range close to 1. On the other hand, when κ ≤ 20, the
distribution of rk shows that the rate takes the extreme values of the range for the sym-
metric case more often than the non-symmetric case. The histograms confirm that the
overall asymptotic rate of convergence always becomes worse as κ increases, this is con-
sidered as a fact of all gradient algorithms.
Figure 3.40 shows the relation between the value of the rate at two consecutive iterations
(i.e. rk and rk+1) and express a chaotic nature for the symmetric problem on the left graph
and for non-symmetric on the right graph. As long as chaos is present in the transition
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Figure 3.36: Rate, rk, as a function of k of the A-optimal gradient algorithm for symmetric matrices
where from top to bottom: κ = 10, 20, 50, 100; k = 5000, ...,10000, NR = 1, d = 100.
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Figure 3.37: Rate, rk, as a function of k of the A-optimal gradient algorithm for non-
symmetric matrices where from top to bottom: Ns = 0.2755, 0.1641, 0.0677, 0.0339 and κ(E) =
10, 20, 50, 100, k = 5000, ...,10000, NR = 1, d = 100.
from one rate to the next, it will also be present in a seemingly denser circle of a point.
In some places over the trajectory of the sequence {rk}, a certain value of rk will gen-
erate a slightly smaller value of rk+1 gradually decreasing the rate until chaos enters the
sequence again, and in the end, larger values of rk are produced for the pattern to start
again. These graphs indicate that the algorithm lapses into chaos to a different extent for
non-symmetric problem more than for symmetric problem.
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Figure 3.38: Histogram of rk of the A-optimal gradient algorithm for (left) sym-
metric matrices (right) non-symmetric matrices where from top to bottom: NS =
0.2755, 0.1614, 0.0677, 0.0339; κ(E) = κ = 10, 20, 50, 100, k = 1, ...,10000, NR = 1, d = 100.
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Figure 3.39: Histogram of (− ln(rk)) of the A-optimal gradient algorithm for (left)
symmetric matrices (right) non-symmetric matrices where from top to bottom: NS =
0.2755, 0.1614, 0.0677, 0.0339; κ(E) = κ = 10, 20, 50, 100, k = 1, ...,10000, NR = 1, d = 100.
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Figure 3.40: Plots of the pairs (rk,rk) for single trajectory of the A-optimal gradient algo-
rithm for (left) symmetric matrices (right) non-symmetric matrices where from top to bottom:
NS = 0.2740, 0.1627, 0.0670, 0.0336; κ(E) = κ = 10, 20, 50, 100, k = 5000, ...,10000, NR =
1, d = 100.
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3.8 The (γ,A)-Optimal Gradient Algorithm
In the previous section, it was demonstrated that the A-optimal gradient algorithm greatly
improves upon the asymptotic rate of convergence of the original steepest descent algo-
rithm for symmetric and non-symmetric problems. In an attempt to produce a (γ,A)-
optimal gradient algorithm with an improved asymptotic rate of convergence, a relaxation
coefficient γ is introduced. This done in a way very similar to the improvement on the
standard steepest descent algorithm in Subsection 2.3.2 Thus, the gradient iteration of the
(γ,A)-optimal gradient algorithm takes the form
gk+1 = gk− (gk,gk)
2 +(Agk,gk)2
(Agk,gk)[(gk,gk)+(A2gk,gk)]
Agk (3.13)
If γ = 1, then (3.13) is exactly the gradient iteration of the A-optimal gradient algorithm.
In order to study the asymptotic rate of convergence of the (γ,A)-optimal gradient algo-
rithm for the symmetric and non-symmetric cases, it is first necessary to determine the
optimal value of γ for each case.
Figure 3.41 depicts that the shape of the curve is different for the distinct values of κ .
The value of γ that will produce the best asymptotic rates of convergence will therefore
be slightly less than 1 or equal 1 in each case. The marginal increase in the convergence
rate gained is due to employing this non-negligible optimum value of γ. Eventhough it is
not likely that precious computational time would be needed, but the convergence rates of
the A-optimal gradient algorithm is improved nonetheless. Accordingly, it is justifiable
to incorporate a relaxation parameter into the A-optimality gradient algorithm.
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Figure 3.41: Average asymptotic rate of convergence of the (γ ,A)-optimal gradient al-
gorithm as a function of γ for (left) symmetric matrices (right) non-symmetric matri-
ces where from top to bottom: µ(NS) = 0.0328, 0.0656, 0.1593, 0.2690 and µ(k(E)) =
100.0042, 50.0109, 20.0366, 10.0808; d = 100.
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Figure 3.42 evidences the average asymptotic rate of convergence for the (γ,A)-optimality
algorithm as a function of γ for several values of the condition number κ for the symmet-
ric case (left graph) and non-symmetric case (right graph). As can be seen from all the
graphs, the fastest rate of convergence is attained in the region where γ ≈ 1.
Figure 3.43 shows the average asymptotic rate of convergence for the (γ,A)-optimality al-
gorithm as a function of the dimension d for the symmetric and non-symmetric problems
on the left and right graphs respectively. The introduction of the relaxation coefficient γ to
the the A-optimality gradient algorithm for non-symmetric matrices is seemingly worth-
while among the two types of problems, symmetric and non-symmetric. It can also be
seen that the fastest rate of convergence is obtained by using the optimal value of γ, this
appears to be based only on the value of κ in symmetric problems but depends on the
both the values of κ and d in non-symmetric problems, this value of γ will either be 1 or
marginally smaller than 1.
To see with greater precision why, on occasion, the improvement in the rate rk happens,
Figures 3.44 and 3.45 depict the attractors of rk as a function of γ for different values
of κ and d for symmetric matrices in the left diagram and of non-symmetric matrices in
the right diagram. The existence of chaotic behaviour is indicated in regions where faster
convergence rates are achieved.
As can be revealed by comparing Figure 3.42 with Figure 3.44 and Figure 3.43 with
Figure 3.45, the extent of γ at which the chaotic phenomenon is displayed matches with a
zone where a rate superior to Rmax is achieved.
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Figure 3.42: Average asymptotic rate of convergence of the (γ ,A)-optimal gradient algorithm as
a function of γ for (left) symmetric matrices (right) non-symmetric matrices where from top to
bottom: µ(NS) = 0.1620, 0.0841, 0.0338, 0.0169; µ(κ(E)) = κ = 10, 20, 50, 100, d = 50.
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Figure 3.43: Average asymptotic rate of convergence of the (γ ,A)-optimal gradient algorithm as
a function of γ for (left) symmetric matrices (right) non-symmetric matrices where from top to
bottom: µ(NS) = 0.0401, 0.0725, 0.1620, 0.2688;d = 10, 20, 50, 100, µ(κ(E)) = κ = 10.
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Figure 3.44: Attractor of rk of the (γ ,A)-optimal gradient algorithm as a function of γ for
(left) symmetric matrices (right) non-symmetric matrices where from top to bottom: µ(NS) =
0.1618, 0.0839, 0.0338, 0.0169; µ(κ(E)) = κ = 10, 20, 50, 100, k = 600, ...,800, NR = 600, d =
50.
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Figure 3.45: Attractor of rk of the (γ ,A)-optimal gradient algorithm as a function of γ for
(left) symmetric matrices (right) non-symmetric matrices where from top to bottom: µ(NS) =
0.0400, 0.0724, 0.1618, 0.2688; d = 10, 20, 50, 100, k = 600, ...,800, NR = 600, µ(κ(E)) = κ =
10.
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3.9 The Golden Ratio (GR) Algorithm
One important aspect of a qualitative investigation is that it allows the generation of the
step-length of the GR algorithm in a way which differs from those being studied so far. As
described in Subsection 2.3.8 this method is based on generating a sequence of step-sizes
before the implementation the main algorithm. Recall that the step-length of this gradient
algorithm takes the formula
αk = 1/ζk such that ζ (i) = λmin+(λmax−λmin)z(i), (3.14)
where zi = 1/2+1/2cos(piv(i)) and vi = Φ(i+1) for all i = 1,2, ...,NI.
This section gives an analysis of the asymptotic rate of convergence of this algorithm
for the problems at which the matrices are symmetric positive definite and slightly non-
symmetric positive definite such that the eigenvalues take the form of the arcsine distri-
bution as illustrated in Figure 3.46 where histogram of {ζk} is on the interval [λmin,λmax]
such that λmin and λmax are the extreme eigenvalues of the objective matrix. This figure
also shows the position of the points ζk in the interval [λmin,λmax].
However, this method leads to the the gradient algorithm with a marginally erratic be-
haviour of the rates as is evident from Figure 3.47. For this random example, it can be
observed from the left graph of this Figure that the asymptotic rate of convergence of the
fractional parts of golden ratio algorithm reaches Rmin and stays close to the bound R∗k ,
see (2.8). But it becomes better than R∗k and Rmin for non-symmetric matrices (on the right
graph) since that the roots of the algorithm’s polynomial are evenly distributed between
the eigenvalues of the matrices, as clarified in graph (b) of the Figure 3.46.
The comparison between the asymptotic rates of convergence as a function of κ and d of
the fractional parts of golden ratio algorithm with Rmax and Rmin are observed in Figure
3.48 and Figure 3.49 for the symmetric case (left) and the non-symmetric case (right).
It is remarkable that the fractional parts of golden ratio algorithm has an asymptotic rate
of convergence dramatically better than Rmax, and it is very close to Rmin in both cases.
Furthermore, in the case where the matrix is non-symmetric, the fractional parts of golden
ratio algorithm is slightly better than Rmin when κ / 20 which was initially thought to be
the best asymptotic rate of convergence a gradient algorithm could achieve. As for all the
previous gradient algorithms, the dimension of the problem does not affect the asymptotic
rate of convergence of the symmetric problem, while it is clear that the decrease in the
asymptotic rate of the fractional parts of golden ratio algorithm for non-symmetric prob-
lem is less steady for the smallest value of κ and the value of d is approximately greater
than 60 where in this area, the degree of non-symmetry of the matrices is increased.
Using this algorithm will result in a dramatic improvement in the asymptotic rate of
convergence which would compete with all other algorithms studied in this chapter for
symmetric and slightly non-symmetric problems.
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Figure 3.46: Plots of the fractional parts of the golden ratio algorithm (a) roots and eigenvalues
of ES (b) roots and eigenvalues of E (c) values of ζk on [λmin,λmax] for ES (d) values of ζk on
[λmin,λmax] for E (e) frequency of the frequencies of the sequence {ζk} for ES (f) frequency of
the frequencies of the sequence {ζk} for ES; k = 1, ..,1000, κ(E) = κ = 10, d = 100, NR = 1, and
NS = 0.2755 for non-symmetric case.
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Figure 3.47: Normalized rate of convergence of the fractional parts of golden ratio algorithm as
a function of k for (left) symmetric matrices where κ = 10 (right) non-symmetric matrices where
NS = 0.2755, κ(E) = 10; for k = 1, ...,1000, d = 100, NR = 1.
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Figure 3.48: Average asymptotic rate of convergence of the fractional parts of golden ratio algo-
rithm as a function of κ for symmetric matrices (left) where µ(κ(ES)) = 51 and non-symmetric
matrices (right) where µ(NS) = 0.1007, µ(κ(E)) = 51.0196; d = 100.
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Figure 3.49: Average asymptotic rate of convergence of the fractional parts of golden ratio al-
gorithm as a function of d for symmetric matrices (on the left) and non-symmetric matrices (on
the right) where from top to bottom µ(NS) = 0.0172, 0.0343, 0.0848, 0.1562 and µ(κ(E)) =
100.0012, 50.0034, 20.0114, 10.0274.
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3.10 Comparison of the Algorithms
In order to show the efficiency of the gradient algorithms studied in this chapter for the
problems with symmetric matrices ES and slightly non-symmetric matrices E, this sec-
tion will compare all the algorithms that possess competitive asymptotic rates of con-
vergence by applying these algorithms to the same random problems. These algorithms
are likened both with each other, with the Barzilai-Borwein algorithm and the Cauchy-
Barzilai-Borwein algorithm. It should be noted that the optimal value of γ has been used
when comparing those algorithms where their step-sizes have a relaxation parameter γ.
The asymptotic rate of convergence is typical of all the algorithms as a function of κ
for ES with d ' 10 and for E with d ' 20 as is depicted in Figure 3.50. This Figure shows
that the algorithm of the fractional parts of golden ratio as a function of κ with d = 100
for an optimization problem with the symmetric state (left) and the non-symmetric state
(right) performs significantly better than other algorithms. However, the rate of conver-
gence of this algorithm approaches the worst rate of convergence of the CG method, Rmax.
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Figure 3.50: Average asymptotic rate of convergence of several gradient-type algorithms as a
function of κ for symmetric matrices µ(κ) = 51 (left) and non-symmetric matrices µ(NS) =
0.1007, µ(κ(E)) = 51.0196 (right); d = 100, γSR = 0.90, γSD = 0.95, γA−opt = 0.999.
Figure 3.51 shows that the asymptotic rate of convergence of all the algorithms as a func-
tion of d is not greatly affected by the value of the dimension approximately greater than
10 in the left graph, but it is considerably impacted by this value in the right graph.
It can also be seen that all the algorithms have asymptotic rates of convergence faster than
Rmax; therefore, comparing these by using the average efficiency (the ratio of Rmin to the
asymptotic rate of convergence R of each algorithm) enables one to differentiate between
algorithms with similar asymptotic rates of convergence as is depicted in Figure 3.52. In
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Figure 3.51: Average asymptotic rate of convergence of different gradient algorithms as a
function of d for symmetric matrices µ(κ) = 10 (left) and non-symmetric matrices µ(NS) =
0.1562, µ(κ(E)) = 10.0274 (right); κ = 10, γSR = 0.90, γSD = 0.95, γA−opt = 0.999.
this figure, the average efficiency of each algorithm as a function of κ for the symmetric
problem in the left graph and non-symmetric in the right graph is demonstrated. The ef-
ficiency is reduced to a value below 1 suggesting that, at least as κ → ∞, Rmin is still the
best rate a gradient algorithm can achieve. The GR algorithm is more competitive than
the BB and CBB algorithms which indicates that it has asymptotic rates of convergence
faster than the CBB algorithm for symmetric and slightly non-symmetric matrices.
As κ increases, the efficiency of the γ-square root algorithm approaches the same level
of the SD algorithm where they are the least efficient algorithms, this is included in the
Figure 3.52. The efficiency of the γ-SD, A-optimal and (γ,A)-optimal gradient algorithms
is reduced to below the CBB and BB algorithms, suggesting that they have a rate of con-
vergence worse than that of CBB and BB algorithms but much better than the γ-SR and
SD methods.
In short, for the symmetric and non-symmetric problems, the order of the algorithms
from most efficient to least efficient is as follows: GR, CBB, BB, (γ,A)-optimal gradi-
ent, A-optimal gradient, γ-SD and γ-SR (which is approximately the same as SD). Figure
3.53 shows the histograms of the polynomial roots of the CBB and GR algorithms and
the histogram of the eigenvalues for 100-dimensional non-symmetric matrices. It is clear
from this figure that the GR algorithm has an efficiency greater than that of the CBB al-
gorithm which signifies that it has a very fast asymptotic rates of convergence. This is
due to that the polynomial roots of the GR algorithm have an arcsine distribution on the
interval [λmin,λmax], this results in a better performance compared to the others in which
the distribution of their polynomial roots resembles to the arcsine distribution.
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Figure 3.52: Average efficiency relative to Rmin (i.e. Rmin/R) of different gradient-type algorithms
as a function of κ for symmetric matrices µ(κ) = 60 (left) and non-symmetric matrices µ(NS) =
0.0661, µκ(E) = 60.0115 (right); d = 100, γSR = 0.90, γSD = 0.95, γA−opt = 0.999.
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Figure 3.53: plot of (top) histogram of the polynomial roots of the CBB algorithm where the degree
of efficiency is 0.9931 (left) and GR algorithm where the degree of efficiency is 1.0214 (right),
and (bottom) histogram of the eigenvalues; for non-symmetric matrices where µ(NS) = 0.1594,
µ(κ(E)) = 20.0271, d = 100.
Chapter 4
Modified Cauchy-Barzilai-Borwein
Method
One of the main topics in Numerical Linear Algebra is the solution of different classes
of linear systems by iterative methods. Recently, the advances in applied linear algebra
lead to powerful methods for the solution of large, sparse, non-symmetric linear systems,
e.g. GMRES [71], Bi-CGSTAB [79]. Although these methods have been shown to be
successful in many application areas, they still do not possess all the features of the CG
method for symmetric positive definite systems.
Positive definite matrices that are almost symmetric result from some finite difference
discretizations of elliptic problems. The steepest descent and conjugate gradient methods
work for these types of matrices practically, but theoretically, the convergence of these
methods is not guaranteed, see [72].
As explained in Chapter 2, many iterative methods that come from the CG method have
been developed by changing the number of iterations, the inner product or the number of
terms and so on.
In the current chapter, the modification of the Cauchy-Barzilai-Borwein (CBB) method,
in order to improve the performance of the algorithm for non-symmetric linear system
of equations, is proven. The relevant techniques of the modification of the CBB method
for the solution of symmetric and non-symmetric systems of linear equations are also
reviewed. This modified algorithm will be discussed at length and considered in cases
with different step-lengths of gradient methods that do not guarantee descent in the ob-
jective function. Hence, the setting is much different from those algorithms that have
been studied so far for non-symmetric matrices. Moreover, the performances of the new
algorithms on the symmetric and non-symmetric matrices are compared. The efficiency
of new gradient methods and confirmation of their validity are also demonstrated by var-
ious numerical experiments. Furthermore, the suitable value of the iteration parameter is
found and an estimate for the asymptotic rate of convergence is given.
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Studying the asymptotic rate of convergence of these developed algorithms for a cer-
tain problem is presented. This problem can be stated as follows:
Given a matrix A∈Rd×d (suggested to be invertible) and a vector b∈Rd, find the solution
of the linear system
Ax = b (4.1)
for x ∈ Rd .
The matrices that arise in this chapter are considered to be real, non-symmetric, positive
definite and the dimension d is taken to be at most equal to 100. The way in which such
matrices are generated, unlike the approach that is presented in the previous chapter, will
be explained in the next section. This type of test matrix is used frequently to obtain all
the figures in the present chapter.
4.1 Class of Test Matrices
For numerical results and comparison purposes in this section, a special type of test matrix
of size d×d, denoted by A, is constructed from two matrices B and C as follows:
A = B+C (4.2)
where B is a matrix with elements bi j such that b11 = 1,bdd = κ(B), otherwise (1 < i, j <
d)bi j takes the following form:
bi j =


1+ (κ(B)−1)(n−1)d−1 for i = j, n = 2, ...,d−1.
0 for i 6= j,
and C is a matrix with elements ci j such that
ci j ∈
[
−
√
biib j j
τ
,
√
biib j j
τ
]
, for i 6= j, and ci j = 0, for i = j,
where, in general, τ can be any non-negative rational number, but τ ∈ {5,7,10,15} are
the cases considered and other values are not of interest here. If τ is chosen to be less than
5, then the degree of non-symmetry of the matrix A will be large. On the other hand, if τ
is greater than 15, then the degree of non-symmetry will be small.
Note that the entries of the matrix C are related to the minimum and maximum eigenvalues
of the matrix B.
Example 4.1.1. For d = 3,κ(B) = 3, τ = 10 the random matrix A has the form
A =

 1.0000 −0.0040 −0.0151−0.0760 2.0000 −0.2359
0.0370 0.1284 3.0000

 , (4.3)
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which results from the two matrices
B =

 1 0 00 2 0
0 0 3

 (4.4)
and
C =

 0 −0.0760 0.0370−0.0760 0 −0.2359
0.0370 0.1284 0

 , (4.5)
The eigenvalues of the matrix A are λ1 = 1.0001, λ2 = 2.0314 and λ3 = 2.9685
4.1.1 Condition Number of the Non-Symmetric Matrix κ(A)
The condition number of a matrix A plays an important role in the convergence of all
gradient algorithms since it quantifies the spread of the eigenvalues of the matrix. It is
considered as the ratio of the largest to the smallest singular value (or eigenvalues in sym-
metric case) of the matrix in question. If the condition number is considerably more than
one, the eigenvalues of the coefficient matrix would be widespread and the system is said
to be ill-conditioned. On the other hand, if the condition number is close to one, the
eigenvalues of the matrix would be clustered together and the system is well-conditioned.
For this reason, one can say that a clustering of the eigenvalues around one is beneficial
for fast convergence. If the condition number is equal to one, the coefficient matrix is
seemingly equal to an identity matrix multiplied by a scalar and in this case, many itera-
tive linear methods can converge in a single iteration [7].
With fair comparisons in mind, all figures given in this chapter were plotted from sim-
ulations run for the non-symmetric matrices A and symmetric matrices AS (which is the
symmetric part of A, i.e. AS = (A+AT )/2)) such that they have approximately the same
condition number in most cases. Therefore, the same procedure that is used in Subsection
3.1.1 is followed in order to keep the condition number of AS always equal to κ(B) (which
will be denoted as κ hereafter) and the condition number of A (denoted by κ(A)) to be
either equal or approximately equal to κ in the performance of all the gradient algorithms.
It is important to mention that the singular values of A are in the form
σ1(A)≥ ...≥ σd(A)
and the eigenvalues of AS are
λ1(AS)≤ ...≤ λd(AS).
The steps of this procedure are: referring to the symmetric and non-symmetric matrices
A and AS by Anew and ASnew, respectively.
Anew = Aold +µ2I (4.6)
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and for the symmetric matrix
ASnew =
(ASold +µiI)+(ASold +µiI)T
2
; for i = 1 or i = 2, (4.7)
where
µ1 =
λmax−κλmin
κ−1 , (4.8)
µ2 =
σmax−κσmin
κ−1 , (4.9)
and I is the identity matrix. λmin, λmax represent the minimum and maximum eigenvalues
of ASold , respectively, to get ASnew.σmin,σmax represent the minimum and maximum sin-
gular values of Aold , respectively, in order to obtain Anew.
It is worth mentioning that the condition number will be equal in most cases when com-
paring the performance of the presented gradient algorithms in this chapter (between sym-
metric and non-symmetric matrices).
Example 4.1.2.
In example 4.1.1, after using the Equations (4.6), (4.7), (4.8) and (4.9), the condition
numbers of A and AS will be κ = κ(ASnew) = κ(Anew) = 3 where initially they were
κ(Aold) = 3.0127 and κ(ASold) = 3.0079 before those equations were employed.
4.1.2 Measure of Non-Symmetry
A system of linear equations (4.1) is said to be strongly non-symmetric if
‖AS‖≪ ‖AN‖
in some matrix norm‖ . ‖ where AS and AN are the symmetric and skew-symmetric parts
of the matrix A respectively, see [9].
The measure of non-symmetry (that will be used to compare the execution of all the
algorithms that shall be presented in the current chapter) is
‖AN‖2
‖AS‖2 .
Hereafter, the measure of non-symmetry of the matrix A will be referred to as NS, and the
mean by µ. For instance, µ(NS) refers to the mean of the degrees of non-symmetry of the
matrix A for NR different experiences.
The degree of non-symmetry of the matrix A is significantly affected by the values of
d and τ, see Table 4.1. In this table, the condition number of A is referred to by κb(A)
and condition number of AS by κb(AS) before using the Equations (4.6), (4.7), (4.8) and
(4.9). But after using these equations, the condition number of A and AS are referred to
by κa(A) and κa(AS) respectively.
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Case κ d τ κb(AS) κa(AS) κb(A) κa(A) NS
1 10 10 10 10.4984 10 10.3633 10 0.1084
2 10 10 5 11.8049 10 11.0278 10 0.2007
3 50 10 10 52.1583 50 51.3709 50 0.1023
4 50 50 10 63.3708 50 58.1314 50 0.2642
5 10 50 5 124.3894 10 34.0786 10 0.3934
7 50 10 5 57.8448 50 53.5404 50 0.1917
8 100 100 10 191.0014 100 142.9115 100 0.5383
Table 4.1: Degree of non-symmetry of a random matrix A
4.1.3 Eigenvalues of the Matrix A
The eigenvalues, of this type of matrix, belong to the field of complex numbers, i.e.
σ(A) ∈ C. They also depend on the dimension d and the random values of ci j (which
depends on κ) as well as the integer value τ.
Figure 4.1, shows the eigenvalues and their histogram in three dimensional space for
the non-symmetric matrix A on the right graph and for the symmetric matrix AS on the
left graph where the matrix A is constructed by taking τ = 10, i.e.
ci j ∈ [−
√
λiλ j/10,
√
λiλ j/10]
such that λi,λ j are the equally spaced eigenvalues of the matrix B. For a small value of τ
(τ = 5), the eigenvalues of the symmetric matrix (left) and non-symmetric matrix (right)
are clearly influenced as shown in Figure 4.2.
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Figure 4.1: Plot of eigenvalues (and their Histogram) of AS (left) and A (right) where NS= 0.2669;
for κ = κ(A) = 10, d = 50, NR = 1, τ = 10.
It is worth mentioning that all the figures present in this chapter contain graphs to compare
the performance of different gradient algorithms between the symmetric matrix AS =
(A+AT )/2 and the non-symmetric matrix A.
4.2 Relationship Between SD, BB and CBB Algorithms
In this section, the numerical methods that are used to solve the optimization problems are
described. Indeed, gradient algorithms are a big class of numerical optimization methods.
Although the Newton and quasi-Newton methods are effective for solving unconstrained
minimization problems, these methods do not apply directly to large-scale unconstrained
minimization problems. Therefore, numerical methods which are based on the steepest
descent direction are paid a great deal of attention from the numerical linear algebra com-
munity, simply because they avoid the matrices storage.
The quadratic iterations of the gradient method for solving systems of linear equations
(or unconstrained minimization problems) in terms of gradients (residuals) gk are
gk+1 = gk−αkAgk,k = 0,1,2, ...
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Figure 4.2: Plot of eigenvalues (and their Histogram) of AS (left) and A (right) where NS= 0.3934;
for κ = κ(A) = 10, d = 50, NR = 1, τ = 5.
with g0 = Ax0−b and the initial gradient vector belongs to Rd .
There exist numerous algorithms of gradient-type, the most famous and the simplest of
which is the steepest descent method (described in Subsection 2.3.1). This method has
been commonly called the Cauchy method or the gradient method. The following exact
step-size
αk = argmin
α>0
f (xk−α∇ f (xk))
is used, and in the quadratic case is given by
αk =
(gk,gk)
(Agk,gk)
. (4.10)
The actual speed of convergence of any gradient method depends on the condition number
of the matrix being studied. In fact, the larger the condition number, the worse the rate of
convergence.
Unfortunately, except for very well-conditioned problems, it has been widely known that
the SD method converges very slowly. This poor behavior is caused by the choice of
the step-length and not by the choice of the steepest descent direction (−gk). Therefore,
several authors have dealt with various step sizes to overcome this defect. Consequently,
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many other gradient methods were derived from the SD method and can be viewed as its
adaptation, an example of this is the BB method due to Barzilai and J.M. Borwein which
is introduced in Subsection 2.3.3. Their method aimed to accelerate the convergence of
the SD method where the step-length is exactly the Cauchy step-size (4.10) but at the
previous iteration
αk =
(gk−1,gk−1)
(Agk−1,gk−1)
. (4.11)
This method has non-monotonic convergence to the solution, but its convergence rate is
much better than that of the SD method. Although the step-length (4.11) of the BB method
cannot guarantee a descent in the gradient norm, this algorithm has received much atten-
tion from the numerical linear algebra community. The corresponding method is proved
to be globally convergent for strictly convex quadratics, see Raydan [66]. The asymptotic
convergence behavior of the BB method for the higher-dimensional case is analyzed in
[13]. In practical computations, it was pointed out in [6] that the BB step-length (4.11) is
more efficient than the Cauchy step-length (4.10).
In reality, an important characteristic of a numerical algorithm is its computational cost.
The Barzilai-Borwein method requires one matrix-vector multiplication per iteration and
the calculation of two inner products. Due to its simplicity, few storage locations, in-
expensive computations and numerical efficiency, the BB method has received attention
from many authors. It has recently undergone many generalizations and used in many
applications, for example see [15], [66], [67], [36] and [14].
Despite all the advantages of the BB method, it has not been possible to find a norm
in which a Q−linear rate of convergence could be established. Therefore, Raydan and
Svaiter [68] extended this line of research and proposed a combination of the Cauchy
method and the Barzilai-Borwein method, they called this the Cauchy-Barzilai-Borwein
(CBB) method. They proved that this method converges Q-linearly in the elliptic norm.
Moreover, they noted an interesting feature of this algorithm where the increase in the
condition number resulted in reducing the average number of iterations required by CBB.
The CBB method can be written in quadratic form as
gk+1 = gk−2αkAgk +α2k A2gk (4.12)
where αk is the step-size of the Cauchy method (4.10). In [68], several numerical experi-
ments have shown that the CBB method is clearly better than the Cauchy method and the
BB method.
As observed from the previous chapter, the choice of the step-size αk is very impor-
tant for the practice of a gradient method. Further, it can be seen from Figure 4.3 that
the CBB method outperforms the Barzilai-Borwein, γ-steepest descent and Cauchy meth-
ods for symmetric matrices AS (left graph) and slightly non-symmetric matrices A (right
graph). It is also obvious from this figure that the γ-SD, BB and CBB gradient algorithms
converge to a local extremum very quickly, making analysis of their asymptotic rate of
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convergence hard.
To overcome this problem, normalizing an algorithm’s gradient facilitates a better anal-
ysis of the algorithm’s asymptotic rate of convergence as the long term behaviour of the
algorithm can be studied, see Figure 4.4. In this figure, the information used to plot their
graphs is the same as that used to obtain the graphs in Figure 4.3, in addition to normaliz-
ing the algorithm’s gradient at each iteration (i.e. gk is replaced by gk/ ‖ gk ‖).
Note that the step of normalizing the gradient gk for all k = 1,2, ... is used to perform all
the gradient algorithms that are presented in this chapter.
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Figure 4.3: Rate of convergence as a function of k without the normalization of the gradients of the
SD, BB, and CBB algorithms of the (a) symmetric matrices (b) Non-symmetric matrices where
µ(NS) = 0.2709; k = 1000, NR = 300, d = 50, κ = 10, µ(κ(A)) = 10, τ = 10.
4.3 Modified Cauchy-Barzilai-Borwein Method
In the development of optimization techniques, the negative gradient direction has played
an important role in finding the minimizers. Furthermore, the choice of the parameter
αk is important for the effectiveness of gradient algorithms. So any modification of the
Cauchy-Barzilai-Borwein algorithm which may cause an amelioration in the asymptotic
rate of convergence of the algorithm for non-symmetric matrices would be considered as
being advantageous.
It will be seen in this section that an introduction of a coefficient (1/(2− γ) for γ < 1
and 1/γ for γ > 1) to Cauchy-Barzilai-Borwein step-size will change the behaviour of the
algorithm and, for random values of γ ∈ [1−δ ,1+δ ], it will improve the rate of conver-
gence of the original CBB algorithm for non-symmetric linear systems of equations.
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Figure 4.4: Rate of convergence as a function of k by SD, BB, and CBB algorithms with the
normalization of the gradients of the (a) symmetric matrices (b) Non-symmetric matrices where
µ(NS) = 0.2709; k = 1000, NR = 300, d = 50, κ = 10, µ(κ(A)) = 10, τ = 10.
The modified Cauchy-Barzilai-Borwein algorithm can be defined as follows:
gk+1 =

 gk−2
αk
2−γ Agk +
α2k
2−γ A
2gk, for γ < 1,
gk−2αkγ Agk +
α2k
γ A
2gk, for γ > 1.
where γ is a random parameter. In the closed interval [1− δ ,1+ δ ] for a small number
δ > 0, γ will either have a uniform (i.e. Beta(1,1)) distribution or a Beta(2,2) distribution.
This method will be referred to as the Modified Cauchy-Barzilai-Borwein (MCBB) method
hereafter. The difference between the MCBB algorithm and the original CBB algorithm
is that in the modified algorithm, the common Cauchy step-size α(SD)k is multiplied by
1/(2− γ) for γ < 1 and multiplied by 1/γ for γ > 1. If γ = 1, (i.e. δ = 0) the step-length
of the original CBB algorithm is thus regained. Therefore, the computational work of the
MCBB algorithm is almost equal to the computational work of the CBB method.
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4.3.1 The Idea of MCBB Algorithm
The convergence rate of algorithms for solving an unconstrained optimization problem
often depends on the eigenvalues of the objective matrix. As the ratio between largest and
smallest eigenvalues grows, convergence rates can degrade.
The idea behind the Modified Cauchy-Barzilai-Borwein algorithm is to split the real roots
of its polynomial into two roots that belong to the field of complex numbers. For this
modification, the following Lemma is needed
Lemma 4.3.1. The approach step-size of the Barzilai-Borwein algorithm is the inverse of
the Rayleigh quotient of the averaged Hessian matrix ∫ 10 ∇2 f (xk + tsk)dt of the objectivefunction f between two successive iterations k− 1 and k, and is obtained by using the
vector sk−1 = xk− xk−1.
Proof. See [76]
It is observed, from Lemma 4.3.1 that since αk is the Rayleigh quotient of the symmetric
positive definite matrix AS, then the bounds of the root 1/αk of BB method’s polynomial
satisfies
λmin ≤ 1
αBBk
≤ λmax,
where λmin and λmax are the minimum and maximum eigenvalues of the matrix AS, respec-
tively. Thus, it can be seen that the roots of the MCBB method also satisfy the condition
of Lemma 4.3.1 for symmetric matrices AS. As for the non-symmetric matrices, the real
parts of λmin, λmax and 1αBBk satisfy the inequality
Re(λmin)≤ Re( 1
αBBk
)≤ Re(λmax).
That is, the roots of the MCBB polynomial lie between the minimum and maximum
eigenvalues of the matrix A.
The matrix polynomial of the CBB method can be written as
p(A) = I−2αA+α2A2. (4.13)
Hence, the matrix polynomial of the MCBB algorithm will take the following form de-
pending on the value of γ:
p(A) :=
{
I−2 α2−γ A+ α
2
2−γ A
2 for γ < 1,
I−2αγ A+ α
2
γ A
2 for γ > 1.
The polynomial of the CBB algorithm has two equal real roots at each iteration k, i.e. if
r
(k)
1 andr
(k)
2 are the roots of (4.13), then r1 = r2 = 1/α. Figure 4.5 shows the contour plot
and its surface with the eigenvalues for the matrix A.
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These roots separate into two different roots
r¨1 =
{
1
α +
√γ−1
α forγ < 1,
1
α +
√
1−γ
α forγ > 1.
(4.14)
and
r¨2 =
{
1
α −
√γ−1
α for γ < 1,
1
α −
√
1−γ
α for γ > 1.
(4.15)
where r¨1 and r¨2 represent the roots of the MCBB algorithm’s polynomial. This means
that when applying the CBB algorithm to non-symmetric matrices, it is best to embed the
roots of its polynomial in the complex space where the eigenvalues exist. Splitting the
roots of the MCBB algorithm depends on the way the values of γ are distributed.
The rate of convergence of the MCBB has been considered in two cases: first when the
values of γ have a uniform distribution (then it is called MCBB1 Algorithm) and second
when these values have a Beta(2,2) distribution (then the algorithm is referred to as the
MCBB2 Algorithm). Figure 4.6 shows the effect of the different distributions of the val-
ues of γ in [1− δ ,1+ δ ] which results in various rates of convergence of the MCBB1
method on the left graph and MCBB2 on the right graph for a random non-symmetric
matrix A. It can also be observed from this figure that the real part of the polynomial roots
of the MCBB1 and MCBB2 algorithms have the same formula (1/α) as the polynomial
roots of the CBB algorithm and the imaginary part of these roots are as small as possible.
Furthermore, the roots obtained by using the MCBB2 algorithm are closer to each other
more than they are when using the MCBB1 algorithm.
It is clear that the value of δ has a certain influence on the distribution of γ. In Figure
4.7, the value of δ is changed to 0.01 instead of 0.06 in Figure 4.6. The roots will be
closer to the x-axis; however, there is still more overlap between the roots of the MCBB2
algorithm (left) than the MCBB1 algorithm (right).
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Figure 4.5: Plot of (a) eigenvalues and roots, (b) contour and (c)surface; of the polynomial of the
CBB method for A with NS = 0.2842, k = 100, NR = 1, d = 50, κ(A) = 10.0422, δ = 0.06, τ =
10.
Chapter 4. Modified Cauchy-Barzilai-Borwein Method 98
0 2 4 6 8 10
−3
−2
−1
0
1
2
3
Real axis
Im
a
gi
na
ry
 a
xi
s
 
 
Eigenvalues
Roots for γ<1
Roots for γ>1
0 2 4 6 8 10
−3
−2
−1
0
1
2
3
Real axis
Im
a
gi
na
ry
 a
xi
s
 
 
Eigenvalues
Roots for γ<1
Roots for γ>1
 
 
2 3 4 5 6 7 8 9 10
−1.5
−1
−0.5
0
0.5
1
1.5 EigenvaluesRoots for γ<1
Roots for γ>1
 
 
2 3 4 5 6 7 8 9 10
−1.5
−1
−0.5
0
0.5
1
1.5 EigenvaluesRoots for γ<1
Roots for γ>1
Figure 4.6: Plot from top to bottom of eigenvalues and roots, contour and surface; of the polyno-
mial of the (left) MCBB1 method (right) MCBB2 method for A with NS = 0.2842, k = 100, NR =
1, d = 50, κ = 10, κ(A) = 10.0422, δ = 0.06, τ = 10.
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Figure 4.7: Plot from top to bottom of eigenvalues and roots, contour and surface; of the polyno-
mial of the (left) MCBB1 method (right) MCBB2 method for A with NS = 0.2842, k = 100, NR =
1, d = 50, κ = 10, κ(A) = 10.0422, δ = 0.01, τ = 10.
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4.4 Asymptotic Rate of Convergence of the MCBB1 and MCBB2 Al-
gorithms
A detailed analysis of the asymptotic rate of convergence using the method of normaliz-
ing the gradients of the MCBB1 and MCBB2 algorithms and the factors which affect this
convergence is given in this section. Also, it will be shown how the splitting of the roots
of the CBB algorithm’s polynomial affects the rate of convergence for both types of ma-
trices (AS and A) which depends on the way the values of γ are distributed. Moreover, an
investigation as to how a choice of the parameters included in the MCBB method affects
the numerical performance.
To compare the convergence rates of two algorithms, their corresponding asymptotic rates
of convergence have to be evaluated. Equation (3.1) will be employed in order to obtain
the rate ri at iteration i. Then the convergence rate after k iteration, Rk, can be found from
equation (3.2) to define the asymptotic rate of convergence R where
R = lim
k→∞
Rk.
In order to study the asymptotic rate of convergence of all the algorithms in this chapter, it
is necessary to simulate the behaviour of the algorithms with different matrices and start-
ing vectors, and then calculate an approximation to the asymptotic rate of convergence by
using the formula (3.4).
It is not possible to get an exact analytic formula for the asymptotic rate of convergence
of the SD and CG algorithms, so an upper bound for the convergence rate of the SD
algorithm is considered as the worst-case rate for the algorithm, for symmetric and non-
symmetric problems, and is equal to
Rmax =
(
κ−1
κ +1
)2
. (4.16)
Similarly, a lower bound for the convergence rate of the CG algorithm is considered as
the worst-case rate for symmetric and non-symmetric matrices and is
Rmin =
(√
κ−1√
κ +1
)2
, (4.17)
for a detailed discussion on this see Section 3.1.1.
The asymptotic behaviour of all gradient algorithms in this chapter, as it is in Chapter
3, will be studied in dimensions not exceeding 100. Furthermore, all other results con-
cerning the asymptotic rate of convergence will be considered the same as they were in
the previous chapter such as the condition number, number of iterations and number of
replicates.
When γ ∈ [1−δ ,1+δ ] for any small real number δ > 0, the average asymptotic rate of
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convergence of the algorithm lies between Rmax and Rmin. Figure 4.8 shows the rate of
convergence of the MCBB1 and MCBB2 algorithms for symmetric and non-symmetric
matrices. It is noted from this figure that the performance of the MCBB2 algorithm is
better than the CBB algorithm and the MCBB1 algorithm is similar to the CBB algorithm
for non-symmetric matrices. But for symmetric matrices, the CBB algorithm is more
prominent than either of them.
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Figure 4.8: Rate of convergence of the CBB, MCBB1 and MCBB2 algorithms for (a) symmetric
matrices with κ = 10 and (b) non-symmetric matrices with µ(NS) = 0.2717, µ(κ(A)) = 10; d =
50, δ = 0.06, τ = 10.
Figure 4.9 clarifies this through the use of histograms where the values of γ are taken in a
uniform distribution (on the left) and a Beta(2,2) distribution (on the right). In this figure,
it can also be seen that the roots are more accumulated in the middle than the ends when
the values of γ have a Beta(2,2) distribution, this gives a better rate of convergence at
most cases for symmetric and non-symmetric matrices.
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Figure 4.9: Plot from top to bottom of the roots and eigenvalues, the distribution of the values of
γ and distribution of the roots of MCBB1 (left) and MCBB2 (right); for nonsymmetric matrices
with µ(NS) = 0.2717, µ(κ(A)) = 10, d = 50, δ = 0.06, τ = 10.
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Since the rate of convergence depends on the random values of γ and on the way these
values are distributed, the performance of the MCBB1 and MCBB2 algorithms is not
always better than CBB algorithm. For the same matrices and starting vectors that were
used for Figure 4.8 but different values and distribution of γ, it is clear from Figure 4.10
that the CBB algorithm outperforms both the MCBB1 and MCBB2 algorithms for the
symmetric and non-symmetric cases.
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Figure 4.10: Rate of convergence of the CBB, MCBB1, and MCBB2 algorithms for (a) symmetric
matrices with κ = 10 and (b) non-symmetric matrices with µ(NS) = 0.2731, µ(κ(A)) = 10; d =
50, δ = 0.06, τ = 10.
Figure 4.11 shows the distributions of the eigenvalues, the roots and of the values of γ in a
uniform distribution (on the left) and Beta(2,2) distribution (on the right). In this figure,
comparing it with Figure 4.9, it can be noted that the roots are less accumulated in the
middle than the ends when the values of γ have a Beta(2,2) distribution which leads to
the worst convergence rate for both of the symmetric and non-symmetric matrices.
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Figure 4.11: Plot from top to bottom of the roots and eigenvalues, the distribution of the values of
γ and distribution of the roots of MCBB1 (left) and MCBB2 (right); for nonsymmetric matrices
with µ(NS) = 0.2731, µ(κ(A)) = 10, κ = 10, d = 50, δ = 0.06, τ = 10.
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As already mentioned, the rate of convergence is affected by the value of δ . So, for the
same experiences used to obtain Figure 4.10 (apart from the value of δ where here it is
equal to 0.01), the CBB algorithm is still better than the MCBB1 and MCBB2 algorithms
for non-symmetric matrices as demonstrated in Figure 4.12. However, the convergence
rates of the MCBB1 and MCBB2 algorithms are better than they were in Figure 4.10.
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Figure 4.12: Rate of convergence of the CBB, MCBB1, and MCBB2 algorithms for (a) symmet-
ric matrices with κ = 10 and (b) non-symmetric matrices with µ(NS) = 0.2731 and µ(κ(A)) =
10; d = 50, δ = 0.01, τ = 10.
As is clarified from all the figures seen so far, the MCBB2 algorithm is often, either
better than or approximately the same as the MCBB1 algorithm as far performance is
considered. Therefore attention will be paid to MCBB2 from now onwards.
4.4.1 The MCBB2 Algorithm for Different Degrees of Non-Symmetry (NS)
Figure 4.13 shows the box plot of the average asymptotic rate of convergence of the
MCBB2 algorithm as a function of δ for symmetric matrices and non-symmetric matri-
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ces with different values of NS. It shows that various degrees of non-symmetry lead to
small changes in the condition number of non-symmetric matrices. The MCBB2 algo-
rithm seemingly works well when the degree of non-symmetry increases. As it is clearly
observed from Figure 4.13 (d), the average rate of convergence of the MCBB2 algorithm
is better than of the CBB algorithm. The information about this Figure is given in Table
4.2. From this figure, the optimum value of δ (which will give the best rate of con-
vergence for all cases) cannot be determined due to the affect played by the degree of
non-symmetry and the dimension of the problem. For instance, the best rate of conver-
gence of the MCBB2 algorithm for d = 50 and τ = 10 occurs when 0 < δ < 0.03.
Case κ d τ µ(κ(A)) µ(NS)
(a) 10 50 15 10 0.1971
(b) 10 100 15 10 0.2659
(c) 10 50 10 10 0.2712
(d) 10 100 10 10 0.3489
(e) 10 50 7 10 0.3447
( f ) 10 100 7 11.5150 0.4202
(g) 10 50 5 11.2347 0.4131
(h) 10 100 5 24.2403 0.4878
Table 4.2: Average asymptotic rate of convergence with different degrees of non-symmetry of the
random matrices A
4.4.2 The MCBB2 Algorithm for Different Condition Numbers (κ)
Figure 4.14 shows the average asymptotic rate of convergence of the MCBB2 algorithm
as a function of δ for different values of the condition number for symmetric and non-
symmetric matrices. The average asymptotic rate of convergence of the MCBB2 algo-
rithm will, however, be better than the CBB algorithm with an increase in κ and a suitable
value of δ .
Case τ d κ µ(κ(A)) µ(NS)
(a) 10 50 10 10 0.2712
(b) 10 100 10 10 0.3489
(c) 10 50 20 20 0.2696
(d) 10 100 20 20 0.3529
(e) 10 50 50 50 0.2679
( f ) 10 100 50 50.3193 0.3535
(g) 10 50 100 100 0.2672
(h) 10 100 100 100.3853 0.3534
Table 4.3: Average asymptotic rate of convergence with different condition numbers of the random
matrices A
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.13: Box plot of the average asymptotic rate of convergence of the MCBB2 algorithm as
a function of δ for random non-symmetric matrices with d = 50 (on the left) and d = 100 (on the
right) where from top to bottom; τ = 15, 10, 7, 5, κ = 10.
Chapter 4. Modified Cauchy-Barzilai-Borwein Method 108
(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.14: Box plot of the average asymptotic rate of convergence of the MCBB2 algorithm as
a function of δ for random non-symmetric matrices with d = 50 (on the left) and d = 100 (on the
right) where from top to bottom; κ = 10, 20, 50, 100, where τ = 10.
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4.4.3 The MCBB2 Algorithm for Different Dimensions (d)
Figure 4.15 shows the average asymptotic rate of convergence of the MCBB2 algorithm
as a function of δ for non-symmetric matrices with several values of the dimension d. In
this figure, it can be noted that when the value of d grows, the average asymptotic rate
of convergence of the MCBB2 algorithm becomes better than the CBB algorithm. The
illustrations on this Figure are referred in Table 4.4.
(a) (b)
(c) (d)
Figure 4.15: Box plot of the average asymptotic rate of convergence of the MCBB2 algorithm as
a function of δ for different values of d with from top left to bottom right; d = 10, 20, 50, 100,
where κ = 10, τ = 10.
Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 10 9.9999 0.1132
(b) 10 10 20 10.0000 0.1748
(c) 10 10 50 10 0.2711
(d) 10 10 100 10 0.3490
Table 4.4: Average asymptotic rate of convergence with different dimensions d of non-symmetry
of the random matrices A
Depending on the relation between the real eigenvalues of the matrix A and the real roots
of the polynomials, the use either the CBB or the MCBB method at each iteration will be
studied in the following section.
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4.5 Algorithm 1
Motivated by the numerical experiments presented in the previous section, a further in-
vestigation will be carried out as well as a discussion of a gradient method that proposes
a combination of the MCBB algorithm and the CBB algorithm for which a guaranteed
better rate of convergence can be established. This new non-monotone gradient algorithm
can be described as follows: at every iteration, similarly to the MCBB method, a step-size
of the steepest descent method is computed once and used twice.
The performance of this algorithm depends on the use of the CBB method when the
roots of its polynomial are close to the ends of the eigenvalues of the matrix in question
and the MCBB method when these roots are a little further away from those eigenvalues.
The number of times in which the gradient iteration of the CBB method is used rather
than the MCBB method is controlled by a small positive real number ξ . This means that
for large values of ξ , the number of times in which the CBB gradient iteration will be
used is more than that of the MCBB, and vice versa.
It can be understood from the denseness of points close to the extreme eigenvalues of
the non-symmetric matrix A, as depicted in Figure 4.9, that after many iterations, the
number of roots at the ends of the spectrum will increase. The roots near extreme eigen-
values have an undesirable effect on the rate of convergence. This proposes an idea for
improving the MCBB method to give a new algorithm which will be called Algorithm 1.
This algorithm can be described as follows:
1. When γ < 1 and the root 1α (i.e. the root of the CBB’s polynomial which is the real
part of the root of the MCBB’s polynomial) satisfies the inequality
λmax−ξ < 1
α
< λmin +ξ ,
use
gk+1 = gk−2αkAgk +αk2A2gk, (4.18)
Otherwise, use
gk+1 = gk−2 αk2− γ Agk +
αk2
2− γ A
2gk, (4.19)
2. When γ > 1 and the root 1α satisfies the relation
λmax−ξ < 1
α
< λmin +ξ ,
employ (4.18),
else
gk+1 = gk−2αkγ Agk +
α2k
γ A
2gk
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Note that this algorithm becomes exactly the CBB algorithm if the parameter γ = 1. The
number of matrix vector multiplications per iteration in Algorithm 1, as in the MCBB
algorithm, is the same as in the CBB method. Algorithm 1 will be referred to as Algo-
rithm 1A when the values of γ of the MCBB algorithm have a uniform distribution and as
Algorithm 1B when these values have a Beta(2,2) distribution.
Figure 4.16 shows the relation between the eigenvalues and the roots of the polynomi-
als of Algorithm 1A (on the left graph) and Algorithm 1B (on the right graph) for the
same experiment in Figure 4.6 when ξ = 1.1. It also shows the contour and surface plots
for both algorithms. It can be observed from this figure that the roots close to the extreme
eigenvalues of the non-symmetric matrix are equal to those of the CBB method when
either Algorithm 1B or Algorithm 1A are used. This figure also demonstrates that the
roots of Algorithm 1B are closer to each other and to the real-axis more than the roots of
Algorithm 1A, i.e. the roots in Algorithm 1B are more accumulated in the middle than
Algorithm 1A. Therefore the rate of convergence of the Algorithm 1B will be better than
that of the Algorithm 1A, this is related to the distribution of their values of γ.
Depending on a good choice of ξ , Algorithm 1A and Algorithm 1B both improve the
rates of convergence of the MCBB1 and MCBB2 algorithms. It is noticeable from Fig-
ure 4.17 that the rate of convergence of Algorithm 1A and Algorithm 1B is better than
CBB algorithms for non-symmetric matrices. The same experiment was used to obtain
Figure 4.8 where the CBB algorithm appeared to be better than the MCBB1 and MCBB2
algorithms. Also, the comparison between the graphs in these two figures shows that
Algorithm 1A and Algorithm 1B outperform the MCBB1 and MCBB2 algorithms for
symmetric and non-symmetric matrices.
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Figure 4.16: Plot of eigenvalues and roots, contour, and surface, of the polynomial of (left) Al-
gorithm 1A and (right) Algorithm 1B; for a non-symmetric matrix with k = 100, NR = 1, d =
50, κ(A) = 10.0422, NS = 0.2842, δ = 0.06, τ = 10, ξ = 1.1.
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Figure 4.17: Rate of convergence of the CBB algorithm, Algorithm 1A and Algorithm 1B for (a)
symmetric matrices with κ = 10 and (b) non-symmetric matrices with µ(κ(A)) = 10, µ(NS) =
0.2717; d = 50, δ = 0.06, τ = 10, ξ = 0.3.
For the same experiment that was used to attain Figure 4.17, Figure 4.18 shows the eigen-
values and the roots with the distribution of these roots for Algorithm 1A on the left and
Algorithm 1B on the right. Further, uniform and Beta (2,2) distributions of the values of
γ are depicted in the same figure.
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Figure 4.18: Plot from top to bottom of the roots and eigenvalues, histogram of the values of γ
and histogram of the roots of (left) Algorithm 1A and (right) Algorithm 1B; for non-symmetric
matrices with µ(NS) = 0.2717, µ(κ(A)) = 10, d = 50, δ = 0.06, τ = 10, ξ = 0.3.
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The difference between the performance of the MCBB2 algorithm and Algorithm 1B is
demonstrated in Figure 4.19 which has the same information that was used to obtain Fig-
ure 4.10 with the condition that the CBB algorithm will be used instead of the MCBB
algorithm when the roots of the algorithm’s polynomials are close to either λmax−0.3 or
λmin +0.3. It is clear from this figure that Algorithm 1B is better than the MCBB2 algo-
rithm for symmetric and non-symmetric matrices. Furthermore, Algorithm 1B appears to
be much better than the CBB algorithm for non-symmetric matrices.
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Figure 4.19: Rate of convergence of the CBB, MCBB2 and Algorithm 1B for (a) symmetric
matrices with κ = 10 and (b) non-symmetric matrices with µ(κ(A)) = 10, µ(NS) = 0.2731; d =
50, δ = 0.06, τ = 10, ξ = 0.3.
To gain a greater understanding as to why this improvement in the rate occurs, Figures
4.20 and 4.21 show the rate of convergence of the MCBB2 algorithm (on the top) and
Algorithm 1B (on the bottom) for the symmetric problem on the left and non-symmetric
on the right. The collection of more roots of the algorithm’s polynomial between the
eigenvalues of the typical matrices will lead to speeding up the rate of convergence. So
Algorithm 1B improves the asymptotic rate of convergence of the MCBB2 algorithm. It is
concluded from these figures that the numerical performance of both Algorithm 1 and the
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MCBB method are greatly affected by the distribution of the roots of their polynomials.
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Figure 4.20: Plot of the roots and eigenvalues of the (top) MCBB2 method and (bottom) Algorithm
1B; for the (left) symmetric matrices with µ(κ) = 10 and (right) non-symmetric matrices where
µ(κ(A)) = 10, µ(NS) = 0.2731; d = 50, δ = 0.06, τ = 10, ξ = 0.3.
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Figure 4.21: Histogram of the polynomial roots of the (top) MCBB2 method and (bottom) Algo-
rithm 1B; for the (left) symmetric matrices with µ(κ) = 10 and (right) non-symmetric matrices
where µ(κ(A)) = 10, µ(NS) = 0.2731; d = 50, δ = 0.06, τ = 10, ξ = 0.3.
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4.5.1 Asymptotic Rate of Convergence
In order to achieve the best asymptotic rates of convergence when using Algorithm 1A
and Algorithm 1B, it is first necessary to find the suitable value of the parameter ξ . It
is important to see whether the best value of ξ changes for different values of the other
parameters (such as the value of δ , NSκ , ord) in order to recommend a useful value of ξ
in any situation.
The Rate as a Function of ξ for Different Degrees of Non-Symmetry (NS)
As was discussed in the previous section, if κ = 10, d = 50 and τ = 10, then that gives
a much better average asymptotic rate of convergence of the MCBB algorithm when the
value of δ lies in the region 0 < δ < 0.3.
Figure 4.22 shows the average asymptotic rate of convergence of Algorithm 1B as a func-
tion of ξ for typical parameter values and different degrees of non-symmetric matrices. It
is clear from this figure that the average asymptotic rate of convergence becomes worse
when the degree of non-symmetry increases regardless of the value of ξ . For τ ' 10, any
value of ξ > 0 will lead to an increase in the speed of the rate of convergence of Algorithm
1. As already mentioned, large values of ξ result in using the CBB method more often
than the MCBB method. Therefore when NS increases, the use of the CBB method will
be more frequent than the MCBB which will not lead to a remarkable improvement in
the rate of convergence. In order to be able to choose a more suitable value of ξ , further
analysis is needed.
The Rate as a Function of ξ for Different Condition Number (κ)
Figure 4.23 shows the average asymptotic rate of convergence of Algorithm 1B as a func-
tion of ξ for non-symmetric matrices A and several values of κ(A). It can be seen that the
shape of the curve is not very different for different values of the condition number used.
The value of ξ that will produce the best asymptotic rates of convergence will therefore
be slightly different in each case. It is therefore useful to recommend a value of ξ that
will work well for any condition number. A value of ξ = 0.5 seems to be best.
The Rate as a Function of ξ for Different Dimension d
Figures 4.24 and 4.25 show the average asymptotic rate of convergence of Algorithm 1B
as a function of ξ for non-symmetric matrices with different values of d where the range of
ξ is 0 : 1 : 10 and 0 : 0.1 : 2, respectively. For the different dimensions used, it can be noted
that the shape of the curve is noticeably changed. It is clear from these two figures that a
shift from 0 in the value of ξ will affect the asymptotic rate of convergence significantly
for d / 50 since the degree of non-symmetry is small. Further, small values of ξ (i.e.
0 / ξ / 2) will produce the best asymptotic rates of convergence of the Algorithm 1B
method for d = 50. But when d = 100, the rate is no longer a betterment and it is evident
that much improved average asymptotic rates of convergence are possible by using the
MCBB algorithm much more than the CBB method. In this case, employing the MCBB
algorithm will give a better convergence rate than the CBB algorithm.
Chapter 4. Modified Cauchy-Barzilai-Borwein Method 119
0.28
0.3
0.32
0.34
0.36
0.38
0.4
0.42
0 1 2 3 4 5 6 7 8 9 1
0
 
 
Mean
(a)
0.3
0.35
0.4
0.45
0.5
0 1 2 3 4 5 6 7 8 9 1
0
 
 
Mean
(b)
0.35
0.4
0.45
0.5
0.55
0.6
0 1 2 3 4 5 6 7 8 9 1
0
 
 
Mean
(c)
0.4
0.45
0.5
0.55
0.6
0.65
0.7
0 0
.1
0
.2
0
.3
0
.4
0
.5
0
.6
0
.7
0
.8
0
.9
1 1
.1
1
.2
1
.3
1
.4
1
.5
1
.6
1
.7
1
.8
1
.9
2
 
 
Mean
(d)
Figure 4.22: Box plot of the average asymptotic rate of convergence of Algorithm 1B as
a function of ξ for different values of NS for (a) non-symmetric matrices with µ(κ(A)) =
10, µ(NS) = 0.1971, τ = 15 (b) non-symmetric matrices µ(κ(A)) = 10, µ(NS) = 0.2712, τ = 10
(c) non-symmetric matrices µ(κ(A)) = 10, µ(NS) = 0.3447, τ = 7 (d) non-symmetric matrices
µ(κ(A)) = 11.2347, µ(NS) = 0.4131, τ = 5; d = 50, δ = 0.06.
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Figure 4.23: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a func-
tion of ξ for several values of κ for (a) non-symmetric matrices with µ(κ(A)) = 10, µ(NS) =
0.2712 (b) non-symmetric matrices µ(κ(A)) = 20, µ(NS) = 0.2696 (c) non-symmetric ma-
trices µ(κ(A)) = 50, µ(NS) = 0.2679 (d) non-symmetric matrices µ(κ(A)) = 100, µ(NS) =
0.2672; d = 50, δ = 0.06, τ = 10.
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Figure 4.24: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a function
of ξ for (a) non-symmetric matrices with d = 10, µ(NS) = 0.1133 (b) non-symmetric matrices
d = 20, µ(NS) = 0.1749 (c) non-symmetric matrices d = 50, µ(NS) = 0.2712 (d) non-symmetric
matrices d = 100, µ(NS) = 0.3489; κ = 10, δ = 0.06, τ = 10.
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Figure 4.25: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a function
of ξ for (a) non-symmetric matrices with d = 10, µ(NS) = 0.1127 (b) non-symmetric matrices
d = 20, µ(NS) = 0.1751 (c) non-symmetric matrices d = 50, µ(NS) = 0.2710 (d) non-symmetric
matrices d = 100, µ(NS) = 0.3492; κ = 10, δ = 0.06, τ = 10.
The Rate as a Function of δ for Different Condition Number (κ)
Figures 4.26 shows the average asymptotic rate of convergence of Algorithm 1B as a
function of ξ for non-symmetric matrices with various condition numbers, κ(A); in the
50-dimensional problem on the left graphs and in the 100-dimensional problem on the
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.26: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a function
of δ for (left) d = 50 and (right) d = 100; from top to bottom κ = 10, κ = 20, κ = 50, κ = 100, τ =
10, ξ = 2.
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right graphs. From this figure it can be seen that the asymptotic rate of convergence wors-
ens as κ(A) increases, see the related table 4.5.
Case τ d κ µ(κ(A)) µ(NS)
(a) 10 50 10 10.0000 0.2711
(b) 10 100 10 10 0.3490
(c) 10 50 20 20 0.2695
(d) 10 100 20 20 0.3531
(e) 10 50 50 50 0.2679
( f ) 10 100 50 50.3195 0.3537
(g) 10 50 100 100 0.2672
(h) 10 100 100 100.3854 0.3535
Table 4.5: Average asymptotic rate of convergence of Algorithm 1B with different condition num-
bers of the random matrices A.
Furthermore, consistent with what has been observed in the MCBB algorithms, the di-
mensionality does seem to play an important role in affecting the convergence rate.
For the 50-dimensional case and for these particular parameter settings, the best average
asymptotic rate of convergence is achieved when 0 < δ / 0.1, as can be seen in Figure
4.27.
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Figure 4.27: Rate of convergence of Algorithm 1B as a function of δ for non-symmetric matrices
with (left) µ(κ(A)) = 10, µ(NS) = 0.2710 and (right) µ(κ(A)) = 100, µ(NS) = 0.2670; d =
50, τ = 10, ξ = 2.
For d = 100 and a large value of κ(A), there does seem to be a significant difference
in the asymptotic rate of convergence observed for the whole range of 0 < δ < 0.6, see
Figure 4.28. Another phenomenon observable for the 100-dimensional case is that the
performance of the Algorithm 1B is much better compared to the 50-dimensional case.
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Figure 4.28: Rate of convergence of Algorithm 1B as a function of δ for non-symmetric ma-
trices (left) κ = 10 with µ(κ(A)) = 10, µ(NS) = 0.3492 and (right) κ = 100 with µ(κ(A)) =
100.3847, µ(NS) = 0.3538; d = 100, τ = 10, ξ = 2
Figure 4.29 shows the average asymptotic rate of convergence of Algorithm 1B as a func-
tion of δ for symmetric matrices with various values of κ in 50-dimensional case. As
κ increases, similar to all the algorithms considered so far, the asymptotic rate of con-
vergence becomes worse. It can also be seen that the optimum value of δ is 0 in which
the best asymptotic rate of convergence is found. This means that the method of CBB
outperforms the Algorithm 1B for symmetric problems.
The Rate as a Function of δ for Different Dimension (d)
The asymptotic rate of convergence of Algorithm 1B is shown to have a greater depen-
dence on d in the non-symmetric case as is depicted in right graphs of Figure 4.30. For
large dimension d ≥ 50, the asymptotic rate of convergence of Algorithm 1B becomes
better for 0 < δ < 0.1.
For the symmetric case, it is shown from the left graphs of the same figure that there is no
remarkable dependence on d, and the best average asymptotic rate of convergence occurs
when δ = 0. Consequently, Algorithm 1B is worse than the CBB algorithm for symmetric
matrices for any value of the dimension. It is worth noting that the best average asymp-
totic rate of convergence of the Algorithm 1B is obtained when δ = 0 for d / 20 since
the non-symmetric matrices in this case are close to the symmetric matrices, i.e. degree
of non-symmetry is very small, see table 4.6 which corresponds to the Figure 4.30.
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(a) (b)
(c) (d)
Figure 4.29: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a function
of δ for symmetric matrices with (a)µ(κ) = 10 (b) µ(κ) = 20 (c) µ(κ) = 50 (d) µ(κ) = 100; d =
50, τ = 10, ξ = 2.
Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 10 10 0
(b) 10 10 10 9.9999 0.1132
(c) 10 10 20 10 0
(d) 10 10 20 10 0.1748
(e) 10 10 50 10 0
( f ) 10 10 50 10 0.2711
(g) 10 10 100 10 0
(h) 10 10 100 10 0.3490
Table 4.6: Average asymptotic rate of convergence of Algorithmm1B with different dimensions
of the random non-symmetric matrices.
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 4.30: Box plot of the average asymptotic rate of convergence of Algorithm 1B as a function
of δ for (left) symmetric matrices and (right) non-symmetric matrices for top to bottom: d =
10, d = 20, d = 50, d = 100; κ = 10, τ = 10, ξ = 2.
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4.6 Algorithm 1 with the Step-Size of BB Method: Algorithm 2
In this section, a way of enhancing the use of Algorithm 1 to give better convergence rates
than the CBB method for non-symmetric problems is proposed. This is done by replacing
the step-size of the SD method in Algorithm 1 by the step-size of the BB method. That
is, the main steps of this new algorithm resemble the steps of Algorithm 1 but the step
-length has the following form:
αk =
(gk−1,gk−1)
(Agk−1,gk−1)
.
This algorithm is developed with the aim of achieving a better asymptotic rate of conver-
gence as a further improvement to the CBB method for non-symmetric problems and will
be known as Algorithm 2.
It is worth noting that Algorithm 2 will not return back to the CBB algorithm if the pa-
rameter γ = 1 as was the case in the MCBB algorithm and Algorithm 1.
As is known from the previous section, the parameter γ is one of the important parame-
ters for Algorithm 1, and consequently, for Algorithm 2. Therefore, Algorithm 2 will be
referred to as Algorithm 2A if the values of γ are uniformly distributed and as Algorithm
2B if those values have a Beta(2,2) distribution.
For a small number of iterations, and exactly the same experiment that was used to obtain
Figure 4.16, Figure 4.31 compares the the roots of Algorithm 2A and Algorithm 2B with
the eigenvalues of a non-symmetric matrix A. It also gives the contour plots and surface
for the eigenvalues of the matrix A for both Algorithm 2A and Algorithm 2B. It can be
seen that there are more roots close to the real-axis and to each other in Algorithm 2B
than there are in Algorithm 2A due to the different distributions.
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Figure 4.31: Plot of eigenvalues and roots, contour and surface of the polynomial of (left) Al-
gorithm 2A and (right) Algorithm 2B; for non-symmetric matrix with k = 100, NR = 1, d =
50, κ(A) = 10.0422, NS = 0.2842, δ = 0.06, τ = 10, ξ = 1.1.
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When using the gradient algorithm for slightly non-symmetric problems, clustering the
roots near the real-axis has a desirable effect on the average asymptotic rate of conver-
gence. Figure 4.32 shows the rate of the CBB method, Algorithm 2A and Algorithm 2B
for (a) symmetric matrices and (b) non-symmetric. It is clear from this figure that the rate
of the Algorithm 2B is either same as Algorithm 2A or better. However, the figure shows
that the rate of Algorithm 2A and Algorithm 2B are much better than the rate of the CBB
method for the non-symmetric case but is still worse for symmetric problems. Further,
it can be noted that this figure has the same information which was employed to obtain
Figure 4.17.
0 200
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
R
max
R
min
CBB
Algorithm 2A
Algoithm 2B
(a)
0 200
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
R
max
R
min
CBB
Algorithm 2A
Algoithm 2B
(b)
Figure 4.32: Rate of convergence of the CBB algorithm, Algorithm 2A and Algorithm 2B for (a)
symmetric matrices with µ(κ)= 10 and (b) non-symmetric matrices with µ(κ(A))= 10, µ(NS)=
0.2717; d = 50, δ = 0.06, τ = 10, ξ = 0.3.
In order to obtain a clearer picture as to how Algorithm 2A becomes worse than Algo-
rithm 2B, due to the affective values of γ on determining the position of the polynomial’s
roots of each of them, Figure 4.33 illustrates the location with the histogram of the roots
of the polynomials and the way that the values of γ are distributed for Algorithm 2A on
the left set of graphs and Algorithm 2B on the right. It can be noted that the polynomial
roots of Algorithm 2B are more accumulated in the middle than those of the Algorithm
2A which results in better convergence rates.
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Figure 4.33: Plot of the roots and eigenvalues, histogram of the roots and histogram of the values
of Algorithm 2 for γ with (left) a uniform distribution and (right) a Beta(2,2) distribution; for
nonsymmetric matrices with µ(κ(A)) = 10, µ(NS) = 0.2717 and d = 50, δ = 0.06, τ = 10, ξ =
0.3.
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Figure 4.34 demonstrates the comparison between the rate of CBB, Algorithm 1B and
Algorithm 2B for (a) symmetric and (b) non-symmetric problems. It is therefore evident
that Algorithm 2B outperforms both the CBB algorithm and Algorithm 2A; and hence
will be, hereafter, investigated in further detail.
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Figure 4.34: Rate of convergence of the CBB algorithm, Algorithm 1B and Algorithm 2B for (a)
symmetric matrices with µ(κ)= 10 and (b) non-symmetric matrices with µ(κ(A))= 10, µ(NS)=
0.2712; d = 50, δ = 0.06, τ = 10, ξ = 0.3
In order to gain a greater insight into how these advantageous rates are achieved, Fig-
ures 4.35 and 4.36 illustrate the distribution of the roots polynomial of Algorithm 1B
(on the top) and Algorithm 2B (on the bottom) for the symmetric problem (left) and
non-symmetric (right). It is obvious that the majority of the roots of Algorithm 2B’s poly-
nomial are located in the middle of the range more than Algorithm 1B, so that the former
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is considered as an amelioration to the rate of the latter.
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Figure 4.35: Plot of the roots and eigenvalues of (top) Algorithm 1B and (bottom) Algorithm 2B;
for (left) symmetric matrices with κ = 10 and (right) non-symmetric matrices where µ(κ(A)) =
10, µ(NS) = 0.2712; d = 50, δ = 0.06, τ = 10, ξ = 0.3
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Figure 4.36: Histogram of the polynomial roots of (top) Algorithm 1B and (bottom) Algorithm 2B;
for (left) symmetric matrices with κ = 10 and (right) non-symmetric matrices where µ(κ(A)) =
10, µ(NS) = 0.2712; d = 50, δ = 0.06, τ = 10, ξ = 0.3.
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4.6.1 Asymptotic Rate of Convergence
In this section, the asymptotic rates of convergence of Algorithm 2A and Algorithm 2B
are studied extensively and insight is given as to how these algorithms are able to converge
faster than the CBB algorithm.
Dependence on ξ
The value of the parameter ξ plays an important role in improving the performance of Al-
gorithm 2B for non-symmetric matrices. Figure 4.37 shows the average asymptotic rate of
convergence of Algorithm 2B as a function of ξ for 50-dimensional and 100-dimensional
random non-symmetric problems on the left graphs and right graphs, respectively. Re-
gardless of the value of the condition number µ(κ(A)), the worst asymptotic rates of
convergence occur when ξ = 0. This Figure demonstrates that any value of ξ ≥ 1 results
in a fast rate of convergence when d = 100, but when d = 50 and κ increases, the average
asymptotic rates of convergence become better when the value of ξ ≥ 2. Table 4.7 con-
tains information regarding the Figure 4.37.
Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 50 10 0.2712
(b) 10 10 100 10 0.3489
(c) 10 20 50 20 0.2696
(d) 10 20 100 20 0.3529
(e) 10 50 50 50 0.2679
( f ) 10 50 100 50.3193 0.3535
(g) 10 100 50 100 0.2672
(h) 10 100 100 100.3853 0.3534
Table 4.7: Average asymptotic rate of convergence of Algorithmm2B with different condition
numbers for d = 50 and d = 100 in the case of random non-symmetric matrices
In order to see with greater precision the value of ξ which produces Algorithm 2B with
the best asymptotic rate of convergence possible, Figure 4.38 shows the average asymp-
totic rate of convergence as a function of ξ for non-symmetric matrices with different
dimensions and condition numbers as exhibited in Table 4.8. It is clear from this figure
that Algorithm 2B gives better rates of convergence when the value of ξ is increased
slightly above 0, however, it seems that the best value to be chosen for the ξ is 2.
Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 50 10 0.2710
(b) 10 10 100 10 0.3492
(c) 10 100 50 100 0.2670
(d) 10 100 100 100.3847 0.3538
Table 4.8: Average asymptotic rate of convergence of Algorithmm2B with different condition
numbers for d = 50 and d = 100 in the case of random non-symmetric matrices
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Figure 4.37: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a func-
tion of ξ for non-symmetric matrices for (left) d = 50 and (right) d = 100; from top to bottom:
µ(κ(A)) = 10, µ(κ(A)) = 20, µ(κ(A)) = 50, µ(κ(A)) = 100 where δ = 0.06.
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Figure 4.38: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a func-
tion of ξ for non-symmetric matrices for (left) d = 50 and (right) d = 100; from top to bottom:
µ(κ(A)) = 10, µ(κ(A)) = 100 where δ = 0.06.
Chapter 4. Modified Cauchy-Barzilai-Borwein Method 138
4.6.2 Dependence on δ
In Algorithm 2B, the random value of γ depends on the parameter δ which affects the
speed of the algorithm. Figure 4.39 depicts the average asymptotic rate of convergence
of Algorithm 2B as a function of δ for non-symmetric problems with several degrees of
non-symmetry and other information stated in Table 4.9. As the degree of non-symmetry
increases, choosing a value of δ either slightly less, or slightly larger, than 0.1 will yield an
improvement to the asymptotic rates of convergence. When the degree of non-symmetry
decreases, a very small value of δ is recommended. Consequently, if NS = 0, then δ = 0
will give the best asymptotic rate of convergence. It must be noted, however, that in re-
ality, the degree of non-symmetry of the random non-symmetric matrix A is generally
unknown and so precise selection of δ is not possible.
Case τ κ d µ(κ(A)) µ(NS)
(a) 15 10 50 10 0.1971
(b) 15 10 100 10 0.2659
(c) 10 10 50 10 0.2712
(d) 10 10 100 10 0.3489
(e) 7 10 50 10 0.3447
( f ) 7 10 100 11.5150 0.4202
(g) 5 10 50 11.2347 0.4131
(h) 5 10 100 24.2403 0.4878
Table 4.9: Average asymptotic rate of convergence of Algorithm 2B as a function of δ with various
values of NS for d = 50 and d = 100 in the case of random non-symmetric matrices
Figure 4.40 shows the average asymptotic rate of convergence of Algorithm 2B as a func-
tion of δ for (left) d = 50 and (right) d = 100 non-symmetric matrices with several values
of κ and other input values mentioned in Table 4.10. It is clear from this Figure that the av-
erage asymptotic rate of convergence becomes worse when the condition number grows.
It can also be seen that for all different condition numbers when d = 50 and κ ' 10, the
best value of δ is 0. Whilst the preferable value of δ when d = 100 is 0 < δ < 0.2, but the
value which results in the best asymptotic rates of convergence appears to be fractionally
equal to 0.1. This is due to the fact that the value of NS decreases as κ increases.
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Figure 4.39: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a function
of δ for non-symmetric matrices for (left) d = 50 and (right) d = 100; from top to bottom: τ =
15, τ = 10, τ = 7, τ = 5 where µ(κ(A)) = 10, ξ = 2.
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Figure 4.40: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a function
of δ for non-symmetric matrices for (left) d = 50 and (right) d = 100; from top to bottom: µ(κ) =
10, 20, 50, 100 where τ = 10, ξ = 2.
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Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 50 10 0.2712
(b) 10 10 100 10 0.3489
(c) 10 20 50 20 0.2696
(d) 10 20 100 20 0.3529
(e) 10 50 50 50 0.2679
( f ) 10 50 100 50.3193 0.3535
(g) 10 100 50 100.0930 0.2672
(h) 10 100 100 100.3853 0.3534
Table 4.10: Average asymptotic rate of convergence of Algorithm 2B as a function of δ for differ-
ent values of κ for random non-symmetric matrices when d = 50 and d = 100.
In order to obtain a clearer picture of how the value of δ affects the asymptotic behaviour
of Algorithm 2B for non-symmetric matrices with d = 50 and d = 100, Figure 4.41 shows
the average asymptotic rate of convergence of this algorithm as a function of δ for various
values of κ and d as is stated in the corresponding Table 4.11. It is evident from this fig-
ure, when κ ' 50, the best value of δ is approximately 0 to achieve fast asymptotic rate
of convergence for 50-dimensional non-symmetric problems and δ = 0.1 for d = 100-
dimensional problems.
Case τ κ d µ(κ(A)) µ(NS)
(a) 10 10 50 10 0.2711
(b) 10 10 100 10 0.3490
(c) 10 20 50 20 0.2694
(d) 10 20 100 20 0.3530
(e) 10 50 50 50 0.2678
( f ) 10 50 100 50.3183 0.3536
(g) 10 100 50 100 0.2671
(h) 10 100 100 100.3839 0.3535
Table 4.11: Average asymptotic rate of convergence of Algorithm 2B as a function of δ for several
values of κ for random non-symmetric matrices when d = 50 and d = 100.
In an attempt to further understand the way in which the average asymptotic rate of con-
vergence of Algorithm 2B is affected by the value of δ , Figure 4.42 shows the relationship
between the average asymptotic rate of convergence of Algorithm 2B and the condition
number κ for several values of δ for the 50-dimensional problem. As shown in this figure,
the asymptotic rate of convergence of Algorithm 2B will worsen as the condition number
κ increases, but the value of δ which yields the best asymptotic rate of convergence ap-
pears to be fractionally greater than zero.
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Figure 4.41: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a function
of different δ for non-symmetric matrices for (left) d = 50 and (right) d = 100; from top to bottom:
µ(κ(A)) = 10, µ(κ(A)) = 20, µ(κ(A)) = 50, µ(κ(A)) = 100 where N = 10, ξ = 2.
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Figure 4.42: Average asymptotic rate of convergence of Algorithm 2B as a function of κ for
different values of δ for (a) symmetric matrices with µ(κ) = 52.5000 and (b) non-symmetric
matrices with µ(NS) = 0.2685, µ(κ(A)) = 52.5770; d = 50, τ = 10, ξ = 1
Figures 4.43 and 4.44 show, for typical parameter values, the average asymptotic rate of
convergence of Algorithm 2B as a function of δ for symmetric problems with different
values of κ and several values of d, respectively. It is evident from these figures that the
best asymptotic rates of convergence of Algorithm 2B for any condition number and any
dimensions occur when δ = 0. Further, from Figure 4.43, it can be noted that the average
asymptotic rate of convergence becomes worse as κ increases. Figure 4.44 clarifies that
the rate of convergence is virtually independent of the number of dimensions of AS where
the fluctuations in the average asymptotic rate are relatively small and, as the number
of dimensions increases, the asymptotic rate of convergence becomes worse only very
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gradually, i.e. the graphs are almost identical for d ' 50.
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Figure 4.43: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a function
of δ for symmetric matrices; from top to bottom: µ(κ) = 10, 20, 50, 100 where d = 50, τ =
10, ξ = 2.
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Figure 4.44: Box plo of the average asymptotic rate of convergence of Algorithm 2B as a func-
tion of δ for symmetric matrices; from top to bottom: d = 10, d = 20, d = 50, d = 100 where
µ(κ(As)) = 10, τ = 10, ξ = 2.
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To demonstrate further how the number of dimensions of the symmetric and non-symmetric
matrices have an influence on the asymptotic rate of convergence, Figure 4.45 shows the
difference in effect that the dimensionality of the matrix has on the average asymptotic
rate of convergence of Algorithm 2B for (a) symmetric matrices and (b) non-symmetric
matrices. For symmetric matrices, the rate of convergence of Algorithm 2B seems to be
independent of d, particularly for d ' 20, while the number of dimensions of the problem
has a greater effect on the rate of convergence for non-symmetric matrices. The average
asymptotic rate of convergence will, however, become worse with an increase in κ .
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Figure 4.45: Average asymptotic rate of convergence of Algorithm 2B as a function of d
for different values of condition numbers for (a) symmetric matrices and (b) non-symmetric
matrices where from top to bottom: µ(NS) = 0.2548, 0.2555, 0.2570, 0.2580 and µ(κ(A)) =
100.1331, 50.1117, 20.0852, 10.0696; δ = 0.06, τ = 10, ξ = 1.
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4.6.3 Comparison with the CBB Method
Figure 4.46 compares the average asymptotic rate of convergence of Algorithm 1A, Al-
gorithm 1B, Algorithm 2A and Algorithm 2B gradient algorithms with that of the CBB
gradient algorithm. For symmetric matrices, the CBB gradient algorithm outperforms the
other gradient Algorithms. On the other hand the CBB gradient algorithm is worse than
Algorithm 2A, Algorithm 2B, Algorithm 1A and Algorithm 1B for non-symmetric matri-
ces. As can be seen in Figure 4.46, the asymptotic rate of convergence of Algorithm 1A
and Algorithm 2A is always close to that of Algorithm 1B and Algorithm 2B, respectively.
It can also be seen that Algorithm 2A is either slightly worse than or close to Algorithm
2B, therefore, hereafter we shall consider the gradient algorithms where the values of γ
have a Beta(2,2) distribution.
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Figure 4.46: Average asymptotic rate of convergence of the CBB algorithm, Algorithm 1A, Al-
gorithm 1B, Algorithm 2A and Algorithm 2B as a function of κ for (a) symmetric matrices
with µ(κ(AS)) = 52.5000 and (b) non-symmetric matrices with µ(NS) = 0.2685, µ(κ(A)) =
52.5768; d = 50, δ = 0.06, ξ = 1.
4.6.4 Behaviour of rk
It has been seen that in order to profit from the best asymptotic rate of convergence pos-
sible for Algorithm 2B, a value of δ slightly greater than 0 is required in non-symmetric
problems. The exact value of δ , for which the best asymptotic rates of convergence are
achieved, depends on the parameters τ, κ and d. The condition number κ , however, is
not usually known beforehand and in this situation, a value of δ = 0.01 when d = 50
and δ = 0.02 when d = 100 is taken for non-symmetric problems while a value of δ = 0
is recommended for the symmetric case. Due to the seemingly optimal values of δ , the
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rate at each iteration for symmetric and non-symmetric matrices varies dramatically. It
is therefore beneficial to study the progression of the sequence of rk as the number of
iteration k increases.
Figure 4.47 shows the rate rk as a function of k for symmetric matrices (left) and non-
symmetric matrices (right), from top to bottom: δ = 0, δ = 0.01 and δ = 0.06. It displays
an oscillatory behaviour from beginning to end. The oscillations grow unsteadily in size
culminating in producing extremely high rates followed by extremely low rates. While
the rates change irregularly for the different values of δ , there are no extremely bad rates
and thus there are no remarkably good rates to follow, leading to a more varied picture
on the whole for both cases. That is with the exception of the rate rk with extremely high
values which lead on to the lower values of rk, these take place more often in the symmet-
ric than the non-symmetric case. It must be noted that the algorithm will only produce a
desirable asymptotic rate of convergence if it is left to run for enough iterations to achieve
more beneficial rates.
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Figure 4.47: Rate rk as a function of k of Algorithm 2B for (left) symmetric matrices µ(κ(AS)) =
10 and (right) non-symmetric matrices κ(A) = 10 and NS = 0.2624; from top to bottom: δ =
0, 0.01, 0.06 where k = 1, ...,1200, d = 50, NR = 1, τ = 10, ξ = 1.
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Figure 4.48 shows the distribution of rk for various values of δ , while the corresponding
distribution of (− ln(rk)) can be seen in Figure 4.49. It is evident that for the values
of δ which relate to the better asymptotic rates of convergence, the rates rk are much
less varied compared more advantageous values of δ . It can also be seen that for non-
symmetric matrices, there are more lower end values of rk than there are middle values or
upper end values. Moreover, it is demonstrated
0 20 40 60 80
0
2000
4000
6000
8000
(a)
0 20 40 60 80
0
2000
4000
6000
8000
(b)
0 20 40 60 80
0
2000
4000
6000
8000
(c)
0 20 40 60 80
0
2000
4000
6000
8000
(d)
0 20 40 60 80
0
2000
4000
6000
8000
(e)
0 20 40 60 80
0
2000
4000
6000
8000
(f)
Figure 4.48: Histogram of rk of Algorithm 2B for (left) symmetric matrices κ(AS) = 10.0000 and
(right) non-symmetric matrices κ(A) = 10.0000 and NS= 0.2524; from top to bottom: δ = 0, δ =
0.01, δ = 0.06 where k = 1200, NR = 1, d = 50, τ = 10, ξ = 1.
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from these histograms that at some iterations, the rate will be much worse and, of course,
at some iterations the convergence rate will be much better. Since in the case when rk > 1
at a particular iteration, the behaviour of Algorithm 2 is non-monotonic (i.e. the approx-
imation to the minimum point x∗ at the previous iteration is closer than at the current
iteration).
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Figure 4.49: Histogram of (− ln(rk)) of Algorithm 2B for (left) symmetric matrices κ(AS) = 10
and (right) non-symmetric matrices κ(A) = 10 and NS = 0.2524; from top to bottom: δ = 0, δ =
0.01, δ = 0.06 where k = 10000, NR = 1, d = 50, τ = 10, ξ = 1.
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Further analysis of the rate rk is possible by exploring patterns in the transition of rk from
one iteration to the next, this is considered only for non-symmetric matrices. Figure 4.50
depicts plots of the pairs (rk,rk+1) for 50000≤ k≤ 100000 with δ = 0.02 and shows that
for this value of δ , there is a clear relationship between the rates in consecutive iterations.
Most importantly, it illustrates that if the rate at iteration k is large, then the rate in the
following iteration is close to zero. It can also be seen here that the number of dimensions
does affect the size of the plot.
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Figure 4.50: Plots of the pairs (rk,rk+1) for a single trajectory of Algorithm 2B for (a) d =
10, NS = 0.1084 (b) d = 20, NS = 0.1514 (c) d = 50, NS = 0.2524 (d) d = 100, NS = 0.3288.
Points plotted are for the last 50000 of 100000 iterations; κ(A) = 10, NR = 1, δ = 0.02, τ =
10, ξ = 1.
Figure 4.51 shows the effect of κ(A) on the transition of rk. It can be seen that there is
a clear transitional pattern no matter what the condition number may be but for larger
values of κ(A), the situation becomes more extreme due to rk becoming very large in
some iterations; however the general pattern of a bad rate being followed by a good rate
still holds.
Eventually, Figure 4.52 shows how patterns in the transition from rk to rk+1 of Algorithm
2B change for various values of δ . Chaos is pronounced for some choices of δ , making
the transition of rates less predictable. It can also be noted from this figure that for large
values of δ , the attractors of the rates decrease in number and for δ ' 7.2, the behaviour of
rk approaches the two-point cycle. The fastest asymptotic rates of convergence achievable
Chapter 4. Modified Cauchy-Barzilai-Borwein Method 153
0 1 2 3 4 5 6
0
1
2
3
4
5
6
(a)
0 2 4 6 8 10 12 14 16 18
0
2
4
6
8
10
12
14
16
18
(b)
0 10 20 30 40 50 60
0
10
20
30
40
50
60
(c)
0 50 100 150 200 250 300
0
50
100
150
200
250
300
(d)
0 500 1000 1500 2000
0
200
400
600
800
1000
1200
1400
1600
1800
2000
(e)
0 1000 2000 3000 4000 5000 6000 7000 8000
0
1000
2000
3000
4000
5000
6000
7000
8000
(f)
Figure 4.51: Plots of the pairs (rk,rk+1) for a single trajectory of Algorithm 2B for (a) κ(A) =
4, NS = 0.2453 (b) κ(A) = 6, NS = 0.2515 (c) κ(A) = 10, NS = 0.2524 (d) κ(A) = 20, NS =
0.2512 (e) κ(A) = 50, NS = 0.2498 (f) κ(A) = 100, NS = 0.2492. Points plotted are for the last
50000 of 100000 iterations; d = 50, NR = 1, δ = 0.02, τ = 10, ξ = 1.
occurs in regions where chaos is exhibited. It is not the case, however, that all algorithms
which behave in a chaotic manner have fast asymptotic rates of convergence. For example,
the Algorithm 2B with δ = 0.06 also exhibits chaos but the rate of convergence of this
algorithm is not as fast as when δ = 0.02.
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Figure 4.52: Plots of the pairs (rk,rk+1) for a single trajectory of Algorithm 2B for (a) δ = 0.02 (b)
δ = 0.04 (c) δ = 0.06 (d) δ = 0.08 (e) δ = 0.12 (f) δ = 0.2 (g) δ = 7 (h) δ = 7.2. Points plotted
are for the last 50000 of 100000 iterations; d = 50, NR = 1, κ(A) = 10, NS = 0.2524, ξ = 1.
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4.7 Algorithm 1 with the Step-Sizes From the β -Root Family
It was seen in the previous section that adapting the step-size of the Barzilai-Borwein al-
gorithm can generate much improved rates of convergence if δ and ξ are chosen wisely.
For non-symmetric problems, a value of δ slightly less than 0 is recommended, while the
optimal value of δ to speed up the rate of convergence of the Algorithm was zero. This
method of adaptation is, however, merely one of many ways in which Algorithm 1 can
be modified. Keeping the same descent direction, gk, but changing the formula for the
step-length, αk, in some way gives rise to a whole host of possible new algorithms with
the potential of having a better asymptotic rate of convergence than the CBB algorithm.
In this section, the particular algorithms (all with related step-sizes) will be considered.
It will emerge that the CBB algorithm is a particular case of these algorithms. Moreover,
these algorithms will be referred to as Algorithm 3 and Algorithm 4.
With fair comparisons in mind, all approximate average asymptotic rates given in this
section and the remaining sections in this chapter were calculated from simulations run
for symmetric and non-symmetric problems when τ = 10.
4.7.1 Algorithm 3
The first algorithm to be considered in this section is the one with the step-length of the
square root algorithm
αk =
√
(gk,gk)
(A2gk,gk)
. (4.20)
This algorithm shall be referred to as Algorithm 3 and its gradient iteration has the same
form as Algorithm 1 (4.5) such that the values of γ have a Beta(2,2) distribution on the
interval [1−δ ,1+δ ], see Figure 4.53. In this Figure, the relation of the polynomial roots
of Algorithm 3 with the eigenvalues is presented, along with the histogram of the real
eigenvalues of a random non-symmetric matrix A and the histogram of the values of γ
and the distribution of the real roots of its polynomial.
Figure 4.54 shows the average asymptotic rate of convergence of Algorithm 3 for non-
symmetric problems as (a) a function of δ , (b) a function of x, (c) a function of κ and (d)
a function of d. To achieve the best average asymptotic rate of convergence of Algorithm
3 for non-symmetric matrices, the optimal value of the parameter δ is 0.05 and of the
parameter x is 1 as demonstrated in graphs (a) and (b). The rate of convergence of Algo-
rithm 3 seems to depend slightly on the number of dimensions of the problem, as shown
in graph (d) by the rather increasing rate. The average asymptotic rate of convergence
will also become worse with an increase in the value of κ as seen in graphs (c) and (d).
The average asymptotic rate of convergence of Algorithm 3 indicates that it is no better
than the CBB algorithm, in fact, on average, it is slightly worse than the CBB algorithm.
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Figure 4.53: Plots of Algorithm 3 for random non-symmetric matrices A : (a) roots and eigenvalues
(b) Histogram of the real parts of the eigenvalues (c) Histogram of the values of γ (d) Histogram of
the real roots of its polynomials; µ(κ(A)) = 10, µ(NS) = 0.2666, k = 100, NR = 20, d = 50, δ =
0.05, τ = 10, ξ = 1.
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Figure 4.54: Plots of Algorithm 3 as a function of (a) δ , for d = 50, δ = 0.05, µ(κ(A)) =
10, µ(NS) = 0.2711 (b) ξ for d = 50, δ = 0.05, µ(κ(A)) = 10, µ(NS) = 0.2712 (c) κ ,
for d = 50, δ = 0.05, ξ = 1, µ(κ(A)) = 52.5768, µ(NS) = 0.2685 (d) d, for κ = 10, δ =
0.05, ξ = 1, from bottom to top: µ(κ(A)) = 10.0696, 20, 0852, 50.1117, 100.1331 and µ(NS) =
0.2580, 0.2570, 0.2555, 0.2548; τ = 10.
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4.7.2 Algorithm 4
It was shown that Algorithm 3 does not improve upon the asymptotic rate of conver-
gence of the CBB algorithm. In an attempt to produce a gradient algorithm with a faster
asymptotic rate of convergence, the step-length of the β -root algorithm is considered as
a different choice for the step-size of Algorithm 1. This step-length is a generalisation of
the step-length of the square-root algorithm which has the form
αk =
(gk,gk)β (A2gk,gk)β−1
(Agk,gk)2β−1
,
where β is a small positive real number. With this generalisation of the step-size and the
same gradient iteration of Algorithm 3, a new gradient algorithm is proposed which from
now on shall be referred to as Algorithm 4.
As for Algorithm 3, the values of γ have a Beta(2,2) distribution on the interval [1−
δ ,1+δ ] and the relation of the polynomial roots of Algorithm 4 with the eigenvalues is
demonstrated in Figure 4.55. The histogram of the real eigenvalues of 20 random non-
symmetric matrices and of the values of γ is also presented, as well as the distribution of
the real polynomial roots of Algorithm 4.
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Figure 4.55: Roots and eigenvalues of Algorithm 4 for random non-symmetric matrices A : (a)
roots and eigenvalues (b) Histogram of the real parts of the eigenvalues (c) Histogram of the
values of γ (d) Histogram of the real roots of its polynomials; µ(κ(A)) = 10, µ(NS) = 0.2666, k =
100, NR = 20, d = 50, β = 1.2, δ = 0.05, τ = 10, ξ = 1.
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It is known, from Figure 4.56, that competitive convergence rates are possible with a
correctly chosen value of β . The good choice of β for symmetric and non-symmetric
problems is 1 ≤ β ≤ 1.5, it is evident that much improved average asymptotic rates of
convergence are possible. The optimal value for β is 1.2 for symmetric matrices and
1.2 ≤ β ≤ 1.3 for non-symmetric matrices when κ = 10. For these particular parameter
settings, the average asymptotic rate of convergence achieved when β is fractionally larger
than one is especially promising
.
(a) (b)
Figure 4.56: Average asymptotic rate of convergence of Algorithm 4 as a function β for (a)
symmetric matrices µ(κ(AS)) = 10 and (b) non-symmetric matrices µ(κ(A)) = 10, µ(NS) =
0.2711; d = 50, δ = 0.05, τ = 10, ξ = 1.
It is necessary to discover to what extent the average asymptotic rate of convergence
depends on the value of κ . Figure 4.57 shows the average asymptotic rate of convergence
as a function of κ for several values of β . Similarly to what has already been observed
for other algorithms, the average asymptotic rate of convergence of Algorithm 4 worsens
when κ increases. It is also clear that the average asymptotic rate of convergence of
Algorithm 4 is always better than the CBB algorithm for non-symmetric problem for any
value of β between 1 and 1.5. However, further analysis is needed to be able to choose
the most appropriate value of β .
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Figure 4.57: Average asymptotic rate of convergence of Algorithm 4 as a function κ for differ-
ent values of β for (a) symmetric matrices µ(κ(AS)) = 52.5000 and (b) non-symmetric matrices
µ(κ(A)) = 52.5768, µ(NS) = 0.2685; d = 50, δ = 0.05, τ = 10, ξ = 1.
The possible range of the parameters δ and ξ when the condition number κ = 10 and
d = 50 are given in graphs (a) and (b) of Figure 4.58, respectively. In this Figure, graph
(d) shows the average asymptotic rate of convergence as a function of d for various values
of κ . It can be seen that the relationship between the asymptotic rate and the number of
dimensions is no longer constant, indicating that increasing the number of dimensions
of the problem worsens the rate at which the algorithm converges. While increasing the
number of dimensions has an effect on the asymptotic
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rate of convergence of Algorithm 4 once β has been selected, it is also an effect on the
selection of the suitable value of β in the first place. In Figure 4.58, graph (c) shows the
average asymptotic rate of convergence of Algorithm 4 as a function of d for different
values of β . The minimum point of each curve is different, and hence the best value of β
depends on d as well as on the condition number κ .
It is important to mention that for this algorithm, the best choice for β will depend on d
and so the values of β used in Figure 4.58, graph (c), change as d increases. Therefore, it
is very difficult to determine a good value of β for different dimensional non-symmetric
problems.
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Figure 4.58: Plots of Algorithm 4 as a function of (a) δ , for κ = 10, d = 50, ξ = 1, µ(κ(A)) =
10, µ(NS) = 0.2711 (b) ξ , for d = 50, δ = 0.05, µ(κ(A)) = 10, µ(NS) = 0.2712 (c) d, with
several values of β where d = 50, δ = 0.05, ξ = 1, µ(κ(A))= 10.0696, µ(NS)= 0.2580 (d) d, for
β = 1.3, δ = 0.05, ξ = 1, from bottom to top: µ(κ(A)) = 10.0696, 20.0852, 50.1117, 100.1331
and µ(NS) = 0.2580, 0.2570, 0.2555, 0.2548; τ = 10
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Figure 4.59 shows the average asymptotic rate of convergence of Algorithm 4 as a func-
tion of d for symmetric matrices with several values of β for (a) δ = 0.05 (b) δ = 0. It is
evident from this figure that the optimal value of β to achieve the best convergence rates
of Algorithm 4 for the symmetric case is 1.2.
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Figure 4.59: Plots of Algorithm 4 as a function of d, for symmetric matrices with several values
of β where (a) δ = 0.05 and (b) δ = 0; µ(κ(AS)) = 10, τ = 10, ξ = 1.
4.8 Algorithm 1 with the Step-Sizes From the Family of φp-Optimality
Criteria
In the previous two chapters, the step lengths of the algorithms being studied have been
created from modifications and generalizations of the steepest descent step-size. There
is, however, another source of inspiration from which new step lengths for gradient algo-
rithms can be generated. Due to what is mentioned in Chapter 3, it is possible to create
new step-sizes for gradient algorithms based upon existing optimality criteria. In this sec-
tion step-lengths obtained from the family of φp-optimality gradient algorithms will be
employed and their asymptotic rates of convergence analyzed.
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4.8.1 Algorithm 5
This subsection presents a gradient algorithm to generate sequence of the step-sizes αk
which are step-lengths of the gradient algorithm corresponding to the A-optimality cri-
terion. This algorithm shall be referred to as Algorithm 5 and the gradient iteration of
this algorithm resembles the gradient iteration of Algorithm 4 with a step-length of the
following form
αk =
(gk,gk)2 +(Agk,gk)2
(Agk,gk)[(gk,gk)+(A2gk,gk)]
.
For non-symmetric matrices, Figure 4.60 illustrates the distributions of the roots of Algo-
rithm 4 and the eigenvalues of the problem.
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Figure 4.60: Plots of Algorithm 5 for random non-symmetric matrices A : (a) roots and eigenvalues
(b) Histogram of the real parts of the eigenvalues (c) Histogram of the values of γ (d) Histogram of
the real roots of its polynomials; µ(κ(A)) = 10, µ(NS) = 0.2666, k = 100, NR = 20, κ = 10, d =
50, δ = 0.05, τ = 10, ξ = 1.
The asymptotic rate of convergence of the gradient algorithm, Algorithm 5, is shown as a
function of κ in graph (c) and as a function of d in graph (d)of Figure 4.61. All algorithms
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presented in this chapter have been shown to have a dependence on the dimension d for
non-symmetric problems and Algorithm 5 is no exception, as can be seen by the slightly
different asymptotic rate of convergence achieved for all values of d. The asymptotic rate
of convergence worsens as κ increases, however a considerable improvement over the
CBB algorithm is apparent when their rates are compared.
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Figure 4.61: Plots of Algorithm 5 as a function of (a) δ , for κ = 10, d = 50, ξ = 1, µ(κ(A)) =
10, µ(NS) = 0.2711 (b) ξ , for d = 50, δ = 0.05, µ(κ(A)) = 10, µ(NS) = 0.2712 (c) κ ,
for d = 50, δ = 0.05, ξ = 1, µ(κ(A)) = 52.5768, µ(NS) = 0.2685 (d) d, for κ = 10, δ =
0.05, ξ = 1, from bottom to top is: µ(κ(A))10.0696, 20.0852, 50.1117, 100.1331 and µ(NS) =
0.2580, 0.2570, 0.2555, 0.2548; τ = 10.
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4.8.2 Algorithm 6
In this subsection, the gradient algorithm with the second step-length of the gradient al-
gorithm that is created from the family of φp-optimality criteria is proposed. The idea of
this algorithm, apart from the type of the step-size, resembles Algorithm 5. It proposes
to use the step-size of the gradient algorithm corresponding to Φ2-optimality approach
which takes the formula
αk =
(Agk,gk)2[(A2gk,gk)+2(gk,gk)]+(gk,gk)3
(Agk,gk)[(gk,gk)(A2gk,gk)+(Agk,gk)2 +(A2gk,gk)2 +(gk,gk)2]
,
instead of the step-length of the A-optimality gradient algorithm. This algorithm shall,
hereafter, be referred to as Algorithm 6.
For the same experiment that used to perform Algprithm5, Figure 4.62 gives the distri-
bution of the roots and the eigenvalues of non-symmetric matrices by using Algorithm 6.
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Figure 4.62: Plots of Algorithm 6 for random non-symmetric matrices A : (a) roots and eigenvalues
(b) Histogram of the real parts of the eigenvalues (c) Histogram of the values of γ (d) Histogram
of the real roots of its polynomials; µ(κ(A)) = 10, µ(NS) = 0.2666, k = 100, NR = 20, µ(κ) =
10, d = 50, δ = 0.05, τ = 10, ξ = 1.
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The asymptotic rate of convergence as a function of δ and ξ are given in graphs (a) and (b)
of Figure 4.63, respectively. It is clear that the best value of δ is 1.05 by some considerable
margin. The average asymptotic rate of convergence of Algorithm 6 compares with that
of the CBB gradient algorithm as shown in graph (c). It can be seen that Algorithm 6
overtakes the CBB gradient algorithm, in fact, Algorithm 6 has an asymptotic rate of
convergence close to that achieved by Algorithm 5. The asymptotic rate of convergence
of Algorithm 6 is shown to have a small dependence on d as can be seen in graph (d).
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Figure 4.63: Plots of Algorithm 6 as a function of (a) δ , for non-symmetric matri-
ces with κ = 10, d = 50, ξ = 1, µ(κ(A)) = 10, µ(NS) = 0.2711 (b) ξ , for d = 50, δ =
0.05, µ(κ(A)) = 10, µ(NS) = 0.2712 (c) κ(A), for d = 50, δ = 0.05, ξ = 1, µ(κ(A)) =
52.5768, µ(NS) = 0.2685 (d) d, for κ = 10, δ = 0.05, ξ = 1, from bottom to top is: µ(κ(A)) =
10.0696, 20.0852, 50.1117, 100.1331 and µ(NS) = 0.2580, 0.2570, 0.2555, 0.2548; τ = 10.
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4.9 Algorithm 1 with the GR Step-Size: Algorithm 7
This section proposes a gradient algorithm with pre-computed step-lengths which are de-
termined by the rule defining the sequence of step-sizes αk = 1/G(k) and is known as the
step-length of the Golden Ratio (GR) gradient algorithm. It is recalled that to construct
this sequence, a sequence of points {zi}ki=0 in the interval [0,1] is usually computed and
then these points are rescaled to [λmin,λmax] where λmin and λmax are the minimum and
the maximum real eigenvalues of the performance matrix, respectively. This algorithm
shall be referred to as Algorithm 7 and takes the same steps as Algorithm 1, i.e. (4.5).
For a small positive real number δ , the values of γ have a Beta(2,2) distribution on the
interval [1−δ ,1+δ ] and the step-size αk = 1/ζk is obtained by using (3.14).
Similar to what has already been done, Figure 4.64 gives the distribution of, the real eigen-
values of the the non-symmetric matrices, the values of γ on the interval [1−δ ,1+δ ] and
the real roots 1/αk of the polynomial of Algorrithm7.
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Figure 4.64: Plots of Algorithm 7 for random non-symmetric matrices A : (a) roots and eigen-
values (b) Histogram of the real eigenvalues (c) Histogram of the values of γ (d) Histogram of
the real roots of its polynomials; µ(κ(A)) = 10, µ(NS) = 0.2666, k = 100, NR = 20, d = 50, δ =
0.05, τ = 10, ξ = 1.
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In the same way as with the previous algorithms formed in this chapter, the average
asymptotic rate of convergence as a function of the two parameters δ and ξ are given,
see graphs (a) and (b) in Figure 4.65. The convergence property of Algorithm 7 is not
similar to the rest of the algorithms in this chapter as Algorithm 7 does converge with a
rate worse than Rmax when κ ' 20 as is observed in graph (c). This indicates that Algo-
rithm 7 is no better than the CBB algorithm for symmetric and non-symmetric problems.
It is also shown in graph (d) that the rate of convergence of Algorithm 7 remarkably
depends on the dimension of the problem.
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Figure 4.65: Plots of Algorithm 7 as a function of (a) δ , for κ = 10, d = 50, ξ = 1, µ(κ(A)) =
10, µ(NS) = 0.2711 (b) ξ , for d = 50, δ = 0.05, µ(κ(A)) = 10, µ(NS) = 0.2712 (c) κ , for
d = 50, δ = 0.05, ξ = 1, µ(κ(A)) = 52.5768, µ(NS) = 0.2685 (d) d, for κ = 10, δ = 0.05, ξ =
1, from bottom to top is: µ(κ(A)) = 10.0696, 20,0852, 50.1117, 100.1331 and µ(NS) =
0.2580, 0.2570, 0.2555, 0.2548; τ = 10.
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4.10 Comparison of Algorithms
The comparison between all the new algorithms constructed in this chapter, whether they
possess competitive asymptotic rates of convergence or not, is given in this section, both
with each other and with the Cauchy-Barzilai-Borwein algorithm and the Golden Ratio
algorithm for a non-symmetric matrix A and its symmetric part AS. When comparing al-
gorithms which have a coefficient γ determined by the value of δ and inbuilt into their
step lengths, the optimum choice of that value of δ is used for some of them.
For the algorithms developed, the number of dimensions, d, of the non-symmetric op-
timization problem have an effect on the asymptotic rate of convergence of the algorithm
used to solve it. Figure 4.66 depicts the asymptotic rate of convergence as a function of
κ for a 50-dimensional non-symmetric problem on the left graph and 100-dimensional
non-symmetric problem on the right graph. It is evident from this figure that the algo-
rithms considered all have an asymptotic rate of convergence faster than Rmax for the two
different dimensions except the GR algorithm and Algorithm 7 which appear to have con-
vergence rates which are worse when δ > 0 and the condition number of the matrices
being studied is slightly greater than 20.
0 20 40 60 80 100
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
 
 
R
max
R
min
CBB
Algorithm 1B
Algorithm 2B
Algorithm 3
Algorithm 4
Algorithm 5
Algorithm 6
Algorithm 7
MCBB2
GR
(a)
0 20 40 60 80 100
0
0.2
0.4
0.6
0.8
1
 
 
R
max
R
min
CBB
Algorithm 1B
Algorithm 2B
Algorithm 3
Algorithm 4
Algorithm 5
Algorithm 6
Algorithm 7
MCBB2
GR
(b)
Figure 4.66: Average asymptotic rate of convergence as a function of κ for several gradient-
type algorithms for the (a) 50-dimensional non-symmetric matrices with µ(κ(AS)) = 52.5000
and (b) 100-dimensional non-symmetric matrices with µ(κ(A)) = 52.8119, µ(NS) = 0.3531; δ =
0.05, β = 1.3, τ = 10, ξ = 1.
For the symmetric problem but using the same parameter settings as were used to obtain
Figure 4.66, Figure 4.67 shows a comparison between the average asymptotic rate of con-
vergence of these algorithms for (a) d = 50 and (b) d = 100. It is clear from both graphs
in this figure that the GR algorithm has the best average asymptotic rate of convergence
compared to all other studied gradient algorithms when the value of δ is greater than zero
which was initially thought to be the best rate a gradient algorithm could achieve.
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Figure 4.67: Average asymptotic rate of convergence as a function of κ for several gradient-type
algorithms for symmetric matrices with (a) d = 50 and (b) d = 100; µ(κ(AS)) = 52.5000δ =
0.05, β = 1.2, τ = 10, ξ = 1.
As was mentioned already, the best value of δ in order to gain fast rates of convergence of
the constructed algorithms for the symmetric problem is 0, the Algorithm 2B outperforms
all of those constructed gradient algorithms in this chapter. However, the GR algorithm
has the best average asymptotic rate of convergence for the symmetric problem in higher
dimensions, see Figure 4.68.
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Figure 4.68: Average asymptotic rate of convergence as a function of κ for several gradient algo-
rithms for symmetric matrices with (a) d = 50 and (b) d = 100; µ(κ(AS)) = 52.5000, δ = 0, β =
1.2, τ = 10, ξ = 1.
In order to obtain a clearer picture of how the value of d affects the asymptotic behaviour
of the algorithms CBB, GR, Algorithm 2B and Algorithm 7 for non-symmetric matrices,
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Figure 4.69 shows the comparison of their performance for (a) 50-dimensional problem
and (b) 100-dimensional problem. It is evident from this figure that Algorithm 2B is bet-
ter than the CBB algorithm for a symmetric problem in any dimension provided that the
value of δ is equal to zero, but worse than the GR algorithm when the dimension of the
symmetric problem reaches 100.
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Figure 4.69: Average asymptotic rate of convergence as a function of κ for some different gradient
algorithms for symmetric matrices with (a) d = 50 and (b) d = 100; µ(κ(AS)) = 52.5000, δ =
0, β = 1.2, τ = 10, ξ = 1.
Due to the difficulties in distinguishing between algorithms with similar asymptotic rates
of convergence (since the algorithms considered all have an asymptotic rate of conver-
gence that is must faster than Rmin), a better evaluation is enabled by comparing the effi-
ciency of each algorithm relative to Rmin. In Figure 4.70, the average efficiency, which is
defined as
Rmin
R
,
of each algorithm is plotted as a function of κ for non-symmetric problems when (a)
d = 50 and (b) d = 100. The gradient algorithm, named Algorithm 2B, signifies that one
has asymptotic rates of convergence faster than those of the CBB algorithm and the rest
of the gradient algorithms. As κ increases, the efficiency of Algorithm 4, Algorithm 5
and Algorithm 6 approach the same level of efficiency which is in fact better than that of
the CBB algorithm (both the MCBB2 and CBB algorithms have the same efficiency). It
is evident that they are more efficient than Algorithm 3 but less efficient than Algorithm
1B. Whilst the Golden Ratio algorithm and Algorithm 7 are the least efficient algorithms
included in the figure regardless of the condition number.
Figure 4.71 shows the efficiency of the gradient algorithms for symmetric problems with
(a) d = 50 and (b) d = 100.Both graphs in this figure demonstrate that the GR and CBB al-
gorithms have an efficiency less than 1 indicating that the asymptotic rates of convergence
of these algorithms are worse than Rmin. Although the CBB algorithm has an efficiency
less than the GR algorithm, it is more efficient than the other gradient algorithms. It can
also be noted from this figure that Algorithm 2B is more erratic than the GR algorithm.
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Figure 4.70: Average efficiency relative to Rmin as a function of κ for several gradient-type algo-
rithms for the (a) 50-dimensional non-symmetric matrices with µ(κ(A)) = 52.5000 and (b) 100-
dimensional non-symmetric matrices with µ(κ(A)) = 52.8119, µ(NS) = 0.3531; δ = 0.05, β =
1.3, τ = 10, ξ = 1.
However, the efficiency of all the algorithms considered in Figure 4.70 and Figure 4.71 are
reduced to below 1 suggesting that at least as κ → ∞, Rmin is still the best rate a gradient
algorithm can possess.
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Figure 4.71: Average efficiency relative to Rmin as a function of κ for several gradient-type al-
gorithms for the (a) 50-dimensional symmetric matrices with µ(κ(AS)) = 52.5000 and (b) 100-
dimensional symmetric matrices with µ(κ(AS)) = 52.5000; δ = 0.05, β = 1.3, τ = 10, ξ = 1.
Chapter 5
Conclusions and Suggestions for Further
Work
In this chapter, the main conclusions drawn from this work are collated and some sugges-
tions for further, or related, studies in future research are given.
This thesis has shown that under certain conditions, sending the polynomial roots of the
Cauchy-Barzilai-Borwein algorithm into the complex space improves the rate of conver-
gence for a random non-symmetric problem.
5.1 Conclusions
In this thesis, several new gradient algorithms for quadratic optimization have been cre-
ated through an adaptation to the Cauchy-Barzilai-Borwein algorithm. All these algo-
rithms induce non-monotonic rates at some iterations and the most appealing algorithm
among them exhibits fast speed of convergence for symmetric and non-symmetric prob-
lems, provided a suitable value of δ is chosen which is Algorithm 2B in this case. More-
over, this algorithm involves calculating a small number of inner products and the com-
putational work is almost the same as that of the CBB algorithm. The asymptotic rates
of convergence of this constructed algorithm have been studied extensively, in particular,
the behaviour of the rates rk as k increases were examined as well as the transition from
rk to rk+1.
When the asymptotic rate of convergence of the constructed algorithms is plotted as a
function of δ , the best interval in which γ would lie can be determined with relative ease
(for a fixed set of parameter) which is considered as a more useful plot.
An algorithm with fast asymptotic rate of convergence has some general characteristics:
• The algorithms constructed in this thesis, apart from Algorithm 7, have been shown
to converge with a rate of convergence better than the worst case of the steepest
descent algorithm for symmetric and slightly non-symmetric problems. Usually, the
presence of chaos is indicated in areas where faster convergence rates were achieved.
It is not true, however, that all algorithms which behave chaotically produce fast
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asymptotic rates of convergence. It has been suggested, as further work, to discover
why some types of chaos produce faster asymptotic rates of convergence than others.
• The gradient algorithms which possess the fastest asymptotic rates of convergence
do not produce desirable rates close to zero from the first iteration. Examining
the sequence of rates {rk} revealed that most algorithms need a period where an
oscillatory phenomenon emerges before they reach better rates. The length of this
period depends on the algorithm itself.
• The developed algorithms in this thesis which possess the best asymptotic rates
of convergence all have non-monotonic behaviour. It is easy to identify the non-
monotonic nature from displaying the sequence {rk}, if rk is greater than one at
some iterations, then the approximation to the minimum point x∗ is further away
from that in the previous iteration. However, it was observed in many of the se-
quences {rk} that an extremely bad rate was often followed by an extremely good
rate close to 0, this would have an effect on improving the asymptotic rate of con-
vergence.
5.2 Suggestions for Future Work
This section is devoted to a description of some possible ways to extend the research that
has been presented.
First, all gradient algorithms constructed in this thesis have been restricted to the form
(4.5). These algorithms have shown how crucial the step-length αk is in improving the
rates of convergence for symmetric and non-symmetric problems. The motivation for
choosing the step-length in classical gradient methods is the minimization of the error
function such that this choice always depends on the properties of the matrix spectrum.
Further, in these methods, the calculation of the step-lengths requires the computation of
the inner products at each step while in other types of iterative methods, the search di-
rections may need to be computed. There are, however, other classes of algorithms (for
example, 2-gradient algorithm) whose asymptotic rates of convergence can be studied us-
ing the methodology developed in this thesis.
Second, it might be possible to use this new method to solve more complicated prob-
lems when the matrices have different types of spectra (i.e. it is not important for the
complex eigenvalues to have positive real parts).
Last but not least, the non-monotonic Barzilai-Borwein algorithm was incorporated into
a non-monotonic line search technique to produce a global optimization algorithm [40].
In a similar manner, it is possible that the non-monotonic algorithms constructed, such as
Algorithm 2B, can be incorporated into a non-monotone line search technique.
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5.3 Summary
This section outlines the important observations and summarizes the work that has been
done in this thesis.
Chapter 2 presents a general introduction on some of many existing iterative methods for
function minimization or solving linear system of equations. It also describes some pop-
ular techniques for quadratic, linear and unconstrained optimization.
In exact arithmetic, the Krylov methods find the solution of the problems in d iterations
where d is the dimension of the Krylov space, these methods can be considered as direct
search methods, whilst gradient algorithms are purely iterative techniques.
Due to the slow convergence rate exhibited by the steepest descent method, it is not always
used in practice, however, it is interesting theoretically since its convergence properties
can be easily understood. In an attempt to obtain an efficient gradient method, the dis-
tribution of the sequence αk has to be close to the arcsine distribution on [λmin,λmax] as
much as possible. Section 3.9 gives the construction of a sequence of numbers {zk} hav-
ing this distribution on the interval [0,1]. The generation of the sequence of the inverse
step-lengths ζk from zk requires the extreme eigenvalues (λmin and λmax). Since in most
of the topical problems in Chapter 4, these values are complex numbers, so their real parts
have been taken.
Chapter 3 consists of two parts, the first creates a class of random slightly non-symmetric
matrices E which are positive definite and have a real spectrum. The second focuses on
comparing the performance of some presented gradient algorithms for a matrix E and its
symmetric part ES. The numerical experiments demonstrate that these algorithms work
well for non-symmetric problems as for symmetric ones. Moreover, they have the same
order of efficiency in both cases.
The first part of Chapter 4 constructs a type of test matrix A which is random, positive def-
inite and non-symmetric (the spectrum of A belongs to the complex numbers) where the
degree of non-symmetry depends on the value of τ, d and the condition number κ . The
second part of this chapter modifies and develops the gradient algorithm of the Cauchy-
Barzilai-Borwein method. The purpose is to improve on the performance of the CBB
algorithm for non-symmetric linear problems. The third part of this chapter formulates
several gradient algorithms by using different choices for the step-sizes. This chapter also
reports the numerical experiments of the constructed algorithm and evaluates their perfor-
mance. The comparisons of the numerical performance of all these gradient algorithms to
each other and to that of the CBB and GR algorithms for symmetric and non-symmetric
matrices are given. The results show that most of the constructed algorithms are competi-
tive from the point of view of the fastest rates of convergence for non-symmetric problems
depending on the choice of their more advisable parameters.
It might be worthwhile to mention that when the number of iterations NI is very large,
the algorithm will stop before NI iterations are performed, and it works in an asymptotic
system for the main part of the iterative process. Therefore, a useful tool for studying the
convergence properties of a method is a technique of normalizing the gradient gk. This
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is utilized in Chapters 3 and 4 to enable a deeper investigation of the asymptotic rates of
convergence of gradient algorithms.
Appendix A
Example MatLab Programmes
Chebyshev polynomials of the first kind
The k-th Chebyshev polynomial of the first kind on the interval [−1,1] is defined by
Tk(t) = cos[karccos(t)].
Although it may not be obvious that this cosine formula produces a polynomial in t, it
can be shown that the Chebyshev polynomials obey the following three-term recurrence
formula:
T0(t) = 1, (A.1)
T1(t) = t, (A.2)
Tk(t) = 2tTk−1(t)−Tk−2(t), k ≥ 2. (A.3)
In this form, the polynomial character of Tk(t) is clear.
Also Tk(t) is defined via
Tk(t) = cos(k arccos t) =
(t +
√
t2−1)k +(t−
√
t2−1)k
2
, | t |≤ 1.
This definition can be extended to cases where |t|> 1 as follows:
Tk(t) = cosh(k cosh−1(t)) =
(t +
√
t2−1)k +(t +√t2−1)−k
2
, | t |≥ 1.
This is readily seen by passing to complex variables and using the definition cosθ =
(eiθ + e−iθ )/2. This definition can be extended to an interval [a,b] by using
x =
a+b
2
+
b−a
2
t,
thus x ∈ [a,b]⇔ t ∈ [−1,1].
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The Chebyshev polynomials are orthogonal with respect to the weighting function 1
(1−t2)2
on the interval (−1,1), i.e.
∫ 1
−1
Tn(t)Tm(t)√
1− t2 dt =


0, if n 6= m,
pi/2, if n = m > 0,
pi , if n = m = 0.
The k different simple roots of a Chebyshev polynomial of degree k , often called Cheby-
shev nodes, are located at
tn =
cos(2n−1)pi
2k , n = 1,2, ...,k.
Note that Tn(−t) = (−1)nTn(t) and hence Tn(t) is an even polynomial if n is even and an
odd polynomial if n is odd.
Due to the fundamental property of the Chebyshev polynomials of the first kind, these
polynomials are very useful when studying the iterative methods. This interesting prop-
erty states in the following theorem:
Theorem A.0.1. Let Pk = {polynomials of degree n in t whose value is 1 for t = 0.} be
the set of all polynomials of degree k, t ∈ [λmin,λmax]⊂ R where 0 < λmin < λmax, then
min
Pk(t)∈Pk
max
t∈[λmin,λmax]
|Pk(t)|=
Tk
(
λmax+λmin−2t
λmax−λmin
)
Tk
(
λmax+λmin
λmax−λmin
) .
Proof. See for example, [12] and [53]
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Example MatLab Programmes
Example (1): Programme to construct a random slightly non-symmetric
matrix E where eigenvalues are positive and real
clear all
clc
d=50; % Dimension
rho=10; % Condition no. of a diagonal matric B
a=−100;b=100;
a1=−0.1;b1=0.3; % Ends of the interval which elements of E belong to
i=2:d−1;
V=1+(i−1)*(rho−1)/(d−1);
B=diag([1 V rho]);
C=triu(a1+(b1−a1)*rand(d),1);
E=B+C;
% To set cond(E)~=cod(B)
% e1=svd(E);m2=max((e1));n2=min((e1));ws=cond(E);
% if ws~=rho
% mu=(m2−rho*n2)/(rho−1);E=E+mu*eye(d);
% end
% Symmetric part (E2) of E
E2=(E+E')/2;
% To set cond(E2)~=cod(B)
EV=eig(E2);EV1=min(EV);EV2=max(EV);
rhoE2=EV2/EV1;
if rhoE2~=rho
mu1=(EV2−rho*EV1)/(rho−1);
E1=E+mu1*eye(d);
E2=(E1+E1')/2;
end
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Example (2): Programme to generate average asymptotic rates of con-
vergence for Algorithm 1B as a function of δ for 50-dimensional ran-
dom non-symmetric matrices
clear all
clc
close all
Niter=300; % No. of iteration
NE=150; % No. of repetation
a=−100;
b=100;
d=50; % Dimension
rho=10; % Condition no. of a diagonal matrix B
xxi=1;
Nons=[];
NS=[];
kondA=[];
Ar1=[];
seed=0;rand('state',seed);randn('state',seed);
row=1;
x0=0;xx01=0.01;x1=0.1;
for dalta=x0:xx01:x1, %Range of the parameter delta
for j=1:NE,
RAN=rand(d,d);
% Values of gamma have B(2,2) distribution
gam13=(1−dalta)+((1+dalta)−(1−dalta))*betarnd(2,2,[Niter 1]);
rate=0;
RATE(j,1)=0;
% Creating a random matrix A
i=2:d−1;
v=1+(i−1)*(rho−1)/(d−1);
B1=[1 v rho];B=diag([1 v rho]);
for i=1:d,
for l=1:d,
if i~=l,
c=B1(i)*B1(l);
a1=−sqrt(c)/10;
b1=sqrt(c)/10;
C(i,l)=(a1+(b1−a1)*RAN(i,l));
end
end
end
for i=1:d,
for l=1:d,
if C(i,l)~=C(l,i),
A=B+C;
end
end
end
% set cond(A)~=cond(B)
wso=cond(A);
while wso>rho
e1=svd(A);m2=max((e1));n2=min((e1));wso=cond(A);
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mu=(m2−rho*n2)/(rho−1);A=A+mu*eye(d);
end
% % Symmetric part (A2) of A
% A2=(A+A')/2;
% % To set condA2=cond(B)
% EV=eig(A2);
% EV1=min(EV);EV2=max(EV);
% rhoA2=EV2/EV1;
% if rhoA2~=rho
% mu=(EV2−rho*EV1)/(rho−1);
% A1=A+mu*eye(d);
% A2=(A1+A1')/2;
% end
% A=A2;
EVA=eig(A);
kondA=[kondA cond(A)];
NonS=(norm((A−A')./2))/(norm((A+A')./2));
NS=[NS NonS];
% Starting point
g02=a+(b−a)*rand(d,1);
% Replacing zero components of initial vector
for i5=1:d,
if abs(g02(i5,1))<0.5
g02(i5,1)=1;
end
end
% Main program
for k1=1:Niter,
sumg0=1/sum(g02(:,1).^2); % Normaliazing
g02(:,1)=sqrt(sumg0)*g02(:,1);
g12(:,1)=A*g02(:,1);
g22(:,1)=A^2*g02(:,1);
s02=sum(g02(:,1).*g02(:,1));
s12=sum(g12(:,1).*g02(:,1));
g1(k1)=(s02/s12); % steep−size alpha
ro=1/g1(k1); % Root
gam1=gam13(k1);
if gam1<=1,
if ((ro)<(min(real(EVA))+xxi))|((ro)>(max(real(EVA))−xxi))
% Gradient iteration of CBB method
g02(:,1)=g02(:,1)−2*g1(k1)*g12(:,1)+g1(k1)^2*g22(:,1);
else
% Gradient iteration of MCBB method
g02(:,1)=g02(:,1)−(2*g1(k1)/(2−gam1))*g12(:,1)+...
+(g1(k1)^2/(2−gam1))*g22(:,1);
end
else
if ((ro)<(min(real(EVA))+xxi))|((ro)>(max(real(EVA))−xxi))
g02(:,1)=g02(:,1)−2*g1(k1)*g12(:,1)+g1(k1)^2*g22(:,1);
else
g02(:,1)=g02(:,1)−(2*g1(k1)/gam1)*g12(:,1)+(g1(k1)^2/gam1)*g22(:,1);
end
end
s22=sum(g02(:,1).*g02(:,1));
s32=sqrt(s22/s02); % Rate r_{k}
rate=rate+log(s32);
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end
% Asymptotic rate of convergence for one repetation
reps(j)=j;
RATE(j,1)=RATE(j,1)+exp(rate/(Niter));
end
Ar1=[Ar1 RATE];
%Calculating average asymptotic rate for each value of delta
mean0=sum(RATE(:,1))/NE;
means(row)=mean0;
row=row+1;
end
MNS=mean(NS) % Mean of degree of non−symmetry
Mkond=mean(kondA) % Mean of the condition number of A or A2
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