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Abstract-This paper discusses a new approach to QoS routing, 
introducing the notion of algorithm resilience (i.e., its capability to 
adapt to network and load modifications) as performance index of 
the algorithm itself, for a given network topology, load and traffic 
pattern. 
The new approach can he summarized as Network Graph Re- 
duction, i.e., a modification of the graph describing the network 
hefore the routing path is computed, in order to exclude from the 
path selection over-congested portions of the network. This solu- 
tion leads to a class of two-step routing algorithms, where hoth 
steps are simple, hence allowing efficient implementation. 
Simulation experiments, run on randomly-generated topologies 
and traffic patterns, show that these routing algorithms outper- 
form hoth the standard Minimum Hop algorithm and those QoS- 
hased algorithms hased on the same metrics hut not using the no- 
tion of Network Graph Reduction. 
I. INTRODUCTION 
Dynamic, QoS-based routing received considerable attention 
in recent years 111, 121, 131, 141, 1.51, 161, 171, especially consid- 
ering the difficulty in predicting Internet traffic patterns and the 
consequent impossibility to properly plan and dimension the 
network. 
The core of any QoS-based routing algorithm is a network- 
status-dependent cost function that is used to find the optimal 
(or at least a suitable) route across the network by solving an 
optimization problem. In particular, given the best-effort na- 
ture of the current Internet where elastic data flows are in the 
majority, the most commonly used metric aims at the maxi- 
mization of either network utilization or user throughput. Sev- 
eral proposals introduced cost functions, algorithms and proto- 
cols that give them advantages over traditional, topology-based 
algorithms such as the Minimum Hop (MH)’ presently used 
in TCP/IP networks [ 81, [ 91. For example in [ 11, the authors 
introduce the bottleneck bandwidth as a metric and then de- 
fine the maximization of user throughput as optimization tar- 
get. Similarly, in 121, [ 31 the authors study how to improve the 
This work was supported in part by the Italian Ministry for University and 
Scientific Research through the PLANET-IP Project. 
‘In this paper we refer to the Minimum Hop path as a special case of’ the 
Shortest Path, in which all links have unitary costs. 
throughput of high-bandwidth traffic, such as large file trans- 
fers, in a network where resources are fairly shared among con- 
nections. Their findings, obtained by simulation, show that, at 
high loads, a Minimum-Hop routing algorithm maximizes net- 
work and user performance; for low-congested networks, in- 
stead, they propose an algorithm, named Minimum Distance 
(MD) routing, offering better performance. However they are 
unable to provide an algorithm that merges the two behaviors. 
Researchers focused their attention upon other aspects of QoS 
routing, namely protocol overhead [ 5 1, [ 7 1, implementation is- 
sues 141, [6],impactofupdatepolicies 1.51. 
A major drawback, however, affects all QoS-based routing 
algorithms. The cost function at the core of the algorithms 
tries to find portions of the network where resources are under- 
utilized and exploits them to the benefit of connections that 
would otherwise cross a congested portion of the network. In 
doing so, as shown in [ 111 for the case of simple alternate rout- 
ing, the algorithm ends up consuming more resources than Min- 
imum Hop routing does, hence, in case of heavy congestion, 
QoS-based routing wastes resources and performs poorly com- 
pared with MH. A formal proof of this observation can be found 
in [ 101. The extention of this property to TCP/IP networks is 
not straightforward, since Ilows often exhibit a greedy, elas- 
tic behavior, using up the available bandwidth. Minimum Hop 
routing has been already conjectured to be asymptotically op- 
timal as the load p offered to the network tends to infinity, and 
many simulation results confirm this intuition [ 21, [ 3 1, [ 121, 
[ 1.51. We stress at this point that the poor performance of QoS- 
based routing at high loads is not due to the sub-optimality of 
the used algorithms, but is rooted in the locality of the rout- 
ing decision. Whenever a call is routed, the given cost function 
is minimized/maximized for the current state of the network, 
necessarily disregarding the future network evolution. Under 
heavy load, the overall network benefit does not coincide with 
the cost function of a single call, hence the minimization of the 
one does not lead to the maximization of the other. 
In the light of the above discussion, the drawback of QoS 
routing in the Internet is clear: whatever is gained at low or 
medium network loads, it is paid for at high network loads. 
What is needed to solve this problem is a resilient algorithm 
that allows the migration of a QoS-based routing algorithm to 
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A4H routing as p grows large. The problem is that p is typi- 
cally not known to the routing algorithm, not even in the case 
of centralized routing algorithms. 
The contribution of this paper lies in the identification and 
definition of a class of routing algorithms, named NGR (Net- 
work Graph Reduction), whose performance encompasses that 
of QoS-based routing algorithms at light and medium loads, and 
the optimality of A4H routing at high loads. The goal is obtained 
by reducing the graph that describes the network topology, and 
applying a suitable metric to the reduced graph. Results are 
reported showing both the elementary properties of the algo- 
rithm, and its behavior in randomly-generated topologies, both 
with uniform and non-uniform, time-varying traffic. 
The rest of the paper is organized as follows. Section II pro- 
vides a general description of the NGR algorithm, along with 
implementation issues. Section III presents the network and 
traffic models used in the simulation presented in Section IV, 
in which the performance of the NGR algorithm is compared to 
the one of classic QoS routing algorithms, both in simple net- 
work scenarios, and in more complex ones. Finally, conclusions 
and future work are discussed in Section V. 
II. NGR ROUTING ALGORITHMS 
Routing can be formalized as the problem of finding a suit- 
able set of edges connecting two nodes in a directed graph. 
QoS routing relies on the definition of a suitable edge met- 
ric w, which depends on the networks status, and of a cost 
function c(.), which should be minimized/maximized, yielding 
the optimal route selection under specific network conditions. 
As discussed in the Introduction, however, all metrics and cost 
functions that try to maximize network utilization or/and user 
throughput suffer from the same drawback: as the network load 
increases (p + CO) their performance drops below that of a 
simple Minimum Hop algorithm. Finding metrics that let the 
path selection process converge to Minimum Hop routing as p 
increases seems to be a hard problem. As shown in [ 1.51 the 
elastic nature of the Internet traffic just worsens the problem. 
The difficulty of finding a suitable metric lies in the fact that 
the goal of such a metric should change with the network load, 
making the problem not easily tackled by a standard minimiza- 
tion approach. 
Indeed, we can look at the routing problem from a slightly 
modified perspective. Instead of trying to find adaptive metrics, 
the same metric that works well for light loads can be applied 
at high loads to a reduced graph that only contains uncongested 
links, i.e., links whose load is under a given threshold. Since 
the reduced graph may not be connected, i.e., no path may exist 
from a source to a destination, the minimum-hop path should 
always be included as possible solution of the routing problem. 
Thus, as the offered load p grows, all links become congested 
and the algorithm necessarily chooses the minimum-hop path. 
While the direct measure (or evaluation) of p is a complex task, 
the identification of single congested links is extremely easy, so 
that, overall, the methodology is simple and its implementation 
straightforward. 
This key idea leads to the definition of the Network Graph 
Reduction (NGR) strategy which can be applied to any existing 
QoS routing algorithms. 
For the purpose of providing a formal description of the class 
of NGR algorithms in their most general form, we use a stan- 
dard graph theory formalism. Thus, we refer to a generic net- 
work as a directed graph G = (P, f), where v is the set of 
vertices (nodes, in our case), and E is the set of edges (links). 
A path K(u~, uk) of length n is defined as a sequence of n dis- 
tinct edges et joining uJ and IJ~, where uJ, uk l V, et E ~5, 
r(q, Q) = {e, e2, . . . . enI. 
A set IJG is defined as the set of all paths existing between 
any two distinct vertices of G, i.e., PG = {7r(uJ, ok) iuJ, ok E 
V, uJ # vk}. Each link is assigned a weight w using any metric 
that combines topological, physical or traffic-related character- 
istics of that link. To each path K a cost C(K) is assigned using a 
combination of the weights of its links. Following this, an order 
relation + in the set PG is established among paths, and we will 
refer to a path X% as “lighter than” rJ if 7ri + 7rJ holds. 
The NGR algorithm operates two subsequent alterations 
upon the path set PG, and applies selection criteria on the re- 
sulting subset: 
STEP 1: the first alteration transforms the directed graph 
G into G’ = (V, P), E’ g E, selecting only those links 
whose weight satisfies a Cut-of criterion C (e.g., if w 
represented the link capacity, “slower” links could be dis- 
carded from path selection if w < WM, where WM is the 
smallest acceptable capacity); as a result, the path set PG 
is reduced to PG, after removing those paths containing 
cut-off links; 
STEP 2: let Pm,, be the set including one minimum-hop 
path from each source to each destination. In case more 
than one minimum-hop path exist from the same source 
to the same destination, one at random is selected2. The 
second alteration transforms the path set PG, into Ppt = 
PG, U Pmh; the new subset is built from i) the paths be- 
longing to PG, and ii) the minimum-hop paths between 
any two nodes in V, even (f their links were discarded in 
the first step. 
Finally, the decision on how to route packets between a 
source and a destination is made by applying the order rela- 
tion + to the path set Pp and picking the path, joining source 
and destination, that turns out to be the li&est according to the 
cost metric defined by the QoS routing algorithm. 
B. NGR-MD and NGR- WS alp~ithns 
In a broad sense the NGR methodology can be coupled with 
any metric and cost function. In order to exemplify this prop- 
erty, we considered the application of this methodology to 
two algorithms already proposed in the literature, which were 
shown to offer good performance [ 11, [ 21: 
. Widest-Shortest (WS): for each source-destination pair, the 
algorithm determines all the paths with the minimum-hop 
count; if more than one such path exist, it breaks the tie by 
choosing the one with the largest available bandwidth [ 11; 
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. Minimum-Distance (MD): for each source-destination 
pair, the path x is chosen which minimizes the sum on 
each link of the inverse of the equal bandwidth share [ 21. 
To help the reader, we report a simple description of the 
above algorithms, using the notation introduced in this paper. 
. WS path weight computation: a weight we associated to a 
generic link 1 is computed as 
where & is an estimate of the currently available band- 
width currently on link l; 
The set of paths among which the path PG is chosen is 
restricted to the minimum-hop paths. Then, the cost c(rri) 
of path 7ri is defined as follows: 
and the ordering relation is such that 7ri < ~j if c(K~) > 
c(x~) (i.e., 7ri is lighter than 7rj if its available bandwidth 
is larger than nj ‘s). 
. MD path weight computation: a weight wl associated to a 
generic link 1 is computed as 
nL + 1 
W[ = 
(3 
(31 
where CL is the link capacity and nl is an estimate of the 
number of active flows currently routed over link 1. 
The cost c(rri) of path 7ri is then defined as follows: 
and the ordering relation is such that 7ri 4 rJ if c(x~) < 
CCTJ 1. 
To implement the NGR algorithms, we define the following 
Cut-ofcriterion C: a link is discarded if its available bandwidth 
is found to be below a given threshold Wt. 
We further combine this with either the MD or WS QoS se- 
lection defined, thus obtaining the NGR-MD and NGR-WS al- 
gorithms. 
In the rest of the paper, we assume Wt = 0, i.e., if a link 
shows a 100% utilization, it is discarded by the Cut-off crite- 
rion. 
C. Implementation issues 
After defining the algorithms, we are interested in the viabil- 
ity of a hop-by-hop implementation. Unfortunately, the algo- 
rithms described above cannot guarantee consistent routing in 
case of straight hop-by-hop implementation, i.e., routing deci- 
sions taken at an upstream node are liable to be superseded by 
downstream nodes finding a locally-optimal alternative to the 
path chosen earlier by upstream nodes. The proof in case of 
the NGR-MD metric is by counter-example, and the one rel- 
ative to the NGR-WS metric can be obtained similarly. Con- 
sider the simple directed graph in Figure 1, consisting of four 
Fig. I. Simple topology where of’ hop-by-hop implementation of’ the NCR 
algorithm fails 
links, u, b, c, d, each labeled with its own weight, i.e., We = 10, 
t”b = 5, WC = 2 and w,-J = 2. our aim is to route a packet 
from VI to VJ according to the NGR-MD criterion, locally im- 
plemented at each node. For the sake of simplicity, we consider 
Vd as the only destination, such that only path ending in Vd are 
shown in IJG. 
Let us suppose that, of all links, only link u, joining VI 
and Vz, does not make the cut at STEP 1, being overloaded. 
As a consequence, the path set is PG, = ({b}, {c, d}, {d}). 
STEP 2, however, reintroduces path {u, b} because it is the 
minimum-hop path from VI to VJ. Therefore, we have 7J~rr = 
C{bl> 15 4, {4, {a> bll. ,s’ mce only one path joining VI and 
Vd is available, such path is the natural choice to go from VI to 
v4. 
However, from Vz’s standpoint, the ordering is such that path 
{c, d} is lighter than path {b}. It follows that a packet reaching 
node Vz will travel over links c and d, and not over link b, as 
was originally meant by VI. 
This could happen every time a node along the path,fiGws 
the congested links, so that, from that node on, the destina- 
tion can be reached on the path set IJG, and not necessarily on 
the minimum-hop path only, i.e., K(v~, ~4) is congested, while 
7r(uz, ~4) is not. 
For consistent routing to be preserved, the forwarding pro- 
cedure must be integrated so as to signal the routing decision 
taken at upstream nodes. This solution can be implemented us- 
ing the route-pinning property of the MPLS technology [ 13 1, or 
a slight modification of the IP forwarding procedure. 
If MPLS is used, each node can open an LSP (Label 
Switched Path) on the minimum-hop path toward each destina- 
tion. Then, for each packet, the edge router selects whether to 
route it using an MPLS LSP, or using the classic hop-by-hop IP 
routing over the best path selected using the QoS routing algo- 
rithm. Potentially, a total number of N(N - 1) LSPs can be set 
up, where N is the number of routers in the domain. Another 
possibility is to always have an LSP from each source to each 
destination, that can either be routed through the QoS path, or 
through the minimum-hop path in case no available QoS path 
exists. This simplifies the forwarding procedure at each node, 
but requires a larger amount of MPLS signalling, because the 
QoS paths are more frequently updated than the minimum-hop 
paths. 
If, on the other hand, standard IP forwarding is used, it is pos- 
sible to have the edge router tag packets (i.e., by setting a bit in 
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the TOS field of an IPv4 packet header) when they are supposed 
to travel along a minimum-hop path. This solution prevents 
downstream nodes from choosing locally-optimal paths. 
By adding the above mentioned tag, the algorithm is imple- 
mentable using OSPF. Each node has to compute and maintain 
two routing tables, the first for the minimum-hop paths, the sec- 
ond for the QoS-based routing information. In more detail: 
. routers should advertise QoS metrics for their outgoing 
links according to the selected algorithm, i.e., as computed 
by (21 or by (31; 
. upon advertising them, routers should mark links that fail 
the cut-off criterion; 
. when compiling their routing table, routers should run the 
MH algorithm with the usual 30-minute periodicity, us- 
ing unitary metrics for each link in the complete network 
graph; in this way, the minimum-hop paths towards any 
destination are identified; 
. with smaller periodicity, they should run the QoS algo- 
rithm, thus identifying the lightest path toward any desti- 
nation; 
. for each destination, a router should store next-hop entries 
associated to minimum-hop and to lightest paths. 
Upon reception of a packet, a router should inspect its des- 
tination address and TOS field; if a match is found, the router 
will forward the packet toward the next hop on the lightest path, 
unless the packet is tagged, in which case the next hop in the 
minimum-hop path is chosen. 
As a final remark, it should be noted that the asymptotical 
computational complexity of the NGR algorithms is the same as 
the complexity of the QoS algorithms without graph reduction. 
III. EVALUATING ROUTING ALGORITHMS IN THE 
INTERNET 
The performance evaluation of routing algorithms is typi- 
cally based on simulations. In this paper, we adopt a traf- 
fic model and performance evaluation tool, recently introduced 
in [ 141, [ 1.51, that matches the characteristics and the dynamics 
of the Internet better than traditional connection-based simula- 
tion tools. Additional information about the tool itself, based 
on the ANCLES simulator, can be found in [ 141, [ 1.5 1, [ 161. 
TCP/IP networks do not provide for connection admission 
control (CAC), hence there is no limitation on the number of 
concurrent connections on a given path. The dominant Internet 
applications (namely, all data-based applications) are elastic, 
adapting the transmission speed to the available resources. A 
connection is opened with a given amount of data to transfer 
and it is closed either when the transfer is complete, or when 
long, repeated timeouts cause the connection to reset, or when 
the user tires of waiting and drops the session. In other words, 
connection durations are not known in advance, but are deter- 
mined by data file sizes and network conditions. 
The evaluation tool we use takes the elastic model into ac- 
count. Specifically: 
. flows are characterized by a given amount of data to trans- 
fer; 
. the amount of resources the Ilow can exploit at any given 
time is the minimum between a target bit rate for the flow, 
Fig. 2. T&node topology used to illustr& the elementary behavior of the 
routing algorithms 
e.g., the access line speed, and what the Ilow would be 
assigned under perfect max-min fair resource sharing; 
the Ilow holding time depends on the resources it receives 
throughout its “life”, which determine the amount of data 
already transmitted at any given time; 
if the resources usable by a Ilow fall below a given thresh- 
old, the connection may be shut down prematurely, mim- 
icking the behavior of impatient users. 
The performance metrics we take into account are: 
. the rate at which connections are shut down due to lack of 
resources; 
. the average throughput of connections that complete the 
data transfer; 
. the overall throughput of the network. 
Further details about the traffic model and the evaluation 
methodology, as well as evidence of the difference between this 
approach and more traditional ones can be found in [ 14 1, [ 1.5 1. 
IV. ALGORITHM PERFORMANCE AND RESILIENCE 
The algorithm described in Section II necessarily behaves 
as a A4D or WS algorithm for uncongested networks and as a 
A4H algorithm as the offered load increases causing congestion; 
however, the behavior at intermediate loads can only be investi- 
gated by simulation. For the sake of comparison, result reports 
include the classic A4D, WS algorithms and the A4H algorithms. 
We separately consider two cases, analyzed in the following 
two Sections. The first one presents elementary results on a triv- 
ial topology, which can aid the understanding of the algorithms 
and verify that the algorithms behave as expected. The second 
one analyzes results in complex, randomly-generated topolo- 
gies and different traffic patterns, ensuring that the properties 
of the algorithm are not bound by the choice of the topology or 
of the traffic pattern. 
A. Elementary Behavior 
We consider the transient behavior on a trivial tri-node topol- 
ogy as described in Figure2. Node no generates all the traffic 
which is directed to nodes ni and na. All links lt,J are unidirec- 
tional with capacity 1. nc starts sending all connection requests 
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to ni, then progressively (and linearly) decreases the amount of 
traffic directed to ni, increasing the fraction directed to na. Let 
0 5 ?Y,u,i 5 1 and 0 5 ??a,~ 5 1 represent the fraction of the 
overall traffic routed from node na to node ni and to node na 
respectively. ??,a,~ + ??,,,a = 1 at any time. The resulting overall 
network offered traffic is constant and always set equal to 2. 
The behavior of MH in this simple case is obvious: the traf- 
fic fraction ??a,~ is always routed on link dc,i and the traffic 
fraction ??a,~ is always routed on link &. Notice that only 
when TO,J = TOJ = 0.5 (in the example, when node rza is 
equally sending its traffic to node ni and na) does the MH al- 
gorithm manage to transport all the offered traffic. Otherwise, 
the “widest” connection is throttled on each corresponding link. 
Also note that, in this simple scenario, both the WS and the 
NGR-WS algorithms behave like MH, as only one minimum- 
hop path exists between any two nodes. 
If either the MD or the NGR-MD algorithm is used, the be- 
havior is not so straightforward. Indeed, we expect that, when 
one of the traffic relations is idle, all available resources are 
devoted to the other, thus allowing to completely exploit the 
network capacity. In particular, links 11,~ orla,i should be used 
by part of the traffic from the active (non-idle) traffic relation. 
Figure 3 reports the free bandwidth on those links for the NGR- 
MD algorithm (lower plot) and classic MD algorithm (upper 
plot). Link loads are plotted versus the simulation time. The 
dotted, stepwise line is the fraction of traffic To,l; the fraction 
To,2 is not shown but has a complementary profile. Ideally, traf- 
fic should never be routed on both links li,z and la,i at the same 
time, since this would entail that there is traffic flowing from 
na to ni through na and from na to nz through ni, at the same 
time: it would be desirable to simply “swap” the traffic on the 
alternate paths so that links 1 i,a and la,i are completely free, 
and they can be used to accommodate traffic among nodes nl 
and na. 
Analyzing Figure3 it is clear that the NGR algorithm 
achieves this result almost perfectly, while the MD algorithm 
displays transitions (around times 1.50 and .500), where both 
links are used at the same time, thus wasting resources. This 
phenomenon is at the root of the poor performance of MD (in 
fact, of any QoS-based algorithm) when the network load in- 
creases, due to frequent transients similar to the simple ones 
purposedly generated in our example. 
In this Section, we present results obtained on randomly- 
generated network topologies using the GT-ITM software [ 17 1. 
All topologies were generated using the “flat random graph” 
model, and include 32 nodes, with an average connectivity de- 
gree of 4. Every link has the same capacity (10 Mb/s), and 
there is a best-effort traffic source generator connected to each 
node, opening connections with a maximum bandwidth of 1 
Mb/s; each connection attempts to perform a bulk data transfer 
whose size is randomly chosen from an exponential distribu- 
tion with average 2.5 MBytes. Each node adopts a fixed update 
period for the QoS metric, set to 30 seconds. The simulator 
does not model the overhead resulting from updates flooding 
the network. 
To model the starvation effect [ 1.5 1, a starvation threshold & 
is set to 50 kbls and used to identify starved connections: if 
the current per-connection bit rate estimate on a bottleneck link 
drops below Bt, then the most-backlogged connection on that 
bottleneck is picked and shut down. This is repeated until the 
sending rate of starved connections raises above the threshold. 
This allows us to define the starvation pwbability Ps as the 
ratio between connections that are prematurely aborted and the 
total number of connections that entered the network. 
To get accurate results, each simulation was ended when the 
performance indices were such that the 95% confidence interval 
was within 0.1% of the point estimate. 
We report results for two networks, named (A) and (B) for 
short. More simulations were ran on similar, random topolo- 
gies, although they are not reported here for lack of space; they 
show results comparable to the ones reported in the paper, and 
thus similar conclusions can be drawn. 
Results for network (A) reflect a simple stationary traffic sce- 
nario. A uniform traffic pattern is simulated, i.e., when a new 
connection request is generated, the source and the destina- 
tion are randomly chosen with the same probability. All the 
sources have the same probability of generating a new connec- 
tion. These probability are stationary, i.e., they do not change 
during the simulation. 
On the contrary, results reported for network (B) refer to a 
more complex traffic pattern, mimicking a “client-server” sce- 
nario. Besides, the traffic matrix changes over time. In more 
detail, among the 32 nodes, 5 nodes, picked among those with 
the highest number of outgoing links, are defined as “servers”, 
while all the remaining one are defined as “clients”. Each server 
node generates 10 times the traffic generated from a client, with 
a non-stationary behavior: it randomly cycles over time among 
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Fig. 4. Average per connection throughput on network (A) with muform and 
5tatlonary traffic pattern; absolute value [kb/5] (upper plot) and value normal 
ued w.r.t MH (lower plot) 
two states, high traffic and low traffic. When it is in the low- 
traffic state, it reduces its offered load by a factor of 10, i.e., it 
behaves as a client node. The average time spent in either the 
high- or low-traffic state is 3 hours, following an exponential 
distribution. 
1) Network (A): Figure 4 reports the average throughput ob- 
tained by single connections that have completed their informa- 
tion transfer. The upper plot reports the absolute value in kb/s 
versus the aggregate load offered to the network, expressed in 
Mbls. The throughput is obviously decreasing with the network 
load for all routing algorithms, since the number of competing 
connections increases, and elastic connections adapt their send- 
ing rate according to a max-min fair-share algorithm. 
The advantage of QoS routing algorithms over A4H at low 
loads is clear, but while the classic A4D and WS implementa- 
tions fall below the A4H at high loads, NGR algorithms always 
remains above MH. The behavior is all the more evident if we 
take the throughput normalized with respect to MH (lower plot). 
This can also be seen as the gain of the algorithms as com- 
pared to the well-established, simple MH. It is clear that the A4D 
and WS algorithms are extremely sensitive to the network load, 
while the NGR versions perform better than A4H, converging to 
its performance as p grows larger. In particular, the NGR-WS 
algorithm performs better than the NGR-MD, since the path set 
it chooses from only includes minimum-hop ones. Indeed, the 
Fig. 5. Average 5tarvatlon probabdlty on network (A); muform and 5tatlonary 
traffic pattern 
achieved gain is always larger than 15%. The non-monotonic 
relative behavior of the algorithms is due to the “randomness” 
of the topology that is neither regular nor a “well defined” hier- 
archical topology, which causes different portion of the network 
to become congested depending on the values of offered load, 
and on the specific QoS routing algorithm implemented. 
One might wonder whether connections completing their in- 
formation transfer obtain a larger throughput simply thanks to 
the larger number of starved connections shutting down, thus 
leaving more resources up for grabs. Figures 5 and 6 shed some 
light on this issue. Figure 5 reports the probability that connec- 
tions close up because they are starved. NGR algorithms show a 
starvation probability that is between MH (the highest) and the 
classic A4D and WS algorithms. In more detail, the starvation 
probability measured is negligible for all the QoS algorithms 
for values of the offered traffic smaller than about 300 Mb/s, 
while the A4H algorithm shows an earlier increase in the starva- 
tion probability, at about 200 Mb/s of offered traffic. Then, a 
linear increase is shown by all the proposed algorithms. 
Figure6, finally, reports the total network throughput, i.e., 
the total amount of U.V$U~ information carried by the network, 
0.3 ’ 1 1 1 1 1 1 I 
100 200 300 400 500 600 700 x00 
p [Mbit/s] 
Fig. 6. Total network throughput on network (A); uniform and stationary 
traffic pattern 
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Fig. 7. Per-connection merage throughput (nornmlized w.r.t. M.H. ) of clients 
(upper plot) md servers (lower plot) on network (B) with client-sewer, non- 
stationary traffic pattern 
normalized with respect to the total installed bandwidth’. 
While all the QoS routing algorithms sport a better utilization 
of the network capacity at low values of offered load, the classic 
MD and WS algorithms show steep decreases in the throughput, 
mitigated by the NGR implementations, which shows the high- 
est throughput, up to 30% larger than either MH, MD or WS 
algorithms. 
2) Network (B): In the case of the client-server model with 
non-stationary traffic, it is more interesting to separately look 
at client’s and server’s behavior, especially in view of the high 
level of traffic generated by the servers during their active cy- 
cles. Figure 7 shows the average throughputper connection nor- 
malized to the one obtained by MH, while Figure 8 reports the 
absolute values. The upper plot refers to clients while the lower 
plots refer to servers. Also in this case the NGR version of 
the algorithms outperforms the classic QoS routing. The more 
complex nature of the traffic pattern which keeps changing dur- 
ing time, reduces the gain observed for the client connections to 
less than 20%. On the contrary, the performances obtained by 
server nodes are greatly improved by any QoS routing for rela- 
tively low load, with the classic MD showing a clear edge. But 
as soon as the network load increases over 500Mbps their per- 
formance worsen, while the NGR versions still exhibit a better 
3The total m5tnlled bnndwldth 15 5nnply defined n5 the 5mn of’ the cnpxlty of’ 
nil the hnk5 m the network 
Fig. X. Per-connection average throughput of’ clients (upper plot) and servers 
(lower plot) on network (B) with client-server, non-stntionxy traffic pattern 
utilization of the network capacity. 
Figures 9 and 10 report the probability of starvation and the 
total network throughput (again, only the useful portion of it) 
respectively; in both cases, results are averaged including both 
servers and clients. The starvation probability confirms results 
discussed about network (A). It shows that the use of QoS rout- 
ing greatly reduces the starvation probability, reflecting a bet- 
ter distribution of the traffic on the network. Also in this case, 
the NGR-MD and NGR- WS algorithms exhibit a slightly higher 
starvation probability. 
Considering the network throughput reported in Figure 10, 
we can observe that the network capacity is not yet completely 
saturated by the offered traffic, at least during the period of time 
when the servers are in the low-traffic regime. Again, given the 
complex network topology and traffic pattern, it is very difficult 
to predict the performance, especially for high values of the 
offered load. However, also in this case the best performance is 
obtained by the NGR algorithms. 
V. DISCUSSION AND WORK EVOLUTION 
The search for efficient and robust routing algorithms that 
can replace the traditional Minimum Hop routing used in 
TCP/IP networks has received, and is still receiving, consid- 
erable attention; however, so far, none of the proposals seems 
to offer enough benefits to counter-balance the necessarily in- 
creased complexity. In particular, robustness to changes in traf- 
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Fig. IO. Total network throughput on network (B); client-sewer and 
stationary &&fic pattern 
non 
fit pattern and, most of all, to sudden load increases is a major 
concern, since all QoS-based algorithms seem to perform worse 
than the simple Minimum Hop algorithm as the network load 
increases. 
Since the optimality of Minimum Hop routing can be demon- 
strated under some simplifying assumptions, and can be in- 
ferred under more realistic scenarios, a robust and resilient rout- 
ing algorithm should converge to the Minimum Hop routing as 
the traffic load grows larger and larger. 
Pursuing this idea, in this paper we have proposed and dis- 
cussed a new class of routing algorithms that exhibit this prop- 
erty and that are shown to outperform both the Minimum Hop 
and traditional QoS-based algorithms in simulation. These 
routing algorithms are based on a technique which reduces the 
graph describing the network to a graph containing only uncon- 
gested links. The section of the path is then performed on a set 
containing paths evaluated on the reduced graph, plus the Mini- 
mum Hop itself. In their current form, these routing algorithms 
cannot be implemented with a standard hop-by-hop procedure. 
but require either the use of MPLS techniques, or a (simple) 
modification of the IP forwarding. 
Further research in this area should address the possibility of 
finding a similar class of routing algorithms that are, however. 
implementable in a hop-by-hop fashion without requiring any 
modification to the standard IP forwarding. 
REFERENCES 
Z. Wang, J. Crowcroft, “QoS Routmg for Supportmg mul~mxha apphca 
tlon5”, IEEE JSAC 14(7):122X-1234, Sept. 19%. 
Q. Ma, P. Steen!a5@ and H. Zhang. “Routmg &gh BandwIdth Tr&fic 
m Max Mm Far Share Networks”, m Pmcea&g~ of f/x ACM SIG 
C0!46!4’96, paga 206-217, Stanford, CA, USA, Aug. 19%. 
Q. Ma, P. Steen!a5@ “Routmg Traffic with Quahty of Servux Guaran 
tee5 m Integrated Servuza Networks”, In 8th IEEE/ACM Intern&md 
WorkThy on Network and Opmhg Sauterne Supportfor Df,gftal Audfo 
and Vfdeo (N(XSDAV’98], England, July 19%. 
D. Cavench5h, M. C&la, “Internet QoS Routmg U~mg the Bellman Ford 
Algorithm”, Hf,gh Performance Networkfng (HPN981, IFIP, Vxnna, Au5 
&la, 199X. 
G. Apo5tolopoulo5, R. Gu&m, S. Kamat, S. K. Trlpatlu, “Quahty of Ser 
vu Ba5ed Routmg: A Performance Papectwe”, ACM SIGCQMM’98, 
Vancouver, Canada, Sept. 199X. 
G. Apo5tolopoulo5, D. lVdham5, S. Kamat, R. Guam, A. Orda, 
T. Przygxnda, “QoS Routmg Mecham5m5 and OSPF Exten~lon5”, 
RFC 2676, IETF, Aug. 1999. 
A. Shakh, J. Rexford, K. Slun, “Load 5en~ltlve routmg of long hved IP 
flow5”, ACM SIGCOMM ‘99, CambrIdge, Ma55achu5et&, USA, pp. 2 IS- 
226, XlgLl5t 1999. 
J. May, “Open Short& Path F+r5t va,on 2”, RFC 2328, Aped 199X. 
Ro55 Callon, “U5e ofOS1 IS IS for Routmg m TCP/IP and Dual Envxon 
men&“, RFC 1195, December 1990 
D. Ber&eka5, R. Gallager, “Data Networks”, Prent?eHa//, 2nd ed., 1992. 
S. SIbal, A. De SIrnone, “Controlhng Alternate Routmg m General Muh 
Packet Flow Networks,” ACM SIGCOMM ‘94, London, U.K., August 
1994. 
C. Ca5ett1, G. Favala+ M. Melha, M. Mu&‘& “An Adaptwe Routmg 
Algorlthrn for But effort Traffic m Integrated Servuza Networks”, 16th 
Intern&vm/ Te/etrajjc Con,gre~~ (ITC 161, Echnburgh, UK, June 1999 
Rosen, E., Vl5wanathan, A., R. Callon, “M&l Protocol Label Swltclung 
Arclutectur”, RFC 3031, January 2001. 
C. Ca5ett1, R. Lo Clgno, M. Melha, M. Mu&‘& Z. Z5oka, “Routmg Al 
gorlthrn5 Evaluation for Elatlc Traffic”, IEEE WorkThy on Hf,gh Per 
formmce Swftchfng and Routfng (HPSR 20011, DalIa, Texa5 USA, May 
29 31, 2001. 
C. Ca5ett1, R. Lo Clgno, M. Melha, M. Mu&‘& Z. Z5oka, “A Reah5tlc 
Model to Evaluate Routmg Algorlthm5 m the Internet”, IEEE G/obwom 
2001, San Antomo, Texa USA, Nov. 2529, 2001. 
ANCLES A Network Call Level Slrnulator. 
URL: http://www.telematlcs.pollto.lt/ancles 
GT ITM Georgfu Teach Internetwork Topology Mode/y 
URL: http://www.cc.gatech.edu/pro]ects/gtltm 
0-7803-7476-2/02/$17.00 (c) 2002 IEEE. 722 IEEE INFOCOM 2002
