Abstract. This study examines how different microphysical parameterization schemes influence orographically induced precipitation and the distributions of hydrometeors and water vapour for midlatitude summer conditions in the Weather Research and Forecasting (WRF) model. A high-resolution two-dimensional idealized simulation is used to assess the differences between the schemes in which a moist air flow is interacting with a bell-shaped 2 km high mountain. Periodic lateral boundary conditions are chosen to recirculate atmospheric water in the domain. It is found that the 13 selected microphysical schemes conserve the water in the model domain. The gain or loss of water is less than 0.81 % over a simulation time interval of 61 days. The differences of the microphysical schemes in terms of the distributions of water vapour, hydrometeors and accumulated precipitation are presented and discussed. The Kessler scheme, the only scheme without ice-phase processes, shows final values of cloud liquid water 14 times greater than the other schemes. The differences among the other schemes are not as extreme, but still they differ up to 79 % in water vapour, up to 10 times in hydrometeors and up to 64 % in accumulated precipitation at the end of the simulation. The microphysical schemes also differ in the surface evaporation rate. The WRF singlemoment 3-class scheme has the highest surface evaporation rate compensated by the highest precipitation rate. The different distributions of hydrometeors and water vapour of the microphysical schemes induce differences up to 49 W m −2 in the downwelling shortwave radiation and up to 33 W m −2 in the downwelling longwave radiation.
Introduction
Atmospheric processes that occur at spatial and temporal scales not resolved by global and regional climate models (GCMs and RCMs) are represented by means of physical parameterizations (or schemes) based on several assumptions and approximations. The drawback of using these simplified schemes is the risk of introducing systematic errors, especially when long-term simulations are performed. This study focuses on the microphysical schemes, the parameterizations responsible for computing atmospheric water vapour, cloud liquid water, cloud ice and various types of precipitation. A correct representation of the microphysical processes is crucial for long-term climate simulations. Clouds and water vapour modify the radiative properties of the atmosphere, while precipitation is one of the most important components of the water cycle. Furthermore, microphysics parameterizations affect the hydrological and energy budgets, especially for RCMs that employ mass-conserving formulations of the model equations.
In our study we use the Weather Research and Forecasting (WRF) model (Skamarock et al., 2008) , a modern numerical weather prediction (NWP) model. WRF was not designed for long-term climate simulations but it is nonetheless widely used for regional climate downscaling, where the output from a GCM is used to drive a RCM in higher spatial resolution to simulate local conditions in greater detail. A successful example of the use of WRF for regional climate downscaling can be found in Givati et al. (2012) , where precipitation amounts simulated with WRF are compared with measurements from a rain gauges network in Israel, showing good agreement. Argüeso et al. (2011) also find positive F. Cossu and K. Hocke: Influence of microphysical schemes in WRF results, concluding that WRF accurately reproduces Andalusian climate features at several timescales. However, such applications have also encountered numerous problems such as strong overprediction (underprediction) of winter precipitation intensity (frequency) (Caldwell et al., 2009) , low correlations between modelled and observed daily precipitation over the US Pacific northwest (Zhang et al., 2009) , precipitation overestimation over West Africa (Druyan et al., 2009) and excessive rainfall at off-equatorial latitudes and a deficit near the Equator (Tulich et al., 2011) .
One of the main reasons for these discrepancies is that different schemes were designed with different conceptual underpinnings and tunable parameters that are not universal and are also quite uncertain. No single scheme performs uniformly well under all conditions, and each has a predictive ability highly dependent on weather or climate regimes (Jankov et al., 2005; Gallus Jr. and Bresch, 2006) and application scales. Furthermore, the model performance often depends on the feedbacks between different schemes.
In order to increase the agreement of the model with available observations, the common practice is to adjust uncertain model parameters manually, often referred to as expert tuning. A different approach towards an objective calibration of RCMs has been recently proposed by Bellprat et al. (2012) . Other recent studies focused instead on the systematic development of improved physics representations that are suitable for climate prediction at certain resolutions and presented modified versions of WRF to better suit RCM experiments. One of these, CLWRF (CLimate WRF, Fita et al., 2010) , is a set of modifications to the WRF version 3.1.1 code to perform more flexible regional climate simulations. Currently, CLWRF adds three main capabilities to the model: (1) flexible greenhouse gas scenario usage, (2) output of mean and extreme statistics of surface variables and (3) computation of new variables. A similar project, CWRF (Climate WRF, Liang et al., 2012) , is a climate extension of WRF that incorporates numerous improvements in the representation of physical processes and integration of external forcings that are crucial to climate scales. This extension inherits all WRF functionalities for NWP while enhancing the capability for climate modelling.
Our objective, rather than developing a new parameterization suitable for RCMs, is to make a comparative evaluation of the existing microphysical schemes available in WRF. Several studies (Jankov et al., 2005 (Jankov et al., , 2009 Otkin and Greenwald, 2008; Mercader et al., 2010; Argüeso et al., 2011; Awan et al., 2011) have assessed WRF microphysical schemes by simulating a real case scenario with multiphysics options and comparing the results with observations. Other studies have used a much simpler setup to investigate the effects of mountain geometry and upstream conditions on orographic precipitation (Chen and Lin, 2005; Rotunno, 2005, 2006; Pathirana et al., 2005; Watson and Lane, 2012) , using however only one or two microphysical parameterizations.
The lack of a study which considers more microphysical schemes at the same time and assesses them using a simple scenario has motivated us to perform an idealized simulation with a fixed set of physical schemes and a simple terrain model. Although this method prevents a direct verification with observations and forces the microphysics to interact with a limited number of other physical schemes, it still provides useful information about the range of results that can be obtained using different microphysical schemes.
Our study investigates the effects of the 13 microphysical schemes available in WRF v3.3.1 on orographic precipitation and on the atmospheric water cycle by performing a simple idealized simulation running over a period of two months. In addition, the total conservation of water will be assessed and the influence of the different distributions of atmospheric water on downward radiation at the ground will be analysed.
Simulation setup
The numerical model chosen for our simulations is the Advanced Research WRF (ARW-WRF, v3.3.1). WRF is a fully compressible and non-hydrostatic model (with a run-time hydrostatic option). Its vertical coordinate is a terrain-following hydrostatic pressure coordinate. The grid staggering is the Arakawa C-grid. The model uses the Runge-Kutta 2nd and 3rd order time integration schemes, and 2nd to 6th order advection schemes in both the horizontal and vertical. It uses a time-split small step for acoustic and gravity wave modes. The dynamics conserves scalar variables. Other information can be found in WRF-ARW user's guide .
We used a modified version of the test case em_hill2d_x which simulates a two-dimensional flow over a bell-shaped mountain. The modifications include simulation duration, epoch, domain size, terrain profile, lateral boundary conditions, initial atmospheric profiles and physical parameterizations.
In order to enhance the differences between the microphysical parameterizations and to allow the system to reach an equilibrium state, we chose a simulation duration of 61 days, running from 1 June 2012, 00:00:00 LT (local time) to 1 August 2012, 00:00:00 LT.
The spatial domain consists of 402 points along x, 2 points along y and 41 vertical levels. These are staggered points lying at the interfaces of the Arakawa C-grid cells, therefore the number of mass-points is 401 along x, 1 along y and 40 along z. The domain is centered on the coordinates 40
The horizontal resolution is 2 km, while the vertical resolution is variable between 500 m and 2.3 km, with denser levels near the ground and sparser levels near the model top, which is at 30 km. The terrain profile, as shown in Fig. 1 , was changed according to the following formula:
where h m = 2 km, a = 32 km and x c = 401 km. This mountain size is high enough to produce orographic precipitation and its low steepness (∼ 3.75 %) implies that the timescale for the microphysical processes to produce precipitation, which is roughly 20 min (Miglietta and Rotunno, 2005) , is smaller than the typical advective timescale for this simulation (∼ 45 min). The initial wind profile has a vertically uniform horizontal component u = 10 m s −1 along x.
To study the total water budget, we chose periodic lateral boundary conditions so that the air exiting at one side is reinserted at the other side: in this way no water is added to or removed from the system, except for the water vapour added through surface evaporation which can be derived from the latent heat flux at the surface.
The presence of a 2 km-high mountain, besides enhancing precipitation, produces gravity waves in both horizontal and vertical directions. Between 10 and 30 km altitude, a Rayleigh damping layer absorbs the waves coming from below in order to reduce downward reflection of wave momentum. To diminish the interferences of the horizontal propagating waves, which occur due to the aforementioned boundary conditions, we extended the original domain along x from 400 to 800 km, as described above.
The initial potential temperature profile was computed by averaging an 18 yr-long ECMWF (European Centre for Medium-Range Weather Forecasts )ERA-Interim reanalysis data series for the coordinates 47.25 • N, 7.875 • E (Swiss Plateau) and it is shown in the top panel of Fig. 2 . This profile represents fairly well the average midlatitude atmospheric conditions. For the moisture profile, to foster precipitation, we have chosen a saturated profile computed with the temperature derived from the previous potential temperature profile and by setting the relative humidity to 100 %. The resulting profile is shown in the bottom panel of Fig. 2 .
The dynamics settings include a 3rd order Runge-Kutta time-integration scheme with a time step of 20 s, a 5th order scheme for horizontal advection and a 3rd order scheme for vertical advection.
In order to compute the total water budget and to study the effects of atmospheric water on radiation, we had to activate some options of the WRF model. We used the Rapid Radiative Transfer Model scheme for longwave radiation, the Dudhia scheme for shortwave radiation, the MM5 similarity surface layer scheme, the 5-layer thermal diffusion land surface scheme (without snow-cover effects) and the Yonsei University planetary boundary layer scheme. Since the spatio-temporal resolution was high enough to resolve convective processes, we did not use any cumulus parameterization scheme. The various physics parameterizations interact with each other via the model state variables (potential temperature, moisture, wind, etc.) and their tendencies. At the beginning of the Runge-Kutta time step, the radiation, surface and planetary boundary layer schemes produce tendencies of atmospheric state variables, while the microphysics, being an adjustment process, does not provide tendencies but updates the atmospheric state only at the end of the model time step.
Model output
With this configuration, we ran one simulation for each microphysical scheme available. Table 1 lists the 13 microphysical schemes included in WRF 3.3.1 and the type of hydrometeors they compute. Throughout the document, we will refer to the schemes using the abbreviations listed in this table. We performed a total of 13 simulations and we saved the output every 60 min for description of the temporal evolution of atmospheric water and accumulated precipitation.
The variables contained in each output file, whose number may vary depending on the type of microphysics selected, provide the user with detailed information about the atmospheric state at specific times. The variables selected in this study for the characterization of the atmospheric water cycle are listed in Table 2 along with their description. Some schemes, due to their lower complexity, lack the computation of some variables. For example, KS lacks the computation of the variables related to ice-phase processes (QICE, QSNOW, QGRAUP and QHAIL). The variables describing water vapour (QVAPOR), cloud water (QCLOUD), rain (QRAIN) and accumulated precipitation (RAINNC) are present in all schemes.
Water conservation
The water in the domain can be divided into three categories: (A) water vapour, (B) hydrometeors and (C) precipitated water on the ground (see Table 2 ). The elements from category B can in turn be separated into non-precipitating particles (QCLOUD and QICE) and precipitating particles (QRAIN, QSNOW, QGRAUP and QHAIL). Initially all the water present in the domain is in the vapour phase (QVA-POR, category A). Afterwards water vapour starts to condense into clouds (category B, non-precipitating) and eventually clouds will form precipitation (category B, precipitating), which in turn will increase the amount of water collected at the ground (RAINNC, category C). As the simulation proceeds, each microphysical scheme redistributes the total mass of atmospheric water among the different phases and particles of water.
Water vapour is depleted by condensation, however it can be replenished through evaporation/sublimation of hydrometeors or through surface evaporation. The latter is the most important replenishing mechanism and it is computed by the land-surface model (LSM) in conjunction with the surface layer scheme. The LSM we are using, the 5-layer thermal diffusion, has a fixed soil moisture value, a constant surface temperature profile that depends on terrain elevation and no surface and subsurface runoff (the water that flows over or under the surface when the maximum absorbing capacity of the soil is reached). The constant surface temperature profile is a consequence of the idealized simulation which does not allow the proper initialization of the LSM. Evaporation is always occurring, regardless of the precipitation that falls on the ground, because the soil, modelled with a constant humidity value, is never running out of moisture. The evaporation rate only depends on the properties of the air above Table 2 . WRF output variables describing the atmospheric water cycle. The variables are divided into three categories whether they represent uncondensed water (A), condensed water particles (B) or precipitated water (C). RAINNC is the sum of all the available types of precipitation that each microphysical scheme is able to compute and might include rain, snow, graupel and hail. the surface (air temperature, air moisture, surface wind) and on the insolation. The water that reaches the surface through precipitation does not take part in the evaporation or in any other process of the water cycle (e.g. runoff). At the sides of the domain water conservation is ensured by the periodic lateral boundary conditions. To describe the water present in the domain, we use the mean column density of water averaged over the domain, which is measured in mm or kg m −2 . In the following, we combine the water cycle variables to check if the microphysical schemes of WRF conserve water over a time interval of 61 days. At any time, the total water mean column density W is given by the sum of the water vapour mean column density WV, the hydrometeor mean column density H and the mean accumulated precipitation P :
where t is the temporal index which goes from t = 0 (0 h) to t = 1464 (1464 h = 61 days). The single components of this sum are computed as follows:
where i, k, N x and N z are the indices and the number of cells along x and z, ρ is the air density in kg m −3 and z is the height of the cells in m. The meaning of the other variables is explained in Table 2 . W is constantly increasing in time because new water vapour (which was not part of the initial total water) is added to the atmosphere through surface evaporation. If we remove the evaporated water from Eq. (2) we obtain the original total water amount and we are able to check whether this amount remains constant in time or not. When the microphysical schemes convert one type of water particle into another or if a phase transition is involved, some of the water mass could be lost after this conversion. The cause of this water loss could be a numerical truncation error, due to the approximation of the derivatives in the microphysics equations with finite differences, or simply a code bug (new bugs are discovered at every WRF release). By looking at the evolution of the original total water amount we can check to what extent the microphysical schemes conserve water.
The mean accumulated surface evaporation E can be computed with the following formula:
where ACLHF is the accumulated upward latent heat flux at the surface in J m −2 and L v is the specific latent heat of vaporization which is equal to 2.5 × 10 6 J kg −1 . The original total water mean column density W original is therefore given by
Figure 3 shows the evolution in time of W original while Table 3 shows its values at the beginning and at the end of the simulation for the various microphysical schemes. While the initial value of W original is the same for all schemes (26.93 mm), its variation is different from scheme to scheme. The small water gains and losses caused by the microphysics add up and at the end of the simulation each scheme presents different values of W original . Only two schemes, MY and MO, have a net gain of water while the other 11 have a net loss.
The rapid variation that most of the schemes exhibit in the first hours is likely due to the model spin-up, after which it is possible to classify them more objectively. MO, starting from day 3, has a constant water gain with an average rate of 1.55 × 10 −3 mm day −1 , while MY has a more random behaviour. Almost symmetrical to MO, KS has a constant water loss (starting at t = 10 h) of −1.67 × 10 −3 mm day −1 . Five 152 F. Cossu and K. Hocke: Influence of microphysical schemes in WRF Table 3 . The original total water mean column density W original (see Eq. 7) at t = 0 h and at t = 61 days. When the microphysical schemes convert water from one phase into another or one type of particle into another, small water mass gains or losses may occur. The original amount of total water may slightly vary in time, as shown in this Fig. 3 . The original total water mean column density evolution in time for the 13 microphysical schemes. At the beginning of the simulation W original = 26.93 mm for all the schemes and then it evolves independently, based on each scheme's microphysical transformations which cause small gains and losses of water during the transitions from one water species/phase into another. The correspondence between the abbreviations in the legend and the names of the schemes can be found in Table 1. schemes (LN, EM, GM, NT, SBU) also have a constant water loss, albeit smaller than KS and starting from t = 10 h, between −0.45 × 10 −3 and −0.84 × 10 −3 mm day −1 . Lastly, the other five schemes that have a net water loss (WSM3, WSM5, WSM6, WDM5, WDM6) decrease rapidly in the first 4 days and then stabilize towards a final value of about 26.71 mm. The scheme with the smallest total variation is EM with a difference of only −0.10 % compared to the initial value, while the scheme with the highest variation is WDM5 with a decrease of −0.81 %.
Although the differences in W original after 61 days are still small both in absolute and relative terms, the schemes with a constant water gain/loss (LN, EM, GM, NT, MO, SBU), if proceeding at the same rate, might reach a non-negligible amount of water gain/loss after a certain time. In a RCM simulation, however, the lateral boundary conditions are not periodic and they are typically updated every 6 or 12 h. The new air mass entering the domain might have much more or much less water vapour than the air mass leaving the domain, leading to a modification of the total water which easily exceeds the rate at which the microphysical schemes change it.
Water cycle components
The available microphysical schemes range from simple and efficient, to sophisticated and more computationally costly, and from newly developed schemes, to well-tried schemes such as those in current operational models . Each scheme is therefore able to compute a certain number of variables: for example, the simple KS scheme (Kessler, 1969) considers only water vapour, cloud liquid water and rain, while the more sophisticated LN scheme (Lin et al., 1983) includes also cloud ice, snow and graupel hydrometeors. The number of included microphysical processes and their particular implementation are responsible for the differences derived from the output variables which represent the various components of the water cycle. These differences and the behaviour of the microphysical schemes in the idealized case of orographic precipitation will be quantified and discussed in this section. Fig. 4 . Comparison of water vapour mean column density for the 13 microphysical schemes. Water vapour is depleted through its conversion into hydrometeors (Fig. 5 ) and accumulation at the surface under the form of precipitation (Fig. 6 ). Figure 4 shows a comparison of WV (Eq. 3) for the 13 microphysical schemes. In the first hours of the simulation, a fast decrease of water vapour is observed for all the schemes, due to the saturated profile chosen for the initialization. In saturated conditions, it is relatively easy for all the schemes to convert water vapour into hydrometeors. This fast decrease could however be caused (entirely or partially) by the model initial spin-up.
Water vapour
During the first few days it is already possible to distinguish different regimes: KS (red line) removes less WV compared to the other schemes and stabilizes at a high value of about 25 mm. WSM3 (yellow line) has an opposite behaviour, removing more WV compared to the other schemes and decreases to values below 10 mm already on day 20, while other schemes achieve this value days later and some of them never.
The rest of the schemes are more similar to WSM3 than to KS, in that they progressively remove WV instead of increasing it. KS, in fact, shows a slight increase in WV over time and its final value (27.67 mm) is higher than the initial one (26.93 mm), meaning that the overall water vapour added by surface evaporation was greater than the overall water vapour removed by condensation and precipitation. As opposed to KS, the rate of removal of WV of the other schemes decreases over time (except for SBU, which shows an increase in WV after day 42) and, as long as our simulation period allows us to infer, WV appears to stabilize around the final values listed in 
Fig. 5.
Comparison of hydrometeor mean column density for the 13 microphysical schemes. To enhance the differences between the schemes, the series have been filtered with a 10-day lowpass filter.
After 61 days all the schemes (except for KS) have lost 55-75 % of their initial water vapour content. Such a big loss can be attributed to the combination of the idealized mountain with the periodic lateral boundary conditions. The flow of moist air is in fact forced to pass several times over the mountain and at every passage orographically induced condensation and precipitation is likely to happen, removing water vapour from the air. The removal of water vapour decreases during the last days because the surface evaporation, by adding new water vapour to the closed system, is finally able to balance the water vapour loss.
Hydrometeors
The hydrometeor mean column density H includes nonprecipitating and precipitating hydrometeors, as already mentioned at the beginning of Sect. 3. Non-precipitating hydrometeors are composed of cloud droplets and ice crystals and their mass mixing ratios are given by the variables QCLOUD and QICE. Precipitating hydrometeors are rain, snow, graupel and hail and their mass mixing ratios are given by the variables QRAIN, QSNOW, QGRAUP and QHAIL. In Eq. (4) these 6 different hydrometeors are summed together to compute H . In the time series of H the differences between the microphysical schemes are hard to see due to the strong hour to hour variability which causes the lines to intersect each other like in a "spaghetti" plot. By using a 10 day lowpass filter it is possible to better visualize the differences between the series, as can be seen in Fig. 5 .
KS exhibits the highest value of H (around 0.2 mm), which remains more or less constant in time. KS reaches soon an equilibrium state in which condensation of water Table 4 . Mean column density values of water vapour WV, hydrometeors H , accumulated precipitation P and accumulated evaporation E at the end of the simulation. The initial total water mean column density is 26.93 mm for all the schemes and it is solely under the form of water vapour. The values of H are from the series filtered with a 10 day lowpass filter and are shown with 3 decimal digits instead of 2 due to the lower magnitude of H compared to the other components of the water cycle. The last column of the table shows the mean residence time of water vapour for the last 10 days of the simulation. vapour to create new droplets is balanced by the formation of rain hydrometeors and their removal by surface accumulation, which leads to an almost constant H in time.
For all the other schemes, after the initial overproduction due to the saturated conditions, H is rapidly decreasing until day 10, after which every scheme follows its own evolution. LN continues to decrease and stabilizes to values just below 0.02 mm, while NT grows rapidly and reaches values similar to KS on day 50. SBU is also characterized by a rapid increase between day 10 and day 40, then it decreases between day 40 and day 50 and it finally stabilizes at about 0.1 mm for the last 10 days. The rest of the schemes after day 10 have less marked variations and their values are between 0.04 and 0.1 mm.
The final values of H reached by the schemes are listed in Table 4 . The biggest difference is between KS (0.217 mm) and LN (0.018 mm), with KS being 12 times higher than LN. For some schemes, such as KS, LN, MY and MO, these final values might be valid also for the following days, as these schemes seem to have reached an equilibrium state. The rest of the schemes, instead, might need more time to relax towards more stable values.
Precipitation
For all the schemes, the highest precipitation rate occurs during the first day, thanks to the initial high availability of water vapour in the atmosphere. The saturated initial moisture profile causes an overproduction of hydrometeors, as we have seen in the previous section, which sediment to the ground as precipitation. As mentioned before, this initial strong variation could also be a direct consequence of the model spin-up.
The variable in which the accumulated precipitation at the surface is stored is RAINNC and it is averaged along x in Eq. (5) to obtain the mean accumulated precipitation P , whose time series is shown in Fig. 6 .
For the whole simulation period KS has the lowest value of P and WSM3 the highest, as opposed to WV, because precipitation is inversely proportional to water vapour. WSM3 reaches a final value of 71.7 mm, more than 6 times higher than KS (Fig. 6a) .
The sharp increase of P in the first day observed for all the schemes (Fig. 6b) corresponds to the sharp decrease in WV of Fig. 4 . Whether this effect is due to oversaturation or to the model spin-up, it nicely shows the balance of the different components of the water cycle.
After the first day, the mean precipitation rate is reduced for all the schemes and remains more or less constant in time, corresponding to an almost constant slope of the lines in Fig. 6a . Each scheme is therefore accumulating precipitation at its own pace, although there are some schemes which are more closely spaced. WSM5, EM, WSM6, GM, NT, WDM5 and WDM6 have similar values throughout the whole simulation and they reach final values only 7-12 % lower than WSM3. SBU, MY and MO have, instead, smaller final values (30-39 % lower than WSM3) and their lines are more separated from each other. LN has the second highest value of P during the first 10 days, then it decreases considerably and, starting around day 25, becomes the 9th scheme until the end, with a final value 19 % lower than WSM3. The final values of P are listed in Table 4 . Except for KS, all the schemes produce more precipitation than the initial total water mean column density of 26.93 mm because, aside from the existing initial water vapour, additional water vapour is provided by surface evaporation, as explained in Sect. 3, which is used for further condensation and precipitation.
The excessive production of precipitation in WSM3 is also present in Druyan et al. (2009) , who obtained exaggerated precipitation rates over West Africa using this scheme for their RCM simulation. Low precipitation rates for KS are also found in Liang et al. (2002) , where KS produces unrealistic low values of precipitation in the simulation of a floodproducing heavy rainfall over the central US. 
Evaporation
The total mean accumulated surface evaporation E, shown in Fig. 7 , is computed using Eq. (6). In the first day E is very small for all the schemes with similar values below 0.1 mm. After day 1, WSM3 sets itself above the rest of the schemes and continues to grow until the end of the simulation, reaching a final value of 52 mm. KS has again an opposite behaviour compared to WSM3, becoming the scheme with the smallest E starting from day 9 and reaching a final value of only 12.4 mm. A list of the final values of E for all the schemes is provided in Table 4 .
Since E represents the accumulated evaporation, its first derivative is the evaporation rate. The slope of the lines is always positive which means that evaporation is continuously occurring during the simulation. Since the surface temperature is prescribed, the water vapour mixing ratio at the lowest model level dominates the surface evaporation: the more the water vapour, the weaker the evaporation, and vice versa. In the first days, in fact, the high concentration of water vapour prevents the water from evaporating from the surface efficiently. Conversely, in the following days, as water vapour is removed from the atmosphere through condensation and precipitation, the evaporation becomes stronger.
The evaporation in our 61 days simulation is needed because without it the atmosphere would be depleted of water vapour very fast, being the mean residence time of water vapour in the terrestrial atmosphere of about 15 days (Chahine, 1992) .
For the schemes that reach an almost constant WV (KS in the first 30 days and almost all the other schemes in the last 10 days), there is a balance between precipitation and evaporation: water vapour is removed by precipitation as quickly as it is replaced by evaporation. In this balance H is irrelevant because it is a couple of orders of magnitude smaller than the other quantities in play.
The ratio between precipitation rate and evaporation rate (p/e ratio) is shown in Fig. 8 , in which the series have been filtered with a 10 day lowpass filter. Starting from day 30, the schemes reach a p/e ratio of about 1, indicating that the system has reached an equilibrium state. The p/e ratio for KS is below 1, meaning that there is a net gain of water vapour, in agreement with the increase of WV in Fig. 4 .
The last column of Table 4 lists the mean residence time of water vapour in the last 10 days, computed by dividing the mean WV by the mean precipitation rate. Only three schemes (MY, MO, SBU) have residence times in accordance with Chahine (1992) , and, except for KS which has an extremely long residence time of 271 days, all the other schemes have residence times below 9 days, indicating a faster water cycle.
Effects on radiation
In WRF atmospheric radiation is treated as two separate components, longwave and shortwave. Longwave radiation includes infrared or thermal radiation absorbed and emitted by gases and surfaces. Upward longwave radiative flux from the ground is determined by the surface emissivity that in turn depends upon land-use type, as well as the ground (skin) temperature. Shortwave radiation includes visible and surrounding wavelengths that make up the solar spectrum. Hence, the only source is the Sun, but processes include absorption, reflection, and scattering in the atmosphere and at surfaces. For shortwave radiation, the upward flux is the reflection due to surface albedo. Within the atmosphere the radiation responds to model-predicted cloud and water vapour distributions, as well as specified carbon dioxide, ozone, and (optionally) trace gas concentrations (Skamarock et al., 2008) .
Depending on the radiation scheme selected, the number of spectral bands goes from 2 to 16 for longwave radiation and from 1 to 19 for shortwave radiation. In our simulations longwave radiation is parameterized with the Rapid Radiative Transfer Model (RRTM) (Mlawer et al., 1997) , a spectral-band scheme using the correlated-k method with 16 different bands covering infrared wavelengths from 3 µm to 1 mm. RRTM uses pre-set tables to accurately represent longwave processes due to water vapour, ozone, CO 2 , and trace gases (if present), as well as accounting for cloud optical depth. The scheme chosen to parameterize shortwave radiation is the MM5 Dudhia scheme (Dudhia, 1989) , which has a simple downward integration of solar flux (only one band) and accounts for clear-air scattering, water vapour absorption and cloud reflection and absorption. Absorption by other atmospheric gases is not considered. All clouds and precipitation are treated as one type of cloud. The effects of the solar zenith angle are taken into account, which reduces the downward component and increases the path length.
In this section we focus on the effects of water vapour and clouds on downward radiation at the surface by analysing the output variables GLW and SWDOWN which represent, respectively, the downward longwave and shortwave fluxes at ground surface in W m −2 . The differences between the microphysical schemes are also considered.
Longwave radiation
Longwave radiation emitted from the surface is absorbed and reemitted by greenhouse gases and clouds. In our WRF simulation the upward longwave emission from the surface is computed by the 5-layer thermal diffusion land-surface model, which parameterizes the surface with a constant emissivity and a constant altitude-dependent temperature profile.
The amount of longwave radiation that every greenhouse gas is able to absorb and reemit depends on the local temperature, on its concentration and on the gas itself. Unlike water vapour, whose concentration varies during the simulation, all the other absorbing gases are modelled with a prescribed concentration profile and their contribution to the radiation budget is therefore less variable.
Also hydrometeors can absorb and emit longwave radiation. Particularly, the bottom layers of thick clouds emit downward longwave radiation (DLR) like a grey body radiating at a certain temperature, which usually corresponds to the ambient air temperature, and with a certain emissivity. Even assuming a constant emissivity, the spatio-temporal variability of the cloud distribution yields a very variable DLR at the surface. We should therefore expect a DLR surface flux characterized by two components: a slow-varying component due to water vapour emission and a fast-varying component due to cloud emission.
For each microphysical scheme we compute the time series of the mean DLR flux at the surface F LW averaged over the domain as follows:
where GLW is the WRF output variable representing the downward longwave flux at the surface, while i and N x are the spatial index and the number of cells along x already introduced in Sect. 3. In Fig. 9 it can be seen that F LW is clearly characterized by the two components mentioned above: the slow-varying component due to water vapour and the fast-varying components due to clouds. The lines in this figure are similar, apart from the noise due to clouds, to the lines of WV in Fig. 4 : KS is at the top and almost constant in time, WSM3 is at the bottom and characterized by a rapid decrease, and the rest of the schemes are in between and characterized by a decrease more similar to WSM3 than to KS. Even though WV is the mean column density of water vapour, it is still representative of the smaller amount of water vapour near the surface that emits the radiation absorbed by the ground because most of its mass is in the lower layers of the atmosphere. It is therefore reasonable to expect that higher (lower) amounts of WV correspond to higher (lower) values of F LW .
All The microphysical schemes, by modifying the distribution of water vapour and clouds, strongly affect the DLR. In a more realistic simulation the choice of the microphysical scheme is important, as the DLR modifies the surface heat budget. Even excluding KS, in our idealized scenario we obtain, after the stabilization, scheme to scheme differences of up to 33 W m −2 , which corresponds to about 10 % of the global annual mean DLR of 342 W m −2 (Wild et al., 2013).
Shortwave radiation
As for GLW, we compute the average values over the domain of SWDOWN, the WRF variable which represents the downward shortwave radiation (DSR) flux at the surface, using the same notation of Eq. (8):
The values of F SW are null before 06:00:00 LT and after 18:00:00 LT, because in those time intervals the Sun is not shining. Between 06:00:00 LT and 18:00:00 LT, F SW increases to a maximum around noon and decreases again to zero before sunset. In order to more easily compare the time series of the microphysical schemes, we compute the daily average value of F SW , naming it F 
Conclusions
We studied the impact of microphysical parameterizations on the atmospheric water cycle using a simple idealized simulation. The numerical model used, the WRF model, contains several microphysics options and it is widely used by the research community to conduct RCM simulations. By using WRF v3.3.1, we tested 13 different microphysical schemes over a period of two months in a high resolution 2-D scenario of moist air flow over an idealized bell-shaped mountain. Lateral boundary conditions were set to be periodic so that we could check the conservation of water over a time interval of 61 days in the WRF simulations.
First, we analysed the total water content and concluded that, at least for the period under consideration, all the microphysical schemes conserve water. WDM5 was the scheme with the biggest loss of total water, with a final amount only 0.81 % smaller than at the beginning. Considering that in a typical RCM simulation the lateral boundary conditions are updated every 6 or 12 h, such a small loss is irrelevant.
We showed that, despite the same initial and boundary conditions and model configuration, the choice of the microphysical scheme has important consequences on different components of the water cycle, including water vapour, hydrometeors and accumulated precipitation. KS gave quite different results from the rest of the schemes, which is not surprising because it is the only scheme without ice-phase processes. The inclusion of ice processes is crucial to realistically represent clouds and the different types of precipitation. The other schemes, although more similar to each other, still showed important differences. In particular, by excluding KS, we have found that the final values obtained with different microphysics options, expressed as mean column densities averaged over the domain, can vary by up to 79 % for water vapour, up to 10 times for hydrometeors and up to 64 % for accumulated precipitation.
Furthermore, microphysics, by modifying the distribution of water vapour and hydrometeors, indirectly influences surface evaporation and downward radiation at the surface. We have found differences in surface evaporation of up to 84 % (without considering KS).
For the downward radiation at the surface, we considered the longwave and the shortwave components separately. The simulated time series of the DLR contains the combined effects of the water vapour emission, which varies slowly, and the clouds emission, which is more variable in time. The same is true for the time series of the daily average DSR flux. KS has the highest value of DLR flux and the lowest value of DSR flux, because higher amounts of water vapour and clouds emit more infrared radiation and let less solar radiation pass through the atmosphere. The other schemes show differences in the final values of up to 33 W m −2 for the DLR flux and up to 49 W m −2 for the DSR flux.
It is important to note that the results we obtained for this particular model configuration are not universal. A different model setup with a different combination of physical parameterizations could lead to different results because the microphysics are influenced by the interactions with the other schemes. However, the wide range in terms of water phases, hydrometeor distributions and precipitation that we obtained suggests that any other combination of physical schemes might present a similar spread in the results for different microphysical schemes and that the choice of the microphysical scheme is a dominant factor in the performance of the model.
