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TO STANISLAW ULAM ON THE OCCASION OF HIS 65TH BIRTHDAY 
An especially intractable breed of problems in physics involves those with 
very many or an infinite number of degrees of freedom and in addition involve 
“renormalization.” Renormalization is explained as the existence of very many 
length or energy scales of importance in the physics of the problem. The 
renormalization group approach is a way of reducing the complexity of these 
problems to the point where numerical methods can be used to solve them. The 
Kondo problem (dilute magnetic alloys) is used as an illustration. 
1. INTR~OUOTION 
When one surveys the use of numerical methods and computers in 
theoretical physics, one finds that there are four main classes of problems. 
First, there are problems involving one degree of freedom: an ordinary 
differential equation or a one-dimensional integral. These can usually be 
solved rapidly to high precision on a computer that fits into one’s 
pocket. The second class of problems are those involving several degrees 
of freedom: a partial differential equation in three variables or a fourfold 
integration, for example. Solving these problems can challenge even a 
CDC-7600. The third class of problems are those involving very many 
degrees of freedom. The only purely numerical approach for these 
problems is the Monte Carlo technique, which one uses for example to 
compute many-fold integrals or properties of simple liquids. Monte 
Carlo methods are considerably less accurate and reliable than the more 
controlled methods available for simpler problems. Accordingly, purely 
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numerical methods remain less important than the various formal 
methods, such as Feynman graph expansions, for the many degree of 
freedom case. (There can be a lot of numerical work involved in cal- 
culating Feynman graphs, but this will not be discussed here.) 
There is a fourth class of problems which until very recently lacked 
any convincing numerical approach. This fourth class is a subclass of 
problems involving a large or infinite number of degrees of freedom. 
The special feature of this suclass is the problem of “renormalization.” 
Originally, renormalization was the procedure for removing the diver- 
gences of quantum electrodynamics and was applied to the Feynman 
graph expansion. The difficulties of renormalization prevent one from 
formulating even a Monte Carlo method for quantum electrodynamics. 
Similar difficulties show up in a number of problems scattered throughout 
physics (and chemistry, too). These problems include: turbulence (a 
problem in classical hydrodynamics), critical phenomena (statistical 
mechanics), dilute magnetic alloys, known as the Kondo problem (solid 
state physics), the molecular bond for large molecules (chemistry), 
in addition to all of quantum field theory. 
In this paper the problem of renormalization will be shown to be the 
problem of many length or energy scales. This problem will be explained 
and illustrated in the first part of this paper. 
The second part of the paper is an introduction to a new approach, 
called the “renormalization group,” which can overcome the problems of 
renormalization. At the present time precise numerical calculations exist 
for the Kondo problem [l] (p reviously unsolved) and the two-dimensional 
Ising model of a critical point [2] (p reviously exactly solved by Onsager). 
Rough numerical calculations exist for a modification of the three- 
dimensional Ising model, but these latter have been superseded by an 
expansion technique about four dimensions which will not be discussed 
here (see Ref. [3]). In this paper the renormalization group approach 
will be illustrated using a watered-down form of the Kondo problem; 
a description of the Kondo problem will also be given as well as some of 
the results of the calculation. 
No numerical calculations using the renormalization group exist at 
present for quantum field theory, nor do they exist for turbulence or the 
molecular bond. Formidable obstacles still remain in all these subjects. 
But, as will be seen below, these problems are broadly similar to the 
Kondo problem. In consequence, one can expect that further develop- 
ment of the renormalization group approach will solve these problems 
also, although a long time will probably be required. 
607/16/2-4 
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2. MULTIPLE SCALES 
Consider a glass of water at room temperature. There will be hydro- 
dynamic fluctuations of the water, i.e., surface waves, say with a 
wavelength of order 1 cm. In addition, there are random motions of the 
individual water molecules leading to density fluctuations with wave- 
lengths of order 1 A. Not much happens in between. This is not yet 
a problem involving renormalization: it has only two length scales, easily 
separated. 
Next consider the same water brought to the critical values of 
temperature and pressure (647 K, 217 atm). At this “critical point” 
the density of water and steam become equal. As a result, very close to 
the critical point one finds large-scale density fluctuations, i.e., large 
bubbles of steam interspersed among large water drops. These density 
fluctuations occur at all wavelengths from 1 A up to a maximum 
wavelength (“correlation length”) f. At the critical point, 5 is infinite. 
The fluctuations on the scale of several thousand angstroms cause strong 
light scattering (“critical opalescence”). 
The large-scale fluctuations near the critical point in no way diminish 
the fluctuations on an atomic scale. In consequence, an adequate 
description of water near the critical point requires that one consider 
fluctuations at all wavelength scales from 1 A to .$. This is an example of 
many wavelength scales. 
Simple statistical methods for studying fluids (theoretically) emphasize 
length scales near 1 A. The same is true of Monte Carlo methods. By 
setting up hydrodynamics one can treat very long wavelength fluctuations 
also. But all these methods break down when one has a large range of 
wavelengths of equal importance. In the simplest situation (for critical 
phenomena the simplest situation is four dimensions, or close to four 
dimensions, rather than three or two dimensions) the importance of 
many wavelengths shows up through the integral j’i dkjk where k is the 
wavenumber and K = 1 8-l. All wavenumber scales below 1 contribute 
equally to this integral. For example, the range l/200 < k < l/100 is as 
important as the range l/20 < k < l/10. In consequence, the integral 
diverges. (The divergence occurs for 5 -+ co; for finite 5 the lower limit 
on the integral is f-1, not 0, and the integral is finite.) The problem of 
eliminating logarithmically divergent integrals was the basic renormaliza- 
tion problem in quantum electrodynamics. Such divergences are often 
a symptom of a problem involving multiple scales. 
As an example of a problem with multiple energy scales, consider the 
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conduction band of a metal. A conduction band has a Fermi surface in 
momentum space at momentum K, . At low temperatures the conduction- 
band states with momentum K < k, are filled with electrons; the states 
with k > k, are unoccupied. To be precise this is the situation for the 
conduction band in its ground state. Consider the excited states of the 
band. One can take an electron from deep inside the Fermi surface (for 
example, with k = k,/2) and put it in a state well outside the Fermi 
surface. Such a state has an energy ~1 eV above the ground state. This 
is the largest energy scale for a typical conduction band. We can illustrate 
these two states by an energy level diagram; see Fig. 1. 
0 
FIG. 1. Ground and excited-state energies for conduction band on scale of 1 eV. 
One can also excite an electron near the Fermi surface to a state just 
outside the Fermi surface. This leads to a smaller energy change, say 
0.1 eV. This electron is distinct from an electron deep inside the Fermi 
surface, so now one has four possible states when both electrons are 
considered. The four states are illustrated in Fig. 2. One now has two 
-i eV 
FIG. 2. Ground and excited states for conduction band including scales of 1 eV and 
0.1 eV. 
states separated by 1 eV each of which is split into two states with 
separation 0.1 eV. The diagram looks similar to the energy level splitting 
caused by the fine structure in hydrogen. One now has two energy 
scales: 1 and 0.1 eV. 
Since the Fermi surface is infinitely sharp, one can produce further 
energy scales, say 0.01, 0.001 eV etc., by exciting electrons closer and 
closer to the Fermi surface (Fig. 3). 
To picture the conduction band as having separate discrete energy 
scales, as in Fig. 3, is a gross oversimplification. Actually the possible 
energy scales form a continuum: all energies less than -1 eV are 
possible. 
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FIG. 3. Conduction-band energy levels: three energy scales. 
For many band-problems these multiple energy scales are not a 
difficulty. The reason for this is that in many cases the interactions 
between electrons in the band can be ignored. As long as one has to 
discuss only single electron states the difficulties of the multiple energy 
scales are not so severe. The energy level structure of Fig. 3 is relevant 
only when multiple electron states have to be considered. 
The Kondo problem [4, 51 is the problem of the behavior of dilute 
magnetic alloys, such as 0.01 Ok-iron impurities in copper. The particular 
question of interest is the zero temperature limit of the susceptibility, 
specific heat, resistivity etc. due to the impurity. The interaction of the 
impurity with the conduction band of the host metal cannot be treated in 
a one-electron approximation due to spin-flip scattering of conduction- 
band electrons by the impurity. Two successive electrons cannot 
undergo independent spin-flip scatterings by the same impurity because 
the first electron changes the spin of the impurity (see Fig. 4). 
e 
b 
FIG. 4. Successive scatterings of two spin-up electrons by an iron impurity. The 
first scattering is spin-flip, the second scattering cannot flip spins. (a), Configuration 
before any scattering; (b), configuration after the first scattering. 
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There was great interest in the Kondo problem over the last ten years, 
but the problem turned out to be depressingly difficult to solve, the 
multiple energy scales being the bottleneck. Anderson, Yuval, and 
Hamann [6, 51 gave a qualitative solution of the zero temperature 
behavior by setting up an analogy between the Kondo problem and a 
one-dimensional Coulomb gas (another not-so-easy problem). Now 
one can calculate properties of the simplest model (one impurity coupled 
to s-wave electrons) to a few percent accuracy by renormalization group 
methods [ 11. 
In turbulence, for example in the atmosphere, energy is generated at 
very long wavelengths by an external disturbance and is dissipated into 
heat by viscosity effects at very short wavelengths. Turbulent fluctuations 
develop at all intermediate wavelengths; these multiple length scales are a 
principal reason for the slow progress of theories of turbulence. In 
quantum field theory one has multiple energy scales; for example, 
in quantum electrodynamics one has single electron states with any 
energy from 0.5 MeV to co, and multiple particle states must be 
considered just as in the conduction-band case. The divergences arise 
due to the lack of a cutoff on the high energy scales. In the molecular 
problem one has multiple energy scales, from the inner s-shell energies of 
the atoms (~100 eV to keV) to the small van der Waals forces between 
distant atoms. 
3. THE RENORMALIZATION GROUP: TECHNIQUE 
The problem of renormalization has two parts. There is a technical 
problem, namely, how to solve problems involving renormalization. 
Until recently, renormalization was applied only to a Feynman graph 
expansion except for a few exactly soluble models [7]. Unfortunately, an 
expansion makes sense only when the expansion parameter is small. Thus 
one searches for alternative methods, and with the availability of large 
computers one turns to purely numerical methods. The renormalization 
group approach is a numerical approach [g]: it will be described in 
detail shortly. 
The second part of the problem is determining the qualitative physics 
of systems requiring renormalization. This turns out to be quite different 
from naive expectations, and as a result a special language has developed 
to describe the results one finds: fixed points, universality etc. This 
language will be explained in Section 4. The peculiar results of renormal- 
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ization are a direct consequence of the existence of multiple length or 
energy scales, and therefore the same set of results occurs in many 
different kinds of problems so long as they involve renormalization. 
To illustrate the technical aspects of the renormalization group 
approach, a simplified version of the Kondo problem will be discussed. 
Namely, we shall invent a quantum system that has the energy level 
structure illustrated in Figs. 1-3. Then the solution of this problem will 
be described. Nothing beyond elementary quantum mechanics will be 
involved. 
First consider the space of states of the system. One starts on an energy 
scale of 1 eV with two states, a ground state and an excited state. One 
might set up Pauli matrices ooz , troy , croz to be the operators on this space. 
Next one brings in the energy scale 0.1 eV; on this scale each state splits 
into two, giving four states total. A new set of Pauli operators uiz , uly , ulz 
can describe the splitting. One splits each state into two again on the 
scale 0.01 eV, introducing operators uar , (say , and us8 . 
Suppose one has 11 energy scales in toto: 1, 0.1, 0.01 eV etc., down to 
lo-lo eV. Then there are 11 sets of Pauli matrices and 2,048 states after 
the final splitting. 
Secondly, consider the Hamiltonian of the system. The Hamiltonian 
must have 11 separate terms corresponding to the 11 energy scales: 
A?’ = H, + O.lH, + O.OlH, + *** + 10-lOH,, . (1) 
The operator Ho gives the unperturbed energies of the original two 
states (Fig. 1). In other words, Ho depends only on Go; Ho can be repre- 
sented by a 2 x 2 matrix. For example, Ho might be 
1 2 
Ho= 2 --1 - I I (2) 
The operator H, determines the first set of energy level splittings 
(Fig. 2); H, d p d e en s on both 6. and 6, and can be represented by 
a 4 x 4 matrix. See, e.g., Eq. (6) below. Similarly, Ha is represented by 
an 8 x 8 matrix, etc.; Hz1 is represented by a 2,048 x 2,048 matrix. 
The full Hamiltonian Z, like Hii , is represented by a 2,048 x 2,048 
matrix. Assuming this matrix has been constructed, one’s first temptation 
(especially if one is at Los Alamos) might be to feed it to the 7600 and 
go fishing. 
This is not the most economical procedure. A 2,048 x 2,048 matrix is 
rather large; diagonalizing it would require several hours of computing 
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time. To make matters worse, high precision is required: the energy 
eigenvalues of # are of order 1 but the energy level splittings are as 
small as lo-lo. To see these splittings one should have an accuracy at 
lo-l2 or better. 
The structure of the energy levels suggests an alternative approach: 
perturbation theory. 
To illustrate what one can accomplish with perturbation theory, 
consider a much simpler model, namely one with only the energy 
scales 1 and lo-lo, say 
c@ = H, + lo-loHI . (3) 
The first step is to diagonalize Ho . Suppose that this calculation is 
performed with a roundoff error -0.1%. Then Ho in diagonal form is 
-2.236 0 
Ho= o +2.236 ’ (4) 
Next one adds H,; to do this one must first rewrite Ho as a 4 x 4 matrix: 
1 -2.236 0 0 0 I 
Ho= “0 -2.236 0 0 
0 2.236 0 (5) 
1 0 0 0 2.236 1 
(As indicated by Fig. 2, each eigenvalue of Ho occurs twice.) Then one 
adds lo-r0 H, to Ho; suppose 
1 1.2 0.5 0.6 0.8 1 
lo-IoH, lo-lo 0.5 1.4 0.4 0.3 = x o 6 om4 2 2 o l . 
0.8 0.3 0.1 0.9 
(6) 
To add IO-lo H, to Ho one must use the same representation for both, 
so one has to compute matrix elements of HI with respect to eigenstates 
of Ho . Since these eigenstates are only computed to 0.1 o/o accuracy, the 
matrix elements of H, are only determined to 0.1 o/o accuracy also. Let 
Eq. (6) be the result of calculating these matrix elements. 
The next step in the (degenerate) perturbationtheory calculation is to 
178 KENNETH G. WILSON 
neglect the excited states of H, . The result of neglecting these states is 
an effective Hamiltonian 
(7) 
(apart from the constant -2.236). In diagonal form Seti is 
s&f = lo-10 
0.790 0 
0 1.810 (8) 
The lowest two eigenvalues of SF are therefore 
El = -2.236 + 0.790 x lo-lo, (9) 
E, = -2.236 + 1.810 x lo-lo. (10) 
Note the following: 
(1) The roundoff error in E, or E, separately is about 1O-s, but 
the energy splitting E, - E, is known to much greater accuracy: 
4 - El = 1.020 x lo-lo, (11) 
with an error of about lo-l3 . 
(2) The perturbation calculation of Z involves the diagonalization 
of two separate 2 x 2 matrices [Eqs. (2) and (7)] each to an accuracy 
-0.1%. In contrast, the brute force diagonalization of X involves 
diagonalization of a 4 x 4 matrix to an accuracy of lo-l1 %. 
(3) The error due to using perturbation theory is of order 10ezo, 
much smaller than the round-off error. 
Return to the full Hamiltonian [Eq. (l)]. A lowest-order degenerate 
perturbation treatment consists of the following steps: 
(1) Diagonalize Ho and keep only the ground state. 
(2) Construct the ground state matrix elements of 0.1 Hi , 
producing a 2 x 2 matrix which one diagonalizes. 
(3) Now one treats 0.01 Ha as a perturbation on Ho + 0.1 H, . 
This means one keeps only the ground state of Ho + 0.1 H, , i.e., the 
lowest energy eigenstate from step 2. One constructs the ground state 
matrix elements of 0.01 Ha , thus generating a third 2 x 2 matrix. 
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Continuing in this way the entire Hamiltonian X is solved by con- 
structing and diagonalizing 11 2 x 2 matrices, starting with H, and 
ending with H,, . The perturbation calculation is represented 
schematically in Fig. 5. 
FIG. 5. Energy levels calculated in perturbation theory: for each energy scale the 
lowest two states are calculated, all higher states being neglected. 
The calculation just described yields only the ground state and first 
excited-state energies of %. Other excited-state energies can be obtained 
by repeating the calculation except that an excited state is kept instead 
of the ground state at some stages of the calculation. 
The accuracy of the degenerate perturbation calculation is not very 
good. At each stage the perturbation is about 10% of the unperturbed 
level spacing, which means one makes about a 10% error at each stage, 
and this error can accumulate over the 11 stages. This error is easily 
reduced. Suppose that one starts by diagonalizing H, + 0.1 Hi (a 4 x 4 
matrix) exactly except for roundoff error. Then instead of keeping only 
the ground state of H, + 0.1 H, , one keeps both the ground state and 
first excited state, neglecting only the excited states of H, . Then one 
adds 0.01 Hz , leading to a new 4 x 4 matrix which again one diagonalizes 
exactly. Continuing this procedure, one has ten 4 x 4 matrices to 
diagonalize. This scheme is illustrated in Fig. 6. The error in this pro- 
cedure can easily be seen to be the ratio of the perturbation energy to 
the neglected unperturbed energies (relative to the ground state energy), 
i.e., 1%. Now even the accumulated error of ten iterations cannot be 
more than 10%. If further accuracy is required one can keep four states 
after each diagonalization and diagonalizes 8 x 8 matrices at each step, 
starting with H,, + 0.1 H, + 0.01 Ha . This gives 0.1 o/o accuracy at 
each step [9]. 
The full 2,048 x 2,048 matrix Z has to be diagonalized only if one 
needs an accuracy better than 10-s%. 
The lessons of the above calculation are the following. There is one 
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FIG. 6. Energy levels calculated in improved perturbation theory: four energy levels 
are calculated at each stage. 
degree of freedom (one set of Pauli operators) for each energy scale in 2. 
Considering the whole of Z at once, one has 11 degrees of freedom 
resulting in 2,048 states and an unpleasant matrix to diagonalize. The 
degenerate perturbation treatment allows one to break up the calculation 
into 11 parts, each of which involves only one energy scale, and hence 
only one degree of freedom. The result was 11 separate 2 x 2 matrices 
to diagonal&e. For greater accuracy one can diagonalize 8 x 8 matrices 
at each step, which corresponds to considering three neighboring energy 
scales at each step. These 8 x 8 matrices need only be diagonalized to 
0.1 o/0 accuracy and one will still have lo-l2 absolute accuracy on the 
energy splittings of order lo-lo in S. 
The artificial model described above illustrates the basic idea of the 
renormalization group approach. This idea is that whenever one has a 
problem with many length scales, or many energy scales etc., one breaks 
up the calculation into separate stages, with one stage for each length or 
energy scale. This break-up is to be defined so that each stage involves 
only a few length or energy scales (for example, the 8 x 8 matrix 
diagonalization in the above model, involving three energy scales from the 
original 11). As a result each stage of the calculation involves fewer 
degrees of freedom than appear in the full problem. This means each 
stage is more amenable to numerical techniques than the full problem. 
In the model, the separate energy scales were clearly identified, and it 
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was straightforward to treat them one at a time. In real life, the situation 
is more complicated. Instead of separate discrete scales one has a 
continuum, for example, a continuum of energy scales in a conduction 
band. It is a nontrivial task to break down the problem to a few energy 
scales in a workable form. Accomplishing this is as much an art as a 
science and will not be discussed further here. Several procedures exist 
for separating length scales in critical phenomena; see Refs. [2] and [3]. 
The procedure for handling the Kondo problem has been described 
in Ref. [l]. Th e classic renormalization group approach of Gell- 
Mann and Low accomplishes this breakdown for weakly coupled 
quantum field theories, but no procedure exists yet for strongly coupled 
field theories. No procedures exist yet for turbulence or the molecular 
band. 
In the model, the reduction in degrees of freedom was from 11 total to 
three or less per stage. In real life one often can think of techniques that 
reduce 1O23 degrees of freedom, say, to 60 or so. For example, one 
can think of generalizations of the Niemeijer-Van Leeuwen technique 
to the three-dimensional Ising model which involve a 4 x 4 x 4 block 
of spins at each stage. Unfortunately, this does not seem to be much of 
an improvement in practice: a block of 64 spins has 2‘j4 configurations: 
a sum over all these configurations would require 30,000 years of com- 
puter time. The hope is that by being clever enough the number of 
degrees of freedom per stage can be further reduced.l Alternatively, one 
may be able to develop Monte Carlo methods to handle 64 or more 
degrees of freedom. So far I have been reluctant to try Monte Carlo 
techniques, preferring to locate and study special cases such as the Kondo 
problem where Monte Carlo methods are not needed. 
4. THE RENORMALIZATION GROUP: CONSEQUENCES 
When one solves a problem by renormalization group techniques, 
one often finds surprising results. This is due to the iterative character of 
the renormalization group. In the model of the previous section, one 
had -10 matrices to diagonalize; in the actual Kondo calculations, as 
discussed below, there were as many as 80 stages, each stage involving 
a matrix diagonalization. The results to be explained below are natural 
and normal for any iterative calculation, and hence they recur in many 
renormalization group calculations. They are surprising in the context 
l See, e.g. [12]. 
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of problems such as the Kondo problem only because physicists are not 
used to thinking of these problems in terms of multiple energy scales and 
the role that each scale plays in the physics of the problem. 
The example that will be used in this section is the Kondo problem. 
The Hamiltonian actually used in the Kondo calculation had the 
following form 
~9 = - Jfo+6f,, . i + i 2-“‘“(fn’fn,l + f;+lfn). (12) 
VZ=O 
It is not necessary to understand this Hamiltonian in complete detail; for 
further information see Ref. [l]. The operators f,+ create electrons in 
states with energies of order 2-“J2. The parameter J is the strength of the 
magnetic coupling of a single impurity to the conduction band electrons. 
The successive energy scales differ by 1/2 in this Hamiltonian, instead 
of the factor 10 of the previous model. (The factor 42 is only an approxi- 
mation: the exact Kondo model is obtained by replacing 42 by &i and 
taking the limit /I --+ 1. But very good accuracy (much better than 1%) 
appears to result from choosing (1 = 2; see Ref. [l]. 
The solution of X was obtained by the same procedure outlined for 
the previous model. An iteration consisted of adding one more term 
from the sum over n to the Hamiltonian, diagonalizing, and keeping 
only the lowest eigenstates. However, since the ratio of energy scales 
was only l/z per stage, it was necessary to keep of the order 600 states 
after each iteration instead of 4 or 8. (Calculations were performed 
keeping either 526 or 1620 states; they differed by a few percent only.) 
TABLE I 
First Two Excited-State Energies of Kondo Hamiltonian 
(Ground State Energy E,, Normalized to 0) 
After N Iterations, Apart from Scale Factor S 
N 44 46 48 4.5 
~- 
EO 0 0 0 0 
El 0.6532 0.6545 0.6550 0.0021 
ES 1.301 1.306 1.308 1.292 
S d/2-44 d/2-4” g-48 VT46 
Perhaps the most important term in the lexicon of the renormalization 
groups is “fixed point.” A fixed point comes about in the Kondo 
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calculation as follows. After 44 iterations of a typical calculation, the 
first few energy levels were those of Table I. The energy levels after 
46 iterations are also shown. They are almost identical except for a 
change in scale of a factor of 2. There is even less change between46and48 
iterations. In the limit of an infinite number of iterations there is no 
difference at all except for the change in scale. This limiting set of energy 
levels is called a fixed point. 
A fixed point is a special solution of the iterative calculation. To see 
this let H, be the Hamiltonian after N steps, resealed so that the low 
lying energies are of order 1 instead of d/2+‘. Then the iteration formula 
is 
HN+I = fN+fN+l + f&+&v + dz HN (13) 
Suppose HN+l has the same set of energy levels as H,; this is a fixed 
point. Then it is evident that H,,, will have the same set of energy 
levels as HN+r because the formula generating HN+s from HN+r has the 
same form as the formula generating HN+r from H, . 
There is no guarantee that a given renormalization group calculation 
will lead to a fixed point, and in the Kondo case what one obtains is not 
precisely a fixed point. In the Kondo case it is only HN+, that has the 
same energy levels as HN; HN+l has a quite different set of energies (see 
Table I). It is more correct to call this a “limit cycle.” If one studies H, 
only for even N it looks like a fixed point. 
One of the results of the Kondo calculation was a determination of the 
ratio of the specific heat C to the susceptibility x of the impurity in the 
limit of zero temperature. The results obtained were: 
+o:L&)=o, 
J < 0: y$ (g) = 7 (1 + O.O3)P, 
(14) 
the latter result valid for small negative J. There is a discontinuity in 
this ratio at J = 0; then for small negative J it is a constant independent 
of J. The discontinuity is a typical outcome of a renormalization group 
calculation. 
From a conventional (non-renormalization group) approach the 
discontinuity is unexpected. For small enough J one would think that 
the Hamiltonian 2 of Eq. (12) could be solved in a perturbation expan- 
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sion in J. This means that one should have 
(16) 
There is no hint of a discontinuity at J = 0 in this formula. 
When a,(T), a,( 7’) t e c. are calculated [4] it is found that u4( 2’) behaves 
as In T for T -+ 0. In consequence the expansion becomes infinite for 
T = 0. Unfortunately, ah(T) behaves as ln2 T, u&T) as ln3 T, etc., so 
that one cannot neglect higher orders in J when T is very small. Thus a 
knowledge of the coefficients u*(T) etc. does indicate something peculiar 
will occur at T = 0 but leaves one with no insight as to what will 
happen. 
The discontinuity at J = 0 develops naturally in the renormalization 
group calculations. Consider two calculations, one for J = 0 and one for 
small negative J, say J = -0.001. In the first stage of the calculation, 
the energy levels for J = 0 and J = -0.001 differ only by about 0.1 y0 
due to the small value of J. The energy levels are analytic functions of J; 
there are no discontinuities in J at J = 0. In the second stage of the 
calculation, with a smaller energy scale, there are somewhat larger 
differences between the J = 0 energy levels and the J = -0.001 
energy levels. This might be a 0.2% difference (I am exaggerating the 
actual increase). The energy levels are still analytic in J. 
As one goes through the third, fourth, and higher stages the difference 
between the J = 0 and J = -0.001 energy levels increases further, to 
to 0.4, 0.8% etc., until after sufficiently many iterations (say 10) there 
is a 100 o/0 difference. Each stage of the calculation is completely analytic, 
but, no matter how small the initial value of J is, the energy levels after N 
stages can be lOOo/o different from the energy levels for J = 0 if N is 
large enough. 
For N-t co, what happens is that both the J = 0 and J = -0.001 
calculations lead to fixed points, but they are dzjferent fixed points. 
Denote these fixed points by H,* (J = 0) and H,* (J = -0.001). 
Both HA* and HB* reproduce themselves when subsituted in Eq. (13) 
(to be precise both require two iterations to reproduce themselves), but 
HA* is a completely different list of energies than H,*. Any negative 
value of J no matter how small results in H,*. 
Thus it is natural that the physics for J = 0 is qualitatively different 
than for J < 0. 
The discontinuity at J = 0 occurs only at zero temperature. It is 
easily seen why this is so. When T is greater than zero there is a minimum 
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energy scale, namely kT. To determine quantities like the susceptibility 
and specific heat at temperature T, one needs to know the energy level 
structure for energies of order kT above the ground state. Roughly 
speaking this structure is determined when one has reached the iteration 
N for which 1/2pN is of order kT. If kT > 0, then N is finite and the 
energy levels are still analytic in J. Only when T --t 0 is one forced to go 
to the limit N -+ co for which the discontinuity occurs. 
The constancy of the ratio (CjXT) for small J is also easily understood. 
The same fixed point is reached for N -+ co for any small value of J; 
thus one would expect zero temperature properties of the system to be 
independent of J. (This ratio is, correctly speaking, not quite a zero 
temperature quantity and does vary with J when J is sufficiently large. 
This is a technical detail, one of many, that cannot be discussed further 
here. See Ref. [l]. This independence of J is a particular example of 
“universality,” namely the independence of properties of a system 
described by a fixed point on parameters in the initial Hamiltonian. 
Universality plays an important role in the present understanding of 
critical phenomena [3]. 
5. OUTLOOK 
The examples discussed in the previous sections show the importance 
of the renormalization group both for solving problems requiring 
renormalization and for revising one’s expectations about what the 
solution will look like. Nevertheless, the renormalization group continues 
to be less important than one might expect. It is at present an approach 
of last resort, to be used only when all other approaches have been tried 
and discarded. The reason for this is that it is rather difficult to formulate 
renormalization group methods for new problems; in fact, the renormali- 
zation group approach generally seems as hopeless as any other approach 
untilsomeone succeeds in solvingtheproblembytherenormalizationgroup 
approach. Where the renormalization group approach has been successful 
a lot of ingenuity has been required: one cannot write a renormalization 
group cookbook. (In contrast, Feynman diagram techniques can be 
reduced to simple strict rules.) Even if one succeeds in formulating the 
renormalization group approach for a particular problem, one is likely 
to have to carry out a complicated computer calculation, which makes 
most theoretical physicists cringe. Especially in the case of strong 
interactions of eIementary particles, most theorists hope to solve the 
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problem without turning to modern renormalization group methods. It 
will probably require several years of stagnation in elementary particle 
theory before theorists will accept the inevitability of the renormalization 
group approach despite its difficulties. 
Postscript on terminology: The “group” in “renormalization group” 
refers to the iteration which is always part of a renormalization group 
approach. An example is Eq. (13), which can be thought of as defining 
a transformation Ton a space of Hamiltonians: H,,, = T[H,]. Iterating 
this transformation defines a simple semi-group. 
Added notes. (1) A short introduction to the renormalization group 
approach is given in Ref. [lo]. (2) Th ere is a more formal “multiple time 
scale” technique discussed, e.g., in Ref. [II]. The multiple time scale 
method is another example of a renormalization group approach. 
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