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1. INTRODUCTION 
In Eckhoff [l] the problem of stability was considered for a linear 
symmetric hyperbolic system of the form 
(1.1) 
where u = {ui ,..., urn} denote the dependent variables, while B and A” 
(v = l,..., n) are given m X m matrices with real coefficients which may 
depend on the independent variables x = (x, ,...f xX] (space) and t (time). The 
matrices A” are assumed to be symmetric. 
In [l] it was proved that it may often be possible to establish sufficient 
conditions for instability of the trivial solution u FZ 0 of (1. I) by considering 
the leading term in a generalized progressing waue solution of (1.1). As 
pointed out at the end of [l], however, it is easy to construct systems (1.1) 
for which the trivial solution is unstable, but where the instability cannot be 
detected by the approach described in [l]. An adjacent idea for improving 
the approach in [ 1 ] such that further sufficient conditions for instability may 
be detected, is to consider higher order terms in the generalized progressing 
wave solutions of (1.1). This idea was to some extent considered by Eckhoff 
[2]. We there showed that the expansions which have been considered earlier 
in the literature (see, for instance, Ludwig [3J) usually will lead to secular 
terms which limit the validity of the expansions to short intervals of time. 
Since the problem of stability is concerned with the long range behaviour of 
the solutions of (1. l), those expansions cannot give an improvement of the 
theory in [ I] in a straightforward fashion. 
In this paper we shall construct modified expansions for the generalized 
progressing wave solutions of (1.1). By a procedure similar to that of 
Poincare and Lindsted for ordinary differential equations (see, for instance, 
Cesari [4]), we shall show that it may be possible in many cases to obtain 
expansions which tell of the long range behaviour of the solutions of (1.1). In 
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particular, we shall show how such expansions may be used to improve the 
stability criteria for (1.1) obtained by the theory in [ 11. To this end, we 
consider the same problem of stability and make the same assumptions as 
those formulated in Section 2 in [ 11. 
2. SPECIAL FAMILIES OF SOLUTIONS 
We shall now construct families of solutions of (1.1) depending on a real 
f--q= parameter o and an ordering integer N in the following way (with 
5 
uN(x, t; w) = E,(x, t; w) exp{@,(x, t; u>} + RN&, t; u), (2.1) 
where 
EN = E,(x, t; w) = ? ’ ,-Jo (iwy’ %(Xy 0, (2.2) 
DN = QN(x, t; co) = ioq(x, t) + + 
1 
,eo @g GJb9 0 (2.3) 
Here we want to determine the Nth order phase function QN and the Nth 
order amplitude E, such that the Nth order remainder R, may be shown to 
be negligible in (2.1) when o + co. 
By substituting (2.1) into (1.1) we get 
Lu,= 
I( 
@,,I+ $, @Nx~Au)E,+LEN~ ew@,+LR, 
+ Xi0 (v;I + “tl &“A’) aj-K +Lq] 
+LR,=O. (2.4) 
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In order that (2.1) shall have the required properties, it is natural, in View Of 
(2.4), to assume that E, and @, are such that 
( 
qQ+ 5 px,AU a,=% (2.5) 
u = 1 1 
PJ + c CP,,,A” aj+l f i &I + 2 q$,A” aj-K +Laj=O 
0=l K==O i I?=1 > 
(j = 0, 1,2 )..‘, N - 1). (2.6) 
Equation (2.5) is the same as (4.3) in [l]. From the discussion in Section 4 
in [l] we know that in order for (2.5) to be satisfied with a, # 0, the prin- 
cipal phase function q must satisfy 
where 0(x, t, l’,..., r”) is a characteristic root associated with (1. l), i.e., an 
eigenvalue of the symmetric matrix E = CE=, [“A”. Furthermore, if ~(x, t) is 
a real-valued solution of (2.7) such that Vq # 0 and such that R for this 
solution a, is an eigenvalue of fared multiplicity P, say, in the considered 
domain, then it follows from (2.5) that the principal amplitude a, can be 
written as 
where rl ,..., t, are orthonormal eigenvectors associated with the charac- 
teristic root 0, and CJ~,..., u: are scalar functions to be determined. 
In order to determine o” = {cJ~,..., u:} we may look at (2.6) withj = 0 as a 
system of linear algebraic equations for the Jirst distortion coefJicient a,. 
When q has the assumed properties, (2.6) with j = 0 has a solution if and 
only if for I= l,..., y, 
r,-Lao+rl- 
Substitution of (2.8) into (2.9) and use of (5.6) in [l] yield for I = l,..., ,B, 
(2.10) 
505/13!?-9 
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In deriving (2.10) we have assumed that the multiplicity assumptions 
discussed in Section 5 in [l] are fulfilled along the rays associated with the 
considered solution ~(x, t) of (2.7), i.e., along the solutions of 
(v = l,..., n), (2.11) 
where 5 = Vq(x, t) is substituted. 
For an arbitrarily given complex-valued function ~‘(x, t) we see that 
(2.10) may be interpreted as a system of ordinary differential equations for 
CS’ along the rays determined by (2.1 l), 
(I= l)...) ,D). (2.12) 
We shall call this the modulated system of transport equations for the hyper- 
bolic system (1.1). It is easy to see that the solutions cr’(x, t) of (2.12) and 
the s.olutions a(x, t) of the transport equations (5.7) in [l] are related in the 
following way : 
0(x, t) = oO(x, t) exp{p’(x, t)]. (2.13) 
We shall call ~‘(x, t) the modulation coefficient in the family of solutions 
(2.1~(2.3). In view of (2.13), we see that the leading term in (2.1~(2.3), 
a,(x, t) exp{iw(x, t) + v’O(x, O), (2.14) 
is independent of the choice of q ‘. As will be seen later, however, the choice 
of o” will in general affect the higher order terms in (2.1)-(2.3). 
In addition to the modulation coefficient ~‘(x, t), for the time being we let 
o’(x, t),..., @‘(x, t) be arbitrarily given complex-valued functions which are 
smooth in S x R :. When the principal amplitude a, has been determined by 
(2.8), (2.12), the distortion coeflcients aj may then be recursively determined 
from (2.6). In fact, we let 
(2.15) 
Without loss of generality we may here assume that 
rl. al+=0 (1 = I,..., ,u). (2.16) 
For any given j = 0, I,..., N- 1 we may look at (2.6) as a system of linear. 
algebraic equations for aj+ 1. In order that this system of equations shall 
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have a solution when o(x, t) has the properties assumed above, it is 
necessary and sufficient that for I= l,...,~, 
Suppose now that we have determined a,, a,,..., a,-, such that (2.17) holds 
forj = 0, I,..., s - 1 and such that (2.6) is satisfied for j = 0, I,..., s - 2. From 
(2.6) with j = s - 1 and from (2.15) with j = s we then get 
vi,1 + f? vx,A’ 
s-1 
a:=- C p,,“I+ e 9:uA” as-,-,-La,-,. (2.18) 
L’= 1 lC=O u=l 
Since (2.17) holds for j = s - 1, this system of equations (2.18) has a 
solution ai(x, t) which in view of (2.16) is uniquely determined. In order to 
determine the remaining part of a,, we substitute (2.15) into (2.17) with 
j = s. In a manner similar to that by which we obtained (2.10) from (2.9), 
this leads to the following system of equations for o’ = (0: ~..., a:): 
z-r. I La: - i qz,,r, . A”a: 
I.= 1 
s 
- C r,. (9;I+ 2 &A”)a,_, (I = I,..., pu). (2.19) 
x=1 L’ = 1 i 
For arbitrarily given initial values o’(x, O), this system (2.19) determines 
&(x, t) and hence a,(x, r) uniquely. We note that the left hand side in (2.19) 
is identical with the left hand side in (2.10); (2.19) may therefore be inter- 
preted as a system of ordinary differential equations along the rays deter- 
mined by (2.1 I). 
Thus we have shown that the principal amplitude a, and the distortion 
coefficients a, ,-., a,- 1 may be determined successively by solving ordinary 
differential equations and algebraic equations only. In order to determine the 
Nth (and final) distortion coefficient aN in (2.1 j-(2.3), we shall write the 
remainder in the following way: 
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In view of (2.5) and (2.6), (2.4) then becomes 
Obviously this system of equations is satisfied if we assume that the 
following two systems of equations are satisfied: 
(2.23) 
Here we see that (2.22) is of the same form as that of (2.18) with s = N + 1; 
thus (2.22) can be satisfied if and only if (2.17) holds for s = N. In this way 
aN will be determined by exactly the same procedure by which the distortion 
coefficients a, ,..., a,- i were determined: First, a$(x, t) is uniquely deter- 
mined by (2.16), (2.18) with j= s = N. Second, #(x, t) and thus the 
remaining part of a, in (2.15) is uniquely determined for arbitrarily given 
initial values uN(x, 0) by (2.19) with s = N. 
Let us now assume that we have found a real-valued principal phase 
function q, a principal amplitude a,, and distortion coefficients a,,..., aN 
satisfying (2.7), (2.8), (2.10) and (2.15), (2.16), (2.18), (2.19) for 
j, s = l,..., N such that EN exp Qr, is smooth in S x R : and has compact 
support in S for each t > 0. Remainder (2.20) can then be determined from 
(2.22), (2.23). As for a;,,, we pick the uniquely determined solution of 
(2.22) which satisfies (2.16) with j = N + 1. The final term wN is then deter- 
mined by the inhomogeneous hyperbolic system (2.23) together with 
arbitrarily given initial values w,,Jx, 0; w) and the same boundary conditions 
as were imposed for (1.1). Since the support of a;,, by (2.22) is contained 
in the support of E,, (2.23) therefore satisfies the conditions assumed for 
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(3.1) in [l]. Th us wN exists and satisfies the inequality (3.14) in (I] with 
w  = w, and f = fN exp cP,, where 
(2.24) 
If we take t, = 0 and w(x, 0; w) = 0 that inequality becomes: for t > 0, 
W’,&; co) Ef 
I 
I, wN . w; dx, .-- dx, Ii” 
< eyt [j: ]eC2yT j, 
I I 
1;‘2 
f,.f~exp(~,f~,*)dx,=..dx, dr . 
We also introduce the notation 
V,,(t; o) zf 
I 
js a.;,, . ai:, exp(@, + @$)dxI -~- dx, 1 i/z? 
R,v(t;u)~f ~~RN.RJdx,..-dx,ll12. 
I 
From the triangle inequality we then get 
R,(t; w) < u--‘{ V,(t; wj + WA,& w)]. 
(2.25) 
(2.26) 
(2.27 j 
(2.28) 
Since all the functions involved in V, and IV,>, are smooth and since a,;, L 
and fN have compact supports in S for each t > 0, it easily follows from 
(2.24)-(2.28) that for any T> 0 and for any w0 > 0 there exists a finite 
number M(T, WJ which is independent of w  and such that 
R,(t; co) < u-“-%f(T1 wo) (2.29) 
for every t E [0, 7’1 and for every o > wO. This shows that the Nth order 
remainder R, is negligible in (2.1~(2.3) on any finite interval of time when 
u-+03. 
3. THE SIGNIFICANCE OF THE FUNCTIONS cp’, y’,..., c$’ 
The conclusions drawn in the preceding section hold for any choice of 
smooth complex-valued functions p*(x, t), u,‘(x, t),..., pV(x, r). By comparing 
with Ludwig [ 3.1 or Eckhoff [2], we see that if we choose all these functions 
288 KNUT S. ECKHOFF 
identically zero, (2.1)-(2.3) will consist of a truncated generalized 
progressing wave expansion and the remainder. The reason for introducing 
the functions p”, VI’,..., p” in (2.1~(2.3) is that we want to study the long 
range behaviour of the solutions of (1.1) as t -+ co. In particular we want to 
study the stability properties of the trivial solution of (1.1). Since we have 
shown that the remainder R, in (2.1~(2.3) is negligible on any finite interval 
of time for any choice of q”, p’,..., pN, it is not surprising that the expansion 
(2.1)-(2.3) usually does not in a simple way tell of the long range behaviour 
as t + co. In general only the leading term (2.14) will to some extent tell of 
the long range behaviour by the theory in [l]. The influence of the higher 
order terms in (2.1)-(2.3) is not as simple to uncover, as was shown in [2] 
by explicit calculations in the case where all the coefficients in (1.1) are 
independent of x, t. It is therefore natural to ask whether it is possible to use 
the flexibility gained by the introduction of the arbitrary functions 
PO, $J ‘,..., CJ? in such a way that the long range behaviour of the family of 
solutions (2.1 j(2.3) may be uncovered if we choose PO, ql,..., @” properly. 
This is the problem we are going to consider in the following. 
We now let JP, p = l,..., m denote all the characteristic roots associated 
with (l.l), i.e., QP(x, t, g) are real-valued functions such that 
det i CA”-;11 = fi (LP’-1). 
I u=l ! p=1 
(3.1) 
Some of the functions np, p = l,..., m may be equal for some or all values of 
x, t, $,. Furthermore, we let rp, p = l,..., m denote an orthonormal set of eigen- 
vectors associated with the characteristic roots Qp; i.e., rp(x, t, g) are real- 
valued vector functions such that 
I i <“A”-BP1 r,-0 I (P = L.., m), (3.2) LJ=l 
rp - ra = S,, (P, 4 = l,..., ml. (3.3) 
In the following we shall restrict ourselves to studying simple waves. By 
this we mean that the construction described in the preceding section works 
with ,u = 1 for the considered characteristic root, R’ say. Thus we shall 
assume that there exists a real-valued principal phase function ~(x, t) such 
that 
P,(X, 0 + .R’(x, t, VP,(& 0) = 0, 
a’(& t, v&G t>) =+ RP(X, t, wx, 0) (p = T..., ml, 
(3.4) 
(3.5) 
for all the considered values of x, t, i.e., along the considered family of 
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corresponding rays x(t; x,,). As before, we shall suppose that this familyy of 
rays remains in S for every t > 0 and is free from caustics. 
By (2.8) the principal amplitude for the considered simple wave is 
aoh l) = cfO(x, t> r,(x, t, Vrp(x, O), (3.6) 
where CT’ is determined by the modulated transport equation (2.12), which 
here becomes 
i 
0’ (3.7) 
along the rays x(t; x0). Now, if we choose the modulation coefficient pa0 such 
that 
-$qO=-r, .Lr 1 
along the rays, it follows from (3.7) that o” is constant along the rays. The 
modulation coefficient q” is uniquely determined by (3.8) and the initial 
value q’O(x, 0) which may be arbitrarily given. If the modulation coeffkienc 
~7’ is chosen such that (3.8) is satisfied and if we choose the initial value of 
CT’ to be independent of x, i.e., 
o”(x, 0) z c = constant f 0, (3.9) 
we therefore get that 
(50(x, t) = c (3.10) 
along all the considered rays. In assuming (3.9), we have for the time being 
disregarded our usual assumption that the support of a, shall be compact for 
each t > 0. We shall return to this point in Section 5. 
The first distortion coefficient is determined by (2.1 j), (2.16) and (2.18 )? 
(2.19). For the considered simple wave these equations become 
(3.11a) 
(3.1 lb) 
supplied by the following transport equation along the rays 
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In view of (3.1 lb) we may write 
m  
at= C cfrp. 
p=2 
(3.14) 
Substitution into (3. 
solution 
12) and using (3.2)-(3.4) yields the following unique 
-( 
n 
T;‘ pzL,rp . A”rl + rp . Lr, 
LTz, 
(p = 2 )...) m), (3.15) 
where 5 = VP@, t) is substituted. We now see that u’ = 0 is a solution of 
(3.13) if and only if we choose the function q’ such that 
n 
c d,r’1 - A”a: + r, . La: 
u=l 
(3.16) 
along the rays. The function p1 is uniquely determined by (3.16) and the 
initial value ~‘(x, 0) which may be arbitrarily given. 
We may continue the construction along the same lines. In fact, suppose 
that we have chosen the functions PI,..., @-’ such that we may take 
a’= . . . =(T ‘-’ = 0, i.e., such that 
a,=a,+= 2 4r, (j = l,..., s - 1). (3.17) 
p=2 
From (2.15), (2.16) and (2.18), (2.19) we then see that the sth distortion 
coefficient is determined by the equations 
a, = dr, + a:, (3.18a) 
r, . a: = 0, (3.18b) 
%I+ & p.roAu) a,‘= --c (C’I + u$, d;’ A”) r1 
s-2 
- c (3.19) 
s-0 
supplied by the following transport equation along the rays: 
d S-l n 
zus=-rl 
.~a:-- C % v;,r,. AYa~-,--c$pS. (3.20) 
It=0 v=l 
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In view of (3.18b) we may write 
a;= f CPr . 
p=2 s p 
(3.21) 
Substitution into (3.19) and using (3.2~(3.4) yields the unique solution 
+ s v p:,,r, - Avat-, --K + rp . La:-, 
KC0 zz1 
(p = 2:..., m). (3.22) 
We now see that us E 0 is a solution of (3.20), i.e., a, is given by (3.17) with 
j = s, if and only if we choose the function pps such that 
along the rays. The function @ is uniquely determined by (3.23) and the 
initial value @(x, 0) which may be arbitrarily given. 
The special method of constructing a family of solutions (2.1)--(2.3) of 
(1.1) described above for a simple wave is of a similar nature as the method 
of Poincare-Lindsted for casting out secular terms (see Cesari [4j). Since all 
the distortion coefficients a r ,..., anr are orthogonal to the principal amplitude 
a, everywhere, and a, has the same magnitude everywhere, it indeed seems 
possible that these distortion coefficients are small corrections which in 
many cases may be neglected in the amplitude E,. In particular we see that 
a, )..., aN do not contribute in the quantity 
(3.24) 
Furthermore we notice that this quantity (3.24) depends on x, t and o only 
through the phase function @,,,. Thus QN has indeed features which we 
expect a genuine phase function to have. On this basis we shall call the 
special expansion (2.1~(2.3) constructed above a uniform expansion for a 
simple wave, and the functions $(x, t) satisfying (3.23) along the rays for 
s=l ,..., N we shall call the dispersion coeficients for the simple wave. 
As seen above, the modulation coefficient p” and the dispersion 
coefficients (PI,..., pN in a uniform expansion for a simple wave are ah 
uniquely determined by their initial values (o’(x, 0), rp’(x, 0) ,..., @“(x, 0) which 
may be arbitrarily given. First, we note that if we restrict these initial values 
to be real-valued functions, q”, q’,..., @’ will also be real-valued everywhere, 
and there seems to be no essential loss of generality in assuming this for a 
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simple wave. The reason why we have considered complex-valued functions 
0 1 C+CJ , p ,..., pN is that for a multiple wave (i.e., a non-simple wave) where ,u > 2, 
it will usually be impossible to obtain expansions (2.1~(2.3) with similar 
features as the above uniform expansion unless we let p”, p’,..., pN be 
complex-valued. We shall not consider the construction of uniform 
expansions for multiple waves in this paper since it is rather complicated in 
most cases. In subsequent papers, however, we shall construct uniform 
expansions for multiple waves in special cases. Second, we note that usually 
there seems to be no essential loss of generality in assuming that 
pj(x, 0) = 0 (j = l,..., N). (3.25) 
In fact, at least for hyperbolic systems with characteristics of constant 
multiplicity, the assumption (3.25) will not limit the possible initial values 
the quantity (3.24) may take at t 5 0. If in addition to (3.25) we also take 
fpO(x, 0) = 0 (3.26) 
we see that all the functions q”, qt,..., pN appear as corrections to the prin- 
cipal phase function in the Nth order phase function Qn,. 
4. UNIFORM EXPANSIONS IN SOME SPECIAL CASES 
In order to throw more light on the behaviour of the uniform expansion 
constructed in the preceding section, in this section we shall consider this 
expansion in some special cases. First, we shall consider the case where (1.1) 
is weakly coupled, i.e., the case where all the matrices A”, v = l,..., n, are 
diagonal matrices. Second, we shall consider the case where all the coef- 
ficients in (1.1) are constants, i.e., independent of x, t. 
If (1.1) is weakly coupled we have 
a;’ 0 0 .a- 0 
0 a; 0 .-a 0 
0 0 a; .-. 0 
. . . . . . . 
0 0 0 em- a; 
(v = I,..., n). (4.1) 
The characteristic roots associated with (1.1) and the corresponding eigen- 
vectors are in this case obviously given by 
P(x, t, 5) = 2 at;(x, t) C (P = I,..., ml, (4.2) 
“=I 
rp = @,p, &w., &p) (p = l,..., m). (4.3) 
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For the components of the matrix B in (1.1) we introduce the notation 
B = VL,) (u,P= l)...) m), (4.4) 
Suppose now that the characteristic root 8’ and the principal phase 
function p satisfy the assumptions in the preceding section. In a uniform 
expansion (2.1)-(2.3) the modulation coefficient q” is then determined by 
(3.8), which here becomes 
$0 Z--b 
I !  (4.5) 
along the rays. From (3.6), (3.10) and (4.3) we see that the principal 
amplitude is 
a, = (c, 0,O ,..., 0}, (4.6) 
where c # 0 is an arbitrarily given constant. 
The first distortion coefficient a, is determined by (3.17) and (3.14),, 
(3.15), which here become 
a, = (0, cf, c: ,..., cy], (4.7j 
-i 
c:=cb,, 5 (4 - $1 Px,, 
I 
(p = 2,..., nz). (?.8j 
c=l 
From (3.16) we see that the first dispersion coeffkient q~ r is determined by 
along the rays. 
The distortion coefficients aj and the dispersion coefficients q~’ may now 
be successively determined for j = 2,3,..., N by (3.17), (3.22) and (3.23), 
which here become 
aj = (0, cf , I$,..., c]Y}, 
+ (c~P-~)~ + 5 ag($,_dxt, + F bpqcy-l 
L’ = 1 qc2 I 
(P = L.., ml, (4.1 r> 
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supplied by the following equation along the rays: 
$,L-,-~ 5 b,,c$‘. (4.12) 
p=2 
In particular we see that for j = 2, (4.11) becomes 
c$= i (a:-ag)qxu 
1 
-1 
I I( 
n 
p,“+ Y  at;& c”l 
o=l “Zl ) 
+ (c$ + i a;(& + -f bpqc;7 
I 
(p = 2 )...) m), (4.13) 
o=l p2 
where CT, p = 2,..., m, are given by (4.8). Thus the expressions for aj, C$ 
become quite involved in general for j > 2. For special cases, however, the 
expressions may simplify substantially as will be seen for the second special 
case. 
We shall now assume that all the coefficients in (1.1) are constants. We 
shall also assume that 0’ is a simple eigenvalue of E for 5 = &,, where 
&, # 0 is some real vector. Otherwise we are not going to put any restrictions 
on the symmetric hyperbolic system (1.1). We shall, however, restrict our 
attention to simple waves which are plane waves associated with .R’, i.e., we 
shall assume that the principal phase function p is given by 
q(x, t) = 50 - x - tQ ‘(So). 
The associated rays are parallel straight lines 
(4.14) 
af2’ 
x,(t) = X”() + t - a<” (50) (v = l,..., n). 
Along these rays the modulation coefficient q” is determined by (3.8), which 
here becomes 
$ul” = -rl(Go) . Br,(to). (4.16) 
With the initial value (3.26), this implies that 
vo = -t{r*(So) . Br1Gzo)b (4.17) 
From (3.6), (3.10) and (4.3) we know that the principal amplitude for the 
considered wave is then 
a, = crl(50)y (4.18) 
where c # 0 is an arbitrarily given constant. 
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The first distortion coeffkient a, is determined by (3.17) and (3.14), 
(3.15), which here become 
a, = 2 Gr&ZO), (4.19) 
p=2 
c-Y = cLq,) - P(g,) (p = 2,..., m). (4.20) 
From (3.16) we see that the first dispersion coefficient o1 is determined 
along the rays (4.15) by 
fd =-f 5 4rl(to). Br,GJ 
p=2 
= $ Ir,Gh . Brl(So)~b’dko) * Brpb(So)! 
@Yt.o) - fJ%o) * 
(4.21) 
p=2 
With the initial value (3.25), this implies, when we drop the argument &,: 
(4.22) 
The distortion coefficients aj and the dispersion coefficients q,” may now 
be successively determined for j = 2,3,..., N by (3.17), (3.22) and (3.23). If 
we assume the initial values (3.25), it is easily shown by induction that all 
the distortion coeffkients aj will be independent of x, t, and all the dispersion 
coefficients q~j will be independent of x and depend linearly on l. In fact, we 
get 
(4.23) 
(p = 2,..., m), 
(4-24) 
,pj=-f. f? $‘r, .Br 
c pr2 7’ 
(4.25) 
If we combine (4.24), (4.25), (4.17) and (4.20) we may write the recursion 
formulas in the following way (p = 2,..., m): 
505/43/2-10 
(4.26) 
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(4.27) 
cf= . Br, - cj”- ,rI . Br, 
1 j-2 
-- 2 $-, 5 c”,r, a Br, 
c It=1 
o’= 3, 4 ,.,., N). (4.28) 
q-2 
Since the recursion formulas (4.26)-(4.28) are purely algebraic, it is not 
difficult to prove that when w  is sufficiently large, the uniform expansion will 
converge when we let N+ co. In fact, from (2.1)-(2.3) and (4.23), (4.25) it 
is easily seen that it suffkes to prove that the series 
f Icj"lw-j (4.29) 
j=l 
converges for each p = 2,..., m. By the assumptions there exist two constants 
G, H which are such that for the given vector &, 
0 < G Q IQ’(5d - .R”(WL (4.30) 
0 MO) . Td501 (4.3 1) 
for every p = 2,..., m and for every a,/3 = l,..., m. It is easy to see that the 
series 
cc’ 
c c c,zj 
j=l 
(4.32) 
will be a majorant for the series (4.29) if we let 
z = H/Go (4.33) 
and let the coefficients Cj be determined by the recursion formulas 
j-2 
c, = 1, C2=m, Cj=mCj-I+ (m - 1) C Cj-leKCK 
It=1 
(j= 3, 4 ,... ). (4.34) 
Formally we now let 
f(z) Zf -F CjZj. 
JY, 
(4.35) 
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We then see from (4.34) that formally we have 
f(z) = z + mzf(z) + (m - 1) z(f(z)]‘. 
Solving for ,f(z) we obtain, for z # 0, 
(4.36) 
1 
f(z) = (2m - 2) z 
[1-mz+{(m-2)2zZ-2mz+lj’~2]. (4.37) 
The square root in (4.37) is seen to have the branch points 
,=a when m = 2, 
z - 
m f (m2 - 1)r12 
* - (m - 2)’ 
when m > 2. 
(4.38) 
This shows that f(z) has a branch with f(O) = 0 which is analytic in the 
domain 
IZI < f when m = 2, 
m - (m’ _ 1)112 (4.39) 
lz'< (m-2)2 when m > 2. 
Thus we have shown that (4.29) converges if 
H 
0>46 when m = 2, 
w> 
(m-2)’ H 
m-(m2-1)‘/2E 
when m > 2. 
(4.40) 
The structure of the infinite uniform expansion considered above cleariy 
indicates that it must be comparable with a normal mode solution of ( 1.1 j of 
the form 
u = u. exp i(k + we0 . x), (4.41) 
where ZQ, and K only depend on w  and 5,. Substitution into (1.1) leads to 
Ii (iI+w 2 <;A')+Biuo=O. 
v=1 I 
(4.42? 
Since u0 + 0, (4.42) shows that a necessary condition for (4.41) to be a 
solution of (1.1) is that 
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This is usually called the dispersion relation for (1.1). This relation (4.43) 
determines the possible values A = A(w; 5,) for which (4.41) may be a 
solution of (1.1). If A= A(o; &,) satislies (4.43) it is obviously always 
possible to find a vector u0 # 0 such that (4.41) is a solution of (1.1). In the 
limit o -+ co we may neglect B in (4.43). Thus the possible values of ZL are 
such that 
w4 50) - --oQp(so) as w-00 (4.44) 
for some p = l,..., m. If we choose p = 1, the phase function in (4.41) with 
(4.44) will correspond to the principal phase function (4.14). Since we 
assume that 0’ is a simple eigenvalue of E for 5 = &,, it is easy to see that 
the branch of the solution of (4.43) which satisfies (4.44) with p = 1. can be 
expanded in a Laurent series for (o 1 > A4 for some M. This series must 
necessarily be connected with the uniform expansion constructed above in 
the following way: 
(4.45) 
Thus we have shown that for systems (1.1) with constant coefficients, the 
uniform expansions are closely related to the normal modes. 
5. RESULTS ON THE PROBLEM OF STABILITY 
If we consider a symmetric hyperbolic system (1.1) with constant coef- 
ficients in the case where S = R", i.e., when there are no boundary 
conditions, the conventional normal mode method gives the following result 
on the problem of stability: If for some &, and some o there is a solution 1 
of (4.43) with Im 1 < 0, then the trivial solution of (1.1) is unstable. From 
(4.45) we therefore see that a sufficient condition for instability is that 
ImW450)=- C w2j 
O ”  (-1,’ p , “ ( t ;  50) <o 
j=O 
t  (5-l) 
for some co # 0 which is not in conflict with the multiplicity assumptions 
and some u satisfying (4.40). 
Inequality (5.1) is obviously satisfied for all sufficiently large w  if 
f p’(t; 5,) = -r,(So) . Br,(S,) > 0. (5.2) 
By (2.13) this is the sufficient condition for instability which can be obtained 
by the theory in [ 11. However, (5.2) is not the only sufficient condition for 
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instability which can be obtained from (5.1). In fact, (5.1) is also satisfied 
for all sufficiently large w  if 
f VJYr; to) = -1 . Br, = 0, 
(rl * Br,)(r, - Br,Kr, - Brd < o 
(sz’ - QP)(Q’ - W) ’ 
(5.3) 
or, more generally, if for some integer P > 0 
f fp”(t; go> = 0 for j = 0, l,..., P - I, 
WY 
(5.4) 
yV12v; 5,) > 0. 
The sufficient conditions for instability (5.4) may at first glance seem too 
special to be of much interest in applications. We shall therefore give some 
remarks which show that this is not so. Let us for simplicity assume that all 
the characteristic roots Qp, p = l,..., m, are simple, i.e., that to each OP there 
corresponds a simple wave. Suppose furthermore that it is not possible to 
detect any instabilities by the theory in [l]. From (5.2) we then see that for 
every p = l,..., m and for every &, # 0 which is not in conflict with the 
multiplicity assumptions we have 
This condition is obviously satisfied if B is a dissipative matrix, i.e., if % is 
such that (1.1) is a dissipative system (see the discussion following (3.9) in 
[ 11). Since the problem of stability is solved when (1.1) is a dissipative 
system, it therefore suffices in the following to consider the class of matrices 
B which are nondissipative and which satisfy (5.5). This class of matrices 
is never large, but it is usually nonempty as is most easily seen when all the 
eigenvectors rp, p = l,..., m, are independent of 5, i.e., when (1.1) essentially 
is a weakly coupled system. Obviously the class of nondissipative matrices % 
satisfying (5.5) is considerably smaller for a stronglqt coup2ed system il.!), 
i.e., for a system (1.1) which is such that at least some of the associated 
eigenvectors rP depend on 5, than for an essentially weakly coupled system. 
It is also obvious that this class of matrices B is further drastically reduced if 
we insist that the strict inequality shall hold in (5-5). On this basis we may 
conclude that if it is not possible to detect any instability by the theory in 
[ 1] or by the conditions (5.4), then it is most likely that the trivial solution 
of (1.1) is stable. In applications this conclusion is strengthened further by 
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the fact that hyperbolic systems usually represent mathematical models 
where attenuation effects are neglected (like the Euler equations versus the 
Navier-Stokes equations in fluid mechanics). 
In the above discussion on the problem of stability for a system (1.1) with 
constant coefficients, the definition of stability applied is the one which is 
implicitly given by the normal mode method. Since the considered plane 
waves obviously neither have compact support nor belong to L,2(i?n) for any 
given t > 0, this definition of stability is different from the one we gave in 
[ 11. It may therefore be appropriate here to show that these definitions of 
stability are closely related. 
LEMMA. Let S = R”. Suppose that the coeflcients in (1.1) are constants 
and that the trivial solution of (1.1) is unstable according to the normal 
mode method. Then the trivial solution of (1.1) is unstable according to the 
definition of stability given in [I]. 
ProoJ: The assumptions of the lemma imply that for some &, and some 
o there is a solution (4.41) of (1.1) where A= L, + iili is a constant with 
Ai < 0 and u0 # 0 is a constant vector. Now let 6 > 0 be arbitrarily given and 
consider a family of solutions u,(x, t) of (1.1) in R” x R 1 with the following 
properties: 
(a) u,(x, 0) is smooth and has compact support in R” for each t > 0. 
Furthermore u,(x, 0) is such that 
,oo{ur(x, 0), 0} = 
I 
jRn u,(x, 0) . u,*(x, 0) dx, .-- dx, 1 “* < 6. (5.6) 
(b) We let v denote the largest speed of propagation of phenomena 
governed by (1. I), i.e., 
v= max 1 sup lQP(5)11. (5.7) p=l,...,I?l 111ll= 1 
Furthermore we let r,, > 0 be an arbitrarily given constant and C > 0 is the 
constant such that the volume V of a sphere of radius rO in R” is given by 
V= C*r” 0’ 
In the sphere IJxJJ < r. + vr we assume that 
(5.8) 
u,(x, 0) = CT u. exp iwSo * x, (5.9) 
6 
(A= 2 ((~~(1 C(r, + vt)n’2’ 
(5.10) 
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From property (b) we see that 
I i 
112 
u,(x,O) - U,*(X,O)dXl ~.. dx, 
I 
=;. (5.11) 
J/Ix!/<ri+L!T 
Thus it is possible for u,(x, t) to satisfy (a) and (b) simultaneously. 
From the well-known uniqueness theorem for solutions of the Cauchy 
problem for (1.1) (see Courant-Hilbert IS]), it now follows that the family 
of solutions u,(x, t) satisfying (a) and (b) above will be such that 
u,(x, t) = CTuO exp i(At + og, . x) 
for I/xl/ Q r. and t E [O, 71. 
(5.12) 
This implies that 
Ii2 
PM% 7h 01 > 
I 
1 u,(x, 7) * u;(x, 7) dx, . * * dx, 
llxII< 0 I 
6 r0 
( 1 
n/2 
=- ___ 
2 r. + vr 
exp(-A, r). (5.13) 
Since Ai < 0 by the assumptions, (5.13) shows that 
P{U,(X, 7), 0) -+ 00 as z-too. (5.14) 
Thus we have shown that the trivial solution of (1.1) is unstable according to 
the definition of stability given in [I ]. Q.E.D. 
We may summarize the above discussion in the following somewhat 
awkward way. 
THEOREM. Suppose that the coefJicients in (1. I) are constants and that 
S = R *. The trivial solution of (1.1) is then unstable if it is possible to find a 
simple wave solution of (1.1) which has a uniform expansion up to the order 
N with the following property: For some point xl E Rn and some constants 
G,,k, and r, with AI > 0, r1 > 0 we have 
Re @Jx(t; x0). t; w) > G, + CC’ -*‘A, t (5. IS,1 
for every w  > wo, for every t > 0, and for every x0 E R” which is such that 
//xo-xlll<rI. 
We have chosen this form of presentation for the result because it seems 
well suited for generalizations. In fact, an adjacent conjecture is that the 
theorem is essentially valid also for system (1.1) with variable coefficients. 
Whether this conjecture is true in general or in special cases only is an open 
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question since the necessary global estimate on the remainder is not yet 
available. The growth rate for the simple wave is seen by (5.15) to decay 
when w  + co, the necessary estimate therefore has to be considerably more 
sophisticated than those applied earlier in this work and in [I]. However, we 
do believe that it is possible to prove the conjecture at least in special cases 
of interest in applications. 
There are also other possibilities for generalizing the above theorem. First, 
we may ask whether the result stated is true also in cases where R "\S # 0. 
In contrast to the theory in [I], it seems very hard to obtain results in this 
direction here. Some remarks on this will be given in the next section. 
Second, we may ask whether a similar result as that stated in the theorem 
also holds for multiple waves. For the case where the coefficients in (1.1) are 
constants and S = Rn, the answer to this question is yes. In fact, it is also 
possible to obtain explicit recursion formulas similar to (4.26)-(4.28) for 
multiple waves, and convergence of the infinite uniform expansions may be 
proved in a similar way for multiple waves as for simple waves. We shall not 
give the details of this lengthy discussion here, however, since the only 
essential difference is that the modulation coefficient and the dispersion coef- 
ficients PO, q’, p*,... will appear as complex-valued functions in general. 
6. SOME REMARKS 
The main reason for presenting the construction of uniform expansions for 
generalized progressing wave solutions of hyperbolic systems is that we felt 
that they may represent an important tool in future applications. In this 
context we do not exclusively think of applications to problems of stability. 
The application potential for the uniform expansions may very well prove to 
be even greater in a study of wave propagation in inhomogeneous and 
anisotropic media, which is a very large and important collection of difficult 
problems for which little is known. In fact, the uniform expansions represent 
a generalization of the so-called WKB method, which has been one of the 
most important tools in treating such problems. Although higher order 
approximations have been considered earlier (see Ludwig [3], 
Choquet-Bruhat [6], Friiman [7]), the problem with secular terms has only 
barely been touched in the literature (see Keller [8]). - 
Although it is usually not stated explicitly in the literature, almost every 
method used by applied mathematicians suffers from want of global 
estimates which can prove the accomplished approximations. An adjacent 
example of this situation is the linearization of the equations of perturbation 
mentioned in the introduction to [ l]. Very often local estimates are also 
missing, and only rough considerations on the order of magnitude exist. This 
is the everyday situation most applied mathematicians are forced to live 
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with. In spite of this unpleasant situation from a mathematical point of view, 
theories which are in excellent agreement with experimental observations are 
obtained this way. Therefore the missing estimates represent, in our view, a 
challenge for pure mathematicians. We do believe it is possible to prove at 
least some of these estimates. In particular, we think this is possible for the 
uniform expansions considered in this paper. 
As we have already indicated, it seems that many interesting problems 
emerge if we accept the global validity of the uniform expansions. The 
inclusion of the influence of the boundaries when R”\S # 0 is, for%instance, 
a challenging one. In this context it is natural to pose the question whether 
there is anything to gain by considering initial values other than those in 
(3.9) and (3.25), (3.26). If we compare with the theory in [l), it may 
seem natural to let these initial values be such that the support of uN(x, 0; 03) 
is compact in S. By looking at the structure of the recursion formulas in this 
case, however, the prospects for a globally valid uniform expansion seem 
very limited. In fact, when S = R” it seems that trouble usually will arise if 
we let u,,,(x, 0; w) decay faster than exp(-C iixli) ,when /j xl! --t 00 for some 
constant C. As a supplement to the above bad prospects, we could aiso 
consider the extreme case where u,,,(x, 0; o) is forced to have compact 
support by letting a,(x, 0) have a jump discontinuity at every point on the 
boundary of its support. Also the distortion coeRcients aj will then have 
discontinuities there. Only the propagation of the discontinuities of a, is 
properly dealt with in the considered expansions. The discontinuities of saj- 
j> I, will propagate along the rays associated with the other characteristic 
roots 0’ ,..., am associated with (1.1) (for the theory of propagation 5f 
discontinuities, see [5]). Thus the considered expansions will describe this 
situation correctly to leading order only, in agreement with the theory in 111. 
Therefore it appears that the boundary conditions probably will have to play 
an active part in the construction of higher order terms when R”\S f ~a. 
Among the other interesting problems, we would like to mention the 
possibilities for taking other effects into account in the uniform expansions. 
In fact, it seems possible to consider nonlinear hyperbolic systems also (see 
Choquet-Bruhat [6]); thus we may have an opportunity to do something 
about rhe linearization problem mentioned earlier. We may also ask whether 
it is possible to deal with diffusive effects, for instance: which usually imply 
that the governing equations are no longer hyperbolic. 
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