Providing a sustainable and reliable supply of raw materials at economic prices has become essential to industrialized economies. Therefore, the need for both economical and sustainable methods and strategies for the management of raw materials has been postulated to enable companies and economies to counteract dramatic effects of supply disruptions, or at least to provide early warnings. The relevant studies assign generic weights to different driving factors and therefrom derive criticality indexes. However, it often remains open how to interpret the resulting measures and how to apply them practically. Here we show that based on current commodity key figures, it is possible to empirically determine the risk for future price increases and fluctuations. Thus, we can identify future supply risks and incorporate their patterns into an empirically calibrated criticality measurement. To this end, we apply the well-known compounding framework used by many companies for their financial planning, calculating net present values and volatility from the predicted future price development. To calibrate each resource specific model, we perform extended regression analyses on our compounded criticality index from time series of 42 (out of about 60 industrially relevant) chemical elements. The analysis thereby covers 9 driving factors for criticality and a 40-year time span. Our results suggest a fundamental modification of current practices for criticality assessment, in particular by scaling the criticality measure to correspond with the net present value of future commodity expenses and future volatility.
Introduction
In the recent past, the rise of emerging economies has led to a significantly increased demand for raw materials. China, in the last decade, has grown to be the world's largest consumer of metals. Chinese industry accounted for approximately 36% of the 22.1 million tons of used copper worldwide [1] . Raw material supply, on the other hand, is rather inflexible, as capacity expansions in most cases are coupled with high investments and duration of new mining projects rarely remains less than five years. At the same time, new life-styles, population growth, technological change and protectionist governance contribute to changing dynamics in the commodity market. Due to these developments, raw material availability in many cases is increasingly under pressure. We could observe immense price increases and unprecedented magnitudes of price fluctuations that reached a level which was unimaginable even a few years ago. However, raw materials are essential for an efficient functioning of industrialized economies. Being indispensable for nearly all main industry sectors-aeronautic, automotive, chemical, new energy, engineering or health care-the massive impacts of potential restrictions in long-term supply on economic systems and on their actors are quite inconceivable. Providing a sustainable and reliable supply of raw materials at competitive prices, therefore, has become essential, as many manufacturing companies are struggling with the implications of this development. Managers have to deal with growing uncertainty in material planning, breaks in production or the financial stress arising from the increasing volatility. Enterprises are rarely able to pass down the rising number of price increases. More and more companies and governmental agencies fear future supply risks and the economical impact of the changing conditions [2] [3] . In addition, decisionmakers today have to keep up with difficult and complex markets not for one or two, but rather for a dozen of metals under very heterogeneous conditions.
To cope with these risks, considerable need for action for both economical and sustainable methods and strategies for the management of raw materials has been postulated to enable companies and economies to at least partly counteract the dramatic effects of potential physical supply disruptions, market imbalances or demand explosions [4] - [6] .
Therefore, the concept of commodity criticality indexes, providing an aggregated estimate of the overall "criticality" 1 of raw materials, capturing the supply risks and the vulnerability of a system [7] , has been developed, to support the decision-making process and to simplify the development of long term commodity utilization strategies [4] . In fact, there are a number of approaches by now to determine the criticality of raw materials. [7] summarizes the current state of research and gives a review of the major concepts, which to a large extent differ substantially. For instance, [8] from the USA Department of Energy applies a fixed weighting scheme for five criticality indicators. [6] , focusing on the supply dimension, develops a criticality assessment aggregating five indicator variables graphically by using a radar chart. [5] , using a pragmatic approach, basically aggregates supply risks and economic importance. A quite new approach presented by [9] assesses raw material criticality within a comprehensive framework considering, supply risk, environmental implications and vulnerability as three dimensions. In addition, there is a variety of other industry pragmatic and company-specific approaches, which for a large part are based on personal assessments or weighted average of applied indicators.
Since it is still a new and complex subject of research, there is no unequivocal methodology to identify critical materials. Starting from rather qualitative analyses, current approaches as yet consist of rather arbitrary, not validated aggregations based on fixed percentages or other static aggregates, which are applied to all investigated commodities. What is more, almost all presented methods use different aggregates. In [10] , this issue is explicitly addressed-to our knowledge-for the first time. Therefore, this work inspires and serves as basis of the current study. Besides the reliability of these approaches, it in particular remains unclear how to interpret and how to apply them practically. In effect, especially companies, which face the challenge of hedging against volatile commodity markets and supply risks, may use the current measures in a misleading way or are completely unaware on how to use them properly. To shed some more light on this issue, we intend to answer how the methodical procedure of measuring criticality of mineral resources can be improved, while enhancing usability for industrial application. Therefore, focusing on the supply risk dimension of criticality, we present a statistical assessment framework for identifying supply risk patterns to make forecasts about future material price development and volatility. Thereby, we want to facilitate companies and governments to be aware of upcoming critical market developments and to counteract them. Facilitating practical usability, the measurement is based on the well-established compounding framework.
While this section presents an introduction, the subsequent section outlines the relevant literature and specifies the problem context. To address the research question, we present a supply risk assessment framework and proceedings of intense evaluation methods in the methodological section. Then we present the empirical results of the supply risk assessment. In the fifth section, the results are discussed and interpreted. Finally, the work concludes with a summary and starting points for further research.
Current State of Research
The concept of criticality in terms of raw materials appeared for the first time in 1939. With the so called Material Stock Piling Act, the USA Government regulated the securing of militarily relevant materials for which availability had become uncertain due to geopolitical developments [2] . Nevertheless, little research has been done up to the beginning of the last decade, since when this topic nearly emerges. Hence, analysis and evaluation of the criticality in this context is still a young and heterogeneous topic. Intensive research on criticality of raw materials has been conducted only within in the last years.
Literature Review
The high relevance of resource criticality is demonstrated by several well-known and frequently discussed studies, for instance [9] and [11] - [16] . But even though many studies are working intensively on this subject and tend to converge in a way, they in most cases consider criticality from each individual point of view. So far, there is no clear definition of criticality of raw materials. Nevertheless, all studies have in common that they consider raw material criticality a relative concept. Materials are labelled critical if their relevance to economic systems and threats for future supply restrictions are higher compared to other materials [2] [5] [17] . Going into more detail, criticality also depends on the perspective. In contrast to the more widespread economic perspective, [6] coming from an industrial point of view, present a method of assessing criticality in form of long-term supply risks for individual mineral raw materials. In the same category, [18] on behalf of General Electric (GE) identify critical materials at risk of supply constraints as well as price increases. Only these few excerpts show the heterogeneity of this topic.
To summarize, [7] with one of the major works in current research, contribute a literature overview of the broad concept of raw material criticality, and thereof deduce a general definition. According to them, resource criticality captures two dimensions: the supply risk and the vulnerability of a system to potential supply disruptions. This rather abstract definition is certainly hard to operationalize. As previously mentioned, there are even studies taking into account a third dimension: environmental risk or implications [5] [9] .
To take a closer look at the varying approaches assessing the criticality, Table 1 shows an overview and characteristics of major criticality studies. Criticality as a whole in most cases is a rather specific subject, as it strongly depends on the point of view from which it is conducted and on the purpose of use. Criticality studies consequently show different scopes and perspectives, e.g. from a national economy, a company or a functional view on specific materials. The main dimensions in most cases are vulnerability in terms of importance of use or impact of supply disruptions and supply risk, e.g. demand trends, mine production, or producer concentration. Different perspectives imply the usage of various indicators. But in addition, the main indicators show little accordance among the diverse approaches, even when conducted from the same perspective. Some driving factors even appear in both dimensions, as for instance substitutability. A closer look reveals that the factors mainly associated with the vulnerability dimension, like strategic relevance, impact of disruptions or the ability to pass through price increases to consumers, are more of a qualitative nature, whereas the supply risk dimension indicators, e.g. producer concentration, mine production or consumption are mainly quantitative measures. Figure 1 summarizes the characteristics of these criteria. Aggregating these indicators, equal or indicator-specific weights are used in most cases. Moreover, almost all studies use a general model for all materials to be analyzed. Considering the final assessment different ways of representation can be observed: graphical aggregation, matrices and indexes as well as future market situation analysis. Often, the scale of measure is an ordinal scale, which merely offers rank-ordering. In addition, while identifying and assessing long-term supply risk, many studies use projections of future supply and demand trends [6] [8] [18] - [20] .
Research Question
Altogether, these studies help strengthening the understanding of minerals criticality and make a decisive contribution to improve the assessment of the mineral commodity markets and future developments. But there is still plenty of room for enhancement and research. In the current state of research, the aggregation and especially the weighting of different indicators is compiled individually and rather arbitrarily, as there is hardly any unequivocal methodology so far. [7] states the weighting methods to be subjective and pragmatic, since they are largely unexplained. According to [5] , "determining criticality [...] is not a matter of exact science yet and it is subject to various methodological challenges. Central questions relate to data availability and how the different indicators should be aggregated and combined". [10] , for the first time, addresses the topic by an empirical approach, but initially concentrate on the economic scarcity of materials. Thus, this study inspires the authors and serves as basis of the further development and more advanced approach, presented in this work. Moreover, the fact that there are no individual models taking into account a metal's specific characteristics is not yet addressed by current studies. Since arbitrariness should be avoided whenever possible, a more empirical quantitative approach seems highly desirable for the future. Another important question for companies that has not yet been under study is the interpretation of the resulting measures and their practical application. Companies seek for usable methods and tools to get awareness and to be, at least partly, able to counteract upcoming critical market developments.
To summarize, two important issues which have not yet been sufficiently addressed by current research are: 1) resource specific models and 2) practical implications for companies. Therefore, in this study we address the improvement of the methodology of criticality assessment of raw materials, while ensuring resource specific models and an enhanced practical application.
When it comes to implementation, we refer to [10] [21] [22] who proclaim the commodity market price to be the most "readily available and reliable" measure for future resource availability, as the price is a result of the equilibrium of demand and supply. According to this quite plausible thesis, prices reflect costs of alternative terms and goods that must be forgone in order to obtain a mineral commodity. As stated above, many studies use projections of future supply and demand trends to assess future supply risk and thus future availability trends.
Addressing this issue, we analyze the instrument of the future price as indicator for future availability development. Our empirical and statistical approach according to [6] and [23] focuses on the supply risk dimension for two reasons. This kind of risk to a system belongs to the external risks [18] and therefore is not depending on the examined subject. Secondly, the supply risk indicators are of a quantitative nature which enables a formal aggregation of indicators to measure criticality, and hence, future availability.
Methodology
We present an empirical methodology of assessing supply risks of minerals criticality in form of future price development and volatility. Therefore, at first we present the extensive dataset in the following sub-section.
Then, the necessary data processing is explained before we introduce our empirical assessment approach in detail, which is based on the well-known capital value and continuous compounding framework. To calibrate resource specific models and assess potential correlations we use classical linear regression analysis.
Data and Processing
For the presented criticality assessment we use the extensive data set of [10] , based on USA Geological Survey (USGS) and Raw Materials Group data (RMG, now SNL Metals & Mining). In addition, we extended this data set by 14 more years to enhance consistency and validity. Thus, the presented analysis is based on historical time series data of 41 years from 1970 to 2010. Currently, this is the maximum time frame that offers broad data availability and allows a consistent data set for the examined set of indicators. A broad selection of industrially used materials provides a wide overview how the nine considered factors influence potential resource supply risk. Yearly average prices serve as basis for price trend and future volatility calculation. All metal prices are measured in USA dollars per metric ton and originate from USGS. Table 2 shows an overview of the analyzed elements and their characteristics. Representing 42 out of roughly 60 industrially relevant raw materials, it includes the economically most important elements and offers a broad and extensive data basis. Figure 2 shows a classification of the examined elements within the periodic table.
Thereby materials represent all levels of price, supply and consumption. When it comes to the selection of potential indicators for resource supply risk development, which is determined by future price and volatility trend, we again refer to the previous work of [10] . Indicators, following [24] or [20] from both, supply and demand perspective are included. With focus on a methodological improvement of assessing and aggregating supply risk criticality, resource specific criteria are also selected according to their frequency of use in current criticality assessment studies, as well as the required quantitative data type (see Figure 1 ). Regarding economic factors seeming to intensely drive demand of raw materials, the most important and generally accepted were taken into account, see Table 4 . According to the classical theory of economics, supply and demand determine the price development; therefore, our analysis includes major components from both dimensions. Table 3 shows a detailed overview of the resource specific variables. As, the factors are mostly identical to the ones of [10] , we keep explanation short and refer to their work for more detailed description and explanations. Thereby, the following five material specific indicators-world mine production, USA consumption, secondary production, stocks and country concentration are included in the analysis, as they are attributed to cause supply risks and significantly influence price and volatility development.
Important economic factors are neglected in many studies, although it can hardly be denied that they strongly influence commodity markets. GDP (gross domestic product) without doubt is one of the most important representatives for economic growth and thus for demand for (non-renewable) resources. Another important factor, which has to be considered in context of price development is inflation [25] . An alternative, quite widespread, important factor, which can be traced back to [26] , is the rate of interest. This idea has been also supported and pursued by [27] . Lastly, we include one additional indicator: Since commodity derivatives-such as futures, forwards or options-are contractual agreements about future purchase and sale of particular commodities at a determined price, we want to analyze whether futures can offer information about supply risks, and hence, on price trends and volatility. The economic indicators originate from the World Bank (World Development Indicators), the International Monetary Fund (IMF) and Futures Data. Table 4 gives an overview of the examined economic factors: In all tables in the reminder of the paper, commodity as well as indicator shortcuts are used. Table 5 and Table 6 give a brief overview of statistical key figures of data samples, presenting the mean and the standard deviation of the respective variable for each resource.
As suggested in [10] , to deal with some inconsistencies, minor data gaps and the requirements of our calibration method, we apply appropriated and necessary adjustments. To ensure scale invariance (characteristic feature of factors not changing by transformation), prices and the world gross domestic product are converted to a logarithmic scale. Due to the, for a large part, exponential increase of GDP, the logarithmic scale enables compatibility with a linear regression model. To bypass missing values, we apply mean substitution and case deletion (list-wise). 
Empirical Framework Assessing Supply Risks
To identify potential supply risks we use a set of methods well-established in finance which include practiceoriented assessment techniques. As stated above, many studies use projections of future supply and demand trends to assess future supply risk, thus availability trends. Besides, as described in detail in section 0, [21] [22] establish the commodity price as a measure for resource availability. We combine these statements and use the instrument of future price development and volatility as measures for future availability development. To avoid point estimates which usually come along with a high probability of not matching with the true parameter value, we create a supply risk measure that is based on two components. On the one hand, based on established financial measures, we determine future price trends. And on the other hand, since not only price trends are indicating future availability situations, but also future fluctuations, we include future volatility as a second measure. In the first step defining a price trend aggregate, we use the fundamental concept of the net present value (NPV), which is defined as the sum of the present values (PV) in the respective time frame. This form of calculation is widely used in business and economics to provide a means to compare cash flows or prices at different points in time, taking inflation and returns into account. As common in financial computations, we use the compounding framework in its continuous form. The initial formula of the present value, adopted to the raw materials price context, is:
where pv p is the present value, t p denotes the price at a future time t and r marks the discount rate. In practical application companies use an effective interest rate r as a valuation interest rate to make payments at various points of time valuable. To state a value for price development now and to make it comparable among diverse commodities, we use inflation rate as valuation rate r and standardize the present value pv p by the actual value of a material at the current point of time 0 p . This, for instance, enables the calculation of the relative deviation from a material price to inflation at two different points in time. The corresponding formula is:
Thus we formed a normalized indicator for price development PDIt . This implicates, that specific values of price development PDI 1 t > , signal real price increases above inflation, values of PDI 1 t = an increase along inflation (no increase in real prices), and finally a value of PDI 1 t < indicates a decrease of real prices. Thus far, we only have considered one future point in time. Now expanding the observation period, which implies additional points in time 0 1 2 , , , , n p p p p , we sum up the respective values of PDI t and normalize it by the degree of observation dates, which is 1 n + including 0 p , illustrated by Figure 3 . The corresponding formula is 
All parameters are the same, as introduced in formulas (1) (3), and obtain a value of 1.5 for average price development, which indicates an increase of real prices within this period of more than 50%.
Since not only price trend is critical for companies depending on raw materials, we integrate a second important measure determining supply risk from the economic perspective: the volatility of raw material prices. To make the absolute volatility comparable among all commodities, we use the coefficient of variation (CV), the ratio of the standard deviation σ to the mean x :
In the following individual supply risk assessment models are structurally developed to enable predictions of future price and volatility development.
As most probably being one of the first quantitative studies analyzing the supply risk dimension of raw materials criticality with future price trend and volatility, including such a broad selection of metals over a long period of time, we use a classical linear regression. This well-known and popular method often provides a first useful approximation on potential correlations and weightings. To gain some basic insight on the importance of the single indicators for potential time-delayed impact on future price development and future volatility, we first conduct a linear regression for both measures on each indicator individually. 
In all our computations, potential indicators are the independent variables indicator i , presented in Table 5 and Table 6 . We regress those in separate models on the dependent variables For each model, we tested the assumptions of the linear regression model, i.e. normality (Jarque-Bera test, [28] ), heteroscedasticity (Breusch-Pagan test, [29] ), autocorrelation (Durbin-Watson test, [30] ) and, especially for the multiple regressions, multi-collinearity (Variance Inflation Factor, [31] ). Due to the construction of both supply risk estimators, PDI and cv , autocorrelation in these two variables necessarily is present in some cases, and multi-collinearity appears for few commodities and factors, too.
In analogy to [10] , we next implement multiple indicator models to improve relevance and precision (the major amount of the variation in future commodity price variation cannot be explained by only one indicator). Considering the requirements of the multiple regression equation, the number of independent variables has to be kept in proportion to the number of observations to avoid over-fitting and over-learning. For this reason, based on the results of the individual indicator examination of (6) and (7), theoretically suitable indicator i with adequate performance in the basic model are included in the multivariate models. Of course, this selection is also limited by the data availability of some indicators. Hence, the following model formulas of (7) and (8) 
All model parametrization and data series remain unchanged. Regression assumptions were tested again. By the improved explanatory level the analysis allows the determination of commodity specify weights and importance. Therefore, the coefficients are standardized [10] .
The i β -non-standardized regression coefficients-are scale-dependent. Standardization is reached by multiplying the i β with the standard deviation of the exogenous variable, followed by a division through the standard deviation of the dependent variable:
where i σ is the standard deviation of indicator i , and y σ marks the standard deviation of the endogenous variable 
Now we are able to identify the main determinants for the commodity prices development and volatility.
Out-of-Sample Test
Correlations identified by the presented approach may be the result of overlearning, structural breaks or some sample random effects and thus would not be useful. To examine the existence of these effects, we conduct an out-of-sample test to analyze robustness, reliability and practical suitability of each model. To ensure the robustness of our model, we implemented an out-of-sample test that performs the multiple regressions of (8) and (9) . Evaluating the results, we distinguish between average relative deviation ARD c and average absolute deviation AAD c for a commodity c . In the first case, both positive as well as the negative deviation are aggregated. In the second case, deviation is computed from the absolute difference between benchmark and the respective estimator value. Correspondingly, the respective formulas are:
For all 42 materials c the absolute as well as relative deviation values are accumulated to build the total average for each supply risk estimator i . The index ds denotes the dataset from which the estimators are calculated, which is either the reduced rds or the complete dataset cds . 
These results are important indicators for the validity of the models. However, differences between the results of the actual, the complete and the reduced dataset are unobjectionable, if there is a sound reason for these differences such as structural changes (e.g. new influence on prices, that could not be included within the reduced dataset.
Results
In this section, we present the results of our statistical supply risk assessment framework and our evolution procedures. At first, Section 3 describes the results of the two-stage OLS regression analysis, while the findings of the evaluation proceedings, which was introduced in Section 3, are explained in Section 4.
Empirical Results
The identification of an empirical connection between our supply risk estimator and potential indicators and hence the assessment of supply risks of raw materials, was performed by a two-stage regression analysis. Important characteristics for all material specific multivariate models can be found in Table 7 in aggregated form. This table shows the meaningfulness, the amount of significant indicators as well as the explanatory power of each supply risk estimator model of PDIt and t cv . All in all, the results of the multivariate models are heterogenous. While some materials, e.g. boron, copper, iron or silver show more than five significant variables and excellent levels of explanatory power up to 75%, others, such as bromine, gallium, indium or rhenium only offer sporadic to no significance and little explanatory power, less than 3%. For those materials, these results, thus indicate a potential selection bias. Moreover, rhenium is a special case as it performs above-average for the t cv -models, however, price development PDIt is not explainable at all. In general we observe a better explanatory power when extending the planning horizon. This is attributable to some effects. First of all, by extending the observation period the point estimation characteristics subsequently disappear. Secondly, we capture potential trend effects by the use of nominal prices. In addition, temporal impacts of indicators are detected with a rising probability. Furthermore, the coefficient of variation seems to be better explainable due to higher 2 R -values. This could be caused by historical volatility effects: explosive increases cause a higher volatility and therefore larger deviation, which easier can be captured more easily by regression models. Table 9 for the models of the coefficient of estimation 5 cv . All presented indicator values in this tables, as previously described, show significant influence in the single regression analysis. Regarding the quality of potential indicators to estimate future price development, shown in detail in Table 8 , in absolute figures interest rate shows the best performance within a planning horizon of five years. The respective indicator shows significant influence for 29 out of 42 raw materials (69%), with a 9.5% average share of explanatory power. Hence, the interest rate shows the third best estimator function for the observation period of five years. This may refer to the general function of interest rates as a long term economic regulator. Thus, Hotelling's rule could have some justification after all. Furthermore, considering the relative weighting, secondary production and country concentration seem to be the most important drivers for 5 PDI , as they show the highest average weights of 11.1% and 9.9%. The recycling volume, which has largely increased over the past ten to twenty years, appears to be more than acceptable as a midterm price development indicator. The temporal lagged impact of recycling may be caused by several time consuming and complex processing steps, such as collecting the old product, screening and dissembling the respective parts, refining the materials, and finally converting it into a high grade secondary raw material. For this reason the recycling volume can, to a certain extent, react to midterm price development. Besides, the significant and high values of country concentration emphasize the strong influence of economic monopolies and political structures on global commodity markets, even for longer observation periods. Thus, the lagged impact illustrates that geographical fragmentation of minerals production is rather rigid and inflexible. The specific commodity market indicator future6 shows a relative weighting of 7.3% and thus surprisingly indicates future price development even originally inlaid for far shorter time frames. The relative influence of mine production is 5.6%. Although significant for a high number of materials (21 out of 41 materials) this value is on a fairly low level. Due to its, sometimes quite vast differences in yearly production volume, mine production is supposed to be a rather short-term indicator. Looking at the indicators representing demand, World GDP as well as apparent consumption show a still valuable performance, with 18 respective 19 significant values out of 42 possible and average weightings of 6.7% (GDP) and 4.6% (US consumption). With the lowest result the US proxy for inflation with a 4.1% share of explanation is only partially suitable. Considering future volatility trend ( Table 9) in absolute numbers, again the interest rate offers the highest amount of significant variables with 25 of 42 (60%), while showing the second best relative weighting of 8.1%. Stocks have the highest share of explanatory power, with an average weighting of 10.3%. In addition, in most examined cases the respective absolute value of β is negative, which implies that with increasing stock volumes, volatility reduces in the markets, and vice versa. Being significant in 23 of 42 cases World GDP with an average share of explanatory power of 7.3% on 5 cv again is the better part of the analyzed demand indicators. Thus, world economy strongly influences the diverse commodity markets, as many investors and producers may rely on this main indicator for planning future mine investments or production levels. Despite this, apparent consumption as a US demand proxy should not be underestimated, with a relative share of explanation of 6.5%. Nowadays, usually China with its expanding demand is assigned to be a stronger demand driver. The still important impact of the U.S. in terms of consumption as volatility estimator could however be a historical relict, since our study extends to 41 years. Back then, China did not have as strong an impact on the markets as it does today. Country concentration also affects future fluctuations with an average weight of 7.5% in 13 out of 26 significant test results. Even with an average weight of 6.6% mine production explains more of future fluctuation than of price development, while showing a similar pattern as in price development, not offering the best mid-term indication qualities. Considering secondary production and inflation, both USA proxies show a 5.5% share of explanatory power. Whereas recycling offers much less prediction quality as explained before, and thus, serves much well as price trend indicator. Hence, suitability of US inflation for both supply risk estimators from a general perspective is moderate. Lastly, future6 is the estimator, which shows the poorest estimator quality with a relative share of 3.9%. This is a reasonable result as six month futures are capable of indicating short-term rather than long-term fluctuations.
All indicators for both supply risk proxies generally show a large number of significant variables and relative weightings with a still considerable minimum average around 4% in the cases of inflation ( ) 5 PDI and 6 future ( ) 5 cv . Thus, for none of the examined quantitative indicators suitability as a supply risk estimators can be denied. Nevertheless, due to significant differences between the observed raw materials, an indicator specific analysis of the presented results is required. Therefore, applying the results to create individual calibrated models, we calculate both supply risk estimators PDIt and t cv for each raw material, based on the indicator's latest available figures of 2010. Following the previous proceeding, the results of the five year planning horizon are explained in detail. The resulting estimator values as well as corresponding coefficients of determination are presented in Table 10 .
Furthermore, these results are graphically represented in Figure 4 . We thereby follow existing criticality stu- dies, listed in Figure 1 , by implementing a risk matrix. The two logarithmic scaled axes are price development and future volatility. At first, looking at the overall picture of all materials, we can observe a correlation between predicted price development and volatility. The stronger the future price increases the more the future volatility of materials seems to rise for the time span of five years. The so called inverse-leverage-effect, also known as inventory effect, is a commodity specific phenomenon which has been under scientific study for some years now [32] - [34] . Accordingly, price increases cause way more volatility than negative price shocks. In order to explain that, researchers often refer to the theory of storage. Price increases potentially indicate a deterioration of the commodity inventories and thus signal an increasing probability of commodity stock-out. Besides, this explanation is consistent with the used definition of supply risk and hence confirms the use of price development as indicator for supply risk. Considering the individual results for each raw material and respective indicator, it is important to notice that these values represent estimates of price development, discounted by world inflation of 4.9% and calculated from the base period of 2010. Thus, the time span from 2010 up to now is already included by these five year estimations. At a broad level, the group of bismuth, cadmium, rhenium and zinc shows the highest values, whereas arsenic, beryllium and strontium, by contrast, offer the lowest values for both, price trend and future volatility. Next, a selection of commodities is exemplary presented in order to give an idea of the concrete results. For instance, in the case of molybdenum we observe a high price increase over the next five years of 1.77 and also a very high coefficient of variation with 0.87. To illustrate this result, a value of 1.0 for t cv implicates that average fluctuation of prices for the respective period is as high as the mean value. Thus, having high rates in both dimensions molybdenum hast to be stated as one of the rather highly critical materials regarding the overall supply risk. Reasons for this could be a tight supply and demand situation and the molybdenum co-production, since it is mainly produced as a co-product of copper mining. [35] shows that, due to the strong dependency on copper production, a change in the supply-demand-ratio can have a disproportionately large impact on the molybdenum price. This could be caused by the fact that getting more molybdenum as by-product from the current copper production requires costly adaptions to the production process. Our results substantiate these findings as the molybdenum price seems to depend strongly on the price development of copper, which has a potential price increase of 1.99 and normalized volatility of 0.48. Therefore, a considerable supply risk can be assessed to copper. Due to the immense demand increases originating from the emerging markets, copper is one of the most-widely used metals required for a variety of applications in the energy and construction industry. Iron underlies a similar behavior: Having the highest consumption worldwide, supply risks may increase, referring to values of 5 PDI with 2.27 and 5 cv with 0.44. Rhodium is the element, which we assess as most critical. It shows an extreme value of estimated price trend of 5.57 and a potential volatility of 0.64. As an important component of automotive catalysts, it is often used in form of alloys. Although we expect high fluctuations as Rhodium is extremely rare in nature (with only 30 tons of yearly production volume), this estimations seem to be high. This effect may be caused by extreme price peaks in the years before 2010, when rhodium was being one of the most expensive metals at all. Nevertheless, these values indicate the relevance to supply risk in the stressed rhodium market.
Two rather uncritical elements, palladium and strontium, show the lowest level of price trend estimation. For both, price decreases are expected. Strontium also displays a low coefficient of variation of 0.18 as it is relatively frequent distributed in Earth's crust and immersed in seawater. In addition, demand is quite low, as it is only used for a small amount of applications: cathode ray tubes, pyrotechnics and in aluminum smelting. Despite the price bubble for palladium in and before the year 2010, which justifies potential price decrease, the concrete value of 0.28 appears to be very low. Especially, a technological innovation that offers more efficiency in processing carbon atoms with palladium-catalysed organic reactions, recognized by the Nobel Prize in chemistry, is not captured [36] . Furthermore, we observe two main clusters showing less to no real price increases, varying around the 5 PDI threshold of 1.0. The first cluster to which decision makers should put more attention includes materials that show high volatility potential, e.g. lithium, sulfur, tantalum or titanium. The other less risky cluster contains, e.g. aluminium, bromine, silicon or zircon.
In summary, these results illustrate the great differences in behavior, characteristics and supply risk patterns of raw materials. For the group of bismuth, cadmium, rhenium and zinc, we except the most critical development of supply risk within the time span of 2011 to 2015. After presenting a substantial set of results of indicator weightings, model calibrations and assessment of criticality's supply risks dimension, we now continue with the results of the evaluation procedures.
Evaluation Results
To test the robustness of the multiple regression models an out-of-sample test for the past five years was conducted, see section. Table 11 .
On average, the price increase estimator models perform better and seem to be more robust as the models for future volatility. Although the t cv -values show more significance and higher values of 2 R than the multivariate models of PDIt , see Table 7 , the respective models here show higher deviations in comparison to the normal dataset as well as to the actual values. This effect can be explained by a larger range of characteristics of the coefficient of variation samples. The volatility models therefore can better explain these deflections but lose precision due to larger spans. Considering estimator's average relative deviation between the reduced and the normal model, we obtain low, but continuous underestimation throughout all supply risk estimators and periods. This is reasonable as the reduced models calibrations do not cover the massive price increases which were emerging in the first decade of the new millennium. For 1.3 PDI in the same setting we observe absolute deviations of less than 5% that confirm the very good robustness of these models. 4 cv , we overestimate the real developments on a relatively low level. This is, regarding the risk aversion of many decision makers, the better case than underestimating potential supply risks. Besides that, it is strikingly obvious that the approach is not working for the estimators 1, 2 cv , as average absolute estimator deviations of 171% and 187% of cds and red to actual values are not accepaptable at all. The still moderate values for average absolute deviations for 3.5 cv are caused by great differencs in prediction quality among the examined materials, which also show the low values of the average relative deviation within these three cases. Thus, before use, basically the individual prediction quality of each specific resource model has to be taken into account. In general, we observe that cds estimates compared to the actual Table 11 . Overview of the results of the out-of-sample test-relative and absolute deviations from price increase and volatility estimators (Relative (ARD) and absolute deviations (AAD) from price increase and volatility estimators PDIt and coefficient of variation b t cv based on a reduced dataset (rds) are compared to the ones calculated from the full dataset and to the actual values, as well as estimators calculated from the full dataset are compared to actual data). values perform slightly better than the ones of rds. This expected result is reasonable as the estimates calculated on cds are supposed to include more information. Hence, from an overall perspective, the out-of-sample test confirms the robustness of our multiple regression model and proves the prediction quality for most of the examined estimators and planning horizons. All in all we can conclude from these simulations, that the developed supply risk estimators offer a substantial information gain when making decisions under uncertainty in raw material storage planning.
Discussion
In this section, we will discuss the results of our study. Besides interpretation of principal findings, the significance and contribution to existing knowledge and practice is presented. Finally, this chapter summarizes key findings, followed by the conclusion of this work. Examining the supply risk dimension of raw materials' criticality, our results show that future price trend and volatility are significantly influenced by a number of current material specific and general economic indicators, such as country concentration, secondary production or interest rate. Thus, the supply risk determinants price development and future fluctuations are not just random walks, but in many cases are driven by fundamental factors of today. Besides, all quantitative indicators generally justify their utilization assessing future supply risk, since they show considerable significance and explain dispersion for a variety of different materials and time spans. The respective sets of relevant factors as well as their timely impacts vary substantially among the diverse elements. Thereby for each driving factor in the multivariate models we exactly determine the weighting and importance. By the means of a material planning simulation and an out-of-sample test, two procedures were applied to evaluate the model. We could prove robustness, reliability for most cases. In particular the practical suitability of the presented method can be stated, as for the majority of resources we observed excellent performance using the supply risk estimators as decision criterion for material planning.
Interpretation of Findings
As expected, there are great differences regarding the explanatory power and prediction quality of the supply risk assessment models for specific elements, as in detail described above. Moreover, it is noticeable that materials such as aluminum, copper, gold, iron, phosphorus, potassium, silver or vanadium which have a high trading volume and where demand is mostly driven by a few main components ensure a better functioning than their counterparts. These are antimony, gallium, indium, lithium and tantalum. They are less traded and face a more heterogeneous demand structure. This suggests that future supply risks underly structural breaks, such as the unexpected use in new technologies, which can hardly be reflected by a statistical framework.
According to these results it is important to emphasize, when assessing supply risk and thus raw material criticality, which each element has to be considered individually according to its resource specific characteristics. Before practically applying the presented method, it is indispensable to form an accurate picture of the specific results of each element, since performance of the models, usability and robustness are varying and are highly material dependent.
Implications in Context of Literature
With regard to literature and related work, this paper identifies four central issues and makes a number of significant contributions to existing knowledge. First, based on our results we think that from an empirical point of view arbitrarily chosen percentages for criticality indexes are not justified. Secondly, we are convinced that generic weights assigned to all materials are highly error-prone, as different materials show significantly different correlations with each indicator. This thesis is also supported by [10] or [37] , who figured out that most metal price volatility is commodity-specific. Thirdly, a fixed selection of indicators is inadequate, as some indicators show a high correlation with the supply or criticality aggregate of some raw materials, but no correlation at all with the criticality construct of others. From our analysis country concentration crystallizes out as one of the most important indicators. Therefore in general, criticality indexes should use a specific and empirically determined weighting for every specific metal based on a specific set of indicators. This result is, in contrast to current methods, applied by, for instance, the Department of Energy [8] , the [5] or the IZT [17] . Also, the main economic indicators representing demand are not taken into account by current studies. However, GDP, interest rate as well as inflation, have turned out to be quite good indicators for the development of supply risks, thus, could also influence criticality. Though only for a few materials data is available, futures confirm the suggestion to be a more than reasonable commodity market indicator, as reflecting market expectations. Also [9] with the latest work improve criticality measurement to a large extent but do not consider the named issues. Criticality assessments therefore should explicitly address future supply risk, include main economic market indicators and be revised with individual models and weighting factors for each element in order to come to more reliable conclusions. Finally, regarding volatility, our results demonstrate the inverse leverage or inventory effect, which has been postulated by a number of studies, for instance [32] - [34] .
5.3.Practical Implications
When we come to the implications for practice, addressing the management of raw materials, we recommend the inclusion of information from different perspectives into the process of decision-making. There are fundamental as well as deductive expert opinion based approaches, which are at least as important and need to be considered. This study, in contrast, sheds some more light on empirical supply criticality assessment. Despite the alternate approaches our study provides some features, which are worth regarding. Compared to other works the presented methodology ensures a cardinal scale, which, given the correctness of data, enables extended possibilities in risk assessment as well as financial evaluation of commodity depending projects. In addition, the presented framework allows dynamic supply risk assessment from different points in time. The findings of this research are not only interesting in context of material planning. Another more concrete practical implication could be the use in exploration planning, thus future mine production volumes. Currently, producers are planning and calculating these volumes on actual price levels and expectations [38] . The use of the presented price development indicator possibly improves exploration planning and thus could contribute to decreasing likelihood of shortages caused by bad planning.
Limitations
While this study has produced interesting results and implications in a number of ways, it has, however, limitations that need to be acknowledged: As our model is purely quantitative and statistical, neither fundamental nor theoretic deductive, no qualitative effects can be observed beyond the quantitative data set. As already mentioned, due to the construction of both supply risk estimators, PDI and cv , autocorrelation in these two variables necessarily is present, more or less. However, by the application of the common measures for autocorrelation-correction, we would lose information that is essential for our study. Thus, regarding this aspect, there is still room for improvement, to avoid potential biases. Moreover, there could be additional significant impact factors not yet captured. Considering captured indicator figures, the data partially involves estimates as well as it may include data errors, hence, it has to be taken into account that supply risk estimations can be just as good as input data is. Furthermore, the data situation, especially for trace metals like indium or gallium is highly intransparent, and all data is often provided by a single source. Hence, even the extensive analyses we performed in this paper still never will be able to fully explain the development of commodity prices and fluctuations, since there is a number of factors influencing future supply risk and criticality, such as clashes, new technologies or natural disasters, that are hardly predictable from current driving factor constellations. Lastly, critically reviewing theory of efficient markets, which would claim that all known and predictable future risks are included in prices, there is some reason for doubt regarding efficient markets in this domain, especially when not traded on stock markets but over the counter.
Conclusion
Taken as a whole, in spite of the presented limitations, we hope that our results contribute to the enhancement of further research on measurement of criticality, as well as on the clarification of some frequently discussed questions, especially on how each indicator influences the supply risk for the respective raw materials. While the developed framework and the resulting values are certainly not a final result, we are convinced that it is now clear that fixed percentages over all raw materials are highly doubtful, that material and indicator specific weights offer a much more valid baseline for criticality indicators, that criticality assessments should explicitly focus on future, and that there is requirement for practical applicability. In summary, the findings of this paper are impor-tant as they help both a better support and extended research of raw materials' criticality. Most notably, this paper addresses four issues enhancing current approaches: a) outlining major lacks and gaps of current works; b) improvement of the methodological procedure of assessing supply risk dimension of criticality; c) enabling forecasts about future materials' price development and volatility; d) improving usability for industrial application which enables companies and politics to be aware and at least partly counteract upcoming critical market developments. Although this topic still yields a large number of further questions to be answered by future research, we hope that our approach can contribute to advanced understanding and application of measurement of raw materials' criticality.
