We present constructive a priori error estimates for H 2 0 -projection into a space of polynomials on a one-dimensional interval. Here, "constructive" indicates that we can obtain the error bounds in which all constants are explicitly given or are represented in a numerically computable form. Using the properties of Legendre polynomials, we consider a method by which to determine these constants to be as small as possible. Using the proposed technique, the optimal constant could be enclosed in a very narrow interval with results verification. Furthermore, constructive error estimates for finite element H 2 0 -projection in one dimension are presented. This type of estimates will play an important role in the numerical verification of solutions for nonlinear fourthorder elliptic problems as well as in the guaranteed a posteriori error analysis for the finite element method or the spectral method.
Introduction
In the present paper, we consider the smallest constant C in a priori error estimates of the form
where P 2 is an H and | · | H 4 (Λ) are the norm in H 2 0 and the seminorm in H 4 , respectively. The purpose of the present study is to find the upper and lower bounds of optimal constants in the above estimates. These constants not only play an important role in theoretically verifying the solutions of differential equations (e.g. [8, 2, 6] ), but also contribute to highly reliable computing in numerical simulation using the finite element method or the spectral method. In general, C should be made as small as possible.
In the case of the H 1 0 -projection, for approximation spaces with linear and quadratic polynomials, the optimal constants can be theoretically determined as , respectively (see [7, 5] ). Such a constant can also be computed for higher-order polynomials (see [4] ), although it is not optimal.
For the H 2 0 -projection, Schultz obtained constructive a priori error estimates based on piecewise cubic interpolation (see [7] ), which is not optimal.
In the present paper, we propose a method that is an extension and improvement of the technique presented in [4] to obtain a constant very close to the optimal constant with guaranteed accuracy. Note that the proposed technique improves Schultz's result and can also be applied to obtain the optimal constants in the case of higher-order polynomials. Furthermore, using the present results, it will be possible to realize more efficient computations in the numerical verification of solutions related to fourth-order elliptic problems, such as those described in [2, 6, 9 ].
Legendre polynomials
Let Λ = (a, b), (a < b ∈ R) be a one-dimensional interval. The Legendre polynomials on Λ are defined as a complete orthogonal system in L 2 (Λ), for an arbitrary non-negative integer n, P n (x) := (−1)
where |Λ| := b − a. Furthermore, P n has the following properties ( [1] ):
where
inner product on Λ and δ m,n denotes Kronecker's δ. Lemma 2.1. For any u ∈ H 1 (Λ) and integer n ≥ 1, we have
Proof : From (5) and (6)
which implies (7).
Error estimates for H
with associated inner product
. First, we define the following set of functions Definition 3.1. For any integer n ≥ 4, an n-th order polynomial φ n on Λ is defined as
Then, we have
Proof : First, we show the orthogonality. From (8) we have, for arbitrary n ≥ 2,
Hence, for any m, n ≥ 2, by using the property given in (4), it holds that
which implies that {φ n } n≥4 is an orthonormal system in H 2 0 (Λ). Next, we prove the completeness. For an element u ∈ H 2 0 (Λ), suppose that (u, φ n+2 ) H 2 0 (Λ) = 0 for all n ≥ 2. Then, we have
Namely,
4 Moreover, by u ∈ H 2 0 (Λ) we have the following equalities:
, which proves the completeness of {φ n } n≥4 .
Definition 3.3 (H
We also set S 3 = {0} and P 
Here, the H 4 seminorm is defined as |u|
with a n = (u, φ n ) H 2 0 (Λ) .
5
As a result of the orthogonality of {φ n } in H 2 0 (Λ), the H 2 0 -projection coincides with the truncation up to N . Hence, we have
Therefore, the Parseval equality implies the following:
On the other hand, since
with
Taking into account that P n / P n L 2 (Λ) is a complete orthonormal system in L 2 (Λ), by the Parseval equality, we have
6 Now, for any integer n ≥ 4, observe that by using Lemma 2.1
Here, α n , β n , and γ n are defined, respectively, as follows:
,
Note that α n , β n , and γ n ≈ O(n −2 ) and are monotonically decreasing sequences in n. Then, we obtain the following estimates for each term of the final equality in (13)
Therefore, from (13), we have the estimates
Finally, estimating the terms operated on by max{· · · } in the above expression, we obtain for N = 3 then α
, which implies the following:
Thus, we have the desired result. Based on the estimates in Theorem 3.4, we can obtain a smaller constant by using a method similar to that described in [4] .
Lemma 3.5. Let a n , b n ∈ R be as given in the proof of Theorem 3.4. In addition, let α n , β n , γ n be positive numbers defined by (18), (19), and (20), respectively. Then, for any integers
are defined as follows:
and taking (17) into account, reveals that there exists a symmetric and positive definite matrix A satisfying
Here, A = A ij 1≤i,j≤M −N +4 can be explicitly written as
The symmetry and positivity of A are clearly followed by the property of the quadratic form (22). Using Gerschgorin's theorem, the maximum eigenvalue of A is bounded by
where σ(A) denotes the set of eigenvalues of A. Moreover, from the monotonically decreasing property of α n , β n , and γ n in n, we have
which proves the lemma.
The following theorem gives alternative estimates to that given in Theorem 3.4, which enables better estimates of each constant to be obtained. 
where Proof : For any M ≥ N + 5, using Lemma 3.5 and arguments similar to those presented in the proof of Theorem 3.4, we have
For arbitrary ε > 0, there exists an M such thatC(|Λ| , M ) 2 < ε and d i (M ) < c j (N ), (i = 1, 2, j = 1, 2, 3) . We now fix such an M . Then, we have σ N,M = max{c 1 (N ), c 2 (N ), c 3 (N ) }. From the definition of c i (N ) in Lemma 3.5, it is easily seen that
Hence, setting
Since ε is an arbitrary positive number, it holds that
Thus, explicit expressions of c j (N ) yield the desired results. Now, we also obtain the following estimates, which further improve the constant, by a computer-assisted approach. 
Here,
where A is as defined in Lemma 3.5, and c 3 (M ) is a constant given in Lemma 3.5.
Proof : By the same argument in Theorem 3.6, using slightly different estimates, we have, for arbitrary integer L ≥ M + 5,
Here, we used the vector b and matrix A given in Lemma 3.5. For arbitrary
Since ε is arbitrary, the theorem is proven. Now, let C(|Λ| , N ) denote the smallest constant satisfying the estimates given by (10) in Theorem 3.4. Then, we have the following enclosure of the optimal constant.
Theorem 3.8. Under the assumptions of Theorem 3.7, we have
Proof : In the error estimates, we take a particular
coincides with an eigenvector corresponding to the maximum eigenvalue of the matrix A, as well as b n = 0,or other n. Then, we
Therefore, the optimal constant C(|Λ| , N ) satisfies
which proves the theorem.
Numerical Verification Results
In this subsection, we present the verified intervals that enclose the optimal constant C(|Λ| , N ) computed by expression given in Theorem 3.8. We used the following environment for verified numerical computations. Table 1 shows the validated computational results of the lower bound 
Proof : The estimates given in (27) are obtained by applying Aubin-Nitsche's trick. Next, for arbitrary u ∈ H 2 0 (Λ), using (27), observe that
, which implies (28).
Error estimates for the finite element method in the one-dimensional case
In this section, applying Theorem 3.7 and Theorem 3.9, we derive the constructive a priori error estimates for the finite element method on onedimensional intervals. Let Ω be a finite interval Ω = (ω 0 , ω 1 ), (ω 0 < ω 1 ) on R. Let ω 0 = x 0 < x 1 < · · · < x k = ω 1 be a mesh of Ω and set Ω i = (
constituted of piecewise polynomials of degree N i on Ω i . Then, S h,N is generated by two types of bases, namely, a piecewise cubic Hermite polynomial whose support is two consecutive elements and a function whose support is a single element corresponding to a polynomial of degree ≥ 4 that satisfies (8).
Definition 4.1 (Hermite interpolation). Let Π h denote a cubic Hermite interpolation from
It follows that the Definition 4.2 is well defined, because (·, ·) H 2 0 (Ω) is a bounded and coercive bilinear form on S h,N , and Definition 4.2 ensures the unique existence of P 2 h,N u satisfying (30). Moreover, for each v ∈ H 2 (Ω) with 
16
is uniquely determined by the definition of Π h . In addition, taking into account that the support of P
.
Thus, by Theorem 3.7, we have
Here, since (Π h u) = 0, we obtain the estimates (31 
Since the proof of Theorem 4.4 is similar to that of Theorem 3.9, it is not presented in the present paper. [7] . Namely, as shown in Table 1 
