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Abstract
The N-body problem has been studied for many centuries and is still of interest
in contemporary science. A lot of effort has gone into solving this problem but
it’s unlikely that a general solution will be found with the mathematical tools
we have today. We review some of the progress that has been made over the
centuries in solving it. We take a look at the first integrals, existence of solutions
and where singularities can occur. We solve the two body problem and take
a look at the special case of central configurations. We find all the possible
three-body central configurations, which are known as Euler’s and Lagrange’s
solutions. When analytic solutions are missing it is natural to use numerical
methods. We implement and compare four numerical solvers for differential
equations: Euler’s method, Heun’s method, the classical fourth-order Runge-
Kutta scheme and Störmer-Verlet. Comparison of accuracy is made using the
known solutions discussed in the previous parts of this thesis.
Popular scientific summary
The famous physicist and mathematician Sir Isaac Newton formulated the uni-
versal gravitation theory about 300 years ago. This theory has allowed scientists
to make calculations in order to predict movement of objects under the influence
of gravitational force. In astronomy the movement of planets and asteroids can
be formulated as a mathematical equation based on Newton’s laws of gravita-
tion. The equation describes how a force changes the speed and direction of the
moving particles in space. In order to predict a future location one needs to
solve this equation. This is referred to as the N-body problem. Still today the
general problem is considered unsolved. In this thesis we will consider solutions
to special cases of the problem such as when there are only two bodies. We
will also take a look at numerical methods that can be used when analytical
solutions don’t exist.
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Chapter 1
Introduction
1.1 The problem
One of the oldest problems in modern physics is the study of particles as they
move under gravitational force from one another, subject to Newton’s laws of
motion. This problem is usually referred to as the N-body problem, where N
represents the number of particles in the system. By a particle or a body is
meant anything that can be represented by a point mass in space. In mathe-
matics the problem can be formulated as a second order differential equation
which needs to be solved to get a location of the particles for a given time
value. Even though the problem has been studied in detail, no general solution
is known today [4].
1.2 History
Around the year 1687 Isaac Newton (1642-1727) is said to have solved one of the
biggest questions that riddled the minds of the Royal society and other scholars
of that time. He had managed to construct a mathematical model describing
universal gravitation. For centuries people had tried to model and explain the
movement of the planets in the sky. The oldest mathematical model known
today was made by the Greek astronomer Ptolemy around the year 140. His
model was however geocentric and placing the earth in the center of the model
made the path of the other planets extremely complicated. Nicholas Coperni-
cus (1473-1543) had shown that the solar system was in fact heliocentric and
Johannes Kepler (1571-1630) published his laws on planetary motion based on
measurements of the motion of Mars. Kepler’s laws seemed to hold quite accu-
rately so the question was no longer how the planets moved but what caused
them to do so. Other attempts had been made before Newton to explain the
heliocentric model but with the lack of understanding of forces, none of them
succeeded. Newton’s interest originally laid more in gravitation on earth but
noticing similarities he managed to solve the questions of the planets and unify-
ing the two questions with one solution. Following this discovery, he published
Mathematical Principles of Natural Philosophy, usually referred to as Principia.
There he described how all matter in the universe follows the universal law of
gravity. In order to explain some of those phenomena, Newton had to intro-
3
duce infinitesimal calculus. Being the first known published text on infinitesimal
calculus, Principia didn’t only revolutionize physics but mathematics as well.
Although Newton had given a formulation of the behavior of objects under grav-
itational pull, there was still a system of equations to be solved in order for the
future path to be known.
Newton had not been the only one at that time interested in infinitesimal
calculus. Gottfried Wilhelm Leibniz (1646 - 1716) published about it around the
same time and his publications gained quickly popularity in Europe. With the
new mathematical theory and Newton’s laws of gravitation the analytical devel-
opment of astronomy progressed quickly in the beginning of the 18th century.
Even though the new theory fitted many measurements well, there were some
that didn’t come out as good. One of those was the earth-moon system. If it
was approximated as a two body system the moon seemed to follow some other
rules and many started questioning if there were some other factors at play.
There was a great interest in this system due to its importance for sea navi-
gational purposes. Some mathematicians realized that the gravitational force
of the sun had to be counted for. In order to gain better insight, there were
further attempts at solving the three body problem. Newton had written that
the problem gave him headaches and he never published any attempts towards
a solution. Both Leonhard Euler (1707-1783) and Alexis Claude de Clairaut
(1713 - 1765) put quite an effort into trying to find a general solution for three
particles but both reported on failure. None the less they both contributed
quite a lot to the theory and managed to publish approximations to the moon
problem.
In 1885 King Oscar II of Sweden and Norway pledged a substantial price
and medal to whom ever could solve the N-body problem or come the closest to
it. Gösta Mittag-Leﬄer, the editor in chief of Acta Mathematica had convinced
the king to do so. One of the participants was Henri Poincaré. He focused
mainly on the 3-body problem and tried to find solutions to both the general
case and special cases. While Poincaré attempted to solve the problem, he
soon realized that he probably wouldn’t find a solution and he was right. None
the less he managed to make substantial discoveries within the field which he
eventually submitted to the competition. Even though he failed to solve the
problem, the judges of the competition unanimously chose his work to win the
price. Poincaré’s discoveries allowed for many other mathematicians to take
a new different approach to the problem. Some of what followed in the 20th
century will be discussed in the following chapters [12, 5].
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Chapter 2
The central force problem
2.1 Definition and Kepler’s laws of planetary mo-
tion
Before looking at the N-body problem we consider the central force problem and
Kepler’s laws of planetary motion. The central force problem has an application
on the N-body problem that will be discussed in detail later. These are Kepler’s
three laws [4]:
1. Every planet moves in an elliptical orbit with the sun in one of its foci.
2. A line between a planet and the sun sweeps out equal areas during equal
intervals of time.
3. The square of the orbital period of a planet is directly proportional to the
cube of the semi-major axis of the orbit.
He reached these conclusions from observations of planets orbiting the sun.
To formulate this mathematically, consider a particle in space with mass m
and location vector r. Let the particle be attracted to the origin by a force
of size mf(r), where f(r) depends only on the distance r of the particle from
the origin. According to Newton’s second law the motion of the particle can be
written
mr¨ = −mf(r)rˆ, (2.1)
where rˆ is the unit vector r/r. The mass constant m > 0 can be removed from
both sides and the problem is therefore independent of the mass of the particle.
To reduce the problem to a first order system, we introduce the velocity denoted
by v, so that v = r˙. The system can then be written as
r˙ = v
v˙ = −f(r)rˆ. (2.2)
The set of equations (2.2) describes the motion of the particle in terms of v(t)
and r(t).
This is a general formulation of the central force problem for any force. The
focus here will however mostly be on particles under gravitational force. The
5
Figure 2.1: A particle in space being pulled towards the origin.
force function is then defined as f(r) = µr−2, where µ is a positive constant
depending on units and source of attraction. This is known as the inverse square
law since the magnitude of the force is proportional to the inverse square of the
distance.
We will now take a closer look at the properties of the gravitational central
force problem. The presentation follows chapter one in [15].
2.2 Conservation of angular momentum
The first part of analyzing this problem is to find some of its mechanical prop-
erties.
Definition 2.1. The angular momentum is the vector c = mc˜, where
c˜ = r× v. (2.3)
Note that ddt (r × v) = r × v˙ + r˙ × v. Since a cross product of a vector
with itself is zero, we have that r˙ × v = v × v = 0. According to eq. (2.2)
r × v˙ = −f(r)(r × rˆ) = 0. The whole derivative is then zero and the vector c˜
doesn’t change.
Theorem 2.1. The vector c˜ is a constant of motion.
Since c˜ is constant over time and r and v are always perpendicular to c˜ we
get the following as well.
Theorem 2.2. The whole motion of the particle takes place in a plane that has
c˜ as its normal vector and contains both r and v.
The whole motion then takes place in a plane so the vector functions r and
v can be assumed to be two-dimensional. This reduces the problem from 6
dimensions in total to only 4.
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Let the system be represented by polar coordinates so that r = [r cos θ, r sin θ, 0]
and c˜ = [0, 0, c˜]. Then v = [r˙ cos θ − r sin θθ˙, r˙ sin θ + r cos θθ˙, 0] and it follows
that
r× v = [0, 0, r cos θ(r˙ sin θ + r cos θθ˙)− r sin θ(r˙ cos θ − r sin θθ˙)]
= [0, 0, r2θ˙].
In general, integrating 12r
2θ˙ gives the area described by θ˙ and r. The rate of
the area swept by the radius is then c˜/2 and that’s a constant. It follows that
Kepler’s second law is valid for the central force problem.
Figure 2.2: Particle moving in plane orthogonal to c˜. If t2 − t1 = t3 − t2 then
the areas A and B are equal.
2.3 Conservation of total energy
The system has more constants of motion. Now we shall take a look at the
energy. Let’s start with a definition.
Definition 2.2. In classical mechanics K = mv2/2 is known as the kinetic
energy of the particle and U = mF (r) as the self-potential, where F (r) is the
anti-derivative of the force function f . The negative of the self-potential −U is
known as the potential energy of the particle. The sum of kinetic and potential
energy
E = K − U (2.4)
is known as the total energy.
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If we take the dot product of eq. (2.2) with v we get
v˙ · v = −f(r)r−1(r · v)
= −f(r)r−1rr˙
= −f(r)drdt .
Integration with respect to time yields
1
2
v2 = F (r) + h, (2.5)
where h is a constant of integration. F (r) is determined depending on the
corresponding force. For gravitation it is
F (r) =
∫ ∞
r
f(x)dx =
µ
r
.
Multiplication of eq. (2.5) with m gives the formula for the total energy of the
system. Thus K − U = mh, and since h is a constant we get the following
theorem.
Theorem 2.3. The total energy E of the system is a constant of motion.
In the case of the central force problem where there’s only one mass, the
constant h is often used to represent the energy instead of E = mh.
2.4 Existence and uniqueness
When working with differential equations it’s important to consider the existence
and uniqueness of a solution. Since the central force problem is time-reversible,
it suffices to consider what happens forward in time. The inverse square force
function f(r) = µr−2 belongs to C∞ on R \ {0}. It follows that the right
hand side of (2.2) is locally Lipschitz. According to the theory of existence and
uniqueness [2], we have the following result.
Theorem 2.4. For every initial condition (r0,v0) ∈ R6 with r0 6= 0 there exists
a unique local solution to the central force problem.
The above theorem doesn’t guarantee that the solution is defined for all
values of t and in fact this is not always the case (see the discussion at the end
of section 2.5). However, one can give a useful criterion for determining whether
or not the solution is global.
Theorem 2.5. A solution to the central force problem has finite time of exis-
tence t∗ <∞ if and only if r(t)→ 0 as t→ t∗.
Indeed, suppose that the maximal solution is only defined up to time t∗ <∞
but that r(t) 6→ 0 as t→ t∗. Then there exists a sequence {tj} with tj → t∗ as
j → ∞ and r(tj) >  for some  > 0. According to eq. (2.5) the corresponding
speeds satisfy the bound
v(tj) ≤
√
2
(
h+
µ

)
. (2.6)
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For every j, the central force problem can be solved locally with (r(tj),v(tj))
as initial data. The maximal time of existence of the solution can be bounded
from below by a constant which depends only on µ,  and h. Indeed, setting
R0 = {(t, r,v) : |(r− r(tj),v − v(tj))| ≤ /2},
the solution is defined at least in the interval |t− tj | ≤ /(2B), where
B = sup
R0
|(v,−µr−2rˆ)|
≤ sup
R0
(|v(tj)|+ |v − v(tj)|+ |µr−2rˆ|)
≤
√
2
(
h+
µ

)
+

2
+
4µ
2
(see Theorem 1’ in [2, p. 39]). Picking j high enough therefore allows us to
continue the solution past t∗ and we have a contradiction.
2.5 Eccentric axis of the orbit
Consider now the case of gravitational force, f(r) = µr−2. To figure out the
path of the solution we seek a differential equation for rˆ. Since r2 = r · r and
rr˙ = r · r˙ it follows that
d
dt
r
r
=
rr˙− r˙r
r2
=
(r · r)r˙− (r · r˙)r
r3
.
Here, the numerator is simply a triple cross product expansion and hence we
get
d
dt
r
r
=
(r× v)× r
r3
=
c˜× r
r3
. (2.7)
Multiplying both sides with µ, this can be rewritten to
µ
d
dt
r
r
= (−µr−2rˆ)× c˜ = v˙ × c˜.
Integration gives
µ(rˆ+ e) = v × c˜, (2.8)
where e is constant vector of the integration. It follows from eq. (2.8) that since
rˆ is perpendicular to c˜, so is e. Therefore e is in the plane of motion. Now
taking the dot product of r with eq. (2.8) gives
µ(e · r+ r) = r · v × c˜ = r× v · c˜ = c˜ · c˜ = c˜2,
e · r+ r = c˜2/µ. (2.9)
Go back to polar coordinates and this time define θ = 0 when r ‖ e and face
the same direction. Then e · r = er cos θ and eq. (2.9) can be written as
r =
c˜2/µ
1 + e cos θ
, (2.10)
which is the equation for a conic section.
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Theorem 2.6. The motion of the particle is in the form of a conic section.
This should look familiar to the reader since theorem 2.6 is almost the same
as Kepler’s first law. Kepler only considered ellipses, which is correct for planets.
In general however the other conic forms are possible solutions to the central
force problem as well. For further information about conic sections, the reader
may refer to appendix A. The vector e is therefore important in determining
the motion of the particle.
Definition 2.3. The vector e is known as the eccentric axis of the orbit and
the length e as its eccentricity.
A relationship between the total energy and the eccentricity can be found.
Squaring eq. (2.8) gives
µ2(e2 +
2
r
e · r+ 1) = v2c˜2.
Substituting 2h+ (2µ/r) for v2 and (c˜2/µ)− r for e · r gives
µ2(e2 − 1) = 2hc˜2.
If h < 0 then e < 1 and the orbit is elliptical, if h = 0 then e = 1 and the
orbit is a parabola and finally if h > 0 then e > 1 and the orbit is a hyperbola.
According to this, if an initial condition r0 and v0 of the particle at a time t0 is
known, then the path of the particle can be determined.
Figure 2.3: Change of position as a function of position for the 1D case. Dashed
lines are for h = 0 where r′ → 0 as r → ∞. When h < 0 the particle doesnt
have escape velocity and turns back around towards zero.
There’s one more case that hasn’t been discussed so far and that is when
c˜ = 0. The velocity and the position vectors are then parallel. Putting this into
equation (2.7), the right hand side becomes zero and so must the left hand side.
Therefore rˆ is constant. This means that the problem becomes one-dimensional
and the particle moves along a line. It also follows from equation (2.8) that
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rˆ = −e and therefore the length e = 1. Although it may not be obvious at first,
this is a conic section as well, with the plane going through the origin and having
the same slope as the line defining the cone (e = 1). Writing r(t) = −r(t)e, we
find that r satisfies the equation
r′′(t) = − µ
r(t)2
,
and from the conservation of energy we find that
(r′(t))2
2
=
µ
r(t)
+ h. (2.11)
In the case h = 0 this equation can be solved explicitly, giving
r(t) = a(t− t∗)2/3, (2.12)
with a = (18µ/4)1/3. Note that the solution is only defined on one of the
intervals t > t∗ and t < t∗, corresponding to a collision in the past or in the
future. In general, the qualitative behavior of the solution can be seen by tracing
out the curves defined by eq. (2.11). That can be found in figure 2.3. We find
that in general the solution does not exist for all times, since either the particle
comes from the origin, goes towards it or both.
2.6 Position on an elliptic orbit
So far we have the location of the particle as a function of the angle from the
eccentric axis, but it would be preferable to have it as a function of time. A
simple geometrical approach for the case where h < 0 and the path thus elliptic
will be demonstrated here.
For this we will use eccentric anomaly u which is the angle to a point out
from the center of the ellipse rather then from the origin. Formulating the ellipse
out from u, so the the eccentric axis lines up with the x-axis, gives the equations
x = a(cosu− e)
y = b sinu.
Differentiating both formulas with respect to time yields
x˙ = −au˙ sinu
y˙ = bu˙ cosu.
(2.13)
It’s possible to use these terms to write the cross product, giving the angular
momentum as before:
c = x · y˙ − y · x˙
= a(cosu− e) · bu˙ cosu− b sinu · (−a)u˙ sinu
= abu˙(cos2 u− e cosu+ sin2 u)
= abu˙(1− e cosu).
Since c is a constant, integration in time gives
ct = ab(u− e sinu).
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Figure 2.4: Kepler equation needs to be solved in order to find position for a
time value.
and substituting c = √µp and b = √ap, where p = a(1− e2), we get√
µ
a3
t = u− e sinu.
Later we shall use the constant n =
√
µ
a3 , known as the mean motion. It is
useful to substitute into the equation a constant T , so that t = 0 doesn’t have
to be at perigee as defined in the formula above, but instead T will make up for
the difference. That is,
n(t− T ) = u− e sinu.
Since t and u are known initially, it’s straightforward to calculate T . This
equation is usually known as Kepler’s equation and a plot of it can be seen in
figure 2.4. The main idea is to use it to find u out from a given t. This however
isn’t straightforward since the equation is implicit. A good way to approach
this is by solving it numerically, using for example Newton’s method. This is
discussed further in chapter 4. Once u is known, the position on the orbit can
be calculated from equations (2.13).
This method of finding Kepler’s equation is simple and good for a first read.
A different method of deriving the equation, that doesn’t rely on the equations
for an ellipse as here, can be found in [15]. As well, the cases where h ≥ 0 can
be found there.
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Chapter 3
The N-body problem
3.1 Definition
Although the central force problem covered in chapter 2 can model a Newtonian
system, it has limitations. It doesn’t take into account that the particle also
attracts it’s source of attraction. For example, a planet attracts the sun even
though the effect is relatively small. Also the central force problem only offers
one source of attraction while in a more complex system, for example a solar
system, it’s necessary to account for the gravitational force from all the particles
attracting each other. Here follows a definition of a more general model.
Consider N particles in space with masses mi and location vectors ri for
i = 1, ..., N respectively. They attract one another with a force. According to
Newton’s second law this system under gravitational force satisfies the set of
equations
mkr¨k =
∑N
j=1
j 6=k
Gmjmk
r2jk
rˆjk, k = 1, . . . , n, (3.1)
where G is a gravitational constant, rjk = rj−rk is the relative location vector,
rjk its length and rˆjk the unit vector in the same direction. This is known as
the N-body problem. Similar to the central force problem this system can be
reduced to a first order system for the locations and velocities:
r˙1 = v1
...
r˙N = vN
v˙1 =
∑ Gmj
r2j1
rˆj1
...
v˙N =
∑ Gmj
r2jN
rˆjN .
Since each vector has 3 components this is a system of 6N equations in total.
For the central force problem the center of the system is the source of at-
traction. The N-body problem however doesn’t have any specific center. For
this we turn to a different method to define a center to locate at the origin.
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Definition 3.1. The expression
M =
N∑
i=1
mi
is known as the total mass and
1
M
N∑
i=1
miri,
as the center of mass.
If all of the equations (3.1) are summed up, the right side cancels out and
we therefore get
N∑
i=1
mir¨i = 0.
By integrating twice we get the linear relation
N∑
i=1
miri = at+ b
where a and b are constant vectors.
Theorem 3.1. The movement of the center of mass is linear.
The linear movement of the center of mass can be removed from the system
and the center of mass can be fixed at the origin of the coordinate system. This
will be assumed to be the case from now on unless otherwise mentioned.
There are other methods of representing a mechanical system like this. A
common one that will be used later is Hamiltonian mechanics. The Hamiltonian
formulation is a description of the flow of the particles in the phase space of their
locations and momenta. For Hamiltonian mechanics the momentum mivi will
be denoted by pi. The Hamiltonian is a function of position and momentum
and is denoted by H(r,p) where r and p are the vectors of all the ri’s and pi’s.
The Hamiltonian is given by the formula
H =
N∑
i=1
‖pi‖2
2mi
− U,
where
U =
∑
1≤i<j≤N
Gmimj
‖ri − rj‖ (3.2)
is the self-potential. The equations of motion are then
r˙i =
∂H
∂pi
, p˙i = −∂H
∂ri
.
A simpler notation will be used for the partial derivatives such that
∂H
∂pi
= Hpi
and similarly for the self-potential.
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3.2 Conservation of energy, angular momentum
and the moment of inertia
In the last section we already saw the conservation of linear momentum. Those
six constants of a and b, the three of angular momentum and the one of total
energy are usually referred to as the classical integrals of the N-body problem
[13]. They are important for further insight into the problem.
Definition 2.1 is still valid except now there are multiple terms to sum up:
c =
n∑
k=1
mk(rk × vk). (3.3)
Differentiation gives
d
dt
n∑
k=1
mk(rk×vk) =
n∑
k=1
mk((rk× r¨k)+ (vk×vk)) =
n∑
k=1
n∑
j=1
j 6=k
Gmjmk
r3jk
(rj × rk).
The right side of the equation vanishes since each term comes twice with opposite
signs.
Theorem 3.2. The total angular momentum is a constant of motion.
The conservation of the total energy follows directly from the Hamiltonian
formulation of the system. Since we haven’t seen the full properties of Hamil-
tonian systems here, let’s show this. Knowing that
mkr¨k =
∂U
∂rk
it follows that
n∑
k=1
mkr˙k · r¨k =
n∑
k=1
∂U
∂rk
drk
dt
The right side is simply the time derivative of the potential and the left side
can be rewritten as
d
dt
1
2
n∑
k=1
mkv
2
k = U˙ .
The left side is then the time derivative of the kinetic energy K˙. Integration
yields the expected result K = U + E where E is a constant of integration.
Theorem 3.3. The total energy of the system, E = K − U , is a constant of
motion.
The moment of inertia is going to be used later. Dealing with point masses
makes it easy to define.
Definition 3.2. The moment of inertia for the system is
I =
n∑
k=1
mkr
2
k =
n∑
k=1
mk(rk · rk). (3.4)
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Using the assumption that the center of mass is at the origin, one can rewrite
the moment of inertia as
I =
1
M
∑
k<j
mjmk|rj − rk|2 = 1
M
∑
k<j
mjmkr
2
jk, (3.5)
thus allowing the moment of inertia to be determined by the mutual distances
of the particles instead of the individual location vectors.
Differentiating eq. (3.4) gives
1
2 I˙ =
∑n
k=1mkrkr˙k,
1
2 I¨ =
∑n
k=1mk(r˙
2
k + rkr¨k) = 2K +
∑n
k=1 rk
∂U
∂rk
.
But U is homogeneous of degree −1 and therefore
n∑
k=1
rk
∂U
∂rk
= −U
which gives us
1
2
I¨ = 2K − U.
Using the definition of the total energy this can be rewritten as
1
2
I¨ = K + E = U + 2E. (3.6)
3.3 Existence and singularities
In chapter 2 the singularity of the inverse square force was considered. Unlike
the central force problem however, the N-body problem doesn’t necessarily have
a singularity at the origin. Since the terms of the force function (3.1) each
depend on the mutual distances between the particles, they have singularities
when rij = 0. The simplest kind of singularity is a collision, defined as follows.
Definition 3.3. A collision occurs at t∗ when every position vector ri converges
to a value as t→ t∗ and some distinct ri and rj converge to the same value. A
total collapse occurs when all the particles collide at the same time.
To show the existence of a solution we wish to exclude collisions. Consider
the smallest of the mutual distances
rmin = min(r12, r13, ..., r(n−1)n)
and let M be the sum of all the masses as before and m0 the smallest of all
the masses. Bounds for the equations of motion can then be obtained from the
force equation (3.1) and the conservation of the total energy:
|Hri | < G
(
M
rmin
)2
, |Hpi | <
√
2
m0
(
|E|+ GM
2
rmin
)
.
Just as for the central force problem before, these bounds guarantee existence
and uniqueness for the problem as long as rmin 6→ 0.
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Theorem 3.4. A solution to the N -body problem has finite time of existence
t∗ <∞ if and only if rmin(t)→ 0 as t→ t∗.
What makes this much more complicated than the central force problem is
that rmin → 0 as t → t∗ does not necessarily mean a collision. An oscillation
between the particles defining rmin can cause a singularity without convergence,
or a particle could shoot off to infinity in finite time. These scenarios are known
as non-collision singularities or simply pseudo-collisions. We will get back to
these later on, but first we consider the 2-body problem in more detail.
3.4 The 2-body problem
Start from the pair of equations given by (3.1)
m1r¨1 = −Gm1m2
r212
rˆ12
m2r¨2 = −Gm2m1
r221
rˆ21
(3.7)
and let the center of mass be at the origin, as described above. This means that
we have
m1r1 = m2r2, m1r1 +m2r2 = 0,
which can be used to rewrite equations (3.7) in the form
r¨1 = − Gm
3
2
M2r21
rˆ1
r¨2 = − Gm
3
1
M2r22
rˆ2
(3.8)
where M = m1 +m2. This makes the equations independent of one another.
Theorem 3.5. The 2-body problem can be reduced to two central force problems.
As we have already seen in chapter 2 this allows for the problem to be fully
solved. Methods for solving the two-body problem will be discussed further
in chapter 4. Note in particular that finite-time singularities in the two-body
problem are always due to collisions [15].
3.5 Singularities for N ≥ 3
As mentioned above, singularities can be more complicated when N ≥ 3. We
begin by considering the simplest type of singularities, a total collapse. All the
particles must then converge to the origin, since that’s where the center of mass
is fixed. From the definition of I we see that I → 0 as t→ t∗ is a necessary and
sufficient condition for a total collapse.
We begin by investigating if a total collapse can happen when t → ∞.
Looking at the self-potential (3.2) we see that U → ∞ when the distances
between the particles go to zero. But then eq. (3.6) shows that I¨ → ∞ as
well. According to this, from some time to infinity I¨ ≥ 1 and integrating gives
I ≥ 12 t2+At+B, where A and B are constants. Therefore I →∞ when t→∞.
This contradicts that a total collapse will happen as t→∞.
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Theorem 3.6. A total collapse can only happen in finite time. That is, I → 0
as t→∞ is impossible.
The next thing to consider is if there are any restrictions on the system which
prevents a collapse from occurring. From eq. (3.3) for the angular momentum
we have
c ≤ ∑nk=1mk|rk × vk|
≤ ∑nk=1mkrkvk
=
∑n
k=1(
√
mkrk)(
√
mkvk)
By Cauchy’s inequality
c2 ≤
n∑
k=1
mkr
2
k
n∑
k=1
mkv
2
k = I(2K). (3.9)
This is known as Sundman’s inequality [15]. Now that we have the inequality,
let’s assume a collapse. Then I → 0 as t → t1 for some finite t1, since it can’t
happen when t → ∞. Since I¨ → ∞ in finite time, there exists a time interval
t2 ≤ t ≤ t1 so that I¨ > 0. That means I˙ is monotone on the time interval [t2, t1]
and since I > 0 as well and I → 0 we know that I˙ < 0 for t2 ≤ t ≤ t1. Going
back to Sundman’s inequality (3.9), use eq. (3.6) to rewrite it and then multiply
by −I˙ gives
1
2
c2(−I˙I−1) ≤ EI˙ − 1
2
I˙ I¨ .
Integration yields
1
2
c2 log(I−1) ≤ EI − 1
4
I˙2 +A ≤ EI +A
where A is constant of integration. Dividing through with log(I−1) gives
1
2
c2 ≤ EI +A
log(I−1)
.
But if I → 0 so does the right side of the equation above. So for a collapse
to occur we must have c = 0. This is known as Sundman’s theorem of total
collapse [18].
Theorem 3.7. For a total collapse to occur the angular momentum must be
zero.
We now specialize to the case of three particles with a singularity at time
t = t∗ so that rmin → 0 as t → t∗. According to eq. (3.6) I¨ → ∞ as t → t∗
since U → ∞ as rmin → 0. For a time sufficiently close to t∗ we have that for
the rest of the time to the singularity I¨ > 0 and I must approach a limit. If
I → 0, then the singularity is a total collapse. If however I → D for some value
D > 0 (including ∞), then from eq. (3.5) a lower bound for the longest mutual
distances rmax can be found,
I ≤ 1
M
∑
k<j
mjmkr
2
max,
ensuring the bound rmax > A for some constant A depending on the masses.
For a time relatively close to t∗ so that rmin < A/2, the triangle inequality
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contradicts that two of the distances rjk < A/2 and therefore guarantees that
rmin stays defined by the same pair of particles. Consequently, the distance
between these particles converges to 0 as t→ t∗. In order to show that there is
a collision, we have to prove that the particles approach finite limits as t→ t∗.
Note that one of the particles, say the third, must eventually be bounded away
from the other two. The equations of motion then guarantee that
|r′′3 | ≤ B
as t→ t∗ for some constant B > 0. Integration from t1 to t2 yields
|v3(t2)− v3(t1)| ≤ B|t2 − t1|
as t1, t2 → t∗. It follows from Cauchy’s criterion that v3(t) has a finite limit as
t→ t∗ and by integration that r3(t) has a finite limit r∗3. The normalisation
m1r1 +m2r2 +m3r3 = 0
and the fact that r12 → 0 now imply that
r1(t), r2(t)→ − m3
m1 +m2
r∗3
as t→ t∗.
Theorem 3.8. All singularities of the three-body problem are collisions.
Knowing this, the Finnish mathematician and astronomer Karl F. Sundman
was able to solve the 3-body problem in terms of power series expansions. He
assumed that the angular momentum was non-zero, leaving only the possibility
of binary collisions. These binary collisions can be regularized by a change of
variables. To explain this change of variables, consider the explicit collision solu-
tion r(t) = a(t−t∗)2/3 in the central force problem discussed in section 2.5. This
solution is completely regular in the new variable s = (t−t∗)1/3, and r(s) = as2,
showing that the solution ‘bounces off the origin’. Sundman’s transformation
has the same effect for any binary collision in the 3-body problem, making the
particles bounce off one another at a collision. Sundman’s power series solution
was later generalized to N > 3 and N = 3 with c = 0 by Q. Wang [21, 22].
He had to avoid the question of singularities altogether, and simply attained a
convergent power series valid over the maximal time of existence of the solution.
Sundman’s and Wang’s power series solutions are not used in practice since they
converge very slowly. Numerical methods have proved to be superior.
The method proving theorem 3.8 does not hold for more particles than 3.
In 1992 Z. Xia found a solution that had a pseudo-collision for the case N = 5
[23] and this was later extended to N > 5. The case where N = 4 is however
still unsolved [5]. The theory behind this goes beyond what is covered here.
3.6 Central configurations
Central configurations are considered important since they e.g. appear asymp-
totically in connection with collisions and unbounded growth as time goes to
infinity [17]. Let’s start by defining what is meant by a central configuration.
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Definition 3.4. The particles of the N-body problem are said to form a central
configuration if the force acting on each particle is in proportion to its mass
and position vector relative to the center of mass. A formulation of this in
mathematical terms is
∂U
∂ri
= −λmiri (3.10)
where λ is a scalar that is independent of i.
Note that the right side of eq. (3.10) is −λ/2 times the gradient of the
moment of inertia I. It follows that (r1, . . . , rN ) is a central configuration if and
only if it is a critical point of U subject to the constraint of fixed I. Since U is
homogeneous of order −1 it follows that
−U =
n∑
i=1
ri · ∂U
∂ri
= −λ
n∑
i=1
mir
2
i = −λI.
and therefore
λ = U/I. (3.11)
Furthermore, since Iri = 2miri eq. (3.10) can be rewritten as
IUri = −
1
2
UIri ,
or better yet
(IU2)ri = 0. (3.12)
Since I is homogeneous of order 2 and U of order −1 it follows that the equation
above is invariant under dilations. The moment of inertia can be represented
by eq. (3.5), so it and the self-potential only depend on the mutual distances
of the particles. Therefore a rotation of a central configuration is also a central
configuration.
Theorem 3.9. A rotation and scaling of a central configuration is a central
configuration.
We will count two central configurations which only differ by a rotation and
a scaling as one and the same. Be aware that some authors don’t distinguish
between two different configurations which are related by a reflection.
To start out with a simple example, one can think of N bodies, all of equal
weight, uniformly distributed on a circle around the origin. It’s easy to see for
symmetric reasons that the particles form a central configuration. It’s also pos-
sible to find non-flat central configurations. For example there are the platonic
solids. The simplest one is a regular tetrahedron, again with equal masses. Ev-
ery particle is above an equilateral triangle right in the middle and attracted
by equal force from all the corners of it. Again simple geometrical vector math
shows that we have a central configuration.
Another simple source of central configurations is the two-body problem.
Note from equations (3.7) and (3.8) that
∂U
∂ri
= −λmiri, i = 1, 2,
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with
λ =
Gm32
M2r31
=
Gm31
M2r32
=
GM
r312
.
Thus a solution of the two body problem forms a central configuration at any
point in time. According to the counting method we discussed before, the two-
body problem has only one central configuration since all configurations are
simply a rotation or scaling of every other.
This is not the case in general for the N-body problem since a central config-
uration can occur in one moment but be gone the next. In order for a solution to
remain within the same equivalence class of central configurations, the system
is only allowed to rotate or scale. Consider first the case of a pure scaling. The
positions are then given by ri(t) = φ(t)ai, where the ai are fixed vectors and φ
is a real-valued function. We obtain the equation
φ¨ = − λφ|φ|3 , (3.13)
for φ, while the ai have to solve the equations (3.10). Equation (3.13) is the
one-dimensional central force problem discussed in section 2.5. In particular,
this kind of solution leads to a total collapse either in the future or in the past
(or both).
Assume next that the ai are coplanar and identify them with complex num-
bers. There is nothing which prevents us from allowing φ to be complex-valued.
Since multiplication with a complex number geometrically corresponds to a ro-
tation followed by a scaling, the solution will again remain within the same
equivalence class of central configurations. This method allows us to construct
a solution of the N -body problem for every solution of the central force problem
(recall that these are all coplanar) and every central configuration. The special
case when φ is a pure rotation is known as relative equilibrium. The particles
then move uniformly in circles. The name is due to the fact that in a rotating
coordinate system the solution becomes an equilibrium point.
Although arranging few particles so they form a central configuration can
be easy, the general question of finding all relative equilibria for the N-body
problem and whether or not they are finitely many has not been solved. The
mathematician Steve Smale, who was awarded the Fields medal in 1966, con-
sidered this a problem important enough to be included among many famous
problems like Poincaré’s conjecture and the Riemann hypothesis on his list of
problems worthy for this century [19]. This list was his response to a request
from the International Mathematical Union in the late 20th century. The case
N = 3 has however been solved and those solutions will be covered in the next
two sections.
3.7 Euler’s solutions
In a search for central configurations to the three-body problem, Euler found
the first one. We seek three particles of any finite masses, in a collinear configu-
ration. Call the positions of the particles along the line ξ1, ξ2 and ξ3. Equation
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(3.10) then reduces to
G
n∑
j 6=k
mj
r3jk
(ξj − ξk) = −λξk, (3.14)
with rjk = |ξj−ξk|. Arranging the numbers of the particles so they are ordered,
that is ξ1 < ξ2 < ξ3, let us write out the distances between the particles as
ξ2 − ξ1 = a and ξ3 − ξ2 = aρ and then ξ3 − ξ1 = a(1 + ρ). The fact that the
center of mass is at the origin gives us the equations
m2a+m3a(1 + ρ) = −Mξ1
m1a(1 + ρ) +m2aρ = Mξ3
(3.15)
where M is the total mass as before. Combining equations (3.14) and (3.15) for
ξ1 gives
a3 =M
G
λ
m2 +m3(1 + ρ)
−2
m2 +m3(1 + ρ)
. (3.16)
This gives a if ρ is known. To find ρ we calculate −ξ1/ξ3 with (3.14) and (3.15).
This gives
m2 +m3(1 + ρ)
m1(1 + ρ) +m2ρ
=
m2 +m3(1 + ρ)
−2
m1(1 + ρ)−2 +m2ρ−2
which can be written out as the polynomial equation
(m2 +m3) + (2m2 + 3m3)ρ+ (3m3 +m2)ρ
2
− (3m1 +m2)ρ3 − (3m1 + 2m2)ρ4 − (m1 +m2)ρ5 = 0. (3.17)
Putting ρ = 0 gives a positive left side and ρ→∞ gives −∞ so there must be a
root on the positive half axis. Furthermore, according to Descartes’ rule of signs
there is at most one root [15]. Hence there is exactly one central configuration
with this ordering of the masses. Interchanging the roles of m1 and m3 will
simply produce a configuration which is rotated 180◦ around the origin. The
only way to produce a non-equivalent configuration with the same masses is to
change which mass is in the middle. We have thus proved the following result.
Theorem 3.10. Given three masses, there are exactly three collinear central
configurations of the three body problem.
Euler’s solution has been extended for all values of N . According to Moulton
[14] it is possible to find N !/2 collinear central configurations for any set of N
(distinct) masses.
3.8 The Lagrange solutions
So far we have found all collinear central configurations of the three-body prob-
lem. What other solutions can exist? Lagrange found the answer to this ques-
tion.
One way of tackling this question would be to formulate the problem in a
similar way as the collinear case in last section. Note that three points in space
always lie in a common plane, so that the configuration has to be coplanar.
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Figure 3.1: Triangular central configuration with all distances equal.
We would therefore have to solve a complex-valued version of eq. (3.14). We
refer to [15] for this approach. Instead we shall follow [13] and use the mutual
distances r12, r13, r23 as new variables. These might seem like too few indepen-
dent variables, since after fixing the center of mass at the origin there are four
independent variables left. However, the mutual distances are in fact local co-
ordinates near any non-collinear configuration if we identify two configurations
which differ by a rotation. Indeed, after a rotation and a reflection we can as-
sume that m1 and m2 lie on a horizontal line in the lower half plane and that
m1 lies to the left of m2. Given the position of m1, the distance r12 determines
the position of m2 and the distances r13 and r23 the position of m3. Together
the points determine a triangle, which is so far only unique up to translations
(the position of m1). Fixing the center of mass at the origin however determines
the triangle and the positions of the masses uniquely. Eq. (3.5) will therefore be
used for the momentum of inertia, while the self-potential is already expressed
in terms of the mutual distances. Differentiating U and I with respect to the
three rij ’s gives
G
mimj
r2ij
= 2λ
mimjrij
M
and solving for rij gives
rij =
3
√
GM
2λ
Since λ is independent of particle pair and G and M are constants, all the
mutual distances must be equal.
Theorem 3.11. There exist exactly two non-collinear central configurations in
the three body problem and those are the two possible equilateral triangles.
These being the only possible non-collinear configurations, we have found all
possible central configurations of the three-body problem.
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This theory has been tested in astronomy. If one side of a triangle is defined
between the Sun and Jupiter, then asteroids can be found in the vertices of
triangles forming in both directions. This was first discovered in 1906 by the
astronomer Max Wolf (1863–1932) and by now thousands of ‘trojan’ asteroids
have been found in these locations. Similar cases have been found elsewhere in
our solar system, e.g. in relation with the Sun and Mars [12].
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Chapter 4
Numerical approximations
4.1 Introduction
As we have seen so far the range of known analytical solutions to the N-body
problem is quite limited. For many applied problems in science, no such solu-
tions exist. For those problems we turn to numerical approximations. Instead
of finding a function or infinite series of functions that satisfy the system of
equations (3.1), the idea is to estimate the numerical value of the system at a
future time for a given initial value. For this we use the first order system
y′(t) = g(t,y), (4.1)
where
y(t) =

r1
...
rN
v1
...
vN

g(t,y) =

v1
...
vN
f1
...
fN

(4.2)
and
fk =
∑n
j=1
j 6=k
Gmj
r2jk
rˆjk, k = 1, ..., n. (4.3)
Starting from a initial value problem y0, t0 the derivative is evaluated and the
solution is moved forward in time. But time is continuous so that between any
two given values tk and tk+1 are infinitely many other values and it’s impossible
to evaluate them all. For this reason the time variable must be discretized so
that at time tk the values are moved to tk+1 = tk + h for some given time step
h. This means that information is lost in between the time steps and a dis-
cretization error is introduced into the calculation. A numerical estimation at
a time value tk is denoted with yk. Another limitation of numerical computa-
tions on computers is the representation of numbers. In a typical floating point
representation only a finite number of digits are considered. The error that this
causes is referred to as rounding error.
An important condition for a numerical method to be acceptable, is that
it converge towards the correct solution. That is, yi → y(ti) as h → 0. If
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the method doesn’t converge then it’s completely unpredictable and useless. A
wide range of methods for solving ordinary differential equations exist. Some
are general purpose while other are specifically constructed for certain set of
problems. One way to measure the accuracy of a method is to consider its rate
of convergence.
Definition 4.1. A method is said to be of order p if
yk − y(tk) = O(hp+1)
for every analytic right hand side f and every k [11].
As the order of the method is higher, the order of the remaining error is
higher. Be aware though that higher order method does not guarantee lower
error.
In the following sections are implementations of four methods and some
analysis using the theoretical knowledge of the problem we have seen so far. All
coding is done in the Python programming language and executed using Python
2.7.3. The code can be found in appendix B. Numerical values are represented
as standard 64-bit floating point numbers. Since the gravitational constant only
depends on the units chosen we will use G = 1 in all calculations.
4.2 Euler’s method
The simplest method to solve a set of differential equations is Euler’s method
(EM). The idea is to move the values in the direction of the derivative by the
time step h. Or to put it into a formula
yk+1 = yk + hg(tk,yk). (4.4)
We shall denote the error of a method with ek,h = yk − y(tk). Assuming
that g is analytic, from equation (4.4) and by Taylor’s theorem it’s possible to
get for the error ek+1,h at time step k + 1:
ek+1,h = ek,h + h[g(tk,y(tk) + ek,h)− g(tk,y(tk))] +O(h2)
with k = 0, 1, ..., bt∗/hc for a given t∗ > t0. It follows that
|ek+1,h| ≤ (1 + hL)|ek,h|+ ch2
where L is a Lipschitz constant. By induction we reach that
|ek,h| ≤ c
L
h[(1 + hL)k − 1].
Since hL is positive it holds that (1 + hL)k < ekhL. Taking k = bt∗/hc gives
then ebt
∗/hchL ≤ et∗L and thus
|ek,h| ≤ c
L
(et
∗L − 1)h
It follows that maxk |ek,h| → 0 as h → 0 for k such that 0 ≤ kh ≤ t∗ [11]. We
therefore conclude that Euler’s method is convergent.
The above comparison of Euler’s method with Taylor series tells us that the
method is of order one.
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Theorem 4.1. Euler’s method is of order one.
This is the lowest possible rate at which a method can converge to a solution
and therefore not much can be expected from it. The main purpose of including
this method is that if another method does even worse, then it’s probably not
worth considering further.
4.3 Heun’s method
The Runge-Kutta methods are based on numerical integral procedure know as
Gaussian quadrature [11]. This is a large family of both implicit and explicit
methods. Two explicit methods of this family will be discussed here.
The first one is a two step Runge-Kutta method known as Heun’s method
(HM) [10]. The formulation is as follows:
yk+1 = yk +
h
2
(Y′1 +Y
′
2), (4.5)
with the stage derivatives
Y′1 = g(tk,yk)
Y′2 = g(tk + h,yk + hY
′
1).
(4.6)
A detailed discussion of Runge-Kutta methods can be found in [8]. In par-
ticular we have following result.
Theorem 4.2. Heun’s method is of order two.
Using this one also obtains the global estimate
|ek,h| ≤ c
L
(et
∗L − 1)h2.
See [8].
4.4 Classical fourth-order scheme
The second Runge-Kutta method that will be use here is a four step Runge-
Kutta method which is often referred to as the classical fourth-order scheme
(CFS) [10]. The method is:
yk+1 = yk +
hk
6
(Y′1 + 2Y
′
2 + 2Y
′
3 +Y
′
4), (4.7)
with
Y′1 = g(tk,yk)
Y′2 = g(tk +
hk
2 ,yk + hk
Y′1
2 )
Y′3 = g(tk +
hk
2 ,yk + hk
Y′2
2 )
Y′4 = g(tk + hk,yk + hkY
′
3).
(4.8)
The following theorem can be obtained using the theory in [8]. As before this
leads to a global bound of order O(h4).
Theorem 4.3. The classical fourth-order scheme method is of order four.
It has been shown that this method is the highest order of Runge-Kutta
method where the order is equal to the number of stage derivatives. All higher
order methods need a number of stage derivatives beyond the order [11].
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4.5 Störmer-Verlet
The methods we have seen so far are general ODE solvers that can be applied to
most problems. The method we shall take a look at now however is specifically
constructed for solving force problems. Here it will be referred to as Störmer-
Verlet method (SV), but it’s known under many other names as well. The
reason for so many names is that it has been rediscovered over and over again
and introduced by many under different names. As a matter of fact, it can
be found in Newton’s Principia where he used it for integration to show that
Kepler’s second law holds for the central force problem [7].
Going back to the notation of locations and velocities by y, we write out the
method as follows
vk+ 12 = vk− 12 + hf(rk)
rk+1 = rk + hvk+ 12 .
(4.9)
An initial half step is needed to get started
vk+ 12 = vk +
h
2
f(rk) (4.10)
which can as well be used along the calculation in order to align the position
and velocity for the time variable. To find the error we use Taylor’s theorem as
before
r(tk+1)− rk+1 = r(tk)− rk + h(v(tk)− vk+ 12 ) +
h2
2
f(r(tk)) +O(h3).
By eq. (4.10) we can rearrange it to
r(tk+1)− rk+1 = r(tk)− rk + h(v(tk)− vk) + h
2
2
(f(r(tk))− f(rk)) +O(h3)
and as before, a global error bound can be found which leads to the following
conclusion:
Theorem 4.4. Störmer-Verlet is of order two.
This does however not hold in general and applying this method to other
problems than force problems can mean that it won’t converge to the correct
solution [7].
It’s remarkable to have method of order two that only needs a single evalu-
ation of the right hand side for each step, but that’s not all. Störmer-Verlet has
more characteristics that makes it feasible for problems like the N-body prob-
lem. Those are symmetry, reversibility, symplecticity and volume preservation
[7].
The method is said to be symmetric, since changing the direction of time will
result in the exact same method. A property to the symmetry is that reversing
the velocity will not change the solution trajectory. So by turning time around
the method will go back to the exact same values as it came from.
The flow ϕt of a Hamiltonian system is said to be symplectic because it
satisfies
ϕ
′T
t Jϕ
′
t = J, J =
(
0 I
−I 0
)
(4.11)
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Figure 4.1: Short time interval for the two-body problem. The plot shows the
system from its start to end value.
where I is the identity matrix. Störmer-Verlet is said to be a symplectic in-
tegrator since when applied to a symplectic system, property 4.11 holds (see
theorem 2.2 in [7]). From the symplecticity it follows that Störmer-Verlet is
volume preserving in phase space when applied to a Hamiltonian system.
One more important property of the Störmer-Verlet method is that it pre-
serves linear first integrals [7]. A first integral is a non-constant function I(y) for
a differential equation, if I(y(t)) is constant for every solution y(t). As we have
seen in section 3.2 the N-body problem has a few. A big change of the classical
integrals can mean big change for the system, for example if the energy changes
sign or the angular momentum goes to zero. It can therefore be assumed that
preserving those constants through out a calculation can be important.
4.6 The 2-body problem
Numerical methods are normally used where exact solutions aren’t known or
the numerical method can reach high enough accuracy with less effort than
calculating the actual solution. We will however start here by studying problems
whose solutions we already know exactly and compare the approximations to
the exact solution. This will allow us to investigate the quality of the methods
and make sure they produce numerical solutions as expected. The first system
will be the two-body problem.
As we already seen in section 3.4, the two-body problem can be solved as
two central force problems. Starting with the masses and initial values for the
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positions and velocities, the first step is to fix the center of mass at the origin.
The position rc and velocity vc of the center of mass can be calculated from
rc =
1
M (m1r1 +m2r2),
vc =
1
M (m1v1 +m2v2).
By reducing those from the corresponding components the system stays the
same but is fixed at the origin. The angular momentum can be calculated
directly from equation (2.3), the µ’s are
µ1 =
Gm32
M2
, µ2 =
Gm31
M2
and e can then be found from equation (2.8). That is all one needs to calculate
a position on the orbit given a value of the eccentric anomaly. If one however
wishes to find a corresponding time value or solve Kepler’s equation, the mean
motion n =
√
µ
a3 , the angle of the true anomaly for the initial values u0 =
arcsin(
√
µaer0 · v0) and the time offset constant T = −n−1(u0 − e sinu0) are
needed as well. The calculation of u0 can have a large numerical error due to
the arcsin. To avoid that, the system considered here will have initial data on
the x axis with perpendicular velocities. The eccentric axis and initial positions
will then be parallel and the initial angle u0 will either be 0 or ±pi.
That’s all the information needed to solve for the ellipses. For the ellipses
the major axes are
ai =
c˜2i
µi|e2i − 1|
, i = 1, 2
and the centers are
Ci = −eiai, i = 1, 2.
The minor axes are then
bi =
√
a2i − |Ci|2
and the ellipses can be calculated from a given u.
The system that will be used here for comparison has the following initial
values
body nr. m rx ry vx vy
1 2 −1 0 0 −0.13
2 1 2 0 0 0.26
that will give the following constants
body nr. c˜ ex µ
1 0.13 0.8479 0.11
2 0.52 −0.8479 0.88
furthermore u0 = −pi.
The first calculation is a bit more than half a rotation to the value u = 0.25pi.
The expected trajectories can be seen in figure 4.1. The step size is varied to
see how the methods converges towards the correct solution of the position as
the step size gets smaller. In figure 4.2 we see how the methods converge at
different rates due to their different orders. At a certain point the limit of the
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Figure 4.2: Short time interval for the two-body problem. The error for each
corresponding method for different step sizes.
number representation on the computer is hit, the error is completely dominated
by the rounding error. A further reduction in step size h will not result in a
more precise solution.
As expected, Euler’s method is the least accurate and converges slower than
the other methods. Störmer-Verlet does a bit better than Heun’s method and
they converge at the same rate while CFS is the most accurate. Comparing
algorithms based on step size alone however is not enough. A single step has
different computational cost depending on what method is used. The most
expensive part of the computation is the evaluation of the force in the right hand
side of the equation. Since each step for Störmer-Verlet takes one evaluation
but Heun’s method takes two and CFS takes four it’s to be expected that they
take a longer time by the same factor. Timing the calculations confirms this.
A calculation with fixed step size that took Störmer-Verlet 1 hour, took Heun’s
method 1 hour and 54 minutes and CFS 3 hours and 42 minutes. Therefore it’s
possible to do a calculation with Störmer-Verlet with about twice as many steps
as Heun’s method and about four times as many steps as CFS in approximately
the same calculation time. Considering the error data in figure 4.2 shows that
Störmer-Verlet would do better than CFS up to about the error 10−3 for the
same calculation time. If higher accuracy than 10−3 is required CFS turns out
to be the most efficient method of the ones we considered.
To better see how well the methods hold the accuracy, another calculation
is done for a longer distance. The numerical solution is now evolved to 60
whole periods and then to u = 0.8pi so almost 61 circles (t = 456.388..). This
time Euler’s method fails to converge what so ever. The Runge-Kutta methods
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Figure 4.3: Error in the long term calculation of the two-body problem for
different step sizes.
contain more noise than before and converge at an unexpected faster rate. Once
the time step is small enough Störmer-Verlet however behaves exactly as before.
For the step sizes tested only CFS reached rounding error. Comparing the error
from the short approximation and the longer one, for a fixed step size the error
grows faster for CFS than it does for Störmer-Verlet. Even so, for this example
CFS eventually results in a higher accuracy for the same computational cost.
To investigate further we take a look at the total energy of the system
throughout a run. From this point forward Euler’s method will be excluded.
The step size for Störmer-Verlet is 0.0015, for Heun’s method it’s 0.003 and
for classical fourth-order scheme it’s 0.006 so that the calculations take about
the same time. As seen in figure 4.4 the energy of the system grows when
Heun’s method is used, shrinks for classical fourth-order scheme but is steady
for Störmer-Verlet although it fluctuates for every period the system makes.
This can have effect on the final outcome as the simulation gets longer.
4.7 Collinear configuration
The second system we consider is a three-body collinear configuration. In order
to construct a collinear configuration, equation (3.17) needs to be solved for one
of the variables. With three masses given one can solve the equations with a
numerical method. Since we are not interested in any specific given masses it’s
easier to take two masses and ρ, then solve explicitly for the third mass.
With the masses and ρ known, the particles can be arranged on the x-axis
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Figure 4.4: Behavior of the energy for three different methods. SV takes jumps
at close encounters but returns to the same value, HM slowly grows while for
CFS the energy reduces.
and with a given initial angular velocity, the ellipses can be found with the
special cases of µ’s. From equation (3.16), we get
λ =M
G
a3
m2 +m3(1 + ρ)
−2
m2 +m3(1 + ρ)
, (4.12)
where a is as defined in section 3.7. Using equations (3.15) and that the center
of mass is at the origin, a can be swapped for the corresponding distances from
the center
a = r1M/(m2 +m3(1 + ρ))
= r2M/(m1 −m3ρ)
= r3M/(m1(1 + ρ) +m2ρ).
Replacing a with a certain ri in equation (4.12) gives the corresponding µi.
Once the µ’s are known, the problem can be solved for each particle in the same
way as the two-body problem in the previous section.
In many ways the three-body collinear configuration is similar to the two-
body problem. They are both coplanar central configurations and have periodic
solutions. In figure 4.6 are the trajectories of particles aligned in a collinear
configuration. The method used is Heun’s method with time step 120 . As we can
see the trajectories at first hold reasonable resemblance to the correct solution
but then looses configuration and the particles shoot of into separate directions.
Unlike the measurements of error in last section, our interest here will be to
see how long an algorithm can hold the form of a collinear configuration. The
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Figure 4.5: An example of a solution to the collinear configuration.
experiment will be conducted by running an approximation with different step
sizes until an error of 0.5% has entered ρ. The calculation will be stopped and the
current time registered. This means we only monitor the central configuration
and not if it scales up or down or even slows down or speeds up. The values used
to construct the system are m1 = 1, m2 = 2, ρ = .9, scaling of the system just 1
and the angular velocity 1.2. The third mass is thenm3 = 0.45500326264274077.
A single period of the solution is about 1.62982149..
The result can be seen in figure 4.7. It might look a bit different from what
one expects. Decreasing the step size doesn’t seem to make any difference and
if something it’s making it worse. To gain insight into what’s going on there one
might consider figure 4.8 where a big time step is used. Even though the system
grows and goes away from the actual trajectories the central configuration is
held and the system keeps going in a rotating motion.
4.8 A system of 5 particles
The final test is a random system of five bodies in three dimensions. A few
systems were created and the most interesting one was picked. The step size for
Runge-Kutta 2 is 2−7, for Runge-Kutta 4 2−6 and for Störmer-Verlet 2−8. The
trajectories of the particles in the calculation done with the classical fourth-
order scheme can be seen in figure 4.9. Since we don’t really know what the
actual solution looks like we’ll consider the total energy and see how the methods
behave compared to what we’ve seen so far.
In figure 4.10 we can see that all of the methods eventually have a big
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energy jump caused by a close encounter of two particles. The added on energy
results with one or more particle reaching escape velocity when it shouldn’t and
shooting away from the others. Since the energy, as we already know should
be constant this behavior should not be expected from the actual system and
therefore should be unacceptable to take place in the calculations.
Before anything like that happens it is possible to observe a similar pattern
as we’ve seen before. In the zoomed in plot in figure 4.10, we can see the energy
behavior at a close encounter. For Heun’s method the energy has already grown
and the close encounter doesn’t have any visual effect on the energy. Classical
fourth-order scheme however dives down and looses energy while Störmer-Verlet
takes a dip but then returns to the same level. This appears to be similar to
the behavior we saw in figure 4.4 for the two body problem.
One way to avoid a blow up of the system is to make the step size smaller
and get a more accurate approximation. In figure 4.11 the energy is plotted for
three different step sizes with Heun’s method. The step sizes are 2−8, 2−9 and
2−10. All of them clearly get further without a blow up than the original one in
figure 4.10. A close encounter occurs around t = 17.5 that blows up for the step
size 2−9. In the case of the bigger step size 2−8, the system has already had
some minor growth that leads to the close encounter not being as close. This
leads to the bigger step size actually getting further without a blow up. With
the smallest step size 2−10, the method manages to approximate all the close
encounters that it fails on with the other step sizes and get the furthest before
the system blows up at about t = 31.
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Figure 4.6: Collinear configuration, calculation over long period. Once error
has entered the ratio of the distances between the particles, the original config-
uration is lost and the particles go of in different directions.
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Figure 4.7: The time until the calculation methods loose the central configura-
tion of the system for different step sizes (log scale).
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Figure 4.8: A big step size with Heun’s method on the central configuration.
The system grows and the trajectories spiral outwards but still the central con-
figuration is held.
Figure 4.9: The five body system as approximated by the classical fourth-order
scheme.
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Figure 4.10: Behavior of the energy for five particles. First one for long term
showing that all of the methods end up eventually with positive energy and the
second one a zoom in on a close encounter.
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Figure 4.11: Energy of five particles for three different step sizes of Heun’s
method. A blow up happens at different times for different step sizes.
40
Chapter 5
Conclusion
5.1 What we’ve seen and what we haven’t
So far we have covered the foundation for the study of the N-body problem.
We’ve seen the simpler system, the central force problem and some solutions.
The range of other known solutions is limited but there are some that haven’t
been discussed here. The study of moons traveling around planets resulted in
the restricted three body problem. In that case it’s assumed that one of the
three particles (the moon) has so little weight that it does not affect the other
particles. The two bigger ones then act as a two body problem while the third
one spins around one of them [15]. Another three body system that has been
studied in more recent times is where all three bodies travel by the same path
in the form of a figure eight. Quite recently a categorized list was published
that contains some periodic three body problems that have been discovered
[20]. As was mentioned in chapter 3 there has been some interest in central
configurations. A detailed study can be found on periodic solutions [18] and
on the general case of central configurations [17]. As Saari points out [16], the
nature of the central configurations makes it possible for a non-expert in the
field to bring new insights towards a solution.
The system as it was considered here was only in the form of gravitation as
Newton introduced it. Other form of it exist, for example in molecular dynamics
with the Lennard-Jones potential [6], where the particles bounce away from one
another when they get too close. As well when it comes to astronomy we don’t
have to go further away than inside our own solar system to observe affects of
Einstein’s theory of relativity. Measurements of Mercury’s position does not
agree with calculations [12]. In modern time it has become standard practice
for some mathematicians to tackle the problems not only for the inverse square
force but rather the general case of inverse force. That is, solve the problem for
the force 1
rk
for some k > 0 [17].
When solving the equations numerically the decision on method and step size
usually comes down to the accuracy needed against the time that the calculation
will take. All the systems that were tested here are fairly small and simple
but with every added particle the calculation time grows fast. Depending on
the type of system there are possibilities to improve the methods used. One
observation that can be made from the tests above is that at close encounters
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the step size needs to be relatively small for the system not to blow up. At the
same time when the particles are far apart there’s not much going on and the
step size can be bigger. For this it’s possible to use methods with adaptive step
size. For the Runge-Kutta 4 method discussed in last chapter there is a method
known as Runge-Kutta 34 that with one extra stage derivative evaluation for
each step can compare the solution by a third order Runge-Kutta and the fourth
order method and from that estimate an appropriate step size for the next step
[8]. Similar approach for a geometrical integrator like Störmer-Verlet is difficult
since the current step size in Runge-Kutta 34 is evaluated on past data and that
would break the properties of Störmer-Verlet. An approach to make geometrical
integrators adaptive has been introduced by Hairer & Söderlind [9] that applies
to Störmer-Verlet.
Adaptive step size is not always enough. Take for example a solar system
with a sun at the center with planets rotating and moons going around the
planets. Compared to the sun-planet rotation the moons are always at close
encounters with the planets. In order for the moons not to shoot of into the
distance the step size needs to be small enough but then a lot of calculation
time is wasted on the movement of the planets that not necessarily improves
the accuracy that much. A solution to this problem is discussed by Aarseth [1]
by using predictor-corrector methods allowing for independent step sizes.
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Appendix A
Conic sections
Due to connection of the theory in this paper with conic section this appendix is
included as an overview. This text will not go into detail in proofs and the theory
but more just go over some of it’s properties. This material has been studied
in detail for a long time and it’s possible to find a more detailed description in
most calculus text books.
A cone can be defined as a line going through the origin at an angle α and
turned around an axis and forming a surface. A conic section is then intersection
between a plane and a cone forming a curve. There are three different conic
sections depending on the slope of the plane. If the slope is less than of the
line defining the cone, then the section forms an ellipse, if the slope is equal
it’s parabola and if it’s more, then the section is hyperbola. Note that a circle
is a special case of an ellipse where the plane is parallel to the axis of rotation
discussed before and therefore it’s slope zero.
There are many ways of representing the conic sections, for example can
most cases be reduced down to a quadratic formula of two variables [3]. Another
definition uses points known as foci. Defining two points F1 and F2, then the
set of all points in a plane where the sum of the distances d1 and d2 from these
points is constant forms an ellipse. Similarly a set where the absolute value of
the difference of d1 and d2 is constant forms a hyperbola. The parabola has
only one focal point and a line called directrix. Then the parabola is a set of
all points that have the same distance from the point and the shortest distance
from the line. The relationship between the conic sections, foci points and cones
is shown in the ice-cream-cone proof. It is omitted here. It can be found on
page 499 of Apostol, Tom M. Calculus: volume I.
When working with angular momentum and a point of attraction as it is
in the theory of this paper, it’s good to use polar coordinates out from a focal
point. To construct the formula for that we start by considering a single focal
point and a directrix line as before. Then a conic section is a constant ratio
between the distance from the focal point and the closes point of the directrix.
This constant ratio is called eccentricity and is noted by the letter e. Lets call
the location of a point X the directrix L and the focal point F . Then this can
be formulated as
‖X − F‖ = ed(X,L) (A.1)
where d(X,L) is the shortest distance form a point X to a line L. We need a
way to calculate d(X,L). That can be done by taking a vector from X to any
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point P on the directrix and take the dot product with a unit vector normal N
to the directrix. That is,
d(X,L) = |(X − P ) ·N |
and then equation (A.1) becomes
‖X − F‖ = e|(X − P ) ·N |
Now fix P so that it’s the point on the directrix closest to the focal point and the
distance between them d. Then F − P = dN and equation A can be rewritten
as
‖X − F‖ = e|(X − F ) ·N − d|
and to simplify further, F can be defined at the origin and removed from the
equation and X = r as used in the paper and ‖X‖ = r so it becomes
r = e|r ·N − d|
Further it’s possible to remove the dot product r ·N and get
r = e|r cos θ − d|
Solving for r gives then
r =
ed
e cos θ + 1
(A.2)
and a polar coordinate equation has been found for the conic sections.
Well aware reader might have noticed that e appears in the numerator of
equation A.2 but doesn’t in equation 2.10. This means for the case that the
conic section is a circle (e = 0) equation A.2 becomes 0. It is thus easy to see
that when e→ 0 and d→∞ the section becomes circular. It’s however obvious
that eq. A.2 is unnecessarily complicated to find a circle since the radius of a
circle is constant, but that fits eq. 2.10, that is when e = 0 it becomes
r =
c2/µ
1 + 0 cos θ
= c2/µ
that is, a constant over time.
The ellipse
So far the discussion has been generally about the conic sections but now the
elliptical case will get a special attention.
The ellipse is the only conic section that is a closed curve. That can be seen
from the eccentricity in equation A.2. The ellipse can also be represented by a
quadratic formula
x2
a2
+
y2
b2
= 1
where a is the semi-major axis and b is semi-minor axis. That is, a is the furthest
distance from the center c of the ellipse and b the shortest. In this representation
this happens on the coordinate axes so that the longest distance is at (±a, 0)
and shortest at (0,±b) in cartesian coordinates given that c is at the origin. A
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relationship between the eccentricity of the polar coordinate and the minor and
major axes of the cartesian coordinates exists
a = ed/(1− e2)
b =
√
a2(1− e2)
and the focal points are at a distance f = ae from the center along the x-axis.
The cartesian coordinates of a point X on the ellipse can then be found with
x = a cosE
y = b sinE
where E is an angle from the center with the x-axis. If the origin is at a focal
point and not the center then the equation for the x coordinate changes to
x = a(cosE ± e).
45
Appendix B
Code
two_body.py
import numpy as np
import scipy.optimize
class Tbp:
def __init__(self, name, r1, r2, v1, v2, m1, m2):
self.r = np.vstack((r1,r2))
self.v = np.vstack((v1,v2))
self.m = np.array([m1,m2],dtype=’float’)
self.M = self.m.sum()
self.name = name
self.reduce_r()
self.reduce_v()
self.c = np.cross(self.r,self.v)
self.totC = self.c[0] * self.m[0] + self.c[1] * self.m[1]
self.mu = np.array([self.m[1]**3 / (self.M**2),
self.m[0]**3 / (self.M**2)])
self.e = np.empty((2,3))
for i in xrange(2):
self.e[i] = (np.cross(self.v[i],self.c[i]) / self.mu[i]
- self.r[i] / np.linalg.norm(self.r[i]))
self.a = np.empty(2)
self.f = np.empty(2)
self.b = np.empty(2)
self.center = np.empty((2,3))
for i in xrange(2):
self.a[i] = np.sign(self.e[i,0]) * \
np.linalg.norm(self.c[i])**2 / \
(self.mu[i] *
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abs(np.linalg.norm(self.e[i])**2 - 1))
self.f[i] = np.linalg.norm(self.e[i]) * self.a[i]
self.b[i] = np.sign(self.e[i,0])*np.sign(self.c[i,2]) * \
np.sqrt(self.a[i]**2 - self.f[i]**2)
self.center[i] = -self.e[i] * abs(self.a[i])
self.p = 2 * np.pi * np.sqrt(abs(self.a[0]**3)) / \
np.sqrt(self.mu[0])
self.n = np.sqrt(self.mu[0]) / np.sqrt(abs(self.a[0]**3))
if np.sign(self.r[0,0]) == np.sign(self.e[0,0]):
self.E = 0
else:
self.E = np.pi
self.T = (self.E - np.linalg.norm(self.e[0]) *
np.sin(self.E)) / self.n
if np.dot(self.v[0], self.e[0]) > 0:
self.T *= -1
self.t = np.array([.5 * self.m[0] * (norm(self.v[0])**2),
.5 * self.m[1] * (norm(self.v[1])**2)])
self.u = np.array([self.m[1] * self.m[0]**3 * (self.M**-2) /
norm(self.r[0]),
self.m[0] * self.m[1]**3 * (self.M**-2) /
norm(self.r[1])])
self.h = self.t - self.u
self.tot_h = self.h.sum()
def get_y(self,dim = 2):
return np.hstack((self.r[:,:dim].flat,self.v[:,:dim].flat))
def reduce_r(self):
rc = (self.m[0] * self.r[0] + self.m[1] * self.r[1]) / self.M
self.r -= rc
def reduce_v(self):
vc = (self.m[0] * self.v[0] + self.m[1] * self.v[1]) / self.M
self.v -= vc
def sol(self, u, i):
return np.array([self.a[i] * np.cos(u) + self.center[i,0],
self.b[i] * np.sin(u) + self.center[i,1]]).T
def get_r(self,u):
return np.hstack((self.sol(u,0),self.sol(u,1)))
def solTime(self, t):
return scipy.optimize.newton(lambda u: self.n * (t - self.T) -
u + np.linalg.norm(self.e[0]) *
np.sin(u),
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self.n * (t - self.T) ,
lambda u:
np.linalg.norm(self.e[0]) *
np.cos(u) - 1,
tol = 1.48e-12, maxiter = 1000)
def tFromU(self, u):
return (u - norm(self.e[0]) * np.sin(u)) / self.n + self.T
collinear.py
#!/usr/bin/env python
#coding: utf8
import numpy as np
import numpy.linalg as la
import scipy.optimize
class Collinear:
"""
Create a collinear three-body system out of initial data and
masses. Make sure that the center of mass is fixed at the origin.
"""
def __init__(self,name, m1,m2,rho,scale,angVel):
"""
Initial data is two masses and rho, third mass is then
calculated to fit.
"""
self.name = name
self.scale = scale
self.rho = rho
self.m = np.array([m1,m2,0])
self._find_m3()
self.M = self.m.sum()
self.r = np.zeros((3,3))
self.r[0,0] = - (self.m[1] + self.m[2] * (1 + self.rho))
self.r[1,0] = self.m[0] - self.m[2] * self.rho
self.r[2,0] = self.m[0] * (1 + self.rho) + self.m[1] * \
self.rho
self.r = self.r / self.M * scale
self.v = np.zeros((3,3))
self.v[:,1] = self.r[:,0]* angVel * scale
self.c = np.cross(self.r,self.v)
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self.mu = self._findMu()
self.e = np.empty((3,3))
for i in xrange(3):
self.e[i] = (np.cross(self.v[i],self.c[i]) / self.mu[i] -
self.r[i] / np.linalg.norm(self.r[i]))
self.a = np.empty(3)
self.f = np.empty(3)
self.b = np.empty(3)
self.center = np.empty((3,3))
for i in xrange(3):
self.a[i] = np.sign(self.e[i,0]) * \
np.linalg.norm(self.c[i])**2 / \
(self.mu[i] *
abs(np.linalg.norm(self.e[i])**2 - 1))
self.f[i] = np.linalg.norm(self.e[i]) * self.a[i]
self.b[i] = np.sign(self.e[i,0]) * np.sign(self.c[i,2]) \
* np.sqrt(self.a[i]**2 - self.f[i]**2)
self.center[i] = -self.e[i] * abs(self.a[i])
self.p = 2 * np.pi * np.sqrt(abs(self.a[0]**3)) / \
np.sqrt(self.mu[0])
self.n = np.sqrt(self.mu[0]) / np.sqrt(abs(self.a[0]**3))
if np.sign(self.r[0,0]) == np.sign(self.e[0,0]):
self.E = 0
else:
self.E = np.pi
self.T = (self.E - np.linalg.norm(self.e[0]) *
np.sin(self.E)) / self.n
if np.dot(self.v[0], self.e[0]) > 0:
self.T *= -1
def _find_m3(self):
m = self.m
rho = self.rho
num = (3*m[0] + m[1])*rho**3 + (3*m[0] + 2*m[1])*rho**4 + \
(m[0] + m[1])*rho**5 - m[1] - 2*m[1]*rho - m[1]*rho**2
den = (1 + 3*rho + 3*rho**2)
self.m[2] = num / den
def get_y(self):
return np.hstack(self.r.flat,self.v.flat)
def _findMu(self):
mu = np.empty(3)
m1m2 = self.m[0] * self.m[1]
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m2m3 = self.m[1] * self.m[2]
m1m3 = self.m[0] * self.m[2]
lambdConst = (self.M * (m1m2 + m2m3/self.rho +
m1m3 / (1+ self.rho)) /
(m1m2 + m2m3*self.rho**2 + m1m3 *
(1 * self.rho)**2))
a2r = self.M / np.array([self.m[1] + self.m[2] *
(1 + self.rho),
self.m[0] - self.m[2] * self.rho,
self.m[0]*(1+self.rho) +
self.m[1]*self.rho])
for i in xrange(3):
mu[i] = lambdConst / a2r[i]**3
return mu
def sol(self, u, i):
"""
For a given particle i (0. 1 or 2) and
an angle u, return the solution.
"""
return np.array([self.a[i] * np.cos(u) + self.center[i,0],
self.b[i] * np.sin(u) + self.center[i,1]]).T
def solTime(self, t):
"""Approximate angle u for a given time t."""
return scipy.optimize.newton(lambda u: self.n *
(t - self.T) - u +
np.linalg.norm(
self.e[0]) *
np.sin(u),
self.n * (t - self.T) ,
lambda u: np.linalg.norm(
self.e[0]) *
np.cos(u) - 1,
tol = 1.48e-12, maxiter = 1000)
def solTimeVec(self, t):
"""Vectorize solTime(t)."""
u = np.empty_like(t)
for i in xrange(len(t)):
u[i] = self.solTime(t[i])
return u
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n_body_problem.py
#!/usr/bin/env python
#coding: utf8
import numpy as np
import numpy.linalg as la
import scipy.optimize
import matplotlib.cm as cm
import matplotlib.pyplot as plt
class N_body_problem:
"""
Create a random N-body system out of given number of particles.
Make sure that the center of mass is fixed at the origin.
"""
def __init__(self, nrBodies, m=None):
self.nrBodies = nrBodies
if m and len(m) == nrBodies:
self.m = m
else:
self.m = np.random.uniform(1,2,nrBodies)
self.r = self._construct(nrBodies,self.m)
self.v = .1 * self._construct(nrBodies,self.m)
def _construct(self, nrb, m):
cns = np.random.uniform(-2,2,nrb*3).reshape((nrb,3))
return self._reduce(cns, m)
def _reduce(self,z,m):
return z - np.sum(z*m.reshape(-1,1),axis=0)/m.sum()
def get_y(self):
return np.hstack((self.r.flat,self.v.flat))
def get_m(self):
return m.copy()
n_body_approx.py
#!/usr/bin/env python
#coding: utf8
import numpy as np
import numpy.linalg as la
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import time, os
class NBodyApprox:
"""
An instance of approximation for the N-body problem.
"""
def __init__(self, name, y, dt, m = np.empty(0), G=1.,
isStore=True, stTime=False):
self.methods = {’rk2’: self.rk2,
’euler’: self.euler,
’rk4’: self.rk4,
’stVer’:self.stVer}
self.G = G
self.dt = dt
self.dim = len(y)/ (2 * len(m))
self.N = len(m)
self.y = y.copy()
self.t = 0.
self.m = m.copy()
self.stTime = stTime
self.isStore = isStore
self.name = name
self._storePath = ’’
self.file = None
def steps(self, mthd, nrSteps):
method = self.methods[mthd]
if mthd == ’stVer’:
self.y = self.initStVer(self.y, self.dt)
if self.isStore:
self._initStoring(mthd)
for i in xrange(nrSteps):
self.y = method(self.y, self.dt)
self.t += self.dt
if self.isStore:
self._store(self.y, self.t)
if self.isStore:
self._endStoring()
return self.y, self.t
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def setStorePath(self, path):
self._storePath = path
def _initStoring(self, mthd):
"""
Create storage file in store location with current ’Unix
time’ as file name in a folder with approximations name.
"""
fileName = "%i.dat" % (int(time.time()))
path = os.path.join(self._storePath, self.name)
if not os.path.exists(path):
os.makedirs(path)
self.file = open(os.path.join(path, fileName), ’w’)
self._insertHeader(mthd)
self._store(self.y, self.t)
def _insertHeader(self, mthd):
"""
Create header for storage file with all relative
data to this approximation. First two bytes
descripe endianness (value should be 1 for 16
bit integer).
"""
np.ones(1,dtype=’int16’).tofile(self.file)
np.array([self.dim, self.N,
self.stTime], dtype = ’int32’).tofile(self.file)
np.array([self.G, self.dt],
dtype = ’float64’).tofile(self.file)
self.m.tofile(self.file)
np.array([mthd],dtype=’|S5’).tofile(self.file)
def _store(self, y, t):
"""Stor current state, and time if specified."""
y.tofile(self.file)
if self.stTime:
np.array((t,)).tofile(self.file)
def _endStoring(self):
self.file.close()
def rhs(self, y):
"""Calculate the right hand side of the N-body problem."""
a = self.force(y)
return hstack((y[self.N*self.dim:], a))
def force(self, y):
a = np.zeros((self.N,self.dim))
for j in xrange(self.N):
for k in xrange(j):
53
r = y[k*self.dim:(k+1)*self.dim] - \
y[j*self.dim:(j+1)*self.dim]
f = self.G * r/(la.norm(r)**3)
a[j] += f*self.m[k]
a[k]-= f*self.m[j]
return a.flatten()
def euler(self, y, h):
return y + self.rhs(y) * h
def rk2(self, y, h):
k1 = self.rhs(y)
k2 = self.rhs(y + h * k1)
return y + h / 2. * (k1 + k2)
def rk4(self, y, h):
h2 = h / 2.
k1 = self.rhs(y)
k2 = self.rhs(y + h2 * k1)
k3 = self.rhs(y + h2 * k2)
k4 = self.rhs(y + h * k3)
return y + (h / 6.) * (k1 + 2. * k2 + 2. * k3 + k4)
def stVer(self, y, h):
r = y[:self.N * self.dim] + h * y[self.N * self.dim:]
v = y[self.N * self.dim:] + h * self.force(r)
return np.hstack((r, v))
def initStVer(self, y, h):
"""Take initial half step for stVer with rk4."""
v = self.euler(y, h/2.)[self.N * self.dim:]
return np.hstack((y[:self.N * self.dim], v))
misc.py
#!/usr/bin/env python
#coding: utf8
import numpy as np
def loadData(filePath):
"""
Load the data from a file as it’s saved in NBodyApprox. Return
a dictionary containing the approximation data and the values
from the header. Remember to check for endiannes.
"""
res = {}
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with open(filePath) as f:
res[’endian’] = np.fromfile(f,dtype=’int16’,count=1)
tmp = np.fromfile(f,dtype=’int32’,count=3)
res[’dim’] = tmp[0]
res[’N’] = tmp[1]
res[’stTime’] = tmp[2]
tmp = np.fromfile(f,dtype=’float64’,count=2)
res[’G’] = tmp[0]
res[’dt’] = tmp[1]
res[’m’] = np.fromfile(f,dtype=’float64’,count=res[’N’])
res[’mthd’] = np.fromfile(f,dtype=’|S5’,count=1)
res[’y’] = np.fromfile(f,dtype=’float64’)
col = 2 * res[’N’] * res[’dim’]
if res[’stTime’]:
col += 1
rows = res[’y’].size / col
res[’y’] = res[’y’].reshape((rows,col))
return res
def tot_en(y,m,d=3,G=1.):
"""Calculate the total energy of states y of a system."""
n = len(m)
t = np.zeros(len(y))
for i in xrange(n):
t += np.sum(y[:,(n+i)*d:(n+i+1)*d]**2,axis=-1) * m[i]
t *= .5
u = np.zeros(len(y))
for i in xrange(n):
for j in xrange(i):
r = np.sum((y[:,j*d:(j+1)*d] -
y[:,i*d:(i+1)*d])**2,axis=-1)**.5
u += (m[i] + m[j]) / r
u *= G
return t - u
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