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In a recent series of two research papers Cui, Wang and Hong proposed a class of anyonic models for universal quantum computation based on weakly-integral anyons. While universal set of gates cannot be obtained in this context by anyon braiding alone, designing a certain type of sector charge measurement provides universality.
From the mathematical standpoint the underlying unitary bases arising in various versions of the weakly-integral anyonic models are defined over a certain ring of Eisenstein rationals, that has useful number-theoretic properties. In this paper we develop a compilation algorithm to approximate arbitrary n-qutrit unitaries with asymptotically efficient circuits over the metaplectic anyon model, the most recent instance of the weakly-integral anyonic class. One flavor of our algorithm produces efficient circuits with upper complexity bound asymptotically in O(3 2 n log 1/ε) and entanglement cost that is exponential in n. Another flavor of the algorithm produces efficient circuits with upper complexity bound in O(n 3 2 n log 1/ε) and no additional entanglement cost.
I. INTRODUCTION
Fault tolerance is becoming a key issue that will define success or failure of the future programmable quantum computers. Until relatively recently it was commonly accepted that quantum devices are to require vast amount of error correction to function reliably at desired fidelity level.
It is conjectured that certain quasiparticle species called non-abelian anyons provide a framework for coherent encoding of quantum information that will require little or no error correction. In particular Majorana nonabelian statisitics (c.f. [1] ) and Fibonacci non-abelian statisitics (c.f. [2, 3] )have shown a great deal of promise for topologically-protected universal quantum computation.
Experimental progress on Majorana systems that support non-abelian objects such as Ising anyons and Majorana zero modes has been steady and encouraging [1] . But even if we succeed in controlling the Majorana systems, a missing topological π 8 -gate for universality is a serious road-block for universal quantum computing. Theoretically, the ideal solution would be to control a Fibonacci system such as the fractional quantum Hall liquids at filling fraction ν = 12 5 , c.f. [4] or engineering a Fibonacci realization [5] . But this seems to be as hard engineering a π 8 -gate in Majorana systems. Braiding non-abelian objects such as anyons and zeroenergy modes is the standard gate operation for topological quantum computation. But any physically realistic quantum operations are good for quantum information processing. Besides braiding in topological model or quantum circuit in the standard quantum circuit model, measurement is natural primitive for quantum computation. While measurements in the standard quantum circuit model in standard basis can always postponed to the end of computation, this cannot be done in topological quantum computation. Therefore, we could gain extra power for topological quantum computation by supplementing braiding with measurements. One physically realistic way to do measurements in topological quantum computation is to measure the total charge of a group of anyons. The measurement of the total charge can be done by either projective measurement or interferometric measurement. As is observed in [6] , interferometric measurement is potentially more powerful than projective measurement-any projective measurement of the total charge can be simulated by interferometric measurement.
In [7] , we pursue a qutrit generalization of the standard quantum circuit model. Some anyon systems are very natural for the implementation of qutrits, e.g. anyons with quantum dimension √ 3. One such anyon system is SU (2) 4 -the first of the sequence of metaplectic anyons. While braiding alone for SU (2) 4 is not universal is just like the Majorana system, Majorana and metaplectic diverge when measurement is added. It is conjectured that any projective measurement of the total charge of a group of Ising anyons can also be simulated efficiently by classical computation, just as their braidings. We proved that for SU (2) 4 , braiding supplemented by projective measurement of the total charge of a pair of metapletic anyons is universal for qutrit quantum computation (see [7] ).
Our motivation for metapletic anyons is the potential realization of metaplectic anyons and metaplectic zero modes in physical systems. While Fibonacci is powerful for quantum computation, its realization and control seems to be hard. Majoranas are closer to be controlled well, their computational power is impacted by the high complexity and cost of a universal basis. Metapletic model seems to strike the right balance between controllability and universality. Recently there is numerical evidence that SU (2) 4 might be realized in the ν = 8 3 fractional quantum Hall liquid (see [8] ) There are also theoretical set-ups to realize Z 4 -parafermion zero modes in real materials (see [9] ). Therefore, SU (2) 4 is a promising viable path to universal topological quantum compu-tation.
In this paper we build upon the metaplectic model definition ( [7] ) and develop algorithms for effective synthesis of efficient multi-qutrit circuits over the model. Given a unitary target gate U and an arbitrary small target precision ε > 0 a circuit approximating U to precision ε is considered efficient if the number of primitive gates in that circuit is asymptotically proportional to log 1/ε. An algorithm for synthesis of such efficient circuit is considered effective it it can be completed on a classical computer in expected runtime that is polynomial in log 1/ε.
We develop two flavors of an effective general synthesis algorithm.
The first flavor makes a distinction between the parameter approximation cost and entanglement cost in an efficient circuit and produces such circuits with upper complexity bound in O(3 2 n (log 3 1/ε + n + log(log(1/ε)))) + O((9 (2 + √ 5)) n ). The second flavor makes no such distinction and produces efficient circuits with upper complexity bound in O(n 3 2 n (log 3 1/ε + n + log(log(1/ε))))). While the first flavor of our algorithm is clearly asymptotically superior when n is fixed and ε → 0, there is obviously a practical tradeoff threshold between the two flavors when ε is fixed and n is growing. Leading terms of our upper bounds for both complexities are expressed in terms of specific leading coefficients, not merely in the big O terms.
The underlying mathematical apparatus for the algorithm is number-theoretic in nature and involves a credible number-theoretic conjecture that still remains to be proven.
For any range of practically interesting precisions the circuits produced by our algorithms are significantly more efficient (both in the asymptotical and practical sense) than any hypothetical circuits obtainable by Dawson-Neilsen flavor of Solovay-Kitaev algorithm (c.f. [10] ).
We believe that our algorithm designs are more broadly applicable to other classes of weakly-integral anyons involving the quantum dimension of √ 3, not just the metaplectic anyon model we have been focusing on here.
The paper is organized as follows: in section II we give a formal definition of the primitive gate set and circuit complexity for the metaplectic model, in section III we work out a description of the exactly representable single-qutrit states and single-qutrit unitaries over the model, in section IV we lay the foundation of subsequent approximate synthesis by developing a method for approximation of two-level single-qutrit states, in section V we generalize this approximation method to arbitrary two-level states, section VI provides the last building block for the synthesis algorithm -the axial reflection.
In section VII we develop subalgorithms for approximate synthesis of two-level, diagonal and single-qutrit unitaries, and in section VIII the general synthesis algorithm is introduced and the complexity bounds are derived.
II. TECHNICALITIES
Introduce ω = e 2π i/3 . The field of Eisenstein rationals Q(ω) is a quadratic extension of Q. Z[ω] is its integer ring. It has the group of units isomorphic to Z 6 generated by −ω 2 = 1 + ω. We introduce basic operations of the metaplectic anyon model and interpret them using matrices over the field of Eisenstein rationals.
Let |0 , |1 , |2 be the computational basis of a standard qutrit.
1) The modified Hadamard gate H is defined as H|j = 1/ √ −3 2 k=0 ω jk |k and thus described by the
2) The increment gate INC is defined as INC|j = |j+1 mod 3 .
3) Operators Q j = j = 0, 1, 2 are represented by the
Obviously,
The following two-qutrit gate is a generalization of the CNOT entangler: SUM|j, k = |j, (j + k) 
The SUM may be considered a weakly-controlled increment gate.
5) The SWAP gate: SWAP|j, k = |k, j . 6) The Flip gate defined as Flip = |0 0|+|1 1|−|2 2| It is important to note that Flip is the elementary axial reflection operator with respect to the basis vector |2 .
For that reason we will often use the R |2 notation for the Flip.
As shown in [7] , the H, INC, Q 0 , SUM, SWAP gates can be implemented by anyon braiding alone but they generate a finite subgroup of SU (3 n ) that coincides with the generalized Clifford subgroup.
Adding the Flip gate to the basis makes the basis universal for multi-qutrit quantum computation.
For both efficiency and convenience we will use a broader equivalent basis B that also contains the P 2 gate P 2 = Flip Q 2 2 and its classical adjoints The analysis and synthesis solutions proposed here are  based on the following Assumption. The cost of performing the classical single qutrit gates, the H gate, the SUM or the SWAP gate is trivial (significantly lower) compared to the cost of performing a Flip gate.
Therefore we will be using the R-count as the measure of the cost of a quantum circuit of the basis B.
Definition 1. The R-count of a unitary circuit over the quantum basis B is the minimal number of occurrences of the Flip gate in the circuit.
(Remark: the R in this definition underscores the important fact that the Flip gate is an elementary reflection operator. We could have called the measure "Flip-count" but it sounded too colloquial.)
Note that P 6 j = I and therefore there are exactly 15 distinct non-identity gates of the form P In the analysis and synthesis below it is also beneficial to track the H-count of a circuit: 2) |ψ can be reduced to one of the computational basis states using at most one P gate.
Proof. If ψ 0 , . . . , ψ N are the coefficients, then N j=0 |ψ j | 2 = 1. Since for any j , |ψ j | 2 is a nonnegative integer, all the coefficients, except one, some ψ j * , must be zeros, while |ψ j * | 2 = 1 and hence ψ j * is a unit in Z [ω] .
Therefore ψ j * = (−ω 2 ) d and (−ω 2 ) −d mod 6 ψ j * = 1. Hence it is easy to find a P gate of the form G = I ⊗ . . . P −d mod 6 j . . . ⊗ I such that G|ψ is a standard basis vector.
Let us introduce the finite ring
This is a ring with exactly nine elements {0, 1, 2, ω, 2 ω, 1 + ω, 1 + 2 ω, 2 + ω, 2 + 2 ω}. This split is established by direct computations.
Observation 5. Any gate in the group generated by {P 0 , P 1 , P 2 } can be effectively represented as a product of the global phase in {±1} and a circuit of the R-count of at most 1.
Proof. Clearly diag(−1, −1, −1) is identity up to the global phase of (−1) and has the R-count of 0. Similarly each of the gates
is a Flip gate up to the global phase of (−1) and has the R-count of 1. Now, any gate in the group generated by {P 0 ,
). The second factor in this product has the R-count of 0 by convention and the first factor is either ±I or one of the Flip gates or one of the f 01 , f 02 , f 12 gates and has the R-count of at most 1.
We start the single-qutrit synthesis case with an Eisenstein state reduction lemma as follows:
Lemma 6 (Short column lemma). Let |ψ be a unitary single-qutrit state of the form |ψ
There exists an effectively computable circuit c over the basis B with Rcount at most L+1 , H-count at most L and global phase factor of ±1 such that c |ψ is a standard basis vector.
Proof. We will be proving the lemma by induction on L. For L = 0 the claim follows from the lemma 3. Consider a state with denominator exponent L > 0. Note that √ −3 = 1 + 2 ω and thus it is an Eisenstein integer. It follows, of course that 3 = −(1 + 2 ω) 2 and thus 3 is divisible by both 1 + 2 ω and (1 + 2 ω) 2 in Z[ω]. The state |ψ is immediately reducible to a state of the
is divisible by 1 + 2 ω and it is immediately reducible to
From the unitariness condition on |ψ we have In the edge case when all three belong to the orbit O 0 , each of the u, v, w is divisible by 3. As per earlier remark, |ψ is reducible to the case of denominator exponent L−2 and we do not need to apply any gates for this reduction.
More generally within the case 0 each of the residues
. Indeed , the divisibility of the residue implies that 
Thus all the components of the [u + v + w, u + ω v + ω 2 w, u + ω 2 v + ω w] are divisible by 3 and the claim follows from the earlier remark.
More generally ρ(u), ρ(v), ρ(w) may be all different, but they must belong to the same orbit O 1 of the unit group EU . This means, in particular we can effectively find integers
prepares the state for reduction as claimed. As per the observation 5, P in this circuit is equivalent to a circuit of R-count at most 1 up to the possible global phase of ±1.
In all cases the short circuit c L has the H-count of at most 1.
This completes the induction step.
|K is reduced to basis state at R-count of 2 as follows:
The subsequent H P 0 term collapses this into ω|0 and finally Q 2 0 yields |0 . Below we present the method suggested by the lemma 6 in algorithmic format Algorithm 1 Reduction of a short unitary column
if νu = νv = νw = 1 then
5:
Find dv, dw ∈ {−2, −1, 0, 1, 2, 3} such that 6:
{u, v, w} ← 9:
ret ← H P
end if 12:
13:
We will need the following simple but important special case of lemma 6:
Then |ψ is effectively and immediately reducible to a standard basis vector at the cost of at most one P gate.
Proof. We reuse remarks in the proof of lemma 6 to note that, whenever L > 0 then |v| 2 mod 3 = |w| 2 mod 3 = 0. This also implies that each of the v, w is divisible by
. Therefore, the state reduces algebraically to a unitary state of the form v |1 + w |2 where v , w ∈ Z[ω] and the lemma follows for the lemma 3.
Theorem 9 (Single-qutrit exact synthesis theorem). Consider a 3 × 3 unitary matrix of the form
U is represented exactly by a circuit over B of R-count at most L + 3 and H-count at most L.
In order to prove the theorem, we handle the following special case first:
Lemma 10. Consider a 2×2 unitary matrix of the form
effectively reduced to identity by application of at most two P gates and at most one classical gate.
T be the second column of the matrix U . As per lemma 8 the column can be reduced to a standard basis vector using at most one P gate. Applying an appropriate classical gates if necessary we can force it to be |1 and thus U gets reduced to diag(1, 1, ϕ) where ϕ ∈ Z[ω] is a phase factor and thus an Eisenstein unit. Hence
completes the reduction of the matrix to identity.
Proof. (Of the theorem.)
As per lemma 6 we can effectively find a unitary circuit c 1 of R-count at most L + 1 and H-count at most L that reduces the first column of U to a basis vector and, in fact w.l.o.g. to |0 .
Consider the matrix c 1 U . Due to unitariness, it must be of the form
As per lemma 10 this matrix can be effectively reduced to identity at the cost of at most two P gates.
Therefore we have effectively found a circuit c 2 with R-count at most L + 3 and H-count at most L such that c 2 U = I and thus U = c −1 2 .
IV. SINGLE-QUTRIT STATE APPROXIMATION A. Norm equation in Eisenstein integers
The ring of the Eisenstein integers Z[ω] is arguably the simplest cyclotomic ring ( [11] ).
In what follows we would need certain properties of the equation
The two basic facts to deal with are: (a) the equation (1) is solvable with respect to z only for some of the right hand side values; (b) the complexity of solving the equation for z is no less than the complexity of factoring the integer n.
The first thing to note is that |z| 2 is multiplicative in z. Therefore if |z 1 | 2 = n 1 and |z 2 | 2 = n 2 then |z 1 z 2 | 2 = n 1 n 2 . Hence disregarding the integer factorization we only need to know the effective solvability of the equation when n is a power of a prime number. Moreover, since for p ∈ Z, |p| 2 = p 2 , i.e. the equation is always solvable when n is a complete square, we only need the effective solvability when n is a prime number.
According to [11] , if n is a positive prime number, the equation (1) is solvable if and only if n = 1 mod 3.
Moreover, if n is a prime with n = 1 mod 3 it is easy to obtain all the solutions of (1) at a runtime cost that is probabilistically polynomial in log(n).
Here is the two step procedure to be used: 1) Compute m ∈ Z such that m 2 = −3 mod n , using, for example, Tonelli-Shanks algorithm [12] .
2
. . 5} are the solutions of (1) .
As a matter of principle we could limit ourself only to norm equations with integer prime right hand sides and thus sidestep the need for integer factorization.
If we pick an integer n at random from some interval (B/2, B), then the probability that n is an integer prime with n = 1 mod 3 is going to be in Ω(1/ log(B)) (c.f. [13] ).
While it is sufficient for establishing asymptotic properties of the algorithms we are about to design, for improved practical performance it is beneficial to be able to deal with easily solvable equations of the form (1), that is the ones where the integer n on the right hand side can be factored at some acceptable cost. A subset of solutions of the equation in this case is described by the following Theorem 11. Let n be an integer, factored to the form n = m 2 p 1 · · · p , where m ∈ Z and p 1 . . . p are distinct positive integer primes. Then 1) The equation (1) is solvable if and only if p j = 1 mod 3, j = 1, . . . , .
2) If {z 1 , . . . , z } is a sequence of particular solutions of the equations |z j | 2 = p j , j = 1, . . . , then all of the following are solutions of the equation (1):
where Conj is the complex conjugation operator.
Recall that an integer is smooth if it does not have prime factors above certain size [14] . Let us call an integer semi-smooth if it is a product of a smooth integer and at most one larger prime number.
In view of the theorem and the above effective procedure for solving a norm equation with a prime right hand side, solving a norm equation with semi-smooth right hand side n is easy and can be effectively performed at the runtime cost that is polynomial in log(n).
The distribution of smooth integers is described by the de Bruijn function [14] . Even though the density of semismooth numbers n for which the equation (1) is solvable in interval (B/2, B), may still be in Ω(1/ log(B)) asymptotically, in practice such integers are much more dense than the primes with n = 1 mod 3.
Intuitively, in a random stream of norm equations easily solvable norm equations are not uncommon, and for large enough B > 0 we need to sample some O(log(B)) integers n ∈ (B/2, B) to find, with sufficiently high probability, one that is semi-smooth and such that the equation (1) is solvable. Approximation methods developed in the next subsection depend on the following more specific Conjecture 12. Let k be an arbitrarily large positive integer and let u, v ∈ Z[ω] be randomly picked Eisenstein integers such that (1) is easily solvable with probability that has uniform lower bound in Ω(1/k).
B. Approximation of single-qutrit states
We start with the following Lemma 13. Let |ψ be a unitary state of the form x |0 + y |1 , x, y ∈ C, |x| 2 + |y| 2 = 1 and let ε be small enough positive value. the unitary state |ψ can be approximated to precision ε by a unitary state for the form
The expected classical runtime required to do the approximation effectively is polynomial in log(1/ε).
Before proving the lemma, let us make the following Proposition 14. For a given complex number z with |z| ≤ 1 and small enough ε > 0 there exists an integer k ≤ 2 log 3 (1/ε) + 5 and an Eisensten integer u ∈ Z[ω] such that |u/ √ −3 k − z| < ε and |u/ √ −3 k | ≤ |z|.
Set k 0 = 2 log 3 (1/ε) + 2 log 3 (2) + 2 and let be a non-negative integer that can be arbitrarily large. For
Geometrically this means that u must belong to the intersection of the two circles B(k, ε) = {|u| ≤ |z|
B(k, ε) is a convex domain and, when ε is sufficiently smaller than |z| it contains a sector of the smaller circle with the area of at least 1/2 (1 − ε/|z|)ε 2 3 k . Thus (assuming ε < 2/3 |z|) if k is larger than k = log 3 (2/ε 2 ) + 1 then the area of B(k, ε) is greater than 1 and B(k) has a good chance of containing at least one node of the Eisenstein lattice. It may not contain one for a specific geometric configuration, but one notes that for k = k + the area of B(k, ε) grows exponentially in so there exists a small constant 0 such that for k 0 = k + 0 the B(k 0 , ε) contains an Eisenstein lattice node. It is geometrically obvious that from that point on for integer > 0 the number of Eisenstein lattice points in B(k 0 + , ε) grows as O(3 ).
We now propose a procedure for effectively finding such points in B(k, ε) .
The task is reduced to the case when π/12 ≤ arg z ≤ 5 π/12. Indeed, the multiplication by the Eisensten unit −ω 2 = 1 + ω is interpreted as a central rotation of the complex plane by the angle π/3 and an automorphism of the Eisenstein integer lattice. A complex number z = 0 lying in any of the six sectors π/12 + π/3 m ≤ arg z ≤ 5 π/12+π/3 m, m = 0, . . . , 5 can be moved into the sector π/12 ≤ arg z ≤ 5 π/12 by applying zero or more of such rotations. An Eisenstein integer properly approximating the rotated target can be rotated back into an Eisenstein integer approximating the original target.
We now assume, that k ≥ log √ 3 (2/ε) + 2 = 2 log 3 (1/ε) + 2 log 3 (2) + 2 (this is a convenient even if somewhat excessive assumption).
This implies that
Considering π/12 ≤ arg z ≤ 5 π/12, the circle (3) contains the vertical segment [z
We are now ready to build the desired Eisenstein inte-
Next one must find an integer a such that
As per the geometric condition arg z ≤ 5 π/12, the circle (3) contains horizontal segment
at least 1/4 |z| √ 3 k and under ε < |z| the B(k, ε) con-
By elementary geometric considerations B(k, ε) also contains the horizontal segment
For our choice of k, 3/16 ε √ 3 k ≥ 3/16 × 6 > 1. It is necessary and sufficient for the desired integer a to belong to the segment [Re(z)
of length greater than 1 as we have just seen so the desired a exists and can be effectively picked. The geometry of this approximation procedure is shown schematically on Figure 2 .
Set k 0 = 2 log 3 (1/ε) + 2 log 3 (2) + 2 . Let be some positive integer. Since the geometry of the problem for k = k 0 + is simply the geometry of the problem at k = k 0 scaled out by the factor of √ 3 then the segments we used above to pick the values of b and a are scaled out by a factor of Ω( √ 3 ) and thus allow at least Ω( √ 3 ) distinct choices of b and at least Ω( √ 3 ) distinct choices of a for each choice of b. Therefore there are Ω(3 ) distinct choices of Eisenstein integer u yielding as many distinct approximations of z as claimed.
Proof. (Of the lemma)
For convenience we assume that ε < 1. Let us do some preliminary analysis first. We start by observing that for a unitary state |ϕ to be within ε of |ψ , it would suffice that Consider some small δ > 0 and a tri-level unitary state |ϕ = u |0 + v |1 + w |2 and assume that |u − x| < δ, |v − y| < δ.
By direct computation 2 Re(u
Set δ = ε 2 /5 in order to satisfy the inequality (4) and start with k 0 = 2 log 3 (1/δ) + 2 log 3 (2) + 2 ≤ 4 log 3 (1/ε) + log 3 (5) + 5.
We will look for a sufficient k = k 0 + where iterates sequentially through non-negative integers.
As per the Proposition 14 there exist several suitable Eisenstein integers u, v such that u/ √ −3 k is an δ-approximation of x and v/ √ −3 k is a δ-approximation of y. In fact as grows, there are Ω(9 ) distinct subunitary states u/ √ −3 k |0 + v/ √ −3 k |1 that are δ-close to |ψ .
To effectively prove the lemma it suffices to find one such state that can be completed to a unitary state |ϕ = u/ √ −3
not too large. The sufficient inequality (4) does not explicitly involve w and is satisfied for δ = ε 2 /5 as shown above. By unitariness of the desired |ϕ , the w ∈ Z[ω] must satisfy the equation
which is an instance of the norm equation (1). As we have seen in the subsection IV A, any particular instance of the norm equation is not necessarily solvable. However we are going to randomize the choice of u and v so that the Conjecture 12 becomes applicable.
To this end, let be an integer iterating from 0 to some sufficiently large L and k = k 0 + iterate with it. For each subsequent value of we will inspect all the available u, v that generate δ-approximations u/ √ −3 k , v/ √ −3 k of x, y.
As we have pointed out the number of such distinct u, v grows exponentially with . Assuming Conjecture 12 we only need to inspect as many as O(log(3 k −|u| 2 −|v| 2 )) = O(k) = O(k 0 + ) of such distinct u, v to find one for which the equation (5) is easily solvable with sufficiently high probability.
It is easy to see that there exists such = O(log(k 0 )) for which an easily solvable norm equation (5) is obtained with near certainty. Therefore a desired unitary state (u |0 + v |1 + w |2 )/ √ −3 k will be obtained for some
Finally we note that we only needed to inspect O(k) = O(log(1/ε)) candidate pairs u, v for completion. Each inspection involved a decision whether the corresponding norm equation was easily solvable which incurred expected runtime cost that was polynomial in O(log(3 k )) = O(k) = O(log(1/ε)), Therefore the overall expected runtime cost of the algorithm is also polynomial in O(log(1/ε)).
Below we present the method suggested by this lemma in pseudo-code format
Algorithm 2 Approximation of a short state
Require: x, y ∈ C; |x| 2 + |y| 2 = 1; ε > 0 1: δ ← ε 2 /5 2: k0 ← 4 log 3 (1/ε) + log 3 (5) + 5 3: w ← None; k ← k0 − 1 4: while w = None do 5:
while w = None ∧ enum.Next do 9:
(u, v) ← enum.Current
10:
if Equation |z| 2 = 3 k − |u| 2 − |v| 2 is easily solvable for z then 11: w ← z 12: end if 13: end while 14: end while 15: return {u, v, w, k}
V. TWO-LEVEL STATE APPROXIMATION
In this section we develop an algorithm for effective approximation of an arbitrary n-qutrit unitary state with at most two non-zero components over the metaplectic basis.
For technical reasons we need the following two lemmas that are useful in their own right:
Lemma 15. Let |b 1 and |b 2 be two standard n-qutrit basis states. There exists an effectively and exactly representable classical permutation π such that |b 2 = π |b 1
Proof. In the case of n = 1 the Z 3 group generated by INC acts transitively on the standard basis {|0 , |1 , |2 }.
Consider
Then π = ⊗ n j=1 π j is the desired permutation.
Lemma 16. 1) For any two standard n-qutrit basis vectors |j and |k there exists a classical gate g that is exactly and effectively representable over B, such that for |j = g|j and |k = g|k |j − k | < 3.
2) Such a gate g can be effectively represented with at most 2 (n − 1) instances of the SUM and SWAP gates.
In other words, digital representations of j and k base 3 are the same except possibly for the least-significant base-3 digit.
Proof. At n = 1 there is nothing to prove.
It is important to prove it for n = 2. Since the subgroup of of local classical gates acts transitively on the standard basis, we can assume w.l.o.g that j = 0. Let
. If k 1 = 0 there is nothing to prove. If k 0 = 0 in suffices to set g = SWAP. It remains to prove the claim for k ∈ {4, 5, 7, 8}, but we have, explicitly: SWAP|00 = SUM|00 = |00 SWAP SUM 2 |11 = |01 SWAP SUM|12 = |01 SWAP SUM|21 = |02 SWAP SUM 2 |22 = |02 Suppose n > 2 and the lemma has been proven for multi-qutrit vectors in fewer than n qutrits.
Let |j = |j 1 . . . , j n−1 , j n , |k = |k 1 . . . , k n−1 , k n be base-3 representations of the two vectors.
By induction hypothesis, one can effectively find (n − 1)-qutrit classical gate g n−1 over B such that (g n−1 ⊗ I)|j 1 . . . , j n−1 , j n = | . . . , j n−1 , j n and (g n−1 ⊗ I)|k 1 . . . , k n−1 , k n = | . . . , k n−1 , k n may differ only at (n − 1)-st and n-th position.
Select a two-qutrit classical gate g 2 , as shown above, such that g 2 |j n−1 , j n and g 2 |k n−1 , k n differ only in the last position. Then, by setting g = (I ⊗(n−2) ⊗ g 2 )(g n−1 ⊗ I) we complete the induction step. 2) Such reduction uses at most 2 (n − 1) instances of the SUM and SWAP gates.
Corollary 18. Given a two-level n-qutrit state |ψ = x |b 1 + z |b 2 and a small enough ε > 0, the state |ψ can be approximated to precision ε by a state of the form c |0 where c is an effectively synthesizable circuit over B containing at most 2 (n − 1) instances of SWAP and SUM gates and with R-count at most 4 log 3 (1/ε) + O(log(log(1/ε))).
Proof. We start by reducing |ψ to the form x |a 1 . . . a n−1 , d + z |a 1 . . . a n−1 , f , a 1 , . . . , a n−1 , d, f ∈ [0, 1, 2] using a classical circuit b described in Corollary 17. Let e ∈ [0, 1, 2] be the "missing" digit such that {d, e, f } is a permutation of {0, 1, 2}.
Using Lemma 13 we can effectively approximate the single-qutrit state x |d + z |f by an Eisenstein state of the form |ϕ = (u |d
Using Lemma 6 we can effectively synthesize a singlequtrit circuit c 1 over B with R-count at most k + 1 such that c 1 |0 = |ϕ .
Let c n = (I ⊗(n−1) ⊗ c 1 ). Clearly b † c n |a 1 . . . a n−1 , 0 is an ε-approximation of |ψ . But |a 1 . . . a n−1 , 0 can be prepared exactly from |0 using at most n − 1 local INC gates, which finalizes the desired circuit.
VI. IMPLEMENTATION OF AXIAL REFLECTION OPERATORS
Let |b be a standard n-qutrit basis state. Then an axial reflection operator R |b is defined as R |b = I ⊗n − 2 |b b| Clearly, R |b is represented by a diagonal matrix that has a −1 on the diagonal in the position corresponding to |b and +1 in all other positions.
In particular in the trivial case of n = 1 the basic Flip gate is the same as R |2 . Also R |0 = INC Flip INC 2 and
It turns out that, in the general case as well, any two axial reflection operators are equivalent by conjugation with an effectively and exactly representable classical permutation. This follows from lemma 15.
Since we consider the cost of classical permutations to be negligible compared to the cost of the Flip = R |2 gate we hold that in the context of fixed n all the n-qutrit axial reflection operators have essentially the same cost. In particular, we hold that the R-count of each of the single-qutrit operators R |0 , R |1 , R |2 is 1.
We are going to show in this section that all the nqutrit axial reflection operators can be effectively and exactly represented.
In view of the above if suffices to represent just one such operator for each n. We start with somewhat special case of n = 2.
This is established by direct matrix computation. We are going to generalize this solution to arbitrary n ≥ 2 and note that the occurrence of the global phase (−1) is exceptional and happens only at n = 2.
Lemma 20. Given n > 2 , denote by2 in the context of this lemma a string of n − 2 occurrences of 2.
Then the circuit
is an exact representation of the operator R |202 .
Proof. Let |b be an element of the standard n-qutrit basis. The circuit consists of diagonal operators and three occurrences of SUM 1,2 . Let |b 1 b 2b be the ternary representation of |b whereb stands for the substring of the n − 2 least significant ternary digits of b. It is almost immediate that the circuit c 202 represents a diagonal unitary. Indeed, when the input is |b 1 b 2b we can only get
, up to swap, after applying each subsequent operator of the circuit, and clearly we can only get ϕ|b 1 b 2b , ϕ = ±1 after the entire circuit is applied.
The lemma claims that ϕ = −1 if and only if b = 202. Consider the cases when b 1 = 0 or b 1 = 1. It is easy to see that, whatever is the value of b 2 , one and only one of the operators (I ⊗ R |02 ), (I ⊗ R |12 ), (I ⊗ R |22 ) activates R |2 on |b and this activation always cancels out with (I ⊗ I ⊗ R |2 ) (since R 2 = identity for any reflection R). So the result is identity.
If b 1 = 2, b 2 = 0 the five rightmost operations of the circuit produce |2 ⊗(INC 2 |b 2 )⊗(R |2 |b ), an action that is subsequently canceled out by I ⊗ I ⊗ R |2 . It is also easy to see that for b 2 = 1 or b 2 = 2 the remaining two reflections R |02 and R |12 amount to non-operations. Therefore the net result is identity.
We are left with the important case of b 1 = 2, b 2 = 0. By definition, SUM 12 |20b = |22b and then the subsequence SWAP 1,2 (I ⊗R |22 ) SWAP 1,2 (I ⊗R |22 ) activates operator R |2 on |b twice, and of course these two activations cancel each other.
We proceed with SUM 12 |22b = |21b , and I ⊗ R |12 activates the R |2 on |b which is immediately cancelled out by the I ⊗ I ⊗ R |2 .
Finally SUM 12 |21b = |20b , and I ⊗ R |02 activates R |2 on |b as desired. This applies the factor of −1 if and only ifb =2, and that's what is claimed.
Using this lemma we implement the operator R |202 exactly by linear recursion.
As we noted earlier, all the axial reflection operators in n qutrits have the same R-count.
Denote this R-count by rc(n).
Proof. We have rc(1) = 1, rc(2) = 4 (see Observation 19) . The recurrence rc(n) = 4 rc(n − 1) + rc(n − 2), rp(1) = 1, rc(2) = 4 can be solved in closed form as rc(n) = (
Thus the cost of the above exact implementation of the n-qutrit axial reflection operator is exponential in n. This defines several tradeoffs explored in the following sections.
VII. APPROXIMATE SYNTHESIS OF SPECIAL TWO-LEVEL, DIAGONAL AND SINGLE-QUTRIT UNITARIES
Let |j and |k be two distinct elements of the standard n-qutrit basis. Then a special two-level unitary with signature [n; j, k] is a unitary operator of the form I ⊗n + (u − 1)|j j| + v |j k| − v * |k j| + (u * − 1)|k k| where |u| 2 + |v| 2 = 1. In other words, the matrix of a two-level unitary is different from the identity matrix in at most four locations and the determinant of a special two-level unitary is equal to 1.
Lemma 22. A special two-level unitary operator is effectively represented as a product of two reflection operators, each factor being a reflection with respect to a two-level n-qutrit vector.
Proof. We start with the well known fact that any U ∈ SU (2) is effectively represented as a product of two reflections. For completeness we review the recipe for this factorization.
Let ϕ be a real angle and consider the vector v ϕ = cos(ϕ/2)|0 +sin(ϕ/2)|1 . By direct computation e i ϕ Y = R |0 R vϕ , where Y is the Pauli matrix i(|1 0| − |0 1|).
Any special unitary U ∈ SU (2) can be effectively diagonalized to a diagonal special unitary of the form e i ϕ Z where Z is the Pauli matrix |0 0| − |1 1| (c.f. [15] ). But e i ϕ Z = (s h) † e i ϕ Y (s h), where s is the phase gate |0 0| + i |1 1| and h is the two-level Hadamard gate (X + Z)/ √ 2. In summary, U ∈ SU (2) can be represented as V e i ϕ Y V † with some effectively computed unitary V and the latter is equal to R V |0 R V vϕ .
Consider now a multidimensional special two-level uni-
Corollary 23. Let ε > 0 be small enough precision level. A special two-level unitary operator is effectively approximated to precision ε by a circuit over B containing two axial reflection operators and local gates with cumulative R-count at most 16 log 3 (1/ε) + O(log(log(1/ε)))
Proof. As per the above lemma, the subject operator is effectively represented as R v0 R v1 where v 0 , v 1 are twolevel states.
As per corollary 18 each v m , m = 0, 1 can be approximated to precision ε/(4 √ 2) by c m |0 where c m is effectively synthesized circuit over B of R-count at most 4 log 3 (1/ε) + O(log(log(1/ε))).
As per [16] the reflection R vm is then approximated to ε/2 by c † m R |0 c m which is a circuit with one axial reflection and R-count at most 8 log 3 (1/ε) + O(log(log(1/ε))).
Therefore the subject operator is approximated to precision ε by c † 0 R |0 c 0 c † 1 R |0 c 1 that contains two axial reflections and has R-count at most 16 log 3 (1/ε) + O(log(log(1/ε))) (in general case we do not expect any cancellations in the c 0 c † 1 that could reduce the Rcount).
Let N stand for 3 n in subsequent n-qutrit contexts.
Corollary 24. Let D be and arbitrary n-qutrit diagonal unitary in general position and let ε > 0 be small enough precision level. D can be effectively approximated, up to a global phase, to precision ε by a circuit over B containing 2 (N − 1) axial reflection operators and local gates with cumulative R-count at most
Proof. 
{Rj,1, Rj,2} ← two-reflection-decomposition(Dj) using corr. 23
ret ← ret Rj,1, Rj,2 8: end for 9: return ret It is worthwhile to remember that our existing ancillafree implementation of an n-qutrit axial reflection is exact but produces a circuit with R-count that is exponential in n. This might be practically challenging for larger values of n when coarser values of the desired precision ε are sufficient. In subsequent sections we point out an alternative, ancilla-assisted solution to this challenge.
Application of the above synthesis in case of n = 1 leads to a somewhat suboptimal circuit. A better solution for single-qutrit case is offered by the following Lemma 25. (Approximation of a single-qutrit unitary.) Any U ∈ U (3) is effectively approximated, up to a global phase to precision ε by a circuit over B with R-count in 48 log 3 (1/ε) + O(log(log(1/ε)))
Proof. Removing det(U )
1/3 as a global phase if needed we get U = det(U ) 1/3 U where U ∈ SU (3). It is well known (c.f. 4.5.1. in [15] ) that U can be effectively decomposed into three special two-level unitaries. Each of the two-level unitaries can be effectively approximated using corollary 23 into a circuit with two single-qutrit reflections and a collection gates with cumulative R-count in 16 log 3 (1/ε) + O(log(log(1/ε))). Note that the single-qubit reflections each has an R-count of one and we just let this incremental count get absorbed into the O(log(log(1/ε)) term.
VIII. APPROXIMATE SYNTHESIS OF ARBITRARY MULTI-QUTRIT UNITARIES
We start this section with a somewhat special case of strictly controlled single-qutrit unitary.
A. Multicontrolled single-qutrit unitaries, reflection style
The C 1 (INC) gate,
is going to be of a particular interest in this context. For technical reasons we need to cover the following special case:
Observation 26. (Controlled phase, reflection style.) 1) A diagonal unitary with only one non-zero phase, C n (e i θ ), θ ∈ R, θ = 0 can be effectively emulated approximately to precision ε by ancilla-assisted (n + 1)-qutrit circuit with R-count of at most 32 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of two (n + 1)-qutrit axial reflections.
2) A strictly controlled single-qutrit phase factor C n (e iθ I) can be effectively emulated approximately to precision ε by ancilla-assisted (n + 2)-qutrit circuit with R-count of at most 16 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of two (n + 1)-qutrit axial reflections.
Proof. 1) Add (n + 1)st qutrit as an ancilla prepared at state |0 and consider the following (n + 1)-qutrit diagonal unitary U = C n (diag(e i θ , e −i θ , 1)). Clearly U emulates the C n (e i θ ) and it is also a special twolevel unitary. As per the corollary 23 U can be effectively approximated by a circuit with R-count of at most 16 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of two (n + 1)-qutrit axial reflections.
2) Follows from 1) and C n (e iθ I) = C n (e i θ ) ⊗ I.
Lemma 27. (Controlled single-qutrit unitary, reflection style.) 1) Given a V ∈ SU (3), integer n > 0 and a small enough ε > 0, the C n (V ) can be effectively approximated to precision ε by (n + 1)-qutrit circuit with R-count of at most 48 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of six (n + 1)-qutrit axial reflections.
2) Given a V ∈ U (3), integer n > 0 and a small enough ε > 0, the C n (V ) can be effectively emulated approximately to precision ε by ancilla-assisted (n + 2)-qutrit circuit with R-count of at most 64 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of eight (n+1)-qutrit axial reflections.
Proof. This proof is a variation of the proof of the lemma 25.
A V ∈ U (3) can be effectively represented as a product of a global phase and three two-level special unitaries:
Each of the C n (V j ), j = 1, 2, 3 is a special two-level unitary which can be effectively approximated to ε/4 by a circuit with R-count of at most 16 log 3 (1/ε) + O(log(log(1/ε))) plus the cost of two (n + 1)-qutrit axial reflections.
If θ = 0 we will need to deal additionally with the C n (e i θ ) factor which leads to the claim 2).
We note that the part of the implementation cost of C n (V ) due to the cost of the axial reflections is in O((2 + √ 5) n ) unless we find way of improving on the results of section VI. This could be a practical challenge when n is large and ε is coarse.
Therefore in the next subsection we explore a practical alternative that sometimes yields more efficient circuits.
B. Multicontrolled single-qutrit unitaries, ancilla-assisted circuits.
Bullock et Al. [17] offer a certain ancilla-assisted circuit that emulates C n (V ) using only two-qudit (in our case -two-qutrit) gates.
The circuit requires n − 1 ancillary qutrits, 4 (n − 1) instances of the C 1 (INC) gate (see equation (6)) and one single C 1 (V ) gate. Here the width of required axial reflections does not exceed two and we are going to use only O(n) of such reflections.
At this point we do not believe that the classical C 1 (INC) gate can be represented exactly over B. Therefore we must resort to approximating C 1 (INC) to desired precision. Although the baseline solution might be based on decomposing the C 1 (INC) into two special two-level unitaries, we can do twice better as per the following Lemma 28. C 1 (INC) (as defined by (6)) can be approximated to precision ε by a purely unitary circuit over B that contains at most 16 log 3 (1/ε) + O(log(log(1/ε))) occurrences of local Flip gates, at most 16 log 3 (1/ε) + O(log(log(1/ε))) occurrences of H gate and two twoqutrit axial reflections.
Proof. We observe that C 1 (INC) is the composition of two reflection operators: CINC = R |2 ⊗v2 R |2 ⊗v0 where
As per Lemmas 13 and 6 each of the states v j is effectively approximated to precision ε/2 as c j |0 where c j is a single-qutrit unitary circuit over B with at most 4 log 3 (1/ε)+O(log(log(1/ε))) occurrences of P gates and at most 4 log 3 (1/ε) + O(log(log(1/ε))) occurrences of the H gate.
Therefore
) to precision ε with the upper bound on gate counts as claimed.
Corollary 29. Given a V ∈ U (3), integer n > 0 and a small enough ε > 0, the C n (V ) can be effectively emulated approximately to precision ε by ancilla-assisted 2 nqutrit circuit with R-count of at most 64 n (log 3 (1/ε) + O(log(log(1/ε)))).
Proof. We are emulating 4 (n − 1) instances of the C 1 (INC) gate by using circuits from lemma 28 to the total R-count bounded by 64 (n − 1)(log 3 (1/ε) + O(log(log(1/ε))) and a circuit for the C 1 (V ) gate with the R-count bounded by 64 (log 3 (1/ε) + O(log(log(1/ε))) as per lemma 27. The cost of required two-qutrit axial reflection is trivial in this case and we allow it to be absorbed by the O(log(log(1/ε)) term.
Assuming ancillary qutrits are inexpensive one might compare the core entanglement cost bound of approximately 64 (n − 1)(log 3 (1/ε) suggested by the corollary 29 to the entanglement cost of approximately 1.8 (2 + √ 5) n+1 suggested by the lemma 27. Assuming the worst case scenario where the cost is close to the upper bounds, simple numeric simulation shows that we do not want to use the reflection-style implementation for n > 6 and we always want to use it for n ≤ 2.
The intermediate tradeoff points are given in the following table: Table I Since any two-level n-qutrit unitary is classically equivalent to a C n−1 (V ) we now have an ancilla-assisted alternative to the corollary 23 in form of the following Observation 30. Let n > 1 be an integer and ε > 0 be small enough precision level. A special two-level unitary n-qutrit operator is effectively emulated to precision ε by an ancilla-assisted circuit over B in 2 n − 1 qutrits with cumulative R-count at most 16 (4 n − 7)(log 3 (1/ε) + O(log(log(1/ε))))
Proof. Let U ∈ U (3 n ) be such operator. We can effectively find a classical circuit which reduces the operator to such two-level unitary n-qutrit operator U that acts non-trivially only on the standard basis vectors |3 n − 2 and |3 n − 1 . Such U is C n−1 (V ) for the obvious special two-level single-qutrit unitary operator V . Using the ancilla-assisted decomposition described above, C n−1 (V ) can be emulated by a 2 n − 1-qutrit circuit with n − 2 ancillas composed of 4 (n − 2) instances of the C 1 (INC) gate and one C 1 (V ) gate. It remains to observe that C 1 (V ) is a special two-level two-qutrit unitary that can be implemented by a circuit with the R-count at most 16 (log 3 (1/ε)+O(log(log(1/ε)))) and containing two twoqutrit axial reflections. The latter reflections require a total of 8 instances of the Flip gate and we allow this cost to be absorbed into the O(log(log(1/ε))) term.
As per lemma 28 each of the C 1 (INC) gates can also be implemented with R-count at most 16 (log 3 (1/ε) + O(log(log(1/ε)))), and the observation follows herewith.
C. General n-qutrit unitaries
Let, again N = 3 n for convenience.
In [18] Jesus Urias offers an effective U (2) parametrization if the U (N ) group, whereby any U ∈ U (N ) is factored into a product of at most N (N −1)/2 special Householder reflections and possibly one diagonal unitary.
The reflections used in that decomposition are twolevel reflections that in their two non-trivial dimensions take up the form sin(ϕ) e i θ cos(ϕ) e −i θ cos(ϕ) − sin(ϕ)
This immediately leads to the following Theorem 31. (General unitary decomposition, reflection style.) Given a U ∈ U (N ) in general position and small enough ε > 0 the U can be effectively approximated up to a global phase to precision ε by ancillafree circuit over B with R count of at most 4 (N + 4)(N − 1)(log 3 (1/ε) + O(log(log(1/ε)))) and at most (N + 4)(N − 1) axial reflections (in n qutrits).
Proof. This immediately follows from [18] and corollaries 23, 24
Recalling that the exact circuits for axial reflections are currently somewhat expensive, one might consider the following Theorem 32. (General unitary decomposition, ancilla assisted.) Given a U ∈ U (N ) in general position and small enough ε > 0 the U can be effectively emulated up to a global phase to precision ε by a circuit over B in 2 n − 1 qutrits with R count of at most 8 (N + 2)(N − 1)(4 n − 7)(log 3 (1/ε) + O(log(log(1/ε)))).
Proof. We perform initial decomposition as in [18] and use observation 30 to tally ancillas and R-count for the N (N − 1)/2 special two-level unitaries in the decomposition. We also re-review corollary 24 and note that observation 30 applies to each of at most (N −1) two-level unitaries required for implementation of the diagonal part of the decomposition.
We summarize the above two theorems in the following pseudo-code (algorithm 4):
Input: ∈ 3 , > 0 ↦ =1 as per [18] (1) ← ( ) with exact axial reflections Return (1) Return (2) Yes No c ← decomposition(U k , ε) as per Corol. 23 12: end if 13: ret ← ret c 14: end for 15: return ret It is notable that that the two flavors of the algorithm can be run in parallel on a multicore classical computer and the determination as to which flavor of the resulting circuit is better can be set as a post-determination. This approach is shown schematically in Figure 3 .
IX. CONCLUSION AND FUTURE WORKS
We have developed two flavors of synthesis algorithm for compiling efficient approximation circuits over the metaplectic basis B for arbitrary multiqutrit unitaries.
The first flavor of the algorithm is ancilla-free and it reduces the approximation of a target n-qutrit unitary to a circuit consisting of local gates, optimal number of the SUM and SWAP gates and O(3 2 n ) instances of axial reflection gates. Each of the latter reflection gates can be represented exactly over the metaplectic basis at the cost of O(2 + √ 5) n local single-qutrit axial reflections. This flavor of the algorithm is asymptotically optimal in the target precision ε and is a good candidate for being practically optimal in ε, but it is unlikely to be optimal in terms of the entanglement cost which is an additive term in O((9 (2 + √ 5)) n ).
The second flavor of the algorithm requires n ancillary qutrits to approximate a unitary on n−2 primary qutrits. It uses approximate entanglers in order to side step the complexity of exact multiqutrit reflections. The resulting circuit contains local gates and two-qutrit entanglers only, but the overall R-count of the circuit gets inflated by a factor in O(n) compared to the circuit approximated by the first flavor of the algorithm. This solution is not asymptotically optimal with respect to ε but in practice it is more efficient for a certain domain in the (n, ε) space (see table I ).
At this point we do not have theoretical lower bounds for the resource count of approximating circuits in the worst case or typical case. Establishing such bounds is the most important direction of the future work.
A. Other recent work
A different anyonic model that resulted from the collaboration of Microsoft Station Q with UCSB has been described very recently in [19] . It strives to map anyonic gates to the familiar multi-qubit scheme. The problem of effective and efficient circuit synthesis for this model is, predictably, quite open as of this writing.
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