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Abstract
This paper describes an e-mail spam filter based on local SVM, namely on the
SVM classifier trained only on a neighborhood of the message to be classified, and
not on the whole training data available. Two problems are stated and solved. First,
the selection of the right size of neighborhood is shown to be critical; our solution is
based on the estimation of the a-posteriori probability of the correct decision, and the
resulting algorithm is called highest probability SVM nearest neighbor (HP-SVM-NN).
The second problem is the application of the algorithm in practice, and we propose a
practical filter architecture based on HP-SVM-NN. Extensive testing is performed on
SpamAssassin corpus and TREC 2005 Spam Track corpus, showing that HP-SVM-NN
outperforms pure SVM and is applicable in practice. Finally, we explore the locality
properties of the two corpora using Sammon’s projection.
1 Introduction
The problem of e-mail spam has gained much attention during the last decade due to both
financial losses caused by unsolicited e-mail, and illegal acts (such as online fraud) that
exploit spam. Spam filtering is one of the approaches used to stop spam, and the most
popular in practice [29]. The existing solutions already achieve very high accuracy. For
example, Bratko et al. [7] report their filter to show a spam misclassification rate of 1.17%
with a false positive rate of only 0.1%. However, the huge amounts of spam broadcasted
today make aiming on increase of the accuracy of the existing algorithms still meaningful.
In fact, having a true positive rate, for example, of 99% instead of 98% means half as much
spam reaching one’s mailbox.
Since spam filters based on the Na¨ıve Bayes classifier were first proposed in 1998
[22, 24], great number of learning-based filtering techniques appeared. Among them are
both general-purpose classifiers, such as k-Nearest Neighbors [2], and application specific
algorithms, such as the approach based on the analysis on the reverse paths of e-mail mes-
sages proposed by Leiba et al. [19]. For a more detailed discussion of learning-based spam
filtering see the survey by Blanzieri and Bryl [3]. One of the learning-based algorithms
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applied to spam filtering is the Support Vector Machine (SVM) classifier [8]. SVM were
first proposed for spam recognition by Drucker et al. [14] and was shown to outperform
many other classification methods on this task [18, 32]. Zhang et al. [32] say, in particular,
that using non-linear kernels does not lead to improvement of accuracy of SVM in the case
of spam filtering. The SVM classifier has a drawback of high computational cost of re-
learning. A solution to this problem was recently proposed by Sculley and Wachman [26],
who designed a relaxed online version of the classifier. In the same paper it is shown that
SVM is able to reach state-of-the-art classification performance on online spam filtering. A
variant of SVM which allows consideration of unequal error costs on the training stage was
proposed by Morik et al. [21]. This variant of SVM, which will be referred to as SVM*
in this paper, to our best knowledge have not been used for spam filtering before with the
exception of the preliminary results of this work [5].
SVM provides a global decision rule independent of the sample which must be classified.
However, there is some motivation for building spam filtering upon local decision rules.
Spam is not uniform but rather consists of messages on different topics [15] and in different
genres [10]. The same considerations apply also to legitimate mail. The existence of algo-
rithms which classify e-mail by topic (see, for example, Li et al. [20]) provides evidence of
both locality in legitimate mail and the possibility to capture it using bag-of-words feature
extraction. The simplest spam filtering method which makes use of locality in the data is
k-Nearest Neighbor (k-NN). The k-NN classifier itself was shown to be outperformed by
SVM on spam vs. non-spam classification task [18, 32]. Delany et al. [11] proposed k-NN
in an online version with a dataset that is built on the fly and showed that its results are
comparable to Naive Bayes, which is also outperformed by SVM [32]. This suggests that a
more elaborate way of building local decision rules is needed.
An accurate local classification can be achieved by a combination of SVM and k-NN,
more precisely by using k-NN for selecting relevant training data for SVM, as was proposed
by Blanzieri and Melgani [6] and independently by [31]. This algorithm, which we will fur-
ther call SVM nearest neighbor (SVM-NN), is able to achieve a smaller generalization error
bound than pure SVM. This theoretical property makes us prefer SVM-NN against other
algorithms which combine SVM and k-NN, which are briefly described below. Domeniconi
and Gunopulos [12] use the SVM classifier to define a local feature weighting scheme which
is further used in k-NN. Sebban and Nork [27] use SVM to select a subset of relevant data
for k-NN from the training set. Somewhat similar is the approach proposed by Shen and
Len [28], where a new instance is first classified with SVM, and then, if the distance from
the separating hyperplane does not exceed a predefined threshold, the sample is re-classified
with the k-NN classifier which selects the nearest neighbors not from the whole training
set, but only from the set of support vectors. Thus, in this algorithm the SVM classifier is
used in particular to select relevant training data for k-NN.
In this paper we present a way to adapt SVM-NN to the task of spam filtering. To
achieve this goal we define and evaluate methods of finding the right value of k, to which the
algorithm is sensitive, and a practical filter architecture to use the algorithm in practice. In
particular, we evaluate two approaches to the selection of k. The first, namely estimation
of the optimal size of neighborhood by means of an evaluation set, fails to outperform
SVM* on the spam filtering task. The second approach, in which for each message to
be classified the algorithm selects the value of k which leads to the highest estimated
a-posteriori probability of the correct decision, proves to outperform SVM and SVM*.
This probability-based version of the algorithm, which we call the highest probability SVM
nearest neighbor (HP-SVM-NN) classifier, is further used as the core of a practical filtering
architecture, which combines a high level of accuracy with reasonable speed. HP-SVM-NN
and the practical filter are evaluated on SpamAssassin corpus and TREC 2005 Spam Track
corpus respectively. Results of the comparison of HP-SVM-NN with other methods on
SpamAssassin corpus were partly presented at CEAS 2007 [5].
The paper is organized as follows. Section 2 gives a detailed description of the HP-SVM-
NN classifier. Section 3 is dedicated to the experiments used to evaluate this algorithm. In
Section 4 we describe an architecture for a practical spam filter based on HP-SVM-NN, and
in Section 5 we address the evaluation of this architecture. Section 6 gives some explanation
of the results of the experiments by showing the presence of locality in the vectors of features
extracted from e-mail messages. Finally, Section 7 is the conclusion.
2 The Classification Algorithms
In order to present SVM-NN and HP-SVM-NN we need first to describe the SVM classifier.
2.1 Support Vector Machines
SVM [8] is a state of the art classifier, whose detailed description can be found, for example,
in the book by Cristianini and Shawe-Taylor [9]. Let there be n labeled training samples
that belong to two classes. Each sample xi is a vector of dimensionality d, and each label
yi is either 1 or −1 depending on the class of the sample. Thus, the training data set can
be described as follows:
T = ((x1, y1), (x2, y2), ..., (xn, yn)),
xi ∈ Rd, yi ∈ {−1, 1}.
Given these training samples and a predefined transformation Φ : Rd → F , which maps
the features to a transformed feature space, the SVM classifier builds a decision rule of the
following form:
yˆ(x) = sign
(
L∑
i=1
αiyiK(xi, x) + b
)
,
where K(a, b) = Φ(a)·Φ(b) is the kernel function and αi and b are selected so as to maximize
the margin of the separating hyperplane. A predefined parameter, cost factor C, is used to
establish a tradeoff between margin size and a training error penalty.
It is also possible to get the result not in the binary form, but in the form of a real
number, by dropping the sign function:
y′(x) =
L∑
i=1
αiyiK(xi, x) + b,
This real-number output can be used, in particular, for estimating the posterior probability
of the classification error. In fact, some applications require not a binary classification
Algorithm: The SVM Nearest Neighbor Classifier
Input: sample x to classify;
training set T = {(x1, y1), (x2, y2), ...(xn, yn)};
number of nearest neighbors k.
Output: decision yp ∈ {−1, 1}
1: Find k samples (xi, yi) with minimal values of K(xi, xi)− 2 ∗K(xi, x)
2: Train an SVM model on the k selected samples
3: Classify x using this model, get the result yp
4: return yp
Figure 1: The SVM Nearest Neighbor Classifier: pseudocode.
decision, but rather posterior probabilities of the classes P (class|input). SVM provides no
direct way to obtain such probabilities. Nevertheless, several methods of approximation of
the posterior probabilities for SVM are proposed in the literature. In particular, Platt [23]
proposed the approximation of the posterior probability of the positive class with a sigmoid:
Pˆ (y = 1|y′) = 1
1 + eAy′+B
(1)
where A and B are parameters obtained by fitting on an additional data set. Platt observes
that for the SVM classifier with the linear kernel it is acceptable to use the same data both
for training the SVM model and for fitting the sigmoid. The description of the procedure
of fitting the parameters A and B can be found in Platt’s original publication [23].
In some practical tasks it is necessary to consider unequal error cost and thus to change
the balance between false positives and false negatives. A simple way to adjust the balance
between the two types of errors with SVM is to apply different thresholds to y′(x). Another
approach was proposed by Morik et al. [21]. In this approach, different cost factors C+
and C− are ascribed to the training errors from the two classes during the training process.
SVM with the balance between the error types adjusted in this way will be called SVM* in
this paper.
2.2 The SVM Nearest Neighbor Classifier
SVM-NN [6] is a local SVM classifier obtained by combining SVM with k-NN. The
k-Nearest Neighbors Classifier (k-NN) makes the classification decision by counting the
representatives of each class in the k-neighborhood of the instance x to be classified. The k
neighborhood of x is the set of k instances from the training data which lie most closely to
x in terms of the chosen distance function. The decision is taken in favor of the class which
has the majority of representatives in the the k-neighborhood of x.
In order to classify a sample x, SVM-NN first selects the k nearest samples to the sample
x, and then uses these k samples to train an SVM that is used to perform the classification.
The pseudocode of the basic version of the algorithm is given in Figure 1. Samples with
minimal values of K(xi, xi) − 2K(xi, x) are the closest samples to the sample x in the
transformed feature space, as can be seen from the following equality:
||Φ(xi)− Φ(x)||2 = Φ2(xi) + Φ2(x)− 2Φ(xi) · Φ(x) =
Algorithm: Parameter Estimation for the SVM* Nearest Neighbor Classifier
Input: training set T = {(x1, y1), (x2, y2), ...(xn, yn)}
set of possible values of th number of nearest neighbors K = {k1, k2, ..., kN};
percentages of data used for training and validation ρ1 and ρ2, ρ1 + ρ2 ≤ 1.
Output: best number of nearest neighbors kbest.
using an external function: f is a performance measure to optimize.
preliminary calculations: prepare a matrix M , mij = K(xi, xj), i, j = 1..n, where K is
the SVM kernel used.
1: Select randomly T1 ⊂ T and T2 ⊂ T , T1
⋂
T2 = ∅, |T1||T | = ρ1, |T2||T | = ρ2
2: fbest = 0 # the best performance achieved at the moment.
3: for k in (set of possible values of k) do
4: Classify all samples in T2 with SVM*-NN using T1 as training data and k as the number
of nearest neighbors; calculate the performance fk using the measure f .
5: if fk > fbest then
6: fbest = fk
7: kbest = k
8: end if
9: end for
10: kbest = kbest/ρ1 # scale kbest by
|T1|
|T |
11: return kbest.
Figure 2: Finding the right value of k for the SVM*-NN classifier using training and vali-
dation on subsets of the training data.
= K(xi, xi) +K(x, x)− 2K(xi, x)
This algorithm is able to achieve a smaller generalization error bound in comparison
to global SVM because of a bigger margin and a smaller ball containing the points [6].
However, the parameter k is critical and needs a careful estimation. Blanzieri and Melgani
[6] showed that for remote sensing data using a validation set for estimating the parameter
k for the SVM-NN classifier leads to good results. Therefore, we decided to find the value
of k by training and validating the classifier with different values of k on two subsets of
the training data, and then selecting the value which led to the highest performance. If
SVM* is used for building the local rule instead of plain SVM, such a local classifier will
be referred to as SVM*-NN. The pseudocode for estimation of k for SVM*-NN is given in
Figure 2. Scaling of the selected value of k is needed because, given that internal training
and validation sets are obtained by random sampling of T , the same sphere in the feature
space will contain on average 1/ρ1 times fewer messages from the internal training set T1
than from the whole training set T . For SVM-NN the optimal threshold for achieving the
desired balance between the errors should be estimated as well in the same way as the
parameter k.
2.3 The Highest Probability SVM Nearest
Neighbor Classifier
Algorithm: The Highest Probability SVM Nearest Neighbor Classifier
Input: sample x to classify;
training set T = {(x1, y1), (x2, y2), ...(xn, yn)};
set of possible values for the number of nearest neighbors K = {k1, k2, ..., kN};
parameter R for adjusting the balance between the two types of errors.
Output: decision yp ∈ {−1, 1}
1: Order the training samples by the value of K(xi, xi)− 2 ∗K(xi, x) in ascending order.
2: MinErr = 1.0
3: Value = 0
4: if the first k1 values are all from the same class c then
5: return c
6: end if
7: for all k in (set of possible values of k) do
8: Train SVM model with equal error costs on the first k training samples in the ordered
list.
9: Classify x using the SVM model, get the result y′.
10: Classify the same training samples using this model.
11: Fit the parameters A and B for the function Pˆ (y = 1|y′) which estimates the probability
of positive class.
12: if 1− Pˆ (y = 1|y′) < MinErr then
13: MinErr = 1− Pˆ (y = 1|y′)
14: Value = 1
15: end if
16: if Pˆ (y = 1|y′) ∗R < MinErr then
17: MinErr = Pˆ (y = 1|y′) ∗R
18: Value = −1
19: end if
20: end for
21: return Value
Figure 3: The Highest Probability SVM Nearest Neighbor Classifier: pseudocode.
HP-SVM-NN is based on the idea of selecting the parameter k for local SVM from a
predefined set K = {k1, ..., kN} separately for each sample x which must be classified.
The pseudocode of the algorithm is presented in Figure 3. To classify a sample, the
algorithm first performs the following actions for each considered k: k training samples
nearest to the sample x are selected; an SVM model is trained on these k samples; the
estimation of the class probability function is built as proposed by Platt [23]. To estimate
the probabilities of the classes, the same k samples are classified using the SVM model, and
the output is used to fit the parameters A and B in the equation (1). The sample x is then
classified using the SVMmodel, and the real-number output of the model is used to calculate
the estimated probabilities of the classes Pˆ (y = 1|y′) and Pˆ (y = −1|y′) = 1− Pˆ (y = 1|y′).
Thus, for each k the algorithms provides two decisions with estimated probabilities of errors
(probability of the positive class is the error probability for the decision in favor of the
negative class, and vice versa), which gives 2×N decision in total. Among those, the answer
with the lowest probability of error (in other words, with the highest estimated probability
of the correct decision, hence the name of the classifier) is chosen. An additional parameter
R can be used to adjust the balance between false positives and false negatives. In this case,
the probability of error for the negative answer must be not just lower than the probability
of error for the positive answer, but at least R times lower in order to be selected. If false
positives are less desirable than false negatives, R < 1 should be used. The architecture of
the algorithm, based on probabilistic decisions, makes it useless to create a separate version
using SVM* instead of SVM, so there is only one variant of HP-SVM-NN.
We must mention that from the point of view of speed HP-SVM-NN is not the same as
N runs of basic SVM-NN classifier, because the costly operation of distance calculation is
performed only once for each classified sample. In one special case, namely when with the
smallest considered value of k all the nearest neighbors belong to the same class, additional
optimization is used. More precisely, in this simple case the estimate of posterior probability
of the class from which the neighboring samples come is equal to 1.0, thus the error estimate
is equal to 0 and no lower value can be reached. If such a case occurs, the decision is taken
immediately and no further search is performed. We will call such samples ‘easy’, and the
samples for which the full search among the possible values of k is performed we will call
‘hard’.
2.4 Feature Extraction for Spam Data
In the commonly used Simple Mail Transfer Protocol (SMTP), a message consists of a
header and a body. The message header is a set of named fields, each containing particular
information about the message: the subject line, the address of the sender, the addresses
of the receivers, the date, and so on. The message body is the content of the message.
To transform an e-mail message into a vector of numbers which can be processed by
the classification algorithms, a feature extraction procedure is needed. A simple way to
extract features for any of the discussed algorithms is the following. Each part of the
message, namely the message body and each field of the message header, is represented
as a bag of words or, in other words, as an unordered set of strings (tokens) separated by
spaces. Presence of a particular token in a particular part of the message is considered a
binary feature fi ∈ {0, 1} of the message. Then, the d features with the highest Document
Frequency or Information Gain (the choice will be specified separately in each case) are
selected. Thus, each message is represented with a vector of d binary features.
Document Frequency (DF) is defined as follows:
DF (fi) = |{mj |mj ∈M and fi occurs in mj}|,
where M is the set of all training messages and fi is a binary feature (for example “the
word free is present in the message”).
Information Gain (IG) is defined as follows:
IG(fi) =
∑
c∈{cspam,cleg}
 ∑
f∈{fi,¬fi}
Pˆ (f, c) log
Pˆ (f, c)
Pˆ (f) · Pˆ (c)
 ,
where cspam and cleg are the labels of spam class and legitimate mail class respectively, fi is
a binary feature (for example “the word free is present in the message”), ¬fi is the negation
of the feature fi (for example “the word free is NOT present in the message”), and Pˆ is
probability estimated by frequency.
3 Evaluation of the Classification Algorithms
In order to evaluate the algorithms on spam data we first establish a baseline for the
comparisons, then we proceed with preliminary experiments that eventually lead to the
definition of the HP-SVM-NN classifier which is finally evaluated in terms of ROC curves.
3.1 Establishing a Baseline
To establish a baseline for the comparisons, we reproduced the experiments with the SVM
classifier, presented by Zhang et al. [32]. The linear kernel is used for SVM in all cases,
following the observation by Zhang et al. that changing the kernel gives no increase in
accuracy for spam filtering. Evaluation in the same paper showed that SVM undoubtedly
outperforms k-NN, so we did not consider k-NN in our comparisons. The evaluation con-
sists in ten-fold cross-validation on the SpamAssassin corpus1. The corpus contains 4150
legitimate messages and 1897 spam messages. The same random splitting of the data into
ten folders was used in all cross-validations performed for this study. The implementation
of SVM used for this and further experiments is a popular set of open-source utilities called
SVMlight2 [17].
The performance measure used by Zhang et al. is Total Cost Ratio (TCR), proposed
by Androutsopoulos et al. [1], which allows to consider unequal error cost. TCR is defined
as follows:
TCR =
nS
λ · nL→S + nS→L ,
where nS is the total number of spam messages, nL→S is the number of legitimate messages
classified as spam, nS→L is the number of spam messages classified as legitimate, and λ
is the relative cost of misclassification of a legitimate message and misclassification of a
spam message. TCR for cross-validation was computed as the average of the values of TCR
obtained for the ten folders, as done by Zhang et al. Apart from this, we computed also
the harmonic mean. The reason is the following: the average TCR depends not only on the
average weighted error rate, but also on the difference between the weighted error rates for
different folders (the greater the difference, the higher the value), which can be misleading.
At the same time it is easy to show that the harmonic mean will provide a value which
depends only on the average weighted error rate. The following names will be used for this
two measures on figures: TCRn for the average of the ten values TCR with λ = n, and
TCRn* for the harmonic mean. Following the experiment of Zhang et al., we used λ = 9
and b′ = 0.48, where b′ is the fixed threshold used to convert the real-number output of
SVM into a binary decision (see Section 2.1).
The results can be seen in Figure 4a (the curve labeled SVM). They are close to those
provided by Zhang et al., though evidently not exactly the same, because the partitioning
1Available at: http://spamassassin.apache.org/publiccorpus/
2Available at: http://svmlight.joachims.org/
(a) TCR9. Features ordered by DF. (b) TCR9. Features ordered by IG.
(c) TCR9*. Features ordered by DF. (d) TCR9*. Features ordered by IG.
Figure 4: Establishing a baseline. Comparison of performance of SVM with a fixed threshold
equal to 0.48 (SVM) and SVM with the relative cost passed as a parameter to the software
(SVM*) in terms of TCR.
of the data is random and thus cannot be reproduced. For example, with features ordered
by document frequency the results for the numbers of features equal to 1000 and 3000 are
7.06 and 13.29 in our experiment and about 7.7 and 12.3 on the graph given by Zhang et
al.
In order to establish a better baseline, we then compared two variants of SVM: SVM
with a fixed threshold (as described above), further called simply SVM, and SVM* (see
Section 2.1). SVM* is directly supported by SVMlight, which allows the user to pass C+C−
as an additional parameter. The kernel is linear in both cases. Figure 4 shows the results
of the comparison in terms of TCR and TCR*. As we can see, SVM* has a doubtless
advantage both with DF and IG feature ordering and with both ways of computing TCR.
Accordingly, SVM* will further be used as a quality baseline for the experiments presented
in this section.
3.2 Preliminary Experiments
The outline of the preliminary experiments presented in this subsection is as follows. The
first experiment compares SVM*-NN with SVM* and suggest that estimation of the pa-
rameter k for SVM*-NN using an evaluation set does not allow SVM*-NN to outperform
SVM*. This motivates the second experiment, which addresses the question of whether
there are suitable values of k at all. The positive results of this experiment show that using
local SVM is promising for spam filtering, but a totally different approach to the selection
of k is needed. This leads to the definition of HP-SVM-NN, which is preliminarily evaluated
in the third experiment.
3.2.1 Experimental Procedures
Experiment 1. SVM*-NN vs. SVM*. In this experiment we compared SVM*-NN
and SVM*. SVM-NN is not considered in the comparisons in this paper. The experimental
results on SVM-NN were presented previously [4], and show that it has performance com-
parable to that of SVM, which leaves no chance for SVM-NN to outperform SVM*. For
SVM*-NN the following parameters were used: K = {30, 50, 100, 150, 200, 250, 300, 350,
400, 500, 600, 700, 850, 1000, 1200, 1400, 1650, 1900, 2200, 2500, 2900, 3300, 3800, 4300,
4800}; ρ1 = 0.9; ρ2 = 0.1; f = TCR9. The following values of the number of features d
were used: 100, 200, 500, 1000, 2000, 3000, 4000.
Experiment 2. Is there a good value for k? The question answered by this
experiment is: are there at all values of k which allow SVM*-NN to outperform SVM*?
The data in each of the ten folders used for cross-validation was classified with SVM* and
with SVM*-NN with all the considered values of k in order to see whether any value of
k allows SVM*-NN to outperform SVM*, and whether this value is invariant for different
folders. K, ρ1 and ρ2 are the same as in Experiment 1. The following values of the number
of features d were used: 500, 1000.
Experiment 3. Preliminary evaluation of HP-SVM-NN. In this experiment we
compared HP-SVM-NN with the SVM classifier in terms of overall error rate, false positive
rate and false negative rate using equal error costs (in case of equal error cost SVM and
SVM* are equivalent). In this experiment we used the same set K as in the two previous
experiments, but with each value scaled by 1/ρ1 (for SVM*-NN the same scaling is done
by the procedure of estimation of k, as explained in Section 2.2). The following values of
the number of features d were used: 100, 200, 500, 1000, 2000, 3000, 4000.
3.2.2 Results
The results of the comparison between SVM* and SVM*-NN (Experiment 1) are presented
in Figure 5. The results in terms of average TCR (Figure 5a) are misleadingly optimistic.
However, the comparison in terms of more stable harmonic mean of TCR (Figure 5b)
shows that SVM* performs clearly better. This suggests, that local SVM classifier with
the number of nearest neighbors estimated using an evaluation set is not effective on spam
filtering. This initial failure led to the design of Experiment 2.
Figure 6 shows the results of Experiment 2. We can see, that for each folder there is
a value of k which allows SVM*-NN to outperform SVM*. Moreover, in most cases there
(a) TCR (average) (b) TCR (harmonic mean)
(c) False positive rate (d) False negative rate
Figure 5: SVM*-NN vs. SVM*.
(a) d = 500 (b) d = 1000
Figure 6: Is there a good k? TCR is plotted separately for each folder, so this is neither
average nor harmonic mean of the calculated values, but the values themselves. IG is used
for ordering features.
(a) Overall error rate
(b) False positive rate (c) False negative rate
Figure 7: Preliminary evaluation of HP-SVM-NN. d is the number of features. R = |C+||C−| = 1.
are several such values, so even a suboptimal estimation of k could be acceptable. At
the same time, this values vary greatly for different folders. For example, with d = 1000
the values vary approximately from 600 to 3000, and there is only one pair of folders for
which the values were the same. This implies that the optimal size of neighborhood is
highly dependant on the particular set of data, suggesting that parameter estimation using
evaluation set is a wrong choice for this task, and therefore a different procedure of selecting
k is needed. This result motivates the definition of HP-SVM-NN (see Section 2.3).
In Figure 7 the results of the preliminary comparison of HP-SVM-NN and SVM (Ex-
periment 3) are presented. It shows that HP-SVM-NN is able to outperform SVM at least
in the case of equal error costs. The evaluation of the significance of the advantage of HP-
SVM-NN in terms of overall error rate, performed using Wilcoxon signed-rank test with
α = 0.05, showed that the difference is significant for d below or equal to 2000, and not
significant for d = 3000 and d = 4000. Figure 7b,c shows that with equal error costs the
classifiers have close performance in terms of false positives, but the HP-SVM-NN classifier
is invariably better in term of false negatives. After obtaining this encouraging preliminary
result we passed to a more thorough evaluation of HP-SVM-NN.
Number of TPR with FPR = 0.01 TPR with FPR = 0.005
features SVM* HP-SVM-NN SVM* HP-SVM-NN
100 0.930 (0.00082) 0.964 (0.00034) 0.892 (0.00061) 0.926 (0.00308)
200 0.964 (0.00027) 0.986 (0.00010) 0.946 (0.00030) 0.973 (0.00141)
500 0.976 (0.00014) 0.989 (0.00010) 0.959 (0.00970) 0.981 (0.00031)
1000 0.983 (0.00011) 0.992 (0.00009) 0.968 (0.00021) 0.984 (0.00030)
2000 0.987 (0.00011) 0.995 (0.00005) 0.979 (0.02035) 0.989 (0.00025)
3000 0.989 (0.00014) 0.995 (0.00004) 0.981 (0.01018) 0.988 (0.00041)
Table 1: Comparison of SVM* and HP-SVM-NN: selected points. Variance is given in
brackets.
3.3 Evaluation of HP-SVM-NN in Terms of ROC Curves
Unlike SVM*-NN, which requires performing the parameter estimation separately for each
value of relative error cost, HP-SVM-NN allows building a ROC curve in reasonable time.
Thus, considering that ROC curves are more informative than TCR, we decided to use
them for measuring the accuracy in this experiment. As the comparison between SVM and
SVM* in terms of ROC curves is inconclusive (see Figure 8), it is meaningful to compare
HP-SVM-NN with both SVM and SVM* when using ROC curves.
3.3.1 Experimental Procedure
In this experiment we compared HP-SVM-NN, SVM and SVM* in terms of ROC curves,
thus considering the unequal error costs. The following set K of 12 values was used: {50,
150, 250, 350, 500, 700, 1000, 1400, 2000, 2800, 4000, 5400}. We used a smaller set than
in the previous experiments to make the algorithm faster. The values of the number of
features were the same as in the previous experiment. In order to build the ROC curves,
for HP-SVM-NN the parameter R (see Figure 3) is changed from 1.5 ∗ e−25 to 1.5 ∗ e25
with uniform steps on a logarithmic scale; for SVM* the parameter C+C− is changed in the
same way; and for SVM the threshold applied to the output is changed from -4 to 4 with
step 0.01. For all the parameters of SVM* except C+C− and for all the parameters of SVM
the default values are used as implemented in SVMlight. Inside the HP-SVM-NN the SVM
classifier is also used with default parameters in all cases.
3.3.2 Results
In Figure 8 the comparison HP-SVM-NN with SVM and SVM* in terms of ROC curves is
presented. In Table 1 the values of true positive rate of the classifiers are compared with
the false positive rates of 0.01 and 0.005 (false positives are obviously much more expensive
in the task of spam filtering, so the points with low false positive rate are of particular
practical interest). SVM is not reported in the table because, as can be seen in Figure 8,
on low false positive rates it is never better than SVM*.
We can see that HP-SVM-NN performs better in all cases. Thus, from the point of view
of accuracy, HP-SVM-NN is a viable solution to the problem of selecting locality size for
spam filtering with local SVM. Note that, however small may seem the difference, the true
(a) d = 100 (b) d = 200
(a) d = 500 (b) d = 1000
(e) d = 2000 (f) d = 3000
Figure 8: Comparison of SVM, SVM* and HP-SVM-NN in terms of ROC curves. TPR
is the true positive rate, FPR is the false positive rate, and d is the number of features.
Positive class is spam, negative class is legitimate mail.
positive rate of 0.988 instead of 0.981 (the case with 3000 features and the false positive
rate of 0.005) means actually that 37% less spam finally reaches the user’s mailbox.
4 A Practical Spam Filter Based on HP-SVM-NN
As a classification task, spam filtering has a peculiarity which must be addressed when
designing a practical solution, namely frequent insertion of new samples to the training
data, which leads to both need for constant update of the classification model and rapid
growth of the number of training samples. In this section we describe an architecture which
allows to utilize the HP-SVM-NN classifier in practice, processing the data at a reasonable
speed.
The HP-SVM-NN classifier obviously performs slower (and consumes more memory)
with the increase of the amount of training data. This leads to a need for pre-selection
of data before training. The necessity of coping with the changeability of e-mail suggests
a simple but presumably meaningful way of doing such pre-selection, namely to apply a
time window of dimension W to the data, in other words, to use only the W most recent
messages for training.
The feature extraction is performed in the same way as in section 2.4, but using only the
messages in the current window. Information Gain is used for feature ordering. We must
mention that the Information Gain is a measure quite convenient for online re-training.
For each feature it is enough to know at every moment the amount of spam and legitimate
messages in which this feature occurs in the current window. From this two values, which
are easy to maintain incrementally, and the total number of messages of each class in the
training data it is easy to calculate the Information Gain.
With a large window size and/or number of features the HP-SVM-NN classifier can be
too slow to be used in practice. In such a case instead of using HP-SVM-NN stand-alone
(Figure 9a) it makes sense to combine it with a faster algorithm, so that only a small subset
of messages are classified by HP-SVM-NN. This will allow to profit from its high accuracy
without loosing too much in classification speed. If the system receives much spam and
comparatively small amount of legitimate mail, the following procedure can be used to
classify a message. First, the message is classified using a faster classification algorithm,
for example Na¨ıve Bayes, with the cost of false positives set to a very high value. If it is
classified as spam, this decision is final; if it is classified as legitimate mail, the final decision
is taken by re-classifying this message with HP-SVM-NN. The scheme of this procedure is
shown on Figure 9b. If the system receives large amount of both spam and legitimate mail,
the following, a bit more complicated, procedure can be used to classify a message. First, as
in the previous case, a fast classifier with the cost of false positives set to a very high value
is applied to the message, and if it is classified as spam, no further check is performed. If it
classified as legitimate mail, this decision is re-checked by the same classifier, but this time
with high cost of false negatives. If the answer is again “legitimate mail”, this decision is
final, else the HP-SVM-NN classifier is used to make the final decision. The scheme of this
procedure is shown on Figure 9c.
(a) Stand-alone use (b) Hybrid filter: first variant
(c) Hybrid filter: second variant
Figure 9: Using HP-SVM-NN: stand-alone or in combination with a faster classifier. The
first variant of the hybrid filter is for the systems which receive much spam and small amount
of legitimate mail. The second variant is for the systems which receive huge number of both
spam and legitimate mail.
5 Evaluation of the HP-SVM-NN Spam Filter
5.1 Assessing the Accuracy
5.1.1 Experimental Procedures
For the evaluation of the final architecture we decided to choose TREC 2005 Spam Track
corpus, which has two major advantages over the SpamAssassin corpus. Firstly, it contains
much more data (39399 legitimate messages and 52790 spam messages); secondly, it pre-
serves the time order of the messages, which allows to effectively simulate online testing
and thus to evaluate classifiers in more realistic conditions.
In our experiment, each message except the first W was classified with HP-SVM-NN
trained on the W previous messages. Then, the results were presented as ROC curves, with
spam as positive class and legitimate mail as negative class. The SVM and SVM* classifier,
as implemented in the SVMlight package, were used for comparison. Feature extraction for
SVM and SVM* was performed in exactly the same way as for HP-SVM-NN, and the same
window size was used for all the three algorithms in each case. It would be interesting also
to compare HP-SVM-NN with relaxed online SVM which was recently proposed by Sculley
and Wachman [26]. However, relaxed online SVM relies on a seriously different procedure
for feature extraction, and so the design of a fair comparison is complex, therefore we leave
such comparison to future work.
The HP-SVM-NN classifier was implemented in C++ with the modules of SVMlight
used for training SVM models. The following values of the window size W were used: 2000,
3000. For W = 2000 the following 9 possible values of k were used: 100, 200, 300, 500, 700,
1000, 1300, 1650, 2000. For W = 3000 each value in the same set was scaled by 1.5.
(a) W = 2000 (b) W = 3000
Figure 10: Comparison of SVM, SVM* and HP-SVM-NN with a time window. TPR is the
true positive rate, FPR is the false positive rate, and W is the window size. The number
of features d = 500. Positive class is spam, negative class is legitimate mail. On this data
SVMlight did not produce the points with high false positive rate for SVM*, as can be seen
on the figures.
Window TPR with FPR = 0.01 TPR with FPR = 0.005
size SVM HP-SVM-NN SVM HP-SVM-NN
2000 0.973 0.979 0.960 0.968
3000 0.976 0.983 0.964 0.973
Table 2: Comparison of SVM and HP-SVM-NN: selected points.
5.1.2 Results
The results are presented in Figure 10. The number of features is d = 500. On this data
SVMlight did not produce the points with high false positive rate for SVM*, probably due
to the insufficient precision of floating-point variables. This, however, does not imply that
the method should be discarded, because in spam filtering only the case of low false positive
rate is practically interesting. Selected points are compared in Table 2. In this experiment,
as it can be seen in Figure 10, SVM outperforms SVM* on low false positives, and so only
the results for SVM are presented in the table. It is interesting to mention the difference
in the relative performance of SVM and SVM* in the experiments on SpamAssassin corpus
and on Spam Track corpus, which is probably due to the fact that the two corpora are
differently unbalanced: in SpamAssassin corpus legitimate mail constitutes the majority of
messages, while in Spam Track corpus it is outnumbered by spam. We can see that HP-
SVM-NN is able to outperform both variants of the pure SVM classifier. Thus, the results
on Spam Track corpus are consistent with the results on SpamAssassin corpus.
(a) W = 2000 (b) W = 3000
Figure 11: Comparison of SVM, SVM* and HP-SVM-NN with a time window using the
data only from the message headers. TPR is the true positive rate, FPR is the false positive
rate, and W is the window size. The number of features d = 500. Positive class is spam,
negative class is legitimate mail.
Window TPR with FPR = 0.01 TPR with FPR = 0.005
size SVM HP-SVM-NN SVM HP-SVM-NN
2000 0.966 0.972 0.955 0.962
3000 0.968 0.974 0.957 0.965
Table 3: Comparison of SVM and HP-SVM-NN on headers only: selected points.
5.2 Assessing the Accuracy on Headers Only
Image spam, which constitutes a large part of spam e-mail today, requires special attention.
It is certainly possible to define a image-based kernel for HP-SVM-NN, but this is a topic
for a separate investigation. However, pure SVM is known to be able to distinguish quite
accurately between spam and legitimate messages using only message headers, without any
reference to the message content, be it a text or an image [32]. Therefore, it is interesting
to see, with which level of accuracy HP-SVM-NN can perform the same task.
5.2.1 Experimental Procedures
This experiment is exactly the same as the previous one with W , with the only difference:
features are extracted only from the message headers, while the bodies are completely
skipped.
5.2.2 Results
The results of this experiment are presented in Figure 11, and selected points are compared
in Table 3. SVM* is not presented in the table because, as the figure shows, on low false
positives SVM performs better. We can see, that the accuracy of all the three methods
on headers only is quite high, and that HP-SVM-NN is more accurate then the other two
Min. time (s) Max. time (s) Avg. time (s)
Classification of a message < 0.01 1.532 0.20
Classification of an ‘easy’ message < 0.01 0.011 < 0.01
Classification of a ‘hard’ message 0.21 1.532 0.45
Substitution of a message in the window 0.14 1.88 0.18
Table 4: Time in seconds needed for the operations of the filter. The number of features
d = 500, the window size W = 2000. 49761 easy messages and 40428 hard messages were
classified.
on low false positives, though on low false negatives SVM* has the same (with W = 2000)
or even somewhat better (with W = 3000) performance. This suggests that image spam
will be recognized with reasonable accuracy by header analysis only, assuming that the
characteristics of the headers of image spam messages are not totally different from the
usual spam. However, building a special kernel for image spam, or using some kind of
fast feature extraction from images [13, 30], is an interesting direction for future work, as
it seems that the images in spam also consist of local groups, and a local classifier which
considers images could be even more accurate.
5.3 Assessing the Speed
The goal of this experiment was to measure the speed of the filter and thus to assess the
feasibility of its practical use.
5.3.1 Experimental Procedures
In this experiment we measured the minimal, maximal, and average time required by the
filter based on HP-SVM-NN to classify a sample and to substitute one message in the
window of training data. We also measured separately the average speed of classification of
‘easy’ and ‘hard’ messages (see Section 2.3). All the data and all the software was exactly
the same as in the experiment in subsection 5.1. Window size W was taken equal to 2000.
For measuring the speed of the algorithm we used a personal computer with CPU speed of
1600MHz and 768MB of memory, running under Windows XP.
5.3.2 Results
The results are presented in Table 4. They suggest that the algorithm is a feasible server-
side solution. Average classification time of 0.2 seconds means classifying 300 messages,
which is more or less the daily norm received by each of the authors, in one minute. If
all the new messages are added to the training data one by one, this addition will take a
bit less time than classification itself, 0.18 seconds per message. It is necessary to stress
here that, firstly, the presented results are obtained on a computer which is slower than an
average modern server, and, secondly, there are methods of training linear SVM faster than
with SVMlight [16], so there are still ways to improve the implementation.
In the cases when the speed of HP-SVM-NN standalone is not sufficient, a combination
with a faster classifier may be used as shown on Figure 9b,c. Let a system receive n1 easy
Figure 12: The Sammon’s projection of a 20% subset of SpamAssassin corpus. The original
100-dimensional space contains the messages represented as vectors of 100 binary bag-of-
words features with the highest Information Gain. The area of each circle is proportional to
the number of messages mapped to the corresponding vector of features. SSammon = 0.20018
messages and n2 hard messages in a given period of time, and let HP-SVM-NN require time
t1 to classify an easy message and time t2 to classify a hard message on this system. Let
there be a faster classifier which is able to filter out n′1 easy messages and n′2 hard messages
with an average classification time per message t′. Then the scheme in Figure 9b will gain
the following speed-up of
Ta
Tb
=
n1t1 + n2t2
t′(n1 + n+ 2) + t1(n1 − n′1) + t2(n2 − n′2)
Obviously, the speed-up will be greater than 1 if and only if the following inequality is
satisfied:
t′ <
n′1t1 + n′2t2
n1 + n2
.
For example, with the characteristics of the system described in the experiment above,
a combination with a fast filter able to filter out accurately 50% of both hard and easy
messages with a classification speed of 0.05 per message will gain a speed-up of 1.33. Similar
considerations may be applied also to the scheme in Figure 9c.
6 The Locality Phenomenon in E-Mail
The success of HP-SVM-NN suggests that the data used in our experiments is such that
local algorithms can have an advantage. Accordingly, it is interesting to see, whether this
locality can be somehow captured by analysis of the data.
(a) Whole messages. SSammon = 0.29836
(b) Headers only. SSammon = 0.30058
Figure 13: The Sammon’s projections of the first 1000 messages of Spam Track corpus. In
both cases the original 100-dimensional space contains the messages represented as vectors
of 100 binary bag-of-words features with the highest Information Gain. The area of each
circle is proportional to the number of messages mapped to the corresponding vector of
features.
One way to get an informal preliminary answer about the presence or the absence of
locality in the data is to visualize the data with the Sammon’s projection. The Sammon’s
projection [25] is a method of mapping multidimensional objects into a space of lower
dimensionality. The method minimizes an error function called the Sammon’s stress, which
is defined as follows:
SSammon =
1
m∑
i,j=1
i<j
d∗ij
m∑
i,j=1
i<j
(d∗ij − dij)2
d∗ij
wherem is the number of points mapped, d∗ij is the distance between the ith and jth vectors
in the multidimensional space, and dij is the distance between their projections. We used
the implementation of the Sammon’s projection provided by the R software environment3.
If the data consists of separate dense groups of samples, this will be seen on the projection.
We calculated the Sammon’s projection’s of a 20% subset of the SpamAssassin corpus,
of the set of the first 1000 messages of Spam Track corpus, and of the set of headers of
the same 1000 messages. Subsets of the corpora was used instead of the whole corpora in
order to decrease the amount of memory needed to build the projection. In each case the
messages were represented as vectors of 100 features with the highest Information Gain.
In Figures 12 and 13 the Sammon’s projections of the described three sets of data
are presented. We can see that in all the three cases the data consists of quite well-
distinguishable parts, and most of such separate parts include both spam and legitimate
mail. This supports the intuition that local rules for separating spam from legitimate mail
can be more effective than global rules. It is important to mention that Sammon’s projection
only preserves information about distances between samples, and does not allow reasoning
about local or global linear separability of the classes.
There are probably three aspects of the classification problem which are affected by
leveraging locality. The first is the accuracy of the decision rule, and we have shown in
this paper that consideration of locality increases it. The effect on the other two is not yet
explored. The second is capability of adjusting the balance between false positives and false
negatives: the data is presumably more uniform locally, and so changing the parameter R
in HP-SVM-NN to change the balance is better founded than moving threshold for SVM,
and at the same time, unlike SVM*, HP-SVM-NN does not require complete re-training of
the model with a new value of the relative cost. The third aspect is the ability to resist the
changeability of data: a new type of spam forms a new local group in the training data, and
the messages of this type, despite being a minority globally, will be used locally to make the
decision about the future messages which have similar values of the features. Here we can
recall the research by Delany et al. [11], which showed that k-NN is good in coping with
changeable e-mail data.
7 Conclusion
In this paper we presented the highest probability SVM nearest neighbor classifier (HP-
SVM-NN), and a practical architecture for spam filtering based on it. HP-SVM-NN is
3Available at: http://www.r-project.org/
based on the SVM-nearest neighbor (SVM-NN) classifier, which is a combination of SVM
and k-NN. While the original SVM-NN classifier requires the number of nearest neighbors k
to be passed as an input parameter, HP-SVM-NN selects the value of k dynamically among
a predefined pool of possible values. Experimental evaluation shows that HP-SVM-NN is
more accurate than both two variants of SVM considered in the paper, whereas SVM-NN
with a procedure for estimation of k on an evaluation set fails to outperform SVM. The
speed of the classifier is shown to be high enough for a practical server-side solution.
The results show, that local SVM classifier reaches higher accuracy than global SVM
on e-mail spam filtering; there are reasons to argue, that it is also better in coping with
unequal error costs and with the changeability of data, both being characteristics of e-mail
data. The investigation of this two hypotheses, however, is a subject for future work.
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