Abstract: -While reading handwritten text accurately is a difficult task for computers, the conversion of handwritten papers into digital format is necessary for automatic processing. Since most bank checks are handwritten, the number of checks is very high, and manual processing involves significant expenses, many banks are interested in systems that can read check automatically. This paper presents several approaches to improve the accuracy of neural networks used to read unconstrained numerals in the courtesy amount field of bank checks.
INTRODUCTION
Reading Handwritten numerals is an active area of research with practical applications in different fields such as form recognition, postal ZIP codes reading and check reading [2, 7, 14, 151 .
Off-line recognition of machine-printed documents has been very successful, and several commercial applications are available. In contrast, handwritten text is more difficult to read by computer systems; such systems are generally slower and yield less accurate results than human beings. Only partial success has been attained by systems for on-line handwriting recognition, since these systems are able to use additional information like the number of strokes, writing speed, direction of curvature, etc [4] . These characteristics are very difficult to obtain after the text has been written on the paper. The most successful systems are those that impose restrictions to the writer, such as preprinted boxes on forms or writing one character at a time in on-line systems. Nevertheless, tuning recognition systems for specific applications can improve accuracy rates. Tuning can be done by solving particular problems or by improving one performance parameter at the cost of worsening another parameter, based on the assumption that the first parameter is more important for the particular application. In check processing one wants to avoid wrong readings, since the costs associated with incorrect readings are very high. However, it is adequate to reject uncertain checks, which means that the system is unable to read the check with the predefined level of confidence, to help ensure that accepted checks have been read correctly. This paper shows bow to improve a system for processing handwritten checks by tuning the module in charge of individual digits recognition. The reduction of the rate for incorrect readings has been attained using complementary approaches. Our approach for automated check reading is summarized in Fig. 1 [IO] . This figure describes the key steps, including feedback loop for segmentation. The first step in the process is to detect the courtesy amount within the image of the check. This involves a conversion from the gray scale image into a binary data format. Then, several algorithms are applied to accurately select the area of the image that corresponds to the courtesy amount field. The most challenging part of the process is the segmentation process, which involves dissecting the courtesy amount field into individual characters. The latter task is performed using a feedback mechanism that helps to determine if the sets of segments, produced by different dividing methods, have been correctly recognized. The recognition module uses a combination of neural networks and structural techniques to classify digits with very high levels of confidence. The fmal post-processing module verifies the syntax of the amount to minimize the instances involving incorrect readings. This module verifies that the amount read makes sense as a valid monetary value, according to the rules that define the format of numbers (tbe number of decimals, and the number of digits between punctuation).
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Checks present the full challenge of totally unconstrained writing because they were not designed for processing by document understanding systems. Segmentation of the string that contains the amount of the check into individual digits is the most difficult task of check processing. This process may involve the separation of touching characters, and the merging of character fragments with other pieces. The approach described in the previous section is able to read amounts containing multiple
SPECIAL. PROBLEMS RELATED TO COURTESY AMOUNTS IN CHECKS
segments (segments comprised of more than one digit). The recognition module is not able to classify a symbol that is not a digit, so multiple segments are sent hack to the segmentation module in the feedback look. Then, the segmentation module has the chance to apply additional dividing algorithms to separate the multiple into two digits. Several dividing algorithms are used at this point; as such, the system is very likely to find the correct dividing path [9] . It is important to note that the feedback process requires the recognition module to reject multiple segments. This is one the issues analyzed in the following section.
Another important characteristic of hank checks is that courtesy amount is more than a sequence of digits, as individuals tend to use other symbols for writing monetary amounts. With respect to US. checks, a finite state automaton was proposed in [I] and 
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F i g 2 Use of delimiters in Brazilian checks
In a study made with 1500 real checks provided by Brazilian hanks, delimitee were found in 36% of the checks, and multiple segments in 20% of those checks.
RECOGNITION OF ISOLATED DIGITS
Segmented digits are recognized using a classifier base on Neural Networks. Before using the neural network, the segments are corrected in slant and then normalized in size and thickness [9] . The structure selected for this module is the Multi-Layer Perceptron (MLP), which is one of the most widely used types of networks for character recognition. The basic sthcture used is a fully connected MLP with 117 inputs, one hidden layer with 50 neurons and 10 outputs. Its scheme is depicted in Fig.3 , where every connection between two layers is represented in terms of the weights and biases applied to each neuron in the former layer to each neuron in the later layer. consequence, the total number of parameters for this network, with 117 inputs and 10 outputs, comes out to be 6410. The basic model fitting theory suggests that more that 6410 samples are needed to train this neural network; otherwise the model will have more variables than equations. The inputs are 117 binary values, which correspond to each of the pixels in the normalized 13x9 image. Since these values are binary, they could he represented just by one value each. But in that case, the value would need to he coded using 117 hits or 15 bytes. The former data type is not available in the current generation of computers. Accordingly, it was decided to consider the input to the neural network to comprise of 117 independent variables. Moreover, similar values in a continuous variable of this kind do not correspond to similar images in terms of character shapes; as such, the summarization of all pixels into just one value does not offer any real advantage. Nevertheless, dividing the normalized image into smaller regions and coding each region into integer variables may reduce the number of inputs while maintaining a good resolution. The latter approach is under study and the results will he documented in a future paper.
Neural Networks are characterized by their great power of generalization, specially at modeling non-linear behavior. In order to improve the generalization power, the early stopping approach was adopted. This approach is based on using three independent sets of samples: the training set, the validation set and the test set. The training set is used as the main pieces of information to guide the optimization algorithm to adjust the parameters of the network. On each iteration of the optimization algorithm, the error of the validation set is monitored. The validation error should decrease during the training process along with the error of the training set, evaluated in the objective function. But if the optimization algorithm changes the parameters of the model to reduce the error level in the training set in such a way that the validation error increases, this means that the model is being "overfit" to the training data and the generalization power is being diminished. At this point it is necessary to stop the process. Training the neural network with the early stopping approach can he expressed as the optimization problem: "Minimize: training-error, subject to: validation-error decreases at every step". Defning f, as the expected output vector for sample i out of n samples in the training set, and f, the prediction of the neural network, the error of the training set, defined as the sum of squared error, will he SSE, = (t, -i,)'. Similarly, the error of the validation set can be defined as SSE,, = c:=,(v, -C,)2. Therefore, the optimization process can he expressed as:
,=I
Minimize : SSE,
Early stopping is important to obtain generalization power in the network, hut it is essential if the training set is not pelfect. While the number of imperfect digits is small, the training process will begin to adjust its parameters to solve normal characters because this is the most efficient way to decrease the objective function. Then the optimization algorithm will try to learn unusual characters to reduce the objective function even further. It is at this final step that overtraining occurs, since the model is beginning to team incorrect images. As an example of imperfect training set, Fig.4 show some samples fiom MST database 19, HSF-9, that were incorrectly semented and then classified as digit 'O'iu directory by-class\30 (samples 397,954, 1740,2294 and 3097). Fig.4 Segments from NIST database 19, classified as digit '0' in th,e CD
SSE,(epoch j ) < SSE>,(epoch j -1 )
Analysis of Neural Network Outputs
A neural network classifier is expected to produce an output vector where the value that corresponds to the correct character is high and all otber values are negligible. While the real behavior depends on the transfer functions used at the output layer, the value related to the correct digit is usually lower (meaning less-than-perfect confidence), and the values related to other symbols are greater that zero (meaning that the segment matches the shape of other symbols in some features). The module in charge of the output vector analysis is called Solution Selector. This function is designed to choose the correct value from the output vector even if the behavior of the network is not perfect.
A process to select a solution is to find the maximum output of the network. This is not a good approach for the segmentation strategy described above because the classifier never produces N O T R E C O G N I Z E D results, which are essential for segmentation. Another problem in the analysis of the output vector is the occurrence of two or more symbols with similar confidence values, meaning that the segment has features common to both symbols and therefore making a decision is not straightfoward. Solution Selector has been defined to reject those cases where the confidence is not high enough, as well as those cases where the most likely digits have similar confidence values. Two parameters or thresholds are used to regulate the behavior of the analysis function: a1 that defines the minimum confidence to accept a segment, and a2 that defmes the minimum difference between the maximum value and the second maximum value of the output vector.
The behavior of Solution Selector can be expressed in terms of the following heuristic tules: Rule 1: if max(oufpuf) < a1 Rule 2: if max(ouipuf) * a2 < secondmax(0ufpuf)
, thenNOT -RECOGNIZED thenNOT -RECOGNIZED By adjusting both parameter levels, it is possible to conduct the results of the classifier, and basically mandate the proportion of rejected symbols versus wrong recognitions. The process of setting these parameters properly is described in a subsequent section entitled "Tuning the Classifier for Check Recognition".
Using Concurrent Networks to Improve Accuracy
Two networks of the same structure trained with the same exact data will result in different parameters if the initial weights are assigned randomly. As such, it is possible to have several networks that in theory classify in the same way, hut in practice produce slightly different results. The statistical results show that the behavior is not exactly the same for all three networks. The f m t Arbiter h c t i o n was designed to look for the same result in 2 out the 3 netwoiks. The rates obtained in this case, based on outputs ffom the 3 networks, are better than the results obtained by any one of the networks alone. Arbiter100 is a different method of combining the results of the three networks that looks for 100% coincidence in the results and rejects the solution in any other situation. In this case the number of incorrect reads diminishes drastically; while the numher of rejections is increased.
5
Several possibilities exist to enhance the performance of the classifier, by specifically tuning it for purposes of reading courtesy amounts on bank checks.
Parameters of Solution Selector
TUNING CLASSIFIER FOR CHECK RECOGNITION
The first option is to tune the two parameters a1 and a2 of Solution Selector. Depending on these parameters, the classifier can accept a segment when its confidence is not very high; or it can make rejections when the slighted doubt exists. The desired behavior of the network depends on the nature of the application, and should be selected accordingly. Applications to process bank checks require a very low percentage of incorrect readings.
Consequently, the systems in the lower area of the graph are better that those,in the left side, for this particular application. Nevertheless, Fig.6 shows different behaviors for one neural network alone; in this configuration a small level of wrong reads is allowed since using several networks in parallel will improve the final results, as described above.
Training Neural Network to Recognize Special Characters
The second option for tuning the classifier involves the use of special characters in the training phase. The courtesy amount field on checks frequently includes special symbols in front or behind the value; these symbols are used as delimiters to avoid alterations of the amount. In addition it is common to find digits connected to other digits or delimiters that will appear as one big symbol in the system. In the latter case, more sophisticated segmentation algorithms are needed to separate multiple characters into individual digits. The check recognition system developed by our research group is able to sort out segments consisting of several characters (called multiple segments) at early processing stages and send them to a special function for additional segmentation. But in some cases, multiple segments are sent to the recognition module to try to classify them as digits. At this point, the neural network is supposed to reject these segments since their images do not coincide with any normal digit. However, the neural network is not as effective at rejecting unknown segments as it is at classifying them to the most similar cluster.
AAer extensive effort analyzing the ability of the neural networks to reject multiple segments or fragments of digits, it was found that training the network simultaneously with normal digits and special segments produced the best results. Table 2 shows the results obtained by one neural network witb Solution Selector using al=0.6 and a2=0.8. In the first case, the network (netlo) was trained using 20000 digits from MST database. Then it was tested with normal digits from MST database, multiple segments obtained from Brazilian and US. checks and delimiters from Brazilian checks. The second network (net1 I ) has 11 outputs and was trained simultaneously witb digits and multiple segments. The third network (netl2) was trained with digits, multiples and delimiters. The number of samples of multiple segments is 246, and the number of delimiters is 286. Both groups of samples were divided into a training set, a validation set and a testing set. Net10 is able to read the majority of US. checks, since this network correctly rejects most of the multiples, and the use of delimiters is rare and negligible in US. checks. Nevertheless, net1 1 does a better job recognizing multiples, even though the number of samples of multiples segments is very low compared to the number of samples of normal digits. By detecting multiple segments, the system is able to apply splitting algorithms [IO] and eventually find the correct solution. On the other hand if the multiple segments are misread as one digit, an incorrect read occurs. Fortunately, the post-processing module may detect this kind of mistakes and reject the check at the final step.
In order to read Brazilian checks, the hest network structure to use is net12 which is trained to recognize normal digits, multiples and delimiters. The safest approach to read hank checks is to reject all the strings with any NOTRECOGNIZED segment. However, it is possible to accept those amounts where the first or the last segments are rejected, considering that those segments are delimiters. This approach allows one to use net10 and net1 I for Brazilian checks; but there are two drawbacks in this approach. First, the risk that one may accept an amount where the first or last digits are rejected and then interpreted as delimiters. Second, most delimiters are classified as normal digits (70% in net10 and 50% in netll). This dilemma can he solvkd through the use of a neural network able to recognize all different symbols. By using netl2, the number of delimiters read as other digits is diminished to 33%, and the likelihood of producing mistakes is lower.
Nevertheless, many delimiters can be classified by size and aspect ratio, so only 385 out of 756 delimiters need to he analyzed by the neural network.
CONCLUSION
This paper has proposed several ways to improve the recognition rates of systems designed to read bank checks. The use of concurrent neural networks is a powerful technique to help reduce the incidence of incorrect reading of digits at the cost of increasing the number of rejections. Most of the discussion was focused on how to improve the accuracy of the neural network. One method involved the decision ahout how to find the correct balance of. rejections and wrong readings; such a balance depends on the nature of application. Experimental results show that significant improvement can he obtained by using training sets other than pure digits. This is important for applications where segmentation is difficult or where other non;&& characters can be present. Since delimiters are more similar to normal digits that multiples segments, the improvement obtained after using just a few delimiters during training is not as remarkable as results of using multiples segments. Using a training set that comprises a better halance of normal digits and delimiters will provide better results.
