Introduction
In this paper, we present a systematic variational approach to study existence and geometric properties of a rich class of free boundary elliptic problems. Namely, we are concerned about finding a nonnegative function u satisfying (1.1)
Our basic assumptions are: a ij (x) is uniform elliptic and of class C γ , b i , c are bounded measurable functions and c 0. Our ultimate goal is to study qualitative properties of the free boundary ∂{u > 0}. We shall use a singular penalization method to generate smooth approximating solutions to our free boundary problem. More specifically, let Ω be a smooth bounded domain in R N and ϕ : ∂Ω → R + a smooth nonnegative function, ϕ ≡ 0. Consider β to be a smooth nonnegative function satisfying: We will be interested in appropriated limiting functions, as ε goes to zero, of solutions to For each ε > 0 fixed, Eq. (1.3) models various problems in applied mathematics. For example, several problem in biology, such as, population dynamics, gene developments, epidemiology, among others can be modeled in terms of Eq. (1.3) (see [14] ). Eq. (1.3) is also used to model, for instance, the flame propagation in a tube. For the combustion problem, however, the model becomes more accurate as ε → 0, leading us to the free boundary problem (1.1). As one could expect, the mathematical analysis involved in the study of this singular limiting problem is substantially more challenging.
The problem u ε = β ε (u ε ) was fully studied in the late 70's and early 80's by Lewy-Stampacchia, Caffarelli, Kinderlehrer and Nirenberg, Alt and Phillips, among others. Lederman and Wolanski in [17] , gave a nice treatment for the problem u ε = β ε (u ε ), with no sign restriction. Under nondegeneracy assumptions they manage to show that if free boundary has an inward unit normal in the measure-theoretic sense at a point x 0 ∈ Ω ∩ ∂{u > 0}, then the free boundary is a C 1,α surface in a neighborhood of x 0 .
Berestycki, Caffarelli and Nirenberg in [2] started the journey of analyzing uniform estimates for
with C 1 coefficients. Further regularity and geometric properties of the limiting free boundary could not be addressed, though. The major difficult one encounters in trying to establish finer regularity properties of the limiting free boundary problem arising as ε → 0 in either (1.1) or in (1.4) , is a lack of reasonable nondegeneracy condition. Notice that, for each ε > 0, in general, uniqueness does not hold for Eq. (1.3). Empirically speaking, it turns out that a suitable nondegeneracy of a limiting function u 0 := lim u ε can be obtained as long as we have a "stable" way of selecting particular weak solutions to (1.3) . The key strategy we suggest in this article is, that, even though, Eq. (1.3) does not have an Euler-Lagrange Functional associated to it, due to the nonzero 1st order term, one should look for weak solutions that satisfies a particular minimization property. The parabolic version of approximating problems has been considered as well. For instance in [11] , the authors study the limit u(x, t) as ε → 0 of the solutions u ε (x, t) of the two-phase parabolic equation 
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For a didactical reason, we have chosen to present our theory for the elliptic operator Lu = u − v∇u, with v ∈ L ∞ (Ω, R N ). Basically because the main difficulty of dealing with complete elliptic operators lies, as we will point out, in the fact that there is no Euler-Lagrange functional associated to the equation. The fact that we require a low regularity of the matrix a ij in (1.3), namely, a ij is a merely C γ elliptic matrix, certainly brings some technical difficulties. However, in a companion work, [18] , the authors present a rather complete description of the limiting problem div(A(x)∇u) = β ε (u), with A(x) Hölder continuous. Throughout the whole paper we shall point the corresponding result one obtains for general operators of the form D j (a ij (x)D i u) + b i u i + c(x)u and we shall refer to [18] for technical details.
Our paper is organized as follows. In Section 2 we present the heuristic principle that supports the paper. As we will see in Section 4, if we can, somehow, obtain a useful variational characterization of solutions to the approximating free boundary problem (1.3), it is possible to derive a linear growth away from the free boundary (Corollary 4.7). A minimization property of solutions to Eq. (1.1) also allows, via a natural perturbation argument, uniform density of the zero set {u > 0} C (Theorem 5.5).
In Section 3, we show for particular cases, how one can obtain a variational characterization proposed in Section 2. Initially we discuss a fixed point argument that enables an interesting variational characterization of the form:
We specifically apply this strategy for the flame propagation equation in cylinder domains:
Here, a deep result from [3] is used to assure that, under natural conditions, there exists a solution of this equation fulfilling the above variational characterization (Theorem 3.6). Afterwards we, motivated by physical considerations, study the case when the vector field v is a potential, i.e., v = −∇φ. In this important physical situation, show how to obtain a variational characterization like proposed in the heuristic principle (Proposition 3.7). Lipschitz regularity and geometric measure properties of level sets of solutions u ε of Eq. (1.3) are derived in Section 4. Ellipticity is used together with perturbation arguments based on the variational characterization, to obtain, among other geometric properties, linear growth away from the free boundary, nondegeneracy, local behavior of the free boundary in terms of the H N −1 Hausdorff measure, uniform density. The fact that the regularity results obtained in this section are uniform in ε is very important, since those are approximating equations for our original free boundary problem.
In Section 5, we shall carry the information obtained in Section 4 over in the limit as ε → 0. Those geometric properties are used, as done in [1] , to assure that
The free boundary condition is derived in Section 6. In the last section, we analyze the limit of the blow-up sequence,
We show any blow-up sequence u k converges to the same linear function. This should be interpreted as a result concerning the asymptotic behavior of u close to the free boundary. Higher regularity of the free boundary, i.e. C 1,α regularity of ∂ red {u 0 > 0}, for the case when Lu = u − v · ∇u follows by a small variant of the remarkable work of Luis A. Caffarelli [7, 8] . For a general elliptic operator, i.e., Lu
under the assumption of Lipschitz continuity of a ij , such a regularity result will be a consequence of a very recent and important work of Fausto Ferrari and Sandro Salsa [13] .
A variational characterization: the heuristic principle
At the moment we are interested in studying the regularizing problem
where v ∈ L ∞ (Ω, R N ). The idea is that Eq. (2.1) approximates the free boundary problem
It is a fruitful idea to study free boundary problems like Eq. (2.2) via regularizing problems like (2.1). Information about the original free boundary problem can often be obtained by establishing results for the approximating ones that are uniform on ε.
The key point of our strategy is to obtain a nice variational characterization of solutions of problem (2.1). In this way we shall be able to deeply investigate regularity properties of problem (2.2), via perturbation arguments.
Before presenting the core of our approach, let us recall the basic ideas of the theory of Quasi-Minima introduced by Mariano Giaquinta and Enrico Giusti in [15] . Our intention is to make a parallel between this theory and the strategy we shall introduce to properly study regularity properties of problem (2.2).
Let F (x, u, z), F : Ω × R m × R mN → R + be a nonnegative function. Let us consider the functional
It is well known that, under natural assumptions on F , the functional F attains its minimum over certain Sobolev spaces. Minimizers of the above functional turn out to be much more regular than mere Sobolev functions.
One of the main accomplishment of this theory is that, not only minimizers, i.e. 1-minima, are special functions, but also Q-minima are regular functions as well. We will focus our attention in another property of the Q-minimum theory, which probably is its main motivation. Consider the system of partial differential equations in divergence form
We recall that a function u ∈ W
The most common way of finding a weak solution to Eq. (2.3) is to minimize, or more generally to obtain a critical point of an associated functional. However, sometimes it is not possible to find such a functional. For instance, in general, problem (2.1) does not (immediately) allow a minimization characterization. However, it can be proven that a weak solution of Eq. (2.3) is a Q-minimum of
where a and b are intrinsically related to the behavior of the nonlinearities A α and B α . For more details see [15] .
To summarize (and justify this apparent digression) let us highlight that, even though, in general, Eq. (2.3) does not admit a variational characterization, weak solutions satisfy a sort of minimization property for a specific functional. This information can be explored to prove regularity results for weak solutions of Eq. (2.3).
Let us return to our original purpose. Heuristically, our purpose is to find a solution to the regularizing free boundary problem
that has a useful variational characterization to be described now.
Definition 2.2. Let μ be a Radon measure. We denote by H 1 (Ω, dμ) the set of functions ψ ∈ H 1 (Ω) such that ψ and its weak derivatives belong to L 2 (Ω, dμ). We also denote by
For reason that will become clear later, we are driven to consider solutions to the above problem that minimize 
2. There exist universal constants 0 < c < C < ∞ such that c F ε C for almost everywhere x ∈ Ω and {F ε } is relatively compact in L 2 (dx).
The above conditions can be relaxed from the mathematical point of view; however, these properties are satisfied by the physical problems we are concerned with, as we shall see in the next section.
Motivation and special cases
The intention of this section is to justify the variational characterization assumed in (2.4). Here we shall explore two situations for which one can obtain a variational characterization as suggested in the preceding section. We point out that the settings we shall explore in this section arise from very natural physical considerations.
In Subsection 3.1, we explore a fixed point idea, which can be widely applied, as long as the problem has some special geometry that allows, in some sense, uniqueness results. In Subsection 3.2, we show how to obtain a useful variational characterization like in (2.4) when the field v is a potential. This is a quite natural assumption for many physical problems equations (2.1) and (2.2) model.
Fixed point argument
The mathematical fundaments of this approach is the following. For each f ∈ H 1 ϕ (Ω) let us define the functional
Proof. Initially, notice that E f is coercive. Indeed,
where we have used Poincaré and Hölder inequalities. Furthermore, it is classical to show E f is weakly lower semicontinuous. It guarantees the existence of a minimizer u f . The fact that u f ∈ H 2 ϕ (Ω) as well as estimate (3.1) come from standard elliptic regularity theory. 2
Let E be a set. Recall 2 E denotes the set of all subsets of E. We shall define the map F : 
Because, in principal, there is no uniqueness for minimizers of the functional E f , the operator F as defined above is indeed multi-valued, justifying therefore why its target space is 2
. Notice that if we can find a fixed point u ε for the multi-valued map F, i.e., if we can obtain a u ε such that u ε ∈ F, simply by differentiating the functional E u ε , we would see that u ε is a solution to problem (2.1). More important than that is the fact that u ε would satisfy the variational characterization
Comparing the above variational characterization to (2.4), we obtain:
, for anyΩ Ω, comes from uniform Lipschitz estimate of solutions of Eq. (2.1), to be established at the beginning of the next section.
The next proposition is a hope of finding a fixed point for F.
Proposition 3.2. The operator F is compact.
Proof. Let f n be a sequence in
, we need to show, up to a subsequence, u n → u strongly in H 1 (Ω) and u ∈ F(f ). Notice, first of all, that by (3.2), ∇u n 2 C. This information, together with estimate (3.1) implies u n H 2 (Ω) is bounded. Thus, up to a subsequence, we might suppose u n → u strongly in H 1 ϕ (Ω). Finally, we have, for any ξ ∈ H 1 ϕ (Ω) and any n 1.
Unfortunately, well known fixed point results for maps does not work, in general, for multi-valued maps. At this moment, some other information, that in general will come from the geometry of our problem, need to be used to assure existence of a fixed point to the operator F. It could be the case that symmetries of the problem and special properties of vector field v enable to find a continuous section of the multi-valued map F. This is the case, for instance when, for each f ∈ H 1 ϕ (Ω), the set F(f ) is convex. In this case, Michael's Theorem can be applied to assure the existence of a continuous, actually due to Proposition 3.2, a compact selection. Let us mention that, by scaling, we might suppose, without lost of generality, that 2C Ω v ∞ = L < 1, where C Ω stands for the optimal constant in the Poincaré inequality. 
and it can be variationally characterized by
Proof. For each f ∈ H 1 ϕ (Ω), it follows from the minimizing property ofF(f ) that
. From now on in this proof, let us fix a ψ ∈ H 1 ϕ (Ω). The above inequality implies
Let us denote by ρ the positive root of the quadratic polynomial
We claim thatF maps B ρ into itself, where
Now, if we assume, by contraction, ∇F(f ) 2 > ρ, we would obtain, from (3.5)
However, by the suitable choose of ρ,
for any t > ρ and the claim is proven. Finally, sinceF is a compact operator, Schauder fixed point theorem applies. This finishes the proof. 2
Let us discuss another way of finding a fixed point to the operator F. Let S be the set of all solutions of Eq. (2.1). It is simple to show, S is nonempty and compact in H 1 ϕ (Ω). Furthermore, as long as β ε is regular, functions in S are sufficiently regular. For each u ∈ S, consider the functional E u as defined above. Our first observation is that u is a critical point of E u . Indeed, this follows from differentiating E u and using the fact that u ∈ S. Furthermore, any minimizer f of E u is a solution of
After this comment, we notice that, if the geometry of our problem enables a solution u ∈ S such that either, E u has a unique critical point or Eq. (3.6) has a unique solution, then u ∈ F(u) and hence, u admits the variational characterization as in Theorem 3.3. The former can be explored by critical point theory such as Morse theory in infinite dimensional spaces, topological deformation arguments among others. We shall focus our attention to the latter case, i.e., the geometry of our problem enables uniqueness to Eq. (3.6). The "right" geometry for this approach is present in cylinders, where, Berestycki and Nirenberg have proven several deep results about monotonicity, symmetry and antisymmetry of solutions of semi-linear elliptic equation in cylindrical domains. See for instance [3] [4] [5] [6] . The type of symmetry results provided in the above literature, may, at least in our case, yield uniqueness for Eq. (3.6). Let us discuss a special case.
We shall use the following powerful result: [3] . 
Theorem 3.4. (See Berestycki and Nirenberg
Assume ϕ is continuous and
Assume also, f (x, u, p) is continuous, Lipschitz in the variables (u, p) and satisfies
Finally, suppose u satisfies
Then u is strictly increasing in x 1 in Ω. Furthermore it is unique, i.e., ifū is another solution of (3.7) satisfying the above conditions, thenū = u.
Here is the specific case we are interested in. Let Ω = (−a, a) × ω and ϕ(−a, y) ≡ 0 and ϕ(a, y) ≡ A, where A is a positive constant. Consider the following special case of Eq. (2.1). Proof. Let ε be small enough such that β ε (A) = 0. The idea is to show that 0 < u < A.
By the maximum principle, u ≡ M in B. By connectedness of Ω, we find u ≡ M in Ω, which is a contradiction. Let us now define ζ := u − A. Notice that ζ 0. Furthermore Proof. The proof follows the same steps of Proposition 3.5. Indeed, let f be a minimizer of the functional E u . As we have commented before, f satisfies
Since u is convex in the x 1 direction, we still can apply Theorem 3.4 to conclude, as we did on Proposition 3.5, uniqueness result for the above equation. Thus f ≡ u. 2
The potential case
Motivated by well known physical assumptions, we are guided to study the case when the vector field v is a potential, i.e.,
for some φ ∈ W 1,∞ (Ω). In the variational characterization proposed in (2.4), let
Thus, the functional we consider for the potential case is
Next proposition provides the existence of solutions of (2.1) that satisfies a nice variational characterization in the spirit of (2.4).
Proposition 3.7. The above functional has a minimizer in H 1 ϕ (Ω, dμ). Furthermore such a minimizer is a solution to problem (2.1).
Proof. The fact that F ε has a minimizer follows from the same step as Proposition 3.1. Let u be a minimizer, h ∈ C ∞ 0 (Ω) and consider
From the fact that j (0) = 0 we obtain
We now compute
Thus (3.11) can be rewritten, using integration by parts and taking into account (3.9),
Since (3.12) is true for every h ∈ C ∞ 0 (Ω) and e φ > 0, we conclude u satisfies the partial differential Eq. (2.1). 2
Uniform Lipschitz regularity and some geometric measure properties of level sets
In this section we shall explore some geometric properties of solutions of
that admit a variational characterization as in (2.4) i.e.,
where
From now on, we shall denote Lξ = ξ − v · ∇ξ . Notice that Lu ε = 0 in {u ε 0}, and since, u ε > 0 on ∂Ω, by the maximum principle, u ε 0 in Ω. 
Let us point out that Remark 4.1 suggests that we should expect to get a uniform Lipschitz estimate, since proving u is Lipschitz in B r (x 0 ) is equivalent to proving w in Lipschitz in B r/ε .
The next lemma takes care of Lipschitz estimate in a region where u ε is small.
where C does not depend on ε.
Applying Schauder's estimate for the elliptic operator Lw = w − ε( v · ∇w), we find, in particular, that
However, by Harnack inequality
Hence,
where C depends only on dimension,Ω and v ∞ . 2
Hereafter, for any 0 < α < sup ∂Ω ϕ, Ω α , will stand for the set {u ε > α}, i.e.,
Next lemma provides uniform Lipschitz estimate over Ω ε .
where C depends only on dimension, v ∞ and ϕ ∞ .
Proof. Since β ε is supported in [0, ε], we have that
We then apply interior Schauder estimate to the elliptic operator L and obtain
Finally, by the maximum principle, we have sup
We now have to care about a universal bound of the gradient of u ε for points x ∈ Ω ε that are close to Γ ε := {x ∈ Ω: u ε (x) = ε}, since the estimate given by Lemma 4.3 could blow up when x approaches Γ ε . If is worthwhile to comment that, for each ε > 0, we can find a 1 c ε 2, so that Γ c ε ε is smooth (Sard's Theorem) and thus we can control the Lipschitz norm of u ε up to the boundary of Ω c ε ε . However, since we do not know yet any smoothness of the limiting free boundary, such a control could deteriorate as ε → 0.
The idea will be to obtain an estimate of u ε (x) in terms of the distance of dist(x, Γ ε ) and afterwards employ Schauder estimate and Harnack inequality. Here are the details:
Let χ ∈ Γ ε , r be small enough so that B(χ, r) ⊂ Ω. Fix x 0 ∈ B(χ, r) and call h = dist(x 0 , Γ ε ). Set λ so that u ε (x 0 ) = λ · h. We now consider the Lipschitz renormalization
Notice that
By Harnack inequality, there exists a universal constant c > 0 such that
Consider z to be the following function 
We have concluded that u ε (x 0 ) C · dist(x 0 , Γ ε ), for a universal constant C > 0. Finally by Schauder estimate and Harnack inequality,
Combining the above with Lemmas 4.2 and 4.3, we obtain 
In this case, the best we can assure is C 1,α regularity up to the boundary. However, this is enough to carry out the same computation above.
Let us turn our attention to nondegeneracy. The next theorem implies, as we will see in its corollary, linear growth way from the free boundary. We remark that this is an important geometric property that allows a deeper understanding of regularity properties of the free boundary. Here the variational characterization plays a crucial role. 
Notice that, by the Change of Variables Theorem, w minimizes the functional
dμ ε ). Hence, since ζ competes against w in the above problem, we have E(ζ ) E(w).
Writing this down, we find
However,
and, since w ζ and B ε is an increasing function,
Putting those inequalities together, we finish the proof. 2
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Corollary 4.7. Let x ∈ Ω c 1 ε := {y ∈ Ω | u ε (x) > c 1 ε}. Then there exists a universal constant C, such that
Proof. The first inequality follows immediately Theorem 4.6. The estimate by above is consequence of uniform Lipschitz continuity. Indeed, from the definition of Ω c 1 ε and Theorem 4.4, we have
Thus,
Regarding nondegeneracy, making use only of the ellipticity of the operator Lu = u − v∇u, the uniform Lipschitz regularity (Theorem 4.4) and the linear growth away from the free boundary (Corollary 4.7) we obtain (see, for instance, [9] , page 593, Lemma 7) the following strong nondegeneracy result. Proof. Let y ∈ B ρ/2 (x 0 ) be such that u ε (y) cρ. Such a point exists by Theorem 4.8. Then, by continuity, we may assume, for ε small enough, dist(y, ∂Ω ε ) c 1 ρ.
By Harnack inequality, forc small enough so that B ρc(y)
if c 2 is taken large enough. Thus,
This finishes the proof. 2 Definition 4.10. Let δ > 0 and E be a set in R N . We define the δ-strip of E by
As we shall see, some geometric information of the limiting free boundary will be concluded in terms the of δ-strip of Ω c(ε) , for some convenient modulus of continuity c(ε). 
where all constants are universal.
Proof. Let G := Ω cε ∩ B R (x 0 ) and define w := min{(u ε − cε) + , λ − cε}. If we multiply (PDE) by w and integrate over G we obtain
However, if we take c > 1, β ε (u ε ) ≡ 0 in G. Furthermore, by Green's formula
where μ is the outward unit normal vector on ∂G. Hence
Our next step is to compare 
contradicting the construction of the sub balls. Thus, by Poncaré inequality
By nondegeneracy,
Finally, this implies
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We have proven, so far,
Now, making use of Corollary 4.9 we obtain
By Lipschitz regularity, for some universal large constant A,
This finishes the prove of the theorem. 2
Letting ε → 0
In this section we shall study the free boundary problem (2.2) by letting ε → 0. The strategy to be used is based on the following observation. If we let ε → 0, then, up to a subsequence, we may assume
The function u 0 is our natural candidate to solve problem (2.2). We shall denote Ω 0 := {x ∈ Ω | u 0 (x) > 0} and 3. Ω 0 is the limit in the Hausdorff distance of Ω cε = {u ε > cε}. That is, given δ > 0, for ε small enough,
In particular 
There exists a universal constant C depending
Proof. The fact that u 0 is locally Lipschitz in Ω follows from uniform Lipschitz continuity of u ε . Furthermore, in Ω 0 , u ε converges locally to u 0 , say, in the C 1,1 topology. Thus, one can carry the limit over the equation (PDE) and conclude
We have justified item (1). Let us turn our attention to strong nondegeneracy. Let x 0 ∈Ω 0 Ω 1 Ω 0 . We know there exists a sequence of points x ε → x 0 , as ε → 0, with x ε ∈ Ω cε ∩Ω 1 . By Theorem 4.8, the fact that u ε (x ε ) > cε implies, for any > 0, there exists a y ε ∈ ∂B /4 (x ε ), so that 
Let us prove item (3).
Suppose the first inclusion is not true. Therefore, there would exist a sequence of points x ε and a positive real number α > 0, satisfying
3. x ε converges to some x 0 that is α away from Ω 0 .
Item (3) We can also prove the following finer convergence result, which will be employed in the proof of the free boundary condition. This is the content of the next lemma.
Proof. Let us fixΩ Ω. We may assumeΩ is smooth. We already know u ε u 0 in H 1 (Ω). Thus is it sufficient to show, by uniform convexity of
To this end, let us multiply (PDE) by u ε and integrate overΩ. By doing that, we find
Notice, however,
since ∇u ε → ∇u 0 locally uniformly in {u 0 > 0}. Now, for any δ > 0, we have,
Letting δ → 0 we conclude (5.1). 2 Our next step is to obtain a variational characterization for the limiting function u 0 . As we have anticipated, this information shall yield uniform density of Ω 0 and Ω c 0 and thus the Hausdorff measure totality of the reduced free boundary. 
where σ is the weak limit of σ ε in L 2 . 
In B r+h \ B r , we have ∇ξ
Now we can estimate
On the other hand,
where ω 1 and ω 2 are modulus of continuity. Furthermore, since, u ε → u 0 almost everywhere, we have
Moreover,
We then conclude,
Combining inequalities (5.3), (5.4) and (5.5), we obtain
for some modulus of continuity ω. This finally implies the theorem. 2
The next theorem provides the last geometric measure property we shall need. It gives a uniform density of the zero phase of the solution u 0 along the free boundary points x 0 ∈ ∂{u 0 > 0}. It is worthwhile to notice that by nondegeneracy and Lipschitz continuity, we already know |Ω 0 ∩ B r (x 0 )| ∼ r N , for any ball B r (x 0 ) centered at a generic free boundary point. 
From the above inequality we derive 1 2
We also have, by Poincaré inequality for balls,
We also have, by nondegeneracy and Lipschitz continuity, there exists a universal 0 < κ < 1 and a point y ∈ B r (x 0 ) so that B κr (y) ⊂ B r (x 0 ) and there holds u > cr in B κr (y) .
In this way, we obtain 
This is the final ingredient we needed to state 
3. There is a Borel function q u 0 such that
Furthermore, there exists positive constants c and C, such that,
Proof. Item (1) follows from Theorem 5.1 and isoperimetric inequality. Item (2) follows from a standard argument in Geometric Measure Theory. Item (3) is a representation of u 0 − v · ∇u 0 as a measure supported in F (u 0 ). This is derived as in [1] , Theorem 4.5. 2
Free boundary condition
At this point we have found a local minimizer of the functional
Such a minimizer is locally Lipschitz in Ω and nondegenerated in its set of positively Ω 0 . We also know u 0 satisfies
Furthermore, Theorem 5.6 assures that the reduced free boundary F (u 0 ) red has total measure. The advantage of dealing with F (u 0 ) red rather than the whole free boundary F (u 0 ) is that, the former encloses all the important geometric measure properties needed to give sense most of the classical computations. Our next step, therefore, is to study the behavior of ∇u 0 on F (u 0 ) red . This is the contents of the next theorem. On the other hand, using integration by parts, 6) where lim δ→0 ρ(δ) = 0. Using, once more, Green's formula, taking into account that u 0 − v · ∇u 0 = 0 in B r ∩ {u 0 > δ}, we find
However, since on the right-hand side on (6.7), we are integrating over a level set of u 0 , (u 0 ) i = −ν i |∇u 0 |, thus (6.7) can be rewritten as
Using integration by parts again, we find,
Combining (6.6), (6.8), (6.9) and (6.10) we finally obtain Here we assume σ > 0 is small enough so that Δ σ is still contained in B r \ G. Let η be a nonnegative C ∞ (Ω) function satisfying 
The function ηu ε competes with u ε in the variational problem (2.4), and therefore, by the minimization property of u ε , we know,
Writing this down, we find,
Letting ε → 0 in (6.12), we obtain
and finally, letting σ → 0 in the above inequality we conclude the claim. As consequence of the claim, for any ψ ∈ C ∞ 0 (B r ) we have Finally, this together with (6.11) finally implies the theorem. 2
Notice that, at any C 1 peace of the free boundary, the free boundary condition actually holds in the strong sense
Free boundary condition (6.1), even in its weak sense, gives us a hint as to who q 0 provided by Theorem 5.6 is. Indeed, if we come back to expression (6.6), knowing already that φ = χ {u 0 >0} , we obtain q u 0 = √ 2 at any C 1 part of the free boundary. In the next section we will obtain a characterization of q u 0 via a blow-up analysis.
Blow-up analysis and C 1,α regularity of the free boundary
LetΩ Ω be fixed and B(x k , ρ k ) ⊂Ω be a sequence of balls satisfying
Inspired by the homogeneity observed in Remark 4.1 and by the optimal regularity, i.e., Lipschitz continuity, we are driven to consider the blow-up sequence
where d = dist(x 0 , ∂Ω). Notice that, since |∇u k | is uniformly bounded, up to a subsequence, we might assume
• u ∞ 0.
• u ∞ is globally Lipschitz. 
Furthermore, since
we obtain, by letting k → ∞, that u ∞ is harmonic in {u ∞ > 0}. The next lemma provides further information about the blow-up sequence.
Lemma 7.1. With the notation above, there holds
Proof. The first assertion follows from uniform nondegeneracy of u k and fact that u k converges uniformly to u ∞ . Let us skip the technical details.
Let α ∈ F (u ∞ ) be a arbitrary free boundary point. Then, there exists a sequence α k ∈ F (u k ), such that, α k → α and
Therefore, carrying the limits
We have verified, u ∞ is nondegenerated along F (u ∞ ). This implies in particular that
The above, together with item (1), implies item (2). Let us turn our attention to item (3). By (1), for any compact set E of {u ∞ > 0} ∪ Int({u ∞ = 0}), u k satisfies an elliptic equation in E if k is large enough, thus ∇u k → ∇u ∞ uniformly in any such set as k → ∞. However, ∂{u ∞ = 0} has Lebesgue measure zero. This finishes the proof of the lemma. 2
In addition, arguing as in Theorem 5.4, we also obtain a variational characterization to u ∞ . 
We are ready to characterize the blow-up limit u ∞ , which, in particular, will allow a flatness improvement of the free boundary in the spirit of Alt and Caffarelli [1] and also in the viscosity sense [8] . In particular, the Borel function q u 0 provided by Theorem 5.6 is constant. Indeed, q u 0 ≡ √ 2.
Higher regularity of the free boundary, i.e., C 1,α regularity of ∂ red {u 0 > 0}, follows now by a small variant of the last section in [1] , where it is done for the Laplacian. At this stage, the term v · ∇u 0 does not add any substantial difficult anymore. It is simple to carry it out through the arguments in [1] and therefore we skip the details.
Here it is important to point out that if we are working with the elliptic operator Lu = u − v · ∇u, then a similar argument as the one used in [8] permits us to interpret our free boundary condition in the sense of the celebrated works of Luis Caffarelli [7] [8] [9] (free boundary condition in the viscosity sense). In [7, 8] , it is proven, for the Laplacian operator, that, under the hypotheses above listed, the free boundary is C 1,α (flatness implies Lipschitz regularity [8] and Lipschitz free boundaries are C 1,α , [7] ). Again, the term v · ∇u 0 is simple carried out through the arguments in [7, 8] and thus we skip the details.
For a general elliptic operator as in ( 1.3), following the lines of Theorem 6.1, we obtain the following free boundary condition in the integral sense: and σ ε and μ ε are like in (2.4). The generalization of the regularity theory developed in [7, 8] for free boundary problems with general elliptic operators as (1.1) is much more involved. However, C. Cerutti, F. Fausto and S. Salsa, in [12] showed C 1,α regularity of Lipschitz free boundaries for operators of the form with Lipschitz coefficients. Thus, if we assume, a ij , b i ∈ Lip(Ω), c = 0, the free boundary obtained as the limiting process described in this present paper is C 1,α smooth around any point of the reduced free boundary. In connection to the regularity theory for our free boundary problem, it would be interesting to try to derive a similar monotonicity formula as in [20] . We intend to come back to this issue in a future project.
To finish, let us register that it seems our approach would naturally generalize to study nonisotropic singular equations, that is, when the singular term also depends upon direction, as long as some variational characterization can be established. The simplest generalization would be to consider free boundary problems that are limit of ∂ j (a ij (x)u i ) + b i u i + cu = Q(x)β ε (u)H (Du), where Q is a bounded and positive function and, say, H (t) = o(t 2 ) as t → ∞. Uniform Lipschitz regularity of a family of solutions to u = β ε (u)H (Du), has been established by Caffarelli, Jerison and Kenig in [10] , with aid of a rather powerful monotonicity formula developed there. D. Moreira has recently studied this problem by a least supersolution method, obtaining a nice geometric description of the limiting free boundary. The complete study of nonisotropic singular perturbation problems for more general (non-linear) elliptic equations is currently in progress. The first advances on fully nonlinear singular elliptic equations have been recently obtained in [19] .
