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Abstract
Phase retrieval (PR), also sometimes referred to as quadratic sensing, is a problem that occurs in
numerous signal and image acquisition domains ranging from optics, X-ray crystallography, Fourier
ptychography, sub-diffraction imaging, and astronomy. In each of these domains, the physics of the
acquisition system dictates that only the magnitude (intensity) of certain linear projections of the signal
or image can be measured. Without any assumptions on the unknown signal, accurate recovery necessarily
requires an over-complete set of measurements. The only way to reduce the measurements/sample
complexity is to place extra assumptions on the unknown signal/image. A simple and practically valid
set of assumptions is obtained by exploiting the structure inherently present in many natural signals or
sequences of signals. Two commonly used structural assumptions are (i) sparsity of a given signal/image
or (ii) a low rank model on the matrix formed by a set, e.g., a time sequence, of signals/images. Both
have been explored for solving the PR problem in a sample-efficient fashion. This article describes this
work, with a focus on non-convex approaches that come with sample complexity guarantees under simple
assumptions. We also briefly describe other different types of structural assumptions that have been used
in recent literature.
I. INTRODUCTION
Phase retrieval (PR) is a problem that occurs in numerous signal and image acquisition domains ranging
from optics, X-ray crystallography, Fourier ptychography, sub-diffraction imaging, and astronomy. In each
of these domains, the physics of the acquisition system dictates that only the magnitude (intensity) of
certain linear projections of the signal or image can be measured. For example, often the linear projections
are discrete Fourier transform coefficients of the signal or image, or of their masked versions. In all of
these applications, the phase is difficult or impossible to obtain. Another important application of PR is
in latent variable models where the hidden variables are the missing signs of the linear projections of
the unknown data vector/signal [1].
Mathematically, the goal of PR is to recover an n-length signal x∗ from measurements yi := |〈ai,x∗〉|,
i = 1, 2, . . . ,m. The measurement vectors ai are known. This general PR problem is often also referred to
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2as quadratic sensing. Algorithmic heuristics for solving (Fourier) PR have existed since the early works of
Gerchberg and Saxton [2] from the 1970s. In recent years, there has been much renewed interest in PR in
the signal processing community with the goal of obtaining fast and provably correct solution solutions.
Most provable guarantees assume that the measurement vectors ai are (real or complex) independent
identically distributed (i.i.d.) standard Gaussian vectors since this is the simplest model under which
algorithms can be analyzed1. Whenever this is assumed we refer to the problem as “standard” PR. A
few existing guarantees also hold for the coded diffraction pattern (masked Fourier) setting.
Without any assumptions on the signal x∗, accurate recovery necessarily requires an over-complete
set of measurements, i.e., m needs to be equal to or larger than n. This requirement can be a challenge
when moving to very high resolution imaging [4] because it implies a proportionally higher cost of data
acquisition (in terms of time, number of sensors, or power consumption). Low-cost dynamic imaging of
scenes exhibiting a temporal evolution, e.g., imaging of live biological samples, poses an even greater
challenge: in order to be able to capture changes in the scene, the image acquisition process needs to
be fast enough. For example, Fourier ptychography is a technique for super-resolution in which each of
a set of low resolution cameras measures the magnitude of a different band-pass filtered version of the
target high-resolution image. To get enough measurements per image, one either needs many cameras
(expensive), or one needs to move a single camera to different locations to acquire the different bands
(slow) [4], [5]. The latter is a low-cost option, but it makes the acquisition process very slow. The
question is can we use practically valid assumptions on the signal(s) that can enable high-resolution
image reconstruction using fewer total measurements (in this example, fewer cameras or fewer “on”
pixels per camera)?
A simple way to do this is to exploit the structure inherently present in many natural signals or
sequences of signals. Two commonly used structural assumptions are (i) sparsity of a given signal/image
or (ii) a low rank model on the matrix formed by a set, e.g., a time sequence, of signals/images. Both of
these have been extensively used to speed up imaging in many biomedical imaging applications in which
image acquisition is a slow process. An important example is Compressive Sensing (CS) for Magnetic
Resonance Imaging (MRI) or more generally Compressive MRI. The low-rank model is also an important
component of many practically useful approaches to Compressive dynamic MRI, e.g., see [6]–[8].
Both sparsity and low-rank have been explored for solving PR (quadratic sensing) problems in a sample-
efficient fashion. This article describes this work, with a focus on non-convex approaches that come with
1Rotational symmetry of the standard Gaussian allows use of nice tricks to compute or bound expected values, and its
light-tailed property allows one to use existing concentration inequalities [3].
3sample complexity guarantees (required lower bounds on the number of measurements/samples m). We
also briefly describe other different types of structural assumptions that have been used in recent literature
– dynamic sparsity or low-rank, deep neural network based prior models, and compression priors – and
the pros and cons of using the different assumptions. We begin the article with explaining non-convex
approaches, followed by a brief review of unstructured PR literature, and then a short discussion of the
tools used in the theoretical analysis. We end with a discussion of interesting open questions.
II. NON-CONVEX APPROACHES
A signal recovery problem is called non-convex if the optimization problem to be solved is non-convex2
and it cannot be reformulated to get a convex program without relaxing any assumptions. Some common
examples include Compressive Sensing (CS) / sparse recovery, low-rank matrix completion (LRMC) and
matrix sensing (LRMS).
We define these problems here because we frequently refer to them later. CS involves recovering an
s-sparse n-length vector x∗ from y := Ax∗ when A is an m×n matrix with m < n (under-determined
system). When A has i.i.d. standard Gaussian entries, we refer to this problem as standard CS. LRMS
involves recovering a rank-r n×q matrix X∗ from measurements yi := 〈Ai,X∗〉, i = 1, 2, . . . ,m where
Ai are dense (non-sparse) matrices. Standard LRMS again means that the Ai’s are i.i.d. and each contains
i.i.d. standard Gaussian entries. LRMC on the other hand involves recovering X∗ from a subset of its
entries, thus, it is LRMS with Ai’s being one-sparse matrices. Standard LRMC assumes a Bernoulli(ρ)
model on the set of observed entries: a matrix entry is observed with probability ρ independent of all
others. In case of CS and LRMS, each scalar measurement yi is a function of the entire unknown signal
or matrix. This type of measurements are referred to as global. This is not the case for LRMC though.
For all these non-convex problems, one can define a “relaxed” problem that is convex and prove that,
under certain assumptions, the solution of the convex problem is unique and equal to that of the original
one. For CS, this is typically done via `1 minimization, while for LRMC and LRMS, the most common
convex relaxation is nuclear norm minimization. An alternative solution approach is to come up with
iterative algorithms to directly solve the original non-convex problem. This category includes alternating
minimization (AltMin) algorithms, such as AltMinComplete/AltMinSense for LRMC/LRMS, projected
gradient descent (GD) methods such as iterative hard thresholding (IHT) for CS or for LRMS and LRMC,
or greedy solutions such as Orthogonal Matching Pursuit for CS. All such iterative algorithms for directly
2The cost function is not convex or the feasible set of the constraints is not convex or both.
4solving a non-convex problem are commonly referred to as “non-convex approaches”. We will use this
term often.
Projected GD is a simple modification of the GD idea for constrained optimization. At each iteration,
after one GD step, the algorithm projects the new estimate onto the constraint set (finds the entry in the
constraint set that is closest to it in the chosen distance metric, usually l2 norm). Thus, for example, if
the constraint set is the set of s-sparse vectors, then the projection step involves zeroing out all but the s
largest magnitude entries of the vector. If the set is rank r matrices, then, it involves computing the r-SVD
of the matrix. AltMin splits the unknown variables into two parts, and at each iteration, minimizes over
one variable keeping the other fixed at its previous estimate, followed by vice versa. The variables are
chosen so that each of the two minimizations is “easy” (either closed form or a known approach exists).
While both AltMin and projected GD have been in use for very long, provable guarantees for these have
started appearing only in the last decade, see [9], [10], and follow-up works. The key ingredient of most
of these algorithms is a carefully designed spectral initialization step that provides an initial estimate that
is close enough to the true signal. The idea is come up with a computable matrix that is such that (i) its
expected value has the “correct” top left singular vector(s), and (ii) it is close to its expected value with
high probability (w.h.p.). Here “correct” means the following. When recovering a signal x∗, we want
the top singular vector of the expected value matrix to be proportional to x∗. When recovering a rank-r
matrix X∗, we want the top r left singular vectors to span the column span of X∗.
Non-convex algorithms (with their carefully designed initialization) are interesting because they are
typically much faster than solvers for the convex relaxation, both in terms of theoretical complexity and
in practice. For solvers for many convex programs, either the per iteration complexity is significantly
more than linear in the problem size or the number of iterations required grows as 1/
√
 or more, or
both [10], [11]. Here  is the desired accuracy: relative error between the solution produced by the
solver and the true (unknown) solution of the convex program. An exception is l1 minimization or basis
pursuit for which nearly linear complexity solvers now exist. On the other hand, for non-convex methods,
the per iteration complexity is typically linear or close to linear3, and one can often prove geometric
convergence (when starting from the carefully designed initialization) so that the number of iterations
required is proportional to log(1/) [10], [11].
3“close to linear” means linear times log factors or linear times a polynomial in r or in s where r (s) is the small rank
(support size).
5III. BRIEF REVIEW OF STANDARD UNSTRUCTURED PR / QUADRATIC SENSING
We provide a brief review of the literature on non-convex approaches to unstructured PR in order to
make it easier to understand the structured PR approaches. By arranging the measurement vectors ai as
the rows of an m× n matrix A, i.e., by letting A := [a1,a2, . . .am]′, the PR problem can be rewritten
as: recover x∗ from
y := |Ax∗| (1)
Here and in the rest of the paper, |.| is applied element-wise to each entry of the vector, and ′ denotes
matrix or vector (conjugate) transpose. We focus on standard PR, i.e., the ai’s are (real or complex)
i.i.d. standard Gaussians. We should mention that the real-valued Gaussian measurements’ case is not
directly a special case of the complex-valued case. But, it can converted into a special case if we use the
squared sum of two real measurements as “one” complex measurement squared.
Clearly, with the PR measurement model, one cannot distinguish x from −x. Similarly, when x is a
complex-valued vector, x and xejθ, for any angle θ ∈ [0, 2pi], generate the exact same set of measurements
and, thus, cannot be distinguished. Hence a meaningful metric for success for PR is the phase (or sign)
invariant distance defined as
dist(xˆ,x) := min
θ∈[0,2pi]
‖xejθ − xˆ‖22.
When x is real-valued, this simplifies to dist(xˆ,x) = min(‖xˆ − x‖, ‖xˆ + x‖). Thus, a PR solution xˆ
is an “-accurate” of x if dist2(xˆ,x)/‖x‖22 ≤ 2. For recovering an n × q matrix X , it means that∑q
k=1 dist
2(xˆk,xk)/‖X∗‖2F ≤ 2.
The first work on provable standard PR [12] consisted of solving a convex relaxation to recover the
rank-one matrix Z := xx′, given its linear measurements y2i := 〈ai,x〉2 = 〈aiai′,Z〉. The vector x
was then estimated as the top eigenvector of the recovered matrix. This approach, called PhaseLift, could
provably recover x (up to a global phase uncertainty) using only m ∈ Ω(n) i.i.d. Gaussian measurements4.
However, due to the “lifting” to an n2 dimensional problem, the resultant algorithm was both very slow
and space inefficient. In recent work, faster non-convex methods, that do not lift to higher dimensions
and are much faster, have been explored [13]–[16]. The first such piece of work studied the classical
Gerchberg-Saxton algorithm with two modifications: (i) a novel spectral initialization was used, and (ii)
the algorithm used “sample-splitting” (a different independent set of m measurements was used in each
4f(n) ∈ Ω(g(n)) means that there exists a constant C > 0 and an integer n0 <∞, such that for all n ≥ n0, f(n) ≥ Cg(n).
f(n) ∈ O(g(n)) means that there exists a constant C > 0 and an integer n0 <∞, such that, for all n ≥ n0, f(n) ≤ Cg(n).
6new iteration) [13]. The authors termed this approach AltMinPhase. It computes the initial estimate xˆ(0)
as the top singular vector of
Y0 :=
1
m
m∑
i=1
y2i aiai
′ (2)
One can show that E[Y0] = ‖x∗‖2I + 2x∗x∗′ and thus its top singular vector is proportional to x∗ [13].
Using an appropriate concentration bound [3], along with the Davis-Kahan sin Θ theorem, one can then
also show that the top singular vector of Y0 will be close to x∗ with high probability (w.h.p.). With this
initialization, AltMinPhase alternates between the following two steps: at each iteration t,
1) estimate the diagonal matrixC of measurements’ phases, Cˆ(t)i,i := phase(〈ai, xˆ(t−1)〉), i = 1, 2, . . . ,m;
here phase(z) := z/|z|.
2) use this to obtain a new signal estimate by solving the following least squares (LS) problem:
xˆ(t) := arg minx ‖y − Cˆ ′Ax‖22 with Cˆ = Cˆ(t).
It was shown that, if m ∈ Ω(n log3 n log(1/)), then, w.h.p., AltMinPhase converges to an  accurate
solution of standard PR in O(log(1/)) iterations.
In later work, a GD method with the same spectral initialization as above was studied. This method,
named Wirtinger Flow (WF), implemented GD to minimize
1
m
m∑
i=1
(y2i − |〈ai,x〉|2)2. (3)
WF needed only Ω(n log n) measurements and did not use sample-splitting. But the guarantee required
the GD step size to be proportional to 1/n and hence the number of iterations required was proportional
to n, making its time complexity O(mn2). In [16], a truncation idea was introduced in both the spectral
initialization and the gradient steps of WF; the resulting method was called Truncated WF (TWF). This
simple, but important, modification helped ensure that TWF could recover x∗ using only m ∈ Ω(n)
independent Gaussian phaseless measurements and with constant step size so that its computational
complexity was only O(mn log(1/)). This approach was order-optimal in sample complexity and nearly
linear in computational complexity as well. In follow-up work, an order-optimal sample complexity
guarantee was obtained for the AltMin solution as well when used in conjunction with the truncated
spectral initialization [14]. Two other follow-up works developed Reshaped WF (RWF) and Truncated
Amplitude Flow (TAF) that also had similar properties. Finally, newer work shows that GD for PR can
succeed even with random initialization, but requires more than order n measurements in this case, see
the references in [1].
A different line of work studies convex relaxation approaches such as PhaseMax that do not lift the PR
problem to higher dimensions. Unlike PhaseLift though, these assume that a good approximation to the
7unknown signal is available. When used with the truncated spectral initialization of [16], PhaseMax also
achieves exact recovery with m ≥ Cn. Moreover the PhaseMax convex program can be solved using l1
minimization making it about as fast as the non-convex approaches described above.
IV. PROOF IDEAS
Proofs for PR or structured PR typically rely on the use of the following tools: (i) the Davis-Kahan sin Θ
theorem, (ii) the definition of a matrix l2 norm as ‖M‖2 = maxx:‖x‖2=1 ‖Mx‖2 and its vector version
as ‖z‖ := maxx:‖x‖2=1 |z′x|, (iii) the “-net argument” for covering the surface of a unit hyper-sphere
by a finite number of balls of radius , and (iv) concentration bounds for sums of independent random
variables or matrices. In particular, the matrix Bernstein inequality and the sub-exponential Bernstein
inequality (or results that rely on it) are used often. All these tools are nicely explained in [3]. Moreover,
the Cauchy-Schwarz inequality is frequently used, both the expected value version and the simpler version
for sums of products of deterministic scalars or matrices. Of course, its bounds can be loose, and can
result in sub-optimal sample complexity bounds. These have often been improved in later works by
finding a way to either eliminate its use or to postpone its use until a later point in the proof. For an
example, see [17].
To compute or bound terms of the form E[f(a′z,a)], when a is a standard Gaussian vector that is
independent of the vector z, the following idea is commonly used to simplify computations. Here E[.]
denote expectation over the distribution of a. Carefully pick a unitary matrix O that is independent
of a but can depend on z. Since a is standard Gaussian, a˜ := O′a is also standard Gaussian. Thus,
E[f(a′z,a)] = E[f(a′OO′z,OO′a)] = E[f(a˜′(O′z),Oa˜)] = E[f(a′(O′z),Oa] where in the last
equality we replaced a˜ by a for simplicity. It is valid since both have the same distribution. If we
pick O as O = [ z‖z‖ ,Orest] with Orest being anything that ensures O is unitary and independent of a,
this simplifies to E[f(a1‖z‖,Oa]. Here a1 is the first entry of a. This expectation is much easier to
compute. As an example, when trying to be compute E[Y0] for Y0 defined in (2) above, z ≡ x∗ and
f(x1,x2) ≡ x21x2x2′. Using above, E[Y0] = ‖x‖2E[a21Oaa′O′] = ‖x‖2OE[a21aa′]O′. It is easy to see
that E[a21aa′] = c1I + c2e1e1′ and thus ‖x‖2O(c1I + c2e1e1′)O′ = c1‖x‖2I + c2x∗x∗′ for scalars
c1, c2. Here e1 is the first column of the identity matrix I .
The above idea can be extended if instead of one vector z, there are a few vectors, all independent of
a. To understand the idea simply, suppose there are three such vectors z1, z2, z3 and we need to compute
E[f(a′z1,a′z2,a′z3,a)]. Then one can pick O so that the span of its first three columns equals that
of [z1, z2, z3]. With doing this, E[f(a′z1,a′z2,a′z3,a)] = E[g(a1, a2, a3,Oa)] which is much easier to
compute or bound than the original expression, especially if f() is such that O can be pulled out of the
8expectation sign as in the above example. Assuming “sample splitting” described above allows one to use
the above approach to deal with functions of a′xˆ, where xˆ is the estimate from the previous iteration.
Finally, if a structured PR problem involves recovery from non-global measurements, the distribution
of the different measurements conditioned on the signal can be very different. For example, this is the
case for low rank PR. However in order to apply the concentration bounds on functions of all the
measurements, one needs the distributions to be “similar enough”. For recovering low-rank matrices, one
solution is to assume “incoherence” of its left or right singular vectors just as is done for solving LRMC.
V. SPARSE AND LOW RANK PR
We provide a summary of the guarantees for the various solution approaches for sparse and low-rank
PR and for linear problems that are most related to these problems in Table I.
A. Sparse PR Problem
Sparse PR involves recovering an s-sparse signal x∗ from m phaseless linear projections y satisfying
(1). Let T denote the support set of x∗. By assumption |T | ≤ s. Sparse PR can be simply understood as
a phaseless (magnitude-only) version of Compressive Sensing (CS). Like CS, it also involves recovery
from global measurements – each measurement yi is a function of the entire unknown vector x∗.
B. Low Rank PR: Two Problem Settings
The low-rank assumption can be used in one of the following two ways.
1) A single signal can be reshaped into a low-rank matrix: This assumes that the unknown signal
or image, whose phaseless linear projections are available, can be reshaped to form a low-rank matrix.
To be precise, one assumes that the unknown nq-length signal x∗ is such that it can be reshaped to
form an n × q matrix X∗ that has low rank r. The goal is to recover X∗ from measurements yi :=
|〈Ai,X∗〉|, i = 1, 2, . . . ,m. This problem can be understood as the phaseless version of LRMS. This
model is valid only for very specific types of images for which different image rows or columns look
similar, so that the entire image matrix can be modeled as low rank. An example is images of textures,
e.g. green spaces with no foregrounds. In general it is not a very practical model, and this is probably
why this setting has not been explored in the literature.
2) A set of signals form a low-rank matrix (Low Rank PR): A more practical model, and one that
is commonly used in many biomedical applications [6], is to consider the dynamic imaging setting and
assume that a set, e.g., a time sequence, of signals/images is generated from a lower dimensional subspace
of the ambient space [18]–[20]. We have m different and independent phaseless linear projections of each
9signal. The question is when can we jointly recover the signals using an m n? Said another way, the
goal is to recover an n× q matrix X∗ which has rank r from
yik := |〈aikek ′,X∗〉| = |〈aik,x∗k〉|, i = 1, . . . ,m, k = 1, . . . , q. (4)
when all the aik’s are mutually independent. This model can also be rewritten as yk := |Akx∗k|, k =
1, 2, . . . , q with Ak := [a1k,a2k, . . . ,amk]′. Thus the total number of available measurements in this case
is mq. Here x∗k is the k-th signal (k-th column of X
∗) and ek is the k-th column of the identity matrix,
I . This problem formulation, dubbed Low Rank PR (LRPR), is valid any time the set/sequence of signals
is sufficiently correlated so that the differences between the q different images can be explained by only
r linearly independent factors. It is useful, for example, for low-cost fast phaseless dynamic imaging,
e.g., dynamic Fourier ptychography (ptychographic imaging of gradually changing dynamic scenes, such
as live biological specimens, in vitro). In order to capture changes in the scene, the image acquisition
process needs to be fast enough; this can be enabled if one can obtain accurate recovery using fewer
measurements/samples.
Observe that (4) uses a different set of m measurement vectors, aik, i = 1, 2, . . . ,m for each sig-
nal/column x∗k. As we explain with a simple example, this is necessary to allow correct recovery using
an m < n. Consider the r = 1 setting and suppose that x∗k = x
∗
1 (all columns are equal). With the
above set up, we then have mq i.i.d. Gaussian measurements of x∗1 and hence, by an standard PR result,
mq ∈ Ω(n) suffices. If q ≈ n, this means that m ∈ Ω(1) suffices. On the other hand, if aik = ai for all
k, then in this case, only the first m measurements are useful, the others are just repeats of these. Thus,
we will end up needing m ∈ Ω(n) making the sample complexity as high as that of standard PR. This
aik = ai case, and its linear version, is what has been studied extensively in the literature [21], [22]. For
this case, m = nr is in fact necessary.
Notice that in (4), we have global measurements of each column of X∗, but not of the entire matrix.
Thus, in order to correctly recover X∗ (using an m < n), we need an assumption that allows for correct
“interpolation” across the rows. One way to ensure this is to borrow the “incoherence of right singular
vectors” (right incoherence) assumption from the LRMC literature [1]. Modulo constants (and assuming
that the condition number is a numerical constant), this assumption can be understood simply as requiring
that [20]
max
k
‖x∗k‖22 ≤ C
‖X∗‖2F
q
. (5)
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TABLE I
COMPARING NON-CONVEX SOLUTIONS FOR SPARSE AND LOW-RANK PR. HERE “BEST” MEANS BEST SAMPLE
COMPLEXITY. AS BASELINE, WE ALSO LIST BEST RESULTS FOR THE MOST RELATED PROBLEMS THAT ARE
WELL STUDIED. THE COMPARISON TREATS κ, µ AS CONSTANTS. X∗ IS AN n× q RANK-r MATRIX; x∗ IS AN
n-LENGTH s-SPARSE VECTOR. CS AND LRMS ARE LINEAR PROBLEMS WITH GLOBAL MEASUREMENTS AND
THUS THEIR SAMPLE COMPLEXITY GUARANTEES FOR NON-CONVEX SOLUTIONS ARE NEAR-OPTIMAL. SPARSE
PR HAS GLOBAL BUT PHASELESS MEASUREMENTS, LRMC HAS LINEAR BUT NON-GLOBAL MEASUREMENTS
AND LRPR HAS BOTH PHASELESS AND NON-GLOBAL MEASUREMENTS.
Problem Global Assumptions Sample Complexity Time Complexity per signal
Measurements? m ≥ C· (with m=its lower bound)
Sparse PR Yes x∗ is s-sparse, s2 logn log( 1

) O(mns log( 1

)) =
(first) [13] x∗min lower bounded O(ns3 logn log2( 1 ))
Sparse PR Yes x∗ is s-sparse s2 logn O(mn log( 1

)) =
(best) [23] O(ns2 logn log( 1

))
Comp. Sens. Yes x∗ is s-sparse s logn O(mn log( 1

)) =
(best) O(ns logn log( 1

))
LRPR No X∗ has rank r n
q
r4 log( 1

) O(mnr log2( 1

)) =
(first) [19] right incoherence 1
q
O(n2r5 log2( 1

))
LRPR No X∗ has rank r n
q
r3 log( 1

) O(mnr log2( 1

)) =
(best so far) [17] right incoherence 1
q
O(n2r4 log2( 1

))
LRMC No X∗ has rank r, n
q
r2 (logn)2(log( 1

))2 O(mr log2( 1

)) =
(best) left & right incoherence 1
q
O(nr3 logn log3( 1

))
LRMS Yes X∗ has rank r n
q
r logn O(mnr log2( 1

)) =
(best) 1
q
O(n2r2 logn log2( 1

))
C. Sparse PR Solutions and Guarantees
Sparse PR approaches can be split into four categories: (i) convex relaxation approaches such as
`1-PhaseLift [24] or regularized PhaseMax; (ii) older methods for Fourier sparse PR [25] that use a
combinatorial algorithm for support estimation followed by convex relaxation; (iii) a series of provably
correct and fast iterative approaches for solving standard sparse PR (ai’s are i.i.d. random Gaussian):
AltMinSparse [13], Sparse Truncated Amplitude Flow (SPARTA) [26], Thresholded WF [23] and Co-
PRAM [27]; and (iv) approaches that assume that one can choose a different design for the measurement
vectors [28], [29]. `1-PhaseLift is similar to PhaseLift and again involves lifting the problem to an n2
dimensional space to make it convex: one attempts to recover the matrix (xx′) by imposing the data
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constraint and requiring the matrix to be both sparse and low rank (ideally it should be rank one). It is
thus very expensive both in time and space complexity. It needs sample complexity m ∈ Ω(s2 log n) and
was the first provably sample-efficient solution to sparse PR. Regularized PhaseMax is the PhaseMax
idea applied for a structured PR such as sparse PR. So it is a convex relaxation solution that is about as
computationally efficient as the non-convex approaches. However the guarantee for it is asymptotic. Since
this review focuses on non-convex solutions to standard structured PR, we only describe approaches in
category (iii) in detail.
1) Non-convex standard sparse PR approaches: AltMinSparse was the first such method [13]. This
was developed as an extension of the first provable non-convex solution to standard PR, AltMinPhase.
In the initialization step, it obtains a one-shot estimate, Tˆ , of the support of the sparse vector as the set
of indices of the s largest magnitude diagonal entries of the matrix Y0 defined in (2). Since E[Y0] =
‖x∗‖22I + 2x∗x∗′, thus (E[Y0])j,j = ‖x∗‖22 + 2(x∗)2j . Thus, by assuming that Y0 is close to its expected
value (true w.h.p. if m is large enough), and the smallest nonzero entry of x∗, denoted x∗min, is large
compared to the bound on ‖Y0−E[Y0]‖2, one can show that Tˆ will be equal to the true signal support T .
After this, AltMinSparse just implements the AltMinPhase algorithm, but for recovering the |Tˆ |-length
signal xTˆ . The signal estimate is set to zero on the complement set, Tˆ c.
In follow-up parallel work, two other algorithms were developed and studied: Sparse TAF (SPARTA)
[26] and Thresholded WF (ThreshWF) [23]. SPARTA uses the same exact approach as AltMinSparse
with the only difference being that AltMinPhase is replaced by TAF [30]. Thus it is a GD approach.
Since both AltMinPhase and SPARTA estimate the support only once in the beginning, both require a
lower bound on the smallest nonzero entry of x∗ (denoted x∗min).
ThreshWF [23] is more interesting because, unlike AltMinSparse or SPARTA, it updates the signal
support estimate at the end of each iteration. This simple but important modification helps remove the
(unnecessary) lower bound on x∗min that AltMinPhase and SPARTA need. Briefly, ThreshWF involves a
spectral initialization followed by a projected GD type algorithm: each iteration involves one step of GD
to minimize (3) followed by a thresholding step that makes the new estimate sparse. The threshold itself
is carefully computed at each iteration using the previous signal estimate. Spectral initialization consists
of: (i) compute the matrix Y0 defined above, (ii) estimate the signal support, Tˆ , as the set of indices of
its s largest magnitude diagonal entries, and (iii) compute xˆTˆ as the top eigenvector of the sub-matrix
(Y0)Tˆ ,Tˆ .
In [27], an AltMin approach for sparse PR is developed. After spectral initialization similar to the
one above for ThreshWF, it alternates between estimating the measurements’ phase, and solving a
compressive sensing (CS) problem to estimate the support and signal values of the sparse vector using
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the measurements multiplied by the estimated phase as a proxy for the linear measurements in CS. Like
ThreshWF, since this approach also updates the support estimate at each iteration (done while solving the
CS problem), it also does not require a lower bound on x∗min. Time complexity of both the approaches
is roughly similar too: Cmn log(1/) and Cmn log2(1/) respectively.
2) Non-convex standard sparse PR guarantees: The first two fast non-convex approaches for standard
sparse PR – AltMinSparse and SPARTA – needed to assume a lower bound on the minimum nonzero
entry of x. In follow-up work on Thresholded WF and then later on CoPRAM, this extra assumption was
removed because these last two approaches updated the support estimate of the signal at each iteration.
All four results need m = Ω(s2 log n) measurements. The time complexity of SPARTA and ThreshWF
was O(mn log(1/)) = O(ns2 log n log(1/)) if we replace m by its lower bound. On the other hand,
since AltMinSparse and CoPRAM are AltMin approaches, the LS or CS steps in each main iteration
involved using an iterative algorithm (e.g. Conjugate Gradient LS for LS or CoSaMP for CS). Because of
this, their time complexity has one more log(1/) factor. Thus their time complexity is O(mn log2(1/)).
D. Low Rank PR Solutions and Guarantees
The LRPR problem was introduced and first studied in [18] where we developed two simple algorithms
– LRPR1 and LRPR2, evaluated them experimentally, and provided a guarantee for their initialization
step. In later work [19], [20],we proposed a significantly improved algorithm, Alternating Minimization
for Low Rank Phase retrieval (AltMinLowRaP), for which a complete correctness guarantee could be
proved. In a recent preprint [17] we have improved this guarantee by a factor of r and have also obtained
a result for complex Gaussian measurements.
1) Solutions: AltMinLowRaP [19], [20] uses the factorization of a rank r matrix X into X = UB
where U is n× r and B is r × q. It minimizes
q∑
k=1
‖ yk − |Ak ′Ubk| ‖22 (6)
alternatively over U ,B with the constraint that U is a tall matrix with orthonormal columns. At a top
level, the AltMin can be understood as alternating PR: minimize (6) over B keeping U fixed at its
current value and then vice versa. But there are important differences between the two PR problems and
how they can be solved. Given the previous estimate of Span(U∗), denoted Uˆ , the recovery of each b∗k
is an easy r-dimensional standard unstructured PR problem. This is true assuming “sample-splitting” (a
different set of mq measurements is used for each update of U∗ and another new one for each update of
b∗k’s). Given an estimate of B
∗, denoted Bˆ, the update of U∗ (or equivalently of its vectorized version,
U∗vec) is a significantly non-standard PR problem for two reasons. First, the measurement vectors are no
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longer independent or identically distributed. Second, by using the previous estimates of U∗ and of b∗k,
with accuracy level δ, we can get an estimate, xˆk = Uˆ bˆk, of x∗k with the same accuracy level. With
this, we can also get an estimate of the phase of the measurements, c∗ik := phase(aik
′x∗k) with the same
accuracy level. As a result, obtaining a new estimate of U∗vec becomes a much simpler Least Squares
(LS) problem rather than a PR problem5.
A simpler way to understand the approach is to split it into a three-way AltMin problem over U∗,
b∗k, and c
∗
ik := phase(aik
′x∗k). Given an estimate of U
∗, recover b∗k’s by solving r-dimensional standard
PR problems; estimate cˆik = phase(aik ′Uˆ bˆk); and then update Uˆ by solving the following LS problem:
arg minU˜
∑q
k=1 ‖Cˆky(T+t)k −A(T+t)k ′U˜btk‖22 followed by QR decomposition on the solution.
The initialization step adapts the truncated spectral initialization idea of [16] for solving LRPR. One
obtains an initial estimate of Span(U∗) by computing the top r eigenvectors of
YU :=
1
mq
q∑
k=1
m∑
i=1
y2ikaika
′
ik1
{
y2ik≤9κ2µ2 1mq
∑
ik y
2
ik
}. (7)
One can show that E[YU ] = t1I + t2U∗(B∗B∗)U∗′ for scalars t1, t2, and thus its top r eigenvectors
span Span(U∗). Truncation (throwing away yik’s that are too large compared to their empirical mean)
helps ignore the“bad” measurements that can incorrectly bias YU and hence its singular vectors. Here
1statement denotes the indicator function: it is equal to one if the statement is true and zero otherwise.
LRPR1 from [18] was a projected GD, or to be precise, a projected truncated GD solution. Its
initialization step estimated U∗ using the above approach, and then estimated b∗k’s using a standard PR
spectral initialization. At each iteration, it involved one step of GD for each column x∗k, k = 1, 2, . . . , q
(implemented using one iteration of truncated WF [16]), followed by projecting the resulting matrix onto
the space of rank r matrices.
2) Guarantee: Our guarantee [19], [20] shows that AltMinLowRaP will recover each column of X∗
to -accuracy in normalized phase-invariant distance,
∑2
k=1 dist
2(xˆk,x
∗
k)/‖X∗‖2F , as long as
• the right incoherence assumption given in (5) holds;
• we use sample-splitting; and
• the total measurements per column, m, satisfies m ∈ Ω(nq r4 log(1/)) and m ∈ Ω(max(r, log n, log q)) log(1/)).
The second requirement on just m is redundant except when q is very large, q > nr3.
In more recent work [17], we have been able to improve the above guarantee by a factor of r to only
require
5As explained in [20], a similar argument does not apply when recovering b∗k’s. The reason is, with a new estimate of
U∗, denoted U+, the previous estimate of b∗k becomes useless: it is close to U
′U∗b∗k in phase-invariant distance, but not to
U+′U∗b∗k.
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• m ∈ Ω(nq r3 log(1/)) in addition the second (usually redundant) requirement.
When q ≥ n, this guarantee means that only about r3 measurements per signal suffice. When r is small,
this is a significant reduction over unstructured PR which necessarily needs m ≥ n. This reduction is
possible because, for both the initialization and the update steps for updating U∗, we have access to
mq mutually independent measurements. These are not identically distributed (because the different b∗k’s
could have different distributions), however, one can carefully use the right incoherence assumption to
show that the distributions are “similar enough” so that the concentration inequality (sub-exponential
Bernstein) can be applied jointly for the sum over all mq samples or their functions.
3) Other possible solution approaches: When solving a structured PR problem, one can design the
AltMin approach in more than one way. There are 3 sets of variables: the phase of each measurement,
the structure (the column span matrix U∗ in case of a low-rank matrix and the support T in case of a
sparse vector), and the coefficients (B∗ in case of low-rank matrix and nonzero entries of x∗ in case
of sparse vectors). The AltMinLowRaP solution for Low Rank PR alternates between (i) updating the
coefficients B∗ and the measurements’ phases and (ii) updating the structure U∗. However, a different
approach can also be developed that is similar in principle to the AltMin approach for sparse PR: one
can alternate between (i) estimating the measurements’ phases, and (ii) solving the linear version of
low-rank PR (compressive PCA). This approach can be analyzed easily by borrowing the phase error
term bound from the AltMinLowRaP guarantee from [17]. When analyzed this way, the guarantee for
this new approach is exactly the same as that for AltMinLowRaP.
LRPR1 from [18] is the projected GD solution. It has so far not been analyzed theoretically. The
AltminLowRaP guarantee cannot be improved beyond the current value, thus, if would like to reduce
complexity to (n/q)r2 we should try to analyze LRPR1.
Lastly it is possible to extend the PhaseMax idea to low rank PR as well. The design is easy but the
analysis remains an open question.
E. Sparse versus Low Rank PR
Sparse PR involve recovery from global measurements of the sparse signal x∗. LRPR involves recovery
from measurements that only depend on individual columns of X∗ and not on the entire X∗. As is well
known both from the CS and the low-rank matrix recovery literature, the global measurements’ setting
is easier to solve (one can obtain better sample complexity guarantees) than its non-global counterpart
since one can often prove a restricted isometry property (RIP) for it. For example, the best sample
complexity guarantee for LRMS (which has global measurements) is near optimal while that for LRMC
(local measurements) is r times sub-optimal.
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Non-global measurements is what makes LRPR a more difficult problem than sparse PR. The best
existing Low Rank PR guarantee needs m ∈ Ω((n/q)r3 log(1/)), while the best one for sparse PR
(phaseless but global measurements) needs m ∈ Ω(s2 log n).
F. Most closely related problems that are well studied
The linear (with phase) version of sparse PR is Compressive Sensing (CS). The best sample complexity
for CS with Gaussian measurements requires m ∈ Ω(s log n) while that for sparse PR, which is a harder
problem, is m ∈ Ω(s2 log n).
While one would think that the linear (with phase) version of Low Rank PR, recover X∗ from yik :=
〈aikek ′,X∗〉, i = 1, 2, . . . ,m, k = 1, 2, . . . q, would been extensively studied, this is not true. This
problem is typically called “Compressive PCA” or “PCA via random projections”. There have been some
older attempts to develop a solution and try to analyze sub-parts of it [31], [32]. In fact, AltMinLowRaP
can be understood as the first provably correct algorithm for this problem as well. In very recent work
[33], a provable convex optimization (mixed norm min) approach was developed. Its guarantee needs
right incoherence and mq > r(n+q) log
6(n+q)
2 to achieve  accuracy. Speed-wise this is significantly slower
than AltMinLowRaP which is a non-convex solution. Its sample complexity is better or worse depending
on the choice of . When  < 1/r, ignoring log factors, the AltMinLowRaP sample complexity is better,
otherwise that of mixed norm min is better.
The closest linear low rank recovery problem to LRPR that is well-studied is LRMC. LRMC involves
recovery from row-wise and column-wise local measurements while LRPR measurements are row-wise
local but column-wise global. Ignoring log factors, the best existing Low Rank PR guarantee needs mq of
order nr3, while that for LRMC needs mq of order nr2 [34]. An open question is whether the projected
GD solution to LRPR (LRPR1 [18]) can be analyzed to achieve nr2 sample complexity?
VI. WHICH MODEL IS BETTER WHEN AND EXPERIMENTAL EVALUATIONS
A common question when using structural assumptions for real datasets is which one is the best one
to use and when?
A. Sparsity or Low-Rank
Sparsity (and certain types of structured sparsity) are simpler assumptions that are applicable in both the
static (single image) and the dynamic (image sequence) imaging settings. Moreover, fast algorithms with
low sample complexity guarantees are easier to develop for sparse PR. On the other hand, as explained
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earlier, modeling a single image as being low-rank is typically not a practical assumption. Of course,
even if it were practical, there is no existing solution so far for exploiting it.
Low-rank is often a much more reasonable modeling assumption for dynamic imaging applications
involving a time sequence of similar (correlated) signals/images, e.g., bacteria growing a petri dish. This
is the LRPR setting described above. In this case, the low rank prior is a significantly more flexible one
than sparsity or structured sparsity. The reason is that it does not require knowledge of the dictionary
or basis in which the signal is sufficiently sparse. For example, this is demonstrated in Fig. 2 below. As
can be seen, when using a generic sparsity basis like wavelet (it is well known that all piecewise smooth
images will be sparse to some extent in the wavelet basis), the recovery performance is much worse than
just using the low rank assumption.
It should be mentioned that low-rank includes certain types of dynamic sparsity models (those with
fixed or small number of changes in support over time) as special cases 6.
The drawback of using low-rank for dynamic imaging is that, for a given value of m, it often results
in slower approaches than those for unstructured PR.
B. Experimental comparisons for Fourier Ptychography
Due to limited space, we only show one set of experimental comparisons for one real application:
Fourier ptychography. Fourier ptychography is an imaging technique used in both microscopy and long-
distance imaging to mitigate the effects of diffraction blurring. It uses an array of images from low-
resolution cameras to produce a high-resolution image. In signal processing language, each camera image
corresponds to the magnitude of a different band-pass filtered version of the target high-resolution image.
To get enough measurements per image, one either needs many cameras (expensive), or one needs to move
a single camera to different locations to acquire the different bands [4]. This can make the acquisition
process slow or expensive and hence approaches that help reduce sample complexity can be useful.
In order to be able to report quantitative results on realistic data, we use real images or videos (these
are only approximately sparse or low-rank), but we simulate the ptychographic measurement acquisition
set up, this uses [5, equation (3)].
6For readers familiar with low rank matrix completion, this point may cause some confusion. LRMC requires denseness of
both left and right singular vectors. Denseness of left singular vectors implies that the columns of the unknown matrix cannot
be sparse. As a result, one cannot complete a matrix that is both low-rank and sparse using a subset of its entries. This is not
true in case of LRPR because LRPR involves column-wise dense measurements and thus does not require denseness of left
singular vectors.
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Static imaging: Comparing Sparse PR and unstructured PR solutions. Static imaging cannot be posed
as an LRPR problem. Thus we only compare the various sparse PR solutions. We use the resolution chart
image shown in Fig. 1(a) for the comparisons. It contains enough fine details which make it an interesting
image to evaluate structured PR solutions. We compare SPARTA, CoPRAM, and IERA (Iterative Error
Reduction algorithm) which is an (unstructured) PR solution for Fourier ptychography [4]. For solving the
Fourier ptychographic imaging problem, the algorithms need to be initialized differently; one needs to use
the approach eexplained in Algorithms 1 and 2 of [5]. We display the structural similarity index (SSIM)
between the recovered and true image in Fig. 1(b) for four undersampling levels. SSIM is a measure
of normalized cross-correlation between two images and thus higher SSIM implies better reconstruction.
This experiment is borrowed from [5].
Dynamic Imaging: Comparing Low-Rank PR, Sparse PR and unstructured PR solutions. For dynamic
imaging, as explained earlier both sparse and low-rank PR are applicable. We used a few real slow
changing videos and simulated dynamic Fourier ptychography measurements. We show comparisons on
one such video (the bacteria video shown in Fig. 2(a)) here. We compared AltMinLowRaP (an LRPR
solution), CoPRAM (a sparse PR solution), block-CoPRAM (a structured sparse PR solution), and IERA
(an unstructured PR solution for Fourier ptychography) [4]. Since the video is not exactly low-rank, we
implemented AltMinLowRaP with a modeling error correction step. This step applies a few iterations of
any standard PR approach, here IERA, column-wise to the output of AltMinLowRaP, in order to also
estimate some of the “modeling error” in the low-rank assumption. We display the structural similarity
index (SSIM) comparison between the estimated and true videos in Fig. 2(b) for four undersampling
levels. SSIM is a measure of normalized cross-correlation between two images and thus higher SSIM
means better reconstruction. This experiment is borrowed from [5] and [35].
VII. OTHER STRUCTURAL ASSUMPTIONS
1) Bayesian priors: Structural assumptions or the above dynamic extensions can also be imposed
via Bayesian priors. But Bayesian priors need a large number of model parameters and there is often a
model-mismatch between the model learned using training data and the model followed by the test data.
Of course, when it is valid to assume that test and training data are generated from the same distribution,
Bayesian priors enable better reconstructions than non-Bayesian ones.
2) Deep Neural Network prior: A recent work assumed a deep neural network based “generative
prior” on the signal x∗ [36]. To be precise, it assumed that the n-length signal/image x∗ lies in the range
space of a trained d-layer feed-forward neural network, with Rectified Linear Unit (ReLU) activation,
whose input is an unknown s length vector with s  n. If we use G to denote such a neural network,
18
then we are assuming that the signal/image to be recovered, x∗, can be modeled as x∗ := G(b) where b
is an s-length vector and s n. The goal is to recover b, and hence x∗, from y := |Ax∗| = |AG(b)|.
Here A is the m×n measurements’ matrix. The recovery algorithm is GD. Under this model, the authors
show that if m = Ω(sd2 log n), and if certain other assumptions on G hold, then, the problem setting has
“favorable global geometry for gradient methods”. This work follows up on previous work that solves
the compressive sensing problem (linearized sparse PR) using a similar deep neural net based generative
prior.
3) Compression prior: In another recent work [37] a different generative assumption has been used
on x: it assumes that x can be compressed with rate-distortion function r(δ) and uses this assumption
to develop an efficient compressive PR algorithm. Thus the prior assumed is that the signal can be
compressed with small distortion using a given compression scheme.
4) Structure dynamics over time: One can further improve sparse or low-rank PR for dynamic imaging
by exploiting structure dynamics over time. These have been extensively explored for three other related
problems – CS, LRMC, and Robust PCA. Dynamic sparsity assumptions, such as slow signal support
change over time, have been shown to significantly improve the performance of dynamic CS algorithms
[38]. Slow support change is often a valid assumption for slow changing sparse signal or image sequences
that often occur in biological or medical imaging applications. Similarly, dynamic low rank assumptions
such as slow subspace change have significantly improved the state of the art for dynamic robust PCA
(robust subspace tracking) and dynamic LRMC. Dynamic low-rank has also been briefly explored in the
PR literature in [19], [20]. Dynamic low-rank is a good idea only for long time sequences of datasets
while dynamic sparsity can be useful even for shorter sequences.
VIII. OPEN AVENUES FOR FUTURE WORK
There are a large number of open questions for future work in this area of structured quadratic sensing
or phase retrieval. A difficult, and as yet unsolved open question (even after many years of work on the
topic) is whether the sample complexity of sparse PR can be reduced from s2 log n to s log n. Moreover
the low rank PR problem has not received as much attention. Open sample complexity questions include (i)
can the sample complexity be reduced by another factor of r to (n/q)r2 times log factors (comparable
to the best existing non-convex LRMC guarantee), and (ii) can we remove the need for using a new
independent set of measurements at each iteration? It may be possible to tackle (ii) using leave-one-out
ideas similar to [39]. In order to address (i), the projected GD approach (LRPR1 from [18]) should be
studied. As explained in [17], one cannot improve the sample complexity of AltMinLowRaP any further.
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Fig. 1. Comparing various sparse PR solutions and IERA (unstructured PR solution for Fourier ptychography)
[4] on the resolution chart image shown in (a): This figure is taken (re-plotted using data) from [5].
(iii) Another related question of interest is whether one can obtain the above sample complexity guarantee
by designing a PhaseMax-based approach for LRPR.
A question of both practical and theoretical interest is how to come up with a simple and fast algorithm
for solving the problem of “sparse and low-rank” PR and whether such a method improves upon using
either just sparsity or just low-rank in practical phaseless dynamic imaging settings. This type of modeling
been used very successfully in the MRI literature to get the best possible sample complexity in empirical
experiments [7]. It has also been studied theoretically in recent work for the linear low-rank and sparse
matrix recovery problem [8]. A third practically important question is how to develop PR approaches that
exploit dynamic sparsity (e.g., slow support change) or dynamic low-rank (e.g., slow subspace change).
Finally, the phaseless LRMS problem is another problem that is as yet unsolved.
On the applications end, structured PR methods can be exploited in many newer domains such as
crystallography, astronomy, and optics, where these methods have not been explored carefully so far. A
relevant theoretical question is how to analyze structured PR approaches that use masked Fourier or other
Fourier-based measurement models that are actually used in practical applications of PR.
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Fig. 2. SPMag final files’ editor: please help rearrange this figure to look nicer. ?? Comparing sparse PR,
low rank PR, and unstructured PR solutions for dynamic Fourier ptychographic imaging of the video shown
in (a): We plot the Structural Similarity Index (SSIM) of the recovered video on the y-axis and undersampling
level, f , on the x-axis. This is done for five different approaches: IERA (unstructured PR algorithm for Fourier
ptychography, applied on each frame); CoPRAM, spatial (sparse PR algorithm applied on each frame individually
while assuming the images are sparse; CoPRAM, wavelet (same as CoPRAM spatial, but assumed wavelet sparsity
of each image); Block CoPRAM, wavelet (exploits block sparsity across the video sequence); and AltMinLowRaP
(LR PR algorithm along with a model error correction step explained in the text and with using r = 5). All
approaches are implemented with the initialization needed for Fourier ptychography instead of their usual spectral
initialization step (see Algorithms 1 and 2 of [5]). Time taken in seconds for f = case is displayed in parentheses
next to the algorithm name. As can be see the low-rank assumption is a much better idea for dynamic imaging in
the undersampled (smaller m) setting, but it is also slower. This figure is taken (re-plotted using data) from [35].
