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1章
はじめに
L1　研究の背景
　L．A．Zadehがファジィ集合の概念［4］の基礎として，集合の特性関数（ファジィ集合論ではメ
ンバーシップ関数と呼ばれている）の値域に実閉区間［0，1］を採用することにより，あいまいさを
ある程度表現できる事を示して以来，ファジィ理論では，実閉区間［O，　1］は，ファジィ理論の基礎
の中で，重要な意味のある集合として取り扱われてきた．そして，ファジィ理論の枠組みの中で，
ファジィ命題の真理値が，実閉区間［0，11上の値を取る論理が研究され，ファジィ論理と呼ばれる
ようになった．
　また，一方，多値論理の分野で，命題の真理値が無限値を取る研究が，L．A．Zadehのファジィ
理論の以前から，駒宮［3］により研究されてきていた．更に，論理回路のハザードの解析やフェ
ールセーフ論理の研究［5，6］の中で，クリーネ（S．CJ〈1eene）が，アルゴリズム論の基礎とな
るComputable　Functionsを議論する際に導入した3値論理［ユ］（この論理は，後にクリーネ代
数［12，30］と呼ばれる代数系により意味論が議論されるようになった．）の研究がなされてきた．
それらの研究の中で，B－3値論理と呼ばれる2値論理をその特殊な場合として含む3値論理が多
くの研究者により提案，研究された．そしてB－3値論理関数［7］は，上述のファジィ論理におい
て研究されてきたファジィ論理関数と，代数的な観点からは同型であることが向殿［7，9］により
証明され，その結果からファジィ論理の研究は，クリーネ代数のモデルとなる論理関数の研究と
してなされるようになった．それらの研究で提案された論理関数としては，上述のB－3値論理関
数［7］，ファジィ論理関数［9，10，11，13，15，34，　35，37，36，39］の他に，正則3値論理関数［8，17］，
多値クリーネ論理関数［21，22，23，24，25】などが代表として挙げられる．
　通常，論理の研究では，含意（implication）の解釈を中心に行われることが多いが［2，29］，ファ
ジィ論理では当初，ファジィ集合論における演算である集合の積，和，補集合演算に対応する論
理積，論理和，否定の解釈に対応する論理演算AND（・），　OR（v），　NOT（～）と，実閉区間［0，1】上
の値を取る変数から構成される論理関数の研究が，その中心であった．
　以上のように，ファジィ論理の研究では，以下のような特徴を持つ論理関数族の研究が中心に
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行われてきた．
（1）真理値の集合は，実数濃度の実閉区間［O，1］，または，有限濃度の意味のある部分集合とす
　　ること，
（2）論理演算としてAND（・），　OR（〉），　NOT（～）を基本とすること・
（3）クリーネ代数のモデルとなること．
これらの条件の中でこれまで研究されてきたのが，
・B－3値論理関数
●正則3値論理関数
●ファジィ論理関数
・多値クリーネ論理関数
などであり，その研究の分野を大きく分類すると以下のようになる。
・基本的性質
・論理式表現
●数え上げ問題
・簡単化
・数学的基礎
．応用
これらの研究の分類の中で，簡単化の問題は，最も古くから興味を持たれていた問題の一つであ
る．しかしながら，完全指定された（don’t　careを含まない）論理関数については，その基本的性
質が明らかになっていたので，多くの研究がなされてきたが，不完全指定された（don’t　careを
含む）論理関数については，その基本的性質が十分明らかになっていなかったため，十分な解決
がなされていなかった．
　本研究では，これまでに研究されてきた上述の論理関数族を，特殊な場合として含む一般的な
関数として，定数係数をもったファジィ論理関数を最初に提案し，上に挙げた分野の研究の中で
も，特に基本的性質と簡単化の問題を，完全指定の場合，不完全指定の場合の双方について考察
している．
1．2　本研究の概略
1．2．1　定数係数をもったファジィ論理関数一ファジィ論理関数，多値クリーネ論理関数
　　　　の拡張一
　本項目は，3章において述べられている．ここでは，1．1節の（1）～（3）の条件のもとにファジィ
論理関数を多値クリーネ論理関数も，その特殊な場合として含むよう一般的に拡張した論理関数
として，定数係数をもったファジィ論理関数を定義している．そして定数係数をもったファジィ
論理関数の基本的性質と，関数の表現能力の限界を明らかにしている。この論文で提案されてい
る論理関数は，これまで研究されてきたクリーネ代数のモデルとなるようなすべての論理関数を，
その特殊な場合として含む論理関数である．
1．2．2　ファジィ論理におけるNelsOllの定理
　本項目は，4章において述べられている．ここでは，2値論理関数の主項展開，最簡形を求める
ための最も基本的な定理として知られるNelsonの定理を，定数係数をもったファジィ論理関数に
まで適用できるよう拡張した定理一ファジィ論理におけるNelsonの定理一を証明している．この
定理を用いれば，定数係数をもったファジィ論理関数の特殊な場合である論理関数族は，すべて
簡単化可能となる．
1．2．3　不完全指定ファジィ論理関数の簡単化
　本項目は，5章において述べられている．ここでは，不完全指定ファジィ論理関数の簡単化につ
いて考察を行っている．1．2．2項（4章）で示された手法は，論理関数の入力に「don’t　care」が含
まれない，即ち，完全指定された論理関数に関して有効であるが，入力に「don’t　care」を含むよ
うな場合には，必ずしも有効ではない．本論文では，入力に「don’t　care」を含むような場合，即
ち，不完全指定ファジィ論理関数の簡単化の問題を考察し，その簡単化手法を提案している．ま
た，不完全指定されたファジィ論理関数の代数的構造も明らかにしている．
1．2．4　不完全指定正則3値論理関数の簡単化と不完全指定ファジィ論理関数への応用
　本項目は，6章において述べられている．ここでは，不完全指定ファジィ論理関数を別の視点か
ら再定義する試みを行っている．ファジィ論理関数の特徴の一つとして，正規性［9］と呼ばれる性
質を持つことが挙げられる．正規性とは，入力が2値であれば，関数の出力は必ず2値となる性
質である．この性質を持つことにより，ファジィ論理関数は，2値論理関数を，その特殊な部分集
合として必ず含むことが保証されている．しかしながら，この性質は同時に，関数の値が指定さ
れてない2値の入力に対しても，その出力を2値に限ることを要請している．このことは関数の
値が指定されてないという概念（不完全指定，don’t　care）から考えると不自然である．このこと
に着目して，不完全指定ファジィ論理関数を，2値論理関数をその特殊な場合としては必ずしも含
まないが，不完全指定という概念から考えると自然な関数として再定義を行っている。ここで定
義した関数は，定数としてO，1／2，1を持つ定数係数をもったファジィ論理関数となり，代数的
には正則3値論理関数と同型となるものである．これらの事実から不完全指定されたファジィ論
理関数の簡単化の問題は，不完全指定された正則3値論理関数の簡単化の問題となる．本論文で
は，不完全指定された正則3値論理関数の簡単化の手法を示し，同時に再定義された不完全指定
ファジィ論理関数の簡単化も可能であることも示している．更に，不完全指定されたファジィ論
理関数の定義として，本論文での定義を用いると，その論理式表現はより簡単になることを示し
た．更にこの結果の応用例として，ファジィ論理回路の中でも最も基本的な素子であるAND－OR
型のファジィPLA（Programable　Logic　Array）でファジィ論理回路を構成する際従来の不完全
指定ファジィ論理関数の定義を採用するよりも，より面積を小さく構成できることを示している．
1．3　本研究の工学的応用分野
　本研究は，前節に述べたように定数係数をもったファジィ論理関数および，その部分集合とな
る論理関数族の基本的性質と簡単化について，理論的な側面を中心に考察している。しかしなが
ら，その結果は，単に数学的な側面や理論的な側面のみならず，以ドのような分野に応用の可能
性がある，
（1）ファジィ論理回路の設計法
　　近年，ますます半導体素子の高集積化が必要とされてきている．半導体素子の高集積化を達
　　成するためには，回路で使用する半導体の面積を削減することが必須となる．論理回路の
　　設計において，実現する論理関数の簡単化は，面積削減を実現するためには，必須の技術で
　　ある．本研究で提案しているファジィ論理関数の簡単化手法は，今後ますます需要が高まる
　　であろうファジィ論理回路の実現法，および設計法に適用が可能である．この応用に関して
　　は6章において，ファジィ論理回路の中で，最も基本的な素子の一一つであるAND－OR型の
　　ファジィPLAの実現に関して考察している，現在までに知られている手法の中で，6章にお
　　ける結果は，単純なAND－OR型のファジィPLAの面積削減のための手法としては，最も
　　良い結果を得ている．
（2）並列／分散システムの設計法
　　並列システム，分散システムにおけるタスクスケジューリング方式として，ファジィ推論に
　　よる手法が有効であることが知られている．しかしながら，現在までに知られている手法
　　は，プロセッサー数などが，静的に割り振られている場合に有効な手法であった．近年，分
　　散システムの中でも，機能できるプロセッサーの種類や数が動的に変化しながらも，システ
　　ムの構成要素であるプロセッサーが自律的に分散処理を行い，さらにシステム全体として，
　　耐故障性，オンライン拡張性などの優れた性質を持つ自律分散システムの研究が盛んに行わ
　　れている．本論文3章で提案している定数係数をもったファジィ論理関数の応用として，自
　　律分散システムの構成要素であるプロセッサーへの動的なタスク割り当て法が文献［51，6｛｝］
において著者らにより提案され，現実のアプリケーションとして，自律分散オフィースァ
ブリヶ一ションの試作が既に行われている．文献［51．60］において用いられた手法は，ファ
ジィ推論や事例推論等による手法に比べ，推論コストが小さく，かつシステム管理者の劇肌」
的なチューニングを必要としない簡便なものである．
　近年，計算機システムにおいて，単体のプロセッサーによる高速化は限界に近づいてお
り，その限界に対する近い将来の解決策としては，並列／分散処理が現実的である．しかし
ながら，並列／分散システムにおいてのタスクの負荷の評価やスケジューリング手法等は，
未だ専門家のによる綿密なチューニングを必要とする状況である．本研究で提案している定
数係数をもったファジィ論理関数などを用いた手法が今後，必須となると考えられる．
（3）データ・マイニング
　　大規模なデータの集合から，知識を抽出し，利用する試みが近年盛んに行われている．しか
　　しながら，現実世界で取り扱われるデータは，明確な物を少なく，あいまいさや矛盾を多く
　　含んでいる場合が多い．また，データの量は大量であっても，その中で特徴的なデータが少
　　なく，データの集合全体の特徴がすべて含まれてない場合，即ち，特徴が不完全指定である
　　場合も多い．
　　　データ・マイニングの研究分野では，データに含まれている知識を統計的手法や，ニュー
　　ラルネットワークによる学習などの方法などにより抽出し，それをIf－thenルールに変換す
　　る手法が用いられることが多い．それに対して本研究の応用としては，データに含まれる知
　　識を論理式で表現し，特徴を論理式として抽出する方式を前提にしている．この手法の研究
　　としては，文献［27、28］において菊池，向殿により，知識をファジィ論理関数の論理式とし
　　て抽出する試みが既になされており，ニューラルネットワーク等を使用する手法との問で，
　　比較検討がなされている．しなしながら，文献［27，28］における手法では，表現された知識
　　の簡略な表現については考察がなされていない．一般にデータ・マイニングによって得られ
　　た知識は，その後別の処理のために利用される場合が多く，計算機への実装を考えると，な
　　るべく簡便な表現である方が都合が良く，コストも低くなる．本研究の5章，6章で考察さ
　　れている不完全指定ファジィ論理関数の簡単化の手法は，不完全指定のデータの取り扱い
　　や，知識を簡便な表現に置き換えるための有用な手法となり得る．
（4）不完全に指定されたファジィ測度上での積分や可能性理論
　　ファジィ評価の分野で，有用な評価手法として菅野積分が提案されている，菅野積分は，単
　　調な定数係数をもったファジィ論理関数で表現可能であることが，高萩，著者により文献
　　［321で報告されている．しかしながら，文献［32］で得られている結果は，ファジィ測度空間
　　として，議論領域のすべての部分集合に対してファジィ測度が割り当てられた場合に限って
　　成立するものである．現実の世界では，評価対象からなる議論領域において，そのすべての
　　部分集合に対して．測度が割り当てられることは希であり，測度が不完全に指定されている
　　場合が多い．
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　著者は，以下の予想が成立するものと考えている．
　　不完全に指定されたファジィ測度空閾上で菅野積分が巨∫能になるための必要i・分
　　条件は，菅野積分に対応する不完全指定された定数係数をもったファジィ論理関
　　数の最簡形が単調であるとき，およびそのときに限る．
以上の予想が成立すれば，以下の事項が明らかにされる．
　・不完全指定されたファジィ測度空間上での菅野積分による評価の意味づけ．
　・不完全指定されたファジィ測度空間上での菅野積分は，可能性測度に基づく評価を表
　　していること．
　・菅野積分と双対な関係にある積分は，必然性測度に基づく評価を表していること．
以上のことから，本研究の結果は，工学的な意味において，ファジィ評価の分野に対して有
用な応用があると考えられる．
2章
これまでの研究
　本章では，本研究に関係の深いこれまでの研究について述べる．
2．1　クリーネ代数
　プール代数は以下の定義1で特徴付けられる代数系である．
［定義1］もし代数系が以下の公理系を満たすならば，それはプール代数と呼ばれる．
　　　（1）　A・ノ1＝A，　　　　　　　　　A＞A＝A
　　　（2）　　A・・B＝．石～・A，　　　　　　　　　　　　〆1V」B＝BVA
　　　（3）　A・（BC）＝（A・B）・C，　　・4V（B＞0）＝（AVB）＞0
　　　（4）　　AVA・B＝A，　　　　　　　　　　　A・（A＞B）：＝A
　　　（5）　　ノ1・（正｝vCつ＝14・1ヲ〉〆1・0，　〆lV（B・0）＝（！隻V1ヲ）・（ノ4VO）
　　　（6）　　～（～A）ニA
　　　（7）　　～（AVB）＝～A・～B，　　　　　　～（A・B）＝～AV～」B
　　　（8）　1・A＝A，　　　　　　　　　1VA＝1
　　　（9）　　0・A＝0，　　　　　　　　　　　　　　　0＞A＝A
　　　（10）　A＞～A＝1，　　　　　　　　　A・～A＝O
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
クリーネ代数は，プール代数の公理（10）排中律を，更に弱い公理一クリーネ律一で置き換えた代
数系である。
［定義2］クリーネ代数は，以下の公理系で特徴付けられる代数系である．
　　　（1）～（9）　プール代数と同じ．
　　　（10’）　　←A　・～A）・（BV～B）＝A・～A，　A・～AV（B＞～B）＝B　V　・・B
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　クリーネ代数の典型的なモデルとして，B－3値論理関数，ファジィ論理関数，正則3値論理関
数，多値クリーネ論理関数などが提案されており，研究されてきている．そしてそれらは，代数
　　　　　　　　　　　　　　　　　　　　　7
11／2　↑≦
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図2．1：〈V3，≦〉
的な観点からは，本質的に3値であることが知られている．また，これらの関数は，未知，矛盾，
不明確さや真から偽，偽から真への遷移状態を表現するのに適していることが知られている．
2．2　B・3値論理関数
　多値論理の分野において，数学的な観点からは，3値論理が最も古くから研究されてきた論理
の一つである．特にB－3値論理は，最も古くから研究されてきた3値論理の一つである．しかし
ながら，B－3値論理は，数学的には，関数完全性を満たさないために，長い間研究がなされてな
いままであった．
　一方，工学の分野では，組み合わせ論理回路や順序回路のハザードの検出の研究，ファールセ
ーフ論理回路の研究が活発になされていた．これらの研究の中で遷移状態や故障状態は，1が真
を，0が偽を表すとしたときに，第3の値1／2に割り当てて研究がなされるようになった．ここ
で使われている論理は，本質的にB－3値論理であった．そのような研究の中で，上述した問題を
解決するために，向殿は文献［7］において，B・3値論理関数の基本的性質を明らかにした．
　本節では，B－3値論理関数の基本的性質について述べる．
2．2．1　B。3値論理関数の定義
　真理値の集合として，2値の真理値の集合をV2＝｛0，1｝，3値の真理値の集合をV3＝｛0，1／2，1｝
とする．このとき，V3における通常の順序≦によるハッセ図は，図2．1のようになり，全順序関係
となる．
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　V3上の論理結合子，論理積（・），論理和（V），否定（～）の解釈を，それらが2値論理の論理
結合子が，その特殊な場合となるよう以下のように定義する，
x‘
@帽　y　　　＝　　　 111ill（x，　シ）
xVy＝max（．T，y）
　～，T　＝　1－x
このとき，これらの論理結合子の表す真理値表は表2．1，表2．2，表2．3に示される．
表2，1：x・y
y
0 1／2 1
0 0 0 0
1／2 0 1／2 1／2
1 0 1／2 1
表2．2：xVy
y
0 1／2 1
0 0 1／2 1
1／2 1／2 1／2 1
1 1 1 1
表2。3：tvx
0
2’1／2
1
1
1／2
0
［定義3］n変数のB－3値論理関数は，瑠からV3への写像であり，以下で定義されるB3値論理
　　式で表現される。
（1）定数0，1／2，1，変数XI，x2，…，Xnは論理式である．
（2）もしF，Gが論理式であれば，～F，　FG，　FvGも論理式である．
（3）（1），（2）で定義されるもののみが論理式である．
口
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2．2．2　B－3値論理関数の標準形
　もし，B－3値論理式91と92が異なっていても，これらの表現しているB－3値論理関数は同じ場
合がある．本節では，任意のB－3値論理関数に対して一意に定まるB－3値論理式一B－3値論理関
数の標準形一について述べる．
［定義4］変数Xiと，その否定～2・iは文字と呼ばれる．いくつかの文字の論理積（論理和）を積
　　項（和項）という．ただし，積項（和項）では，同じ文字は省略されているものとする．同
　　じ変数について，その肯定と否定を同時に持たない積項（和項）を単積項（単和項）とい
　　う．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　加法形式（乗法形式）の定義は，2値論理関数と同様の定義を用いるものとすると，B．3値論理
においては，分配律，べき等律，ドモルガン律等が成立することから，任意のB－・3値論理関lft　0，ま，
加法形式（乗法形式）に展開し，表現することが可能である．しかしながら，B－3値論理において
は，2値論理における排中lig．A　v～A＝1，矛盾律A・～A＝Oが成立するかわりに，それらより
も弱い条件としてクリーネ律A・～A・（B＞～B）＝A・～AおよびA・～A＞（Bv～B）＝－BV～B
が成立するのみなので，B－3値論理関数の加法形式（乗法形式）には，ある変数について肯定と
否定を同時に持つ積項（和項）が現れることがある．
［定義5］少なくとも一つの変数Xiについて，その肯定と否定を同時に持つ積項（和項）を相補
　　項（相補和項）という．相補項（相補和項）で，すべての変数を持つものを相捕最小項（相
　　補最大項）という．　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［定義6］もし積項α’（和項β’）が，積項α（和項β）の持つ文字をすべて持つとき，α’はαに包含
　　される（β’はβを包含する）いい，α’⊆α（β⊆β’）と記される．　　　　　　　　　ロ
［定義7］他の積項に包含される積項（他の和項を包含する和項）を省略した後に残った積項の論
　　理和（和項の論理積）はB－3値加法形式（B－3値乗法形式）と呼ばれる．　　　　　　□
［定義8］B－3値論理関数fの加法形式（乗法形式）が，単積項と相補最小項のみ（単和項と相補
　　最大項）から構成されている場合，fはB－3値主加法標準形（B－3値主乗法標準形）で表現
されていると言われる，
［補題1］クリーネ律から勘棚‘≦1／2≦．z’」〉～％が成立することから以下が成立する．
（1）Xi・～2’i＝・z’i・～2’、・（Xj＞～τゴ）＝x、・～Xi・・x’ゴ＞Xi・～．ri・～．Tj
（2）・Ti＞～Xi＝Xi＞～Xi＞・Tゴ・～xゴ＝（Xi＞～ηVωゴ）・＠i＞～Xi　V～xゴ）
口
口
補題1より，すべての相補項（相補和項）は相補最小項の和（相補最大項の積）に一意に展開でき
ることを示している．このことから以下の定理が直ちに得られる．
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［定理1］任意のB－3値論理関数は，B－3値主加法標準形（B－3値主乗法標準形）で積項（和項）
　　の順番を無視すれば，一意に表現できる．　　　　　　　　　　　　　　　　　　　ロ
［例1］　（1）f＝x2・ω3＞Xl・x2・～x2は加法形式で表現されたB－3値論理関数である．ここで
　　　　　X2・　，T3は単積項であり，．T1・．．T2・～X2は相補項である．
　　　（2）相補項Xl・．z’2・～ω2は，以下のように二つの相補最小項の論理和に展開可能である．
　　　　　　xl・z2・～x2＝・Tl・x2・～x2・（ω3＞～x3）＝xl・．z’2・～．T2・x3・V・xl・x2・～2’2・～．z’3
（3）（1）の加法形式で表現されたB－3値論理関数は，（2）の結果から以下のようなB－3値主
　　加法標準形で一意に表現可能である．
f＝a’2・X3＞Xl・X2・～．Z・2・～X3
ただし，相補最小項Xl・X2・～X2・X3は，単積項ω2・X3により包含されて省略されて
いる．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
2．2．3　B－3値論理関数の特徴付け
　まず最初にV3におけるあいまいさに関する半順序関係を定義する．
［定義9］0≦1／2，1≦1／2，a≦α（a∈V3）　　　　　　　　　　　　　　　　　　　　ロ
この半順序おいて，真理値0は偽を，1は真を表すものとし，第3の真理値1／2は，真偽不明で
あることを表している．この半順序関係のハッセ図を図2．2に示す．また，この半順序関係を以下
のようにn次元の場合に拡張定義する．
［定義10］階上のn次元の二つの論理ベクトルをA＝（al，α2，…，CLn），　B＝（bl，　b2，…，bn）と
　　する．このとき，A≦Bとは∀i（αに≦bi）が成立することである．　　　　　　　　　　ロ
定義9，定義10において定義されたあいまいさに関する半順序関係により，3値論理関数がB－3
値論理関数であるための必要十分条件が以下のように導かれる．
［定理2］n変数の3値論理関数ノが以下の（B1），（B2）を満たすとき，およびそのときに限りノ
　　はB－3値論理関数である．
　　　（B1）　［正規性（Normarity）］　　　　もしA∈V2nならばf（A）∈V2．
　　　（B2）　［あいまいさに関する単調性］　A≦Bならばf（A）≦ノ（B）．
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1図2．2：あいまいさに関する半順序関係のハッセ図
2．3　正則3値論理関数
　論理やアルゴリズムは，一般に2値の原理に基づいている．しかしながら，現実世界では，はっ
きりと真，偽を決めることができなかったり，決める必要のない場合も少なくない．
　S．C．Kleene［1］は，3値論理を，原始帰納的関数（partia．1　recursive　function）における問題や，
不明確さを伴う問題を取り扱うために導入した．その中で正則性（regularity）と呼ばれる概念が
提案された．本節で述べる正則3値論理関数（regular　ternary　logic　function）は，　S．CJ〈leeneの
正則性の概念を3値論理関数に拡張したものであり，あいまいさや不明確さなどの，真，偽を一
意に決められれないような論理的対象を取り扱うことに適した論理関数である．また，正則3値
論理関数は，2．2節で述べたB－3値論理関数や2値論理関数を，その特別な場合として含む3値論
理閑数への自然な拡張となっている．
2．3．1　正則3値論理関数の定義と特徴付け
［定義11］論理式を以下のように定義する．
（1）定数0，ユ／2，1，変数，Tl，，T2，…，Xnは論理式である．
（2）もし一F，Gが論理式であれば～F，　FG，　FvGも論理式である．
（3）（1），（2）で定義されるもののみが論理式である．
口
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［定義12］3値論理関数が論理式で表現可能なとき，その3値論理関数を論理式で表現可能な3
　　値論理関数という．ただし，論理結合子の解釈は，表2．1，表22，表2．3で定義されるもの
　　とする．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［例2］F＝①r～x2＞（1／2）・・T2＞x’3…Nx’3，　G＝　（xl　V～x2）・（1／2＞x2）・（x3＞～x3）は論理式で
　　表現可能な3値論理関数である．　　　　　　　　　　　　　　　　　　　　　　　　ロ
以降，以下のような三つの条件（C1，C2，C3）のもとに3値論理関数を考察することにする．
［条件C1］　3値論理関数が論理式で表現可能な3値論理関数であるための条件
［条件C2］（正則性：regularrity，S．C．Kleelle［1］）もしF（A）∈V2ならばA’≦Aなるすべて
のA’に対してF（A’）＝F（A）．
［定義13］条件C2を満たすn変数3値論理関数を正則3値論理関数と定義する． 口
定義13は，S．C．Kleeneの正則性の概念のll変数関数への拡張である．　S．C．1〈leeneのオリジナル
な定義よると，正則性は，3値の真理値表に対して，1／2の行（列）の各セルにおいて，そのセ
ルのある列（行）のすべての値が0または1のみになっていない限り，そのセルの値は，0また
は1を決して取らない，即ち，1／2であるということである．条件C2は，このS．C．Kleeneの正
則性の概念の自然な拡張となっている．
［条件C3］（あいまいさに関する単調性）もし、4’≦Aならばf（A’）≦f（A）である．
［定義14］条件C3を満たす3値論理関数をA－3値論理関数と定義する． 口
A－3値論理関数は，真理値1／2を故障の状態に割り当てることにより，フェールセーフ論理回路
の設計に適用可能であることが知られている．
　以上のように，3値論理関数に三つの異なる条件C1，　C2，　C3が定義された．これらの条件は，
互いに同値であることが向殿［8】により証明されている．このうち条件C2と条件C3が同値であ
ること示す定理が，以下の定理3である．また，条件C1ならば条件C2が成立することを示して
いるのが，以下の定理4である．ここで定理4の逆が示されれば，三つの条件は互いに同値である
ことが示されるのであるが，それについては，2．3．2項の正則3値論理関数の表現において示す．
［定理3］Fが正則3値論理関数であるとき，およびそのときに限り，－FはA－3値論理関数であ
　　る．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定理4］もしFが論理式で表現可能な3値論理関数であれば，Fは正則3値論理関数である．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
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2．3．2　正則3値論理関数の表現
［補題2］Fを正則3値論理関数，Aを瑠の元とする．このとき条件C2，および条件C3から明
　　らかに以下が成立する，
（1）もしF（A）＝1ならば，A’≦Aるすべての元に対してF（At）＝1．
（2）もしF（A）＝0ならば，A’≦Aるすべての元に対してF（A’）＝0．
（3）もしF（A）＝1／2ならば，A≦A’るすべての元に対してF（A’）＝1／2．
口
　Fをn変数の正則3値論理関数とする．このとき以下のような三つの部分集合F－1（1），F－1（0），
F－1（1／2）を考える．
　　　　　　　　　　　　　F－1（i）＝｛A∈1倒F（A）＝　i，i∈v3｝
このとき明らかにF－1（i）∩F－1（ゴ）＝φ（i≠ゴ），UF－1（i）＝瑠が成立している．補題2から
　　　　　　　　　　　　　　　　　　　　　　i∈v3以下の補題が導かれる．
［補題3］F－1（1），F－1（0），　F｝1（1／2）は，あいまいさに関する半順序関係≦に関して半順序集合
　　を成す．そしてF　1（1），F－1（0）はその極大元で，　F『1（1／2）はその極小元により一意に定
　　まる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　正則3値論理においては，2．2．2項におけるB－3値論理と同様の方法で，定数と変数によりいく
つかの種類に積項（和項）が定義できる．ただし，正則3値論理においてはB－3値論理において
定数として見なされなかった1／2が定数として見なされるので，B－3値論理における積項（和項）
とは異なる種類のものが存在する．以下，正則3値論理における積項（和項）で，B－3値論理に
おける積項（和項）と同じ名前の積項（和項）が定義されるが，誤りの恐れのない限り，同じ名
前を用いる．
［定義15］積項（和項）で，，Ti’～，z’i（o。ゴV鳩，）のような変数の組を持たず，定数として1（0）
　　以外を持たないものを単積項（単和項）という．ただし，単積項（単和項）において定数1
　　（0）は省略されて表記されることがある．Xi　’～Xi（¢ゴV確∂のような変数の組を持たず，
　　定数1／2を持つ積項（和項）を1／2単積項（1／2単和項）という．また，1／2単積項（1／2
　　単和項）で，すべての変数を持つものを1／2最小項（1／2最大項）という．少なくとも一つ
　　の変数についてXi’～Xi（Xi＞～Xi）なる変数の組を持つ積項（和項）を相補項（相補和項）
　　という．また，すべての変数を持つ相補項（相補和項）を相補最小項（相補最大項）とい
　　う．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
B－3値論理同様（補題1参照）　2’i・～．1’i≦1／2≦陶V～鞠が成立することから，任意の1／2単積項
や相補項（1／2単和項や相補和項）は，1／2最小項や相補最小項の論理和（1／2最大項や相補最大
項の論理積）に展開可能である．
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［定義16］以下のようにA＝（α1，…，an）∈瑠なる元と単積項α＝岬・…・　xgn（単和項
　　β＝ω呈’〉…〉鴫・）の問に対応付けを行う．
礁一
（～Xi）　　for　ai　＝　1
（0）　　forαi＝1／2
（x’i）　　　for　ai　ニ　0
［例3］A＝（1，1／2，0）とすると，Aに対応する単積項は2’1・～x3であり，単和項は～XlVx3であ
　　る．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［定義17］A＝（α1，…，an），　A’＝（α1，…，αのを階の元とする．このとき，　AとA’が互いに分
　　離的（disjoint）であるとは，あるiが存在してai∈V2であり，かつαi　＝～α；・が成立してい
　　るときである，このとき，〈階，≦〉において，AとA’の下限は存在しない．また，このこ
　　とをA△A’＝φと表記する，　　　　　　　　　　　　　　　　　　　　　　　　ロ
［補題4］Aを聯の元とする．そしてα，βは，それぞれ定義16でAに対応づけられる単積項と
　　単和項とする．このとき以下が成立する．
（1）A’≦A・iff・a（A）＝L
（2）A△〆1’＝φiffα（A’）＝0．
（3）！4’コ≦〆隻alld　A△A’≠φifrα（／生’）＝1／2．
（4）A’：≦．A　ifrβ（〆1’）・＝0．
（5）A△A’＝φiffβ（〆1ノ）＝L
（6）〆1’ヱ≦〆1and〆1△A’≠φiffβ（A’）＝1／2．
口
定義16と補題4により，任意の与えられた正則3値論理関数に対応する論理式を構成できる．
［定理5］任意の正則3値論理関数Fは，以下のような論理式で表現可能である．
F＝Fl・V（1／2）・Fe
ただし，　FlはF－1（1）の極大元に対応する単積項の論理和であり，　FOはF－1（0）の極大元に
対応する単和項の論理積である．　　　　　　　　　　　　　　　　　　　　　　　ロ
定理5は，2．3．1項の定理5の逆の証明を与えており，正則3値論理関数であれば，論理式で表現
可能な3値論理関数あることが示された．
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表2．4：例の正則3値論理関数
2’Q
Xl
0 1／2 1
0 1／2 1／2 1
1／2 1／2 1／2 1
1 0 1／2 1
［例4］正則3値論理関数Fが表2．4のように与えられたとする．このとき，
　　　　　　　　　　　　　　　F－1（1）　　＝　　｛（0，1），（1／2，1），（0，1）｝
　　　　　　　　　　　　　　　F｝1（0）＝　｛（1，0）｝
　　を得る．ここでF－1（1）の極大元は（1／2，1）のみであり，F－1（0）の極大元は（1，0）のみである．
　　　したがって定義16と定理5から，正則3値論理関数の表現としてF＝x2　V（1／2）・（～ω1＞x2）
　　を得る．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　以上で述べたように，2．3．1項で述べた三つの条件C1，　C2，　C3は互いに同値であることが証明
された，したがって，正則3値論理関数は，S．C．Kleeneの正則性の概念の3値論理関数への拡張
というだけではなく，論理式で表現可能であること，およびあいまいさに関する単調性を持つ関
数であることがわかる．
2．3．3　正則3値論理関数の標準形
　定理5から，F＝Fl＞（1／2）・FOは，任意の与えられた正則3値論理関数Fに対して一意に定
まる論理式であり，標準形として採用できる論理式である．正則3値論理関数では，分配律，ド
モルガン律，2重否定等が成立するので，2値論理関数やB－3値論理関数同様に以下のような加
法形式，乗法形式に展開が可能である．
　　　　　加法標準形：F＝αi＞α2V…V　ae　乗法標準形：．F＝β1・β2・…・βη、
ただし，aiは積項であり，βjは和項である．
　本項では，加法形式，乗法形式に基づく標準形として，主加法標準形と主乗法標準形について
考察する．
［定義18］正則3値論理関数の加法形式（乗法形式）で，そこに現れる積項（和項）が単積項と
　　1／2最小項，相補最小項のみ（単和項と1／2最大項，相補最大項のみ）であるものを主加法
　　標準形（主乗法標準形）という．　　　　　　　　　　　　　　　　　　　　　　　　口
［定理6］任意の正則3値論理関数は，積項（和項）の順番を無視すれば主加法標準形（主乗法標
　　準形）で一意に表現できる・　　　　　　　　　　　　　　　　　　　　　　　ロ
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［例5］2変数の場合を考える．
（1）～．x’1．～．x2は単積項である．
（2）1／2・～．T2は1／2単積項であり，以下のようにして二つの1／2最小項の論理和に展開で
　　きる．
1／2・～ω2＝（xl　V～x1）・1／2・～z2＝1／2・xl・～x2　V　1／2・～xl・～x2
（3）x2・～x2は，相補項であり，以下のようにして二つの相補最小項の論理和に展開できる．
X2・rvX2＝（2’1〉～，T、）・X2・～X2＝Xl・2’2・～2’2＞～．Z’1　・・X2・～．Z’2
（4）Xl＞x2は単和項である．
（5）1／2＞ω2は1／2単和項であり，以下のようにして二つの1／2最大項の論理積に展開で
　　きる．
1／2Vx2＝1／2V．z’2Vxl。～x1＝（1／2＞xlV，z’2）・（1／2V～xlV2’2）
（6）．T2V～x2は相補和項であり，以下のようにして二つの相補最大項に展開可能である．
x2＞～x2＝x・・～x1＞x2・V～x2ニ（x・Vx2V～x2）・（～x・Vx2V～x2）
口
［例6］例5の結果から，ある正則3値論理関数の加法形式F＝～2’1・～x2　V　1／2・～x2　V　．T2・～．x’2
　　を，主加法標準形で表現するとF＝～Xl・～x2＞1／2・x1・～竃2＞2’1・x2・～勉となる．同様
　　に，ある正則3値論理関数の乗法形式G＝（xlVx2）・（1／2V～x2）・（x2　V～x2）を主乗法標
　　準形で表現するとG＝（Xl＞a’2）・（1／2　V～2’1＞～z’2）・（・）Xl＞．z’2　V　・vx2）となる．　　ロ
2．4　ファジィ論理関数
　正則3値論理関数と同様に，ファジィ論理関数もB－3値論理関数の自然な拡張である．
　ファジィ理論の概念は，1965年にLA．Zadeh［4］により提出され，その概念は論理の分野にも
採用されるようになった．一方，駒宮［3］は多値論理の分野で，L．A．Zadehよりも古く1949年に，
命題の真理値が連続値を有する論理として，無限多値論理の研究を行っている。
　これらの二つの研究は，向殿によってB－3値論理の拡張として統合され，ファジィ論理関数の
研究として，その基本的性質が明らかにされてきた．
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2．4．1　ファジィ論理関数の定義と基本的性質，論理式表現
　以降，真理値の集合としてV＝［0，1］を用いることにする．
［定義19］n変数ファジィ論理関数はγnからVへの写像であり，以下で定義される論理式により
　　表現される論理関数である．
（1）定数O，1，変数Xl，x2，…，Xnは論理式である．
（2）もしF，Gが論理式であれば，～F，　F・（；，　F＞Gは論理式である．
（3）（ユ），（2）で定義されるもののみが論理式である．
ただし，定数は0変数の演算と見なし，論理結合子は，x・y　＝　min（x，y），　xV　？」＝max（x，y），
NX＝1－，Tと解釈するものとする．これらの解釈は，　B－3値論理における論理結合子の解
釈である表2．1，表2．2，表2．3の拡張である．　　　　　　　　　　　　　　　　ロ
　以降，n変数のファジィ論理関数と，それを表現している論理式を誤りの恐れのない限り同一
視することにする．また，論理積の記号（・）は，省略されることがある．
　以下の定義により，B－3値論理，正則3値論理で用いられてきたあいまいさに関する半順序関
係（定義9参照）をファジィ論理において適用できるよう拡張する．
［定義20］a，bをVの元とする．このときa≦bとは，以下の関係が成立するとき，およびその
　　ときに限る．
　　　　　　　　　　　　　0＜α＜b〈O．5　または　0．5〈b〈α＜1
　　また，あいまいさに関する半順序関係≦を，以下のようにn次元の論理ベクトルまで拡張定
　　義する．．4＝（α1，・a2，…，an），　B＝（bl，b2，…，bn）をvnの元とする．そのとき，　A≦－Bと
　　は，∀i（ai≦bi）が成立することである，　　　　　　　　　　　　　　　　　　　　ロ
［定義21］A＝（α1，…，an），　A’＝（婿，…，鴫）をvnの元とする．このとき，　AとA’が互いに分
　　離的（disjoint）であるとは，あるiが存在してαi　E　V2であり，かつai＝～alが成立してい
　　るときである．このとき，〈vn，≦〉において，　AとAtの下限は存在しない．また，このこ
　　とをA△A’＝φと表記する．　　　　　　　　　　　　　　　　　　　　　　　　　口
定義20，定義21の記号≦や△は，定義9，定義17と異なる概念であるが，誤りの恐れのない限
り，同一の記号を用いる．
［定理7］∬をファジィ論理関数とする．また，A，　Bをvnの元とする．このときB－3値論理関数
　　同様（定理2参照）以下が成立する．
（1）A∈レ穿AならばF（A）∈V2．
（2）A≦Bならば，F（A）≦F（B）．
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　　　　　　　　　　　　　　　　　　図2．3：量子化
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　次にVからV3への写像である量子化を定義する．
［定義22］（量子化）aをVの元とする．このときdeは以下のように定義されるVからV3への写
　　像であり．量子化と呼ばれる（図2．3）．ただし，0〈ε≦0．5とする．
　　　　　　　　　　　　　　　一儲1｛☆
　　更に，量子化をn次元の論理ベクトルに対しても適用できるよう拡張する．vnの元A＝
　　（al，a2，…，an）に対して，その量子化をze　．，（可ε，砺ε，…，砺ε）と定義する．明らかに了は
　　瑠の元である．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［補題5］Fをn変数のファジィ論理関数とし，Aをvnの元とする．0＜ε≦0．5であるとき，
　　F（A）ε＝F（Ae）が成立する．　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
補題5により，以下の定理が直ちに導かれる．
［定理8］FとGをn変数のファジィ論理関数とし，Aをvnの元，　Bを瑠の元とする．このと
　　　き，∀．4∈vn（F（A）＝G（A））と∀B∈理（F（B）ニG（B））は同値である．　　　　　ロ
定理8は，二つのファジィ論理関数が等しいための必要十分条件を与えている．このことからn
変数のファジィ論理関数の集合からn変数のB－3値論理関数の集合への一対一の写像が存在する
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ことも結論できる．即ち，n変数のファジィ論理関数とn変数のB－3値論理関数は，代数的な観
点からは同型であることが結論でき，ファジィ論理関数は，本質的に3値論理関数であることも
結論できる．これらの事実と，ファジィ論理関数が論理式で表現できることを併せると，以下の
ようにファジィ論理関数の論理式をB－3値論理関数の論理式表現により定義できる．標準形につ
いても同様である．
（1）ファジィ加法形式は，B－3値加法形式に対応．
（2）ファジィ乗法形式は，B－3値乗法形式に対応．
（3）ファジィ主加法標準形は，B－3値主加法標準形に対応．
（4）ファジィ主乗法標準形は，B－3値主乗法標準形に対応．
　以上のことから以下の定理が導かれる．
［定理9］任意のファジィ論理関数は，主加法標準形（主乗法標準形）で，積項（和項）の順番を
　　無視すると一意に表現できる．　　　　　　　　　　　　　　　　　　　　　　　　ロ
2．4．2　ファジィ論理関数の簡単化
　本項では，最初にファジィ論理関数の表現として，与えられたファジィ論理関数のすべてのファ
ジィ主項の論理和一ファジィ主項展開一を導き出す手法について述べる．そして第2にファジィ論
理関数の最簡形を導き出す手法について述べる．
［定義23］αを積項とする．もし∀A∈vn（α（A）≦∬（A））が成立するならば，αはFの内項とい
　　う．さらにαからいかなる文字を取り除いても∀A∈vn（α（A）≦F（A））が成立しなくなる
　　ような積項αをFのファジィ主項という，　　　　　　　　　　　　　　　　　　　ロ
尚，定義23において，∀A∈vn（α（A）≦F（A））を∀B∈瑠（α（B）≦F（B））と置き換えても良い．
なぜならば，定理8からファジィ論理関数は，B－3値論理関数と見なして取り扱っても良いことに
なるからである．
［定義24］ファジィ論理関数Fのすべてのファジィ主項の論理和をファジィ主項展開という．口
［定理10］Fをファジィ加法形式で表現されたファジィ論理関数とする．このときFに現れるす
　　べての単積項は，Fのファジィ主項である．　　　　　　　　　　　　　　　　　ロ
［定義25］αとβを積項とする．もしある変数Xiについて，α＝¢オ・αo（αoZ～婿）かつβ＝～x歪・βo
　　（βo⊆¢夢）なるXiが存在するとき（だたし，．T＊は，　Xiまたは～Xiのいずれかを意味する），α
　　とβのファジィコンセンサズは，相補項であり，以下のように定義される．ここで，．F（α，β）
　　は，αとβにより生成できるすべてのファジィコンセンサスの集合を表す．
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（1）もしαo・βoが相補項ならば，αo・βo∈FC（α，β）．
（2）もしαo・βoが単積項ならば，αo・βo・¢ゴ・～鞠∈FC（α，β）である．ただし，ゼ≠ゴ．
（3）FC（α，β）は（1），（2）で定義されるもののみである．
口
［例7］α，βをXl，X2，X3上の積項とする．
　　　（1）α＝x1・x2・～ω2，β＝～ω1・ω2・～z2のとき，－FC（α，β）＝｛x2・～2’2｝．
　　　（2）α＝Xl・τ2，β＝～Xl・・T2のとき，．FC（α，β）＝｛．T2・～x2，z3・～x3｝．
　　　（3）α＝ω1，β＝～．x’1とき，　FC（α，β）＝｛2’2．～ω2，ω3．～ω3｝．
口
［定理11］ファジィ加法形式F＝α1＞α2＞…Vαmは，以下の二つの条件が成立しているとき，
　　およびそのときに限りファジィ主項展開である．
（1）他の積項によって包含される積項がない．
（2）任意の二つの積項から生成されるコンセンサスが存在しない，または，生成できても
　　他の積項に包含されてしまう．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　定理11により，与えられたファジィ論理関数のファジィ主項展開を求めるための以下のような
アルゴリズムを得ることができる．
［アルゴリズム1］
（STEP1）与えられたファジィ論理関数Fを以下のようにファジィ加法標準形で表現する．
F＝α、Vα2V…〉α。、（α運αゴ，i≠ゴ）
（STEP2）∬の任意の二つの積項のファジィコンセンサスを見いだす．もし，ファジィコン
　　センサスが見いだせない場合にはSTEP4へ．その他の場合にはSTEP3へ．
（STEP3）STEP2で見いだされたすべてのファジィコンセンサスをα1　Vα2＞…Vαmへ加
　　え，他の積項に包含される積項を省略する．STEP2で見いだされたファジィコンセン
　　サスがすべて，他の積項に包含され省略される場合にはSTEP4へ．その他の場合に
　　は，ここで得られた積項を新たにα1Vα2＞…〉α隅としてSTEP2へ，
（STEP4）得られたファジィ加法形式がFのファジィ主項展開である．
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（アルゴリズム終）
次にファジィ論理関数の最簡形について述べる．
［定義26］Fをファジィ加法標準形で表現されたファジィ論理関数とする．このときFが以下の
　　条件を満たすとき，Fは最簡形で表現されていると定義する．
　　　（1）Fに現れる積項の数が最少である．
　　　（2）Fに現れる文字数が最少である．
口
ファジィ論理関数の最簡形は，必ず一意に定まるとは限らない．一つのファジィ論理関数17に対
して複数の最簡形が存在することもあり得る．
［定理12］ファジィ論理関数Fの最簡形は，Fのファジィ主項の論理和として表現される．ロ
［定義27］もしファジィ論理関数Fのファジィ主項α1が，Fのいかなる最簡形にも現れるとき，α1
　　をFの必須項という．またFのファジィ主項α2が，Fのいかなる最簡形にも現れないとき，
　　α2はFの不必要項という．　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定理13］任意のファジィ論理関数の単積項のファジィ主項は，すべて必須項である． 口
［定理14］α1，α2をファジィ論理関数Fの単積項のファジィ主項とする．そしてα3をα1，α2から
　　生成されたファジィコンセンサスとする．このとき，α3はFの不必要項である．　　ロ
定理12，定理13，定理14から，任意の与えられたファジィ論理関数の最簡形を求めるための以
下のようなアルゴリズムが得られる．このアルゴリズムでは，定理14の結果から，不必要項の生
成を少なくするよう工夫がなされている．
［アルゴリズム2］
（STEP1）与えられたファジィ論理関数Fをファジィ加法形式で表現する．少なくとも一
　　方が相補項であるような任意の二つの積項のファジィコンセンサスを生成し，与えら
　　れたFのファジィ加法形式に加える．この操作をファジィコンセンサスが存在しない
　　か，または存在しても，すべて他の積項に包含されしまうまで繰り返す．そして，こ
　　こで得られた相補項のファジィ主項を71，…，7uとする．
（STEP2）Fをファジィ主加法標準形に展開し，得られたFのファジィ主加法標準形がF＝
　　α1＞＿Vα，Vβ1＞…Vβ‘であるとする．ただし，αiは単積項であり，βゴは相補最小
　　項である．
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　　　（STEP3）or1，…，7，t，から以下の条件を満たす最も少ない数の積項の組み合わせor1’，・一，7。’
　　　　　　　を選び出す（最小被覆問題）。
　　　　　　　　　　　　　　α1V…　〉αsV71’〉…　V7u’⊇α1Vi－・VαsVβ1＞…　Vβ』
　　　（STEP4）F＝α1　V…Vα、＞71’V…Vッu’がFの最簡形である．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（アルゴリズム終）
［例8］4変数のファジィ論理関数一Fが以下のようにファジィ主加法標準形で与えられたとする．
　　　　　　　　　F＝～x2～x4　V　Z’IX2～x3　V～xlX2　2’4　V　2’1～，z’2ω3．T4　V～2－　1　．T2×3～x3～．z’4
　　　　　　　　　　　　　　V醒1～Xl（ノx2～x3x4＞Xlx2コ：3x4～x4
　　　STEP1により，以下のような七つの相補項のファジィ主項を得る．
　　　　　　　　　　　　　　　　X4～X4，　　　　　　億2ユ｝3～X3，　　a’1～ユ「1～X3，　　Xl～Xl～X2，
　　　　　　　　　　　　　　　　・T3～X3～X4，　　XIX3～・T3，　　Xl～XIX4
　　　表2．5から，以下のような六つの最簡形を求めることができる．表2．5からわかるように
　　　XIX3～X3は不必要項である．
　　　　　　　　　　　　　　　　　　　　　表2．5：例の最小被覆問題
＝
V
?
～2’Q～x4Va’1・z’2～x3V～xlx2x4＞ユ「1～コじ22’3x4
｛x2×3～x4×3～：む3～ユ！4｝・Xl～X1～X3
Xl～Xl～x2
Xl～Xl～欝4
口
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2．5　多値クリーネ論理関数
　本節では，多値クリーネ論理関数について述べる．2．3節の正則3値論理関数は，B－3値論理関
数の論理式に定数1／2を加え，S．C．Kleeneの3値論理における正則性を3値論理関数にまで拡
張したものであった．2．3節において正則3値論理関数の性質を述べる際，三つの条件について考
察を行った．師ち，条件C1：論理式で表現できること，条件C2：正則性，条件C3：あいまいさに関
する単調性に関する考察である，それ故，これらの条件を基に，正則3値論理関数を拡張する際，
三つの種類の拡張が考えられる．本節で述べる多値クリーネ論理関数は，これらのうちの条件C1
の拡張である．即ち，多値クリーネ論理関数は，関数の基数を3値からm値（m≧4）に拡張し，
その論理式表現をm値に拡張したものである．
2．5．1　多値クリーネ論理関数の定義
　以降，m値の真理値の集合としてVm＝｛O，　1／（m－1），2／（m－1），…（m－2）／（m－1），1｝を用
いるものとする．
［定義28］n変数の多値クリーネ論理関数は，鵬からVmへの写像であり，以下で定義される論
　　理式で表現される論理関数である．
　　　（1）定数0，1／（m－1），2／（m－1），…（m－2）／（m－1），1，変数Xl，x2，…，Xnは論理式で
　　　　　ある．
　　　（2）もし／，Gが論理式なら，～F，　FG，　FVGは論理式である．
　　　（3）（1），（2）で定義されるもののみが論理式である．
　　ただし，定数は0変数の演算と解釈する，また，論理結合子，論理積（・），論理和（〉），
　　否定（～）の解釈は，それぞれ，x・y＝nlill（．r，y），　x　V　y＝max（x，y），～x＝1－xとす
　　る．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　以降，多値クリーネ論理関数と，それの表す論理式を，誤りの恐れがない限り同一視すること
とする．
［例g］F＝ω1・～¢2V14・明〉ω2・～x2は2変数5値の多値クルーネ論理関数である．　　ロ
2．5．2　諸性質
［定義29］あいまいさに関する半順序関係≦を定義する．aとbをVmの元とすとき，　a≦δとは，
　　以下の二つの式の何れかが成立するとき，およびそのときに限るものとする．
　　　　　　　　　　　　　　　0≦α≦b≦1／2，　　1／2≦b≦α≦1
　　また，この半順序関係をn次元の論理ベクトルに適用できるよう拡張する．A＝（α1，a2，…，an），
　　Bニ（bl，b2，…，bn）を環の元とする．このときA≦Bとは，∀f＠≦bi）が成立することを
　　いう．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
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“茱1＝（1／2）
k－1
m－1
3〜?
?
?
?
k＋1
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m－1
、
、
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1
図2．4：Vmにおけるあいまいさに関する半順序関係≦
　定義29で定義された半順序関係による半順序集合〈略，≦〉においては，その中の任意の2元
に対して，下限が存在するとは限らない．A，B∈環に対して，　A，　Bの下限の集合をA△Bと表
すことにする．そして下限が存在しない場合には，A△B＝φと表記する．
　以上で，定義された記号≦，△は，前節までに別の概念として度々使用されてきているが，特に
謝りの恐れのない限り，同一の記号を用いることとする．
［定理15］Fをn変数の多値クリーネ論理関数とし，A，B∈階とする．もしA≦Bであれば，
　　F（A）≦F（B）が成立する．　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
定理15は，あいまいさに関する単調性を示すものであるが，同時に正則性を表す性質でもある．
証明は略すが，2．3節の定理3，定理4，定理5と同様にして示すことができる．
［定義30］（量子化）αをVmの元とする．このときπεを量子化といい，以下のように定義される．
　　ただし，o〈ε≦1／2とする．
また，量子化をn次元のベクトルに対して拡張する．A＝（a1，α2，…，an）をVAの元とする
とき，Zε＝（7i’i’ε，π5ε，…，zz　；ε）と定義する．　　　　　　　　　　　　　　　　　　ロ
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詣＝（1／2）
1／2 k＋1
禧
　　　　　　　　　’　　　　　　　　　’・｛炉
　　　　　0
、
、
　s
　　　1
図2．5：量子化
［補題6］Fを多値クリーネ論理関数とし，Aを環の元とする．このとき，瓦（Zε）＝ア碕εが
　　0＜ε≦12なる任意のεに対して成立する．ただしFeは，　Fに現れる定数cをτεで置き換え
　　たものである．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［補題7］F，Gを多値クリーネ論理関数とする．もしF（A）＝（7（A）が任意のA∈駿に成立す
　　るならば，∬』（B）＝Ge（B）が任意のB∈聯に対して成立するt　　　　　　　　　　ロ
［定理16］F，Gを多値クリーネ論理関数とする．　F（A）＝G（A）が任意のA∈略に成立すると
　　き，およびそのときに限り，F（B）＝G（B）が任意のB∈瑠に対して成立する．　　口
2．5．3　多値クリーネ論理関数の表現と標準形
表現定理
　ここでは，与えられた真理値表から多値クリーネ論理関数の論理式表現を導き出すための定理
一表現定理一について述べる．
［定義31］変数ηとその否定～Xiを文字という．文字の論理積を積項という．積項で，いかなる
　　変数についてもXi　’～Xiのような組み合わせを持たない積項を単積項という．すべての変数
　　を持つ単積項を最小項という，また，少なくとも一つの変数についてXi　’～Xiのような組み
　　合わせを持つ積項を相捕項という．すべての変数を持つ相補項を相補最小項という．　ロ
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［定義32］単積項α＝岨1・…・鑑・と聯の元A＝（al，α2，’”，αn）との間に｝対一対応を以下の
　　　ように定義する．
　　　　　　　　　　　　　　　　⊥鱗ヨρ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［定義33］相補項α＝x呈i・…・鰭πと瑠一町の元A＝（α1，α2，…，an）との問に一対一対応を以
　　下のように定義する．
　　　　　　　　　　　　　　　許一｛蠕iiヨρ
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［補題8］A，Bを階の元とし，αをAに対応する単積項とする．このとき以下が成立する．
　　　（1）B≦Aiffα（B）＝1．
　　　（2）A△B＝φiffα（B）＝0．
　　　（3）Bヱ≦Aiffα（B）＝1／2．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［補題9］Aを曜一㎎の元とし，αをAに対応する相補最小項とする．このとき，B∈驚とす
　　ると以下が成立する．
　　　（1）A：≦Biffα（B）＝1／2．
　　　（2）A7≦Biffα（B）＝O．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
以上の補題8および補題9により，与えられた真理値表から多値クリーネ論理関数の論理式表現を
導き出すための定理一表現定理一が導き出される．
［定理17］　（表現定理）Fを多値クリーネ論理関数とする．このとき，Fは以下のように表現可
　　能である．
　　　　　　　　　　　F（x）一凶レ（c’）・c（x）・F（・）fic（x）｝
　　ただし，αcは，元0に対応する単積項であり，βoは，0に対応する相補最小項とする（尚，
　　σ∈V2nの場合はβ0＝0とする）．　　　　　　　　　　　　　　　　　　　　　ロ
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表2．6：例の多値クリーネ論理関数の真理値表
　　　　　　　　　X2
a’P
0 1／4 1／2 3／4 1
0 0 1／4 1／4 1／4 1／4
1／4 1／4 1／4 1／4 1／4 1／4
1／2 1／2 1／2 1／2 1／2 1／2
3／4 3／4 3／4 3／4 3／4 3／4
1 1 3／4 3／4 3／4 3／4
表2．7：論理式表現
o＝（．T、，．T2）αo（x） βc（x） 〈　F（0’）αc（X）＞F（0）βo（X）
0’・く0
（0，0） ～①1～⑦2 0 0
（0，1／2） ～澱1 ～コじ1⑳2～¢2 1／4～ωユ記2～皿2
（o，1） ～ごU1謬2 0 】／4～謬1ユ，2
（1／2，0） ～謬2 甜1～甜1～τ2 1／2ユ11～ω1～ω2
（1／2，1／2） 1 謬1～¢1ω2～①2 1／2ω1～耀2～∬2
（1／2，1） ¢2 謬1～⑦1¢2 1／2¢2＞1／2鉛1～∬2
（1，0） 必1～¢2 0 甜1～の2
（1，1／2） 記1 τ1¢2～¢2 3／4ユコ1V3／4のlz2～〔r2
（1，1） ω1コじ2 0 3／4ω1¢2
［例10］定理17の表現定理を具体的に適用してみる．表2．6により2変数5値の多値クリーネ論理
関鮪えられたとする・このとき勲7は・
Kレ（c’）ctc（X）　v　／－’（c’）pec（．x／’）｝
　　の論理式表現を瑠すべての元に関して求めたものである．この結果から，以下のように与
　　えられた多値クリーネ論理関数の論理式表現が求められる．
F＠・，x2）＝
必儲（o’）αo（x）・鵬x）｝
1／4～xl，T2～，T2＞1／4～．Tlx2＞1／2xl～xl～x2　V　1／2xl～xlx2～x2　V
（1／4x2　V　1／2x1～¢1甜2）〉，z’1～，z’2　V（3／4x1＞3／4xl．z・2～x2）＞3／4xl2’2
1／4x2＞3／4XlVXI～2’2
口
　本項の結果により，多値クリーネ論理関数の論理式表現を求めるための手法が示された．次の
項において，一つの多値クリーネ論理関数に対して一意に定まる標準形一主加法標準形一につい
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て述べる．
多値クリーネ論理関数の主加法標準形
　多値クリーネ論理関数の論理式表現は，多値クリーネ論理関数がクリーネ代数のモデルである
ことから，B－3値論理関数，正則3値論理関数，ファジィ論理関数同様，加法形式に展開可能で
あることは明らかである．
　、F＝or1＞72　V…V7mを多値クリーネ論理関数の加法形式とする．ただし，ツiは積項である．
加法形式に現れる積項は，以下の三つに分類される．
タイプ1c・α，ただしcはc＞1／2なる定数αは単積項．
タイプ2’c・α，ただしcはc≦1／2なる定数．αは単積項，
タイプ3’c・α，ただしcはc≦1／2なる定数．αは相補項，
しかしながら，多値クリーネ論理関数についてもτ｛・確‘≦1／2≦¢ゴV～陶が成立することから
タイプ2’の積項においては，c〈1／2であることから，定数cを持った複数の最小項の論理和に
展開が可能である．また，タイプ3’の積項においても，同様にして定数cを持った複数の相補最
小項の論理和に展開が可能である．したがって，多値クリーネ論理関数の加法形式は，以下の3
種類の積項で表現可能である．
タイプ1c・α，ただしcはc＞1／2なる定数．αは単積項．
タイプ2c・α，ただしcはc≦1／2なる定数．αは最小項，
タイプ3c・α，ただしcはc≦1／2なる定数．αは相補最小項．
［定義34］多値クリーネ論理関数Fの加法形式が，タイプ1，タイプ2，タイプ3の積項のみで
　　表現されているとき，Fは主加法標準形で表現されているという．　　　　　　　　　ロ
［例11］多値クリーネ論理関数一F＝xl（1／4x2　V　3／4xl　V　x3～x3）の主加法標準形を求めてみる．
F　　＝　　1／4xlx2V3／4xl　Vx’1ユ：3～x3
　　＝1／4x、x2（x3・，T3）V3／4z・1＞a’1（2’2＞～a’2）．z’3～：v3
　　＝　　1／4xlx2　．T3＞1／4xlx2～x3　V3／4xl　V　xlx2ω3～ω3Vxl～z’2x3～x3
　　＝　　3／4，z・1　V．Tl．z’2x3～x3＞Xl～2’2x3～x3
口
例11からわかるように，多値クリーネ論理関数では，以下の定理が成立する．
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［定理18］任意の多値クリーネ論理関数は，積項の順番を無視すれば，主加法標準形で一意に表
　　現できる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　〔］
　以上では，加法形式について述べたが，同様にして乗法形式に関しても一意に定まる標準形一
主乗法標準形一を考えることができるが，ここでは割愛する。
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3章
定数係数をもったファジィ論理関数
一ファジィ論理関数，多値クリーネ論理関数の拡張一
3．1　まえがき
　古くから命題の真理値が連続値を取る論理に関しての研究がなされてきている圖．更にL．A．
Zadehによりファジィ集合［4］の概念が提出されて以来，変数の取り得る値を実閉区間［0，1］とす
る論理関数一ファジィ論理関数一の研究が盛んに行われてきた［9，10，11，13，15］．また一方，
フェイルセーフ［5］，論理回路のハザードの解析［6］のための3値論理関数が研究され，C形論理
関数［5］，B－3値論理関数［7］，正則3（A－3）値論理関数［8］などの研究が行われてきた．ま
た，これらの関数は，クリーネ代数のモデルであることから，代数的な研究［12，30，31］と併せ
て，多値クリーネ論理関数［21，22，24，25！の研究が行われている．『本章で扱う定数係数をもった
ファジィ論理関数は，これらの研究の中で，ファジィ論理関数と多値クリーネ論理関数を，その
特殊な場合として含むものである．ファジィ論理関数では，変数は実閉区間［O，　1］の任意の実数値
を取ることを許しているが，その論理式表現に現れる定数としては，2値論理と同じく0，1のみ
であった．また多値クリーネ論理関数では，定数としてO，1以外の離散的な複数の値（有理数）
を許しているが，変数も離散的な値しか取り得ないものである．定数係数をもったファジィ論理
関数は，変数の取り得る値も，定数の値も実閉区間［0，1］の任意の実数値を取ることを許し，両者
の特徴を合わせ持った論理関数として位置づけられるものである．このような拡張は，代数的な
観点からというよりもむしろ，工学的な観点から実閉区間［0，1］の任意の値を取り扱うことの必
要性によるものである．代数的な観点からは，関数の基数や定数の個数などはあまり問題になら
ず，公理系が等しい論理関数は数学的に等しいと解釈される，しかしながら工学的な観点からは，
現実のあいまいさを含む問題を取り扱う場合，実閉区間［0，1］の無限個の値が表現するあいまい
さの絶対値そのものに意味があり，実数濃度の無限多値の場合を改めて論じることは意味がある．
このことは，文献［18］において山本らにより既に指摘されている．また文献［60，51］において分
散システムの設計法への具体的な適用例が著者により報告されている．
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　本章では，3．2節において定数係数をもったファジィ論理関数を代数的な観点から考察し，その
必要十分条件がファジィ論理関数，多値クリーネ論理関数と同様な形になることを示す．3．3節に
おいては，3．2節の結果をもとに論理式表現の標準形として主加法標準形，主乗法標準形の考察を
行う．3．4節では，最初に，3．3節で考察した標準形をもとに，定数係数をもったファジィ論理関数
の関数値による定義域の分割を行い，変数の数が有限個（n個）の場合，論理式表現に現れる定
数は［0，1］上の無限個の定数のうち3n個を越えない有限個であることが示される、そして第二に，
定数係数をもったファジィ論理関数における入力に対する完全指定，不完全指定の概念が明確に
定義される．さらに最後に定数係数をもったファジィ論理関数の表現能力の限界について考察が
なされる．
3．2　定数係数をもったファジィ論理関数の基本的性質
本節では，定数係数をもったファジィ論理関数についての定義を与え，その性質について述べる．
以降の議論で演算は～，・rvの順に強いものとし，誤りの恐れのない限り括弧を省略するもの
とする．
2章2．1節で述べたように，クリーネ代数は以下の公理を満たす代数系である．
（1）　べき等律
（2）　交換律
（3）　結合律
（4）　吸収律
（5）　分配律
（6）　二重否定
（7）　ド・モルガン律
（8）　最大元
（9）　最小元
（10）　クリーネ律
、4・A・＝．4，、4＞A＝、4
A・B＝B・、4，AVB＝BVA
・4・（B・0）＝（A・B）・C，
A＞（－BVC）ニ（A＞B）Vσ
・4＞A・．8＝A，・4・（・4VB）＝A
、4・（BVC）＝A・BVA・0，
・4V（B・0）＝（A＞B）・（・4VO）
～（～A）＝A
～（A＞B）＝～・4・～B，
～（A・B）＝～・4V～B
1・A・＝．4，1＞A＝1
0・、4＝0，0＞A＝A
（A・～A）・（BV～B）＝A・～A，
A・～A＞（B＞～B）＝B＞～B　ロ
　この代数系のモデルとなる論理関数の代表的なものとしては，B－3値論理関数［7］，ファジィ
論理関数［9，10，11，13，15］，正則3値論理関数［8］，多値クリーネ論理関数［21，22，24，25］など
が提案されている．これらの関数は，量子化と呼ばれる準同型写像により，本質的に3値論理関
数であることが示されている［11，21，24］．また，任意のクリーネ代数に対して適当な商代数を作
れば，代数系3＝＜V，・，V，～，0，1＞（台i集合はγ＝｛O，1／2，1｝であり，演算の定義は～x＝／－x，
x・Y＝min（x，y），，T＞？」　＝max（x，y）である代数系）と同型となることが示されている［31］．
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［定義35］yを実閉区間［0，1］とする，このとき，n変数の定数係数をもったファジィ論理関数は
　　vnからVへの写像であり，以下のように帰納的に定義される論理式で表現される．
（1）任意の定数c1，c2，…∈V，変数¢1，．T2，…，Xn∈Vは論理式である，
（2）F，（7が論理式であれば，～F，F・G，　FVGも論理式である．
（3）以上で定義されるもののみが論理式である．
ただし，各論理結合子はevx＝1－x，　xl’ω2＝min（Xl，X2），　xl　V　x2＝max（xl，x2）と解釈
する．また定数は0変数の演算と解釈する．　　　　　　　　　　　　　　　　　　□
　以降の議論では，誤りの恐れがない限り，関数と論理式を同一視する．また，変数の数は，一
般的には可算無限個まで考察できるが，本章では有限個（n個）とする．また，定数係数をもっ
たファジィ論理関数のことをFuzzy／C論理関数と略記する†．
［例12］f＝．Tl・～x2＞0．8・x2・x3　v　O．4・x3・～2・3は3変数のFuzzy／C論理関数である．　ロ
　Fuzzy／C論理関数で扱う真理値および定数の意味付けであるが，実開区間（0，1）にある真理値
および定数は「真（1）と偽（0）の中間の正しさ」を表している．これは通常の順序関係≦において
全順序関係になる，このとき0．5（＝1／2）は，最も中間の状態を表しており「真であるか偽である
か不明」であることを表していると考えられ，最もあいまいであることを表している．このこと
から真理値および定数の間にあいまいさに関する半順序関係≦が，2章2．4定義20同様，以下のよ
うに導入される．
［定義36］α，b∈Vとする．このときa≦bであるとは，0≦a≦う≦0．5またはO．5≦b≦α≦1
　　のときをいう．この関係≦をvnの元A＝（α1，α2，…，αn），　B＝（b1，b2，…，bn）に拡張定義
　　すると，A≦Bであるとは，∀i（ai≦bi）が成立していることである．　　　　　　　　ロ
　ここで，Fuzzy／C論理関数と多値クリーネ論理関数の比較を行い，　Fuzzy／C論理関数の特徴に
ついて述べる．多値クリーネ論理関数では，真理値の集合は奇数個または偶数個の元の有限集合と
なり，m値の場合，これをVmとすると，　Vm＝｛0，1／（，η一1），2／（m－1），＿，（m＿2）／（m＿1），1｝
を代表元とするものとなる．m＝5の場合のVmの元の通常の順序関係（≦）および，あいまいさ
に関する半順序関係（≦）を図3．1に示す．多値クリーネ論理関数では，真理値も定数も，これら
のm個の元のうちの何れかの値をとる．それに対してFuzzy／C論理関数は，真理値も定数も実閉
区間V＝［0，1】の任意の実数値をとっても良く，ハッセ図中の線分上の連続的な関係となり，≦お
よび≦の何れの関係に関しても連続的な関係となる．これの意味することは，〈の関係において，
多値クリーネ論理関数では真偽の度合いの比較が離散的にしかできなかったものが，Flzzy／C論
理関数では，連続的にできることを意味する，同様に，≦の関係に関しても，あいまいさの比較
を連続的に行うことができる．これは数学的な観点から見ると，真理値の集合V＝［O，　1］が完備
　？／Cはwith　Constantsの意味である，
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図3．1：真理値の順序
であるという性質を利用していることである．また，工学的な応用面を考えると，各真理値の値
自体に物理的な意味を持たせるていることが多く，連続的に真理値を取り得ること，および，そ
の比較が≦や≦の関係について連続的行えることは重要である．以上のような観点から見ると，多
値クリーネ論理関数は，Fuzzy／C論理関数の真理値の集合をVからVmに制限したものと見なす
こともできる．
　以上では，二つの順序関係≦および≦に着目して議論を行ってきた．以下の定理は，このうちあ
いまいさに関する半順序関係≦に関して，単調性を持つことを示すものである．
［定理19］fをFuzzy／C論理関数とする．　A，B∈vnに関して，　A≦Bであればf（A）≦ノ（B）で
　　ある．
　　（証明）文献［9］の定理1および文献［21］の定理1と同様に証明できる．　　　　　　ロ
　以下の議論では，n変数のFuzzy／C論理関数からn変数の多値クリーネ論理関数への準同型写
像（量子化）について述べる．
［定義37］／をn変数のFuzzy／C論理関数とする．このとき∫を表現する論理式に現れる定数が
　　c1，c2，＿，ceであるとき，　Ro（∫）＝｛0，0，5，1｝U｛cl，c2，…，ce｝∪｛1－c1，1－e2，…，1－　ce｝
　　を基底集合という．　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
明らかに，基底集合Ro（f）は必ず奇数個の元よりなる．
［定義38］fをFuzzy／C論理関数とし，　Ro（f）ニ｛co，c1，…，cκ，cκ＋1，1－cK，1－cK－1，…，1－co｝
　　（ただし，Co＝O，　cκ＋1＝0．5，　Ci＜Ci＋1）を基底集合とする．　Ci＜λi≦Ci＋1なる実数の組
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をM＝（λo，λ1，…，λκ）とする．この実数の組Mを量子化パラメータという．このとき以
下のように定義されるα∈Vに対するVからRo（f）への準同型写像を量子化という．
ttM＝
CO
Cl
?
cκ
Cκ十1
1－CK
1－Ci
1－Co
また量子化をvnに拡張定義して，　A∈vnとするときzM
る．
（＝0）　（0≦a≦λo）
　　　　（λO〈a≦λ1）
　　　　（λ臼くα≦λの
　　　　（λK＿1くa≦λκ）
（＝0．5）　　（λKくα〈1一λ」ぐ）
　　　　（1一λκ≦a＜1一λK＿1）
　　　　（1一λi≦a〈1一λト1）
（＝1）　（1一λo≦α≦1）
　　　　　　　　　＝（πτ ，砺M，＿，d；M）と定義す
　　　　　　　　　　　　　　　　　　　　　口
［例13］例12のFuzzy／C論理関数∫の基底集合は，
　　　　　　　　　Ro（f）　＝　｛0，0．5，1｝U｛0．4，0．8｝∪｛1－0。4，1－0．8｝
　　　　　　　　　　　　　＝　　｛0，0．2，0．4，0．5，0．6，0．8，　1｝．
　　このとき，量子化パラメータの一つとしてM＝（0．1，0．3，0．45）を選ぶことができる．量
　　子化の例：而M＝O．2，U落M＝＝0．2，再f7M＝O．5，『πM＝0．8，（O．2，0，47，0．75）Mニ
　　（O．2，　0．5，0．8）　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［定理20］ノをFuzzy／C論理関数とする．そのとき任意の量子化パラメータMに対してf（14M）＝
　　f（A）Mである．
　　（証明）文献［21〕の定理2と同様に証明できる．　　　　　　　　　　　　　　　　　ロ
［補題10］Fuzzy／C論理関tw　fと9が等しい基底集合を持つ，即ち，　Ro（ノ）＝　Ro（9）であるとき，
　　∀B∈Ro（f）n＝Ro（g）nに対して∫（B）＝g（B）であれば，∀A∈vnに対してノ（A）＝g（A）
　　である．
　　（証明）Ci＝f（A）M，　Cゴ＝荊M，　Ci，　Cj∈Ro（ノ）＝Ro（g）とする．このときCi≠Cゴを
　　仮定すると定理20よりCi＝f（7iM），　cゴ＝g（Z2iM）であり，7iM∈Ro（ノ）n；Ro（g）冗であ
　　るから，∀B∈Ro（ノ）n；Ro（9）nに対して／（B）＝9（B）であることに矛盾する．よって
　　　　　　　　　　　　　　　　　　　　35
・i－・ゴであり，任意の量子化パラメータMに対してπIM－9㈲M－・iである．このと
き，ヨA∈vnに対して／（A）≠g（A）として矛盾することを導けば良い．　f（A）≠g（A）である
から∫（A）＞9（A）またはf（A）＜y（ノ1）である．／（A）＞9（A）であり，Ci〈O．5である場合，
λiニ（f（A）－9（A））／2としたときの量子化パラメータをMoとするとf（7iM°）＝ア両M°＝Ci，
g（ZM°）＝繭M°＝c｛＋1であり，ア面M＝轟）M＝ciに矛盾する．　ci＝0．5，　ci＞0．5に
ついても同様に証明できる．またf（A）く9（A）に関しても同様である．　　　　　　〔］
［定理21］基底集合がRo（f）であるすべてのFuzzy／C論理関数を要素とする集合は，すべての
　　IRo（／）1値の多値クリーネ論理関数を要素とする集合と同型である．またIRo（f）1値の多値
　　クリーネ論理関数の関数値に関する性質は，基底集合がRo（f）であるFuzzy／C論理関数に
　　おいても成立する．
　　（証明）Fuzzy／C論理関数fの基底集合をRo（f）＝｛co，cl，…，cκ，cκ＋1，1－cκ，1－cκ＿1，…，1＿
　　co｝（ただし，　co＝0，　cκ＋1ニ0．5，　ci〈ci＋1）とする．このときiRo（ノ）1値の多値クリー
　　ネ論理関数の真理値の集合は14R。（∫）1ニ｛0，1／（IRo（f）1－1），…，ゴ／（IRo（f）1－1），…，1｝と
　　おける．このときpをRe（f）の元をVI　R。（∫｝1の元に小さい元から順番に昇順に対応づける
　　写像とすると，甲は一対一かつ上への写像である．またR．o（のの元は演算～，・，〉に関し
　　て閉じており，かつ，二つの順序≦，≦に関して明らかにψは川頁序同型写像である．よって
　　任意のFuzzy／C論理関数の論理式において，そこに現われる定数を｛，）によって対応づけら
　　れるVl　R。　（f）1の元に置き換えると1Ro（の1値の多値クリーネ論理関数の論理式が得られる。
　　Fuzzy／C論理関数および多値クリーネ論理関数は，ともに論理式で表現される関数である
　　ので，以上のことから明らかに，基底集合がRo（f）であるすべてのFuzzy／C論理関数を要
　　素とする集合は，すべての1Ro（f）1値の多値クリーネ論理関数を要素とする集合と同型とな
　　る．また補題10により，1Ro（f）1値の多値クリーネ論理関数の関数値に関する性質は，基底
　　集合がRo（ノ）であるFuzzy／C論理関数においても成立する．　　　　　　　　　　　ロ
［例14］例12のFuzzy／C論理関数fの基底集合は例13からRo（f）＝｛0，0．2，0．4，0．5，0．6，0．8，1｝
　　となる，1Ro（f）1＝7であるからこのノにはV7＝｛0，1／6，1／3，1／2，2／3，5／6，1｝を真理値の
　　集合とする7値の多他クリーネ論理関数J（＝2’1・～τ2V（5／6）・x2・，x’3　V（1／3）・．2’3・～x’3が対
　　応している．　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　多値クリーネ論理関数の関数値に関する性質の一つとして，多値クリーネ論理関数が等しいた
めの必要十分条件がある．それは定義域の集合を｛0，0．5，1｝nに制限したときの関数値を調べれば
良いという結果であり，文献［21，24］に既に示されている．このことと定理21から直ちに以下の
定理がFuzzy／C論理関数が等しいための必要十分条件として導かれる．
［定理22］∫，gをFuzzy／C論理関数とする．∀A∈［0，1｝n（∫（A）＝g（A））と∀B∈｛0，0．5，1｝πげ（B）＝
　　g（B））は同値である．　　　　　　　　　　　　　　　　　　　　　　　　　（証明略）
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　以上の議論では，Fuzzy／C論理関数の性質が，多値クリーネ論理関数の性質に帰着できること
が示され（定理21），それをもとにFuzzy／C論理関数の関数値としての性質の一つである等し
いための必要十分条件が導びかれた（定理22）．これらからFuzzy／C論理関数の代数的な性質
は多値クリーネ論理関数と密接に関連していることがわかる．しかしながら以下の点がFuzzy／C
論理関数と多値クリーネ論理関数では本質的に異なっている．
（1）m値の多値クリーネ論理関数では真理値の集合はVn、＝｛0，1／（m－1），2／（m－1），…，（m－
　　2）／（m－1），1｝として最初から定まっているが，Fuzzy／C論理関数では，それを表現する論
　　理式に現れる定数からRo（f）が決定される．このことは，論理式が決定されるまで，関数
　　の基数が決定されないことを意味する．
（2）IRo（f）1は必ず奇数であることからFuzzy／C論理関数は本質的に基数が奇数である多値クリ
　　ーネ論理関数に対応する，
3．3　主加法標準形，主乗法標準形
本節では，論理式表現について考察する．
［定義39］Fuzzy／C論理関数の論理式に現れる積項（和項）は以下の3種類に分類できる1
　　　（タイプP1（タイプC1））定数（＞0．5（＜0．5））を持ち，2’i　’～．x’i（xt＞rvXi）なる変数の
　　　　　組を持たないもの．もし定数が省略されたときには，定数は1（0）であると見なす．
　　　（タイプP2（タイブC2））定数（≦0．5（≧O．5））を持ち，　Xi・～Xi（x，〉～Xi）なる変数の
　　　　　組を持たないもの．
　　　（タイプP3（タイブC3））少なくとも一つの変数に関して2’i・～Xi（Xi　V～Xi）なる変数
　　　　　の組を持つもの．定数が省略されたとき，定数は0．5と見なす．　　　　　　　□
［定義40］タイプP1とタイプP2の積項のことを定数付き単積項（タイブC1とタイプC2の和
　　項を定数付き単和項）という。定数付き単積項（定数付き単和項）ですべての変数を含む
　　ものを定数付き最小項（定数付き最大項）という，またタイプP3の積項を定数付き相補項
　　（タイプC3の和項を定数付き相補和項）という．定数付き相補項（定数付き相補和項）で，
　　すべての変数を含むものを定数付き相補最小項（定数付き相補最大項）という．　　ロ
　任意のタイプP2およびタイプP3の積項（タイプC2およびタイプC3の和項）は，2’1　’Xi≦
O．5≦賜V賜が常に成立していることから，それぞれ定数付き最小項および定数付き相補最小項
の和（定数付き最大項および定数付き相補最大項の積）に展開可能である．
［例15］2変数の場合を考える．
（1）0。8・～笥・～ω2はタイプP1の定数付き単積項である．
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（2）0．3・～x2はタイプP2の定数付き単積項であり，二つの定数付き最小項の和に展開で
　　きる．
　　　　　　　　　　　0．3・～．z’2　　＝　　（，z’1　V～Xl）・0．3・～x2
　　　　　　　　　　　　　　　　＝0．3・Xl’～¢2＞0．3・～Xl・～M2
（3）　x2・～x2はタイプP3の定数付き相補項であり，二つの定数付き相補最小項の和に展開
　　できる．
　　　　　　　　　　　X2・～X2＝（Xl＞～Xl）・X2・～2’2
　　　　　　　　　　　　　　　　ニ　　 ごむ1　9x2’～x2Ve）x1　畠二じ2°～x2
（4）0．2　v　XlV　、x2はタイプC1の定数付き単和項である．
（5）O．7　v　x2はタイプC2の定数付き単和項であり，二つの定数付き最大項の積に展開で
　　きる．
　　　　　　　　　　0．7＞x2　　＝　　0．7＞．1’2VXI・～．x1
　　　　　　　　　　　　　　　＝　　（0．7V．z’1＞，z’2）・（0．7＞～a’1　V．x’2）
（6）x2　V　rv．T　2はタイプC3の定数付き相補和項であり，二つの定数付き相補最大項の積に
　　展開できる．
　　　　　　　　　　　　　ユコ2V～x2　　＝　　ζD1　°～・Tl　Vx2V～x2
　　　　　　　　　　　　　　　　　　＝（XI　Vω2　V～x2）・（～Xl＞x2・V～x2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　以降では，特に誤りの恐れがない限り，定数付き単積項（定数付き単和項）を単積項（単和項）
と呼ぶことにする．同様にまた定数付き最小項（定数付き最大項），定数付き相補最小項（定数
付き相補最大項）も最小項（最大項），相補最小項（相補最大項）とそれぞれ呼ぶことにする．
　Fuzzy／C論理関数では，吸収律，分配律，べき等律，ドモルガン律が成立しているので，任意
のFuzzy／C論理関数を表現する論理式は，以下の定義41による積項，和項の包含関係を考慮す
ると，2値論理関数同様，定義42のように加法標準形または乗法標準形で表現できる．
［定義41］α1，α2を積項（β1，β2を和項）とする．∀A∈vnに対してα1（A）≧α2（A）（β1（A）≦
　　β2（A））なるとき，α1（β1）はα2（β2）を包含する（に包含される〉といい，α1⊇α2（β1⊆β2）
　　　と記す．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
このとき，α1Vα2＝α1（β1・β2＝β1）が成立するので，加法形式α1＞α2（乗法形式β1・β2）に
おいてα2（β2）は省略される．
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［定義42］Fuzzy／C論理関数fが積項の和（V）（和項の積（・））で，包含される積項（包含する
　　和項）が省略されて表現されているとき，fは加法標準形（乗法標準形）で表現されている
　　という．加法標準形に現れるタイプP2またはタイプP3の積項（乗法標準形に現れるタイ
　　プC2またはタイプC3の和項）がすべて最小項または相補最小項（最大項または相補最大
　　項）であるとき，fは主加法標準形（主乗法標準形）で表現されているという．　　　ロ
［例16］例15の結果から，2変数のFuzzy／C論理関数fの加法標準形ノ＝～2・1・A・x2＞03・～z2　v
　　x2・～x2を主加法標準形で表現するとノ＝～xl・Nx2＞0．3・xl・～x2　V　xl’x2・～ω2となる。
　　また2変数のFuzzy／C論理関数gの乗法標準形g＝（ω1　v　2’2）・（O，7　v　x2）・（x2　v～ω2）を主
　　乗法標準形で表現するとg＝＠1Vx2）・（0．7V～zl＞，z’2）・（～，z’1V範V～ω2）となる．ロ
　3．2節で議論したように，Fuzzy／C論理関数はIRo（f）1値の多値クリーネ論理関数と対応づけら
れるので，その論理式表現においても以下の定理が成立する．
［定理23］任意のFuzzy／C論理関数は主加（乗）法標準形で積（和）項のlll頁番を無視すると一意
　　に表現できる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（証明略）
3．4　標準形と定義域の関係
　3．2節の定理22（Fuzzy／C論理関数が等しいための必要十分条件）により，定義域を｛0，0．5，1｝n
に制限しても良いことが示された．本節では，｛0，0．5，1｝nの部分集合においてFuzzy／C論理関
数がどのような値を取り得るかについて，3．3節で示した主加法標準形，主乗法標準形をもとに考
察する．以降記号としてV＝［O，　1］，1／3＝｛0，0．5，1｝，V2＝｛0，1｝を断りなく用いる．
［定義43］タイプP1（C1），タイプP2（C2），タイプP3（C3）の積項（和項）と聯の元との
　　間に以下のように対応づけをする．
　　（α1，α2，…，an）∈V3nとタイプP1（C1）の単積項α＝c・¢呈1・x32…躍㍗（単和項β＝cv
　　τ呈1vω㍗v…〉鳩・）を次のように対応づける．ただし，　cは定数である．
礁一ﾉ（醗i≡き （3」）
（α1，a2，…，an）∈壁とタイプP2（C2）の最小項α＝c・碍1・x922…垢・（最大項β＝cv
峠1＞．丁茎2V…〉鴫・）を次のように対応づける．ただし，　cは定数である．
礁一
ox’i（～．Ti～．Ti（勾）鑑：：8
（3．2）
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（α1，a2，…，an）∈曜一％πとタイプP3（C3）の相補最小項（相補最大項β＝c＞x号1＞…V暢・）
を次のように対応づける．
礁＝
／orαi＝1
／orα、＝0．5
for　ai＝0
（3．3）
口
　半川頁序集合〈噂，≦〉は最大元（0．5，0．5，…，0．5）と2n個の聯の元を極小元に持つ上半束であ
り・瑠の任意の二つの元に対して，それらの下限が存在するとは限らない．以降，A，－B∈〈壕，≦〉
とするとき，これらの下限の集合をA△Bで表し，もし下限が存在しない場合はA△B＝φと記す
ことにする．また，特に断らない限り，積項をα＝c・αo，和項をβ＝cVβo（ただし，　cは定数，
αoは文字の積，βoは文字の和．）で表す．
［補題11］α；c・αoをタイプP1の一単積項（β＝c＞βoをタイプClの単和項）とし，　A∈瑠を
　　α（β）に対応する元とすると，
（1）∀B∈｛XIX≦A｝に対してα（B）＝c（β（B）＝c＞．
（2）∀B∈｛XIA△X≠φ，XiA｝対してα（B）＝0．5（β（B）＝0．5）．
（3）∀B∈｛XIA△X＝φ｝に対してα（B）＝0（β（B）＝1）． （証明略）
［補題12］α＝c・αoをタイプP2の最小項（rS　＝cVβ0をタイプC2の最大項）とし，　AEV2nを
　　α（β）に対応する元とすると，
（1）∀B∈｛XIX≧A｝に対してα（B）＝c（β（B）ニc）．
（2）∀B∈｛XIA△X＝φ｝に対してα（B）＝0（β（B）＝1）． （証明略）
［補題13］α＝c・αoをタイプP3の相補最小項（β＝c＞βoをタイプC3の相補最大項）とし，
　　A∈階一V2nをα（β）に対応する元とするとき，
（1）∀B∈｛XIX≧A｝に対してα（B）＝c（β（B）＝c）．
（2）∀B∈｛．剛X！A｝に対してα（B）＝0（β（B）＝1）． （証明略）
　補題11により，タイプP1（タイプC1）の単積項（単和項）においては，その積項（和項）が
持つ定数と同じ値をとる壕の部分集合は，その積項（和項）に定義43（3．1）式によって対応づけ
られる元を最大元として特徴づけられることがわかる．また補題12により，タイプP2（タイプ
C2＞の最小項（最大項）においては，その積項（和項）が持つ定数と同じ値をとる聯の部分集合
は，その積項（和項）に定義43（3．2）式によって対応づけられるV2nの元（最小元）により特徴づ
けられることがわかる，同様にして，補題13により，タイプP3（タイプC3）の相補最小項（相
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補最大項）においては，その積項（和項）が持つ定数と同じ値をとる階の部分集合は，その積項
（和項）に定義43（3．3）式によって対応づけられる聯一聯の最小元により特徴づけられることが
わかる．
［補題14］al＝Cl・α9，α2＝c2　・　agを積項とし，　Al，　A2をα1，α2対応するV3nの元とする．こ
　　のときα1⊇α2となる条件は以下のとおりである．
（1）α1，α2ともにタイプP1の単積項であるとき，　c1≧c2かつAl≧A2．
（2）α1がタイプP1の単積項，α2がタイプP3の相補最小項であるとき，　Al△A2≠φ．
（3）α1，α2ともにタイプP2の最小項であるとき，　c1≧c2かつAl＝A2．
（4）α1がタイプP2の最小項，がタイプP3の相補最小項であるとき，　c1≧c2かつA1≦A2．
（5）α1，α2ともにタイプP3の相補最小項であるとき，　Cl≧c2かつAl≦A2．
（証明）補題11，補題12および補題13より∀A∈階に対してα1（A）≧α2（A）となる条件
による．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［補題15］β1＝clVβ早，β2＝c2＞β2を和項とし，　Al，、42をβ1，β2に対応する膠の元とする．
　　このときβ1⊆β2となる条件は以下のとおりである．
（1）β1，β2がともにタイプC1の単和項であるとき，　c1≦c2かつA1≧A2．
（2）β1はタイプC1の単和項，β2がタイプC2の最大項のとき，　Al≧A2，
（3）β1はタイプC1の単和項，β2がタイプC3の相補最大項のとき，　A1△A2≠φ．
（4）β1，β2がともにタイプC2の最大項であるとき，　Cl≦c2かつAl＝A2．
（5）β1はタイプC2の最大項，β2がタイプC3の相補最大項のとき，　c】≦c2かつA1≦、42．
（6）β1，β2がともにタイプC3の相補最大項であるとき，　cl≦c2かつAl≦A2．
（証明）補題11，補題12および補題13より∀A∈壕に対してβ，（A）≦β2（A）となる条件に
よる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　補題14，補題15により積項，和項の包含関係が，定数の≦による大小関係と膠の元の≦によ
る大小関係に帰着されたことになる．
［補題16］f＝α1Vα2V…〉αp（∫＝β1・β2…βq）を主加法標準形（主乗法標準形）で表され
　　たFuzzy／C論理関数とする・ただしdViは積項（βjは和項）で，　Ci（Cj）をai（β2）が持つ定
　　数とする・このときAi（Aゴ）をαi（βゴ）に対応する聯の元とするとノ（Ai）＝αi（Ai）＝ct
　　（f（Aゴ）＝β」し4ゴ）＝cゴ）である．
　　（証明）最初に主加法標準形について考える．αiがタイプP1の単積項でありf（Ai）＝c，
　　c＞Ciと仮定する．明らかにc＞0．5であり，このときのfの値cはタイプP1の単積項によ
41
り特徴づけられる値であるから，その積項をαとするとα（Ai）〉αi（Ai）となり，積項Qiはα
により包含されてしまい主加法標準形に現れないことになる．これはfが主加法標準形であ
ることに反する．f（A∂＝d，　d＜Ciを仮定した場合にも同様に主加法標準形であることに
反することが導かれる．またタイプP2，タイプP3および主乗法標準形についても同様に
証明することができる． 口
［補題17］fをFuzzy／C論理関数とする．
（1）A∈階でノ（A）＝1であれば，∀B∈｛XIX≦A，X∈壕｝に対してf（B）＝1．
（2）A∈謄でf（A）＝0であれば，∀B∈｛XIX≦A，X∈階｝に対してf（B）＝0．
（3）A∈聯でf（A）＝0．5であれば，∀B∈｛XIA≦X，X∈V3n｝に対してf（B）＝0．5．
（証明）1，0，0．5はあいまいさの半順序関係において極値なので，定理19より明らかに成
立する．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［補題18］fをFuzzy／C論理関数とする．
（1）A∈驚でf（A）＝c（＞0．5）であれば，fの主加法標準形に定数cを持つタイプP1の単
　　積項が存在し，主乗法標準形に定数cを持つタイプC2の最大項またはタイプC3の相
　　補最大項が存在する．
（2）A∈謄でf（A）＝c（≦0．5）であれば，ノの主加法標準形に定数cを持つタイプP2の最
　　小項またはタイプP3の相補最小項が存在し，主乗法標準形に定数cを持つタイプCl
　　の単和項が存在する．
（証明）（1）最初に前半について証明する．f（A）＝cとなるとき，主加法標準形は積項の和
であるから，少なくとも一つα1（A）＝cである積項が存在する．c＞0．5であるから，それ
はタイプP1の単積項である．このとき，α1は定数cを持つことを示せば良い．α1＝el　・　a？
とし，C1＞Cを仮定して矛盾することを導き出す．α1に対応する瑠の元をAlとする．補
題16よりf（Al）＝c1である．このとき補題14（1）よりA2≦Alなるような元A2に対応
し，c2＜Clなる定数c2を持つタイプP1の単積項はα1に包含されるので主加法標準形では
省略されてしまい現れない．したがって，、4≦Aではない．このとき補題11（2），（3）より
α1（A）＝0．5またはα1（A）＝0である．これはα1（A）＝c矛盾する．Cl＜cということはあ
り得ない．よってCl＝Cである．同様にして後半について証明する．主乗法標準形は，和
項の積であるから，少なくとも一つβ，（A）＝cとなる和項が存在する．c＞0．5であるから，
それらはタイプC2の最大項またはタイプC3の相補最大項である．このときβ1が定数cを
持つことを示せば良い，β1＝clV碑とし，　Cl〈cを仮定すると矛盾することを導き出す・
β1に対応する階の元をBlとする．補題16より∫（Bl）＝c1である．補題15（4），（5），（6）
により，－Bl≦　B2なるようなB2に対応し，　c1＜c2なる定数c2を持つタイプC2の最大項お
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よびタイプC3の相補最大項はβ1を包含してしまうので，主乗法標準形では省略されてしま
い現れない．したがって，B1≦Aこのとき補題12（2）および補題13（2）よりβ1（A）＝1
である。これはβ1（A）＝Cに矛盾する，C1＞Cであることはあり得ない．よってCl＝Cで
ある．
（2）（1）と同様に証明できる． 口
［補題19］’〉’をタイプP1またはタイプP2の積項とし，αをタイプP2またはタイプP3の積項と
　　する．またdlVd2＞…〉函はαを最小項または相補最小項の和に展開したものとする．こ
　　のときα⊆ツであるのは，∀f（d｛⊆7）であるときである．　　　　　　　　　　（証明略）
　Fuzzy／C論理関数fの基底集合がRo（f）＝｛co，…，cκ，　cκ＋1，1－cκ，…，1－　co｝（ただし
Co＝O，　cκ＋1＝05，　CiくCi＋1）であるとし，ノの主加法標準形を以下のように表す．
∫＝（α1°V…〉α：°）V…〉（α宝κV…Vα1κ）
　V（・1κ＋1＞…Vα島κ＋1）〉（α1”c’（〉…Vαi－c・）
　〉…V（・1－c°V…〉αえ一c°）
ここで・・｝－c1（i＝O，1，…，K）1綻数1－Ciを持つ単積項を表し，・1・（i＝　O，1，…，κ＋1）は定数
eiを持つ最小項，または相補最小項を表している．同様に／の主乗法標準形を以下のように表す，
∫　＝　　（β呈゜・・一・β3°）一…　（β；κ…　一β∫κ）
　　・（β1κ＋ユー・f3S’“＋1）・（β｝－CK…・・β1一C・）
　　・…・（β1『‘°・…・fiJ－c・）
ここで・β∫塁σ＝O・　1，…・1f）は定数Ciを持つ単和項を表し・β1－cκ・fi；　－ci（’i＝O，1，…，K）はそ
れぞれ定数1－　cκ，ユー　Ciを持つ最大項または相補最大項を表している．またy∈ノlo（ノ）とし，
f（A）＝yとなる瑠の部分集合を／一1（9）とする、そして定義43にしたがって積項（和項）から
壕の元を対応させる関数をTとする．このとき以下の定理24が成立する．
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［定理24］
　　　（1）1に対して，
　　　　　　　　　　　　　　　f－1（1）＝　U｛A∈レ劉A≦T（α｝－c°）｝
　　　　　　　　　　　　　　　　　　　　　」
　　　（2）0に対して，
　　　　　　　　　　　　　　　　f”（0）ニU｛Adぜ1鴻≦T（β∫°）｝
　　　　　　　　　　　　　　　　　　　　　　ゴ
　　　（3）Ci（i＝1，2，…，∫のに対して，
　　　　　　　　　　　　∫－1（・の＝
　　　　　　　　　　　　　　　　∩
（4）1－Ci（i＝1，2，…，κ）に対して，
　　　　　　　　　　f’i（1－・i）＝
　　　　　　　　　　　　　　　　∩
（5）0．5に対して，
　　　　　　　　f－・（α5）＝（ゴ
　　　　　　　　　　　　　・（、
　　　　　　　　　　　　　・（
（〉｛A・一（・，）｝）
（UA∈曜レ1≦T（β∫1ゴ））
（〉｛A・一（・｝…）｝）
（｝｛A・一（β野）｝）
　　　　　　　　 　　　　　　　U｛A∈曜IA≧T（・1κ＋1）｝）
　 　 　　　　u｛一≧T（幽｝）
　　　　　 　　　　　　　　　　K　　　　　　　　　　　　　　　　｛A∈V，nl∀B∈Uノー1（・の，B≦A｝∩
　　　　　　　　　　　　　　　　　　　　　　　i＝o
　　　　　　　　　　　　　　　　｛鰐1噌∫－1（1－ci），B≦A｝）
（証明）（1）主加法標準形において，定数1を持つのはタイプP1の単積項のみである．また
主乗法標準形には，定数1を持つ和項は存在しない．補題17（1）によりノが1となる定義
域の部分集合は，その極大元により決定される，また補題11によりタイプP1の単積項は，
その極大元に対応していることにより成立する．
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（2）本定理（1）と同様に補題17（2）により／が0となる定義域の部分集合は，その極大元に
より決定される．また補題11によりタイプC1の単和項は，その極大元に対応しているこ
とにより成立する．
（3）補題18（2）により・定数c適持つタイプP2の最小項またはタイプP3の相補最小項がf
の主加法標準形に存在し，それらは補題12，補題13により，それらに対応する極小元によ
り特徴づけられている．同様に定数Ciを持つタイプC1の単和項が主乗法標準形に存在し，
それらは補題11により極大元により特徴づけられる．したがって，得られた極小元の上界
でtrかつ，得られた極大元の下界がf－1（Ci）となる．
（4）補題18（1）により，定数1－　Ciを持つタイプP1の単積項が主加法標準形に存在し，そ
れらは補題11より，それらに対応する極大元により特徴づけられる．同様に定数1－c透
持つタイプC2の最大項またはタイプC3の相補最大項が主乗法標準形に存在し，それらは
補題12，補題13により，対応する極小元により特徴づけられる．したがって，得られた極
小元の上界で，かつ，得られた極大元の下界がf－1（1－　Ci）となる．
（5）右辺第一のi集合と第二の集合については，補題17（3）よりfがO．5となる定義域の部分
集合は，その極小元により決定される．主加法標準形において定tw　O．5を持つのはタイプ
P2の最小項またはタイプP3の相補最小項のみである．同様に主乗法標準形において定数
O．5を持つのはタイプC2の最大項またはタイプC3の相補最大項のみである．これらの積
項，和項は補題12，補題13により極小元で特徴づけられる．右辺第三の集合については，
補題19より，タイプP2またはタイプP3の定数0．5を持つ最小項で他のタイプP1または
タイプP2の積項に包含されるものは省略されるが，補題11（2），補題12（1）より包含す
るタイプPlまたはタイプP2の積項はf－1（0．5）において0．5となることによる．以上に
より成立する．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
定理24で述べていることは図3・2のようになる．〈階，≦〉においてf－1（1），f－i（0）は極大元とそ
の下界によりその領域が定まり，f一1（0・5）極小元とその上界により領域が定まる．またf－i（1－cz）
およびf”　i（Cj）は，それぞれ極大元と極小元ではさまれた領域となる。
［例17］2変数のFuzzy／C論理関数fが以下のように表現されているとする：主加法標準形f；
　　・z’1VO・3・～・x’1・x2・主乗法標準形f＝＠1V¢2）・（0・3Vxl）．このとき，　f｝i（1）は積項xlから
　　極大元を求めることによりf－1（ユ）＝｛（ユ，O．5），（1，0），（ユ，1）｝となり，ノー1（0）は和項，1’1＞x2
　　から極大元を求めることによりf－i（0）ニ｛（0，0）｝となる．f－i（0．3）に関しては，極大元は
　　和項O．3　V　xlから，また極小元は積項O．3・～．Tl・x2から求められノー1（0．3）＝｛（O，O．5），（0，1）｝
　　となる．f－i（0．5）については，主加法標準形にも主乗法標準形にも定数0。5を持つ積項，和
　　項はない，したがって，定理24（5）の右辺の第三番目の集合を求めることによりf－1（0．5）＝
　　｛（0．5，0．5），（0．5，0），（0．5，1）｝となる．（図3．3）　　　　　　　　　　　　　　　　　ロ
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（0．5，0．5，…，0．5）
（0，0，…，0）
1－c
0．5 ????
（1，1，…，1）
図3．2：関数値による定義域の分割
［例18］2変数のFuzzy／C論理関数fが以下のように表現されているとする：主加法標準形f＝
　　～忽r～．T2VO．7，～．Tl＞0．5．xl．Nx2，主乗法標準形f＝（～xl＞～x2）・（0・7VxlV～x2）’（0・5V
　　～xlV　．T2）．このとき，　f－i（1）＝｛（0，0）｝，　f－i（0）ニ｛（1，1）｝，∫　i（O．7）＝｛（O，O．5），（0，1）｝，
　　f－1（0．5）＝｛（0．5，0．5），（0．5，0），（0．5，1），（1，0．5），（1，0）｝となる．（図3．4）　　　　　　ロ
　定理24は，主加法標準形，主乗法標準形から出発してf－i（1），f－i（0），　f－1（O．5），　f－1（c，）お
よびf－1（1－ci）を導出しているが，逆に∫－1（1），ノー1（0）の上限，　f－1（0．5）の下限，　f－1（ci），
f－1（1　一　Ci）の上限および下限が与えられれば，そこから主加法標準形，主乗法標準形の両方を導
くことができることも示している．また，定理24から，2章2．5節の定理17（表現定理）を導く
ことも容易である．
　定理24により階の入力に対するfの値により，町が複数の部分集合に分割され，その部分
集合はfの主加法標準形および主乗法標準形に現れる積項，和項により決定できることが示され
た．ここで得られた部分集合は明らかに畷を直和分割しており，f－1（1）U　f－1（0）Uf－1（0．5）U
＠（Ci））・（〉∫－1（1－ei））一瑠である・このことから・次の定理25カ・導かれる・
［定理25］変数の数が有限個（n個）であるFuzzy／C論理関数において，論理式に現れる定数は
　　3n個を越えない有限個である．即ち，馬（f）は有限個の元からなる集合である．
　　（証明）定数Ciは実閉区間［0，0．5）の任意の値であるから，無限個の値を取り得る．したがっ
　　て，集合ノー1（Ci）およびf－1（1－Ci）は無限に存在する．しかしながら，それらの和集合
　　ノー1（・）・ノー1（・）・f－・（・・5）・Q∫－1（Ci））・Q∫一’（1－・・i））が欄（3・ta）の元からな
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〈婿，≦〉
〈げ，≦〉
一1　　（0．5）
（1，0．5）
（1，1）
（0，0．5）
（0，0）
　　全
ヂ1（1）
　　　　　　　　　　　　　　　　　一1　（0．3）　　　　　　f　　　　　　　　　　　　　　　　　　　（1）
　　　　　　図3．3：例17
　　　　　　（0．5，05）
　　（0．5，0）　　　（0．5，1）
　　（0，1　　　　　　（1，0）
　　奉　　　↑
f－’（0．7）　ヂ’（05）
　　　　　　図3．4：例18
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る瑠に一致する．このことから，f－i（Ci）およびf－i（1　一　Ci）は無限に存在するが，空集合
でないものは有限個である．　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　以上の議論はfの取り得る値が，定義域すべてに対して与えられた場合（完全指定）に相当し，
そのときのfを完全指定Fuzzy／C論理関数という．これに対して，　f－1（1）u　f－i（0）∪∫－1（0．5）u
（y．　f－・（・・））・（Ψ脚周）＝A・f・・つA⊂聯る場合は’fの取り得る値力綻義域の部
分集合に対して与えられた場合（不完全指定）に相当し，そのときのfを不完全指定Fuzzy／C論
理関数という．明らかにレ11〈IV3nlであることから，不完全指定Fuzzy／C論理関数においても，
定理25は成立する．
　定理25はFuzzy／C論理関数の表現能力の明らかな上界を与える．　Fuzzy／C論理関数はf：Vn→
Vなる写像であり，1eo（f）はV＝［O，　1］の部分集合であることから，その数は無限個である，しか
しながら，鰯（f）が定まってしまえば，その表現能力は有限となる．なぜならば定理21から，基
底集合がRo（f）であるFuzzy／C論理関数は，表現能力が有限であるIRo（f）1値の多値クリーネ論
理関数と代数的観点から見ると等しいからである．したがって1Ro（f）！≦3nであることから，3n
値の多値クリーネ論理関数の数が，Ro（f）の定まったn変数Fuzzy／C論理関数の数の上界となる
のは明らかである．多値クリーネ論理関数の数についての考察は文献［25］でなされている．そこ
では，η変数p値の多値クリーネ論理関数について1，→oOにした場合の考察がなされている．し
かしながら，多値クリーネ論理関数についても，本章の定理25は，同様に成立することは明らか
である。したがってp＞3nの場合には，論理式を構成する際，必ずしも必要でない真理値および
定数が存在する．論理式を構成する，即ち，関数を構成するのに十分な真理値および定数の数は
3nであるから・その選び方は
i「P／21「3n／21）通り存在する（ただしr・1は・を越えない最大の整数を
表わす）．これらの事実からFuzzy／C論理関数および多値クリーネ論理関数の表現能力の考察が
可能であるが，その具体的な数については割愛する．
3．5　むすび
　本章では，定数係数をもったファジィ論理関数について，代数的性質，標準形，表現能力につ
いて考察を行った．
　表現能力に関して，少し補足説明をする．完全指定されたFuzzy／C論理関数については，以下
の定理が成立することが，文献［52］において著者らにより証明されている．
［定理26］完全指定されたFuzzy／C論理関数／は以下のような論理式で一意に表現可能である．
∫＝・Pp1＞0．5・FCi　またはf＝FCi　’（FPI　V　O．5）
ただし，FPIは，∫の主加法標準形に現れるすべての単積項の論理和であり，　FC　iはノの主乗
法標準形に現れるすべての単和項の論理積である．　　　　　　　　　　　　（証明略）
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基底集合が任意に与えられる場合のFuzzy／C論理関数の数は，前述したように無限であるが，　n
変数Fuzzy／C論理関数の基底集合Ro（f）の要素が確定されている際，定理26を基にした数の限
界式が，巽らにより以下のように得られている［20｝．
上界・2・・ただしα一32n・o（1）1・g・3＋4毒（1＋£）1・g・毒｝であり・は定数・
下界・2βただしβ一ﾕ漏（　　C1十一　　7｝）1・9・（7）＋1）｝であり・は鱗≦（3n－1）／2
論理関数の数え上げ問題は，計算量的に極めて困難な問題であることが知られており，上述の二
つの限界式は，Fuzzy／C論理関数の能力を判定する上で，現在のところ，もっとも良い数の限界
を与えている．
　今後の課題として，基底集合丑o（f）の決定問題がある．完全指定Fuzzy／C論理関数では，　Ro（f）
の決定は，ある程度可能であるが，不完全指定Fuzzy／C論理関数では決定が困難である．しか
しながら，不完全な知識を論理式で表現する場合等には避けられない問題である．定理25により
lRo（f）1は3nを越えない有限濃度であることが保証されるので，与えられた問題に対して適切な
Ro（ノ）を求める手法が望まれる．
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4章
ファジィ論理におけるNelsonの定理
4．1　まえがき
　2値論理関数の多値論理への拡張として，B－3値論理関数，正則3値論理関数，多値クリーネ論
理関数，ファジィ論理関数，定数係数を持ったファジィ論理関数等が研究されてきている．これ
らはファジィ論理の公理系のモデルをなす関数であり，あいまいさを扱える論理関数として注目
されており，文献［9，10，15，50，451等で報告されている．また，これらの研究については，2章，
3章で述べてきた，
　これらの論理関数の研究の中で主項展開を求める問題，簡単化の問題は最も古くから興味を持
たれた重要な問題の一つである．また，これらの論理関数の代数的構造を明らかにするためにも
主項展開，最簡形式は重要な役割を果たしてきている．
　一般に論理関数fの最簡形式を求める手順は以下の二つのステップを通して行われる．
（1）fのすべての主項の集合を求める．
（2）fを被覆する最少数の主項の組み合わせを見いだす．
本章では，第一に（1）のfのすべての主項を見いだすための基本的な定理について述べる．本章
では，ファジィ論理の公理系のモデルとなる一般的な論理関数として，3章で考察した定数係数
を持ったファジィ論理関数（Fuzzy／C論理関数）【55，57，50，45］を取り上げ，2値論理における
Nelsonの定理【33］が，ある条件のもとでファジィ論理でも成立すること一ファジィ論理におけ
るNelsonの定理一を証明する．
　ファジィ論理におけるNelsonの定理では乗法標準形を加法標準形に展開する必要があり，一般
に多くの手数を要する．そこで第二に，この展開を効率良く行うためのアルゴリズムー定数付
きファジィ節展開法一を提案する．
　第三に，（2）の最簡形を求めるため基本的な手法として，（t）の主項の生成の段階で不必要項と
なる主項を見いだす基本的な定理とアルゴリズムについて示す．
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最後に，Nelsonの定理に似た方法が文献［36，38，41］においてファジィ論理関数に関して研究
されている．ファジィ論理におけるNelsonの定理は，文献［36，38，41］における手法に比べ，最
も簡略で基本的なものであり，それらの手法は本定理の系として導き出されることを示す．
4．2　コンセンサス，主項展開，P一乗法標準形
　本節では，主乗法標準形を構成する各和項の表現する関数の主項展開を求めて，主乗法標準形
からP一乗法標準形を求める手法について議論する，
［定義44］n変数のFllzzy／C論理関数fにおいて積項α（＝d・αo）（ただしdは定数，αoは文字
　　の積）が内項であるとは，∀A∈vn＝［O，　1］nに対してα（A）≦f（A）なるときのことをいう．
　　またαが主項であるとは，αoから文字を取り除くか，定数dをd〈♂なる定数dに置き換え
　　るともはやノの内項でなくなるときをいう．　　　　　　　　　　　　　　　　　　ロ
［定義45］Fuzzy／C論理関数fのすべての主項の和を主項展開という． 口
定義45から明らかなように，任意の与えられたFuzzy／C論理関数に対して主項展開は一意に定
まる．
［例19］二つの変数，T1，　z2上のFuzzy／C論理関数f＝xlVrvxlに関して，，z’、．i、’～a；’i≦0．5≦陶〉～％
　　が任意のi，ゴについて成立することから明らかにXl・～Xl，　x2・～x2，2・1，～．Tl，0．5切1，
　　0．5・～Xl，　O．5・x2，0．5・～x2，0．5などはfの内項である．これらの中でfの主項となるの
　　はXl，～XI，0．5だけであり，　fの主項展開はf＝O．5　V　Xl　V～．T’1である．　　　　　　ロ
［定義46］Fuzzy／C論理関数におけるコンセンサスなる概念を定義する．積項α1とα2から生成さ
　　れるコンセンサスの集合を0（α1，α2）と記すことにする．コンセンサスとは，以下のように定
　　義されるタイプP2またはタイプP3の積項の集合である．ある変数Xiに関して，α1＝ωp函
　　（61¢～¢f），α2＝～．Z’i・〔y2（af2¢，X’i）またはα1＝～iV　i．ゴ1（ゴ1¢2’i），a’．2＝．Z’i．ar2
　　（α’2¢～Xi）のとき，
（1）d1・a’2がタイプP2またはタイプP3の積項のとき（frd2∈C（α1，α2）．
（2）dr（∬2がタイプP1の積項のとき0．5・ゴr碗∈C（α1，α2）．
（3）0（α1，α2）は以上で定義されるもののみである．
［例20］α1，α2を2変数の積項とする，
　　　（1）α1＝Xl・～z2，α2＝～Xl・，T2のとき，σ（α1，・a2）＝｛2’1・～．x　ls　X2・～．T2｝．
　　　（2）α1＝0．8・　．T1・・T2，α2＝xl・～x2のとき，0（α1，α2）＝｛0．5・xl｝．
　　　（3）α1＝，r1，α2＝～x1のとき，0（α1，α2）＝｛0．5｝
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口
?
［定理27］Fuzzy／C論理関数f＝α1＞αl　V…〉αmがfの主項展開であるとき，およびそのと
　　きに限り，（1）他の積項に包含されるような積項は存在しない．（2）任意の二つの積項のコ
　　ンセンサスは存在しないか，他の積項にα‘（’i＝1，2，…，m））に包含される．
　　（証明）本定理は，ファジィ論理関数に関して証明されている文献［9］の定理4に対応し，タ
　　イプP1，タイプP2およびタイプP3の積項に対して同様の手法により証明できる．　ロ
　定理27に基づき，コンセンサスの概念を用いて，任意の加法標準形で表現されたFuzzy／C論
理関数の主項展開を求めるためのアルゴリズムが得られる．
［アルゴリズム3］
（Step1）fを加法標準形に展開する．
（Step2）他の積項に包含される積項を省略する．
（Step3）任意の二つの積項を選び出し，コンセンサスを求める．もし，コンセンサスが存
　在しないか，または，得られたコンセンサスに含まれる積項すべてが，fの他の積項に
　包含される場合はStep4へ．それ以外の場合は，／に得られたコンセンサスに含まれる
　全ての積項を加えてStep2へ．
（Step4）得られた式はfの主項展開である．
（アルゴリズム終）
［例21］2変数のFuzzy／C論理関数∫＝xl・～．z’2＞～τ1・x2の主項展開を求める．例20（1）よ
　　りσ（Xl・～X2，～1’1・．Z’2）＝｛2’1’～a’1，¢2・～ω2｝であることから，主項展開はfニXl・～X2＞
　　～Xl．．T2V餌r～x1Vx’2・～．T2となる．　　　　　　　　　　　　　　　　　　　　　ロ
［例22］1変数のFuzzy／C論理関数∫二，z’1　V～τ1の主項展開を求める．　fに現れる積項は，z’1お
　　よび～Xlのみであり，0（，Tl，～，Xl）ニ｛0．5｝である。0．5は．Tl，～，z’1に包含されることはない．
　　よって求める主項展開はノ＝O．5　V　Xl＞～z1である．　　　　　　　　　　　　　　ロ
　Fuzzy／C論理関数∫において，主乗法標準形を構成している各和項は，それ自体を一つのFuzzy／C
論理関数と見なすと，一つの定数と，一文字からなる複数の積項の和として表現されていると見
なすことができる．
［定義47］主乗法標準形で表現されているFuzzy／C論理関数f＝　Pi　’rs2・・…β‘（ただしβ、はタイ
　　プC1の定数付き単和項，タイプC2の定数付き最大項またはタイプC3の定数付き相補最
　　大項）の各廟を一つのFuzzy／C論理関数と見なし，アルゴリズム3により主項展開を求めた
　　ものをβ、とする．このとき∫＝β1・fi2　’…・β‘をFuzzy／C論理関数の新しい標準形一P一
　　乗法標準形一として定義する．P一乗法標準形に含まれる和項をP一和項と呼ぶ，†□
　tp一はprimeを意味する．
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　主乗法標準形が，定理23により一意に表現できるFuzzy／C論理関数の標準形であることから，
P一乗法標準形も，与えられたFuzzy／C論理関数に対して一意に定まる標準形である．
［例23］2変数の場合，
　　　（1）O．8　r　Xi　・～x2はタイプP1の定数付き単積項である．
　　　（2）0．3・～．z’1は，タイプP2の定数付き一単積項であり，　e．3〈0．5≦2・i　V～．z’iが成立するこ
　　　　　とから二つの定数付き最小項の和に展開できる．
0．3・～ごむ1　　＝　　0．3・～．Tl・（．T2　V～x2）
　　　　　ニ　　 O．3・～二じ1　・ごじ2VO．36～二じ1　・～二じ2
（3）．z’2・～．z’2はタイプP3の定数付き相補項であり，．z’i　’～．z’i≦0．5≦紛V～％が成立する
　　ことから，二つの定数付き相補最小項の和に展開できる．
・z’Q・～2’・2ニ＠1V～Xl）・．v’　t2・～忠2
　　　　＝　　 餌1　’2’2°～ユコ2V～：む1　’・z’2’～x2
（4）0．2＞x’1V～τ2はタイプClの定数付き単和項である．
（5）0．7＞～ω1はタイプC2の定数付き単和項であり，．Xi・～2’i≦0，5＜0．7が成立すること
　　から，二つの定数付き最大項の積に展開できる．
0．7＞～Xlニ　　O．7V～ユ：1　V（ごむ2・～x2）
二＝ @　（0・7＞～・z’1＞・x’2）・（0・7V～Xl＞～．x’2）
（6）x2　V～τ2はタイプC3の定数付き相補和項であり，．z’i・～x’i≦05≦鞠v～鞠が成立す
　　ることから二つの定数付き相補最大項の積に展開できる．
X2＞～，Z’2＝（Xl・～Z’1）＞X2＞～．T2
　　　　　＝（Xl＞x2　V～・T2）・（～x1＞x2・V～x2）
口
［例24］2変数のFuzzy／C論理関数f＝O．8・，Tl・～x2　V　O．3・～xl　v　x2・～x2は加法標準形であり，
　　例23（2）（3）により，この関数の主加法標準形は，∫＝0．8・，1’1・～a’2＞0．3・～．xl・ωv2　VO．3・
　　～xl’～x2　v～2’1・．z’2・～x2となる．同様に2変数のFuzzy／C論理関数g＝（0．2＞xl　V～x2）・
　　（0．7＞～．x’1）・（．T2　V～，z’2）は乗法標準形であり，例23（5）（6）により，この関数の主乗法標準
　　形はg＝（0．2V¢1＞～x2）・（0．7V～x1＞調じ2）・（0．7＞～．TIV～．z・2）・（ω1V吻〉～x2）・（～鋤V鋤V～ω2）
　　となる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
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［例25］例24のg＝（O．2＞xlV～x2）・（0．7＞～，z’1＞ω2）・（O．7　V～．z’1V～の2）・（2’1Vω2＞～．z’2）・
　　（～．x’1　V　x2　V～．T2）は2変数の主乗法標準形で表現されたFuzzy／C論理関数である・この関
　　数のP一乗法標準形はg二（0．2V笥V～．x2）．（0．7＞～，z’1＞，T2）．（0．7＞～xl＞～ω2）．（O．5＞
　　XlV¢2＞～x2）・（O．5V～．z・1＞，z’2＞～a’2）である．　　　　　　　　　　　　　　　　ロ
　例25からも明らかなように，主乗法標準形に現れるタイプC1，タイプC2の和項は，それ自体
既に主項展開になっている．またタイプC3の和項に関しては，主乗法標準形に現れたタイプC3
の和項に定数0．5を加えたものとなっている．これらのことからP一乗法標準形を求める以下の
アルゴリズムが得られる．
［アルゴリズム4］
（Stepl）ノの主乗法標華形を求める，
（Step2）主乗法標準形に現れるすべてのタイプC3の定数付き最大項和項にO．5を加える．
（Step3）得られた式はノのP一乗法標準形である．
（アルゴリズム終）
4．3　ファジィ論理におけるNelsonの定理
本節では，2値論理におけるNelsollの定理をファジィ論理，特にFuzzy／C論理関数に適用で
きるよう拡張する．
［補題20］主項展開で表現されている二つのFuzzy／C論理関数／1＝α1＞α2＞…〉αm，　f2；
　　fii　v　rS2　v…〉βπ（ただしαi，βゴはそれぞれfi，ノ2の主項）とし，ノb＝ノ1・f2＝（αl　vα2＞
　　…V　am）・（β1＞β2＞…Vβπ）を加法標準形に展開してfo＝orl　V　72＞…V　or。（’ri¢orゴ，
　　i≠」）を得たとする．このとき，or1＞or2　V…＞7。はfoの主項展開である．
　　（証明）foの主項Cがツ1　V　72　V…Vツ、に含まれないと仮定する．このとき，以下の条件が成
　　立していなければならない．
（CondL20．1）ζ≠7ゴ（乞＝12，…tS）
（Cond　L20．2）く≦foかつく＜φ≦foとなるような積項φは存在しない．
一方，＜≦fo＝ノr／2であることから，＜≦ノ1かつζ≦f2である．／1＝α1＞α2　V…＞a’m
はノ1の主項展開であることから，あるiが存在して（≦αi．同様にf2＝β1＞β2＞…〉底
は主項展開であるから，ある」が存在してぐ≦βゴ．したがって，（≦ai　’　fiゴである．
（Cond　L20．3）tyl＞72　V・”V　7。は∫i・f2を展開することによって得られた加法標準形
　である．
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このことから，あるkが存在して，以下の二つの条件の一方が成立する．
（Cond　L20・4）ζ≦α、・β2＝7k
（Cond　L20．5）（≦αi・βゴ＜7k
しかしながら’Yk≦foであることから（Cond　Ll．5）の場合，（Cond　L20．2）に矛盾する．即ち，
ぐが主項であることに矛盾する，したがって，（Cond　L20．3）と（Cond　L20．4）から（＝Orkで
ある．しかしながら，これは（Cond　L20．1）に矛盾する．以上により，　foのすべての主項は
or1　V　72＞…V　7sに含まれる．
逆に，or1＞72＞…＞cr，にfoの主項でない積項が含まれていると仮定する．　or1＞or2＞…＞ors
には，foのすべての主項が含まれているので，ξ≦or。となるような，あるiが存在する。ま
たξは主項ではないからξ〈・riである．したがってξは必ず一）・iに包含され省略されてしまい，
加法標準形71V72＞…V7sに含まれることはない，したがって71＞72＞…V7、にfoの主
項でない積項は含まれない．　　　　　　　　　　　　　　　　　　　　　　ロ
［定理28］　（ファジィ論理におけるNelsonの定理）
　　f＝fi1　’　fi2　’…・β‘をP一乗法標準形で表現されたFuzzy／C論理関数とする（ただしβ｛はf
　　のP一和項である）・fを加法標準形に展開してf＝71＞72＞…＞7s鰍¢7ゴ，　i≠」）を
　　得たとする．このとき71＞ツ2　V…＞7sはfの主項展開である。
　　（証明）ノ＝βrβ2…一β己に含まれる各和項βごを一つのFuzzy／C論理関数と見なすと，そ
　　れは主項展開になっている．補題20よりβ，　・　fi2を加法標準形に展開したものは主項展開で
　　ある．その結果とβ3の積を加法標準形に展開したものも主項展開である．これを川頁次β‘まで
　　繰り返すことにより得られたorl　V　72　V…V7，はノの主項展開である．　　　　　　　日
［例26］例25の関数gの主項展開は，g＝～zl・～．T2　V　O．7・～．T2＞O．7・xl・x2　V　O．5・xl　V　O．2であ
　　る．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
定理28により，Nelsonの定理の本質的な部分の証明が与えられた．しかしながらFuzzy／C論理
関数／のP一乗法標準形は，ノの乗法標準形の中で最も和項数が多く加法標準形に展開する際，多
くの手数を要する．これをできる限り回避するため，以下ではより和項数が少ない乗法標準形か
ら，定理28と同様なfの主項展開を求めるための手法について考察する．
［補題21］／，9をFuzzy／C論理関数とし，　J（＝α1　Vα2　V…vαtを9の主項展開とする（ただし
　　aiは9の主項）．またβをタイプC2の和項とする．　f＝9・fiなる関係があるとき，　fを加法
　　標準形に展開してf＝71V72＞…V　7sを得たとする．このときO“lVツ2＞…〉ツ。はfの主
　　項展開である．
　　（証明）βがタイプC2の定数付き最大項である場合は補題20により，本補題は成立する．β
　　が定数付き最大項でない場合を考える．問題を小さくするために．βは一つの変：lc　Xkのみ
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を含まないとして証明する．βはタイプC2の和項であることからβ＝pvβoと表せる（た
だし，pはp＞0．5なる定数であり，βoは互いに相補的でない文字の和である）．このとき，
β＝β〉凱・～籟＝（1）＞f30　V　x・k）・（1）〉βOV～．z’　k）のようにβは定数付き最大項の積に展開で
きる．このとき，
　　　　　　　　　　　　ノ　　　 　　ノ＝9・（PVβo＞Xk）・（PVβOV　Xk）　　　　　　　　　　　　　　（4」）
を加法標準形に展開したものは，補題20よりfの主項展開となる．ファジィ論理では結合
律が成立することから展開の順序には依存しない．よって（4．1）式の後ろの二つの和項か
ら展開する．（pVβOV媒）・（7）　V　fiO＞～．z’k）＝PVβOV鰹・～Xkなので
∫ニ（α1vα2＞…〉α、）・（1）〉β゜＞Xlt・噸）
　＝　　（α1Vα2V・－Vα∂・PV（α1＞α2V…　Vαの・βo
　＞（α1＞α2V…〉αt）・Xk・～．z’k （4．2）
（4．2）式においてfi＝（α1＞α2＞…Vα∂・p，／2＝（α1　Vα2＞…Vαt）・fio，　f3＝（α1＞α2V…＞
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　tαt）・Xk・～Xkとする．　fiを加法標準形に展開するとfi二（α1　vα2＞…〉αt）・p＝V（p・αi）と
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1　　　　　　　　　　　　　　　　　　tなり，f3＝（αl　vα2＞…vαt）・．z’k・～，TkニV（αi・，z’k・，z’k－）となる．ここで，　P＞o．5≧．Tk・～，x’k
　　　　　　　　　　　　　　　　　　どニユなる関係があることから，すべてのゼに対してp・ai＞叫吻ぺ～．Xkが成立する．したがっ
　　　　　　　　　　　　　　　tてfの主項展開を求めるための式fを加法標準形に展開したとき，f3を展開したときに得ら
れる積項は，すべてfiの積項に包含され，すべて省略される．したがって，
1＝∫1vノ、
　＝（α1Vα2V…〉α、）・pV（α1＞α、〉…Vα、）・β゜
　＝（α、Vα、V…〉αの・（pVβ゜）＝9・β＝∫ （4．3）
となり，∫を加法標準形に展開したものはfの主項展開となる．βに：e　k一以外の変数が含まれ
ない場合も同様に証明できる．　　　　　　　　　　　　　　　　　　　　　　　　口
［補題22］／，gをFuzzy／C論理関数とし，　g＝αl　vα2＞…vαtをgの主項展開とする（ただしai
　　は9の主項）．またβをタイプC3の和項とする．　f＝9・βなる関係があるとき，9・（0．5＞β）
　　を加法標準形に展開してツ1＞or2　V…Vツ。を得たとする．このときtyl＞ty2　V…〉㌔はfの主
　　項展開である．
　　（証明）βがタイプC3の定数付き相補最大項である場合，0．5VβはP一和項となり，補題20
　　により，本補題は成立する．βが定数付き相補最大項でない場合を考える．問題を小さくす
　　るために，βは一つの変数Xkのみを含まないとして証明する．βはタイプC3の和項である
　　ことからβ＝（0．5vβ＞a’k）・（0．5＞βV～．z’k‘）とP一和項の積に展開できる，このとき，
?
f＝g・（0．5＞β＞Xk）・（α5　VβV～．z’k） （4，4）
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を加法標準形に展開したものは，補題20よりfの主項展開となる．（4．4）式の後ろの二つの
和項を展開すると（0・5＞β〉．z’k）・（0．5＞βV．z’k）＝0．5　VβV躁・tV，z’kなので
！　＝　　（α1＞α2V…　Vα∂・（0．5VβVxκ・～ωk）
　＝（α1＞α・〉…Vα、）・0．5＞（αIVα2＞…Vα、）・β
　〉（α1Vα2　V…Vα∂・Xk・～Xk一 （4．5）
（4．5）式においてfiニ（α1＞α2＞…Vαt）．0．5，　f2＝（α1＞α2　V＿Vα∂。β，　f3＝（α1　V　（12＞
’；°V　at）’x・’～・Th　tする・∫1・黛加法髄形に闘脆とf・　＝（・・V・・V…・・t）…5－
〉（o・5・αi）・f3・＝（α1＞α2　v…〉α∂・Xk・Xk．＝V（αi・，z・k・～，Tk）となる．ここで，
i＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ゴニユ
0．5≧Xk・～．Tkなる関係があることから，すべてのiに対してO．5・ai≧αi・Xk・～2’kが成立
する・したがってfの主項展開を求めるための式fを加法標準形に展開したとき，f3を展開
したときに得られる積項は，すべて！1の積項に包含され，省略される．したがって，
1ニノ、Vf2
　＝（α1Vα2V…Vα∂・0．5V（α1Vα2＞…〉α∂・β
　＝（α1＞α2＞…V・at）・（0．5＞β）＝9・β＝∫ （4・6）
となり，ノを加法標準形に展開したものは，fの主項展開となる．βに．Tk以外の変数が含ま
れない場合も同様に証明できる．　　　　　　　　　　　　　　　　　　　　　　ロ
［定理29］Fuzzy／C論理関数fの任意の乗法標準形f＝β1・β2・…・βご（ただしβごは和項）が与
　　えられたとき・もし・盈がタイプC1またはタイプC2のときはβ≠ニβi，β‘がタイプC3
　　であるときはβ’＝　O．5　V　fiiとおく．このときfii”　fii　‘…・β才を加法標準形に展開したもの
　　は／の主項展開である．
　　（証明）タイプC1の和項は，　fのP一和項であり，それ自体主項展開である．タイプC2の和
　　項に関しては，補題21により主項展開を求める際には定数付き最大項の積に展開する必要は
　　ない・同様にタイプC3の和項に関しても定数付き相補最大項の積に展開する必要はないが，
　　補題22より定数0・5を加える必要がある・以上のことから定理28と同様にβ指β掛…・βナ
　　を加法標準形に展開したものは∫の主項展開である，　　　　　　　　　　　　　　ロ
［例27］例24の乗法標準形で表現された2変数のFuzzy／C論理関数y＝（0．2V竃1＞～．z’2）・（0．7＞
　　～Xl）．（x2　V～x2）に定理29を適用する．この関数においてタイプC2の和項は0．7　V～Xl，
　　タイプC3の和項はx2　V～x2である．したがって主項展開を求めるためには和項数3であ
　　るgMO．2＞xlV～．z’2）・（0．7V～．z’1）・（0．5＞．T2＞～x2）を加法標準形に展開すれば良い．加
　　法標準形に展開した結果は9＝～，1’1・～．T2　V　O．7　・～x’2　VO、7・xl・　x2　V　O．5・xlVO．2となり，
　　例26の和項数5の関数を展開した結果と一致する．．　　　　　　　　　　　　　　ロ
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　以上の議論から，より少ない和項数の乗法標準形から主項展開を求めるためのアルゴリズムが
得られる．
［アルゴリズム5］
（Step1）与えられたFuzzy／C論理関数fを乗法標準形f＝β1・β2…・・β¢で表現する．
（Step2）防とβmがタイプC2の同じ定数を持つ和項であり，βe＝鞍Vβ2，β。，＝～．T、〉
　　鴎（ただしβ2，鴎は文字と定数の和であり，β2，β鑑は同じ定数を持つ）であるとき，
　　（β2＞β鋤をfの新たな和項として加え，fからβ2，β鑑を取り除く．
（Step3）β2とβ鑑がタイプC3の同じ定数を持つ和項であり，β4＝Xi＞β2（β2¢N　．Ti），
　βm＝～Xi＞β鑑（｝B9，　¢　x、）（ただしβ2，β鑑は文字と定数の和であり，β2，β鑑は同じ
　　定数を持つ）であるとき，（0．5＞β2＞β鋤をfの新しい和項として加え，／からβ2，β鑑
　　を取り除く．
（Step4）以上で求められた乗法標準形を加法標準形に展開する．求められた加法標準形が
　主項展開である．
（アルゴリズム終）
［例28］乗法標準形で与えられた4変数で和項数6のFuzzy／C論理関数
∫　　＝　　（0．2＞Xl＞～2’2）・（0．2　V～x1）
　　。　　（0・7＞x2Vx3＞x4）・（0．7V．T2V～τ3＞x4）
　　・　（2’1＞x3＞～・T3）・（～．z’1＞x3　V～x3）
はアルゴリズム5のStep2～Step3により和項数4の乗法標準形
（4．7）
∫　　＝　　（0．2＞Xl＞～x2）・（0．2＞～Xl）
　　・　　（0・7＞x2＞・T4）・（0．5＞，z’3　V～x3）
となる．（4．8）式を加法標準形に展開することにより主項展開が得られる．
（4．8）
?
4．4　定数付きファジィ節展開法
　定理28のβ1・β2－…β粛よび定理29のfii”　rli　’…・βナにおいて，ファジィ論理では結合律が
成立するため，いかなる川頁序で展開してもすべての主項が得られる．これは2値論においてJ．R．
Slagleらが用いた手法［39］や，上林らが用いた節展開法［40］と同様，展開の順序を考慮すること
により，高速な展開アルゴリズムに改良することができる。また，山口により，上林らの節展開
法は，ファジィ論理関数対して，最簡形式を求めるための中間のステップとして拡張され，ファ
ジィ節展開法［41｝が考察されている．本節では，ファジィ節展開法のアイデアをもとに，節展開
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法をFuzzy／C論理関数の主項展開のために拡張する．これは4・3節アルゴリズム5のStep4を効
率良く行うことを目的としている，以降，ここでの提案手法のことを定数付きファジィ節展開法
と呼ぶことにする．
［補題23］αをタイプP2またはタイプP3の積項，βをタイプC2またはタイプC3の和項とす
　　る．このときα・β＝αである．　　　　　　　　　　　　　　　　　　　　　　（証明略）
　補題23は，節展開を行う際，展開を行う節点に至る道にO．J「以下の定数またはr相補的な文字
．riおよびrvXiが既に現れている場合は，展開を行う節点においてタイプC2およびタイプC3の和
項は消去しても良いことを示している．このこととアルゴリズム5から，定数付きファジィ節展
開法のアルゴリズムが得られる．
［アルゴリズム6］（定数付きファジィ節展開法）
（Step1）～（Step3）アルゴリズム5と同じ．
（Step4．1＞Step3で得られた関数の各和項を構成する文字の集合を集めたものを節点とす
　　る．この節点は木の根になり，非終端節点である，
（Step4．2）木の非終端節点をSとする．
　　（S1選択）もしSに至る直前の枝の文字が定数（≦0．5）であった場合，5からタイプ
　　　　C2以外で，かつタイプC3以外の和項で文字数最小，頻度和最大の和項を選び，
　　　　それをβ〔，とする．
　　（S2選択）もしSにそれ以前の枝の変数の文字の否定（xtか～Xi）を持つ和項が存在
　　　　し，更にこの和項以外にタイプC2またはタイプC3の和項があれば，この，z’iか
　　　　・vXiを持つ和項をβoとする，このような和項が複数ある場合には，それらの内で文
　　　　字数最小，頻度和最大の和項を選ぶ．
　　（S3選択）S1，　S2選択に該当しない場合は，　Sから文字数最小，頻度和最大の和項を
　　　　選び，それをβoとする．
　　以上で選ばれたβoに含まれる文字を，頻度順に並べたものをOsとする，ここでOs＝
　　〈Ll，　L2，…，Li，…〉と記す．ただし，各Liはラベルである．
（Step4．3）51から枝出しを以下のように行う．
　　（a）SよりOsの順位の高い文字から枝出しを行い，その枝にはLiとラベルを付ける．新
　　　　しい節点Sk（Li）は，　Liを持つ和項を消去し，更にSl，　S2選択のときには，　Sk（Li）
　　　　の中のすべてのタイプC2またはタイプC3の和項も消去する（補題23による）．
　　　　Sk（Li）が空ならば有効節点とする．
　　（b）Sk（Li）より，　Ll，L2，…，Li＿1を取り除く・この結果，空となる和項があれば無効
　　　　節点とする．
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　　（c）操作（a），（b）の結果，有効節点でも無効節点でもなければ，その節点は非終端節
　　　　点である．
（Step4．4）枝出しされていない非終端節点が無くなるまで，　Step4．2，　Step4．3を繰り返す，
（Step4．5）得られた木について，根から有効節点へ至る道に付けられた枝のラベルとなっ
　　ている各文字の積を，すべての有効節点について求める，これらはすべてfの内項で
　　あり，他の項に包含されるものをすべて取り除けば，残ったものがfのすべての主項
　　である．
（アルゴリズム終）
［例29］例28の（4．7）式の4変数のFuzzy／C論理関数ノの主項展開を求める．アルゴリズムStepl
　　～Step3の結果は，既に（4．8）式で求められている．この式の加法標準形への展開をアルゴ
　　リズム4のStep　4．1～Step　4．5にしたがって求めたのが図4．1である．生成された内項の数は
　　9であり，このうち主項の数は8である．主項展開は，f＝～Xl・～2’2・～x3・z’4　V～z’1・～．z’2．
　　x3・x4VO・7・～・Tl。～・z’2・～・T3VO・7・～x1・～z’2・x3VO・5。～・z・1・～，z’2VO．2V～xl・x2・～x2＞τ1・～ω1
　　となる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　本章では，論理関数のキューブ表現を基に主項展開を考察している．グラフ表現（例えばBDD［43，
44］，TDD［42］，　MDDのような表現）に基ずく主項展開の考察も考えられるが，ここでは割愛
する．
4．5　最簡形式
　前節までは，乗法標準形で表現されたFuzzy／C論理関数から主項展開を求める手法について考
察してきたが，本節では，任意のFuzzy／C論理関数fの主項の集合から，ノを表現する最小の主
項の組み合わせ一最簡形式一を求めるための議論をする．
［定義48］Flzzy／C論理関数∫の加法標準形の中で，（1）積項数最少，（2）文字数最少という優先
　　順位で条件を満たすfの加法標準形を最簡形式という．　　　　　　　　　　　　　　ロ
最簡形式は一般に一意に表現されず，複数の表現がある場合がある．
［定理30］Fuzzy／C論理関数の最簡形式は主項の和で表現される． （証明略）
［定義49］Fuzzy／C論理関数fのいかなる最簡形式にも含まれる主項を必須項といい，　fのいか
　　なる最簡形式にも含まれない主項を不必要項という．　　　　　　　　　　　　　　ロ
［定理31］Fuzzy／C論理関数fの任意の加法標準形に含まれるタイプP1の積項は，すべて必須
　　項である．
　　（証明）文献［10］の定理16と同様に証明できる．　　　　　　　　　　　　　　　　　ロ
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0．2
　s1（～x1）
　　　　XJ
（0．2，κ1，～κ2）
　　　　　　　　　　　　　　　o：valid　terminator　（0．2，～κ1）
（0．7，κ2，κ4）
（0。5，x3，～κ3）　　Os＝＜0・2・～κ1＞
　　　　　　　　　～x1
Os、　＝＜κバκ2＞
S2（－x2）儲剛。s2－＜。．7，　x2，x4＞
　　　　　　　　0．7　　　　κ2　　　　　κ4
S3（°°y！（。．5，　x3，一　x3）｝S3（Xl＊（・．5，　x3，－x3）｝
　　　　　　　　　　　　　・一　x3　　0．5　　　～κ30．5
　　　　　　　×3
　　　　　　　　　　図4．1：定数付きファジィ節展開法
一般に，論理関数／の最簡形式はt以下の二つのステップを通して求められる．
（1）∫のすべての主項の集合を求める．
（2）fを被覆する最少数の主項の組み合わせを見いだす．
しかしながら，（1）のステップにおいて，不必要項となる主項は，最簡形式を求める際には不要で
ある．したがって，（1）のステップを以下のように置き換えても良いことになる．
（1’）／のすべての主項にうち，不必要項をなるべく含まない∫の主項の集合を求める．
本章の4．4節までは，乗法標準形で与えられた任意のFuzzy／C論理関数の主項展開，即ち，すべ
ての主項の集合を求める手法について議論してきたが，本節では，最簡形式を求めるのを前提し
て，（1’）のステップを中心に議論する．
［補題24］f，gをFuzzy／C論理関数とし，　g＝α1　vα2　v…vαtをgの主項展開とする（ただし
　　aiは9の主項）．またβをタイプC3の和項とする．　f＝9・βなる関係があるとき，ノを加法
　　標準形に展開してf＝　7i　V72＞…V7、を得たとする．このとき71　V72　V…V　tysは∫の主
　　項の和である，もしfの主項70がorl　V　72　V…V7。に含まれていない場合，70はfの不必要
　　項である．
　　（証明）βがタイプC3のP一和項の場合は，補題20によりツ1＞cr2＞…vツ，はfの主項展開
　　となるので本補題は成立する．βがP一和項でない場合は，以下の二つ条件の少なくとも一
　　方が成立する．
（Cond　L24．1）βに変数Xkが存在しない．
（Cond　L24．2）βは定数0．5を持っていない．
（Cond　L24．1）のみが成立する場合は，補題22で証明された事実に相当するので，本補題で
は（Cond　L24．2）が成立する場合を証明すれば十分である．βはタイプC3の和項であること
から，少なくとも一組の相補的な変数の和鞠〉～」，ゴを持つ．したがってβ＝βo＞賜v～zゴ
とおける（ただしβoはβからxゴ　v～¢ゴを取り除いた和項である）．このとき，加法標準形に
展開したときにfの主項展開を与える論理式f＝9・（0．5Vβ）を考えると，この式は（4．9）
式のように展開される．
1　＝　9・（0．5Vβ）
＝（αIVα2V
ニ（α1vα2＞・
V（α1＞α2V
v（α1＞α2＞
…　　Vαt）・（0．5Vβo＞¢ゴV～xゴ）
・・ uα∂・O．5
…vα、）・β゜
…vα‘）・（鐙」V～・T」） （4．9）
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（4．9）式の最終式を三つの部分に分けノ1，f2，　f3とするとfi＝（α1＞α2＞…〉αt）・O．5＝
t　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　t
V（o．5・　afi），ノ2＝（α1vα2　v－・vαt）・βo二　V（βo・αの，　f3＝（α1　vα2　v’°’〉αの畳（ωコv～％）＝
i＝1　　　　　　　　　　　　　　　　　　　　　　　　　　　i＝1
t
＞（（Xj　V～Xj）・αi）となる．¢ノV～の3≧0．5が常に成立するので，（xゴ〉～⑭ゴ）・ai≧〔〕．5・αiで
iニ1
ある，したがってflを構成する論理式は，すべてf3を構成する積項にカバーされることに
なる．したがってflを展開したときにfの主項が生成されたとしても，それは不必要項とな
る．以上よりf2vf3＝（α1＞α2V…〉α‘）・βo＞（α1＞α2V…Vαt）・（蛎V～Xo）＝g・β＝∫
であることから，本補題は成立する．　　　　　　　　　　　　　　　　　　　　ロ
［定理32］f＝β1・fi2　・…・β‘を乗法標準形で表現されたFuzzy／C論理関数とする（ただしβ‘は
　　和項である）．／を加法標準形に展開してf＝or1＞72＞…V7，（Oti¢ッゴ，　i≠のを得たと
　　する．このとき71V72＞…V7、はfの主項の和である．もしfの主項70が71　V　72　V…V7s
　　に含まれていない場合，70はfの不必要項である．
　　（証明）β、がタイプC1であるとき，βiはP一和項である．β1，β2，…，β‘のからタイプC1の
　　和項を選び出し，それらを加法標準形に展開したものは主項展開である．次にβ1，β2，…，β‘
　　からタイプC2の和項を選び出し，それらを先に求めた主項展開と順次積をとり，加法標準
　　形に展開したものは，補題21により主項展開となる．更にβbβ2，…，βオからタイプC3の和
　　項を選び出し，それらを先に求められた主項展開と順次積をとり，加法標準形に展開してい
　　くと，最終的に求められた加法標準形は，補題24により主項の和となる．もしfの主項で，
　　得られた加法標準形に含まれないものがあれば，それは不必要項である．　　　　　ロ
　定理32にもとづき，以下のようなFuzzy／C論理関数の最簡形式を求めるアルゴリズムが得ら
れる．このアルゴリズムのStep7は最小被覆を求めるものであるが，定理31から，タイプP1の
定数付き単積項は必須主項であることから，タイプP2およびタイブP3の積項のみに対してのみ
最小被覆を求めている．
［アルゴリズム7］
（Stepl）与えられたFuzzy／C論理関数fを乗法標準形∫＝β1・β2・…・β‘で表現する．
（Step2）X3eとβmがタイプC2の同じ定数を持つ和項であり，　fie　・　xi＞β2，βm＝～Xi＞β亀
　　（ただしβ2，鴎は文字と定数の和であり，同じ定数を持つ）であるとき，（β2＞βg、）を
　　fの新たな和項として加え，fからfie，βmを取り除く．
（Step3）fieとβ隅がタイプC3の同じ定数を持つ和項であり，防＝xt　vβ2（β2¢～．Ti），
　βm＝～x｛　v　fi9，（β残¢，Ti）（ただしβ2，β銭は文字と定数の和であり，同じ定数を持
　　っ）であるとき，（β2Vβ船をfの新しい和項として加え，　fから5e，βmを取り除く．
（Step4）アルゴリズム6のStep4．1～Step4．5により／を加法標準形に展開し，　f＝η1　V
　η1V…Vη．〉ξlVξ2V…V　Cbを得る．ただし，ηiはタイプP1の積項，ξゴはタイプP2
　　またはタイプP3の積項である．
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（Step5）ノを主加法標準形で表現する．ここで得られた論理式をf＝η1＞ηl　V…〉η．〉
　　ぐ1＞ζ2V＿〉ζ。とする．
（Step6）〈1，〈2，…，〈。をすべて包含するような最も簡単な組み合わせをξ1，ξ2，…，ξbから選
　　　び出す（最小被覆問題）．ここで選び出された積項をψ1，ψ2，…，ψdとする．
（Step7）f＝η1＞ηlV…〉η、〉ψlVψ2＞…Vψ4が求める最簡形式である。　（アルゴリ
　　ズム終）
［例30］例28（4．7）式の4変数のFuzzy／C論理関数fの最簡形式を求める．
　　　　より
Step1～Step3　1こ
　　　　　　　　　　　　　　　　　f　　＝　　（0．2VXIV～x2）・（0．2Vrv　，T1）
　　　　　　　　　　　　　　　　　　　　・　　（0．7V，1’2　V　2’4）・（2’3　V～x’3）　　　　　　　　　　　　　　　　　　（4．10）
を得る．Step4において（4．10）式を定数付きファジィ節展開法により展開したのが，図4．2
となる。これによって得られるfの主項の和は
　　　　　　　　　　　　　∫＝～・．Tl　’～τ2・～X3・X4＞～Xl’～X2　’　X“3・Z’4
　　　　　　　　　　　　　　　　＞　　0．7・～Xl・～x2・～x3＞O．7・～Xl・～，z’2・x3
　　　　　　　　　　　　　　　　＞　　0．2＞Xl・～必1　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（4．11）
となる．Step5において（4．1ユ）式を主加法標準形で表現すると（4．12）式を得る．
＝???????
〜
～・Xl　’～ユ；2’～x3’x4　V～x1　’～・z’2’ユナ3°x4
0．7・～Xl・～．z’2・～．z’3VO，7・～．T1・～．r2・ごむ3
0．2・x1・x2・x3・x4VO．2。xl・．T2・x3・～．T4
02・．z‘1・τ2・～x3・x4VO．2・x1・コじ2・～x3・～x4
0．2・2’1・～π2・x3・x4VO．2・Xl～2・x3・～x4
02・．x’1・～．T2・～，z’3・z4＞02・．z’1・～ω2・～2’3・～z’4
0．2・ω1・x2・¢3・x’4＞0．2・．x’1・x’2・．x3・～2’4
0．2・Xl・x2・～．x’3・x4＞0．2・¢1・．T2・～．1’3．～．T4
a“P°～Xl　’・T2°x3’x4　V　M1　°～Xl°x2’：じ3°～x4
の1　’～ごじ1　’ユコ2　’～X3°【T4
Xl　・～：じ1　°X2°～X3’～2｝4 （4．12）
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　　　　（0．2，κ1，e・一κ2）
　　　　　　　　　　　　　　　　　　　　o：valid　termlnator　　　　　＊（0．2，～x1）
　　s　　　　　（0．7，x2，x4）
　　　　　　（κ3，・－x3）　　　　Os＝：＜0．2，～Xl＞
　0．2　　　　　　　N　XI
　　　　　　　　　　＊（9ECS、，－x2）
　　　S「7（～x7）　　（0・7，κ2，κ4）
　　　　　　　　　　　　（x3，一　x3）Os1　＝＜κバκ2＞
　　　　　　x1　　　　　　　　　　　　　　　　～X2
S2（一　x2）撫欝）｝。s，　＝＜・．7，　x2，　x4＞
　　　　　　　0．7　　　　κ2　　　　κ4
∫3（0．7）／o＊（x3，・一　x3）｝S3（κ41＊い3）｝
　　　　κ3　　　　～κ3　　　　κ3　　　　～κ3
　　　　　　　　　図42：Step4：定数付きファジィ節展開法
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表4．L最小被覆
0．2 ⑳1’～¢1 ～忽1’⑦2°～の2
0．2・欝1　・¢2・z3・偲4
?
0．2・τ1　・¢2’223’～274
》
0．2・⑳1　・記2・～ω3・¢4
?
0．2・¢1・⑦2・～記3・～¢4 v1
0．2。¢1　・～z2°竃3’¢4 v／
0．2・¢1　。～鐙2°記3°～の4
》
0．2・τ1・～コじ2噛～記3°τ4 ～／
0．2・甜1・～τ2’～¢3’～ユ24v／
0．2・鎧1　・記2’¢3°忽4
》
0．2・τ1。⑳2・αコ3・～ω4 〉／
0。2。Zl。¢2・～¢3・αコ4
》
0．2・⑳1・コじ2・～記3・～記44
：む1　’～ごじ1　°ユコ2　°ω3　’の4
》
二じ1　ご～2：｝1　‘ζじ2　8ご～73　9～二じ4 v／
二む1　°～ω1　’”2　°～ユコ3　°ごむ4
》
二じ1　°　～偲1　°擢2　’　～ユナ3　’　～紺4
》
Step6の最小被覆問題は，表4．1のようになる．以上のことからfの最簡形式として（4．13）
式を得る．
f　＝　～・Z’1　’～X2・～X3・　X4＞～，Z’1・～ω2・　．T3・X4
　V　　O．7・～Xl・～．T2・～x3
　V　　O．7・～Xl・～．1‘2・x’3＞0．2 （4，13）
口
4．6　ファジィ論理関数への適用
　4・3節において2値論理において成立するNelsonの定理を，ファジィ論理，特にFuzzy／C論理
関数に対して拡張を行った．定理28は，Fuzzy／C論理関数の集合に対して成り立つものであるか
ら，その部分集合であるファジィ論理関数に対しても成立する．ファジィ論理関数に対してNeison
の定理に類似した手法で主項展開を求めるための考察が文献［38］においてX．H．　Liuによって，
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また文献［36］においてT．P．　Neff　and　A．　1（andelによってなされている・乗法形式で表現された
2値論理関数fを加法形式に展開することにより，∫のすべての主項が求められるというNelson
の定理の意味することのファジィ論理への拡張は，定理28が本質的であり，文献［38］および文
献［36］における手法は，定理28をファジィ論理関数の場合に適用した定理33（後述）から容易
に証明でき，文献［36］，文献［381の定理は定理33の系として容易に証明できる（系1，系2）．
本節では，これらの事実について示す．また，最後に最簡形式についても言及する．
　ファジィ論理関数の定義は，2章2．4節の定義19で既に以下のように示されている．
真理値の集合をV＝［O，　1］とする，以下のような論理式で表現されるvnからVへの
写像をn変数のファジィ論理関数という．
（1）定数0，1，変数a・i（i＝1，2，…，n）は論理式である．
（2）F，Gが論理式であるとき，～F，　FG，　F＞Gも論理式である．
（3）以上で定まるもののみが論理式である．
ここで論理演算は．2’，tJ∈Vのとき～τ＝1→，，z・　・y＝min（．T，tJ），，x＞y＝　max（．z’，y）
と解釈する．
［例31］ノニXl・～x2＞x3・～x3は3変数のファジィ論理関数である． 口
　ファジィ論理関数は，2値論理関数と同様，定数として0，1以外のものは持たない．また積項
（和項）は定義39におけるタイプP1とタイプP3（タイプC1とタイプC3）のみである．ファ
ジィ論理関数におけるタイプP1の積項を単積項（タイプC1の和項を単和項），タイプP3の積
項を相補項（タイプC3の和項を相補和項）という．また，相補項（相補和項）ですべての変数を
持つものを相補最小項（相補最大項）という．任意の相補項（相補和項）は相補最小項の和（相
補最大項の積）に展開できる．
　ファジィ論理関数においても，P一乗法標準形，主項，主項展開は，　Fuzzy／C論理関数と同様
の定義である．また，ファジィ主加法標準形，ファジィ主乗法標準形のことを，以下では，それ
ぞれ主加法標準形，主乗法標準形と，誤りの恐れのない限り略記する．
［補題25］任意のファジィ論理関数において，その主乗法標準形はP一乗法標準形と一致する．
　　（証明）ファジィ論理関数を表現する論理式には定義19（1）からわかるように定数として
　　0．5を含むことはない。したがって定義46のコンセンサス定義（2）は，
（2・）（il・d2が単積項のとき，賜・～zプd1・（i2∈0（α1，α2）（ただしi≠ゴ）
と置き換えられる［10］．このように定義されたコンセンサスを用いて，ファジィ論理関数を
表現する主乗法標準形の各和項を，それぞれ独立したファジィ論理関数と見なして，主項展
開を求めると，単和項，相補最大項は，すべて主項展開を表しておりP一和項である．した
がってファジィ論理関数においては，主乗法標準形とP一乗法標準形は一致する．　　ロ
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［定理33］（ファジィ論理におけるNelsonの定理：ファジィ論理関数の場合）f＝β1・β2・・…β‘
　　を主乗法標準形で表現されたファジィ論理関数とする（ただしβfは単和項または相補最大
　　項）．ノを加法標準形に展開して／＝71　V　or2　V…V　crs（・）・i¢7ゴ，ゴ≠のを得たとする．こ
　　のとき71＞ツ2＞…V7、はファジィ論理関数ノの主項展開である．
　　（証明）補題25により，fのP一乗法標準形は，　fの主乗法標準形と一致することから，　Fuzzy／C
　　論理関数における定理28がそのまま成立して，71　V　72＞…〉・llsはファジィ論理関数fの主
　　項展開となる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定義50］［38］ノ＝β1・β2・…・βmを変数Xl，2’2，…，2－nよりなる乗法形式とする．このときfi，i
　　が単積項であれば，酵二β‘．凧が相補和項であり，変数銑1，鈎2，…，XiJ∈｛Xl、，　2’2，…，Xn｝
　　が防に現われなければβ’＝X3i　V　Xi1・～・Til　V　Xi2・～Xi2＞…＞Xiノ・evXi、とする・このとき
　　f＝β｛・βを…・β羨をプライム乗法形式（prime　conl’ttnctive　nommal　form）という．　ロ
［系1］［38］f＝　51　・fiぎ…・・β㍍をファジィ論理関数∫のプライム乗法形式とする．　fを加法標準形
　　に展開しf＝71V72　V…＞7、（Oti¢ッゴ，ゴ≠ゴ）を得たとする．このときty1＞72＞…V7s
　　はノの主項展開である．
　　（証明）β適相補和項とし，βiは変数，z’・il　）　，X　i、，…，Xiu∈｛τ1，2’2，…，賜｝を含まないとする．
　　これを相補最大項の積に展開するとβi＝β‘、・βゴ、・…・βご，（ただし角h（ん＝1，2，…，のは
　　相補最大項であり」＝2uである）を得る・β‘、・βf、・…・β‘，を加法標準形に展開すると，
　　βε1．βゴ2．＿．β‘J＝βガVXi1．～Xil＞Xi2．～Xi2　V＿〉．Tiu　’～Xiu＝βiとなる．よって
　　∫＝βかβを…・β㍍を加法標準形に展開したものは，fの主乗法標準形を加法標準形に展開
　　したものと同じであるから，定理33より本系は成立する．　　　　　　　　　　　ロ
［系2］［36］ファジィ論理関数fのある乗法標準形をf＝αrα2・…・α，・βrβ2・…・β‘とする
　　（ただしαiは単和項，βゴは相補和項とする）．このとき，
　　　　　　　　　　　　　　　　　　れ∫ニαrα2…　一α3・（βrβ2・・…　β‘〉（V・z’i・～Xi））
　　　　　　　　　　　　　　　　　i＝1
を加法標準形に展開し，∫＝71V72＞…Vツ1、（’ri¢7ゴ，　i≠ゴ）を得たとする．ツ1＞or2　V…V7u
はノの主項展開である．
（証明）βrβ2・…・防を相補最大項の積に展開した式をβ1・β2・…・β。とする．これを展開
すると系1同様プライム乗法形式βf・βを…・禽を得る．βfにz‘ぺ～Xik（k＝1，2，…，w）
が含まれているとするとβを…・β；にはz’ik，～・r　ikまたは2・ik－・～Xikのいずれかが含まれて
　　　　　　　　　　　　　　　　　　　　　　　　　　　’tびいるはずであるからβf・βを…・禽＝β1・β5・・…rlj　v（〉．z’、ik・～Zのを得る．同様に
　　　　　　　　　　　　　　　　　　　　　　　　　　k・＝1して順次βτ・βを…・駕に含まれるすべての変数の組Xi’～Xi（i＝1，2，…，n）を取り出
すことができるからβ歪・醗・…・劣＝β1・β2・・…　β。V（＞Xi　’～Xi）を得る．したがって
　　　　　　　　　　　　　　　　　　　　　　　　　仁1
f＝αrα2・…・α、・（β1・β2・…・β‘〉（Vx’i　’～Xi））を加法標準形に展開したものは，系1
　　　　　　　　　　　　　　　　　i＝1
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の場合と同様，／の主乗法標準形を加法標準形に展開したものと同じになり，定理33から本
系は成立する．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　定理33にもとづき，ファジィ論理関数ノの主項展開を求めることができる．一方，ファジィ論
理関数の最簡形式を求める場合には，すべての主項を求める必要はなく，いかなる最簡形式にも
現れない主項一不必要項一を生成する必要はない．この場合には，Fuzzy／C論理関数におけ
る定理30と同様にして以下の定理が成立する．
［定理34］f＝βrβ2・…・β‘を乗法標準形で表現されたファジィ論理関数とする（ただしβ｛は単
　　和項または相補項）．ノを加法標準形に展開してノコ71＞72　V…V　or．（’7i¢ツゴ，　i≠ゴ）を
　　得たとする．このときor1＞ty2＞…V　ty、はファジィ論理関tw　fの主項の和である，もしfの
　　主項70が71V72＞…V7。に含まれない場合には，70は不必要項である．
　　（証明）定理30と同様にして証明できる．　　　　　　　　　　　　　　　　　　　ロ
　文献［34，41］では，定理34のような条件のもとでファジィ論理関数fを加法標準形に展開する
と主項展開が求められるとされているが，それは必ずしも成立しない．定理34で示されるように，
得られる加法標準形は必ずしも主項展開ではないからである．この意味で本章では，基本的事実
を明らかにし，十分な条件を与えている．しかしながら定理34および文献［34，41］の手法は最簡
形式を求める際に有効な事実となる．この事実とアルゴリズム6のStep4．1～Step4．5をファジィ
論理関数に適用すると，文献［41］で既に示されているファジィ節展開法となる．
4．7　むすび
　本章では，ファジィ論理の公理系を満たす一般的なモデルであるFuzz．y／C論理関数をもとにし
て議論を行った．そして定理28により，従来より2値論理において主項展開を求めるための基本
的な定理であったNelsonの定理がファジィ論理においても成立することが明らかにされた．ま
た，定理29により，より少ない和項数の乗法標準形からファジィ論理におけるNelsonの定理を
保ちつつ主項展開を求めるための基本的な事実が明らかにされた．またアルゴリズム6において
主項展開を高速に求めるための手法である定数付きファジィ節展開法を示し，定理30およびアル
ゴリズム7により，最簡形式を高速に求めるための手法を明らかにした．本章で得られた事実や
手法は，5章，6章での議論の正当性を保証するために重要な意味を持っている．
　今後の課題としては，本章で明らかにされた事実をもとに，論理関数をBDD，　TDD，　MDDの
ようなグラフ表現を使って，より高速に主項展開，最簡形式を求める手法を開発することである．
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5章
不完全指定ファジィ論理関数の簡単化
5．1　まえがき
　ファジィ論理関数の研究の中で簡単化の問題は，その中で最も古くから研究されてきたものの
うちの一つである．しかしながら，不完全指定ファジィ論理関数の定式化の試みもなされてきた
が，いつれも定式化が不完全であり，明確な定式化は長い間なされていなかった．また，その簡
単化の手法も不完全であった［34，35，　37］．これらの研究の中から，不完全指定ファジィ論理関数
がファジィ論理関数の論理式で表現されるための条件について，菊地向殿［27］により研究がな
され，不完全に指定された入出力関係からファジィ論理関数の論理式を構成する際，論理式が存
在するための条件（実現可能性）と一意に論理式で表現されるための条件（一意性）が明らかに
された．また，不完全に指定された入出力関係から，それらの表す知識を論理式で表現すること
の利点に関して，ニューラルネットワークによる方法，ファジィ推論による方法との比較検討が
なされた［27］．
　一般にファジィ論理関数の工学的な応用（例えば，ファジィ論理回路の設計，ファジィ論理関
数による知識獲得［28］，データ・マイニング等）を考えた場合，論理式に現れる積項（和項）数，
文字数ができる限り少ない方が，実装を考えると都合が良い場合が多い．また，これらの応用で
扱われるファジィ論理関数は，完全指定の場合は稀で，ほとんどの場合が不完全指定である．
　本章は，菊池，向殿によって与えられた条件として，実現可能性のみを仮定した場合に，最も
簡単なファジィ論理関数の論理式を得るための手法についての定式化を行い，簡単化アルゴリズ
ムと，そのアルゴリズムの正当性を保証する定理を与える．また，不完全指定ファジィ論理関数
の代数的構造も明らかにする．
5．2　不完全指定ファジィ論理関数
　以降，真理値の集合を表す記号としてV＝［0，1］，V3＝｛O，O．5，1｝，　V2＝｛0，1｝を用いる．ファ
ジィ論理関数とは，2章の定義19で示したように，以下のような論理式で定義される写像である．
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（1）定数0および1，変：lt　Xi（i　＝＝1，2，…，n）は論理式である．
（2）F，Gが論理式であるとき～F，　FG，　F＞Gは論理式である．
（3）上で定まるもののみが論理式である．
ただし，～，・，〉はそれぞれ否定，論理積，論理和を意味しており，その演算は～．T＝1一ω，
x－y＝min（x，y），　x＞y　＝　max（x，y）で定義され，この順に強いものとする．また定数O，1は0
変数の演算と解釈する．
　以降，論理積（・）は省略されることがある，
［例32］／＝町～x2　V　x2．T3～z3および9＝（～．Tl＞x2）・（～．T2　V　x3　V～x3）は3変数のファジィ論
　　理関数である．　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
　以降，半順序関係≦は，1の定義36で定義されたあいまいさに関する半順序関係を表すものと
する．
［性質1〕［9］fをファジィ論理関数とする．そのとき∀A，B∈vn，且≦Bならばf（A）≦f（B）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
性質1で示される性質は，あいまいさに関する単調性とよばれるものであり，正則性（regularity）
を表す性質である．
［性質2］圖fをファジィ論理関数とする．そのとき，A∈壁ならばノ（A）∈V2　　　　　ロ
性質2を正規性（normality）という．この性質の意味することは，ファジィ論理関数では，入力が
2値に限られるとき，出力は必ず2値になるということである．
［性質3］［9］（ファジィ論理関数が等しいための必要十分条件）∫1およびf2をファジィ論理関数
　　　とする．∀A∈vnに対してノ1（A）＝∫2（A）であることと∀B∈噂に対してfi（B）＝f2（B）
　　であることは同値である．　　　　　　　　　　　　　　　　　　　　　　　　ロ
性質3により，ファジィ論理関数は本質的に3値論理関数であることがわかる．また，ファジィ論
理関数の特徴づけは，聯上での関数の値によってなされることがわかる。
　以降，本章においては，ファジィ論理関数の定義域を鞭と見なし議論を行う．
［性質4］［9］完全指定ファジィ論理関数の主加法標準形，主乗法標準形は一意に定まる．
［性質5］［9］A∈壕とし，fをファジィ論理関数とすると，以下が成立する．
　　　（1）f（A）＝1ならば∀A≦A（f（A）＝1）．
　　　（2）f（A）＝0ならば∀A≦A（f（A）＝0）・
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口
（3）f（A）＝0．5ならば∀A≧A（ノ（A）＝0．5）．
口
　完全指定ファジィ論理関数では，定義域惚の元に対してfは，0，0．5，1のいずれかの値を取
るから，定義域理は，∫によって以下のように三つの領域に直和分割が可能である．
3f＝｛Alf（A）＝1，　A∈剛
　5δ＝｛Alf（A）＝O，　A∈V3n｝
　5δ．5＝｛Alf（A）：＝O．5，　A∈壕｝
ここで5’?部?t5δ．5＝膠かつ瑳∩5∫＝φ（i，ゴ∈｛0，0・5，1｝，　i≠ゴ）である・
［定義51］　4＝（α1，α2，…，αn）∈謄と単積項α＝酋1・略2・・…姥・（単和項β＝¢㍗V¢箋2V－・V
　　鴫・）を次のように一対一に対応づける．
　　　　　　　　　　　　　　　礁＝に（～Xi）　　　for　（Li　＝　　1（0）　　for　ai＝0．5　　　　　　　　　　　　　　　　　　　（5・1㈲f・r・ai＝0）
　　またA＝（α1，・a2，…，αn）∈壕一際と相補最小項α＝X肝i・略2・…・鴫・（相補最大項
　　β＝碍1V略2　V…＞xan）を次のように対応づける．
　　　　　　　　　　　　　礁一｛囎＠1灘）鷺；鮎　（5・2）
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
fを完全指定ファジィ論理関数とする．fの主加法標準形を
∫OD＝α1＞…Vα、vd1V…〉ゴ己
主乗法標準形を
　　　　　　　　　　　　　　fcc＝β1・・…　βu・β1・一一βひ
とする．ただし，aiは単積項，　a’2’は相補最小項，魚は単和項，6eは相補最大項とする．このとき，
以下の性質6は，3章3．4節の定理24をファジィ論理関数の場合にあてはめたものであり，完全指
定されたファジィ論理関数の5f，5δ，5δ．5と主加法標準形，主乗法標準形の関係を表わしている．
［性質6］Tを定義51によって主加法標準形の積項，主乗法標準形の和項と聯の元を対応させる
　　関数とする．このとき以下が成立する．
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（0．5，0．5，…，0．5）
（0，0，…，0）
??S
So．5
??S
????
（1，1，…，1）
図5．1：完全指定ファジィ論理関数
（1）5「歪に対して，5’f＝U｛A∈Wl、4≦T（αi）｝
　　　　　　　　　　i
（2）5「δに対して，5δ＝U｛A∈瑠1、4≦T（βゴ）｝
　　　　　　　　　　i
（3）5’δ．5に対して，
5δ．5ニ
u
u
（u｛A∈曜IAとT（ゴゴゴ）｝）
（〉剛IA≧T（β・）｝）
｛A∈V『1ヨBo∈S6，ヨ1ヲ1∈S「f，Bo：≦A，．Bl：≦A｝
口
5「?CSδおよび3δ5の関連を図5．1に示す．図5．1において・はSfの極大元を，＊は砧の極大元を，
△は5δ．5の極小元を表している．性質1によりファジィ論理関数は正規性を必ず満たすので，5δ．5
の極小元は必ず聯一㎎に属している．
　以上で述べた性質を基に不完全指定ファジィ論理関数は以下のように定義できる．
［定義52］不完全指定ファジィ論理関数は，5τU3δ∪3δ．5⊆V3nかつ甜∪3δU5δ．5≠理なる
　　関数であり，2章の定義19で与えられる完全指定ファジィ論理関数の論理式により実現（表
　　現）される論理関数である．　　　　　　　　　　　　　　　　　　　　　　　　ロ
　　　　　　　　　　　　　　　　　　　　73
（0．5，0．5，…，0．5）
（0，0，…，0）
So．5
OS
㌦………副A＼D
????
（1，1，…，1）
図5．2：不完全指定ファジィ論理関数
　以降，不完全指定ファジィ論理関数の定義域において壕一（3fU5δU5δ．5）を5ゴと記すこと
にする．図5．2は不完全指定ファジィ論理関数における5r，5δ，3δ5，劣の関連を示している．
　以降，3f，5δの極大元の集合をそれぞれS，，　SOと記し，5δ5のの極小元の集合をSO．5と記す．
更に完全指定，不完全指定の場合，双方の場合において主加法標準形を表す記号としてfCI）を，
主乗法標準形を表す記号としてfccを用いることにする．
　性質6の系として以下の系3，系4が導き出される．尚，両系とも性質6の証明の逆をたどるこ
とによって証明できる．
［系3］Slの各元に定義51の（5・1）式によって単積項を，またSo．5の各元に（52）式によって相補
　　最小項を対応させ，これらの積項の和を作り，他の積項に包含される積項を省略したもの
　　は，そのファジィ論理関数の主加法標準形（fOD）である．　　　　　　　　　　（証明略）
［系4］Soの各元に定義51の（5．1）式によって単和項を，またSo，5の各元に（52）式によって相補
　　最大項を対応させ，これらの和項の積を作り，他の和項を包含する和項を省略したものは，
　　そのファジィ論理関数の主乗法標準形（fcc）である．　　　　　　　　　　　（証明略）
［定理35］完全指定ファジィ論理関数fのfOD，　fo　cに関して∀A∈謄（fCD（A）＝fco（A））が
　　成立する．
　　（証明）性質4から明らかである．　　　　　　　　　　　　　　　　　　　　　　ロ
tdはdon’t　careの意味である．
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［補題26］αを単積項（βを単和項）とし，AEV3nを（5．1）式により対応する元とする．
　　以下が成立する．
このとき
（1）∀B∈｛XIX≦A｝に対してα（B）＝1（β（B）ニ0）．
（2）∀B∈｛Xlヨy≦A，y≦X，X6A｝に対してα（B）＝0．5（β（B）＝0．5）．
（3）∀B∈｛XIX△A＝φ｝に対してα（B）＝0（β（B）＝1）．（ただしX△Aは，半順序≦に
　　関するXとAの下界の集合を表す．）　　　　　　　　　　　　　　　　　　（証明略）
［補題27］αを相補最小項（βを相補最大項）とし，A∈階一際を（5．2）式により対応する元と
　　する．このとき以下が成立する．
（1）∀B∈｛XIX≧A｝に対してα（B）＝O．5（β（B）＝0・5）．
（2）∀B∈｛Xlヨy≧A，YとX，XとA｝に対してα（B）＝0（β（B）＝1）．（証明略）
［定理36］不完全指定ファジィ論理関数fのfC　D，　foσに関して∀A∈階（fCD（A）≦fcO（A））が
　　成立する．また通常の順序≦に関してfσDはノと同じSl，3δ，5δ，5を持つ関数の集合の最
　　小元であり，fooは最大元である．
　　（証明）A∈5fU5δU5δ．5なるときは，必ず等号が成立することは明らかである．A¢
　　5f　U　5「δU3δ．5なる場合に関して証明する．3fの上界5FPPε7，3δの上界58ppe「を次のように
　　定義する．
　　　　　　　　　　　　　誰ρe㌧｛荘剛ヨB∈亀B≦A，毎珊
　　　　　　　　　　　　　s。Uppe「　・｛A∈v，”1ヨB∈s6，B・s・A，A　¢　So’｝
　　このとき，fσD（foc）の表現している関数は，図5．3（図5．4）のように，劣において以下
　　のような値をとる．
（1）補題26により，亀∩sYppe「（劣∩38ppeうにおいてO．5．
（2）補題27により，亀一3Ppe7（砺一Sgppe「）において0（1）．
したがって∀A∈膠（fO　D（A）≦fco（A））が成立する．
次に不完全指定ファジィ関数∫と同じ5f，5δ，5δ，5を持つ関数の集合をFとする．このと
きFCDは〈F，≦〉の最小元，　Fcoは最大元であることを示す．．FCDはSG∩5FρpeTにおいて
0．5となるが，堵一5Fppαでは0である．ここで1〈fODなる関数fが存在すると仮定する
と，ヨX∈鰭∩5Fppe7（f（X）＝0）が成立しなければならない．このとき，性質5（2）により
　　　　　　　　　　　　　　　　　　’　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ノ　　　　　　　　　　　　　　　　　　　　　　　　　　ノ　　　　　　　t∀Y≦X対してf（y）＝0．これは5壬で／＝1となることに矛盾するのでノ〈fODなるfは
存在しない．したがってfCDは〈F，≦〉の最小元である．　fcoが最大元であることも，同様
に証明できる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
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　定理35の事実から，完全指定ファジィ論理関数の簡単化の問題は，同一の関数を表現する数多
くある論理式表現の中から，最も簡単な表現を求める問題である．これに対して，定理36の事実
は，5「Fの元に対しての関数値0，0．5，1の割り当てが数多く存在することを示している。このこ
とから，不完全指定ファジィ論理関数の簡単化の問題は，発への値の割り当て方により，数多く
の関数とそれを表す数多くの論理式表現が存在するので，それらの中から最も簡単な論理式表現
を求める問題となることがわかる．
5．3　量子化と実現可能性
　前節までの議論では，ファジィ論理関数の定義域を謄として議論を行ってきた．しかしなが
ら，現実の不完全指定ファジィ論理関数fは，A∈vnするとき，∫：A→Vなる写像であり，〆1
は聯の元からなる集合とは限らない．また，写像f：A→Vは，不完全指定ファジィ関数であ
るが，それが不完全指定ファジィ論理関数となる（即ち，ファジィ論理関数の論理式で表現され
る）とは限らない．本節では，任意のA∈vnの元から，ファジィ論理関数を特徴づける集合噂
への対応づけを行う量子化について述べた後，写像f：A→Vがファジィ論理関数の論理式で表
現できるための条件　一　実現可能性一について述べる．
［定義53］［27］，〉・，　．T∈Vとする．2’のλに関する量子化♂は，以下の式で定まる聯の元である．
　　　　　　　　　　　　ガー｛∴il鵜粘繍　　（5・3）
　　また，n次元の場合にはX＝（x1，x2，…，Xn）∈vnのとき）rλ＝（巧へ万λ，…，砺λ）∈V，n
　　と定義される．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定義54］SニSl　USoUSo．5とする．このとき，　Sのことを量子化集合という．また，　Sb＝
　　SO．S　U｛X∈レ劉y∈Si，Z∈SO，y≦X，　Z≦X｝かつ，5’＝Sf　U　S，’　U　Sbであるとき，5’
　　を量子化集合の拡大という．　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定理37］［27｝A＝｛A，IA，∈vn｝をvnの部分集合，ノを写像f：．4→Vとする．　fの量子化集
　　合Sは，以下の式で求められる瑠の部分集合となる．
　　　　　　　　　　　　s1－▽｛勲∫（x）λ一1，x∈A，コλ∈v｝
　　　　　　　　　　　　s。＝▽｛勲π対＝・，x∈A，ヨλ∈v｝
　　　　　　　　　　　　5。，＝△｛効∫（x）“　一　o。s，x∈A，コλ∈v｝
　　　　　　　　　　　　S　　＝　SIUSOUSO．5
　　ここで演算▽，△は，それぞれ≦の順序に関する極大元，極小元の集合を求める演算であ
　　る．†また，∫の量子化集合Sが与えられたとき，量子化集合の拡大S＊は以下のように求め
　f文献［27】の定義では△，▽は用いられていないが，本質的な意味は変わらないので，本章では後の議論を簡便に
するために用いる．
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図5．3：主加法標準形（fOD）
（0．5，05，…，0．5）
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???????
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?）?㍉?」?
図5．4：主乗法標準形（fco）
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られる。
Sl　＝　SI　U｛X∈V♂iy∈Sl，X：≦Y｝
5δ　＝　SO　U｛X∈曜ly∈SO，X：≦γ｝
Sb　＝　SO．5　U｛X∈理ly∈Sl，Z∈SO，
　　　　y≦x，z≦x｝
s＊＝s｛　u　s，’　u　Sb
（証明略）
また文献［27］の系3．1によると，量子化集合および量子化集合の拡大を求める際には，λ∈［0，】］
なるすべてのλについて調べる必要はなく，以下で定義されるB（f）に含まれるλについてのみ調
べれば十分である．
［定義55］［27！f：A→γ，A＝｛A1，A2，…，At｝，　Ai＝（a｛，al，…，媛）（ただし，　aS，（ゴニ
　　1，…，n）はAiのゴ番目の要素であり，αS’∈V．）であるとき，
B（ノ）＝u｛α1，α1，
　　　∀ゴ
…，al｝UU｛f（Ai）｝U｛1｝
　　　　∀i
　　　　　　　　　　　　　　　　　　　　口
［定理38］［27］（実現可能性：不完全指定ファジィ論理関数が存在するための必要十分条件）f
　　をA⊂vnについて定義された写像ノ：A→V，　S＝Sl　U　SO　U　SO．5をfの量子化集合，
　　S＊＝Sf　u　S，’　U　Sbをその拡大とする．∫が以下の二つの条件を満たすとき，かつそのときに
　　限り，A⊂vnにおける写像f：A→Vを表現する不完全指定ファジィ論理関数が存在する．
（拡大の直交性）
（正規性）
s’∩3∫＝φ・
　（∀i，ブ∈｛1，0，｛ノ｝，ど≠ゴ）
So．5∩町＝φ
（証明略）
［例33］写像f：A→yが13個の3変数の入力A＝｛Al，A2，…，Al3｝とそれに対する出力
　　f（Ai）の組みとして，表5．1の2列臥3列目のように与えられられたとする．このとき，
　　B（／）＝｛0．1，0．3，0．5，　O．7，0．9，1｝であり，定理37から量子化を求めたものが表5，1の4列目，
　　5列目である．従って，量子化集合は以下のようになる．
Sl　こ　｛（0，0，0）｝
So　＝　｛（0，0，1）｝
5b．5　　＝　　｛（0．5，0，0），（O・5，1，0），（0．5，0，1），
　　　　（0，5ラ1，1），（0，0．5，0），（0，0．5，1），
　　　　（1，0．5tO）～（1，0。5う1），（0，0っO．5），
　　　　（1，0，0，5），（1，1，0．5）｝
S　　：＝　51USoU5b．5
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表5ユ：与えられた入出力とその量子化
?
．4ゴ ∫（Ai） 兀λ ∫儀）
1 （0ユ，0．1，0．1） 0．9 （0，0，0） 1
2 （0．1，0．1，0．9） 0．1 （0，0，1） 0
3 （0・5，0・3，0．3） 0．5 （0．5，0．5，0・5）
i0．5，0，0）
0．5
O．5
4 （0．5，0．7，0。1） 0．5 （0．5，0．5，0）
i0．5，1，0）
0．5
O．5
5 （0，5，0．1，0．9） 0．5 （0．5，0，1） 0．5
6 （0．5，0，9，0．9） 0．5 （0．5，1，1） 0．5
7 （O．1，0，5，0．1） 0．5 （0，0．5，0） 0．5
8 （0．1，0．5，0．9） 0．5 （0，0．5，1） 0．5
9 （0．9，0．5，0） 0．5 （1，0．5，0） 0．5
10 （1，0．5，0．9） 0．5 （1，0．5，1） 0．5
11 （0，1，0．1，0．5） 0．5 （0，0，0．5） 0．5
12 （0．9，0．1，0．5） 0．5 （1，0，0．5） O．5
13 （1，0．9，0．5） 0．5 （1，1，0．5） 0．5
また，量子化集合の拡大を求めると以下のようになる．
Sf＝
s6　＝
Sb　＝
s＊　＝
｛（0，0，0）｝
｛（O，O，1）｝
｛（0．5，0，0），（0．5，1，0），（0．5，0，1），
（0．5，1，1），（0，0．5，0），（O，O．5，1），
（1，0．5，0），（1，0．5，1），（O，0，0．5），
（1，0，0．5），（1，1，0．5），（O．5，0．5，0），
（0，5，0．5，1），（0．5，0，0．5），（0．5，1，0．5），
（0，0．5，0．5），（1，0．5，0．5），
（0．5，0．5，0．5）｝
Sfus，’　U　Sb
以上により，51∩3δ＝φ，θδ∩Sb＝φ，　Sb∩町＝φが成立し（拡大の直交性），かつ
So．s∩畷＝φ（正規性）が成立していることから，ノはファジィ論理関数の論理式で実現可
能であることがわかる．　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
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5．4　不完全指定ファジィ論理関数の簡単化
　本節では，5．2節と5．3節の事実をもとに，加法標準形で表現された不完全指定ファジィ論理関
数に対して実現可能性が仮定された際，最も簡単な論理式表現を求めるためのアルゴリズムを提
案し，そのアルゴリズムが正しいことを保証する定理を与える．
5．4．1　提案アルゴリズム
［定義56］積項αが完全指定ファジィ論理関数ノの内項であるとは，∀A∈驚（α（A）≦ノ（A））な
　　ることである．もしαから一文字でも取り去ると，もはや／の内項でなくなるときαを主項
　　という．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［定義57］ファジィ論理関数の加法標準形で，積項数が最少であり，積項数が同じなら文字数が
　　最少であるものを最簡加法形式という．　　　　　　　　　　　　　　　　　　　　ロ
最簡加法形式を求めるアルゴリズムを述べる前に，So．5を次のような三つの集合に分割する．
　　　　　　　　　　　　sδ．，＝｛A∈s。．，1ヨB（B∈Sf，B≦A）｝
　　　　　　　　　　　　S8．、＝｛A∈S・．・1ヨB（B∈S6，B≦A）｝
　　　　　　　　　　　　sg．，＝（S。．5－　Sδ．、）－S8，，
また，53の元であり，かつ陽である元の集合を次のように定義する（図5．2参照）．
　　　　　　　　　　　　　　　　　1フ　＝　（レ三∫L－　5f）－　5δ
　一般的に，完全指定ファジィ論理関数の最簡加法形式は，すべての主項を求め，その中から与
えられたファジィ論理関数を表現する最少数の主項の組み合わせを求めることによって得られる．
これに対して，不完全指定ファジィ論理関数の最簡加法形式を求める問題は，穿の集合の部分集
合に，簡単化の各段階で都合の良い完全指定ファジィ論理関数を考えることにより，複数の完全
指定ファジィ論理関数の主項を求める手順と最小被覆問題に帰着することができる．以下がその
手川頁である．
（1）与えられた写像f：A⊂vn→γに対して，　A＝｛ん隣∈vn｝の各Aiに対して量子化集合
　　Sl，　SOおよびSO．5を求める。
（2）5δと5δ．5のみにより特徴づけられる，Dにおける関数値を1とみなした完全指定ファジィ論
　　理関数の単積項の主項を求める．
（3）Dにおける関数値を0と見なし，S6　UDにより特徴づけられる完全指定ファジィ論理関数
　　の相補項の主項を求める．
（4）与えられた不完全指定ファジィ論理関数の主加法標準形の積項をすべて包含する，最も簡単
　　な主項の組み合わせを（2），（3）で求められた主項の中から選び出す（最小被覆問題）．
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以下のアルゴリズム8は，（1）～（4）の手川頁を具体化するものである．
［アルゴリズム8］
（STEP　1）A＝｛AilAi∈vn｝に対する量子化集合Sl，　SoおよびSo．5を求める．
（STEP　2）定義51（5．1）によりSoの元B1，B2，…，．Bbに対応する単和項をβf1，β野，…，β’b，
　　定義51（5．2）によりS6。5U595の元01，02，…，0、に対応する相補最大項をβ91，βf2，…，β9・
　　とするときβP1・β費・…一β野・βF1・β92・・…β9・は，与えられた不完全指定ファジィ
　　論理関数の主乗法標準形である．これを加法標準形に展開し，
αfvαfv…Vαfvd、Vゴ2V…Vd，
　　を得る．ここでα8G＝1，…，s）は単積項であり，的（ゴ＝1，…，t）は相補項である．
（STEP　3）定義51（5．1）によりSoの元Bl，B2，…，Bbに対応する単和項をβF’，β孕，…，X3t3b，
　　定義51（5．1）によりDの元Dl，D2，…，1）dに対応する単和項をβ1）1，βタ2，…，β1）dとす
　　るとき，βρ1・β孕・一一β藷・βP1・β92・…・β2dを加法標準形に展開して，
ツ1Vツ、〉…V7。V7fvずv…〉ッ3
　　を得る．但し，’ri（i＝1，…，lt）は単積項であり，7ノ（ゴ＝1，…，v）は相補項である．
（STEP　4）定義51（5．1）によりSlの元Al，A2，…，A．に対応する単積項がαfi，αe2，…，α2・
　　であり，定義51（52）によりS9．5　u碓5の元El，E2，…，Eeの元に対応する相補最小項
　　をα『1，αタ2，…，α野とする．このとき，これらをすべて被覆する組み合わせをSTEP　2
　　で得られたαf，αf，…，αfとSTEP　3で得・られた7f，7f，…，ッfから選び出す，ただし，
　　で，7ダ，…，耀の積項がαf’，αS2，…，αtaの積項を被覆することはない．選ばれた積項
　　がξf，ξダ，…，ξfであるとき，ξfvξfv…〉ξfが求める最簡加法形式である．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　（アルゴリズム終）
5．4．2　アルゴリズムが正しいことの証明
ここではアルゴリズム8が正しいことを保証する定理を与える．
［補題28］［10｝完全指定ファジィ論理関数の最簡加法形式は主項の和で表現される．　（証明略）
［補題29］［46］（ファジィ論理におけるNelsonの定理：4章の定理33に相当）f＝β1・β2…”rle
　　（ただし底は単和項または相補最大項）が完全指定ファジィ論理関数／の主乗法標準形であ
　　るとする．このときfを加法標準形に展開してf＝α1Vα2　V…Vαm（ただしαゴは単積項
　　または相補項）を得たとする．このとき得られた加法標準形α1＞α2V…Vαηzはfのすべ
　　ての主項の和である．
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（0．5，0．5，…，0．5）
Maximal　elements
corresponding　to
prime　implicants　of
simple　phrase．
S6．5。，S8．5
（0，0，…，0）
So5
??S
????
（1，1，…，1）
図5．5：単積項の主項
（証明略）
［定理39］アルゴリズム8により得られた加法標準形ξf＞ξfv…Vξfは，与えられた写像f：
　　、4⊂vn→Vを表現する不完全指定ファジィ論理関数の最簡加法形式である．
　　（証明）STEP　1で得られる量子化集合Sl，　So，　So．5と定義51の対応関係から，　Sl，　So，　So．5
　　に対応する積項，和項を求めることができる。
STEP　2では，最簡加法形式に現れる単積項の候補を求める．この際，主乗法標準形につい
て考える．5＆5の元に対応する相補最大項は，補題26，補題27によりSoの元に対応する単
和項を包含するので，主乗法標準形では，省略されてしまい現れない．したがって，50の
各元に対応する単和項，S6．5，碍5の各元に対応する相補最大項のすべての積により主乗法
標準形は構成される．ここで得られた主乗法標準形を完全指定ファジィ論理関数と見なし，
加法標準形に展開すると，補題29により，得られた積項はすべて主項であり，補題28より
最簡加法形式の積項の候補なり得る．しかしながら，ここで得られた単積項の主項は，与え
られた不完全指定ファジィ論理関数の最簡加法形式に現れる単積項の候補になり得るが，相
補項は，必ずしもすべての候補が得られたわけではない．その理由は，ここで考えた主乗法
標準形は，Dの元すべてに対して関数値を1としたものであるからである．即ち，　Dの上界
にある元に対応する相補最小項を包含する相補項は，補題26および補題27により，単積項
に包含されてしまい，必ずしも現れないからである，以上のことからSTEP　2では，得ら
れた単積項の主項のみが，与えられた不完全指定ファジィ論理関数の最簡加法形式の積項の
候補である．
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（0．5，05，…，05）
（0，0，…，0）
1S
??S
　　　　　　＼
　　　　　　　D
Derived　Minimal　elements
????
（1，1，…，1）
図5．6：相補項の主項のための極小元
STEP　3では，　Dの各元に関数値0を割り当てる．この際，　Soおよび、0の各元に単和項を対
応させる，So，。0の上界では，補題26（1）により関数値は0．5となるのでSo．5の元を考慮す
る必要はない．そしてSoおよびDの各元に対応する単和項の積を完全指定ファジィ論理関
数と見なして，加法標準形に展開すると，補題29により，そのすべての主項が求められる．
これらの主項のうち，相補項の主項は，So，　Dの上界にある元に対応するすべての相補最小
項を包含する主項である．また5fに含まれる，または5fの上界の元に対応する相補項は，
補題26によりSTEP　2で得られた単積項の主項により包含されており，与えられた不完全
指定ファジィ論理関数の最簡加法形式には現れない．以上のことからSTEP　3では，得ら
れた相補項の主項が，与えられた不完全指定ファジィ論理関数の最簡加法形式の積項の候補
となる．
最後に，STEP　4では，与えられた不完全指定ファジィ論理関数の主加法標準形に現れる積
項とSTEP　2，　STEP　3で得られた主項の間で最小被覆問題を解いている．ここで選びださ
れた主項の和は，以上の事実から明らかに与えられた不完全指定ファジィ論理関数の最簡加
法形式である．　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
5．5　例題
例33で与えられた3変数の不完全指定ファジィ論理関数fの最簡加法形式を求める．
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STEP　1では量子化集合を求める．例33より，それらは以下のようになる．
　　　　　　　　　　　　Sl　　　＝　　｛（O，0，0）｝
　　　　　　　　　　　　So　＝　｛（0，0，1）｝
　　　　　　　　　　　　S・．5＝S6．、uS8．，U5ま，
　　　　　　　　　　　　36．5　　＝　　｛（0．5，0，0），（0，0．5，0），（0，0，0．5）｝
　　　　　　　　　　　　58．5　　：＝　　｛（o．5，0ッ1），（o，o．5，1），（o，o，o．5）｝
　　　　　　　　　　　　3ま，＝｛（O．5，1，0），（0．5，1，1），（1，0．5，0），
　　　　　　　　　　　　　　　　　（1，0．5，1），（1，0，0．5），（1，1，0．5）｝
また，このとき
　　　　　　　　　　　　　　D　＝　｛（0，1，0），（1，0，0），（1，　1，0），
　　　　　　　　　　　　　　　　　（0，1，1），（1，0，1），（1，1，1）｝
である．
　STEP　2では，　Soに対応する単和項，，S6．5　U　3ま5に対応する相補最大項の積（xl　V　x2　V～x3）（xl＞
～x、V・x2＞x3）＠、＞z2・V～．T2・V・x3）（xl・V・x2＞x3・V～x3）（x、〉～x・〉～x2・V・x3）＠・V～x・V～x2・V
～x3）（～x、V・．T2V～x2Vx3）（～x・〉・T2V～x2V～x3）（～xl＞x2Vx3＞～x3）（～x・V～x2・V・x3＞～2’3）
を加法標準形に展開する．これにより得られる単積項の主項（α8）は六つあり，～Z’1・X’2，，TIX2×3，
XIX2・wX3，，Tl～X22’3，2’1～τ2～X3，～2・1～X2～．T3である．
　STEP　3では，　Soと刀に対応する単和項の積（xl＞，r2＞～x3）（xlV～x2Vx3）（～xlVx2Vx3）（Nxl　v
rvx2　V　x3）（ω1　V　NX2　V～x3）（～xl　V勉V確3）（～xl　V　NX2＞～ω3）を加法標準形に展開することに
より得られる相補項の主項（ず）は三つあり，Xl～．T、1，　X2buX2，エ3～X3である．
　STEP　4の最小被覆問題を解く．与えられたfの主加法標準形は，
fCD＝確1～x2～¢3　Vコじ1～．Tl～x2x3
　　　＞⑳1x2～x2　・T3　V～Xl～・T2x3～x3
　　　Vユ♪1～¢1ユコ2～1む3＞Xl～こむ12：2ユア3
　　　＞Xlx2～x2～x3　V・Tl・T2～・T2x3
　　　＞ユ！1～x2ユ13～ごむ3VXIx2　2’3～置3
であり，積項数10，文字数39である．STEP　2，　STEP　3で得られた主項と，主加法標準形の積
項との間で最小被覆問題を解くことにより，以下の積項数5，文字数12の最簡加法形式を得る．
∫＝～¢1偲2V確1～x2～2’3　V　x1～x2ω3
　Vごむ2～二じ2V二じ3～二じ3
5．6　不完全指定ファジィ論理関数の代数的構造
　本節では，不完全指定ファジィ論理関数の代数的構造を明らかにし，その中での最簡加法形式，
最簡乗法形式の位置付けを明らかにする．
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［定義58］∫1，f2がある与えられた不完全指定ファジィ論理関数fと同じ3f，　Sδ・3δ．5をもつ不
　　完全指定ファジィ論理関数であるとする．このときfiとf2は互いにT－eqUiValenttである
　　という。また，fとT－equivalentな関数の集合をT一εq（f）と記す．　　　　　　　　　ロ
［定義59］ファジィ論理関数の乗法標準形で，和項数が最少であり，和項数が同じなら文字数が
　　最少であるものを最簡乗法形式という．　　　　　　　　　　　　　　　　　　　ロ
　fをある不完全指定ファジィ論理関数とする．T－eg（のに含まれるいくつかの特徴的な関数を
以下のように記す．
・fσD＝Fsp　v．Ecp　主加法標準形（ただしFspは単積項の和であり，Fcpは相補最小項の和）
・fco＝Fsc・Fcσ　主乗法標準形（ただしFscは単和項の積であり，Fc　cは相補最大項の積）
●fCO＝FSP＞（，Tl　’～ω1＞…Vωn’～・Tx）・FsO
・h＝－F5p　V（Xl　V～Xl）…（Xn＞～・T＝）・FSC
・fMO　最簡乗法形式
・fM1　最簡加法形式
［定理40］T－eq（f）は≦の川頁序に関して，図5．7に示す構造を成す．
　　（証明）fσD，fccが≦の順序に関して，最小元，最大元にあることは，定理36により既に
　　証明されている．
　　fσ1は，SE－Dの元に関数値0．5を，　Dの元に関数値1を割り当てたものである．またfoo
　　は，亀一Pの元に関数値0．5を＿Dの元に関数値0を割り当てた関数である．このことから
　　fco≦fσiであることは明らかである．
　　fM1は，性質1，性質2の制約を満たす範囲で，5「差一Dに最も多く関数値1と0．5を割り当
　　てたものであり，Dの元には関数値1を割り当てたものである．また，　fMOは，性質1，性
　　質2の制約を満たす範囲で，亀一Dに最も多く関数値0と0．5を割り当てたものであり，．D
　　の元には関数値0を割り当てたものである．よってfA40≦fM　1である．
　　fC　iとfMiに関しては，≦の順序に関して，一般に比較不能である．表5．2に示すように，
　　錯一Dにおいては，fC　l≦fM　iであるが・Dにおいては・fMi≦fc　1が成立するからであ
　　る．したがって，これらの不等式の等号が成立する場合を除いて，一般にこの二つの関数は
　　比較不能である．fOO，　fMOに関しても同様である．　　　　　　　　　　　　　　　ロ
定理40によりT－eg（f）の代数的構造が明らかされ，その構造の中で最簡加法形式（fMi）お
よび最簡乗法形式（fMO）の位置付けが明らかにされた．また，定理40の証明の過程から，　Dへ
　tT一はternaryを意味する．
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fcc
fc1
fco
fMl
fMO
?
fCD
図5．7：T－eq（のの代数的構造
表5．2：fCiとfMiの関数値
∫01 ∫M1
5差一P 0．5 1または0．5
刀 1 1または0
の関数値の割り当て方により，fcOおよびfO　i，　fMOおよびfM　lの問に密接な関連があることもわ
かる．この事実から以下の定理が導きだされる．
［定理41］D＝φであるとき，およびそのときに限り，foo＝fOiかつfMO＝fM　1である・
　　（証明）定理40の証明より明らかである．　　　　　　　　　　　　　　　　　　　□
5．7　むすび
　本章では，実現可能性を仮定した際に，不完全指定ファジィ論理関数の最簡加法形式を得る手
法を定式化し，簡単化アルゴリズムを提案した．また，不完全指定ファジィ論理関数の代数的構
造も明らかにした．これらは，今後，ファジィ論理回路の設計・ファジィ論理関数による知識獲
得，データ・マイニング等の工学的応用において有効な手段となり得ると考えられる・
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6章
不完全指定正則3値論理関数の簡単化と
ファジィ論理関数の簡単化への応用
6．1　はじめに
　正則3値論理関数［8］は，2章2．3節で述べたように，クリーネの正則性の概念［1］を3値論理
関数に拡張した論理関数であり，工学的には，フェールセーフ論理回路の設計や解析に既に応用
されており，数学的，特にアルゴリズム論において，有用な役割を果たす論理関数と考えられて
いる。
　これまでの正則3値論理関数研究を概観してみると，完全指定された正則3値論理関数に関す
るものがほとんどであり［8，19，17］，不完全指定正則3値論理関数に関するものは，簡単化の問
題も含めて，筆者の知る限りでは報告されていない．
　本章の第1の目的は，不完全指定正則3値論理関数の簡単化の問題を解決することである．そ
して，第2の目的は，不完全指定されたファジィ論理関数に，これまでの研究とは別の観点から
新しい定義を与え，本章で提案する不完全指定正則3値論理関数の簡単化アルゴリズムにより不
完全指定ファジィ論理関数の簡単化を行うことである．そして最後に，不完全指定ファジィ論理
関数の新しい定義と簡単化アルゴリズムを，最も基本的なファジィ論理回路であるファジィPLA
（Programable　Logic　Array）［26］の設計に適用し，その効果を確認する．
　正則3値論理関数もファジィ論理関数も定数，変数と論理結合子である論理積（・），論理和
（V），否定（～）で構成される論理式で表現される論理関数である．そして両関数ともに正則性
（regularity）と呼ばれる，あいまいさに関する単調性と同値な性質を持っている．しかしながら，
ファジィ論理関数にに関しては，更に強い性質として正規性（normality）［7，9］と呼ばれる性
質を持っている．この性質は，入力値に対して，関数の出力値が指定されている場合と指定され
てない場合の双方の場合に対して，入力が理の元である場合には，関数の出力値は，必ずV2の
元，すなわち，Oまたは1の何れかの値を取ることを要請する．この性質は，「不完全指定」という
観点から考える場合，強すぎる性質と考えられる，この点に着目し，本章では，不完全指定ファ
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ジィ論理関数の新しい定義として，関数の入出力関係が指定されている入力値に対してのみ正規
性を満たし，指定されてない入力値に対しては満たす必要はないという定義を採用している．こ
の定義を採用することにより，写像としての不完全指定されたファジィ論理関数は，定数として
0，1／2，1を持つ定数係数をもったファジィ論理関数となり，その論理式表現は，正則3値論理
関数と同一となる．このことは，代数的な観点からも，ファジィ論理関数は本質的に3値である
ことから［9，11，31］，新しい定義は自然な定義であると考えられる．結果的に，本章で新しく定
義された不完全指定ファジィ論理関数の簡単化の問題は，正則3値論理関数の簡単化の問題に帰
着される．
6．2　諸準備
　本節では，2章で述べた正則3値論理関数とファジィ論理関数の定義，性質と重複する部分も
あるが，本章全体を通して用いられる概念や用語を統一するために述べる．
　以降，真理値の集合としてV3ニ｛0，1／2，1｝，　V2＝｛O，1｝，　V＝　［O．1］を用いる．
［定義60］n変数の正則3値論理関数は階からV3への写像であり，以下で定義される論理式で
　　表現される．
（1）定数O，1／2，1，変数z燕＝1，…，．71）は論理式である．
（2）FとGが論理式であれば，F・G，　FVG，～Fも論理式である．
（3）論理式は（1），（2）で定義されるもののみである．
ここで論理結合子はx・y＝min＠，y），　x　V　y＝max（．z’，y），　and～x＝1－xと解釈するもの
とする．また，定数0，1／2，1は0変数の関数と解釈するものとする．　　　　　　ロ
［定義61］n変数のファジィ論理関数は，vnからvへの写像であり，以下で定義される論理式で
　　表現される．
（1）定数0，1，変数．Ti（i＝1，…，n）は論理式である．
（2）FとGが論理式であれば，刃・0，FVG，～Fも論理式である．
（3）論理式は（1），（2）で定義されるもののみである．
ここで論理結合子は，1’・tY＝mjn（x，y），　x＞y＝　max（τ，y），　and～．z’　＝1－xと解釈するもの
とする．また，定数O，1は0変数の関数と解釈するものとする．　　　　　　　　　ロ
以降，論理積の記号（・）は省略されることがある．
［定義62］1と0は，それぞれ「真」と「偽」を表す真理値である．このとき1／2は，V3ニ｛0，12，1｝
　　とV＝［0，1］の双方において，最も中間の値である・それゆえ，1／2は，もっともあいまい
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な状態であると考えることができる，この事実から，あいまいさに関する半順序関係≦を以
下のように定義する，
．x（z）とy（lu）を玲（γ）の元とする．このとき，　x≦Yl（z≦Iv）であるとは，0≦x≦y≦1／2
（0≦z≦Iv≦1／2）または／≧x≧2Y≧1／2（1≧z≧ω≧1／2）が成立するとき，およびそ
のときに限る．
さらにこの半順序関係≦を以下のように11次元の場合に拡張する．x＝（Xl，…，Xn）（z＝
（11，…”・Zn））とY＝（Yl，…，Yn）（W＝＠1，…，ωn））を，それぞれ町（vn）の元とする．こ
のとき，X≦y（Z≦1・V）は，　Xi≦蝋2f≦Wi）が任意のiについて成立することをいう．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
［性質7］（正則性）ノを正則3値論理関数とし，gをファジィ論理関数とする．このとき，∀X，yF∈
　　謄に対してX≦yならば，f（X）≦f（y）が成立する．同様に∀Z，VV∈vnに対してZ≦W
　　ならば，g（Z）Sg（W）が成立する．　　　　　　　　　　　　　　　　　　　　　　　口
［性質8］（正規性＞fをファジィ論理関数とする．X∈町であればノ（X）∈巧である． 口
［性質9］ノ1とf2をファジィ論理関数とする．このとき，∀X∈vn（fi（X）ニf2（X））と∀y∈
　　瑠（／1（y）＝f2（Y））は同値である．　　　　　　　　　　　　　　　　　　　　　　　ロ
性質9より，ファジィ論理関数は，本質的に3値論理関数であることがわかる．
降，ファジィ論理関数の定義域を瑠と見なすことにする．
このとこから以
［定義63］変数Xiと，その否定～Xiを文字という．文字と定数の論理積を積項といい，論理和を
　　和項という。　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
［定義64］正則3値論理関数とファジィ論理関数の積項（和項）は以下の3種類に分類される．
タイプP1（C1）いかなるiに対しても・z’i　’～・Ti（Xi　V～Xi）のような変数の組を持たず，定
　　数として1／2を持たない積項（和項）．
タイプP2（C2）いかなるiに対してもXi　’～Xi（2’i＞～Xi）のような変数の組を持たず，定
　　数として1／2を持つ積項（和項）．
タイプP3（C3）少なくとも1組の・Ti・～Xi（¢f　V確∂のような変数の組を持つもの・
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
ここで，もしfが正則3値論理関数であれば，fには定義64すべてのタイプの積項（和項）が現
れることがあるが，もしfがファジィ論理関数であれば，タイプP1（C1）とタイプP3（C3）の積項
（和項）のみが現れる．
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［定義65］タイプP1（Cl）の積項（和項）は単積項（単和項）と呼ばれる・タイプP2（C2）の積
　　項（和項）は1／2単積項（1／2単和項）と呼ばれる．1／2単積項（1／2単和項）で，すべて
　　の変数を持つものは1／2最小項（1／2最大項）と呼ばれる。タイプP3（C3）の積項（和項）
　　は相補項（相補和項）と呼ばれる．相補項（相補和項）で，すべての変数を持つものは相補
　　最小項（相補最大項）と呼ばれる．　　　　　　　　　　　　　　　　　　　　　　　ロ
正則3値論理関数，ファジィ論理関数に対して，Xi’～Xi≦1／2≦賜V～¢ゴが必ず成立することか
ら，1／2単積項（1／2単和項），相補項（相補和項）は，1／2最小項（1／2最大項）の論理和（論
理積）に展開可能である．
［定義66］正則3値論理関数／が単積項（単和項），1／2最小項（1／2最大項），相補最小項（相
　　補最大項）の論理和（論理積）で表現されているとき（ただし，他の積項（和項）に包含さ
　　れる（包含する）ものは省略する），fは主加法標準形（主乗法標準形）で表現されている
　　という．また，同様にファジィ論理関数gが単積項（単和項），相補最小項（相補最大項）
　　の論理和（論理積）で表現されているとき（ただし，他の積項（和項）に包含される（包含
　　する）ものは省略する），gは主加法標準形（主乗法標準形）で表現されているという．
［性質10］任意の正則3値論理関数およびファジィ論理関数は，主加法標準形（主乗法標準形）
　　で，積項（和項）の川頁番を無視して一意に表現可能である．　　　　　　　　　　　ロ
［性質11］ノを正則3値論理関数とする．
（1）もしヨX∈V3n（∫（X）＝1）ならば，∀γ≦X（f（y）＝1）・
（2）もしヨX∈V3n（f（X）＝0）ならば，∀y≦X（∫（y）＝0）・
（3）もしヨX∈V3n（f（X）＝1／2）ならば∀y≧X（f（y）＝1／2）・
以上の性質は，ファジィ論理関数にも成立する． 口
　ノを正則3値論理関数（ファジィ論理関数）とする．fは曜の元に対して三つの値（0，1／2，1）
のうち一つの値を取る．それ故，fの定義域の曜は，　fの値により，以下のように三つの部分集
合に分割可能である．
　・Sf　＝｛ノ1∈v3nlf（A）＝1｝
　・5δ＝｛A∈1翌1ノ（A）＝o｝
　・5f／、＝｛A∈瑠1∫（A）＝1／2｝・
［定義67］元（a1，…，an）∈瑠と単積項α＝婦1－一・岨・（単和項β＝碍1＞…〉鴫のの間の対
　　応を以下のように定義する．
礁＝
（～．x’i）f・r　ai＝1
（0）　　forα｛＝1／2
（．Ti）　　　　for　ai　ニ　0．
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（6」）
同様に元（‘Zl，…，αn）∈理と1／2最小項α＝1／2弼71…鳩π（1／2最大項β＝1／2＞婿’〉
…〉コじ負・つの問の対応を以下のように定義する．
　　　　　　　　　　　　硬＝仁（～・z’i（LZ’i））穏：：糾　　　　（6．2）
同様に（al，…，an）∈聯一府と相補最小項α＝　．X了1…暢・（相補最大項β＝酋1＞…＞X：・）
の間の対応を以下のように定義する．
礁一o臨＠1蕪鴛9 （6．3）
口
　fを正則3値論理関数とし，fの主加法標準形と主乗法標準形が以下のように表されていると
する．
　・主加法標準形・f＝・｝・…・・1・・1／2＞…・・1／2（ただし・｝1蝉積項，・｝／2は1／撮
　　小項または相補最小項）。
・主乗法灘形・∫＝βP一β9・fil／2・…・β1／2〈ただしβ9ま単和項，β1／’は1／撮大項ま
　　たは相補最大項）．
このとき，以下の性質が成り立つ．
［性質12］（1）町＝∪｛X∈瑠IX≦T（α｝）｝
　　　　　　　　　　∀乞
　　　（2）5δ＝U｛x∈剛x≦T（βP）｝
　　　　　　　Vi
　　　（3）sr／2－（冒｛x・壁丁（・｝々）｝）・（舅｛x∈馴x畔）｝）
　　u｛x∈レ『1ヨYl∈5f，ヨ｝も∈5δ，Yl　flx，y｛）≦x｝．
ここでTは，定義67により積項または和項から対応する瑠の元への写像である．
以上の性質は，ファジィ論理関数に対しても同様に成立する． 口
　図6・1は・正則3値論理関数の5も5δ・alld　3f／2の間の関係を示しており・図6・2は，ファジィ
論理関数の5f，5δ・and　3τ／2の間の関係を示している・ただし・oと＊はそれぞれ，3fとSδの極
大元を表しており・△はS歪／2の極小元を表している・正則3値論理関数の3f／2の元は・図6・1
のように際に含まれることがある・しかしながら・ファジィ論理関数の5f／2の元は・壁に含ま
れることはなく，正規性（性質8）により，図6．2のように必ず1翌一壁に含まれている．
　以降・srの極大元の集合をSl・5δの極大元の集合をSo・Sf／2の極小元の集合をSl／2で表す・
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（1／2，1／2，…　，1／2）
（0，0，…，0） （1，1，…，1）
図6．1：正則3値論理関数
（1／2，1／2，…　，1／2）
（0，0，…，0） （1，1，…，1）
図6．2：ファジィ論理関数
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　性質11により・町は・Slが与えられれば一意に決定できる・同様にしってSo●5f／2もそれぞ
れSo，　Sl／2が与えられれば一意に決定できる．このことと性質12により，以下の定理が直ちに導
かれる．
［定理42］ノを正則3値論理関数とし，Sl（50）の元を定ec　67（1）により単積項（単和項）にさせ
　　る・そしてSl／2の元を定義67（2）（3）により1／2最小項または相補最小項（1／2最大項また
　　は相補最大項）に対応させる．このとき，S1（So），　Sl／2に対応する積項（和項）を作るこ
　　とにより，ノの主加法標準形（主乗法標準形）を得ることができる．ただし，他の積項（和
　　項）に包含される（包含する）ものは省略するものとする．
同様の関係がファジィ論理関数にも成立する．
（証明）文献［45］の定理6の逆により証明できる． 口
6．3　不完全指定正則3値論理関数と不完全指定ファジィ論理関数
　いかなる正則3値論理関数，ファジィ論理関数に対しても，主加法標準形，主乗法標準形は一
意に決定できる．それに加えて，性質12により5f，　So，3r／2は，瑠を直和分割する．即ち，
5τU5δU3芸／2＝四and碑∩3｝＝φ（乞，ゴ∈｛0，1／2，1｝，i≠のが成立する．それゆえ，不完全指
定正則3値論理関数，不完全指定ファジィ論理関数に対して，以下のような関係が成立する．
　3釜U3δ∪5f／・⊂畷，5fu5δU5↑／、≠曜，5’∩S∫＝φ（i，ブ∈｛O，1／2，1｝，i≠ゴ）
この場合・1ぜ一（Sf　U　S，’　U　Sぞ／2）上の関数値は指定されていない・即ち，　don’t　careである．以
降瑠一（57U3δU5f／2）を亀で表す．
　以上で述べたように，不完全指定正則3値論理関数と不完全指定ファジィ論理関数の鍔，5δ，
5ぞ／2の間の関係は，図6．3のようになる．
　以上では，正則3値論理関数とファジィ論理関数の両方のついて述べてきたが，以下では不完
全指定ファジィ論理関数のことのみについて述べる．
　不完全指定ファジィ論理関数の5注上の関数値は，本質的にはdon’t　careであるはずである．し
かしながら，ファジィ論理関数の従来の定義によると，完全指定の場合も不完全指定の場合も，
㎎上では，正規性（性質8）が必ず満たされなくてはならない．それゆえ，不完全指定ファジィ
論理関数に対して，．0＝亀∩聯　（図6．3参照）上の関数値は，0または1に固定されてしまう
（この条件は，5章におけるファジィ論理関数の定義および簡単化アルゴリズムでは満たされてい
た．）．しかしながら，この制約は，不完全指定ファジィ論理関数を扱う際には，強すぎると考え
られる．それ故，以下では，D上での関数値を，従来とは異なった観点から解釈する．」0上では，
必ずしも正規性が成立せず，1／2を関数値として取ることを許し，D上での関数値は本来の意味
のdon’t　careであると考えることにする．ファジィ論理関数は，本質的には3値論理関数である
ことからも，この解釈は自然な解釈であると考えられる．
　以上のことから，不完全指定ファジィ論理関数の新しい定義が可能となる．
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（1／2，1／2，…　，1／2）
lS
S1／2
???S ??S
????
（0，0，…，0）　　’’’’’’’””N，’Lh・x，D　（1，1，…，1）
　　　　　　図6．3：不完全指定正則3値論理関数と不完全指定ファジィ論理関数
［定義68］不完全指定ファジィ論理関数は，以下のような条件を満たす関数である．
　　　（1）正則3値論理関数と同じ論理式で表現できる論理関数である．
　　　（2）正規性は5「fU3δでのみ満たされる．
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　この定義により，不完全指定ファジィ論理関数は，定義68（2）の条件の元で不完全指定正則3
値論理関数と同じと見なして簡単化アルゴリズムを考察することができる．
6．4　実現可能性と量子化
　6．3節では，ノ：A⊂階→驚なる写像が，正則3値論理関数の論理式で表現可能であることを
仮定して議論してきた．しかしながら，f：A⊂聯→瑠なる写像は，必ず論理式で表現可能で
あるとは限らない．
　最初に定理43で正則3値論理関数が論理式で表現可能であるための条件一実現可能性一を示す．
［定義69］Sbは以下のように定義される．
　　　　　　　　　　Sb　＝　Si／・U｛X∈畷1ヨY∈S1・ヨZ∈鋸y≦X・Z≦X）｝
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　口
　　　　　　　　　　　　　　　　　　　　　94
［定理43］†51∩3∫＝φ（∀らゴ∈｛1，0，U｝，i≠のとき・およびこのときに限り・少なくとも一っ
　　の不完全指定正則3値論理関数が存在する．
　　（証明）文献［27］の定理3．5と同様に証明できる．　　　　　　　　　　　　　　　　ロ
　次に，現実の不完全指定ファジィ論理関数ついては，、4⊂vn→Vなる写像であり，3値論理
関数ではない，しかしながら，不完全ファジィ論理関数のS1（⊆v3n），　SO（⊆瑠），　Sl／2（⊆瑠）を
求めるための手法は，5章5．3節で既に与えられている．
6．5　簡単化アルゴリズム
　本節は，不完全指定正則3値論理関数の簡単化アルゴリズムを提案する．更に，提案アルゴリ
ズムの正当性を保証する定理を与える．
　不完全指定ファジィ論理関数の簡単化の問題は，不完全指定正則3値論理関数の簡単化アルゴ
リムに帰着できることが，前節までに示されているので，このでの議論は同時に，不完全指定ファ
ジィ論理関数の簡単化アルゴリズムでもある．
6．5．1　アルゴリズム
［定義70］fを正則3値論理関数とする．もし積項αが∀X∈瑠（α（X）≦∫（X））を満たすならば，
　　αはfの内項と言われる．そしてαから少なくとも一つ以上の文字または定数を取り除くと，
　　もはやfの内項になりえない場合，αは主項と言われる．　　　　　　　　　　　　ロ
［定義71］ノを正則3値論理関数とする．このときfが最簡形式であるとは，以下の三つの条件
　　を満たすときのことをいう．
（1）fは加法形式で表現されている．
（2）積項数が最小である．
（3）文字数が最小である．
口
一般的に，正則3値論理関数の最簡形は一意には定まらないことがある。すなわち，一つの正則
3値論理関数に対して複数の最簡形がある場合がある．
　最簡形を求めるアルゴリズムについて述べる前に，Sl／2を以下のような三つの部分集合に分割
しておく．
・S？／、＝｛X∈S1／・1ヨy（y∈Sδ，ySX）｝
・Sl／、　＝｛X∈Sl／・1ヨy（y∈sr・Y≦X）｝
‡例は6．6節で示される．
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　・S望／，＝（Si／・－5ρ／、）一　Sl／、・
そして集合Dを以下のように定義する．
D＝SE∩1号・
　一般的に，完全指定された正則3値論理関数fの最簡形は，fのすべての主項を求め，その中から
定義71に適合する最も簡単な組み合わせを求めることにより得られる．しかしながら，不完全指定
正則3値論理関数の場合は，同様の手川頁では一般には最簡形は求められない．不完全指定正則3値
論理関数の最簡形は，簡単化の手順の各段階で，都合の良い完全指定された正則3値論理関数を考
え，それらの関数の主項の組み合わせの中から，最も簡単な組み合わせを求める手順により得られる，
［簡単化アルゴリズムの概要］
（1）与えられた入力値At∈Aと出力値f（A1）から，写像f：A⊂階→V3が，正則3値論理関
　　数として実現できるかを確認する，
（2）D上のノの関数値を1に割り当てる．そうすることにより，SoとSl／2によって特徴づけられ
　　る正則3値論理関数を完全指定された正則3値論理関数と見なして，そのすべての主項を
　　求める．
（3）D上のノの関数値を1／2に割り当てる．そして5bにのみにより特徴づけられる正則3値論
　　理関数を，完全指定された正則3値論理関数と見なし，その1／2単積項と相補項の主項を
　　求める．
（4）（2）と（3）で得られた主項の中から，定義71に適合する最も簡単な組み合わせの主項の組み
　　合わせを選び出す．
［アルゴリズム9］
STEP　1与えられたfからSl・5lo・S1／2を得る・5f・3δ・Sbを求め，碑∩5∫＝φ（∀らゴ∈
　　｛1，0，U｝）が成立することを確認する。
STEP　2βf1，β’2，…，β呉を定義67（1）によりBl，B2，…，Bs∈Soに対応する単和項とす
　　る・そしてβヂ1，βf2・…，βρ‘を定義67（2）（3）によりC1，C2，…，Ct　ill　Sl／2　u　5望／2の元
　　に対応する和項とする．ただしβ9・は，Ci∈陛の場合には1／2最大項を，　Ci∈理一理
、　の場合には，相補最大項を対応させる．このとき，βρ1・β野…β碁・βf1・βf2…（39t
　　を加法形式に展開し，1／2単積項と相補項を取り除くことによりαf　V　dVダ　V…Vαfを
　　得る．
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STEP　3βρ・，β費，…，β’・を定義67（1）によりBl，B2，…，－B，∈Soに対応する単和項と
　　する．このとき，（1／2）・βFi・β身…β’・を加法形式に展開し，　STEP　2で得られた
　　α8，α8，一一・，α8に包含される積項を取り除くことにより，ぜv7ダ〉…V78を得る．
STEP　4αi’・，α費，…，αJaを定義67（1）によりX1，X2，…，X、∈Slに対応する単積項と
　　する・そして・・1・Yl　，・i2，…，・涯定義67（2）（3）によbY・，Y2，…，Y・　E　S，°／，U　sg／2
　　の元に対応する1／2最小項または相補最小項とする．ただし，α幹はyi∈壁ときは
　　1／2最小項であり，yi∈町一際のときは，相補最小項とする．次に，　STEP　2で
　　得られたαf，α8，…，α覆と，STEP　3で得られた7f，7’，…，7’から，最も簡単な組み
　　合わせを，αざi，α12，…，αiaとα汽αン，…，αぎbを包含するように選び出す．ただし，
　　7f，汐，…，78がα費，α勇，…，　at’・を包含することはない．選び出された積項の組み合
　　わせがξf，ξダ，…，ξ8であるときξf＞ξダv…vξ8が求める最簡形である．
（アルゴリズム終）
6．5．2　アルゴリズムが正しい事の証明
本項では，前項で与えられたアルゴリズムが正しいことを保証する定理を与える．
［定理44］いかなる完全指定された正則3値論理関数の最簡形も，主項の論理和で表現される，
（証明略）
［定義72］正則3値論理関数／のいかなる最簡形にも現れない主項を不必要項という．
［定理45］正則3値論理関数fの単積項の主項は，不必要項ではない．
?
（証明略）
［定理46］（4章4．5節の定理32に相当）∫＝β，・β2・…・βεを乗法標準形で表現された正則3値
　　論理関数とする（ただしβiは和項である）．fを加法標準形に展開して／＝ツ1＞72　v…〉ツs
　　（7言¢ツゴ，i≠のを得たとする．このとき71　Vツ2＞…V　7，は／の主項の和である．もしノ
　　の主項70がツ1Vツ2＞…V7、に含まれていない場合，ツoはノの不必要項である．　（証明略）
［補題30］αを単積項（βを単和項）とし，X∈V3nを定義67（1）によりα（β）に対応する元とす
　　る．このとき，
（1）α（Z）＝1（β（Z）＝0）f・r∀Z∈｛yly≦X｝・
（2）α（Z）＝1／2（β（Z）＝1／2）for∀Z∈｛YIX△γ≠φ，yz≦X｝。
（3）α（Z）＝＝　O（β（Z）＝1）f・・∀Z∈｛ylX△y＝φ｝・
ただしX△yは半順序集合く曜，≦〉におけるXとyの下限の集合を意味する．（証明略）
97
［捕題31］αを1／2最小項（βを1／2最大項）とし，X∈謄を定義67（2）によりα（β）に対応す
　　る元とする．このとき，
（1）α（Z）＝1／2（β（Z）・＝1／2）for∀Z∈｛ylY≧X｝．
（2）α（Z）＝0（β（Z）＝1）for∀Z∈｛YIX△Y＝φ｝．
ただしX△yの定義は，補題30と同様である． （証明略）
［補題32］αを相補最小項（βを相補最大項）とし，X∈V3n一際を定義67（3）によりα（β）に
　　対応する元とする．このとき，
（1）α（Z）＝1／2（β（Z）＝1／2）for∀Z∈｛Yly≧：A｝．
（2）α（Z）ニ0（β（Z）＝1）for∀Z∈｛Yix△y＝φ｝．
ただしX△yの定義は，補題30と同様である． （証明略）
［定理47］提案アルゴリズムで得られたξfvξダV…Vξ8は，与えられた不完全指定正則3値論
　　理関数fの最簡形である．
　　（証明）STEP　1において，実現可能性が確認されれば，与えられたSl，　So，　Sl／2により特
　　徴づけられる不完全指定正則3値論理関数が，少なくとも一つ存在する、
　　STEP　2において，最簡形に現れる単積項の主項を導き出している．このとき，　So，51／2uSi（／2
　　により特徴づけられる主乗法標準形を考える．5p／2の元に対応する相補最大項は，主乗法標
　　準形には決してあらわれない．なぜなら補題30，補題32により，それらはSoの元に対応す
　　る単和項を包含しているので，省略されてしまうからである．それゆえ，定理42により，こ
　　こで考える主乗法標準形は・Soの元に対応する単和項とsi／2∪5鍔2の元に対応する1／2最
　　大項または相補最大項により構成される．ここで考えた主乗法標準形を完全指定された正則
　　3値論理関数と考え，これを加法形式に展開する，そして定理46により，ここで考えた関数
　　の主項の論理和が得られる．しかしながら，ここで得られた主項のみでは，与えられた不完
　　全指定正則3値論理関数の最簡形に現れる積項の，すべての候補が得られたわけではない，
　　なぜならば，STEP　2では，　D上の関数値が1であるとしているからである．すなわち，1）
　　の元に対応する1／2最小項をカバーする1／2一単積項や相補項は，ここでは生成されていな
　　い．しかしながら，候補となる積項のうちの単積項であるものは，すべて得られている．
　　STEP　3では，最簡形に現れる1／2単積項と相補項を求めている．このとき，　Dにおける関
　　数値は1／2としている．ここで考えている乗法形式を完全指定された正則3値論理関数の主
　　乗法標準形と見なして，加法形式に展開すると，定理32によりこの関数の不必要項以外の
　　すべての主項が求められる，ここで得られた主項のうち，1／2単積項と相補項で，STEP　1
　　において得られた単積項に包含されないものは，最初に与えられた不完全指定正則3値論
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理関数の積項の候補となり得る．なぜならば，D上での関数値を1／2としており，　STEP　1
では得られなかった1／2単積項と相補項も，すべて生成されているからである．
STEP　4では，最小被覆問題を解くことにより，与えられた不完全指定正則3値論理関数の
主加法標準形（定理42による）に現れる積項をすべて包含する，最も簡単な積項の組み合
わせを求めている．　　　　　　　　　　　　　　　　　　　　　　　　　　　ロ
6．6　例題
不完全指定正則3値論理関数／のSl，　So，　S1／2が以下のように与えられたとする・
　　　　　　　　　　　Sl　＝　｛（O，　O，0）｝
　　　　　　　　　　　So　＝　｛（O，　Oう1）｝
　　　　　　　　　　　S・／・＝Sl／、U　S？／、uslノ、
　　　　　　　　　　　・S’1／、＝｛（1／2・0，0），（0，1／2，0），（0，0，1／2）｝
　　　　　　　　　　　S？／、＝｛（1／2，0，1），（0，1／2・1），（0，0，1／2）｝
　　　　　　　　　　　Sf／、＝｛（1／2，1・O），（1／2・1，1），（1，1／2，0），
　　　　　　　　　　　　　　　　（1，1／2，1），（1，0，1／2），（1，1，1／2）｝
この関数の最簡形を，提案アルゴリズムで求める．
　STEP　1において，実現可能性の確認を行う．　Sr，5δ，　Sbは以下のようになる．
5f　＝
5δ　ニ
Sbニ
｛（0，0ッ0）｝
｛（0，0，1）｝
｛（1／2，0う0），（1／2，1，0），（1／2つ0，1），
（1／2，1，1），（0，1／2，0），（Oっ1／2，⊥），
（1，1／2，0），（1，1／2，1），（0，G，1／2），
（1，0，1／2），（1，1，1／2），（1／2，1／2，0），
（1／2，1／2，1），（1／2，0，1／2），（1／2，1，1／2），
（0，1／2，1／2），（1，1／2，1／2），
（1／2，1／2，1／2）｝
この場合，Si∩57＝φ（∀ぎ，ゴ∈｛1，0，U｝，i≠のが成立しているので・実現可能性が保証れた・
　STEP　2において・最簡形に現れる単積項の候補を求める・Soと5「｝／2　u　5鎧2の元に対応する和
項の論理積，すなわち（xlV¢2＞～τ3）（xlV～x’1＞．x2　V　2・3）（xlV　x2V～x2Vσ3）＠1V勉＞1，3　V
～x、）（．Tl　V～x・〉噸＞x・）（・・1＞～・1　V～…V～・・’・）（～xl　V・・’・＞A・・2＞・・）（～・1・V　x・V～・・2＞
～x3）（～zl　V　．T2V　X3　V～x3）（～xlV～勉V鱒V～，z’3）を加法形式に展開する．これにより以下の六
つの単積項の主項（αP　t）が求められる．
～ZIX2つ　　　　2’1ごV2×3ラ　　　　　（じ1こじ2～忽3，
・Xl～X2・Z’3，　　・Xl～・T2～X3，　～il～忽2～X’3・
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　STEP　3では，1／2とSoの元に対応する単和項の論理積（1／2）・（xl＞1’2＞～x3）を加法形式に
展開することにより，1／2単積項と相補項の主項（ず）を求める・求められた主項は以下の三つ
である．
　　　　　　　　　　　　　　　　1／2x1，　1／2，z・2，　1／2～x3・
　STEP　4では，　STEP　3までで求められた主項と，与えられた不完全指定正則3値論理関数ノの
積項の間で最小被覆問題を解く．まずノの主加法標準形を求めると以下のようになる．
　　　　　　　　　　　～xl～x2～・T3＞・Tl～xl～x2・T3　V　xl・T2～τ2砂3
　　　　　　　　　　　＞～xl～x2×3～⑦3　V　xl～：vl2’2～x3＞2’1～こTlx2×3
　　　　　　　　　　　Vx1・T2～x2～x3　V　x1・T2～⑦2z3＞xl～・T2・T3～・z’3
　　　　　　　　　　　V．Tl．T2．T3～．r3．
この論理式は，積項数10，文字数39である．STEP　3までで求められた主項（PPα1　・ツゴ）と，主
加法標準形に現れる積項との間で最小被覆問題を解くことにより，以下のようにfの二つの最簡
形が求められる、
　　　　　　　　　　　　　f＝－x・－x・－X3・｛1／2Xl1／2x2｝・1／2…
最簡形に現れる積項数は3個でり，文字数は5である．
6．7　不完全指定ファジィ論理関数およびファジィ論理回路への応用
　不完全指定ファジィ論理関数の新しい定義（定義68）も基づき，不完全指定ファジィ論理関数
の簡単化の問題は，不完全指定正則3値論理関数の簡単化の問題となる．
　本節では最初に，5章で述べた従来の不完全指定ファジィ論理関数の簡単化アルゴリズムと，本
章で提案した簡単化アルゴリズムを比較し，その有効性を確認する．
　3変数の不完全指定ファジィ論理関数fが，表6．1で与えられたとする†．表6．1の左半分は13対
の入力値と出力値であり，右半分は，それれらの量子化である．これらの量子化を見ればわかる
ように，この不完全指定ファジィ論理関数のSl，　So，　Sl／2は，6・6節の例題で取り扱った不完全指
定正則3値論理関数と同じである．したがって，本章で提案したアルゴリズム（アルゴリズム8）
により簡単化を行うと以下の最簡形が得られる．
　　　　　　　　　　　　f－　N．Tl－一・V｛1／2Xi1／2x2｝・1偽
この最簡形は，積項数3，文字数5である．
　一方，5章で述べた従来の不完全指定ファジィ論理関数の定義に基づく簡単化アルゴリズムで，
このfの最簡形を求めると以下のようになる．
　　　　　　　　　f＝～xlX2　V～τ1～x2～x3　V　X’1～x2x3　V　x2～x2　V　x3～・T3
　↑この不完全指定ファジィ論理関数は，5章で例題として取り扱ったものである．
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表6．1：ある不完全指定ファジィ論理関数f
z 、4．｛ ∫（Ai） 兀λ ∫（Ai）
1 （O．1，0．1，0．1） 0．9 （0，0，0） 1
2 （0．1，0．1，0．9）0．1 （0，0，1） 0
3 （0，5，0．3，0．3） 0．5 （1／2，1／2，1／2）
i1／2，0，0）
1／2
P／2
4 （O．5，0．7，0，1） 0．5 （1／2，1／2，0）
i1／2，1，0）
1／2
P／2
5 （0．5，0．1，0．9） 0．5 （1／2，0，1） 1／2
6 （0．5，0．9，0．9） 0．5 （1／2，1，1） 1／2
7 （0．1，0．5，0．1） 0．5 （0，1／2，0） 1／2
8 （0．1，0．5，0．9） 0．5 （0，1／2，1） 1／2
9 （0．9，0．5，0） 0．5 （1，1／2，0） 1／2
10 （1，0．5，0。9） 0．5 （1，1／2，1） 1／2
11 （0．1，0．1，0．5） 0．5 （0，0，1／2） 1／2
12 （0．9，0．1，0．5） O．5 （1，0，1／2） 1／2
13 （1，0．9，0．5） 0．5 （1，1，1／2） 1／2
この最簡形は，積項数5，文字数20である．
　以上の例からもわかるように，本章で提案した新しい不完全指定ファジィ論理関数の定義を用
いると，その最簡形の積項数，文字数は等しいか，または少なくなる．
［定理48］fを不完全指定ファジィ論理関数とする．このとき，Pl（のは本章で提案した簡単化
　　アルゴリズム（アルゴリズム9）によりfを簡単化した際の積項数，P2（ノ）は5章で述べた
　　従来のファジィ論理関数の簡単化アルゴリズム（アルゴリズム8）によるfの最簡形の積項
　　数とする．同様にLl（のは，本章のアゴリズムによる文字数L2（のを5章で述べたアルゴ
　　リズムによる文字数とする．このとき，以下の不等式が成立する．
P1（∫）　≦　P2（f）
五1（∫）　　≦　　、乙2（f）．
（証明）ファジィ論理関数を表現する論理式の集合は，正則3値論理関数を表現する論理式
の集合の部分集合である．この事実から本定理は成立する．　　　　　　　　　　　ロ
一般に，定理48の等号が成立しない場合，即ち，本章で提案した簡単化アルゴリズムによる場合
の方が積項数，文字数が少なくなるのは，最簡形に1／2単積項が現れる場合である．1／2単積項
は，1／2最小項の論理和に展開可能な積項であることから，1／2単積項の出現は町の元への関数
値の割り当てに関連している．5f∩町，3δ∩町では，必ず正規性が成立しており，1／2単積項
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の存在に影響を与えない．したがって，1／2単積項の存在は，D＝婁∩階の元により特徴付け
られる．この結果，Dの元の数が多くなるほど，本章で提案した簡単化アルゴリズムが有効にな
り，積項数，文字数がより少なくなることが期待されるが，残念ながら，それは成立しない．
　以上の結果を基に，以下ではファジィ論理回路の設計への応用を考えることにする．特にここで
は，ファジィ論理回路の中でも最も基本的な素子であるAND－OR型のファジィPLA（Programable
Logic　Array）を例に考察する．通常，　PLAなどで実現する論理回路では，入力すべてに対して，
その出力値が指定されている（完全指定）場合は希であり，ほんどの場合が不完全指定である．
　図6．4（a）は，ファジィ論理関数型ファジィPLAであり，図6．4（b）は正則3値論理関数型ファ
ジィPLAである．議論を簡単にするため，ここでは，　AND平面のみに着目する．ファジィPLA
のサイズを評価する際，重要な指標となるのがPLAの列数である．　AND－OR型のPLAでは，列
数は，実現したい論理関数の積項数に対応する．図6．4のようなファジィPLAで本節の最初で取
り扱った不完全指定ファジィ論理関数（表6．1）を実現した場合，ファジィ論理関数型（図6．4（a））
では，Wl＝5である．一方，正則3値論理関数型（図6．4（b））では，　W2＝3となり，ファジィ
論理関数型と比較すると，約60％程度にまで小さくすることが可能と考えられる．
6．8　むすび
　本章では，不完全指定正則3値論理関数の簡単化のための基本的性質と，簡単化アルゴリズム
を提案した．更に，不完全指定ファジィ論理関数について，写像としての性質と正規性の適範囲
を考察することにより，不完全指定ファジィ論理関数の新しい定義を与え，不完全指定ファジィ
論理関数の簡単化の問題は，不完全指定正則3値論理関数の簡単化に帰着できることを示し，そ
の有効性を，5章で述べられた従来からの定義のまま不完全指定ファジィ論理関数を簡単化する場
合と比較して，その有効性を示した．
　本章に関連する以下のような問題が今後の課題として残される．
（1）不完全指定ファジィ論理関数の簡単化において，従来の簡単化手法と，本章での提案手法と
　　の間で，その有効性はどれくらいの比率であるかを検証すること．
（2）本章で提案した簡単化アルゴリズムは，不完全指定正則3値論理関数に対して有効なアル
　　ゴリズムである．6．1節で述べたように，正則3値論理関数は，定数として0，1／2（＝0．5），
　　1を定数として持つ，不完全指定された定数係数をもったファジィ論理関数（不完全指定
　　Fuzzy／C論理関数）と代数的には同型なものである．したがって，本章での提案アルゴリ
　　ズムは，一般の任意定数をもった不完全指定Fuzzy／C論理関数へ拡張可能であると考えら
　　れる．そのためのアルゴリズムを考えること．文献［59］において，一部そのための手法が
　　著者らにより報告されているが，未だその手法は不完全である．
（3）（2）で述べた拡張を行うことにより，ファジィ測度，特にファジィ測度上での菅野積分に対
　　して様々な応用が考えられる（1章1．3節参照）．一般に測度空間内のすべての部分集合に対
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　　　　　　　　　　←－Wl－一一レ
Xl
X2　　　　　　　　　　　　　　　　　　　　　　　　　　　　AND　array
Xn
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　fi
　　　　（a）Fuzzy　switching　function　type
Xl
　　　　　　　　　　　　　　　　　　　　　　　　　　　　AND　array
Xn
　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　fi
　　　　（b）Regular　ternary　logic　function　type
　　　　　　　　　　　図6．4：AND－OR型ファジィPLA
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して，その測度が明確に定まっていることは，現実の問題においては，希で，測度は部分的
にしか定まってない場合が多い．文献［32］等において，定数係数をもったファジィ論理関
数が菅野積分で表現されるための条件等が考察されているが，不完全に指定された測度上で
の議論としては未だ不完全である．（2）が解決されれば，この点についても解決され，現実
世界での様々な応用が可能となると思われる．
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7章
本研究のまとめと応用例について
　本研究では，最初に，これまでクリーネ代数のモデルとして研究されてきた様々な関数を，そ
の特殊な部分集合として含む定数係数をもったファジィ論理関数を定義し，その基本的性質，論
理式表現，表現能力に関する考察を行った．そして第2に，定数係数をもったファジィ論理関数
と，その部分集合となる関数族に適用可能な簡単化の原理として，ファジィ論理におけるNelson
の定理を示した．そして第3番目に，入出力関係が不完全に指定されている論理関数の簡単化の
問題を取り扱った．その一つが不完全指定ファジィ論理関数であり，もう一つが不完全指定正則
3値論理関数である。後者の正則3値論理関数については，その簡単化手法の応用として，本研
究で新しく定義された不完全指定ファジィ論理関数があり，前者の不完全指定ファジィ論理関数
の簡単化と比較して，ファジィ論理回路などの設計においては，後者の方が有利であることも示
された．
　1章1．3節でも述べたが，本研究における結果は，単に数学的な側面や理論的な側面のみならず，
以下のような分野に応用があると考えられる，
（1）ファジィ論理回路の設計法
（2）分散システムの設計法［51，60］
（3）データ・マイニング
（4）不完全に指定されたファジィ測度上での積分や可能性理論
　最後に，これらの応用分野のうち（3）について具体的な応用例を示す．
　工学部の4年生13名にコーヒーの味付けや温度に関してアンケートを行った（この例は，文
献［27］にヒントを得て行った）．アンケートを行う上での属性としては，以下の三つを選んだ・
　・．Tl：砂糖の量（量が多いほど大きな数値）
・x2：ミルクの量（量が多いほど大きな数値）
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　・．T3：温度（温度が高いほど大きな数値）
この三つの属性から，そのコーヒーに対する好みを0から1までの数値で採点してもらうことと
した．このとき，学生のコーヒーに対する味覚は，以下のような関数で得られる．
　　　　　　　　　　　　　　　ノ（砂糖，味覚，温度）＝好み
アンケート結果として表7．1のようなデータが得られた．このデータから得られる知識∫を求める
表7．1：コーヒーの好みに関するアンケート結果
学生番号 ¢1 餌2 ¢3 好み
1 0．1 0．1 0．1 0．9
2 0．1 0．1 0．9 0．1
3 0．5 0．3 0．3 0．5
4 0．5 0．7 0．1 0．5
5 0．5 0．1 0．9 0．5
6 0．5 0．9 0．9 0．5
7 O．1 0．5 0．1 0．5
8 0．1 0．5 0．9 0．5
9 0．9 0．5 0．0 0．5
10 1．0 0．5 0．9 0．5
11 0．1 O．1 0．5 0．5
12 0．9 0．1 0．5 0．5
13 1．0 0．9 0．5 0．5
ことが，データ・マイニングの問題となる．本章まで，具体的には述べなかったが，このアンケー
トで得られた結果は5章，6章の例題で用いた不完全指定ファジィ論理関数となっている（表5．1，
表6．1）．したがって，知識fを6章で述べた簡単化の手法で簡単化して論理式で表現すると，以
下の論理式表現が得られる。
　　　　　　　　　　　　f・一・－XIN．X2NX3・擁1｝・1／2・3
この知識fに言語的な解釈を与えると以下のような二つの解釈が得られる・
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言語的解釈1
　　重み1で（砂糖が少なく，ミルクが少なく，温かくない）コーヒーを好む．
　　　　または，
　　重み1／2で（砂糖の入った）コーヒーを好む．
　　　　または，
　　重み1／2で，（温かい）コーヒーを好む．
言語的解釈2
　　重み1でく砂糖が少なく，ミルクが少なく，温かくない）コーヒーを好む．
　　　　または，
　　重み1／2で（ミルクの入った）コーヒーを好む．
　　　　または，
　　重み1／2で，（温かい）コーヒーを好む．
以上のように13対のデータから知識を抽出し，その知識を論理式表現として取り出し，その論理
式表現に関して言語的解釈を与えることが可能となった．また得られる論理式も言語的解釈も簡
便な表現となっている．この例からわかるように，より大規模なデータの集合を扱った場合には，
より大きな効果が期待される．
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