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INTRODUCTION 
Let R” denote n-dimensional real Euclidean space and I denote the compact 
interval [0, 7’1, T > 0. Letf(t, x, x’) be a continuous function with domain in 
I x l? x Rn and range in Rn. In this paper, we first provide sufficient 
conditions in order that the second order differential equation 
XV = f(t, x, x’), ( ’ = d/&t> 
has at least one solution x(t) satisfying the given boundary conditions 
40) = x0 2 x(T) = A+. 
Secondly, we treat the analogous results for the differential Eq. (1.1) which 
has at least one periodic solution, i.e., a solution satisfying the periodic 
boundary conditions 
x(0) = x(T), s’(0) = x’(T). (l-3) 
In the last part of the paper, we extend the results of the first part for the 
boundary value problems (l.l), (1.2) to some third order boundary value 
problems, namely, 
Yrn = f(t, Y, Y', Y"), (l-4) 
y(O) = ql 9 Y'(0) = Yo’, Y’(T) = YT’, (l-5) 
where f is a continuous function with domain in I x R” x R” x RR” and 
range in R” while a, , yo’, yr’ are given constant vectors. 
Problems of the first two types have been approached in a great variety of 
ways. Among them, many authors assume at least one of the following 
conditions: 
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(a> f@, x, 4 = (fl,.-, f”) is of type D on a set K C I x R” x R”; 
that is, for every (t, x, x’), (t, y, y’) with xj < yj, xi = y”, x’ = y’, the ine- 
quality fi(t, x, x’) > fi(t, y, y’) holds on K. 
(b) For every x0, there is at most one solution of (1.1) which exists for 
all t > 0 and satisfies x(0) = x,, . 
These two conditions are by no means trivial. The paper [2] of Knobloch 
dealing with the boundary value problem (l.l), (1.3) has obtained some 
general results without using these two nontrivial conditions. This suggests 
that there should be some analogous results for the boundary value problem 
(1 .l), (1.2). Our objective in Section 1 of this paper is to obtain some analogous 
general results for the system (1. l), (1.2) and to improve the results in [2] 
by simple modifications. 
Concerning the third order boundary value problem (1.4), (1.5) a scalar 
case, in which f, y, y’ and y” are scalars, was given by Klaasen in [3]. However, 
Theorem 7 in [3], which seems to be the main results, assumes that solutions 
of initial value problems for (1.4) with y(O) = a, y’(0) = y’, can be errtended 
to [0, T] or becomes unbounded. This condition is again by no means trivial. 
In Section 2, we establish some general results for the boundary value pro- 
blem (l-4), (1.5) without using this nontrivial condition. 
1 
Let r(t, x) be a real function of class C2 defined on the set [O, T] x R”. 
We adopt the notation used in [l] and [2]. Thus x = (x1,..., xn) and f = 
(fl,..., f “) will be n-dimensional column vectors, x *f denotes the scalar 
product, jj xlj the Euclidean norm, and 1 x 1 the maximum norm, 4(s) 
a Nagumo function (d(s) > 0 for s > 0 and Jm s . &j+(s) = GO), u the 
gradient vector of Y w.r.t. x, e, the gradient vector of &/at w.r.t. x, P the matrix 
(a”r/axQxj). We denote by Y’ = Y,‘, Y” = $ the derivatives of r w.r.t. the 
differential equation x” = f(t, x, x’), that is, 
~1 = arjat + u -XI, 
~;=a2rlat2+2~.~'$-~'P.xf+~,f. 
Furthermore, we always assume that [0, T] x Rn possesses the induced 
topology w.r.t. R n+l. Let r(t, x) satisfy the following conditions: 
(rl). r(t, x) E C2([0, T] x R”). 
(r2). The set E- = {(t, x): t E [0, T], u(t, x) < 01 is bounded. 
(r3). zc is different from 0 on the set 
Ef = {(t, x): t E: [0, T], r(t, x) > 01. 
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(r4). The partial derivatives yu = Pr/axixj, i,j = I,..., n, are bounded 
on [0, T] x R”. The symmetric matrix P = (rij) is uniformly positive 
definite on E+; that is, the quadratic form yP(t, x).y has a positive lower 
bound on the set 
((4 x, Y): (4 4 E E+, II Y II = 11. 
With the induced topology in the space [0, T] x R”, the geometric pro- 
perties of a function Y satisfying the above four conditions are contained in 
LEMMA 1.1. Let r(t, x) satisfy conditions (rl), (r2), (~3) and (r4). Then: 
(1) The set 
(E->” = ((t, x): t E [0, T], r(t, x) < 0} 
is a connected open set in [0, T] x R” and there is a space curve (t, c(t)), 0 < 
t < T, in (II-)“. 
(2) For any fixed t, the sets 
(E,-)a = {x : r(t, x) < 0}, 
Et- = {x : r(t, x) < 0) 
are convex. 
(5) The set 
F = {(t, x) : t E [0, T], r(t, x) = Oj 
is a smooth surface with boundary points which consist of the sets 
((0, x) : r(0, x) = O} 
and {(T, x) : r(T, x) = O}. 
Proof. If the matrix P(t, x) is positive definite on the whole (t, x) space, 
then, for every fixed t, there is exactly one critical point for r(t, x) at which 
this function obtains its minimum value. So condition (~3) is certainly satis- 
fied if there is, for every t in [0, T], a vector x such that r(t, x) < 0. The 
reverse of this argument is also true: if (r3), (74) hold, then, for every t in 
[0, T], there are vectors x such that r(t, x) < 0. Hence (E,-)i and Et- are 
not empty for every t E [0, T]. The convexity of Et- and (E,-)i follows from: 
A = r(t, x1 + T(X2 - XJ) as a function of Q- satisfies the condition a2 A/W > 0 
if A > 0 and if xa # x1 ; A(0) < 0, A(1) < 0 therefore implies A < 0 for 
all 7 E [0, 11; similarly, A(0) < 0, A(1) < 0 implies A < 0 for 7 E [0, 11. 
Since Y is continuous, (E->” is open in [0, T] x R”. The connectedness of 
the set (E--y follows from the convexity of (E,-)i and from the existence of 
a space curve (t, c(t)), 0 < t < T, in (E-)i. The existence of such a space 
curve is obtained by constructing in the following way: 
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Let x0 E (E,-)i fixed; we draw the space curve (t, x0) for t 3 0. Let t1 > 0 
be the first point at which the space curve (t, x,,) hits F and x1 a point in 
(E<)i. Because (E-)” is open, therefore there exist to and t, , with 
0 < t, < tl < t, < T, such that the curve (t, x1), t, < t < t, , is contained 
in (E-)i. By virtue of the convexity of the set (Et)i, the line segment 
WY x0), (4 a 
is contained in t x (ES-)$ for t E [to , tr); it follows that the line segment 
joining the point (to , x,J to the point (tl , x 1 ) is in (E-)i; this line segment can 
be represented by (t, (1 - (t - to)/(tl - to)) x,, + (t - t,)/(t, - to) x1) for 
t E [to , tJ. We define 
x0 if O<t<t,, 
t - to 
(1 -,,)x,+--x, 
t1 - to 
if to < t < t, , 
Xl if t, < t < t, . 
Clearly the space curve (t, c(t)) is in (E-)i. By repeating this process, we can 
extend (t, c(t)) over [0, T] because of the compactness of the closed interval 
LO, Tl. 
Condition (3) is an easy consequence of the facts that r(t, x) = 0 and 
@-/at, ar/ax1,..., &/W) f 0 by condition (~3) while (E-)” is connected. 
This proves the lemma. 
To give an example of such a function r’, let us take a matrix PO(t), a vector 
R(t), a scalar b(t), where b(t), the elements of PO , and the components of K are 
functions of cIass Cg on [0, T]. Assume that PO is positive for every t E [0, T] 
and put 
r(t, x) = b(t) + h(t) . x + fr xP,(t) . x. 
If, for every t E [0, T], there is a vector x such that r(t, x) < 0, then it is 
easy to check that r(t, X) satisfies condition (rl), (r2), (~3) and (~4). 
THEOREM 1.1.. Let f (t, x, x’) be a continuous function defined on the set 
Em- = {(t, x, x’): (t, X)E E-, X’ arbitrary) 
satisfying the conditions: 
T; 3 0 when Y = 0 and P’ = 0; WI 
llfll d 441 x’ II)? Ilf II < 24x .f i II Jc’ II”) + K (1.7) 
where 01, K are non-negative constants. 
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Let x,, , xr be given two points such that ~(0, x,,), r(T, xr) ,( 0. Then the 
differential equation (1.1) has a solution x(t) satisfying condition (1.2) and the 
condition r(t, x(t)) ,( 0 for all t E [0, T]. 
Before giving the proof, let us introduce the following auxiliary functions 
of s, which are used in [1] and [2]: 
S(s) = 0, s or 1 according as s < 0, OGs<l, s>l; 
h(s) = -1, s or 1 
according as 
s < -1, - 1 < s < 1, s > 1; Z(x) = @(xl) )..., h(x”)). 
Note that the inequalities 
x . Z(x) > 0 if x # 0, x - Z(x) > 1 x 1 if Ixl>l 
hold for all x. 
Proof of Theorem 1.1 The following considerations will be in part a mere 
repetition of the proof of Theorem 5.1 in [1, Chapter XII] and in part the 
proof of Theorem 2 in [2] by Knobloch. In view of Lemma 2 in [2], it is 
sufficient to prove the theorem only for those r which satisfy the condition: 
r(t, x) = 8 11 x Ii2 if IIxlI > R, 
where R is a sufficiently large number satisfying 
R > sup jj x 11 on the set E-. 
The proof will first be given for the case that (1.6) is strengthened to: 
Y;r > 0 when Y = 0 and r’ = 0. 
We begin by choosing a constant M having the properties: 
(1.6’) 
(Ml) For any function f which satisfies condition (1.7) on Em- and 
any solution x(t) of the corresponding differential equation (1. l), the inequality 
I] x(t)11 < sup II x II on the set E- for all t E [0, T] implies I] x’(t)11 < M; 
(M2) @@t2 + 2v . x’ + x’P - x’ > 0 
when 0 < t < T, r(t, x) = 0 and ]I x’ II > M. 
Condition (Ml) is guaranteed by Lemma 5.2 in [1, p. 4291. Condition (M2) 
is always possible, since P is uniformly positive definite and the compactness 
of the set 
F = {(t, cc): t E [0, T], r(t, x) = 0}, 
implies that %-lW and v are bounded. 
BOUNDARY V&LIE PROBLEMS 263 
Secondly, let 8(s), where 0 < s < 00, be a real-valued continuous function 
satisfying 8 = 1, 0 < 8 < 1, 8 = 0 according as s < M, M < .s < 2M, 
s 2 2M. 
Let (t, c(t)), 0 < t < T, be a space curve in (A’->i. For any point (t, z) in 
E-k, since t x Et- is convex, the line segment L((t, x), (t, c(t))) intersects F at 
one point which is denoted by (t, w). Suppose that E+ possesses the induced 
topology w.r.t. [0, T] x RI Then given a small neighborhood N of (t: Z) 
and a small open interval I, containing t, the set 
l3 = ((3, y) E It x I?“: the line segment connecting (s, y) and (s, c(s)) 
intersects the set F n H) 
is clearly a neighborhood of (t 3) in the space I?+ such that (s, 7) E If for 
(s, y) E B. Therefore, x depends continuously upon t and x. 
We then put 
gl(t, x, x’) = 8(/l x’ 11) *f(t, x, x’) on I&-, 
g(t, x, x’) = g&, $3 x’) + KQ(t, 2)) @@, x)) 
on the set 
((t, x, x’): (t, x) E E+, jj x ji < R, X’ arbitrary), 
- 
gttt x5 4 = 11 x ij --CT1 (c I,$] - , X’ + K8(T(t, X)) @(t, X)) ) 
if II ‘2 II > K 
where K is a sufficiently large constant. We claim that g has the foIlowing 
properties: 
(81) g is bounded on [0, T] x R” x I@. 
(82) g = f on ((t, X, x’): (E, X, x’) E Em--, /I x’ jj < M). 
(83) II g II < 5NI x’ II), II g II < 24% - g + II 5’ 112) + K: on &--. 
(g4) r,“>Owhenr>Oandr’=O. 
We note that 
if (t, X, x’) E A’,+ and I/ x I[ < R, and that 
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Condition (gl), (g2) and (g3) are clear, while condition (g4) has to be verified. 
It follows from the last formula to define g and the last formula for ri that 
r,” > 0 if (1 x 11 > R and K is sufficiently large. The verification of the statement 
that 
I$ = T-i1 > 0 if r=O, r’=O 
is divided into three steps. If Y = 0, Y’ = 0 and /( N’ /j < M, then (g2) implies 
ri = r; > 0. If Y = 0, r’ = 0 and jJ x’ /I 3 2M, then (M2) implies Y: = 
ri, > 0. In case that r = 0, Y’ = 0 and M < 11 x’ 11 < 2M, the inequality 
Y; > 0 follows from (M2), Y; > 0 and the relation 
T; = Y& = 8(/l cc II) . r; + (1 - S)(P+t~ + 2V - x’ + X’P . x’) > 0. 
It remains to prove the last case that 
I$ > 0 if r>O, I+’ = 0 and II x II G R- 
The proof is similar to that of Theorem 2 in [2, pp. 78-791 and will only be 
indicated. Since P is uniformly positive definite and gl(t, %, x’) is bounded, 
the inequality ril > 0 holds if 11 x Ij < R and // x’ Ij is large enough. The set 
A = ((t, x, x’): 0 < t < T, r(t, x) > 0, jl x /I < R, r’(t, x) = 0, and r& < 01, 
is therefore a compact subset of the set 
Em+ = {(t, x, x’): 0 ,( t < T, r(t, x) 3 0 and x’ arbitrary). 
This implies that r(t, x) has a positive minimum y on A. Since the relation 
u f; 0 holds on Ef, there exists a positive number b such that u.Z(u) 3 b 
on the set {(t, x) : (t, x) E E+ and Ij N 11 ,( R). Hence 
if (t, x, x’) E EL and Ij x jj < R. Therefore r; 3 ril + &(y)6 on A. This 
proves the last case if K is sufficiently large. We conclude that X” = g(t, x, x’), 
(1.2) has a solution. It follows from conditions (g2), (g3), (g4), (Ml) and 
Lemma 5.2 in [I, p. 4291 that this solution indeed is a solution of x” = f 
satisfying condition (1.2) and the condition r(t, x(t)) < 0 for all t E [0, T]. 
To complete the proof of Theorem 1.1, we have to show that the result 
remains valid if condition (1.6’) is replaced by condition (1.6). For the purpose 
of this, we consider the differential equation x” = fE(t, x, x’), where fc = 
f(t, <x, x’) + EU(~, x) and E, 0 < E < I, is a positive constant. It is clear that 
f< satisfies all the conditions of Theorem 1.1 as well as condition (1.6’), 
and therefore x” = fE has a solution satisfying the required conditions. The 
conclusion of Theorem 1.1 is obtained in the limit E -> 0. 
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Remark. We observe that in proving the theorem condition (1.6) was 
needed only for those (t, x, x’) which belong to the compact subset 
E.& = ((t, x, x’) E E,-: jj X’ Ij < 2M] of E,-. 
Now, we consider functions of the form 
p(t, x) = b(t) + k(t) . x, (1-V 
where the components of vector k(t) and the scalar b(t) are continuous func- 
tions of class P. Derivatives p’ = p’(t, x, x’), p” = p”(t, x, x’) are to be 
understood with respect to the differential equation x” = f(t, x, x’). Further- 
more, let l-0, T] x R” possess the induced topology w.r.t. P+-l. 
THEOREM 1.2. Given. N functions pi(t, 3) of type (1.8), me assume the 
following conditions: 
(i) T&e set 
E- = ((t, x): 0 < t < T, p<(t, x) < 0, i = l,..., N} 
is compact. For every t, there is a vector x such that (t, x) is in the interior of E-. 
(ii) pi(t, x, X’) 3 0 if p,(t, x) = 0, p,‘(t, x, x’) = 0 and (t, x) e E-, 
i = l,..., N. 
Let f be continuous on the set 
E,- = ((t, x, x’) : (t, x) E E-, x’ arbitrary] 
and let a Nagumo condition (1.7) hold. Then, for, any tzuo points x0 , xT such that 
~~(0, XJ < 0, pi( T, q.-) < 0, i = 1 ,..., N, the diflaential equation (1.1) has 
a solution x(t) satisfying (1.2). 
Proof. The proof will first be given for the case that (ii) is strengthened to 
i = iii’; PXC x, x’) > 0 if p,(t, x) = 0, pl(t, x, s’) = 0 and (t, x) E E-, 
7 >*a.> N. 
Let c > 0 be a number such that I/ x II2 < c when (t, x) E E-. It follows from 
the same argument brought out in Lemma 1.1 that there is a space curve 
(t, c(t)), 0 < t < T, in the interior of E-. Denote E+ = ((f, x): 0 < t < T, 
(t, x) is not in the interior of E-1. For any point (tt x) in E+, the line segment 
starting from (t, C(E)) ending at (t, x) intersects the set 
F = ((t, CC): (t, x) E E-, p,(t, x) = 0 for some Q 
5=5/18/2-3 
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at one point which is denoted by (t, 5). We, then, define a continuous function 
on the set [0, T] x {X : 11 x jj < c} x R” by putting 
f(t, x, x’) =f(t, x, x’) on Em-, 
f (t, x, x’) = f(t, S, x’) on the set 
{(t, X, x’) : (t, x) E E+, 11 x /) < c, x’ arbitraryj. 
It is easy to see that the relation f = f holds in Em- and f satisfies a new 
Nagumo condition in the domain of definition. We introduce the N-vector 
w(t, x) = w = (Max(0, p,) ,..., Max(0, pN)) 
and the function r defined by 
where p is a sufficiently large positive constant. Clearly the set 
E,- = ((t, x) : 0 < t < T, r(t, x) < O> 
is contained in [0, TJ x {x : /I x 11 ,< c}. It is easy to check that E,- is a com- 
pact neighborhood of E- and shrinks to E- as p tends to infinity. r(t, X) is 
clearly of class Cl on [0, T] x Rn and is of class c” except on the set D = 
((t, x) : pi(t, X) = 0 for some ;}. We then modify the definitions of r’ and r” 
to be the definitions given by condition (4.5) in [2]: 
We denote by w’(t, x, x’), w”(t, X, x’) the vectors having as ith component 
pf’(t, X, x’), p;(t, X, x’) respectively for the case p,(t, X) > 0 and 0 for the case 
p,(t, X) < 0, i = l,..., N. We put 
r’(t, x, x’) = 2(x . x’ + pzu . w’), 
C(t, x, x’) = 2(x . x” + 11 x’ II1 + p(w . w’ + Ij w’ II”)). 
Since r fails to have second order derivatives on D, the following argument 
given by Knobloch is necessary: 
Given any (t,, , 1~ ) consider all function of the form L ,, , 
II x /I2 - c + p (iI S&2), 
where 
and 
si = 0 if Pdt, , 4 < 0, 
si = 1 if Pi(h , x0> > 0 
Si = 1 or 0 if p& ) x0) = 0. 
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These are finitely many quadratic polynomials, say q1 ,..., qWT , which have a 
positive Hessian matrix. The number nz depends of course upon (t, , x@). 
It is easily verified that Y = qi , Y’ = qi, 7” < q5 for all i = l,..., ‘llz if (t, x) = 
(t,, , x0), and r(t, X) = q,(t, X) for at least one qi if (t, X) is in a certain neighbor- 
hood of (tu , x,,). Furthermore, the numbers pa(t, , x0 , x’), i = l,.~., m, are 
the possible limits of the function 1.” at (t, , x0 , x’). 
Therefore, by using the same results and techniques in Part 4 of 
[2] Theorem 1.1 is clearly applicable and implies that for every sufficiently 
large p the problem X” = f, p,(O, x0) < 0, p,(T, +) < 0, i = l,..., A’, has a 
solution x(t) with the properties : 
1. x(t) E E,- and consequently I( x(t) 11 < c. 
2. /I x’(t)\\ < M, where M is a Nagumo constant depending only upon 
T, C, and the new Nagumo condition of j. Therefore the solution of the 
problem X” = f, ~~(0, ~a) < 0, p,(T, xr) < 0, i = 1,2 ,..., N, follows from the 
standard compact argument. 
To remove the proviso of condition (ii’), we notice that for every fixed t, 
the set 
(x : (t, x) E E-,p& 2) < 0 for all i> 
is convex. Hence in each smooth manifold 
St,i = {x : (t, x) E E-, pi(t, x) = 0, t and i fixed) 
the relation (AC - c(t)) . u,(f, X) > 0 is valid, where ui(t, X) is the gradient 
vector of pi = 0 at the point (t, X) and is an outward normal vector at the 
point .v in S,,i . This is a geometric property of an (72 - 1) dimensional closed 
convex surface containing the origin inside. The proof is left to the reader. 
By using this geometric property, we definef; = f + C(X - C) for 0 < E < 1. 
The validity of condition (ii) with respect to f implies the validity of condition 
(ii’) with respect tofE . The conclusion of Theorem 1.2 is obtained in the 1imi.t 
E --+ 0. 
THEOREM 1.3. Givelz xi(t), /F(t) E Cp[O, T], i = I,..., n, such that /P(t) > 
d(t), i = I,..., n, hold on [0, T], let f = (f 1 ,..., f “) be a continuous function 
dejzed on the set 
E,- = {(t, x, x’) : 0 < t < T, 2(t) < xi < /3<(t) for all i, x’ mbitrary~ 
satisfying a Nagumo condition (1.7). Furthermore, assume that 
f “(t, 32, 24’) 3 p” if xi = j?(t), 2’ = /F’(t), 0 < t < T; (1.9) 
fi(r, x, x’) < 08” if xi = a+(t), xi’ = G’(t), 0 < t < T. (1.10) 
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Then for eae~y x,, and x, , m?(O) < x,,~ < p”(O), a?(T) < xTi < p(T), the 
boundary value problem (l.l), (1.2) h as a solution x(t) satisfying d(t) < 
xi(t) < pi(t) for all i on [0, T]. 
Proof. By putting pi(t, X) = x* - j?(t) and ~,~+~(t, x) = -xi + &(t), 
i = 1, 2,..., II, we apply Theorem 1.2 and obtain Theorem 1.3. 
In the remaining part of- this section, we are interested in the existence of 
periodic solutions for second order differential equations. In 1971, the paper 
[2] of Knobloch appeared in Journal of Differential Equatiozs proved some 
interesting results in this field with period 1. However, all his results in [2] 
are true for arbitrary period T > 0. It is sufficient to check Theorem 2 in 
[2] in which period 1 is replaced by period T > 0. 
THEOREM 2 (in [2]). Let r(t, a) k sa zs t’J; es conditions (rl), (r2), (r3), (r4) and, 
in addition, r(T, x) = r(0, x) f or all x. Let f (t, x, x’) be a function which is 
continuous on the set E,- and satisjies the conditions 
r; 3 0 when r = 0 and r’ =O, 
llf II d all X’ II>, Ilf II < 24.z -f + II x’ II’) + K, 
where 9, a, K are as before. Then the differential equation x” = f (t, x, x’) has 
a periodic solution which satisfies r(t, x(t)) < 0 for aZZ t E [0, T]. 
To obtain this, we define the following functions: 
(a) h: [0, l] x Rn x R” -+ [0, T] x’ Rpz x Rn 
h(t, x, x’) = (tT, x, x’/T). 
(b) f(t, x, x’) = T2f(h(t, x, x’)) = pf(tT, x, x//T). 
(c) f(t, x) = r(tT, x). 
(d) B(s) = T*#(s/T) for s > 0 a Nagumo function. 
(e) xf(t) = xf(tT) if X~ is a periodic solution of r” = f (t, x, x’). 
Then it is verified that 
1. F+ = Tr,’ and F; = T2r;. 
2. Jr;+ t’f 11 h sa is y a t e conditions in Theorem 2 (in [2]) with T = 1. 
3. x7(t) is a periodic solution of X” =f(t, x, x’). Hence Theorem 
2 (in [2]) is valid on any compact set [O, T]. 
In what follows, we assume that the components of vector h(t) and the scalar 
b(t) in (1.8) are continuous periodic functions of t of class C2 with period T, 
and obtain 
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THEO~M 1.4. Givelz N functions p,(t, x) of type (1.8) with above assump- 
tions, me assume the following conditions: 
(i) The set 
E- = ((t, x) : 0 < t < T, pi(t, x) < 0, i = l,..., N) 
is compact. For every t, there is a vector x such that (t, x) is in the interior of E-. 
(iij pl(t, x, x’) >, 0 if p,(t, x) = 0, p.i(t, x, x’) = 0 and (t, x) E E-, 
i = l,..., N. 
Let f be continuous on E,- and let a Nagumo condition (1.7) hold. Then the 
differential equation x” = f ( t, x, x’) has a periodic solution x(t) such that 
(t, x(t)) E E- for all t. 
Proof. The first case that condition (ii) is strengthened to condition (ii’>, 
with pi > 0, is proved in [2] by Knobloch. 
The second step to remove the proviso of condition (ii’) is carried out by 
the same argument brought out in the second part of the proof of 
Theorem 1.2. 
If we put pi = xi - ,6?(t), P,+~ = -xi + c+(t), i = 1, 2 ,..., 12, where ai 
and pi, i = l,..., n, are periodic functions of class C2 and satisfy oli < @ for 
all i, then Theorem 1.4 implies Theorem 1.5. 
THEOREM 1.5. Let f be a continuous function dejked on the set E- satisfying 
a Nugulno condition (1.7) and conditions (1.9), (1.10). Then the difffeventiaz 
equntion x” = f (t, x, x’) has a periodic solution x(t) such that &(t) < xi(t) < 
/3(t) for all i on [O, T]. 
2 
We notice that Theorem 1.1, 1.2 and 1.3 are based on the theorems of 
Scorza-Dragoni: 
Let f (t, x, x’) be continuous and bounded on [0, T] x R” x R”. Then the 
differential equation 
xn = f(t, x, x’) 
has at Ieast one solution x(t) satisfying x(O) = x0, x(T) = x=, where x0 
and xr are given constants. 
The statement, together with the proof, can be found in Theorem 4.2 in 
[l, p. 4241. By using the same method to prove Theorem 4.2 in [ 11, we 
obtain: 
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Let f (t, x, x’, a) be continuous and bounded on [0, T] x R” x R” x Rx. 
Let F be a continuous map from the space of continuous functions defined on 
[0, T] to itself with the topology of uniform convergence. Then the functional- 
differential equation 
x” = f(t, x, x’, F[x](t)) 
has at least one solution satisfying x(O) = x0 , x(T) = xT , where x,, and sT 
are given constants. 
In particular, we define F[x](t) = a, + Ji x(s) ds and obtain : 
Letf(t, y, y’, y”) be continuous and bounded on [0, T] x R1” x R” x Rn. 
Then the differential equation 
ym = f(t, y, y’, y”) 
has at least one solution y(t) satisfying 
(2.1) 
Y(O) = a0 ? Y’(0) = 3’01, Y’(T) = YT’, (2.2) 
where a, , yo’, yT’ are given constants. 
In order to develop the theory, we assume that r(t, x) is a real function 
satisfying conditions (rl), (r2), (~3) and (~4). Let a be a given constant vector 
and 
s = sup/Ix// for x in the set {(t, x) : 0 < t < T, r(t, x) < O}. 
It is similar to Theorem 1.1 that we have: 
THEOREM 2.1. Let f (t, y, y’, y”) be a colztinuous function defined on the set 
E,-(Y) = ((6 Y, Y’, Y”) : 0 d t d T, II Y II < II a II + tS, r(t, Y’> < 0, 
ys arbitma7y) (2.3) 
satisfying the conditions 
r; > 0 when r(t, y’) = 0 and r’(t, y’, y”) = 0, (2.4) 
Ilf II d Ml Y” II), Ilf II < 24~’ ,f + II Y” II”> + K (2.5) 
where OL, K me Iton-negative constants and $ is a Nagumo fmzction. Let a, , 
yo’, yr’ be given constant vectors satisfying the inequalities: 
II a0 II =G II a IL 40, Yo') d f-2 Y(T, yr’) G 0. 
Then the differential equation (2.1) J zas a solution satisf$ng the boundary 
condition (2.2) and having the property r(t, y’(t)) < 0 fey all t. 
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Notice that V’ = rf’, r” = r; are the derivatives of r(t, y’) w.r.t. the diffe- 
rential equation y”’ = f(t, y, y’, y”), that is 
qt, f, yp - ay/at + u . yp, 
where u is the gradient vector of Y w.r.t. y’ and v is the gradient vector of 
&/at w.r.t. y’ while P is the matrix (a2r/ayi’ay~‘). 
Proqf. The proof is again divided into two steps. We first prove that the 
theorem is valid if condition (2.4) is replaced by 
.P; > 0 when r = 0 and r’ =o. (2.4’) 
It is left as an exercise to construct a function g having the following 
properties: 
(gl) g is continuous and bounded on [O, T] x Rn x R” x RB. 
(g2) g = f on the set 
Kd Y) = ((t, Y, Y’, I”‘) : 0 S t S T, II Y II S il a II + tS 
r(t, y’) < 0, jj y” /I s M), 
where M is a suitable large constant. 
(g3) II g II S Mlr” II>, II g II d 24 3~’ -f + l/y’ It’) + K on .L-( y). 
(g4) r,” > 0 when r(t, y’) > 0, r’(t, y’, y”) = 0 and y arbitrary. 
It follows from the generalized theorem of Scoza-Dragoni and the standard 
treatment for second order differential equations that Thearem is valid if 
(2.4) is replaced by (2.4’). 
The second step to remove the proviso of condition (2.4’) is carried out 
by the same argument in the proof of Theorem 1 .l, and is omitted. 
The following theorem is similar to Theorem 1.2 and the proof will be 
omitted. It is understood that [0, T] x R” possesses the induced topology 
w.r.t. R”+l. 
THEOREM 2.2. Given IV functions p,(t, y’) of type (1.8) in Section 1 we 
assume the fo2lozuing conditions: 
(i) The set 
E-(y’) = ((t, y’) : 0 < t < T, p&y’) < 0, i = l,... > N) 
is compact. For every t, there is a vector y’ such that (t, y’) is in the interior qf II-. 
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(ii) pi(t, y, y’, y”) 3 0 if p,(t, y’) = 0, pi’(t, y’, y”) = 0, 0 < t < T, 
j/y 11 < jj a jj + tS and (t, y’) E E-, i = l,..., iV, where a is a @en constant 
vector and S the sup jl y’ Ij in E-( y’). 
Let f be continuous on the set 
E,-(y) = ((t, Y, y’, Y”) : 0 < t < T, II Y II d II a II + 6 (t, r’> E WY’), Y” 
arbitrary} 
and let a Nagumo condition (2.5) hold. 
Let a,, , y,,‘, yr’ be given constant vectors satisfying the conditions: 
II a0 II G II a 11, (0, 3ro’) and CT, yr’> E E-C ~‘1. 
Then the differential equation (2.1) has a solution satisfying the boundary 
condition (2.2) and the condition (t, y’(t)) E E-( y’) for all t. 
The following theorem is an easy consequence of Theorem 2.2. 
THEOREM 2.3. Given Ei(t), p(t) E C2[0, T], i = 1,2 ,..., n, such that all 
of the kequalities 3(t) < p(t), i = I,..., n, hold on [0, T], we assume that 
f = (f I,..., f “) is a continuous.function defined on the set 
Em-(& p) = ((t, y, y’, y”) : 0 < t < T, I/y II ,( II a II + tS, Gi(t> < yi’ G,@(t) 
for all i, y” arbitrary}, (2.6) 
where a is a given constant zfector and S the sup Ij y’ (1 in the set 
E-( y’) = ((t, y’) : 0 < t < T, $(t) < y”’ < ,&i(t) for all i}. 
Furthermore, we assume: 
1. A Nagumo condition (2.5) holds. 
2. f i(t, y, y’, y”) > /3” ify”’ = /P(t), yin = F’(t), 
f i(t, y, y’, y*) < Gi” ifyi’ = a(t), yi” = Z(t), 
fo?. (t, y, y’, y”) E E,-(G, /3),, i = l)...) n. 
Let a, , yo’, yT’ be given constant vectors satisfying the conditions: 
II a0 II d II a IL (0, yol) and (T, yT’) E E-( y’). 
Then the differential equation (2.1) h as a solution satisfying the boundary 
condition (2.2) and having the properties : 2(t) < y”‘(t) ,( j?(t) for all i on 
10, Tl. 
The following theorem is an easy consequence of Theorem 2.3. 
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THEOREM 2.4. Assmze that a;(t), ,@(t) E C3[0, T], i = I,2 ,..., n, such 
that the ilzeqmzZities c@(t) < /Y(t), c?‘(t) < pi’(t) hold for all i on [0, TJ. Let 
f = (fl,...,f”l) b e a continuous function defined on the set 
&-(a, /I) = ((t, 3’, y’, y”) : 0 sg t < T, d(t) < yi sg p(t) fo’or all i* 
&(t) < yi’ < /Y(t), for all i, y” arbitrary) (2.7) 
satisjjing the following conditions: 
1. For any i, fi(t, y, y’, y”> is ~o?~i~e~~g in yi for Jixed t, 
( y’,..., y”-lr yiff )..., y”), y’ aped y”. 
2. A ~ag~~~o cond~~~o~ (2.5) holds. 
3. f”(t,y,y’,y”) >i p”” ;f yi = pyt), y = /p’(r), y”I = P”“(t), 
fyt, y, y’, y”) G d” if yi S c&(t), 3’s’ Z g(t), yiw = &(t), 
fw (t, Y, Jf, y”) E Em-(a, p>, i = l,..., Fz* 
Let a,, , yO’, yrf be given constant vectors satisfying the conditiom: 
ai’ < yi < p”‘(O), &( T> 5g yg ,< P’(T), 
Then the differential equation (2.1) has a solution satisfying the bounda~ 
condition (2.2) and having the properties: a”(t) < y”(t) < /Y(t), d’(t) < 
yi’(t) < /F’(t), for all ion [0, T]. 
Proof. Let a = (al,..., an), where ai = maxi1 cG(O)i, j pi(O)]). Denote 
S = sup !I y’ ]I in the set ((t, y’) : 0 < t < T, &(t) S$ y8’ < /Y(t> for alli), 
E(y) = ((t, y) : 0 < i! < T, &t) < yi < B”(t) for all i), 
F(y) = ((t, y) : (5, y) eE(y), yi = p(t) or G(t) for some i>, 
2(t) = d’(t), p(t) = p’(t), 
c(t) = (G(t),..., c”(t)), where c+(t) = (d(t) + p(t))/2 on [0, TJ 
Clearly, ~?,-(a, /I) C .?I,-(& /!) f o 11 ows from the above definitions of a and 8, 
(2.9 (2.7) and the inequality : 
II e(t>ll G II 4W + J: II e’(dll ds G II a I! + tS, 
where e(t) = fel(t> ,..., e”(t)) and e{(t) = /P(t) or G(t), a’ = 1,2 ,..., a. The space 
curve (t, c(t}>, 0 < t < T, is certainly contained in E(y) \F( y). 
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We define a continuous functionf (t, y, y’, y”) on Em-(& j?) by putting 
f(t, Y, Y’, Y”) = f(t, Y, Y’, Y”) on ~%.,-(a, P), 
f (t, Y, Y’, Y”) = f(t, 3, Y’, Y”) on EL@, fh 
where (t, 7) is the point at which the line segment L((t, c(t)), (t, y)) intersects 
F(y). It is easy to check thatf (t, y, y’, y”) satisfies the conditions in Theorem 
2.3; hence, Theorem 2.3 is applicable and implies that the system y”’ = I’, 
(2.2) has a solution y(t) satisfying the conditions cZ(t) < y”‘(t) < ,W(t) for 
all i on [O, T]. Since &(O) < aoi < p(O) for all i, it is clear that &(t) < 
y”(t) < pi(t) for all i on [0, T]. Hence, y(t) is a solution of the system y”’ = f, 
(2.2) and this proves Theorem 2.4. 
ACKNOWLEDGMENT 
The writer is indebted to the referee for his useful suggestions. 
REFERENCES 
1. P. HARTMAN, “Ordinary Differential Equations,” New Pork; Wiley, 1964. 
2. KNOBLOCH, H. W., On the Existence of Periodic Solutions for Second Order 
Vector Differential Equations. J. Dijfemntiul Equatims 9 (1971), 67-85. 
3. G. A. KLAASIZN, Differential Inequalities and Existence Theorems for Second and 
Third Order Boundary Value Problems. J. Dz~erential Equatiwzs 10 (1971). 529-537. 
