Abstract Bayesian model averaging (BMA) has recently been proposed as a statistical method to calibrate forecast ensembles from numerical weather models. Successful implementation of BMA however, requires accurate estimates of the weights and variances of the individual competing models in the ensemble. In their seminal paper (Raftery et al. Mon Weather Rev 133:1155-1174 has recommended the Expectation-Maximization (EM) algorithm for BMA model training, even though global convergence of this algorithm cannot be guaranteed. In this paper, we compare the performance of the EM algorithm and the recently developed DiffeRential Evolution Adaptive Metropolis (DREAM) Markov Chain Monte Carlo (MCMC) algorithm for estimating the BMA weights and variances. Simulation experiments using 48-hour ensemble data of surface temperature and multi-model streamflow forecasts show that both methods produce similar results, and that their performance is unaffected by the length of the training data set. However, MCMC simulation with DREAM is capable of efficiently handling a wide variety of BMA predictive distributions, and provides useful information about the uncertainty associated with the estimated BMA weights and variances.
Introduction and scope
During the last decade, multi-model ensemble prediction systems have become the basis for probabilistic weather and climate forecasts at many operational centers throughout the world [2, 10, 16, 18] . Multi-model ensemble predictions aim to capture several sources of uncertainty in numerical weather forecasts, including uncertainty about the initial conditions, lateral boundary conditions and model physics, and have convincingly demonstrated improvements to numerical weather and climate forecasts and production of more skilful estimates of forecast probability density functions (pdf) [4, 8, 9, 13, 15, 20, 21] . However, because the current generation of ensemble systems do not explicitly account for all sources of forecast uncertainty, some form of postprocessing is necessary to provide predictive ensemble pdfs that are meaningful, and can be used to provide accurate forecasts [7, 9, 12, 20, 22, 29] .
Ensemble Bayesian model averaging (BMA) has recently been proposed by Raftery et al. [20] as a statistical postprocessing method for producing probabilistic forecasts from ensembles. The BMA predictive pdf of any future weather quantity of interest is a weighted average of pdfs centered on the bias-corrected forecasts from a set of individual models. The weights are the estimated posterior model probabilities, representing each model's relative forecast skill in the training period. Studies applying the BMA method to a range of different forecasting problems have demonstrated that BMA produces more accurate and reliable predictions than other available multi-model techniques [1, 17, 19, 20, 23, 30] .
Successful implementation of BMA however, requires estimates of the weights and variances of the individual competing models in the ensemble. In their seminal paper, Raftery et al. [20] recommend the use of the Expectation-Maximization (EM) algorithm to estimate the BMA weights and variances. The advantages of the EM algorithm are not difficult to enumerate. The method is relatively easy to implement, computationally efficient, and the algorithmic steps are designed in such a way that they always satisfy the constraint that the BMA weights are positive and add up to one. Various contributions to the literature have indeed demonstrated that the EM algorithm works well, and provides robust estimates of the weights and variances of the individual ensemble members for little computational requirements.
Notwithstanding this progress made, convergence of the EM algorithm to the global optimal BMA weights and variances cannot be guaranteed and becomes especially problematic for high-dimensional problems (ensembles consisting of many different member forecasts). Also, algorithmic modifications are required to adapt the EM method for predictive distributions other than the normal distribution. This will be necessary for variables such as precipitation, and all other quantities primarily driven by precipitation, such as streamflow.
In this paper, we propose using Markov Chain Monte Carlo (MCMC) simulation to estimate the most likely values of the BMA weights and variances, and their underlying posterior pdf. This approach overcomes some of the limitations of the EM approach and has three distinct advantages. First, MCMC simulation does not require algorithmic modifications when using different conditional probability distributions for the individual ensemble members. Second, MCMC simulation provides a full view of the posterior distribution of the BMA weights and variances. This information is helpful to assess the usefulness of individual ensemble members. A small ensemble has important computational advantages, since it requires calibrating and running the smaller possible number of models. Finally, MCMC simulation can handle a relatively high number of BMA parameters, allowing large ensemble sizes containing the predictions of many different constituent models.
We use the recently developed DiffeRential Evolution Adaptive Metropolis (DREAM) MCMC algorithm. This adaptive proposal updating method has recently been introduced [27] and maintains detailed balance and ergodicity while showing excellent efficiency on complex, multi-modal and high-dimensional sampling problems. To illustrate our approach, we use two different data sets, (a) 48-h forecasts of surface temperature and sea level pressure in the Pacific Northwest in January-June 2000, obtained using the University of Washington mesoscale short-range ensemble system [10] , and (b) multi-model streamflow forecasts for the Leaf River basin in Mississippi [24] .
The remainder of this paper is organized as follows. In Sect. 2, we briefly describe the BMA method, and Sect. 3 provides a short description of the EM and DREAM algorithm for estimating the values of the BMA weights and variances. In Sect. 4, we compare the results of both algorithms for the two data sets. Here we are especially concerned with algorithm robustness, and flexibility. Finally, a summary with conclusions is presented in Sect. 5.
Ensemble Bayesian model averaging (BMA)
To explicate the BMA method, let f = f 1 , . . . , f K denote an ensemble of predictions obtained from K different models, and be the quantity of interest. In BMA, each ensemble member forecast, f k , k = 1, . . . , K , is associated with a conditional pdf, g k ( | f k ), which can be interpreted as the conditional pdf of on f k , given that f k is the best forecast in the ensemble. The BMA predictive model for dynamic ensemble forecasting can then be expressed as a finite mixture model [19, 20] 
where w k denotes the posterior probability of forecast k being the best one. The w k s are nonnegative and add up to one, and they can be viewed as weights reflecting an individual model's relative contribution to predictive skill over the training period. The original BMA method described in [19, 20] assumes that the conditional pdfs, g k ( | f k ) of the different ensemble members can be approximated by a normal distribution centered at a linear function of the original forecast, a k + b k f k and standard deviation σ
The values for a k and b k are bias-correction terms that are derived by simple linear regression of on f k for each of the K ensemble members. The BMA predictive mean can be computed as
which is a deterministic forecast, whose predictive performance can be compared with the individual forecasts in the ensemble, or with the ensemble mean. If we denote space and time with subscripts s and t respectively, so that f kst is the kth forecast in the ensemble for location s and time t, the associated variance of Eq. 3 can be computed as [20] var
The variance of the BMA prediction defined in Eq. 3 consists of two terms, the first representing the ensemble spread, and the second representing the within-ensemble forecast variance.
In this development, it is assumed that the pdf from each model at space s and time t can be approximated as a Normal distribution with mean equal to the deterministic prediction, f k , and variance σ 2 . This formulation assumes a constant variance across models, which requires estimation of K + 1 parameters. An alternative approach is to vary σ 2 across models. The last term on the right-hand side of Eq. 4, σ 2 then needs to be replaced with
k . This increases the number of parameters to be estimated from K + 1 to K * 2.
The assumption of a normal distribution for the BMA predictive distribution of the individual ensemble members works well for weather quantities whose predictive pdfs are approximately normal such as temperature and sea-level pressure. For other variables such as precipitation, the normal distribution is not appropriate and other conditional pdfs need to be implemented [23] . The second case study reported in this paper considers the gamma distribution for streamflow forecasting. Further details on how to implement this distribution can be found there.
Computation of the BMA weights and variances
Successful implementation of the BMA method described in the previous section requires estimates of the weights and variances of the pdfs of the individual forecasts. Following [20] , we estimate the values for w k , k = 1, . . . , K and σ 2 by maximum likelihood (ML) from a calibration data set. Assuming independence of forecast errors in space and time, the log-likelihood function, for the BMA predictive model defined in Eq. 3 is:
where n denotes the total number of measurements in the training data set. For reasons of numerical stability we optimize the log-likelihood function rather than the likelihood function itself. Unfortunately, no analytical solutions exist that conveniently maximize Eq. 5. Instead, we need to resort to iterative techniques to find the ML values for the BMA weights and variances. In the next two sections, we discuss two different methods to obtain the ML estimates of w k , k = 1, . . . , K and σ 2 .
The Expectation-Maximization (EM) algorithm
The Expectation-Maximization algorithm is a broadly applicable approach to the iterative computation of ML estimates, useful in a variety of incomplete-data problems [3, 14] . To implement the EM algorithm for the BMA method we use the unobserved quantity z kst , where this variable has value 1 if ensemble member k is the best forecast at space s and time t and value 0 otherwise. Hence, for each observation only one of {z 1st , . . . , z kst } is equal to 1. All the others are zero. After initialization of the weights and variances of the individual ensemble members, the EM algorithm alternates iteratively between an expectation and maximization step until convergence is achieved. In the expectation step, the values of z kst are re-estimated given the current values for the weights and variances according tô
where the superscript j refers to iteration number, and g( st | f kst , σ ( j−1) ) is the conditional pdf of ensemble member k centered at observation st . Here we implement a normal density with mean f kst and standard deviation σ ( j−1) . In the subsequent maximization step, the values for the weights and variances are updated using the current estimates of z kst ,ẑ
By iterating between Eqs. 6 and 7 the EM algorithm iteratively improves the values of 
become smaller than some predefined tolerance values for each of these individual quantities. This is similar to what [20] proposed. The EM method exhibits many desirable properties as it is relatively easy to implement, computationally efficient, and the maximization step in Eq. 7 is designed such that the weights are always positive and add up to one,
Yet, because a single search trajectory is used, the EM algorithm is prone to get stuck in a local optimal solution. Of course, multiple different trajectories can be used, but this is a major source of inefficiency because each of these individual optimization trials operate completely independent of each other with no sharing of information [5] . Another disadvantage of the EM method is that it requires different analytical solutions for different formulations of g k ( | f k ). For instance, it might be necessary to replace the normal distribution in Eq. 2 by a more appropriate distribution for variables such as streamflow and precipitation that are known to be highly skewed [23, 24] . Finally, the EM method does not provide any information about the uncertainty associated with the final optimized BMA weights and variances. This is not only useful information to assess BMA model uncertainty, but also to understand the importance of individual ensemble members. A search algorithm that can efficiently handle a wide variety of different conditional distributions, g k ( | f k ) and simultaneously provides estimates of BMA parameter uncertainty is desirable.
Markov Chain Monte Carlo Sampling with DREAM
Another approach to estimate the BMA weights and variances is MCMC simulation. Unlike EM, MCMC simulation uses multiple different trajectories (also called Markov Chains) simultaneously to sample w k , k = 1, . . . , K and σ 2 preferentially, based on their weight in the likelihood function. Vrugt et al. [27, 28] recently presented a novel adaptive MCMC algorithm to efficiently estimate the posterior pdf of parameters in complex, high-dimensional sampling problems. This method, entitled DREAM, runs multiple chains simultaneously for global exploration, and automatically tunes the scale and orientation of the proposal distribution during the evolution to the posterior distribution. This scheme is an adaptation of the Shuffled Complex Evolution Metropolis [25] global optimization algorithm and has the advantage of maintaining detailed balance and ergodicity while showing excellent efficiency on complex, highly nonlinear, and multimodal target distributions [27] .
In DREAM, N different Markov Chains are run simultaneously in parallel. If the state of a single chain is given by a single d-dimensional vector θ = {w k , . . . , w K , σ 2 }, then at each generation the N chains in DREAM define a population , which corresponds to an N × d matrix, with each chain as a row. Jumps in each chain i = {1, . . . , N } are generated by taking a fixed multiple of the difference of randomly other chosen members (chains) of (without replacement):
where δ signifies the number of pairs used to generate the proposal, and r ( j), r (n) ∈ {1, . . . , N − 1}; r ( j) = r (n). The Metropolis ratio is used to decide whether to accept candidate points or not. This series of operations results in an MCMC sampler that conducts a robust and efficient search of the parameter space. Because the joint pdf of the N chains factorizes to π(θ 1 ) × · · · × π(θ N ), the states θ 1 . . . θ N of the individual chains are independent at any generation after DREAM has become independent of its initial value. After this so-called burn-in period, the convergence of a DREAM run can thus be monitored with the R-statistic of [6] . At every step, the points in contain the most relevant information about the search, and this population of points is used to globally share information about the progress of the search of the individual chains. This information exchange enhances the survivability of individual chains, and facilitates adaptive updating of the scale and orientation of the proposal distribution. Note that the method maintains pointwise detailed balance, as the pair (θ r 1 t−1 , θ r 2 t−1 ) is as likely as (θ r 2 t−1 , θ r 1 t−1 ) and the value of e ∼ N d (0, b) is drawn from a symmetric distribution with small b. From the guidelines of the Random Walk Metropolis algorithm, the optimal choice of γ = 2.4/ √ 2δd. Every 5th generation γ = 1.0 to facilitate jumping between different disconnected modes [27] .
To gear the search towards the high density region in the parameter space, DREAM does not require the unobserved quantity z kst as used in the EM algorithm, but directly evaluates (w 1 , . . . , w K , σ 2 | f k , . . . , f K , ) defined in Eq. 5 for given values of w k , k = 1, . . . , K and σ 2 . There are several advantages to adopting this approach. First, the formulation of (·|·) is similar for different choices of g k ( | f k ), requiring no modifications to the BMA software if other than normal conditional probability distributions are used for the individual ensemble members. Second, MCMC simulation with DREAM provides a full view of the posterior distribution of the BMA weights and variances. Finally, MCMC simulation with DREAM can handle a relatively high number of BMA parameters, allowing for large ensemble sizes containing the predictions of many different constituent models.
The only potential drawback is that MCMC simulation generally requires many more function evaluations than the EM algorithm to estimate w k , k = 1, . . . , K and σ 2 . This can be especially cumbersome for ensembles that contain probabilistic forecasts of individual members calibrated through stochastic optimization. To date, most multi-model forecasting applications presented in the literature consider ensemble sizes that are relatively small, typically in the order of K = 5 to K = 20. The methodology presented herein should therefore have widespread applicability.
Case studies
We compare the robustness and efficiency of the EM and DREAM algorithm for two different case studies. The first case study considers the 48-h forecasts of surface temperature and sea level pressure in the Pacific Northwest in January-June 2000 using the University of Washington (UW) mesoscale short-range ensemble system. This is a five member multianalysis ensemble (hereafter referred to as the UW ensemble) consisting of different runs of the fifth-generation Pennsylvania State University -National Center for Atmospheric Research Mesoscale Model (MM5), in which initial conditions are taken from different operational centers. In the second case study, we apply the BMA method to probabilistic streamflow forecasting using a 36-year calibrated multi-model ensemble of daily streamflow forecasts for the Leaf River basin in Mississippi. This study deals with a variable that is highly skewed and not well described by a normal distribution.
In both studies, the EM and DREAM algorithm were allowed a maximum of 15,000 log-likelihood function evaluations. In the first case study, a uniform prior distribution of w ∈ [0, 1] K , and σ 2 ∈ [0, 3 · var( )] was used for the BMA weights and variances, respectively. The log-likelihood function in Eq. 5 then equates directly to the posterior density function. In case study 2, we again used w ∈ [0, 1] K for the BMA weights, but the gamma shape and scale parameters were sampled between α, β ∈ [0, 10]. These initial ranges were established through trial-and-error, encompass the posterior pdf, and have shown to work well for a range problems.
UW ensemble forecasts of temperature and sea level pressure
We consider the 48-h forecast of surface temperature and sea level pressure using data from the UW ensemble consisting of forecasts and observations in the 0000 UTC cycle from 12 January to 9 June 2000. Following [20] a 25 day training period between April 16 and 9 June 2000 is used for BMA model calibration, whereas the remainder of the data set (12 January-16 April) is used to evaluate the model performance. For some days the data were missing, so that the number of calendar days spanned by the training data set is larger than the number of training days used. Note, that the performance statistics for the evaluation period were derived without a sliding window training approach. This is opposite to what was done in [20] . The emphasis of this paper is on the calibration performance of the EM and DREAM algorithm for the training data period rather than the evaluation data period. The evaluation period is simply used to test the statistical consistency of the calibrated BMA weights and variances. Figure 1 presents histograms of the DREAM derived posterior marginal probability density functions of the BMA weights and variance of the individual ensemble members for the 25 day training period for surface temperature (panels a-f) and sea level pressure (panels g-l). The DREAM algorithm has generated N = 10 parallel sequences, each with 1,500 samples. The first 1,000 samples in each chain are used for burn-in, leaving a total of 5,000 samples to draw inferences from. The optimal values derived with the EM algorithm are separately indicated in each panel with the 'x' symbol.
The results in Fig. 1 generally show an excellent agreement between the modes of the histograms derived with MCMC simulation and the ML estimates of the EM solution within this high-density region. Previous applications of the EM algorithm are likely to have yielded robust parameters for the UW ensemble data set. However, DREAM retains a desirable feature as it not only correctly identifies the ML values of the parameters, but simultaneously also samples the underlying probability distribution. This is helpful information to assess the usefulness of individual ensemble members in the BMA prediction, and the correlation among ensemble members. For instance, most of the histograms exhibit an approximate Gaussian distribution with relatively small dispersion around their modes. This indicates that there is high confidence in the weights applied to each of the individual models. Fig. 2 . We randomly selected three different Markov chains, and coded each of them with a different color and symbol. The 1D scatter plots of the sampled parameter space indicate that during the initial stages of the evolution the different sequences occupy different parts of the parameter space, resulting in a relatively high value for the R-statistic (not shown). After about 250 draws in each individual Markov chain, the three trajectories settle down in the approximate same region of the parameter space and successively visit solutions stemming from a stable distribution. This demonstrates convergence to a limiting distribution.
To explore whether the performance of the EM and DREAM sampling methods are affected by the length of the training data set, we sequentially increased the length of the training set. We consider training periods of lengths 5, 10, 15, 20 and 25 days. For each fixed length, we ran both methods 30 different times, using a randomly sampled (without replacement) calibration period from the original 25 days training data set. Each time, a bias correction was first applied to the ensemble using simple linear regression of st on f kst for the training data set. Figure 3 presents the outcome of the 30 individual trials as a function of the length of the training set. The top panels (Fig. 3a-c) present the results for the surface temperature data set, while the bottom panels (Fig. 3d-f) depict the results for the sea level pressure data set. The solid lines denote the Root Mean Square Error (RMSE) of the forecast error of the BMA predictive mean (blue) and average width of the associated 95% prediction The results presented here highlight several important observations. First, the ratio between the ML values derived with the EM and DREAM algorithm closely approximates 1, and appears to be rather unaffected by the length of the training set. This provides strong empirical evidence that the performance of the EM and MCMC sampling methods is quite similar, and not affected by the length of the training data set. A ratio significantly deviating from 1 would indicate inconsistent results, where one of the two methods would consistently find better estimates of w k , k = 1, . . . , K and σ 2 . Second, the RMSE of the BMA deterministic (mean) forecast (indicated in blue) generally increases with increasing length of the calibration period. This is to be expected as longer calibration time series are likely to contain a larger variety of weather events. Third, notice that the average width of the BMA 95% prediction uncertainty intervals (indicated in green) increases with the number of training days. This again has to do with the larger diversity of weather events observed in longer calibration time series. Finally, the BMA forecast pdf derived through MCMC simulation with DREAM is sharper (less spread) than its counterpart estimated with the EM method. This is consistent with the results depicted in Fig. 1 , which show larger ML values of σ 2 estimated with the EM method.
To summarize these results, it seems that there are small advantages in using MCMC sampling for BMA model training. The DREAM algorithm finds similar values of the log-likelihood function as the multi-start EM algorithm for both the UW surface temperature and sea level pressure data set. However, MCMC simulation with DREAM yields BMA forecast pdfs that are slightly sharper, and provides estimates of parameter uncertainty of w k , k = 1, . . . , K and σ 2 .
Probabilistic ensemble streamflow forecasting
In this study, we apply the BMA method to probabilistic ensemble streamflow forecasting using historical data form the Leaf River watershed (1,950 km 2 ) located north of Collins, Mississippi. In a previous study [24] we generated a 36-year ensemble of daily streamflow forecasts using eight different conceptual watershed models. In this study, the first eight-year on record (WY 1953 (WY -1960 ) are used for model evaluation purposes, whereas the other 28 years (WY 1961-1988 ) of the available record are used for model training purposes.
To discern the probabilistic properties of the streamflow ensemble, consider Fig. 4 , which presents the deterministic forecasts of the individual, calibrated models of the ensemble for a representative period between 30 September and 6 June 1953. Note that the spread of the ensemble generally brackets the observations (solid circles). This is a desirable characteristic and prerequisite to facilitate accurate ensemble streamflow forecasting with the BMA method. Because the individual hydrologic models were calibrated first using the training data set and the SCE-UA algorithm, a linear bias correction of the individual ensemble members was deemed unnecessary prior to optimization of the BMA weights and variance. Moreover, as argued in [24] a (global) linear bias correction, as suggested by [20] , is too simple to be useful in hydrologic modeling. Such an approach is essentially not powerful enough to remove heteroscedastic and non-Gaussian model errors from the individual forecasts in the ensemble. For more information about the watershed models used and generation of the streamflow ensemble, please refer to [24] .
The original development of BMA by [20] was for weather quantities whose predictive pdfs are approximately normal, such as temperature and sea-level pressure. However, one would not expect streamflow data, and more generally any other quantity primarily driven by precipitation to be normally distributed at short time scales. This is mainly because the distribution of daily streamflow is highly skewed. The normal distribution does not fit data of this kind, and we must therefore modify the conditional pdf, g k ( | f k ) in Eq. 5.
We here implement the gamma distribution. This distribution with shape parameter α and scale parameter β has the pdf:
for > 0, and g k ( | f k ) = 0 for ≤ 0. The mean of this distribution is identical to µ = αβ, and its variance is σ 2 = αβ 2 . We derive α k = µ 2 k /σ 2 k , and β k = σ 2 k /µ k of the gamma distribution from the original forecast, f k , of the individual ensemble members through
The gamma distribution is centered on the individual forecasts with and associated variance that is heteroscedastic and directly depends on the actual streamflow prediction.
We estimate the ML values for w k , k = 1, . . . , K ; b; and c 0 using the EM and DREAM algorithm and the eight-year training ensemble. When implementing the EM algorithm, there are no analytical solutions for the ML estimates of b and c 0 , so we estimated them numerically at each iteration using the Simplex algorithm by optimizing the likelihood function in (5) using the current guesses of w k , k = 1, . . . , K derived in Eq. 7. Figure 5 depicts the evolution of w k , k = 1, . . . , K ; b and c 0 to the posterior target distribution using MCMC sampling with DREAM. We plotted three different parallel Markov chains, and coded each of them with a different symbol and color. The ML values derived with the EM algorithm are separately indicated in each panel using the ' * ' symbol. The individual Markov chains mix well and require about 200 samples in each sequence to locate the high probability density region of the parameter space for this 10-dimensional estimation problem. This indicates the relative efficiency of DREAM. Also notice that the posterior pdf does not narrow greatly, especially for the BMA weight of the GR4J, HBV and SAC-SMA models. Most of this uncertainty is caused by significant correlation between the optimized weights of the individual models (not shown), suggesting that one or more members can be removed from the streamflow ensemble with little loss. So, the correlation structure induced between the individual weights in the posterior pdf provides useful and objective information for selecting the most appropriate ensemble members. This can be useful given the computational cost of running models and creating ensembles.
Also for this example, the modes of the posterior distribution of w k , k = 1, . . . , K ; b and c 0 derived through MCMC simulation with DREAM are in very close agreement with their ML estimates of the EM algorithm. This suggests that both methods will receive similar calibration and (thus evaluation) performance. Thus, the EM algorithm suffices for finding reliable estimates of the BMA weights and variance for this eight-member streamflow ensemble. Table 1 presents summary statistics of the one-day-ahead streamflow forecasts for the eight-year evaluation (WY 1953 (WY -1960 period for the eight individual conceptual watershed models considered in this study. The forecast statistics of the BMA predictive model and associated weights are also listed. The results in this Table suggest that it is not possible to select a single "best" watershed model that minimizes the RMSE and %BIAS of the forecast error, while simultaneously also maximizing the correlation (CORR) between the simulated and measured time series of streamflow. In this analysis, the Sacramento Soil Moisture Accounting model (SAC-SMA) has the most consistent performance, with the lowest quadratic forecast error during the calibration and evaluation period. However, the SAC-SMA model forecasts exhibit considerable bias. Note that the theoretical benefit of The BMA weights for the individual watershed model are also listed using multi-model averaging is not realized in this instance: the BMA deterministic forecast given by Eq. 3 has an average quadratic forecast error of a similar magnitude as the best performing model (SAC-SMA) in the ensemble. This suggests that the BMA approach does not necessarily improve predictive capabilities.
It is interesting to observe that the optimized BMA weights not necessarily reflect the predictive skill of the individual ensemble members. For instance, the GR4J model ranks fourth in predictive skill, but receives the second highest weight in the BMA model. Hamill [11] suggests that this de-weighting of some ensemble members and over-weighting of others is a serious flaw of the BMA method, and caused by overfitting of the EM-method when using small sample sizes. We do agree that it is rather counter-intuitive to assign better ensemble members a lower weight than worse performing members. However, we disagree that this is caused by overfitting. First of all, our DREAM derived posterior pdfs typically exhibit small dispersion around the ML values, indicating that the BMA weights are well defined by calibration against the observed streamflow data. Second, we argue that it is not the search method that causes the seemingly strange values of the BMA weights. As demonstrated in this paper, the EM and DREAM methods do their job well-they correctly and consistently find the ML value of the log-likelihood function defined in Eq. 5. Instead, what is the problem is the strong correlation among the individual predictors in the ensemble. This causes a significant amount of redundancy, and therefore de-weighing of some ensemble members. One approach to reduce correlation among ensemble members is to use principle component analysis of the time series of predictions of the individual models of the ensemble prior to fitting the BMA model. Another approach would be to describe g k ( | f k ) with flexible (Gaussian) mixture models or through sequential Monte Carlo (SMC) methods. This is the scope of future work, and our results related to this will be presented in due course.
To determine whether the EM and DREAM algorithm consistently find the same location of the mode of the posterior pdf of the BMA weights and gamma distribution parameters, we conducted a comparison of both algorithms for different training period lengths. We followed the same procedure as described previously, and report in Fig. 6 the average outcome of 30 independent trials as functions of the length of the training data set. The results can be summarized as follows. First, the left panel (Fig. 6a) demonstrates that the EM and DREAM algorithm provide consistent results in terms of the ML estimates for this 8-member streamflow ensemble. The results are almost indistinguishable, and suggest that both approaches are viable to optimize BMA model specific predictive distributions other than normal distributions, as implemented previously. Second, and consistent with our previous results, longer training data sets generally result in BMA predictive pdfs that exhibit more spread, and better performance of the deterministic point predictor during the evaluation period. However, the differences appear minor again. Note that the evaluation period exhibits much lower values (A) (C) (B) Fig. 6 Comparison of training period lengths for streamflow forecasting: (a) ratio of the maximum likelihood value derived with the EM and DREAM algorithm; (b) RMSE of BMA deterministic forecast (blue) and average width of the 95% prediction intervals (green) for the calibration period, (c) similar as previous, but for the evaluation period. Solid lines in panels b and c represent the EM derived results, while the squared symbols correspond to the DREAM results. The reported results represent averages of 30 independent trials with randomly selected training data sets from the original 28 years calibration data set of the RMSE because the average flow level is significantly lower than the training period. Altogether, the results in Fig. 6c suggest that about 1 year of streamflow data is sufficient to obtain BMA model parameters that will receive good evaluation performance.
Summary and conclusions
Bayesian model averaging has recently been proposed as a statistical method to calibrate forecast ensembles from numerical weather models. Successful implementation of BMA however, requires accurate estimates of the weights and variances of the individual competing models in the ensemble. In their seminal paper [20] , has recommended the ExpectationMaximization (EM) algorithm for BMA model training. This algorithm is relatively simple to use, and computationally efficient. However, global convergence to the appropriate BMA model cannot be guaranteed. Algorithmic modifications are also required to adopt the EM method for other than normal conditional pdfs of the individual ensemble members. This is not very user-friendly.
In this paper, we have compared the performance of the EM algorithm and the recently developed DREAM MCMC algorithm for estimating the BMA weights and variances. Unlike EM, MCMC simulation uses multiple different trajectories (also called Markov Chains) simultaneously to sample the BMA parameters preferentially, based on the underlying probability mass of the likelihood function. Simulation experiments using multi-model ensembles of surface temperature, sea level pressure and streamflow forecasts have demonstrated that EM and DREAM receive a very similar performance, irrespective of the number of ensemble members and the length of the calibration data set. However, MCMC simulation accommodates a large variety of BMA conditional distributions without the need to modify existing source code, provides a full posterior view of the BMA weights and variances, and efficiently handles high-dimensionality when dealing with large ensemble sizes containing the predictions of many different constituent models.
The various simulation experiments have also demonstrated that the ML values of the BMA weights generally do not follow the inverse rank order of the average quadratic error of the individual ensemble members. This appears counter-intuitive, because one would expect that models with good predictive skill would always receive higher weight than ensemble members that exhibit a poorer fit to the observations. This is because the predictions of individual ensemble members are highly correlated. One approach to reduce correlation among ensemble members is to use principle component analysis. This is the scope of future work.
Finally, in our experiments we have optimized the BMA weights and other parameters of the model specific predictive distributions by ML estimation. There are however, various other summary statistics such as the Continuous Rank Probability Score (CRPS), Mean Average Error (MAE), and Ignorance Score that provide additional and perhaps conflicting information about the optimal parameters of the BMA model, but are deemed important for accurate probabilistic weather forecasts. In another paper [26] , we have posed the BMA inverse problem in a multiobjective framework, and have examined the Pareto set of solutions between these various objectives. The source codes of BMA and DREAM are written in MATLAB and can be obtained from the first author (vrugt@lanl.gov) upon request.
