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Abstract
A famous result of Hall asserts that the multiplication and exponentiation in
finitely generated torsion-free nilpotent groups can be described by rational poly-
nomials. We describe an algorithm to determine such polynomials for all torsion-free
nilpotent groups of given Hirsch length. We apply this to determine the Hall polyno-
mials for all such groups of Hirsch length at most 7.
1 Introduction
Let G be a finitely generated torsion-free nilpotent group (T -group for short). Then
G has a central series G = G1 ≥ G2 ≥ · · · ≥ Gn ≥ Gn+1 = {1} with infinite cyclic
factors. The number n depends only on G and is called its Hirsch length. Let aiGi+1 be a
generator for Gi/Gi+1 for 1 ≤ i ≤ n. Then for every element g of G there exists a unique
x = (x1, . . . , xn) ∈ Z
n with g = ax11 · · · a
xn
n . This allows to express the multiplication
and powering in G by functions Fi : Z
n ⊕ Zn → Z, (x, y) 7→ Fi(x, y) and Ki : Z
n ⊕ Z →
Z, (x, z) 7→ Ki(x, z) defined by
(ax11 · · · a
xn
n )(a
y1
1 · · · a
yn
n ) = a
F1(x,y)
1 · · · a
Fn(x,y)
n ,
and
(ax11 · · · a
xn
n )
z = a
K1(x,z)
1 · · · a
Kn(x,z)
n .
Hall [10] showed that the functions F1, . . . , Fn andK1, . . . ,Kn can be described by rational
polynomials in x, y, z; these polynomials are also called Hall polynomials nowadays.
Hall polynomials have several interesting applications. The first and most obvious appli-
cation is that they allow to multiply in a T -group via evaluation of polynomials. This is
often significantly faster than the multiplication via the usually used ’collection’ algorithm.
We discuss this in Section 7 below in more detail.
Hall polynomials also have applications beyond the obvious multiplication. For example,
they have been used in [7] to classify up to isomorphism the T -groups of Hirsch length
at most 5. Further, Nickel [14] showed how the Hall polynomials of a T -group G can
be used to determine a faithful matrix representation for G. Recently, Gul & Weiss [9]
investigated Nickel’s method in detail with the aim to find upper bounds on the dimension
of the arising faithful matrix representations.
It still remains difficult to determine the Hall polynomials for a given T -groupG. Leedham-
Green & Soicher [13] exhibit an algorithm called ’Deep Thought’ to compute Hall polyno-
mials for a T -group G from a polycyclic presentation of G. Sims [15, Sec 9.10] outlines an
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alternative approach for the special case that G is free nilpotent. Further, Hall’s original
proof [10] is constructive and could be translated into an algorithm.
The aim here is to describe an algorithm that, given n ∈ N, determines Hall polynomials
for all T -groups of Hirsch length n simultaneously. We describe the T -groups of Hirsch
length n via polycyclic presentations containing parameters and the Hall polynomials are
determined as polynomials incorporating these parameters. Our method extends and
refines [6]. It differs from this and from all other previously known approaches in its
reduction of the problem to solving certain polynomial recursions.
Our algorithm is implemented in the HallPoly package [3] of the computer algebra system
GAP [16]. We used this implementation to determine the Hall polynomials of all T -groups
of Hirsch length at most 7. The resulting polynomials are exhibited in the HallPoly
package. Some information about them is included in Section 6 below.
Acknowledgements. The authors thank Anne Fru¨hbis-Kru¨ger for helpful discussions on
Groebner bases and the use of Singular [5].
2 Nilpotent presentations
Let n ∈ N and t = (ti,j,k | 1 ≤ i < j < k ≤ n) ∈ Z
(n3). Then t defines a group G(t) via
G(t) = 〈a1, . . . , an | ajai = aiaja
ti,j,j+1
j+1 · · · a
ti,j,n
n for 1 ≤ i < j ≤ n〉.
Let Gi = 〈ai, . . . , an〉 ≤ G(t) for 1 ≤ i ≤ n + 1. The presentation of G(t) implies that
G(t) = G1 ≥ · · · ≥ Gn+1 = {1} is a central series of G with cyclic factors Gi/Gi+1 =
〈aiGi+1〉. Hence G(t) is finitely generated nilpotent and has Hirsch length at most n. It
follows readily that for each element g ∈ G(t) there exists x ∈ Zn so that
g = ax11 · · · a
xn
n .
We say that G(t) is consistent if G(t) has Hirsch length precisely n. In this case G(t) is a
T -group and each quotient of the series G(t) = G1 ≥ · · · ≥ Gn+1 = {1} is infinite cyclic.
Hence for each element g ∈ G(t) there exists a unique x ∈ Zn with g = ax11 · · · a
xn
n . We
define
Cn = {t ∈ Z
(n3) | G(t) consistent}.
1 Lemma: For each T -group G of Hirsch length n there exists t ∈ Cn with G ∼= G(t).
Proof: Choose a central series G = G1 ≥ · · · ≥ Gn ≥ Gn+1 = {1} with infinite cyclic
quotients for G and let giGi+1 be a generator for Gi/Gi+1. Then there exists a (unique)
t ∈ Z(
n
3) so that gjgi = gigjg
ti,j,j+1
j+1 · · · g
ti,j,n
n holds for 1 ≤ i < j ≤ n. Hence there exists
an epimorphism G(t)→ G that maps ai to gi. The choice of g1, . . . , gn implies that every
element in G can be written uniquely as gx11 · · · g
xn
n for certain x1, . . . , xn ∈ Z. Thus
a01 · · · a
0
n is the only preimage of 1 under the epimorphism G(t) → G. This implies that
the epimorphism is injective and hence an isomorphism. •
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3 Solving recursions
The Bernoulli numbers {Bl | l ∈ N0} are an infinite sequence of rational numbers starting
B0 = 1, B1 = −
1
2 , B2 =
1
6 , B3 = 0, . . .. They satisfy the following equation for all x,m ∈ N:
x−1∑
i=1
im =
1
m+ 1
m∑
k=0
Bk
(
m+ 1
k
)
xm−k+1.
It is well-known that the Bernoulli numbers can be used to solve certain polynomial
recursions. We recall this in our special case as follows. We include a short constructive
proof for completeness.
2 Lemma: Let R be a ring with Q ⊆ R. Let g(x) = c0 + c1x + · · · + clx
l ∈ R[x] and
f0 ∈ R. For m > 0 define
fm =
l+1−m∑
k=0
cm+k−1
m+ k
Bk
(
m+ k
k
)
∈ R.
Then the polynomial f(x) = f0 + f1x + · · · + fl+1x
l+1 ∈ R[x] satisfies f(0) = f0 and
f(x+ 1) = f(x) + g(x) for all x ∈ N0.
Proof: By construction f(0) = f0 holds and it remains to show the recursion. Let x ∈ N.
Using j = m+ k − 1 we obtain the following:
f(x) = f0 +
l+1∑
m=1
fmx
m = f0 +
l+1∑
m=1
l+1−m∑
k=0
cm+k−1
m+ k
Bk
(
m+ k
k
)
xm
= f0 +
l∑
j=0
j∑
k=0
cj
j + 1
Bk
(
j + 1
k
)
xj−k+1
= f0 +
l∑
j=0
cj
( 1
j + 1
j∑
k=0
Bk
(
j + 1
k
)
xj−k+1
)
= f0 +
l∑
j=0
cj
x−1∑
i=1
ij = f0 +
x−1∑
i=1
l∑
j=0
cji
j = f0 +
x−1∑
i=1
g(i).
This implies that f(x) = f(x−1)+g(x−1) for all x ∈ N and hence f(x+1) = f(x)+g(x)
for all x ∈ N0. •
4 Hall polynomials
Let n ∈ N and let T = (Ti,j,k | 1 ≤ i < j < k ≤ n) be a sequence of
(
n
3
)
indeterminates.
This defines the parametrised presentation
G(T ) = 〈a1, . . . , an | ajai = aiaja
Ti,j,j+1
j+1 · · · a
Ti,j,n
n for 1 ≤ i < j ≤ n〉.
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By Lemma 1, for each T -group G of Hirsch length n there exists t ∈ Cn so that G ∼= G(t).
Hence we can consider the parametrised presentation G(T ) as a generic description for all
T -groups of Hirsch length n.
In this section we describe an algorithm that for 1 ≤ i ≤ n determines multiplication
polynomials Fi(T ;x, y) in the indeterminates x = (x1, . . . , xn) and y = (y1, . . . , yn) and
the parameters T , so that for all t ∈ Cn and each x, y ∈ Z
n the equation
(ax11 · · · a
xn
n )(a
y1
1 · · · a
yn
n ) = a
F1(t;x,y)
1 · · · a
Fn(t;x,y)
n holds in G(t).
Simultaneously, we describe an algorithm that for 1 ≤ i ≤ n determines powering poly-
nomials Ki(T ;x, z) for 1 ≤ i ≤ n in indeterminates x = (x1, . . . , xn) and z and the
parameters T , so that for all t ∈ Cn, x ∈ Z
n and z ∈ Z the equation
(ax11 · · · a
xn
n )
z = a
K1(t;x,z)
1 · · · a
Kn(t;x,z)
n holds in G(t).
Additionally to the multiplication and powering polynomials we determine conjugation
polynomials Ri,j,k(T ;u, v) for 1 ≤ i < j < k ≤ n in the indeterminates u, v and the
parameters T , so that for all t ∈ Cn and every u, v ∈ Z the equation
auj a
v
i = a
v
i a
u
j a
Ri,j,j+1(t;u,v)
j+1 · · · a
Ri,j,n(t;u,v)
n holds in G(t).
The conjugation polynomials Ri,j,k form a key step towards constructing the multiplication
polynomials F1, . . . , Fn and powering polynomials K1, . . . ,Kn.
4.1 An induction approach
Multiplication, powering and conjugation polynomials for the smallest cases n ≤ 2 are
trivial to determine, since G(T ) is free abelian in these cases. In the remainder of this
section we consider n > 2 and we assume by induction that multiplication, powering and
conjugation polynomials for the case n− 1 are known. We define
U(T ) = 〈a2, . . . , an〉 ≤ G(T ),
V (T ) = 〈a1, a3, . . . , an〉 ≤ G(T ), and
W (T ) = G(T )/〈an〉.
For t ∈ Cn the groups U(t), V (t) and W (t) have Hirsch length n− 1. It follows that
U(T ) ∼= G(Tu), where Tu = (Ti,j,k | i, j, k 6= 1),
V (T ) ∼= G(Tv), where Tv = (Ti,j,k | i, j, k 6= 2),
W (T ) ∼= G(Tw), where Tw = (Ti,j,k | i, j, k 6= n),
in the sense that the isomorphism holds whenever T is replaced by some t ∈ Cn. Note that
if t ∈ Cn, then tu, tv, tw ∈ Cn−1 follows. Hence, by induction, we can assume throughout
that the multiplication, powering and conjugation polynomials are given for U(T ), V (T )
and for W (T ).
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4.2 Conjugation polynomials
We consider the conjugation polynomials Ri,j,k for 1 ≤ i < j < k ≤ n. Using the
observations of Section 4.1, it is sufficient to determine the polynomial R1,2,n, as all other
polynomials are covered by the induction approach. The following lemma is a first step
towards calculating R1,2,n.
3 Lemma: R1,2,n(T ;u, v) = Kn−1(Tu; r, u) for r = (1, R1,2,3(T ; 1, v), . . . , R1,2,n(T ; 1, v)).
Proof: This can be proved by a direct calculation:
a−v1 a
u
2a
v
1 = a
u
2a
R1,2,3(T ;u,v)
3 · · · a
R1,2,n(T ;u,v)
n
and
a−v1 a
u
2a
v
1 = (a
−v
1 a2a
v
1)
u
= (a2a
R1,2,3(T ;1,v)
3 · · · a
R1,2,n(T ;1,v)
n )
u
= au2a
K2(Tu;r,u)
3 · · · a
Kn−1(Tu;r,u)
n .
Hence the desired result follows. •
Lemma 3 combined with the induction approach reduces the construction of the polyno-
mial R1,2,n(T ;u, v) to the construction of the polynomial R1,2,n(T ; 1, v). The next lemma
shows that this satisfies a polynomial recursion. Its constructive proof translates read-
ily to an algorithm to determine such a recursion for R1,2,n(T ; 1, v). Write Q[T ] for the
polynomial ring over Q with indeterminates Ti,j,k for 1 ≤ i < j < k ≤ n.
4 Lemma: There exists g(v) ∈ Q[T ][v] so that R1,2,n(T ; 1, v+1) = R1,2,n(T ; 1, v) + g(v)
for all v ∈ Z.
Proof: We observe that
a2a
R1,2,3(T ;1,v+1)
3 · · · a
R1,2,n(T ;1,v+1)
n
= a
−(v+1)
1 a2a
v+1
1
= a−11 (a
−v
1 a2a
v
1)a1
= a−11 (a2a
R1,2,3(T ;1,v)
3 · · · a
R1,2,n(T ;1,v)
n )a1
= aa12 (a
a1
3 )
R1,2,3(T ;1,v) · · · (aa1n )
R1,2,n(T ;1,v)
= a2a
T1,2,3
3 · · · a
T1,2,n
n ·
( n−1∏
j=3
(aja
T1,j,j+1
j+1 · · · a
T1,j,n
n )
R1,2,j(T ;1,v)
)
· a
R1,2,n(T ;1,v)
n .
Using the multiplication and powering polynomials for U(T ) and the conjugation polyno-
mials R1,2,j with j < n we determine polynomials g2, . . . , gn ∈ Q[T ][v] with
a2a
T1,2,3
3 · · · a
T1,2,n
n ·
( n−1∏
j=3
(aja
T1,j,j+1
j+1 · · · a
T1,j,n
n )
R1,2,j (T ;1,v)
)
= a
g2(v)
2 · · · a
gn(v)
n .
Then it follows that R1,2,n(T ; 1, v + 1) = R1,2,n(T ; 1, v) + gn(v). •
Lemma 4 and R1,2,n(T ; 1, 0) = 0 yield that R1,2,n(T ; 1, v) as a function in v satisfies the as-
sumptions of Lemma 2 and this, in turn, allows to read off a polynomial for R1,2,n(T ; 1, v).
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4.3 Multiplication polynomials
We determine the multiplication polynomials F1, . . . , Fn. By Section 4.1 it is sufficient to
consider Fn. Let x = (x1, . . . , xn) and y = (y1, . . . , yn). Then
a
F1(T ;x,y)
1 · · · a
Fn(T ;x,y)
n
= ax11 · · · a
xn
n · a
y1
1 · · · a
yn
n
= ax1+y11 (a
x2
2 )
a
y1
1 · · · (axnn )
a
y1
1 · ay22 · · · a
yn
n
= ax1+y11
( n∏
i=2
axii a
R1,i,i+1(T ;xi,y1)
i+1 · · · a
R1,i,n(T ;xi,y1)
n
)
· ay22 · · · a
yn
n . (∗)
Polynomials for Ri,j,k can be computed as described in Section 4.2. Based on this, we can
use the multiplication and powering in the subgroup U(T ) as defined in Section 4.1 to
evaluate the right-hand side of the product (∗). This yields a polynomial Fn(T ;x, y).
5 Remark: As an is central in G(T ), the polynomial Fn(T ;x, y) has the form
Fn(T ;x, y) = xn + yn +Hn(T ;x1, . . . , xn−1, y1, . . . , yn−1),
where Hn is a polynomial in x1, . . . , xn−1, y1, . . . , yn−1 with parameters T .
4.4 Powering polynomials
We determine the powering polynomials K1, . . . ,Kn. By Section 4.1 it is sufficient to con-
sider Kn. The next lemma shows that Kn satisfies a polynomial recursion. Its constructive
proof translates to an algorithm to determine such a recursion for Kn.
6 Lemma: There exists h(z) ∈ Q[T, x][z] with Kn(T ;x, z + 1) = Kn(T ;x, z) + h(z) for
all z ∈ Z.
Proof: We evaluate
(ax11 · · · a
xn
n )
z+1
= (ax11 · · · a
xn
n )
z · (ax11 · · · a
xn
n )
= a
K1(T ;x,z)
1 · · · a
Kn(T ;x,z)
n · (a
x1
1 · · · a
xn
n )
= a
F1(T ;K(T ;x,z),x)
1 · · · a
Fn(T ;K(T ;x,z),x)
n ,
where K(T ;x, z) = (K1(T ;x, z), . . . ,Kn(T ;x, z)). By Remark 5, it follows that
Kn(T ;x, z + 1) = Fn(T ;K(T ;x, z), x) = Kn(T ;x, z) + xn + h(T, x, z),
where h is a polynomial in T, x and z. We consider T and x as parameters and z as
indeterminate to obtain the desired result. •
Lemma 6 and Kn(T ;x, 0) = 0 yield that Kn(T ;x, z) satisfies the assumptions of Lemma 2,
where we consider T and x as parameters, and this, in turn, allows to determine the
polynomial Kn.
6
5 Consistency
Let n ∈ N and recall that Cn = {t ∈ Z
(n3) | G(t) consistent}. Our aim in this sec-
tion is to investigate Cn. As before, let T be a sequence of
(
n
3
)
indeterminates and let
x = (x1, . . . , xn), y = (y1, . . . , yn) and w = (w1, . . . , wn) be further indeterminates. Write
F (T ;x, y) = (F1(T ;x, y), . . . , Fn(T ;x, y)) and define
P (T ;x, y, w) = F (T ;F (T ;x, y), w) − F (T ;x, F (T ; y,w))
= (P1(T ;x, y, w), . . . , Pn(T ;x, y, w)).
Then P1, . . . , Pn are polynomials in the indeterminates x, y, w and the parameters T . Let
{C1(T ), . . . , Cr(T )} ⊆ Q[T ] denote the set of all coefficients of P1, . . . , Pn considered as
polynomials in x, y, w.
7 Theorem: If t ∈ Cn, then C1(t) = . . . = Cr(t) = 0.
Proof: If t ∈ Cn, then G(t) is consistent. Recall that a1, . . . , an are the generators of G(t)
and use the notation ax = ax11 · · · a
xn
n for x = (x1, . . . , xn) ∈ Z
n. Let x, y, w ∈ Zn. Then
(axay)aw has a unique normal form au in G(t). Associativity asserts that au = ax(ayaw)
and hence u = F (t;F (t;x, y), w) = F (t;x, F (t; y,w)). Thus Pi(t;x, y, w) = 0 for all
x, y, w ∈ Zn and 1 ≤ i ≤ n. This implies that all coefficients of all Pi(t;x, y, w) are zero
and thus C1(t) = . . . = Cr(t) = 0. •
Define In(T ) as the ideal in Q[T ] generated by C1(T ), . . . , Cr(T ). Let Fˆn(T ;x, y) be the
remainder of Fn(T ;x, y) divided by In(T ) using a Groebner basis of In(T ) and, similarly,
Kˆn(T ;x, y) the remainder of Kn(T ;x, y).
8 Corollary: If t ∈ Cn, then Fˆn(t;x, y) = Fn(t;x, y) and Kˆn(t;x, z) = Kn(t;x, z) for
each x, y ∈ Zn and z ∈ Z.
Experimental evidence suggest that the following conjecture holds. If it holds, then it
provides an interesting alternative description for the consistency of presentations of the
form G(t).
9 Conjecture: If t ∈ {t ∈ Z(
n
3) | C1(t) = . . . = Cr(t) = 0}, then t ∈ Cn.
6 Implementation and results
We have implemented the algorithm resulting from Section 4 in the HallPoly [3] package
of the computer algebra system GAP [16] using the GAP interface [4] to Singular [5] to
facilitate Groebner basis calculations.
We used this implementation to determine the multiplication and powering polynomials
Fˆn and Kˆn for 1 ≤ n ≤ 7. For this purpose we first determined Fn and Kn as described
in Section 4, then we determined a (partial) Groebner basis for In(T ) and, based on this,
obtained Fˆn and Kˆn.
Note that In(T ) = {0} if n ≤ 4. A Groebner basis for I5(T ) has 2 elements and a Groebner
basis for I6(T ) has 21 elements. We were not able to compute a Groebner basis for I7(T ),
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but we determined a Groebner basis with degree-bound 7 and this has 839 elements. It is
sufficient to reduce F7 and K7 to Fˆ7 and Kˆ7.
The polynomials for In(T ), Fˆn and Kˆn for n ≤ 7 are available in the HallPoly package. The
following table contains a summary on them. We consider the polynomials as polynomials
in x, y, z with parameters T . The degree of such a polynomial is the maximal degree of
a monomial in x, y, z and the degree of a monomial is the sum of the exponents of its
indeterminates.
multiplication Fˆn(T ;x, y) powering Kˆn(T ;x, z)
n degree # monomials degree # monomials
1 1 2 2 1
2 1 2 2 1
3 2 3 4 3
4 3 8 6 13
5 4 26 8 43
6 5 83 10 127
7 6 266 12 354
This table exhibits that the number of monomials in both polynomials Fˆn and Kˆn grows
significantly with n. This is the main reason why we could not complete the computation
of Fˆ8 and Kˆ8: the polynomials became too large to be processed. This table also induces
the following conjecture.
10 Conjecture: Fˆn(T ;x, y) has degree n− 1 and Kˆn(T ;x, z) has degree 2(n− 1).
7 Multiplication methods in T -groups
Suppose that G is a T -group of Hirsch length at most 7 given by a consistent nilpotent pre-
sentation G(t). The Hall polynomials determined here facilitate an effective multiplication
in G via the following approach. Write ax for ax11 · · · a
xn
n :
• Precomputation: Determine Fˆ1(t;x, y), . . . , Fˆn(t;x, y) by evaluating T to t in these
polynomials.
• Multiplication: Calculate axay by evaluating x to x and y to y in the polynomials of
the first step.
There are various other methods known to perform the multiplication in a T -group G.
We discuss three of them in the following.
(1) The ’collection from the left’ algorithm, see [12], performs an iterated application of
the relations of the group until the result is in normal form. An implementation is
available in the Polycyclic package [8].
(2) The computation of Hall polynomials via ’Deep Thought’, see [13], first computes the
Hall polynomials from the considered presentation and then uses the evaluation of
polynomials. An implementation is available in the Deep Thought package [11].
(3) The ’Malcev collection’, see [1], computes the Lie algebra corresponding to G via the
Malcev correspondence and then uses this to translate the multiplication to addition
in the Lie algebra. An implementation is available in the Guarana package [2].
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Our method as well as the methods (2) and (3) are similar in the respect that they first
need a precomputation step and then, based on this, have a highly effective multiplication
method. The three precomputation steps are quite different. Our precomputation step
requires the evaluation of given polynomials and thus is highly effective, but, on the other
hand, this method is limited to Hirsch length at most 7. The precomputation of (2)
requires an application of the Deep Thought algorithm and the precomputation step of
(3) requires the computation of the setup of the Malcev correspondence.
Method (1) is of an entirely different nature. Its runtime depends heavily on the size of
the input. Nonetheless it has the advantage that it does not require a precomputation
step and thus can be used much more readily.
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