Abstract. Multi-objective optimization with more than three objectives has become one of the most active topics in evolutionary multiobjective optimization (EMO). However, most existing studies limit their experiments up to 15 or 20 objectives, although they claimed to be capable of handling as many objectives as possible. To broaden the insights in the behavior of EMO methods when facing a massively large number of objectives, this paper presents some preliminary empirical investigations on several established scalable benchmark problems with 25, 50, 75 and 100 objectives. In particular, this paper focuses on the behavior of the currently pervasive reference point based EMO methods, although other methods can also be used. The experimental results demonstrate that the reference point based EMO method can be viable for problems with a massively large number of objectives, given an appropriate choice of the distance measure. In addition, sufficient population diversity should be given on each weight vector or a local niche, in order to provide enough selection pressure. To the best of our knowledge, this is the first time an EMO methodology has been considered to solve a massively large number of conflicting objectives.
Introduction
During the past three decades, a large number of evolutionary multi-objective optimization (EMO) algorithms have been developed for solving multi-objective optimization problems (MOPs) with two and three objectives [8] . With the development of science and technology, real-life applications nowadays consider more complicated problems with four or more objectives, as known as many-objective optimization problems. Unfortunately, the curse of dimensionality has always been the Achilles's heel of optimization algorithms. It is widely accepted that the performance of Pareto dominance-based EMO algorithms such as NSGA-II [7] severely degrade with the increase of the number of objectives [19] . Although some indicator-based EMO algorithms such as SMS-EMOA [4] claim to be scalable to any number of objectives in theory, their computational overheads in practice increase exponentially with the number of objectives [2] . In the past three years or so, many-objective optimization has become one of the most active topics within the EMO community and numerous studies have been conducted [13] , e.g., remedy strategies for the canonical Pareto dominance to improve the convergence property [20] , diversity management mechanisms to reimburse the loss of selection pressure [1] , techniques for speeding up the calculation of some computationally expensive performance metrics in the indicator-based methods [3, 15] . Recently, the reference point based method 5 , e.g., MOEA/D [22] and NSGA-III [9] , has shown very competitive performance for handling problems with many objectives. Generally speaking, its basic idea is using a set of pre-defined weight vectors to guide the search process. In particular, the weight vectors can be used to decompose the original MOP into a set of subproblems, either as scalarizing functions or simplified MOPs. As a consequence, the convergence is guaranteed by the optimization of each subproblem whereas the diversity is implicitly controlled by the uniform distribution of weight vectors.
Although the existing many-objective optimizers claim to be able to handle problems scalable to any number of objectives, most, if not all, existing studies limit their experiments to problems with the number of objectives up to 15 or 20 [9, 14, 21] . In view of the competitive performance reported in recent studies [12] , this paper empirically investigates the performance of three selected reference point based EMO algorithms, i.e., MOEA/D, NSGA-III and R-NSGA-II [10] , on MOPs with a massively large number of objectives. From the experimental results, we surprisingly find that R-NSGA-II, which was originally used to approximate the preferred Pareto-optimal solutions rather than the entire Pareto-optimal front (PF), shows the most competitive performance. In contrast, the performance of MOEA/D and NSGA-III deteriorate significantly with the massively growing number of objectives.
The remainder of this paper is started by a detailed description of the experimental settings of our comparative study in Section 2. Then, Section 3 presents the discussions of the experimental results. At last, Section 4 summarizes the main findings and provide an outlook of possible future directions.
Experimental Settings

Benchmark Problems
As a first study, here we use DTLZ1 to DTLZ4 from the widely used DTLZ suite [11] to form the benchmark set. For each benchmark problem, we consider the 25-, 50-, 75-and 100-objective cases separately. As for DTLZ1, the number of decision variables is set as n = m + 4; and for DTLZ2 to DTLZ4, it is set as n = m + 9, where m is the number of objectives.
Performance Metrics
To have a quantitative comparison of different algorithms, we use the following two indicators as the performance metrics.
-Convergence Measure (CM): As discussed in [11] , the objective functions of a Pareto-optimal solution x * satisfy:
.0 for DTLZ2 to DTLZ4, respectively. Let S be the set of solutions obtained by an EMO algorithm, and the CM is calculated as:
where |S| is the cardinality of S. -Inverted Generational Distance (IGD) [5] : Let P * be a set of points uniformly sampled along the PF, and the IGD value of S is calculated as:
where dist(x * , S) is the Euclidean distance between the point x * ∈ P * and its nearest neighbor of S in the objective space. We use the method developed in [14] to get the Pareto-optimal samples that form P * .
The CM metric only evaluates the convergence property while the IGD metric can evaluate both the convergence and diversity simultaneously. The lower are the CM and IGD metric values, the better is the quality of a solution set for approximating the PF. Each algorithm is independently run 31 times, and we use the Wilcoxon's rank sum test at a 5% significance level to validate the significance of a better result.
Examined Reference Point based EMO Algorithms
This paper considers the following three algorithms as the representatives.
-MOEA/D [22] : Its basic idea is to decompose a MOP into several scalarizing subproblems and optimizes them in a collaborative manner. To leverage the similarity information among neighboring subproblems, the mating selection and population update have a large chance to take place within the neighborhood. The offspring solution can replace its parent only when it has a better scalarizing function value for the corresponding subproblem.
In particular, we consider the penalty-based boundary intersection (PBI) as the scalarizing function [22] in view of its reported superior performance for many-objective optimization [9] . Formally, the PBI function is defined as:
where Ω is the feasible region, w is a priori defined weight vector, z * is the ideal objective vector, θ > 0 is a user-defined penalty parameter (here we set θ = 5.0),
-NSGA-III [9] : Its subproblem is defined to achieve the local optimum, in terms of convergence and diversity, of a subregion specified by the corresponding weight vector. More specifically, each solution is associated with its closest weight vector according to the perpendicular distance. Afterwards, the solutions associated with a particular weight vector form a niche. The survival of a solution is determined by the Pareto dominance relationship and the crowdedness of a niche. In particular, the ones associated with a less crowded niche have a larger chance to survive to the next generation. -R-NSGA-II [10] : It was originally proposed to consider the decision maker's (DM's) preference information into the search process and to approximate the region of interest (ROI) rather than the entire PF. Specifically, the DM elicits his/her preference information as one or multiple aspiration level vectors which can be regarded as a discrete approximation of the PF. During the selection procedure, solutions closer to the given aspiration level vector have a larger chance to survive to the next generation. To maintain the population diversity, R-NSGA-II employs a ǫ-clearing idea to control the spread of those selected solutions within the ROI. If we set the aspiration level vectors the same as the weight vectors used in MOEA/D and NSGA-III, we can expect R-NSGA-II to approximate the entire PF as well.
Parameter Settings
All EMO algorithms use the simulated binary crossover (SBX) and polynomial mutation [8] for offspring reproduction. As suggested in [9] , the distribution indices for SBX and polynomial mutation are set to µ c = 30 and µ m = 30, respectively. The crossover probability is set to p c = 0.9 and the mutation probability is set to p m = 1 n . As suggested in [22] , the neighborhood size is set as 20 in MOEA/D, and the probability to select within the neighborhood is set as 0.9. In addition, the maximum number of replacement of an offspring is set as 2. As for R-NSGA-II, the ǫ-clearing parameter is set as ǫ = 0.01 as suggested in [10] . The stopping criterion for each algorithm is the predefined number of function evaluations (FEs). The settings of population size and the maximum number of FEs for different benchmark problems are given in Table 1 . Note that the population size of R-NSGA-II is set twice as that of MOEA/D and NSGA-III. This is because R-NSGA-II was originally proposed to approximate the ROI where each aspiration level vector is supposed to hold more than one solution. Note that the selection mechanism of a reference point based method mainly relies on a predefined set of weight vectors. They not only guide the search direction, and their distribution also determines the population diversity to a certain extent. The Das and Dennis's method [6] , which samples N = H+m−1 m−1 uniformly distributed weight vectors with a uniform space ∆ = 1 H (H > 0 is the number of divisions considered along each objective coordinate) from a canonical simplex, is the most popular one for weight vector generation. Although this method works well in the two-or three-objective case, it becomes impractical when the number of objectives becomes large. As discussed in [14] , in order to have intermediate weight vectors within each edge of the simplex, we should set H ≥ m. However, even for a 7-objective case, H = 7 will results in 7+7−1 7−1 = 1, 716 weight vectors. Such large amount of weight vectors obviously aggregates the computational burden of an EMO algorithm. On the other hand, if we simply set H < m, all weight vectors will sparsely distribute along the boundary of the simplex. This is apparently harmful to the population diversity. To attack this issue, especially when encountering a massively large number of objectives, the two-layer weight vector generation method suggested in [14] is a viable resolution. Its basic idea is to make the boundary weight vectors contract inward the simplex by a coordinate transformation. Though it is originally suggested for generating two layers of weight vectors, it can be generalized to a multiple-layer case. Suppose that we need to generate σ (σ ≥ 2) layers of weight vectors. First of all, σ layers of weight vectors (denoted as W k = {w k 1 , · · · , w k ℓ k }, where k ∈ {1, · · · , σ} and ℓ k is the number of weight vectors in the k-th layer) are initialized according to the Das and Dennis's method, with appropriate H settings. Afterwards, the coordinates of weight vectors in the inside layer (i.e., except the first layer) are shrunk by a coordinate transformation. Specifically, as for a weight vector in the k-th layer, denoted as w k = (w k 1 , · · · , w k m ), where k ∈ {2, · · · , t}, its j-th component is re-evaluated as:
where j ∈ {1, · · · , m} and τ k ∈ [0, 1] is the shrinkage factor for the k-th layer. All σ layers of weight vectors combine to form the final weight vector set W . Note that one of the major assumptions here is that the uniform distribution of weight vectors can result in a uniform distribution of the obtained solutions. But unfortunately, this might not always be guaranteed in a high-dimensional space, especially when encountering a massively large number of objectives. Let us consider a 25-objective case, where weight vectors are generated by a five-layer weight vector generation method as shown in Fig. 1(a) . In particular, the shrinkage factors are τ = {1.0, 0.75, 0.5, 0.25, 0.1} for different layers, respectively. And for each layer, we set H = 1. Correspondingly, we calculate the Pareto-optimal samples on the PFs of DTLZ1 and DTLZ2 by using the method introduced in [14] . From the results shown in Fig. 1(b) and Fig. 1 (c) we find that, although different layers of weight vectors have a uniform scale on the simplex, only the Pareto-optimal samples of DTLZ1, which has a linear PF shape, have a uniform spread over the PF; as for DTLZ2, which has a non-linear PF shape, the Pareto-optimal samples on the first three layers crowd around the boundary of the PF. This means that a linear setting of shrinkage factors, which results in a uniformly scaled weight vector layers, can lead an algorithm to search for a set of solutions having a biased distribution at the end. Obviously, this is harmful to the population diversity. Even worse, it aggravates with the increase of the number of objectives. To alleviate this side effect, here we suggest setting the shrinkage factors in a non-linear manner, according to Proposition 1. Proposition 1. For DTLZ2 to DTLZ4, suppose the expected objective value is f , the appropriate shrinkage factor should be set as the positive τ :
Proof. Let us use a simple example to prove this proposition. Suppose an extreme weight vector w = (w 1 , · · · , w m ) T is set as: w i = 1.0 and w j = 0.0 where j ∈ {1, · · · , m} and j = i. By using the weight vector transformation method introduced in equation (4), we can have the corresponding transformed weight vector as:
According to [14] , the i-th objective value on the PF of DTLZ2 is calculated as:
Let t = f i (x) 2 , we can have:
, the above equation thus can be treated as a quadratic equation with τ as the unknown. Accordingly, this equation can be solved as:
Obviously, the appropriate τ for the weight vector transformation purpose should be a positive number, i.e., the positive solution of equation (9).
Based on Proposition 1, we change the shrinkage factor setting of the example shown in Fig. 1 as τ = {1.0, 0.2, 0.125, 0.08, 0.03}. As shown in Fig. 2 , by using this τ setting, we can have a better spread of Pareto-optimal samples than using the linearly scaled τ setting. In our experiments, we use the 5-layer weight vector generation method suggested in this subsection to generate initial weight vectors. In particular, we set τ = {1.0, 0.75, 0.5, 0.25, 0.1} for the DTLZ1 problem and τ = {1.0, 0.2, 0.125, 0.08, 0.03} for the DTLZ2 to DTLZ4 problems. The CM and IGD metric values obtained by different algorithms are presented in Table 2 . The best metric value is highlighted in bold face with a gray background. In Fig. 3 , we plot the trajectories of the mean metric values obtained by different algorithms versus different number of objectives. To have a visual comparison, we show the parallel coordinate plot of the population holding the best IGD value for each algorithm 6 .
From the experimental results, in terms of the IGD metric values and the parallel coordinate plots shown in the supplementary file, we find that R-NSGA-II is the best candidate on all benchmark problem instances. In particular, the solutions found by R-NSGA-II almost converge to the PF, and they well approximate the expected points on the PF. In contrast, the performance of NSGA-III is not satisfactory. Its performance deteriorates significantly with the growing number of objectives. For NSGA-III, the most direct effect from the curse of dimensionality is the convergence where NSGA-III can hardly drive the solutions fully converge to the PF on problems with the multi-modal property, e.g., DTLZ1 and DTLZ3. Although DTLZ4 does not have local PFs in its search space, its parametric mapping, which causes a biased density of solutions, impairs the selection pressure of NSGA-III and thus makes the solutions be drifted. As for MOEA/D, we observe a very decent performance on the CM metric. However, we also notice that the IGD metric values obtained by MOEA/D are not very competitive. From the parallel coordinate plots shown in the supplementary file, we find that although the solutions obtained by MOEA/D converge to the PF, they crowd on a narrow region. This means that MOEA/D fails to approximate the entire PF and thus explains its poor IGD metric values. It is interesting to note that the CM metric values obtained by MOEA/D are improved with the growth of the dimensionality, while their IGD metric values deteriorate accordingly. This might imply that diversity preservation becomes more different by increasing the number of objectives. In this case, most of the computational budgets in MOEA/D have been devoted to several selected weight vectors, thus results in a biased distribution in a high-dimensional space.
Further Discussions
In principle, the ultimate goal of these reference point based EMO algorithms is to find the appropriate solutions for each weight vector. Putting the algorithmic implementations aside, the key differences among them lie in their distance measures. To facilitate the illustration, let us consider the examples shown in Fig. 4 . In particular, we connect a weight vector and the origin to form a reference line.
-MOEA/D uses an aggregated distance measure which adds the perpendicular distance between a solution and the reference line to the distance between the ideal point and the projection of a solution onto the reference line. Wilcoxon's rank sum test at a 5% significance level is performed between the best metric value and others. † denotes the best mean metric value is significantly better than all other peers. -NSGA-III only uses the perpendicular distance between a solution and the reference line as the criterion in its niching process. -R-NSGA-II uses the direct Euclidean distance between a solution and the DM specified aspiration level vector, i.e., the weight vector, as the secondary selection criterion additional to the Pareto dominance.
The experimental results discussed in Section 3.1 provides us an impression that the reference point based methods can be viable for handling MOPs with a massively large number of objectives given the use of a proper distance measure. The superior performance obtained by R-NSGA-II demonstrate that the direct Euclidean distance is the best choice, which might be unexpected at the first glance. The incorporation of the perpendicular distance between a solution and a reference line may help maintain the population diversity, but it may also impair the selection pressure towards the PF. From another perspective, each weight vector used in R-NSGA-II plays as the DM supplied preference information relating to a particular region of the PF, i.e., the ROI. Accordingly, the use of a set of weight vectors not only implies the prior assumption of the geometrical characteristics of the PF, but also can be regarded as its discrete approximation. To a certain extent, the approximation of each ROI plays as a reduction of the originally huge objective space; while R-NSGA-II uses a population-based technique to approximate a set of a priori defined ROIs in a parallel and collaborative manner. 
Comparison with the Classical Generative Method
From the experimental results discussed in Section 3.1, we find that the reference point based EMO methods, in particular R-NSGA-II, are capable of handling MOPs with a massively large number of objectives. As discussed in Section 3.2, the reference point based EMO methods use a set of predefined weight vectors, either supplied by the DM or systematically constructed, to guide the search process and to approximate a set of Pareto-optimal solutions in a single simulation run. However, the classical generative multi-criterion optimization methods [18] repeatedly solve a parameterized single-objective problem might achieve the same effect. Due to lack of parallelism, some studies [9] have reported that the classical generative methods might not be as efficient as the EMO methods. One may ponder whether a classical generative method can have a similar or even better performance than the EMO methods when tackling MOPs with a massively large number of objectives? For this purpose, we formulate a scalarized single-objective optimization problem for each weight vector in the following form:
where z * is an ideal objective vector. In this paper, we set z * to be the origin for simplicity. As discussed in some recent studies [9, 16, 17] , the optimal solution of the above optimization problem is the intersecting point of the reference direction of the corresponding weight vector and the PF. To make a fair comparison, for each weight vector, we allocate a maximum of T = F E max /N (where F E max is the total number of FEs suggested in Table 1 and N is the population size used by MOEA/D as suggested in Table 1 , i.e., the number of weight vectors) FEs to its corresponding optimization procedure. In particular, each optimization procedure is run by the fmincon routine of MATLAB, where a random solution is used for initialization. The classical generative method is run 31 independent times with different random seeds and the comparative results of the CM and IGD metric values are presented in Table 2 as well. In the supplementary file, we also plot the parallel coordinate plots of solutions which obtain the best IGD value in the corresponding benchmark problem instance. Due to the existence of many local PFs, the classical generative method cannot find any Pareto-optimal solution within the allocated number of FEs. Its poor convergence performance is also reflected by the large CM metric values shown in Table 2 . It is also interesting to note that the differences of IGD values obtained by NSGA-III and the classical generative method become small with the growth of dimensionality. Comparing the parallel coordinate plots of NSGA-III and the classical generative method, we find that both methods cannot find any meaningful solution on 50-, 75-and 100-objective DTLZ1 instances. As for the DTLZ2 problem, the classical generative method obtains the best CM metric value on all 25-to 100-objective scenarios. As shown in the parallel coordinate plots, the classical generative method almost obtains a perfect PF approximation on the 25-objective DTLZ2 problem instance. Accordingly, its IGD value is the best comparing to the other three reference point based EMO algorithms. However, the performance of the classical generative method deteriorates significantly with the growth of dimensionality. Although the solutions obtained by the classical generative method almost converge to the PF on the 50-, 75-and 100-objective scenarios, they all bias towards a particular region. This is reflected by its poor IGD metric values. Similar to the DTLZ1 problem, DTLZ3 is also featured by multi-modality. Solutions found by the classical generative method are obviously far away from the PF. However, they seem to have a better spread than those obtained by NSGA-III. Accordingly, the IGD values obtained by the classical generative method are better than NSGA-III. DTLZ4 is featured by its biased distribution. The classical generative method seems to have a relatively acceptable approximation to the PF on the 25-and 50-objective scenarios. This is reflected by its second best IGD metric values. However, with the growth of dimensionality, solutions found by the classical generative method have a obvious bias towards certain objectives.
From the experimental results discussed in this section, we find that the classical generative method is able to have a comparable or even better performance than the reference point based EMO methods when tackling MOPs with a massively large number of objectives without many local optima. However, with the growth of dimensionality and when the problem becomes complicated, the classical generative method can hardly find any meaningful solution as well.
Multiple-Solution Strategy
All these reference point based EMO algorithms give a high survival rate to the solutions close to the corresponding weight vector. As discussed in Section 3.2, one of their major differences is the method for measuring the distance between a solution and a weight vector. Besides, in R-NSGA-II, each weight vector can hold two or more solutions at once, whereas in MOEA/D and NSGA-III, each weight vector is only allowed to accommodate one solution. One may ponder whether the performance of MOEA/D and NSGA-III can be improved in case each weight vector is allowed to hold more than one solution? Bearing this consideration in mind, we make some modifications on the selection mechanisms of MOEA/D and NSGA-III. More specifically, for MOEA/D, each weight vector is assigned two solutions that hold the current best aggregation function values. In addition, the assigned solutions of a particular weight vector have an equal opportunity to participate the mating selection and the update procedure. For NSGA-III, the niche preservation operation is performed in case the niche count of a particular weight vector is greater than two.
The parameters of MOEA/D and NSGA-III are set the same as described in Section 2.4, except the population size and the maximum number of FEs. In particular, the population size is doubled, while the maximum number of FEs is reduced by half accordingly. The CM and IGD metric values are presented in Table 3 . In particular, MOEA/D and NSGA-III with a doubled population size are denoted as MOEA/D ∆ and NSGA-III ∆ respectively. From the experimental results, we clearly observe the performance improvement, in terms of convergence and diversity, after doubling the population size. Since each weight vector is able to hold at least two candidates simultaneously, we can expect an improvement on the population diversity. In the meanwhile, due to the existence of more than one candidate associated with a weight vector, we can also expect an enhanced selection pressure towards the PF within a local niche. From the parallel coordinate plots shown in the supplementary file, we find that the solutions obtained by MOEA/D ∆ and NSGA-III ∆ have a better convergence than those obtained by MOEA/D and NSGA-III. Nevertheless, we also observe that the IGD metric values obtained by R-NSGA-II are still better than MOEA/D ∆ and NSGA-III ∆ . This further implies the importance of the use of an appropriate distance measure. 
Conclusions and Future Directions
In this paper, we conduct a series of experiments that investigate the performance of three selected reference point based EMO methods on MOPs with a massively large number of objectives. From the experimental studies, we find that R-NSGA-II, originally proposed to search for the ROIs, shows very competitive and robust performance when handling problems with a massively large number of objectives. We attribute the success of R-NSGA-II to two aspects: 1) since each weight vector is able to hold more than one solution, a stronger selection pressure can be expected in the local niche; 2) the appropriate distance measure plays an important role in the selection criterion design of the reference point based EMO methods. We admit that the results observed in this paper might not be conclusive, since we only focus on the reference point based EMO methods. Future research will deepen the insights in the behavior of more types of EMO methods, i.e., the Pareto-and indicator-based EMO methods. However, with a massively large number of objectives, the computational overheads for calculating the Hypervolume metric, which is the most popular metric used in the indicator-based EMO method, might become practically infeasible for the scalability studies. As for the Pareto-based method, we suspect that they might have some troubles to drive the population in a massively high dimensional search space without any direction information provided by the weight vectors. Furthermore, the benchmark problems considered in this paper are relatively less challenging. In our follow-up work, we will test the performance on a wider range of and more complicated benchmark problems. In addition, statistically guided parameter studies will be performed to figure out the suitable parameterizations for different EMO algorithms.
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