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ABSTRACT 
The research contained in this thesis extends multivariate marked point process 
modeling methods for neuroscience, generalizes goodness-of-fit techniques for the class of 
marked point processes, and introduces the use of a general history dependent point process 
model to the domain of sleep apnea. 
Our first project involves further development of a modeling tool for spiking data 
from neural populations using the theory of marked point processes. This marked point 
process model uses features of spike waveforms as marks in order to estimate a state 
variable of interest. We examine the informational content of geometric features as well as 
principal components of the waveforms at hippocampal place cell activity by comparing 
decoding accuracies of a rat’s position along a track. We determined that there was 
additional information available beyond that contained in traditional geometric features 
used for decoding in practice. 
The expanded use of this marked point process model in neuroscience necessitates 
corresponding goodness-of-fit protocols for the marked case. In our second project, we 
develop a generalized time-rescaling method for marked point processes that produces 
uniformly distributed spikes under a proper model. Once rescaled, the ground process then 
  vii 
behaves as a Poisson process and can be analyzed using traditional point process goodness-
of-fit methods. We demonstrate the method’s ability to detect quality and manner of fit 
through both simulation and real neural data analysis. 
In the final project, we introduce history-dependent point process modeling as a 
superior method for characterizing severe sleep apnea over the current clinical standard 
known as the apnea-hypopnea index (AHI). We analyze model fits using combinations of 
both clinical covariates and event observations themselves through functions of history. 
Ultimately, apnea onset times were consistently estimated with significantly higher 
accuracy when history was incorporated alongside sleep stage. We present this method to 
the clinical audience as a means to gain detailed information on patterns of apnea and to 
provide more customized diagnoses and treatment prescriptions. 
These separate yet complementary projects extend existing point process modeling 
methods and further demonstrate their value in the neurosciences, sleep sciences, and 
beyond. 
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Chapter 1
Introduction
The domain of stochastic processes is widely used to understand real-world phe-
nomena measured as sequences of events. These processes are typically governed
by some underlying probabilistic rule, resulting in measurable patterns of occur-
rence. Some well-known examples are the flow of pollen grain in water, locations
of earthquake occurrences, and, most relevantly for this thesis, the firing of neu-
rons in the brain. The specific type of stochastic process comprised of an orderly
sequence of localized events in either space or time is known as a point process, a
branch of research that has received extensive attention in terms of both theoretical
results as well as more practical methodologies and applications for understand-
ing relevant physical phenomena. Major fields of study that have greatly benefited
from the use of point process theory and modeling include engineering, geogra-
phy, meteorology, and astronomy.
The core contributions of this thesis extend existing modeling techniques for
1
the temporal point process in neuroscience, develop a new methodology for the
assessment of the marked point process model, and introduce a history-dependent
modeling framework to sleep science by describing the temporal evolution of
sleep apnea events during a night’s sleep for real patients. Before providing the
details of each of these projects individually, we spend time in this first chapter
familiarizing the reader with the relevant fields of study through brief literature
reviews in statistics, neuroscience and sleep apnea, followed by explanations of
the open research problems that motivated each project.
1.1 Literature Reviews
1.1.1 Statistics Literature
The basic principles upon which modern point process theory is built can be traced
as far back as the seventeenth century, when actuarial questions of human life ex-
pectancy and population demographics were studied through life and mortality
tables (Daley and Vere-Jones, 2003). Although not always immediately obvious,
these lines of inquiry built much of the foundation for the modern practices of sur-
vival analysis, queueing and renewal theory, and counting problems, all of which
fall under the scope of point process analysis but differ in how the point process
data is first characterized. It is this ability to fully define a point process through
any one of a collection of random variables that makes its impact so widespread
in the field of statistics.
The nineteenth century saw many important developments in the study of the
2
counting process, a function measuring the cumulative number of events occurring
over finite time intervals (Seidel, 1876). Interest in defining frequency distribu-
tions to model count data led to Sime´on Denis Poisson in 1837 extending the bi-
nomial distribution in the limit to the well-known Poisson distribution, which now
serves as the backbone for today’s basic Poisson process. Through these attempts
to accurately model count data, it became apparent that with its assumed equality
of mean and variance parameters, the Poisson distribution was often inadequate
for higher noise data, so alternatives such as the negative binomial (Greenwood
and Yule, 1920) and other discrete-family frequency distributions were developed
(Neyman, 1939). Due to the need for these more flexible types of probability
distributions, the field of statistics also saw the simultaneous introduction of prob-
ability generating functions and moment densities which would lead to important
discoveries in the latter part of the twentieth century.
Alongside these important advances in the field of counting processes were
those in queueing and renewal theory (Feller, 1941) (Doob, 1947). The ever-
expanding use of machinery in factories brought questions of reliability and ex-
pected duration of machine lifetimes before failure. The process defined by time
intervals between failures (assuming replacement with a new machine upon fail-
ure) would define the basic renewal process, where the time to the next event “re-
news” with each current event. The widely renowned work by Swedish engineer
Conny Palm in 1943 would set the foundation for these basic renewal processes
(Palm, 1943) as well as introduce a new characterization of point process events
through two variables: time since origin and time since last event. This important
3
distinction is what primarily separates queuing theory, with its focus on time since
origin, from renewal theory, which focuses on time since last event. Building on
these early works would eventually lead to an important mathematical formulation
of the dependent relationship between them through the Palm-Khinchin equations
(Khinchin, 1956). An incomplete version of the proof that the superposition of
many independent renewal processes behaves as a Poisson process in the limit
was also seen in these early works.
An area of application largely served by queueing theory was that of commu-
nication engineering (Bremaud, 1972), leading to an important development of
a martingale-based study of point processes. In this case, an adapted stochastic
process that is now known as the process intensity, created a martingale when in-
tegrated and subtracted from the overall counting process at each point in time.
Through this definition, it was established that this intensity provides an instan-
taneous probability of event occurrence for each point across a continuous time
interval (Bremaud, 1981).
Major contributions for the statistical community that greatly expanded the
reach of point process modeling techniques came in the mid-twentieth century
by statistician David Cox. While the martingale-based approaches dominated
in engineering fields, modeling the same process intensity function in terms of
other external signals became popular for statistics and probability applications
(Cox, 1955). Cox’s most influential development lay in defining a general class
of doubly stochastic point processes, in which the intensity function itself is of a
stochastic nature. Typically, two types of doubly stochastic processes are used in
4
common fields of point process application; those with an intensity function that
is dependent on an external stochastic signal and those whose intensity depends
on the history of the observation process itself. The former case is sometimes re-
ferred to as a doubly stochastic Poisson process or Cox process, while the latter is
usually described as a general or history-dependent point process. The conditional
intensity for any of these classes of processes can also generalize to the marked
case, in which a random vector, termed a mark, is attached to each point (Cox and
Isham, 1980).
Subsequent works that are now widely recognized in point process literature
developed spectral tools for analyzing point process data in the frequency do-
main (Cox and Lewis, 1966), and estimation methods for linear parameters of a
self-exciting process (Brillinger, 1978). Since then, the popularity of time, time-
space, state-space and corresponding marked point process models has been rising
steadily for a wide range of practical applications, perhaps most prominently in
seismology (Ogata, 1998), and (most relevant for this thesis) neuroscience. In
the following section, we present a brief review of the history of point process
modeling in neuroscience.
1.1.2 Neuroscience Literature
Beginning in the 1970s, the firing of nerve cells in the brain became an inter-
esting phenomenon that statisticians sought to describe analytically through use
of stochastic models. Simple methods used early on to determine structures of
receptive fields associated with neural firing included spike-triggered averaging
5
(de Boer and Kuyper, 1968), in which values of a signal immediately preceding
bursts of spiking are averaged to produce an estimate of receptive field, and other
basic regression methods. Seminal works by Brillinger (1975, 1976) saw the first
characterizations of a firing neuron as a point process and the construction of
models that could describe patterns of a single neuron, as well as make inferences
about underlying network connections among many neurons (Brillinger, 1992).
Efforts to understand and model these neural ensembles have increased sig-
nificantly in recent years as advanced technologies have made large-scale spiking
data available for analysis. An important contribution toward successful develop-
ment of these multi-dimensional spiking models was through the use of likelihood
methods for point process models of both single neural spike train datasets (Bar-
bieri et al (2001), Brown et al (2003)) as well as multiple simultaneously recorded
spike trains. The power of data likelihood functions is well-known throughout the
field of statistics for its ability to assess model goodness-of-fit, estimate param-
eters with relative certainty, and carry out basic hypothesis testing. Chornoboy,
Schramm, and Karr (1988) first implemented a recursive estimation procedure
that uses expectation maximization methods to relate the spiking activity within a
population. Brown, Kass, and Mitra (2004) provides a comprehensive overview
of the state of neural data analysis techniques and future challenges, primarily in
the development of computationally efficient multivariate point process methods
for joint modeling of multiple neural spike trains. It is this goal of multivari-
ate modeling for neural populations that specifically motivated the analyses and
methodological developments in chapters 3 and 4.
6
Bialek and Zee (1990) first introduced the notion of measuring informational
content contained in the coding properties of neurons through decoding of a known
signal. Through application of Bayes’ rule, an encoded model built on observed
spiking activity could be used to estimate a posterior density at each point in
time for an encoded signal. Similar decoding algorithms based on adaptive fil-
ters have since been developed to study how neural firing patterns maintain dy-
namic representations of relevant stimuli, in both discrete and continuous time
settings, particularly for purposes of estimating a continuous state variable (Smith
and Brown, 2003; Eden et al, 2004; Huang et al, 2009; Deng et al, 2013). Some
unsorted decoding methods have been developed that use a time-homogeneous
spatio-temporal Poisson process approach to estimate a non-parametric state vari-
able distribution (Chen et al, 2012; Kloosterman et al, 2014). Most relevant to the
work of this thesis is the development of an unsorted algorithm based in marked
point processes that utilizes a Bayesian recursive estimation method to produce in-
stantaneous posterior densities to decode a given state variable (Deng et al, 2015).
While methods for direct modeling of population spiking data now exist, many
methods still implement the pre-processing step of spike sorting, in which each
detected spike is assigned a neural identity. This procedure typically clusters
spikes based on information extracted from their corresponding local field poten-
tial (LFP) waveforms, and the choice of which features of the waveforms should
be used is the primary motivation for our first project presented in Chapter 3. For
this reason, we give a brief summary of the past, present and future of spike sort-
ing techniques here. The work of Lewicki (1998) provides an excellent overview
7
of common techniques used. Earliest methods in the 1960s and 1970s involved
using single features of the waveform like peak heights, widths or energy that,
when plotted against one another, resulted in fairly well separated clusters. The
next class of features used for classification include those produced under trans-
formation or projections, such as principal components and wavelet coefficients
(Quiroga et al, 2004). For algorithms capable of incorporating high-dimensional
feature vectors, a procedure commonly referred to as template-matching can be
carried out in which an unsupervised clustering algorithm produces an averaged
template waveform for each cluster and identities are assigned based on proximity
to a template (Yang and Shamma, 1988). An important disadvantage to many of
these clustering and classification techniques is the need for user intervention and
imposition of certain assumptions like number of expected clusters or parameters
defining the size and shape of potential clusters. To remedy this issue, more recent
efforts have been put toward development of fully-automated algorithms that re-
quire minimal subjective choice of parameters (Chung et al, 2017). It’s important
to note however that despite efforts to remove subjective bias from sorting meth-
ods, the largest limitation remains lack of ground truth data for comparison when
assessing sorting performance (Barnett et al, 2016). For this reason, along with
the fact that error and bias have been well-documented for spike sorting (Har-
ris et al, 2000; Quiroga, 2012), work in furthering the development of unsorted
spiking models is especially beneficial.
8
1.1.3 Sleep Apnea
The existence of sleep apnea as a known sleep disorder can be traced back to
nearly 2,000 years ago. In recent decades, we have seen a startling rise in the num-
ber of adults affected by the disorder, due to various aspects of modern lifestyles.
Symptoms present as frequent episodes of abnormal breathing caused by partial
obstruction of the airway, resulting in poor sleep quality. When left untreated, se-
vere forms of the disorder can lead to serious comorbidities such as hypertension,
cardiovascular disease, and stroke.
Treatment of the disorder can be difficult, but development of the continuous
positive airway pressure (CPAP) machine in the 1980s brought a fairly effective
option to market. However, despite success in many patients with moderate symp-
toms, studies have documented failure of the machine in association with partic-
ular physiological factors such as partial pressure of blood oxygen levels (Pa02),
percentage oxygenated blood (Sa02) and BMI (Scha¨fer et al, 1998). This indi-
cates that treatment should not be universally prescribed and that a more detailed
characterization of apnea symptoms at the individual level is necessary.
Quantitative diagnosis of sleep apnea was first introduced in the early 1980s
through a metric referred to as the apnea-hypopnea index, or AHI (Hudgel, 1986),
which describes an hourly average of apnea or hypopnea events during a full
night’s sleep. While it proved helpful in clinical practice for diagnosing apnea
and making treatment decisions, its widespread use in sleep research has come
into question due to significant variability in other aspects of symptoms for pa-
tients with similar AHI (Muraja-Murro et al, 2012). Recent research endeavors
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have sought to replace the AHI with a more detailed and flexible characterization
of symptoms that make use of other related factors such as apnea event duration
(Kulkas et al, 2013) in addition to a simple average rate. For this reason, sleep
apnea and other branches of the sleep sciences have seen development of more
sophisticated modeling techniques in recent years.
With the development of sleep lab machinery able to record full polysomno-
gram (PSG) data for patients suffering from severe apnea, analysis of the under-
lying causal effects leading to apnea events has begun to move beyond the AHI.
Descriptive statistics and basic regression models have successfully detected as-
sociations between apnea and natural signals in echocardiography (ECG) (Penzel
et al, 2003) (Thomas et al, 2017) and electroencephalography (EEG) (Svanborg
and Guilleminault, 1996), as well as derived factors like scored sleep stage (Penzel
et al, 2003) (Bianchi et al, 2010), or physical sleep position(Menon and Kumar,
2013). Given the dynamic nature of the various PSG signals describing the bio-
physical systems of sleep (and, by extension, sleep apnea), this data is well-suited
for more advanced analyses that can do more than just detect associations with
apnea onset but also attempt to predict future onsets in real time. Le and Bukka-
patnam (2016) have developed a computational method to forecast apnea onset
from spectral densities and recurrent features of heart rate variability, which pre-
vious studies have shown to be highly correlated with apnea episodes. While our
application of point process modeling specifically to the onset of apnea episodes
is the first of its kind, similar methods have been used to describe sleep fragmen-
tation (Citi et al, 2011) and breathing instability in newborns (Indic et al, 2013).
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1.2 Motivations of the Thesis
1.2.1 Feature Selection for Marked Point Process Models
Since the 1980s, point processes have been a useful tool in characterizing the fir-
ing properties of neurons in the brain. Today, with modern technologies capable
of recording firing activity on large networks of neurons, also known as multi-
unit activity (MUA), there is a demand for more sophisticated and flexible model
classes that are able to characterize and analyze these rich neural data sets. The
majority of existing models developed for MUA require that spiking data first be
clustered and given putative neuron labels based on a set of observed waveform
features and then used as input into independent single-neuron spiking models.
This sorting is still largely done in a manual fashion, making the resulting clus-
ters susceptible to subjective biases and leading to inconsistencies in clustering
outputs for the same input data sets. Additionally, few data sets exist where the
true neural identities are known, meaning that assessment of clustering accuracy
is not only difficult but often impossible. With the goal of eliminating this step of
spike sorting altogether, a clusterless model based on the theory of marked point
processes was developed (Deng et al, 2015). This model has been used in a de-
coding framework, where spiking activity from place cells in the hippocampus are
recorded and used to estimate a known physical position. Compared to its sorted
model equivalent, from a decoding accuracy point of view, the model captured
more of the underlying network structures from the raw unsorted spike times to-
gether with the waveform peak amplitudes. An important question and natural
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extension for this modeling framework is whether there exists a particular set of
spike waveform features that, when used as marks, capture more of these coding
properties of the ensemble structure than others. In our first project, we seek to
answer this question by building the clusterless marked point process model using
a variety of waveform features for the same ensemble spiking data and comparing
the models’ ability to decode the animal’s position from only its coded represen-
tation within the firing activity and marks. This feature selection analysis helps
determine whether an optimal feature set exists for understanding ensemble struc-
tures, and if so, whether it could simultaneously serve the needs of decoding and
improving spike sorting procedures. Additionally, given the ability for the marked
point process model to accommodate any dimension of mark vector, this project
provides insight into whether an optimal ratio of captured information and feature
dimension can be achieved.
1.2.2 Generalized Goodness-of-fit
In the feature analysis project described above, the utility of spike waveform fea-
ture sets was measured through both decoding accuracy and uncertainty metrics
and compared across a variety of feature sets. While useful for practical appli-
cation, these decoding accuracy metrics provide a narrow view of overall model
quality and fail to provide a comprehensive picture of how and why the model
may be inappropriate for the data being analyzed. As the popularity for using
the marked point process model to understand neural populations continues to
grow, a need for a more statistically sound model assessment toolbox is of equal
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importance. In our second project, we develop a new methodology that fulfills
this need. An important result that serves as the basis for this new goodness-
of-fit procedure is the well-known time-rescaling theorem for point process data
(Papangelou, 1972). This theorem states that under a simple re-scaling of any gen-
eral univariate point process arrival times, a set of arrival times can be obtained
that behave as those generated by a homogeneous Poisson process with unit firing
rate. This result has been used to develop a number of methods for point pro-
cess model assessment that test whether the re-scaled arrival times generated by a
given model exhibit the well-known properties of the inter-arrival times of a Pois-
son process. In order to make use of these various goodness-of-fit techniques for
the marked point process model as well, we develop a method for applying a sim-
ilar re-scaling in a way that accommodates any dimension of space in which a set
of marks could live. We present a method the includes two phases of re-scaling:
the first to obtain a homogeneous marked Poisson process with a particular set
of measurable properties, and the second along mark dimension to obtain a one-
dimensional spatio-temporal homogeneous Poisson process. The goodness-of-fit
procedures made available to these higher-dimension marked models will not only
provide the statistical reliability missing from decode accuracy, but also assess and
indicate areas of lack-of-fit for a wide variety of population spiking models, en-
abling researchers to gain more understanding and insight into the increasingly
complex data structures being made available in neuroscience.
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1.2.3 History-Dependent Models of Sleep Apnea
For our third project, we move into both a new field of application and a new class
of models. In the marked case, additional features of events are observed along-
side arrival times, and joint models are built across both time and mark space. An-
other highly useful type of model is one that allows for a relationship between the
past process activity and the current activity, commonly referred to as “general” or
“history-dependent” models. The simplest form of this history dependence is of
a Markovian nature, where dependence only extends back one event. This is the
basis for stochastic renewal theory and can present in a number of real phenomena
such as the known refractory period following the firing of a neuron. However,
history dependence of this simple nature may not be the whole story for some
phenomena, and more complicated functions of history are required. An area of
real application well-suited for study as a point process that we found to exhibit
a more complicated history dependence is that of sleep apnea. The manner in
which episodes of disordered breathing occur throughout the night tend to have
a bursting nature, where one apnea event triggers others in a quasi domino ef-
fect, followed by longer periods of undisturbed sleep. To understand whether this
type of structure plays a role in the presentation of a given patient’s symptoms,
we apply a general point process model with spline-based history dependence to
full-night sleep data for real patients diagnosed with severe apnea. We carry out
a model selection procedure by fitting non-stationary models dependent on ex-
ternal clinical variables as well as functions of past apneic activity by assessing
model validity through the traditional collection of point process goodness-of-fit
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measures. Currently, the standard protocol for diagnosis (and, consequently, treat-
ment decisions) in patients with severe apnea symptoms is simply to count event
occurrences through the night and determine an hourly rate. This method disre-
gards the temporal manner in which events occur, meaning collections of patients
with vastly different symptom characteristics can be assigned identical average
rate values. By assessing apnea onset timing through point process models, we
aim to provide a far more detailed characterization of patient symptoms that indi-
cate influential factors and can thus help customize diagnosis and prescription of
treatment options at the patient level in the future.
1.3 Content Structure
This dissertation comprises a collection of separate yet complementary projects,
each extending into a branch of point process theory, methodology, or application.
This first chapter serves as the introduction to, motivation for, and review of the
fields of study relevant to the collection of research contributions. The second
chapter contains derivations and proofs of major statistical results in point process
theory that are key to fully understanding point process modeling. Each of the
third, fourth and fifth chapters contains a main project in a format that allows
independent submission for publication. The sixth chapter offers a summary of
the thesis and concluding remarks.
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Chapter 2
Point Process Basics
2.1 Random Variables
The temporal point process serves as a particular type of stochastic process in
which a sequence of random variables denoted by {si}N(T )i=1 gives the number of
arrivals N(T ) and the arrival times of instances of the same type of event across
a given time interval [0,T ]. We can also describe the process by time periods
between consecutive arrivals (inter-arrival times) {xi}N(T )i=1 or a counting process
N(t) which gives the total number of arrivals in the interval [0, t]. This counting
process is a right-continuous step function which increments by one at each event
occurrence. Most modeling approaches used in this thesis are done in discrete
time, so we also present the discrete time arrival train which is constructed by
partitioning the observation interval [0,T ] into K small bins of equal size ∆t such
that no more than one arrival occurs within a given bin.
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Equations (2.1) - (2.4) provide the mathematical notations for the arrival times,
inter-arrival times, counting process and a simple binary event train, respectively,
for a point process with N(T ) = n arrivals in the interval [0,T ].
{si}ni=1, 0≤ s1 < s2 < · · ·< sn ≤ T, (2.1)
{xi}ni=1, xi = si+1− si, x1 = s1 (2.2)
N(t) =
n
∑
i=1
I(si ≤ t) (2.3)
∆Nk =

1 ∃ si ∈ kth bin of size ∆t
0 otherwise
(2.4)
Figure 2.1 provides a basic visual representation of these four measures in relation
to one another.
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Figure 2.1: Example of event arrival times si, inter-arrival times xi, counting pro-
cess N(t) and event train ∆Nk for a process of seven events.
The majority of this thesis builds on methodology and application for marked
point processes in particular, so we extend all the major point process definitions
in this chapter to the corresponding marked case. In terms of random variables,
this comes in the form of arrival times with associated marks
{si,~mi}ni=1, 0≤ s1 < s2 < · · ·< sn ≤ T, ~mi ∈M (2.5)
whereM can be any n-dimensional feature space.
Observations of any one of these random variables can fully determine a prob-
abilistic rule that defines the point process model, be it in terms of either waiting
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times between events, arrival times themselves, or event counts within sequences
of small time windows. Models describing the likelihood of arrival at any point
in time are defined as instantaneous event rates and can either be constant, vary
with time according to associated external signals and/or past event history, or, in
the case of the marked point process, be defined jointly in time and mark space.
These rate functions, referred to as either conditional intensity functions or joint
mark intensities depending on the situation, serve as the basis for all modeling
techniques involved in this thesis.
2.2 Conditional Intensity Function
A well-known result in point process theory ensures that any point process be
orderly, meaning that for a given small time step, the probability of a second
arrival after one has already occurred in that time step approaches zero as the size
of the time interval decreases. Thus, we can characterize the arrival properties of
a given point process through a single class of functions that define the probability
density of an arrival in an infinitesimal interval as
λ (t|Ht) = lim
∆t→0
P(N(t+∆t)−N(t) = 1|Ht)
∆t
, (2.6)
assuming the probability of more than one arrival in a small time step goes to zero
in the limit,
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lim
∆t→0
P
(
N(t+∆t)−N(t)≥ 2|P(N(t+∆t)−N(t)≥ 1,Ht)
)
= 0.
Although the theoretical basics are presented here primarily in terms of the simple
temporal point process, we will provide on occasion a corresponding generalized
marked point process version without proof to avoid redundancy. The first marked
point process results worth noting are the two quantities related to the conditional
intensity function. The joint mark intensity, λ (t,m|Ht), and the ground intensity,
Λ(t|Ht), are defined for the marked point process such that
∫
M
λ (t,m|Ht) = lim
∆t→0
P(N(t+∆t)−N(t) = 1,arrival has mark inM )|Ht)
∆t
,
whereM is any small mark neighborhood, and
Λ(t|Ht) =
∫
M
λ (t,m|Ht)dm
whereM is now the entire mark space.
The conditional intensity function and marked equivalents serve as the founda-
tion for all the point process models explored throughout this thesis. An important
theoretical result underlying many of the practical tools used when making statis-
tical inferences based on models of these intensities is the relationship between
the intensity and the conditional arrival distribution, which we will denote as fs|sl ,
where sl represents the time of the previous arrival.
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These two approaches to modeling point process data are equivalent in that
there is a one-to-one mapping between them, proof of which is provided here in
brief. We begin by re-writing the conditional intensity definition from (2.6) in
terms of an arrival time, s, instead of the counting process N(t),
λ (t|Ht) = lim
∆t→0
P(s ∈ [t, t+∆t)|s≥ t,Ht)
∆t
,
where Ht represents only knowledge of the previous arrival time, sl . By the defi-
nition of conditional probability, this can be rewritten as
λ (t|Ht) = lim
∆t→0
P(s ∈ [t, t+∆t),s≥ t|Ht)
P(s≥ t|Ht)∆t ,
and again in terms of the conditional arrival distribution fs|sl ,
P(s ∈ [t, t+∆t),s≥ t|Ht) =
∫ t+∆t
t
fs|sl(u|Ht)du and
P(s≥ t|Ht) = 1−
∫ t
sl
fs|sl(u|Ht)du.
By substitution,
λ (t|Ht) = lim
∆t→0
[∫ t+∆t
t fs|sl(u|Ht)du
∆t
][
1
1− ∫ tsl fs|sl(u|Ht)du
]
=
fs|sl(t|Ht)
1− ∫ tsl fs|sl(u|Ht)du , (2.7)
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and we have the one-to-one mapping between conditional intensity and the condi-
tional arrival distribution. Note that the right-hand side, when negated, is equal to
d
dt log(1−
∫ t
sl fs|sl(u|Ht)du), so if we integrate both sides over the interval (sl, t),
we have
−
∫ t
sl
λ (u|Hu)du = log
(
1−
∫ t
sl
fs|sl(u|Ht)du
)
which, when exponentiated, gives us an expression for the probability of observ-
ing no arrivals up to time t,
P(u > t|Ht) = 1−
∫ t
sl
fs|sl(u|Ht)du = exp
{
−
∫ t
sl
λ (u|Hu)du
}
. (2.8)
Finally, if we substitute (2.8) into (2.7), we obtain a fully identified expression for
the conditional arrival distribution function fs|sl(t|Ht) in terms of the conditional
intensity λ (t|Ht),
fs|sl(t|Ht) = λ (t|Ht)exp
{
−
∫ t
sl
λ (u|Hu)du
}
. (2.9)
Observational Likelihood This final equation relating the distribution of wait-
ing times to arrivals and the conditional intensity provides the foundation for com-
puting the observational likelihood for any set of point process arrival times, a
derivation which we now present. Given a system modeled by the conditional
intensity λ (t|Ht), the likelihood of observing a set of n arrivals at times {si}ni=1
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in the time interval (0,T ], we start with an expression for the joint probability of
observing each individual arrival time and no arrivals from the last one to the end
of the interval T .
fs|sl({si}ni=1,sn+1 > T ) =
n
∏
i=1
fs|sl(si|Hsi)P(sn+1 > T ) (2.10)
The terms in the product are now realizations of the probability distribution
function for inter-arrival times defined in (2.9) and the last term is defined by
(2.8) so we have a full expression for the likelihood as
L({si}ni=1|λ (t|Ht)) =
n
∏
i=1
[
λ (si|Hsi)exp
{
−
∫ si
si−1
λ (u|Hu)du
}]
exp
{
−
∫ T
sn
λ (u|Hu)du
}
=
n
∏
i=1
[
λ (si|Hsi)
]
exp
{
−
∫ T
0
λ (u|Hu)du
}
(2.11)
Here, we also present the equivalent observation likelihood for a marked point
process.
L({si}ni=1,{mi}ni=1|λ (t,m|Ht)) =
n
∏
i=1
[
λ (si,mi|Hsi)
]
exp
{
−
∫ T
0
Λ(u|Hu)du
}
(2.12)
where Λ(t|Ht) is now the ground intensity.
In the first project of the thesis, a discrete-time state-space point process model
is developed for the marked case and used to decode an observed state variable
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to assess informational content of certain neural spike waveform features. The
likelihood function serves as a major component of this model and derivations
should be shown for its discrete time equivalent. Given the observed arrival train
described in (2.4), ∆Nk, we will begin by defining the probability of no arrival,
P(∆Nk = 0|Hk) = exp
{
−
∫ tk+1
tk
λ (u|Hu)du
}
,
using the definition of (2.8). Using a Taylor expansion around λ (tk|Hk), where tk
represents the cutoff point for time bin k and Hk now represents the history up to
tk, we have that
P(∆Nk = 0|Hk) = exp
{
−λ (tk|Hk)∆t
}
+o(∆t).
The probability of observing an arrival in a given time bin is similarly derived
from applying a Taylor expansion to (2.9).
P(∆Nk = 1|Hk) =
∫ tk+1
tk
λ (w|Hw)exp
{
−
∫ tk+1
tk
λ (u|Hu)du
}
dw
=
(
λ (tk|Hk)∆t
)
exp
{
−λ (tk|Hk)∆t
}
+o(∆t).
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Thus, the joint probability of all time bins can be written as
P(∆Nk|Hk) =
(
λ (tk|Hk)∆t
)∆Nk exp{−λ (tk|Hk)∆t}+o(∆t)
= exp
{
∆Nk log(λ (tk|Hk)∆t)−λ (tk|Hk)∆t
}
+o(∆t) (2.13)
which is the discrete-time version of an observation likelihood for a given condi-
tional intensity. It is worth noting from the first line in (2.13) that the distribution
is Poisson up to o(∆t). In the case of no history dependence, these processes are
therefore referred to by the common homogeneous and inhomogeneous Poisson
process names, details of which we briefly describe at the end of this chapter.
This discrete-time likelihood generalizes easily to the marked case by replac-
ing the conditional intensity with a joint mark intensity and incorporating the
ground intensity appropriately:
P(∆Nk,~mk|Hk) = exp
{
∆Nk log(λ (tk,~mk|Hk)∆t)−Λ(tk|Hk)∆t
}
+o(∆t)
In chapter 3, we combine a state-space framework with Bayes’ rule and the
Chapman-Kolmogorov equation to build an iterative state estimation algorithm.
At each point in discrete time tk, a full posterior density across the state space
is produced, P(xk|∆N1:k) by incorporating information from the the observation
likelihood (2.13) and a one-step prior prediction density,
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p(xk|∆N1:k) = p(xk,∆N1:k)P(∆N1:k)
=
p(xk,∆Nk,∆N1:k−1)
P(∆N1:k)
=
P(∆Nk|xk,∆N1:k−1)P(xk,∆N1:k−1)
P(∆N1:k)
=
P(∆Nk|xk,∆N1:k−1)P(xk|∆N1:k−1)P(∆N1:k−1)
P(∆Nk|∆N1:k−1)P(∆N1:k−1)
=
P(∆Nk|xk,∆N1:k−1)p(xk|∆N1:k−1)
P(∆Nk|∆N1:k−1) . (2.14)
The one-step prediction density is defined through the Chapman-Kolmogorov
equation as
p(xk|∆N1:k−1) =
∫
p(xk|xk−1,∆N1:k−1)p(xk−1|∆N1:k−1)dxk−1 (2.15)
and the information contained in Hk from (2.13) now consists of {xk,∆N1:k−1}.
Combining (2.14) and (2.15) provides the full posterior density for a state variable,
p(xk|∆N1:k) = P(∆Nk|xk,∆N1:k−1)
∫
p(xk|xk−1,∆N1:k−1)p(xk−1|∆N1:k−1)dxk−1
P(∆Nk|∆N1:k−1)
(2.16)
and allows computation of the evolution of the state variable, conditioned on all
arrivals up to a given time. In the application in Chapter 3, this is used to estimate
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the position of a rat in a linearized W-maze based on observed neural ensemble
spiking activity.
2.3 Classes of Point Processes
Poisson Processes Chapter 4 of the thesis focuses on goodness-of-fit procedures
for point process models. Many of the underlying principles for the techniques de-
scribed rely on basic properties of Poisson processes, so we describe them briefly
here. If a point process possesses both stationarity and independence of non-
overla-
pping intervals, then it is referred to as a homogeneous Poisson process, described
by a constant intensity λ , such that
∆Nk ∼ Poisson(λ∆t).
Defining this probability structure for the increments ∆Nk implicitly defines one
for the inter-arrival times as well, which we denote with the random variable X .
Let Xi be the time between the (i−1)st and ith arrivals. Then
P(Xi > t) = P(N(t)−N(si−1) = 0) = exp(−λ t)
and the CDF for the inter-arrival times Xi is
FXi(t) = 1− exp(−λ t),
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which proves
Xi ∼ exp(λ ). (2.17)
If we drop the assumption of stationarity but maintain independence of non-
overlapping intervals, the constant rate λ must be a function of time λ (t) dif-
ferentiating the homogeneous Poisson process from the inhomogeneous Poisson
process. In this case, increments maintain the property of being independently
Poisson distributed, but vary across increments based on the rate function at each
one,
∆Nk ∼ Poisson(λ (tk)∆t).
Doubly-stochastic Point Processes The relationship of the conditional inten-
sity with time can be of either a deterministic or stochastic nature, depending on
the nature of the relevant stimuli affecting intensity. If the intensity changes as a
function of another stochastic process, the point process is then doubly stochastic.
A common example of this type of process is one that changes as a function of
past arrivals, or a history-dependent process. In this case, non-overlapping time
intervals lose their independence, and derivation of direct solutions for the distri-
bution of arrivals in a given time interval are difficult. However, by the definition
of the conditional intensity and the assumption that the probability of more than
two arrivals in a sufficiently small interval going to 0 in the limit, it can be shown
that the expected number of arrivals in a given interval is defined by the condi-
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tional intensity evaluated in that interval, preserving a conceptually Poisson rate
function.
A common example of a doubly stochastic point process is one containing
history dependence, in which past arrival activity has a direct effect on the current
probability of an arrival described by the conditional intensity. Chapter 5 presents
a project in which a history-dependent point process model is applied to data
describing sleep apnea symptoms. In this project, we model the logarithm of
the conditional intensity to functions of the covariates whose effects we wish to
measure through a generalized linear model (GLM) framework,
log(λ (tk|Hk)) =
p
∑
i=1
βigi(~x(tk)),
where gi represent functions of the corresponding covariate ~x(tk) and the coeffi-
cients βi measure the modulation of the conditional intensity due to each covariate.
In our models, we build functions on the observed arrivals across a fixed window
of time in the past to obtain model coefficients that directly reflect how much oc-
currence of apnea at a particular point in the past is expected to affect the current
probability of apnea onset.
2.4 Goodness-of-fit
Time-Rescaling Theorem The well-behaved properties of the inter-arrival times
of a homogeneous Poisson process serve as a reliable comparison for carrying out
goodness-of-fit for a particular model, but only if that model is a homogeneous
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Poisson process itself. A general time-rescaling theorem was developed (Papan-
gelou, 1972) that applies a rescaling to the arrival times of any point process to
obtain a set of arrival times from a homogeneous Poisson process with unit rate
parameter. Since Chapter 4 develops the generalized case of this theorem for the
marked point process, we provide the proof in the univariate case here.
Let {si} be the arrival times for a general univariate (unmarked) point process
with conditional intensity λ (t|Ht), and define the following re-scaling transforma-
tion for the arrival times,
ui =
∫ si
0
λ (t|Ht)dt.
The joint distribution function for original arrival times was shown previously to
be
fs({si}ni=1,N(T ) = n) =
n
∏
i=1
λ (si|Hsi)exp
{
−
∫ T
0
λ (t|Ht)dt
}
and by the change-of-variables formula (Port, 1994), we can define an equivalent
joint distribution function for the re-scaled arrival times as
fu({ui}ni=1,N(T ) = n) =
n
∏
i=1
λ (si|Hsi)exp
{
−
∫ T
0
λ (t|Ht)dt
}∣∣∣∣∂u∂ s
∣∣∣∣−1,
where
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∂ui
∂ s j
= λ (s j|Hs j), for i = j
and 0 for any i < j, the Jacobian is lower triangular and its determinant is given
by the product of the diagonal elements. Thus,
fu({ui}ni=1,N(T ) = n) =
n
∏
i=1
λ (si|Hsi)exp
{
−
∫ T
0
λ (t|Ht)dt
}( n
∏
i=1
λ (si|Hsi)
)−1
= exp
{
−
∫ T
0
λ (t|Ht)dt
}
indicating that {ui}, i = 1, . . . ,n are arrival times for a homogeneous Poisson pro-
cess with unit intensity rate across the interval [0,
∫ T
0 λ (t|Ht)dt]. Consequently, if
we define
zi = ui−ui−1,
the set {zi}, i = 1, . . . ,n will be the re-scaled waiting times and follow an expo-
nential(1) distribution, as was shown in (2.17).
This time-rescaling theorem allows the use of a number of goodness-of-fit
techniques for any univariate point process models since the observed arrival times
can be transformed into those of a homogeneous Poisson process. We next de-
scribe a few of these techniques briefly.
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Kolmogorov-Smirnov Plot, Statistic, and Test The KS plot for re-scaled point
processes is a visualization technique that plots an empirical distribution of re-
scaled waiting times derived from a given model fit versus the corresponding the-
oretical exponential(1) distribution that they should follow if the model is appro-
priate. Confidence bounds are plotted as well and any one substantial discrepancy
between the empirical and theoretical values that results in a point exceeding the
bounds indicates a poor model fit. Additionally, a hypothesis test can be run using
the maximum distance as the test statistic and a critical value determined by the
Kolmogorov distribution, regardless of the model used to generate the empirical
values.
Figure 2.2: A: Example of resulting KS plots from simulating wait times from
non-exponential(1) distribution and B: exponential(1) distribution.
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Fano Factor It is important to recall that a homogeneous Poisson process should
be stationary, meaning the intensity is independent of time and ∆Nk∼Poisson(λ∆t).
The Fano Factor (FF) provides an index of dispersion calculated as a ratio of vari-
ance to mean. Thus, for a true Poisson process,
FF =
σ2∆N
µ∆N
=
λ∆t
λ∆t
= 1.
The arrival times for any point process can therefore be re-scaled and translated
into increments indicating when the re-scaled arrivals occurred and tested for Pois-
son distribution through the sample Fano Factor.
Autocorrelation The second assumption of a Poisson process is that of indepen-
dence for non-overlapping intervals. To assess whether any temporal dependence
structures exist for a set of inter-arrival times for the Poisson process, the well-
known result of inverse transform for cumulative distribution functions is used to
carry out an autocorrelation analysis.
For any point process, the re-scaled inter-arrival times {zi}, i = 1, . . . ,n are
exponentially distributed. Thus,
Yi = Fexp(1)(Zi)∼U(0,1)
and the normal inverse transform can be used to obtain
Wi = F−1N(0,1)(Yi)∼ N(0,1).
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Autocorrelations can then be computed for the process W across a range of time
lags τ and tested for confidence-bound adherence based on
R(τ) =
1
n
n
∑
i=1
WiWi+τ ∼ N(0,1/n).
In this assessment, autocorrelations would ideally show no clear patterns across
the range of time lags and mostly remain within the chosen confidence bands.
Point Process Residuals A final goodness-of-fit procedure useful for point pro-
cess models is to calculate the point process residuals, defined based on the contin-
uous time-counting process N(t). So for a process with true conditional intensity
λ (t|Ht), the residual process r(t) defined as
r(t) = N(t)−E(N(t)) = N(t)−
∫ t
0
λ (u|Hu)du
should be mean 0 and show no clear correlations with any influential external sig-
nals. If the true intensity is unknown and only a model-estimated one is available,
it can be used to calculate this model residual process and visually assessed for
improper behaviors or associations with model predictors.
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Chapter 3
Waveform Feature Analysis for
Clusterless Decoding in Rat
Hippocampal Data
3.1 Introduction
Neural coding analyses have benefited greatly in recent years through the devel-
opment of statistical modeling approaches that can capture how the probability of
a spike at each instant is influenced by relevant external stimuli, the neurons own
past spiking activity, as well as concurrent ensemble activity (Kass and Ventura,
2001; Truccolo, 2004; Eden and Brown, 2008; Paninski et al, 2010; Kloosterman
et al, 2014). These methods have enabled enhanced encoding analyses, where the
receptive field properties of individual neurons can be determined, with methods
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available for assessing uncertainty and the statistical significance of any factors
(Smith and Brown, 2003; Sodkomkham et al, 2016). They have also enabled the
development of a range of statistical algorithms for estimating dynamic signals
from spike train data. In particular, these algorithms have been used for decoding
analyses, where the biological stimulus or behavior that is represented by a neural
ensemble is estimated from the simultaneous spiking of a population of neurons
tuned to that signal (Brown et al, 1998; Srinivasan et al, 2006; Huang et al, 2009;
Eden et al, 2018). Such methods have also been used to track learning and plas-
ticity in neural representations (Frank et al, 2002; Eden et al, 2004; Brockwell,
2004), and most recently to estimate the content of hippocampal replay events
(Deng et al, 2016).
Traditionally, a first step for these types of analyses has been to sort the raw
spike traces into putative single neuron units, based on their spike waveforms.
There has been a great deal of work in recent years to improve spike sorting ac-
curacy (Lewicki, 1998; Gibson et al, 2012; Kim and Kim, 2000; Quiroga et al,
2004; Rey et al, 2015; Ventura, 2009; Chung et al, 2017; Einevoll et al, 2012).
For all of these approaches, the goal is to identify well-isolated single units that
likely correspond to single neurons. These single units are typically the ones
with the highest amplitude spikes and correspond to neurons located close to the
recording device but they may only produce a small fraction of the total number
of spikes detected. There may be many more distant neurons whose signals can
also be detected but sorting them can be nearly impossible due to their smaller
amplitudes. Spikes that cannot be clearly identified as belonging to one cluster
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are often removed from subsequent analysis. For the remaining spikes and cluster
assignments, separate encoding models are typically built for each putative neu-
ron. Any subsequent analyses, even at the level of the neural population, are then
built from the resulting set of individual independent neuron spiking models.
When the goal of an analysis is to characterize the receptive field properties of
individual neurons, spike sorting may be the most efficient and appropriate way
to proceed. However, when the goal is to describe the way in which an ensemble
represents information, or to decode the signals represented by population spiking
activity, spike sorting may not be necessary and can lead to biased estimates or
substantial reduction in statistical power (Ventura, 2009; Todorova et al, 2014).
An alternative approach to understanding the characteristics of neural ensembles
is to build a comprehensive joint model that takes all recorded spikes, regardless
of their sorted identity, as common input (Kloosterman et al, 2014).
Recently, this type of multivariate joint model referred to as a clusterless
model based on the theory of marked point processes was developed. (Deng et al,
2015). In its original communication, it was used to decode a rats movement
trajectory from hippocampal population spiking activity as it performed a spatial
navigation task. This model described the probability of observing a spike with
a particular set of waveform features, called the marks, as a function of the rats
movement. Using spike amplitudes across the four channels of a tetrode as mark,
it was found that decoding analyses based on this clusterless model outperformed
analogous decoders using sorted spiking activity, both in terms of reduced estima-
tion error and in terms of more appropriate estimation of statistical uncertainty.
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However, there are no limitations on what spike features can be used as marks
in the model. They could be the same or different from those typically used for
spike sorting, meaning this modeling and decoding framework presents a way to
analyze the informational content of any set of waveform features.
A major challenge with spike sorting involves determining which features of
the spike waveform to use for clustering (Hill et al, 2011). Since most experiments
do not allow for the neural identity of each spike to be determined with certainty,
it is often difficult to assess how well spike sorting is being performed generally,
and which waveform features provide the most useful information specifically.
Even researchers in the same groups, working with identical data can substan-
tially disagree about spike sorting quality (Harris et al, 2000; Wood et al, 2004).
Uncertainty about neural identity leads to subsequent uncertainty about the quality
of encoding models and the information contained in observed population spiking
data. One benefit of decoding analyses is that they provide implicit measures of
accuracy and of the information content of population spiking.
Here we take a decoding perspective to compare the informational content in
various combinations of waveform features from an ensemble of rat hippocampal
neurons during a spatial alternation task. We use each set of features to build
both clusterless population models and individual neural models from spike sorted
units, and compare the decoding accuracy as functions of the features and model
structure. We also examine two different classes of marks, those extracted directly
from the shape of the waveform, referred to as “geometric” features, and the scores
produced by principal component analysis of the waveforms.
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3.2 Methods
3.2.1 Data Acquisition and Experimental Methods
Neural spiking activity was recorded using multielectrode arrays in the hippocam-
pus of a single male Long-Evans rat while traversing a W-maze. Twenty-four
independent tetrodes were placed in the dorsal CA1 and CA2 regions of the hip-
pocampus and signals recorded relative to a reference tetrode in the corpus cal-
losum. Local field potentials were first filtered between 600 and 6 KHz and any
signals exceeding a threshold of 40 µV were then considered as neural spiking
events. A linearized representation of the animal’s position was reconstructed by
a linear transformation of the distance from the home well.
Spiking data was recorded from the same animal during three epochs of ap-
proximately 10 minutes each on five different days. For every recorded spike, a
four-channel corresponding spike waveform was obtained and used to derive the
various sets of waveform features considered for all decoding analyses. A detailed
description of which features were considered and how they were constructed are
provided in the following sections.
3.2.2 Mark Feature Selection
Geometric Features
Due to our interest in comparing performances of decoding for both clusterless
and sorted spiking models, we wanted any direct features of the waveform con-
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sidered as marks in the clusterless decoder to also be those used in spike sorting
procedures. A review of past and present spike sorting literature was carried out
and four features were ultimately chosen. For each channel, two amplitudes were
measured, as well as the spike slope and half-width. The peak amplitude was cal-
culated as simply the maximum magnitude, while the peak-to-trough amplitude
calculated as the difference between that same maximum value and the following
minimum value achieved. The slope was then calculated as the peak-to-trough
amplitude divided by the amount of time elapsed between the maximum and min-
imum magnitudes. Lastly, the spike width was measured at a 40 µV threshold,
taking the difference between time points before and after the maximum value
time point that crossed this threshold. Figure 3.1 gives a visual summary of how
these four features were extracted from the raw data, along with visualizations
of the spiking over one experimental epoch, projected onto a two-channel feature
space.
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Figure 3.1: Geometric features extracted from the spike waveforms (upper left
panel) and spike data projected on these features across two channels (remaining
panels).
Visual inspection suggests that the amplitude measures would be best for clus-
tering purposes but it is not certain whether these would result in significantly
improved decoding accuracy. Given the ease with which the clusterless decoder
can include higher dimension feature vectors as marks, we considered all four of
these features at both the individual and joint level in our preliminary decoding
analyses, details of which are discussed in Section 3.2.3
Principal Components
In addition to the standard geometric features described above, principal com-
ponents (PCs) of the spike waveforms are often used for spike sorting (Lewicki,
1998), we included these in our decoding analyses to assess the information they
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contain about the spatial navigation task. The manner in which these PCs are de-
rived for spike waveform data can vary depending on how the data was recorded
and any processing measures taken. Our spiking data was recorded on tetrodes,
resulting in four separate waveforms corresponding to each channel which were
highly correlated. For this reason, we concatenated each of the 40 dimensional
channel waveforms to create a continuous 160 dimensional waveform for each
spike. In doing so, the PCs best capture dimensions of strongest separation from
spike to spike rather than channel to channel. We compute the PCs for the set of
spikes observed on different tetrodes separately since they can be located in dif-
ferent areas of the hippocampus and could therefore be subject to different types
of noise in the observed spikes.
Depending on how many spikes occurred for a given tetrode, the number of
PCs needed to explain 95% variability ranged between 10 and 20 components,
greatly reducing the number of dimensions needed to capture optimal waveform
information. However, a disadvantage to performing principal component analy-
sis (PCA) on these spike waveforms is the loss of their direct physical interpreta-
tion when projected into the principal component space. In an attempt to extract
a more intuitive interpretation of the resulting spike clusters in PC space, we ex-
amined these clusters in the first 5 PC dimensions, and considered the averaged
template of original waveforms from each distinct cluster, shown in Figure 3.2.
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Figure 3.2: (A) Encoding model projections into 2-dimensional PC space. (B)
Averaged waveforms scoring highest in principal components 1 through 5, (C)
averaged waveforms scoring lowest in principal components 1 through 5.
In Figure 3.2A, the joint encoding model is projected into two-dimensional PC
space for PC 1 versus PC 2 through 5. In each projection, we see consistently low
scores in PC 1 for the noisy low-amplitude or “hash” spikes, with some distinct
clusters occurring with higher scores. To focus analysis on informative non-hash
spiking, we condition on a high score in PC 1 and take a subset of the highest and
lowest scoring spikes in PCs 2 through 5 and plot the averaged waveform template
for each in B and C, respectively. These plots suggest that the information about
spike identity contained in the higher principal components is redundant. For
example, in Figure 3.2B, we find that the mean waveform for spikes scoring high
in PC 3 and PC 5 look nearly identical, with a high peak in channel 1 and a low
peak in channel 2. Further, in Figure 3.2C we find that the average waveform
for the spikes scoring lowest in PC 2 and PC 4 share the same structure as those
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scoring in in PCs 3 and 5. These spikes likely belong to a single cluster that would
be equivalently identified with any of these PCs. This suggests that including more
than a couple of PCs may not be necessary for accurate spike sorting. However,
it is still possible that a population model based on higher PCs would contain
additional coding information about the spatial navigation task.
3.2.3 Clusterless Decoding
Point process models have become highly useful in neuroscience applications in
order to characterize relationships between neural spike train data and other rele-
vant stimuli. Typically, these models have been used for describing spiking from
individual neurons independently, but recently, marked point process models have
been used to model jointly the coding properties of neural populations (Deng et al,
2015).
A marked point process is described entirely by a joint mark intensity, λ (t,~m|Ht),
defined so that
∫
M
λ (t,~m|Ht)d~m
= lim
∆t→0
P(spike with a mark inM in (t, t+∆t]|Ht)
∆t
(3.1)
where Ht is the history of all spiking up to time t. The joint mark-intensity can be
marginalized over the full mark spaceM to obtain the conventional conditional
intensity function of the temporal point process, which is also called the ground
44
intensity of the marked point process:
Λ(t|Ht) =
∫
M
λ (t,~m|Ht)d~m.
Let [0,T ] be an observation interval with discrete time points {tk : 0 ≤ t1 <
· · ·< tK ≤ T}. For each discrete time step, we observe both the spike counts, ∆Nk
(number of spikes in (tk−1, tk]), and their corresponding marks {~mik}∆Nki=1 , where i
indexes the ith spike in the bin. Then, the joint likelihood of any observed set of
spike counts and marks in a time bin takes the form
p(∆Nk,{~mk}|xk) ∝
exp(−Λ(tk)∆k)
∆Nk
∏
i=1
λ (tk,~mik)∆k if ∆Nk > 0,
exp(−Λ(tk)∆k) if ∆Nk = 0,
(3.2)
where ∆k = tk− tk−1 and λ (tk,~mik) is the joint mark intensity evaluated at time
tk and the mark of the ith spike during the current interval (Deng et al, 2015).
Under the assumption of independence between tetrodes, the product of this joint
likelihood across the joint mark-intensity models at each of the separate tetrodes
provides the full likelihood across the recorded population.
The goal of this analysis is to compare the decoding accuracy across a range of
models for λ (t,~m|Ht) using different combinations of waveform features for the
marks, ~m. Let u1, . . . ,uN be a set of observed spike times, with marks ~mu1, . . . ,~muN .
For any choice of marks, the form of the joint mark-intensity model will be defined
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nonparametrically, using Gaussian kernel functions centered at the rats location at
each spike time and mark:
λˆ (tk,~mik) =
1
N ∑
N
n=1K
(
x(tk),x(un),bx,~mik,~mun,B~m
)
1
K ∑
K
j=1 K
(
x(tk),x(t j),bx
) (3.3)
where the function K is a one dimensional Gaussian kernel in the space of the
linearized position, and K is a d + 1 dimensional Gaussian kernel function in
the space of the d dimensional mark and 1 dimensional linearized position. The
Gaussian kernels require a chosen bandwidth for position and in each dimension
of the mark space, represented in (3.3) as a scalar bx for position, and as a matrix
B~m for mark. In all models built in these analyses, bx was set to 1.5% of the
linearized track (2.5 cm) and the diagonal entries of B~m were set based on observed
variability in the corresponding waveform features. This model structure has been
used previously for this dataset, and exact definitions of these kernel estimators
are provided in appendix 3.5.
A visualization of this encoding model for a particular tetrode is shown in
Figure 3.3. A 4-dimensional waveform peak amplitude on each channel of a
tetrode was used as mark. The resulting 5-dimensional model (4 mark dimensions
and 1 spatial dimension) is difficult to visualize so each panel shows a different
2-dimensional projection of the estimated joint mark intensity, with the darker
shades indicating higher intensity of spiking. The leftmost panels represent po-
sition versus each channel amplitude, and the larger regions of dark intensity at
lower peaks across position correspond to hash spiking. A few spatially local-
46
ized regions can be seen at higher amplitudes, indicating various place fields. The
remaining panels show the intensity as functions of pairs of channel amplitudes,
which do show a few separable clusters.
Figure 3.3: Encoding model over joint position and 4-dimensional mark (peak
amplitude) space, shown in dimension pairs.
For any collection of spike waveform features, we construct the model in
Equation (3.3) and assess the information that it provides about spatial movement
through a decoding analysis. In order to decode, we combine the spike observation
model in Equation (3.2) with a state model describing the rats movement on the
linearized track, p(xk|xk−1), where xk is the linearized position of the rat at time tk.
These transition probabilities are defined through a Markov state evolution model
p(xk|xk−1)∼ N(xk−1,σ)
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where σ = 2 cm and ∆k= 33 ms. Together, the rat movement model and the neural
spiking model provide a state-space description that allows for decoding through
a point process filter, which computes the probability of the rat’s position at each
point in time given observed spiking data, p(xk|∆Nk,~mk,Hk) (Brown et al, 1998;
Eden et al, 2004). We have previously shown that the solution to the point process
filtering problem can be computed using the following iterative expression:
p(xk|∆N1:k,~m1:k) ∝
p(∆Nk,~mk|xk) ·
∫
p(xk|xk−1)p(xk−1|∆Nk−1,~mk−1)dxk−1,
(3.4)
where ∆N1:k and ~m1:k are the sequence of observed spikes and marks from time
t1 through tk (Deng et al, 2015). Starting with the density of the rat’s position
from the previous time, p(xk−1|∆Nk−1,m1:k−1), we multiply by the state model,
p(xk|xk−1) and integrate over xk−1. For the one dimensional linearized position
variable we are decoding, we compute this integral numerically using Riemann
summation. We then multiply this by the neural spiking distribution given by
Equation (3.2) using the spiking model in Equation (3.3). Finally, we renormalize
to obtain the full decoding probability density for the rat’s position at the current
time step. The expected value of this decoding distribution is used as a point esti-
mate of the rat’s position at each time, and a 95% highest posterior density (HPD)
region is computed, given by HPD = {x : p(xk = x|∆N1:k,~m1:k)>C}, where C is
selected so that Pr(xk ∈ HPD|∆N1:k,~m1:k) = 0.95.
To ensure model generalizability, we carried out all of our analyses using two-
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fold cross-validation. We divided the experimental data into two consecutive
halves, and built the encoding model for each half, and evaluated the decoding
accuracy and uncertainty on the other. We repeated the decoding analysis using
each collection of waveform features, for both our clusterless spiking model and
for spike sorted data.
3.2.4 Sorted Single Unit Decoding
For sorted spiking data, we first used the waveform features to assign cluster iden-
tity labels and then used these cell labels as the mark for each spike rather than the
waveform features. In doing so, the cell labels serve as a classification rule that
specifies the appropriate intensity function to use when incorporating information
from each observed spike into the encoding model. These new intensity functions
are no longer defined across the joint mark and position dimensions but rather
only in position, but changing depending on which cell the spike was assigned to
in sorting. Thus, the interpretation provided in (3.1) now becomes
λm(t|Ht) = lim
∆t→0
P(spike from cell m in (t, t+∆t]|Ht)
∆t
where ~m now represents the integer label assigned to a spike occurring at time t.
Assuming independence of the ~M identified cells in sorting, the ground intensity
is
Λ(t) =
~M
∑
~m=1
λ~m(t).
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The observation likelihood becomes
p
(
∆Nk,{~mk}|xk
)
∝
exp(−Λ(tk)∆k)
∆Nk
∏
i=1
λ~mik(tk)∆k if ∆Nk > 0,
exp(−Λ(tk)∆k) if ∆Nk = 0,
in the sorted case. and the intensity model is now built by a univariate Gaussian
kernel on position for each neuron,
λˆ~m(tk) =
1
N~m ∑
N~m
n=1 K(x(tk),x(un),bx)
1
K ∑
K
j=1 K(x(tk),x(t j),bx)
where N~m is the number of spikes from cell ~m in (tk−1, tk] and un are all of the times
at which spikes from cell ~m occurred. The posterior density over position at each
time step is then derived by combining these components and the Markovian state-
space evolution model in the same filtering procedure described in (3.4). To obtain
the cell labels used as marks in this sorted decoding method, we implemented an
automated sorting procedure known as ISO-SPLIT (Chung et al, 2017).
ISO-SPLIT Spike Sorting Algorithm
To provide a comparison between sorted and unsorted decoding for each particular
set of mark features considered. We adapted the core ISO-SPLIT algorithm that
underlies the MountainSort clustering package (Chung et al, 2017) and applied it
to these reduced feature spaces. Thus, we refer to the sorting procedure simply as
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’ISO-SPLIT’ since we are implementing only that subset of the entire framework
to produce cell labels.
The method considers and assigns labels to all spike events, whether their fea-
tures would otherwise be associated with well isolated single units or not. This
ensures that the same spiking events are included in both marked and sorted meth-
ods, be it as direct input to encoding or as sorted labels for all spikes. Thus, im-
provements will be a result of greater information content in waveform features
as compared to cell labels rather than differences in sample size.
A detailed description of this algorithm is described in Chung et al (2017), but
a brief summary is provided here. The algorithm operates on the sole assumption
that spike clusters are unimodal (i.e. there exists a single point of maximum den-
sity under any projection to a line). Given a set of n observations of p dimension,
the algorithm performs by the following steps :
1. Initialize cluster labels (K = 200).
2. Choose two closest clusters based on minimized centroid distance, merge
the clusters.
3. Project data from p-dimension to one-dimension using whitening transfor-
mation.
4. Fit the spacings of the one-dimensional data using down-up isotonic regres-
sion to produce Fˆx.
5. Run a modified Hartigan’s Dip Test to determine whether the unimodality
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assumption is violated.
DX(x) = sup
x
|F(x)− Fˆ(x)|
If DX(x)> τ , unimodality is rejected. (τ = α√n ,α = 1.2).
6. If rejected→ up-down isotonic regression is performed on the normalized
spacings to determine the optimal cut point c to split the clusters.
7. If not rejected→ merge clusters.
8. Repeat until all unique pairs of cluster neighbors are visited and no more
splits occur.
The number of individual putative units identified by this automated sorting
procedure for each tetrode ranged from 1 to 15, with average metrics depicted in
Figure 3.4. We find that for PCA, the mean number of cluster identified grows lin-
early with the number of PCs used, at least up to 10 dimensions. This also seems
to be true for many of the geometric features from 1 to 4 dimensions, including
peak amplitude and peak-to-trough amplitude. For spike slope, we note that the
number of clusters is constant from 1 to 4 dimensions. Spike width leads to the
greatest variability in clusters, especially using only one dimension.
52
1 2 3 4 5 6 7 8 9 10
Mark Dimension
0
2
4
6
8
10
12
M
ea
n 
N
um
be
r o
f C
lu
st
er
s
PCA Peak Amp Peak-Trough Amp Width Slope
PC1
PC
2
P Amp (Ch 1)
P 
Am
p 
(C
h 2
)
P-T Amp (Ch1)
P-
T 
Am
p 
(C
h2
)
Width (Ch1)
W
id
th
 (C
h2
)
Slope (Ch1)
Sl
op
e 
(C
h2
)
Figure 3.4: (Upper left panel) number of units identified by spike sorting vs the
number of features, averaged across days and epochs of recording. (Other panels)
Examples of clusters identified by pairs of features.
3.3 Results
As described in the methods section, the decoding algorithm provides a full distri-
bution over the one-dimensional linearized position given the population spiking
at every time step. For each of these distributions, we considered the MAP es-
timate (position achieving highest density value) and compared this value to the
true position. To evaluate the decode performance and accuracy, we chose two
common metrics - root mean squared error (rMSE) and the coverage of the 95%
highest posterior density (HPD) region. The rMSE captures discrepancy between
the rat’s position xk and the sequence of corresponding MAP estimates, xˆk
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rMSE =
√√√√ 1
K
K
∑
k=1
(xˆk− xk)2,
where K is the number of discrete time steps. Using only rMSE to evaluate de-
code accuracy can be misleading in that it fails to acknowledge the uncertainty
about the estimate produced. For this reason, we also considered the HPD region
since it provides a direct measure of this uncertainty. If the posterior distribution
were wide with large tails, the range of values needed to account for 95% poste-
rior density would be far larger than if the posterior was tall and narrow around
the estimate. These potential differences motivate consideration of two aspects
of the HPD region: percent coverage (proportion of time points for which the re-
gion covered the true position) as well as average region size. Together these as-
pects provide a more comprehensive summary of how well the model performed.
Fig. 3.5 provides depictions of two time points, one when the posterior covered
and one when it failed. Notice from the first example that the region can consist
of non-consecutive intervals.
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Figure 3.5: Example of HPD region success and failure. The shaded regions have
an area of 0.95 and the solid point and line mark the true position.
These three metrics (rMSE, HPD coverage, HPD width) were measured for
each of fifteen trials (five days, three active epochs per day). The top panel of
Fig. 3.6 shows an example of approximately 15 seconds worth of raw spiking
data across all 24 tetrodes placed in the hippocampus of a rat running through a
W-maze. It is worth noting the high variability in spiking patterns across tetrodes,
indicating the significant difference in potential information contained in each
neuron and consequently, the advantage of being able to model these spiking pat-
terns from ensembles rather than individual neurons. The bottom panel of Fig. 3.6
contains the true linearized position of the rat in solid black, with the full poste-
rior density shaded and MAP estimate in either green if it was contained within
the HPD region, or red if outside the region. In this particular example, the four-
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dimensional peak amplitude was used as the mark vector.
Figure 3.6: Decode Example. Top panel is spike raster for 24 tetrodes, bottom
panel is a decoding result.
For each unique set of marks used in the clusterless decoder, we also sorted
using ISO-SPLIT, producing a set of cell labels that were used as input into the
decoder. The same metrics (rMSE, 95% HPD coverage, HPD width) were com-
puted for both clusterless and sorted decodes on each set of geometric and PC
features considered as mark or sorting criteria.
Decoding metrics are summarized for geometric features in Figure 3.7. Across
the standard four-dimensional feature vectors for amplitude, peak-trough ampli-
tude, slope and width, the clusterless decoder outperformed the sorted decoder
for the most part, except for in rMSE when using slope. This provides further
support for the results found by Deng et al (2015) that additional coding informa-
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Figure 3.7: Decoding performance metrics when using standard 4 dimensional ge-
ometric feature sets. Solid lines represent metrics from decodes using the marked
point process filter while the dotted lines are results when spike sorting was car-
ried out.
tion can be incorporated by using all spikes rather than only those that get sorted.
Among these geometric features, peak amplitude did best overall, and slope did
particularly poorly, likely due to low variability and separation as can be seen in
Figure 3.1. In the interest of comparing the best sets of geometric features to
equal dimensions of principal components, we focus on standard peak amplitudes
and spike widths, both on their own as well as combined to achieve higher di-
mensions. Combinations across channels were based on an individual ranking for
each channel when used as a one-dimensional mark in clusterless decoding.
Each feature set to used as mark to the clusterless model was also used for
sorting with ISO-SPLIT We present the top performing feature sets in each di-
mension in Figure 3.8, with results from clusterless decoding depicted with solid
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Figure 3.8: Decoding performance metrics when using mark sets up to the 10th
dimension. Solid lines represent metrics from decodes using the marked point
process filter while the dotted lines are results when spike sorting was carried out.
The far left panels are results when no mark was used in the clusterless filter.
lines and those corresponding to sorted data with dotted lines. Geometric features
are in blue and range from 1 to 8 dimensions, while principal components are in
black and range from 1 to 10 dimensions. For comparison, we also ran the de-
coder using the multiunit activity with no mark and include those results in red in
the far left panel.
In rMSE, clusterless models built with low-dimensional geometric features
produce better decodes than their corresponding low-dimensional principal com-
ponent vectors, but only slightly. As was seen in the exploratory analysis of PC
dimensions in Figure 3.2, the early PCs capture waveform variability associated
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with the geometric features of amplitude, trough depth and spike width, a result
supported in Figure 3.8 by comparable decode accuracy in low dimensions of ge-
ometric and PC features for both sorted and unsorted models. A relatively steep
drop in rMSE from one to two dimensions indicates that the inclusion of at least
two channel geometric features significantly improves overall accuracy over just
using a single channel. Despite comparable performance between PC and geo-
metric features in lower dimensions (one instance of superior performance in 2
dimensions), by 10 dimensions principal components have achieved lowest rMSE
on average.
The middle and bottom panels containing highest posterior density coverage
statistics convey an interesting result. For clusterless moels, principal components
consistently produce decodes with the highest rates of HPD coverage while simul-
taneously shrinking the size of the HPD regions, meaning the model is able to esti-
mate the rat’s position with more confidence as well as consistency. Alternatively,
sorted single unit decoders with cell labels generated by principal components
have the lowest rates of coverage and widest HPD regions. Both geometric fea-
ture model classes finish in between, with clusterless maintaining superiority over
sorted.
In summary, for lower dimensions, geometric features and principal compo-
nents contribute comparable amounts of information to clusterless models and
consistently produce more accurate decodes than their sorted model equivalents.
Past the standard four-dimensional geometric feature vector used in data recorded
on tetrodes, the addition of a single dimension in principal components up to 10
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dimensions seem to contribute otherwise unmeasured coding properties of the un-
derlying network. In general, increases in dimension have little effect in sorted
models, indicating that the cell labels generated in sorting are not affected much
by consideration of more features. This was previously suspected due to Figure
3.2 results showing partial redundancy in waveform templates for the clusters in
the first five components. Despite this redundancy, for unsorted models, decode
performance continues to improve significantly with inclusion of more principal
components.
3.4 Discussion
Determining which features of spike waveforms provide useful information re-
mains an interesting and challenging problem for a number of applications in
computational neuroscience. Traditionally, the question has been studied with the
goal of improving spike sorting algorithms, but more recent studies have focused
on developing methods that characterize the information in population spikes di-
rectly and avoid spike sorting altogether. The results presented here seek to con-
tribute to both goals by exploring a method for determining the optimal waveform
features to consider for either spike sorted or clusterless neural models based on
decoding performance.
In the past, the informational content of certain waveform feature sets have
been difficult to assess from a spike sorting perspective due to lack of ground truth
data sets for comparison in most experimental settings. Using the marked point
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process modeling framework discussed here, we can employ accuracy and consis-
tency metrics produced by decodes of a known quantity to measure the extent of
the coding information captured by the population spike time and waveform fea-
tures without knowledge of true neural identities of each spike. Here, we focused
on waveform features important for the coding of a spatial navigation task in rat
hippocampus, but these methods are generally applicable in any neural population
that encode observable biological stimuli or behavioral signals.
In this hippocampal example, our analyses corroborate and suggest some ad-
ditional explanations for previous findings. Of the geometric features explored,
amplitude related measures were most infomrative about the rat’s movement tra-
jectory, both when spike sorting and using clusterless decoding methods. When
using a low number of feature dimensions, decoding using spike amplitudes also
slightlyl outperformed decoding from waveform principal components for sorted
and clusterless methods in terms of rMSE. As the number of features used for
decoding increases, the difference in rMSE between geometric and PC features
vanishes. However, there is a marked difference between geometric and PC fea-
tures in terms of the size and coverage of the 95% HPD region. Above 2 to 3
dimensions, decoders using PC features tend to have significantly smaler HPD
regions that cover the true rat position with higher probability.
Our results also corroborate previous findings that clusterless decoding can
be significantly more accurate compared to decoding with independent models
for sorted units (Kloosterman et al, 2014; Deng et al, 2015). Previously, it was
unclear whether this improvement resulted from properties of the marked point
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process model, or the inclusion of information otherwise lost through discarding
of spike in sorting procedures. The results of our analyses here suggest that the
previous decoding improvement was likely due to a combination of the two; the
spikes that are typically thrown away as hash do contain ample information about
the rat’s movement trajectory, but even when those same spikes are sorted and
incorporated into the model, the resulting decodes using multiple feature dimen-
sions can become significantly less accurate and have larger HPD regions with
less coverage.
The accuracy of decoding and HPD coverage for sorted spikes appears to
plateau when using more than about 3 to 4 features, be they geometric or PCs.
In contrast, the accuracy and HPD coverage for the clusterless decoder contin-
ues to improve using up to 10 PC features, with the 95% HPD region reaching
nearly 95% coverage using 10 PCs. This is true, even though higher PCs seem
to provide redundant information about neural identity. This raises an interesting
question: if a small number of features contain all of the information available in
the spike waveforms about neural identity, how can adding more features further
improve decoding accuracy? One possibility is that individual neurons have cod-
ing properties that vary in a manner that is reflected in their spike waveforms. In-
deed, in hippocampal place cells, changes in spie amplitudes have been associated
with phenomena such as regulation of dendritic action potential back-propagation
(Quirk et al, 2001) and complex spiking behaviors (Harris et al, 2001). While
it is not clear whether information related to spike waveform variability from a
single neuron would be available to downstream brain areas, it can be helpful for
62
a variety of experimental and neuroengineering applications such as closed-loop
experiments and brain-computer interfaces.
While principal components of spike waveforms have been used extensively
for spike sorting algorithms, they have not been investigated to great extent as
inputs to a marked point process population model. Our results in hippocampus
show that marked point process models based on PCs better capture the variabil-
ity in the population code of movement, and suggest that it would be fruitful to
explore such models in other brain areas, including motor regions, where spike
features may be even more diverse. While we focused on principal components
to capture lower dimensional representations of waveforms, other transformation
and projection procedures may also provide feature sets that improve the accuracy
and correctly express the uncertainty of population decodes.
As new technologies provide spiking data from ever larger neural ensembles,
we anticipate that the use of population-level neural coding models will continue
to grow, particularly for applications like brain-machine interfaces and other ex-
periments that require learning algorithms to work in real-time. In many such
applications, determining the neural identity of each spike may be less critical
than accurately capturing the coding properties and spiking variability of the en-
semble. While decades of spike sorting have provided some intuition about the
number and types of waveform features most useful for clustering, the shift to
the population-level modeling provides an important opportunity to develop new
methods to understand the information contained in large-scale neural recordings.
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3.5 Appendix: Gaussian Kernel Estimators
Univariate kernel
K(x,µ,σ) =
{
1√
2pi
exp
[
− 1
2
(
x−µ
σ
)2]}
Bivariate kernel
K (x,µx,σx,~m,µ~m,Σ~m) =
{
1√
2pi
exp
[
− 1
2
(
x−µx
σx
)2]}
·{
1
(
√
2pi)d
exp
[
− 1
2
(
~m−µ~m
)TΣ−1~m (~m−µ~m)]}
where d is the dimension of ~m.
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Chapter 4
Goodness-of-fit for the General
Marked Point Process
4.1 Introduction
Statistical models have proven to be a powerful approach to capturing the cod-
ing properties of neural systems (Brown et al, 2004; Kass et al, 2005; Paninski
et al, 2007; Kass et al, 2014). In addition to describing the associations between
spiking activity and the biological and behavioral signals being represented, they
also provide tools for model assessment and refinement. As electrophysiological
experiments have become more sophisticated, incorporating simultaneous spik-
ing data from more neurons across multiple brain areas, the focus of neural data
analysis problems has begun to shift from ones that attempt to understand the tun-
ing properties of individual neurons to ones that attempt to capture the combined
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structure of activity from neural populations (Georgopoulos et al, 1986; Wu et al,
2002; Pillow et al, 2008; Paninski et al, 2009; Shanechi et al, 2012). This shift
has generated a need for statistical modeling and goodness-of-fit tools that can
address neural coding problems at the population level.
Considering spikes as localized events in time, which are most appropriately
described using the theory of point processes, has led to a class of statistical mod-
els that has been highly successful at capturing the coding properties and dynam-
ics of individual neurons (Kass and Ventura, 2001; Truccolo, 2005; Pillow et al,
2008). The traditional neural point process modeling framework relates the spik-
ing activity of isolated or sorted neurons to their own recent spiking history, that
of other neurons in its network, and to the behavioral and biological signals to
which the neurons respond (Brown et al, 2002; Smith and Brown, 2003; Truc-
colo, 2005; Deng et al, 2013; Arai and Kass, 2017). Notable examples include
modeling of spatial coding and movement trajectories using firing in the CA1
region in the rat hippocampus (Brown et al, 1998; Huang et al, 2009; Eden et al,
2018), as well as the neural decoding of hand velocities and collective dynamics in
the primary motor cortex (Georgopoulos et al, 1986; Eden et al, 2004; Brockwell,
2004; Srinivasan et al, 2006). Relating population neural activity to behavior may
be improved if instead of using spikes sorted according to neural identity, sorting
is skipped entirely, and a joint model of behavior and features of unsorted spike
waveforms across the neural population is built directly (Kloosterman et al, 2014;
Deng et al, 2015; Sodkomkham et al, 2016).
Models of this type can be described using the theory of marked point process
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models (Daley and Vere-Jones, 2003). In this case, the mark could be the full
spike waveform, but is often taken instead to be some feature or low dimensional
set of features related to the waveform, such as amplitude or half-width. Marked
point process models can also be used to describe spiking activity from popu-
lations of sorted spikes, where the mark is often a discrete label indicating into
which cluster each spike was sorted. Due to the generality of this class of marked
point process models and its ability to model both sorted and unsorted population
spiking data, it is of great importance that a corresponding set of tools for model
assessment and validity, commonly referred to as goodness-of-fit, be developed to
enable accurate model assessment and interpretation of the resulting fits. When
properly developed and implemented, these types of model assessment metrics
are helpful for determining whether a model accurately reflects the structure of
a neural representation and whether the representation remains stable in the face
of experimental dynamics. They can also provide a way to further refine a given
model and understand the specific ways in which it may be underperforming or
lacking fit.
Multiple goodness-of-fit tools have been established for point process models
of individual neurons. Notably, many of these methods are based on a funda-
mental theoretical result known as the time-rescaling theorem (Papangelou, 1972;
Brown et al, 2002), which indicates that any point process representing a neu-
ral spike train can be rescaled based on its instantaneous spiking intensity so
that it becomes a simple Poisson process with a constant spike rate. In terms
of model assessment, this means that for any proposed neural spiking model, we
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can rescale the observed spikes according to that model and assess the goodness-
of-fit between the rescaled spiking and the known properties of Poisson processes.
Notably, researchers often use Kolmogorov-Smirnov (KS) plots, which compare
the empirical distribution of the rescaled interspike intervals to the distribution of
interspike intervals expected from a Poisson process. This is one of a range of
goodness-of-fit tools made available through the time-rescaling approach.
However, with the expanding development of these new marked point process
models for population data, there remains a need for development of appropriate
goodness-of-fit tools that can be applied generally to these models. Due to the use
of the time-rescaling theorem in the univariate case and the options it makes avail-
able for model assessment, researchers have sought to extend the theorem for pop-
ulation spiking data and the models used to describe it. Vere-Jones and Schoen-
berg (2004) prove the general time-rescaling theorem for marked-point processes,
but do not develop its use for goodness-of-fit over a fixed observation interval.
Gerhard et al (2011) describe an approach that can be used for any multi-unit ac-
tivity, but only once spike sorting has been carried out and a cell label assigned
to each spike. They apply the standard re-scaling to each independent process
corresponding to a particular neuron, normalize the re-scaled time intervals, and
then superpose all processes to assess the behavior of population inter-spike inter-
vals. It is not discussed, however, how the method would generalize to arbitrary
continuous point processes. In this paper, we describe a new methodology that is
able to fully adapt to any sorted or unsorted spiking model based on a generaliza-
tion of the time-rescaling theorem to marked point processes. Our method is most
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similar to that of Gerhard et al (2011) only in the discrete case of cell labels for
marks, but differs in that assessment of re-scaled spike distributions can be done
for each cell label individually without superpositioning. This flexibility allows
for assessment of model fit within the mark space as well as in the ground pro-
cess. We provide a heuristic proof of the time-rescaling theorem for any general
marked point process, and illustrate the method with simulated and real data from
population spiking.
The key idea behind this generalization is to consider a marked point process
model as providing a description of the spiking intensity about a neighborhood
of any mark value, and to rescale each observed spike individually, based on its
mark. The marked point process time-rescaling theorem then indicates that the
resulting rescaled marked point process has spikes that are uniformly distributed
in time and mark space, in a region that is defined by rescaling the observation
interval, [0,T] across all marks. Therefore, assessment of the marked point process
models can be performed using goodness-of-fit techniques for uniformity of the
spikes. Additionally, by taking the superposition of the rescaled spikes over all
marks we obtain a univariate point process in time and a rescaled intensity. If
the original marked point process model is correct, the resulting process will be
an inhomogeneous Poisson process with the given intensity, allowing for the use
of standard point process goodness-of-fit tools such as KS plots. In fact, this
procedure allows for an extensive array of goodness-of-fit techniques that aid in
model assessment and refinement for the inhomogeneous Poisson process.
Section 2 will provide a brief summary of point process modeling methods
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and the time-rescaling theorem in a single dimension for general univariate point
processes, followed by a description of the approach for modeling neural popula-
tions as marked point processes. We will then describe a generalized conjecture
of the time-rescaling theorem for these models, and provide a heuristic proof. In
sections 3 and 4, we illustrate our model assessment method by simulation as well
as a real-data application, respectively.
4.2 Methods for goodness-of-fit based on the
time-rescaling theorem
4.2.1 The conditional intensity function and the time-rescaling
theorem for univariate point processes
Define an observation interval [0,T ] and let 0≤ s1 < s2 <,...,< sn−1 < sn ≤ T be
a set of event (spike) times. Let N(t) be the number of spikes up to time t, which
will increase by 1 at times when a spike occurs and will remain constant otherwise.
Any point process N(t) describing neural spiking can be fully characterized by its
conditional intensity function (Daley and Vere-Jones, 2003)
λ (t|Ht) = lim
∆→0
Pr(a spike in (t, t+∆]|Ht)
∆
= lim
∆→0
Pr(N(t+∆)−N(t) = 1|Ht)
∆
, (4.1)
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where Ht = {0 ≤ s1 < s2 <,...,< sN(t) ≤ t} is the history of spiking activity up
to time t. The conditional intensity function expresses the instantaneous likeli-
hood of observing a spike at time t, and implicitly defines a complete probability
model for the point process. It therefore serves as the fundamental building block
for constructing the likelihoods and probability distributions needed for the point
process data analysis.
The basic idea of the time-rescaling theorem is to transform a general temporal
point process to a constant-intensity Poisson process by rescaling the spike times.
Theorem 1 (time-rescaling theorem). For a given point process N(t) with con-
ditional intensity function λ (t|Ht) with event (spike) times 0 ≤ s1 < s2 <,...,<
sN(T ) ≤ T in an observation interval [0,T ], let
u j =
∫ s j
0
λ (t|Ht)dt, (4.2)
for j = 1, ...,N(T ). Then u j are the spike times of a homogeneous Poisson process
with unit intensity rate, called the rescaled spike times.
Note that u j, j = 1, ...,N(T ), will be independent, identically uniformly dis-
tributed on the observation interval [0,
∫ T
0 λ (t|Ht)dt] (Ross, 1996). Once a point
process model is fitted, we can integrate the estimated conditional intensity be-
tween the observed spike times s j−1 to s j to get a set of rescaled interspike in-
tervals, zˆ j = uˆ j− uˆ j−1, which should be independent, and follow an exponential
distribution with rate equal to 1 if the fitted model is correct. This allows for the
application of well studied goodness-of-fit methods for assessing models of inde-
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pendent, identically distributed data. For example, the Kolmogorov-Smirnov (KS)
plot, which plots an empirical distribution from data against a model distribution,
can be used to compare the rescaled interspike intervals to the exponential. Sim-
ilarly an autocorrelation analysis of the rescaled interspike intervals should show
no significant structure at any lag if the estimated conditional intensity from the
fitted model accurately describes the spiking observations (Brown et al, 2002).
4.2.2 The joint mark intensity function and the general time-
rescaling for marked point processes
We describe spike data from a neural population using a combination of the spike
time, and another variable, m, called the mark, which can provide information
about the spike waveform or the identity of the neuron to which that spike is
associated (Kloosterman et al, 2014; Deng et al, 2015). This mark may be discrete
(e.g. Neuron 1 vs Neuron 2) or continuous (e.g. spike amplitude); it may be
univariate, a vector (e.g. spike amplitude from each channel in a tetrode), or even
a function (e.g. a continuous waveform function). The population spiking activity
is then given by the set of observations (s1,m1),(s2,m2), ...,(sn,mn).
A marked point process is completely defined by its joint mark intensity func-
tion defined by:
∫
M
λ (t,m|Ht)dm
= lim
∆→0
Pr(a spike with mark vector m in M in (t, t+∆]|Ht)
∆
, (4.3)
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where M is a subset (Borel set) of the mark spaceM and Ht is the history of
spiking activity, including all the marks, up to time t. Here λ (t,m|Ht) character-
izes the instantaneous likelihood of observing a spike with mark m at time t. For
fixed value m and t, λ (t,m|Ht) may depend on the past history of spikes with sim-
ilar marks (corresponding to the intrinsic history dependence of each neuron), on
the history of spikes with dissimilar marks (corresponding to functional connec-
tivity between neurons), and on the extrinsic covariates that the neural population
is encoding (for example, place and movement coding in rat hippocampus).
Taking an integral of λ (t,m|Ht) over the entire mark spaceM ,
Λ(t|Ht) =
∫
M
λ (t,m|Ht)dm, (4.4)
gives the conditional intensity of observing a spike at time t regardless of
the mark value. Λ(t|Ht) is often called the ground intensity of the marked point
process (Daley and Vere-Jones, 2003).
Marked point process modeling has been successfully applied to multi-unit
spiking data (Ba et al, 2014; Kloosterman et al, 2014; Deng et al, 2015). While
some theoretical results related to time-rescaling of the marked point processes
have been developed (Vere-Jones and Schoenberg, 2004), the goodness-of-fit to
the neural population spiking model has not been well established for the marked
spike train in a fixed observation interval, to the best of our knowledge. Here, we
present a general time-rescaling conjecture for marked point processes observed
on a finite observation interval [0,T ], with marks that could be either continuous or
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discrete in the mark space. A heuristic proof is also given following the theorem.
Theorem 2 (General time-rescaling conjecture). For a marked point process with
observed marks mi ∈M , i= 1, ...,N(T ), associated with the spike times 0≤ s1 <
,...,< sN(T ) ≤ T and with joint mark intensity function λ (t,m|Ht). Let
τ j(m) =
∫ s j
0
λ (t,m|Ht)dt, for j = 1, ...,N(T ) (4.5)
be a set of rescaled spike times, let
b(m) =
∫ T
0
λ (t,m|Ht)dt, (4.6)
be a mark dependent boundary based on the rescaled value of T for each
mark, and let R = {(τ,m) : 0 ≤ τ ≤ b(m)} be a stochastic region defined by
this boundary. Then the joint distribution of {(τ j,m j)}N(T )j=1 and the number of
spikes in region R is equal to that of a homogeneous marked Poisson process with
constant mark intensity equal to 1. Therefore, conditional on the boundary b(m),
each (unordered) spike is independently, uniformly distributed in the region R.
A heuristic proof of the conjecture arises from a simple change of variables.
Consider the joint probability of all of the spike times and marks, which is given
by the product of the joint mark intensity function, λ (s j,m j|Hs j), at the spike
locations and the exponential of the negative integral of λ (t,m|Ht) over the whole
time-mark space:
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p({(s j,m j), j = 1, ...,n},N(T ) = n)
=
n
∏
j=1
[λ (s j,m j|Hs j)]e−
∫
M
∫ T
0 λ (t,m)dtdm. (4.7)
Note that these marked spikes completely specify the joint mark intensity
(which is history dependent) everywhere in the observation interval and therefore
also specify the extent of the stochastic region R. By the multivariate change-
of-variable (Port, 1994), the joint distribution of the rescaled times and marks is
given by the expression:
p({(τ j,m j), j = 1, ...,n},N(T ) = n)
=p({(s j,m j), j = 1, ...,n},N(T ) = n)
∣∣∣∣∂τ∂ s
∣∣∣∣−1. (4.8)
The element of [ ∂τi∂ s j ] are equal to λ (s j,m j|Hs j) if i = j, and are 0 if i < j.
Therefore [∂τ∂ s ] is a lower triangular matrix, and its determinant is given by the
product of its diagonal terms, |∂τ∂ s |=∏nj=1λ (s j,m j|Hs j), so that
p({(τ j,m j), j = 1, ...,n},N(T ) = n)
=e−
∫
M
∫ T
0 λ (t,m)dtdm = e−
∫
M b(m)dm = e−|R|, (4.9)
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where |R| is the volume of region R. This is equivalent to the joint distribution
of a marked point process with constant unit joint mark intensity over the region
R.
We can further conclude that the number of spikes in region R thus follows a
Poisson distribution with mean equal to |R|. Then the conditional joint distribution
of rescaled spike times given known that there are n spikes in the region R is
p({(τ j,m j), j = 1, ...,n}|N(T ) = n)
=
p({(τ j,m j), j = 1, ...,n},N(T ) = n)
Pr(N(T ) = n)
=
e−|R|
|R|ne−|R|/n!
=
n!
|R|n . (4.10)
This is exactly the joint density function of the reordered set of {(τ( j),m( j)), j=
1, ...,n,τ( j) ≤ τ( j+1)}, which i.i.d. uniformly distributed in the rescaled stochastic
region R.
Here, we presented a heuristic proof of the marked point process time-rescaling
conjecture based on a change-of-variables argument with the intension of provid-
ing intuition about the effect of rescaling. A complete proof requires a few addi-
tional details to ensure that the resulting process is well behaved, and more tech-
nical proofs are available in the literature (Meyer, 1971; Brown and Nair, 1988;
Vere-Jones and Schoenberg, 2004).
76
Based on the time-rescaling theorem result above, we can also derive the spike
rate for the ground process of all the rescaled spikes across all marks.
Corollary 1. For a rescaled, marked point process with unit joint intensity func-
tion in region R as defined above, the (rescaled) spike times will be an inhomoge-
neous Poisson process with conditional intensity given by
λ˜ (τ) =
∫
M
λo(τ,m)dm, (4.11)
where
λo(τ,m) = I{∫ T0 λ (u,m)du>τ}, (4.12)
is the indicator function that specifies whether the point (τ,m) is in the region R
or not.
4.2.3 Assessing model goodness-of-fit using the general
time-rescaling conjecture
The marked point process time-rescaling conjecture establishes the joint distri-
bution of the rescaled spikes under the assumption that the joint mark intensity
model is correct. Therefore, the problem of assessing the goodness-of-fit of any
proposed model can be reduced to the simpler problem of determining whether
the distribution of the rescaled spike times and marks are consistent with a unit-
rate marked Poisson process, or equivalently, whether the spikes occur uniformly
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over the region R.
There are a variety of well studied approaches for assessing the goodness-
of-fit of modeling based on this rescaled process. These multiple methods are
complimentary in that one method may detect lack of fit due to particular structure
in the data that may not be detected by another method. A number of these are
discussed in the discussion section, but here we focus on two relatively simple
approaches that are easy to interpret and highlight multiple ways in which the
model may fit the data well or poorly.
The first approach is based on Peason’s chi-square. To implement this, we
divide the region R into M smaller subregions, Ri, each with volume |Ri|, and
count the number of rescaled spikes, ri, in each of these subregion. The test
statistic is
X2 =
M
∑
i=1
(ri−npi)2
npi
, (4.13)
where pi =
|Ri|
|R| and n is the total number of points in R. We select the subre-
gions such that npi is sufficiently large (say, above 5) in each. If our marked point
process model is correct and the rescaled spikes are uniform in this region, then
X2 will follow a chi-square distribution with M−1 degrees of freedom. We will
reject the null hypothesis that the points are uniformly distributed in region R if
X2 > χ2M−1,1−α , where χ
2
M−1,1−α is the critical value of the chi-square distribution
with M−1 degrees at a level of significance α .
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Another approach for assessing the goodness-of-fit for the rescaled process is
based on the Kolmogorov-Smirnov (KS) plot. For a univariate (unmarked) point
process, if the model is correct, the rescaled process should be a homogeneous
Poisson process with interspike intervals that have independent exponential dis-
tributions with mean 1. A KS plot then simply plots the empirical cumulative
distribution function (CDF) of the rescaled times against the model CDF of an ex-
ponential distribution to visualize the deviation from the 45 degree line (Johnson
et al, 1970). For a marked point process, the set of rescaled spike times (ignoring
the mark values) should be an inhomogeneous Poisson process with rate λb(τ,m),
as discussed in the previous section. We can therefore rescale this process one
more time, based on the univariate time-rescaling theorem, construct KS plots,
and make inferences from them.
We will demonstrate the time-rescaling conjecture as well as these two goodness-
of-fit approaches to simulated data in section 3, and to real neural population spik-
ing data recorded from a rat performing a memory-guided spatial navigation task
in section 4.
4.3 Simulation study
We developed a couple of simple simulation examples to demonstrate the process
of using this general time-rescaling approach on spike train data, both for models
of sorted spikes and for clusterless models of population spiking.
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4.3.1 Simulation study 1
The first simulation scenario comprises two neurons with spiking tuned to a sin-
gle covariate, xt , with coordinated, history dependent firing and overlapping mark
distributions. We can think of xt as a one-dimensional position variable, and our
neurons as place cells with distinct place fields. Each neuron has a history depen-
dent structure leading to a brief refractory period, and neuron 2 has an excitatory
influence on neuron 1 at a lag of 10 ms.
The position variable, xt , is modeled as a stationary AR(1) process. Mathe-
matically, we define the state update equation for xt as:
xt = αxt−1+ εt , (4.14)
where α = 0.98 and εt is a zero mean white noise process, with standard
deviation 0.3. The top panel of Fig. 4.1 shows a realization of xt , over 10,000 time
steps (which we might imagine as 10 s of data at a sampling rate of 1000 Hz).
Spiking data was simulated according to a marked point process model with
two peaks, each corresponding to a place cell. Both the spike time and mark are
generated as a function of the process xt and the mark can be thought of as a
waveform amplitude. The two peaks are centered at 2 and −2 in position and 11
and 12 in mark space. These peaks are each modeled as Gaussian functions with
peak values of 150 spikes/s and covariance matrix [0.5, 0; 0, 0.09]. This leads
to moderate overlap between the peaks in the mark space (making perfect spike
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sorting impossible) but minimal overlap in the place coding. Finally, each neuron
has a refractory period defined by the negative of a Gaussian function, centered at
zero lag after a spike and with a standard deviation of 14 ms, and neuron 2 has an
excitatory influence on neuron 1 defined by a positive Gaussian function, centered
at lag 10 ms after a spike and with a standard deviation of 2 ms.
Mathematically, the population spiking model is given by the joint mark in-
tensity function
λ (t,m) =[λx1(xt)+λE1(Ht)] ·λH1(Ht) ·N(m;µm1,σ2m1)
+λx2(xt) ·N(m;µm2,σ2m2), (4.15)
where
λx1(xt) = exp
[
a1− (xt−µx1)
2
2σ2x1
]
and
λx2(xt) = exp
[
a2− (xt−µx2)
2
2σ2x2
]
represent the place fields for neurons 1 and 2 respectively,
λE1(Ht) =
N(t)
∑
i=1
exp
[
a3− (t− si−10)
2
2σ21
]
I{si∈S2},
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a1 a2 a3
log(150) log(150) log(300)
µ2x1 µ
2
x2 σ
2
x1 σ
2
x2 µ
2
m1 µ
2
m2 σ
2
m1 σ
2
m2 σ
2
1 σ
2
2
-2 2 0.5 0.5 11 12 0.09 0.09 4 196
Table 4.1: Simulation study 1 parameters: peak firing rates, centers and variance
for location and mark spaces, and variance of excitatory and refractory influences.
represents the excitatory influence of neuron 2 on neuron 1,
λH j(Ht) =
N(t)
∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{si∈S j},
for j= 1,2 represents the refractoriness of neuron j, and N(m;µm j,σ2m j) expresses
the normal distribution of marks for neuron j.
Here, S1 and S2 are the sets of spike times from neuron 1 and 2, a1 and a2,
µx1 and µx2, µm1 and µm2, σ2x1 and σ
2
x2, σ
2
m1 and σ
2
m2, σ
2
1 and σ
2
2 are the numeric
values for the peak firing rates, centers in location space and mark space, variance
in location space and mark space of these two place cells, variance of excitatory
influence and refractoriness respectively, and N(t) is the total number of spikes up
to time t. These numeric values can be found in table 4.1.
Fig. 4.1 shows the simulated spiking from this population as a function of the
simulated xt trajectory. In the top panel, spikes are shown as a function of time
and position as red and blue dots. The red and blue coloration indicate whether
a spike comes from neuron 1 or neuron 2, respectively. We can see a set of red
spikes that tend to occur whenever xt is near -2, and a set of both blue and red
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Figure 4.1: Simulated spiking from a marked point process model with joint mark
intensity that depends on a state variable xt defined as an AR(1) process, as defined
in Eq. 4.15. Top panel: simulated x-values and spike locations in time. Bottom
panel: mark values of each spike. Red and blue spike colors indicate whether a
spike comes from neuron 1 or neuron 2.
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spikes that occur whenever xt is near 2. This is due to the place field of neuron 2
and its excitatory influence on neuron 1. Note that the purpose of this simulation
is not to mimic actual place field populations accurately and find the best model
to fit, but to generate data that will provide intuition and highlight the ability of
the general time-rescaling conjecture to assess the goodness-of-fit in data with
different types of dependence structures.
Using the simulated data, we performed goodness-of-fit analysis using the
time-rescaling conjecture we developed above on three possible spiking models.
The first uses the true model that generated the data from Eq. 4.15, including the
correct structure for the place fields and the mark distribution, and the full depen-
dence capturing the refractoriness of each neuron and the excitatory influence of
neuron 2 on neuron 1.
The second model uses the correct place and mark structure of the spiking, but
omits the history dependent structure completely. Mathematically, this is given by
the joint mark intensity function
λ (t,m) =λx1(xt) ·N(m;µm1,σ2m1)+
λx2(xt) ·N(m;µm2,σ2m2). (4.16)
The third model uses a crude spike sorting procedure based on whether each
mark value is above or below 11.5, to fit individual intensity models for each of the
two sorted neurons. Each neuron has the correct place field structure and history
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Figure 4.2: Goodness-of-fit analysis for simulated data based on three candi-
date models: Left panels use the true model that generated the data, including
correct structure for place fields, marks, and history dependence; Middle panels
use a model that includes the correct structure for place fields and marks, but omits
the history dependence; Right panels use a model that includes correct structure
for place fields and history dependence, but uses crude spike sorting rather than
true mark structure. Top panels show rescaled spike times (blue dots) and obser-
vation intervals (red line) across all mark values. For spike sorted model, rescaled
times for each cluster are shown. Bottom panels show KS plots based on all
rescaled spike times. The true model produces rescaled spikes that are uniformly
distributed in time-mark space with p-value= 0.85 for the Pearson chi-square test
and a KS plot that stays within 95% confidence bands. The Pearson chi-square
test for the history dependence missing model has p-value=2× 10−6, indicating
non-uniformity of rescaled spikes. The two intensity models for the sorted spikes
demonstrate lack of fit in the KS plots.
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dependent structure, but some spikes are mis-sorted due to the overlap in the mark
distribution. Mathematically, the pair of the intensity models for these neurons
are given by the following equations:
λ1(t) = [λx1(xt)+ λ˜E1(Ht)] · λ˜H1(Ht)
and
λ2(t) = λx2(xt) · λ˜H2(Ht) (4.17)
where the excitatory and refractory history dependent component now use the
sorted spike identities:
λ˜E1(Ht) =
N(t)
∑
i=1
exp
[
a3− (t− si−10)
2
2σ21
]
I{mi>11.5},
λ˜H(Ht) =
N(t)
∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{mi≤11.5},
and
λ˜H2(Ht) =
N(t)
∏
i=1
[
1− exp
[
−(t− si)
2
2σ22
]]
I{mi>11.5}.
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Fig. 4.2 shows the results of the time-rescaling analysis applied to each of the
proposed models, using the same simulated spike data. The left panels show the
goodness-of-fit assessment based on the true model used to generate the data given
by Eq. 4.15. The middle panels show the goodness-of-fit for the marked point
process model in Eq. 4.16 with correct mark and state dependence, but missing
the history dependent component. The right panels show the goodness-of-fit based
on crudely sorted spikes given by the models in Eq. 4.17 with the correct state
and history dependence structure. The top panels show the rescaled spike times
for each model. For the top-right panel, this is just the rescaled spikes for the
two sorted neurons. For the left and middle panels, the rescaled spike times are
given by blue dots, and the rescaled values of the end of the observation interval,
τ(m,T ), are shown as a function of m as a solid red line. The bottom panels show
KS plots for all of the rescaled spike times under each of these models.
For the true model, the value of τ(m,T ) has local peaks around mark values
of 11 and 12, corresponding to the two peaks in the joint mark-intensity function
as these values. The peak around m = 11 is larger because of the excitatory influ-
ence in the history dependence from neuron 2 to neuron 1. Visually, the rescaled
spike times appear to fill out this rescaled time-mark subspace uniformly. A Pear-
son chi-square test for homogeneity of the rescaled times in this interval yields
a p-value of 0.85, suggesting no clear evidence of inhomogeneity. The KS plot
everywhere stays within its 95% significance bounds, suggesting no clear lack of
fit among the full set of rescaled spike times.
For the marked point process model missing the history dependent structure
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(middle panel), the peak around m = 12 is larger because xt stays near the place
field of neuron 2 more often than neuron 1, while the missing history dependence
does not affect the intensity. By eye, it seems that the rescaled times for mark
values below 11.5 occur more densely than those for mark values above 11.5.
This is borne out by the Pearson chi-square test (p = 2× 10−6), which suggests
inhomogeneity on the rescaled times, and therefore lack of fit between the model
and the original spike data. The lack of fit is also visible in the KS plot, where the
observed rescaled interspike intervals are consistently significantly larger than the
model estimates.
The panel on the top right shows the rescaled times based on two sorted clus-
ters. As a population model, this could be considered as a marked point process
where the marks represent the cluster assignment. In that case, rescaling each
spike according to its mark is equivalent to rescaling based on the intensity for
whichever neuron the spike is clustered into. Missorted spikes therefore tend to
be incorrectly scaled, leading to lack of fit, as observed through the KS plot.
4.3.2 Simulation study 2
We performed a second simulation to illustrate how the KS plot and chi-square
test highlight different aspects of the goodness-of-fit. We consider again the same
two neurons tuned to a single covariate xt , and remove the history dependence of
spiking, so that two neurons are simply inhomogeneous Poisson spiking units. In
this case, the true joint mark intensity model, from which we generate the data,
has the same form as Eq. 4.16, with parameters given in Table 4.1.
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Figure 4.3: Goodness-of-fit analysis for simulated data based on four candi-
date models: The top panels show the rescaled spikes (blue) and region, R (red),
and the p-values for the chi-square test; the lower panels show KS plots and corre-
sponding p-values. The models are (left panel) true model, (next two panels) true
model λ (xt ,m) scaled uniformly by 0.56 and 1.6, and (right panel) true model
whose components ac, c = 1,2 scaled separately by 0.56 and 1.6, respectively.
The last model roughly preserves overall firing rate. KS plots detect the correct-
ness of the firing rate irrespective of mark value, while the Pearson chi-square
test characterizes how well the model captures mark structure of the joint mark
intensity, which explains why the middle two wrong models still pass the Pearson
chi-square test, while the last model passes the KS test.
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Fig. 4.3 shows a goodness-of-fit analysis on the resulting data for four differ-
ent candidate models we propose, (left panel) the true model, (next two panels)
two models whose λ (t,m) are uniformly scaled by 0.56 and 1.6, respectively, and
(right panel) a non-uniformly scaled model, with ac (from Table 4.1) scaled sep-
arately by 0.56 and 1.6, for c = 1,2. Rescaling of the spikes according to the
true model λ (t,m) produces good fits according to both tests, while the uniformly
scaled candidate models pass the Pearson chi-square test with p-value 0.35, but the
KS plot are far from being in the 95% confidence bounds. The deviation direction
from the 45 degree line can be used to determine that the misspecified models un-
derestimate and overestimate the intensity, respectively. The non-uniformly scaled
candidate model, where each neuron has been scaled separately while keeping the
overall firing rate about the same close to that generated by the true model, passes
the KS test, but the chi-square p-value is very small at 7.81.5× 10−116. While
the overall pattern of rescaled interspike intervals doesn’t show lack of fit, the
rescaled spikes are more concentrated at low mark values and less concentrated
at high mark values. This example illustrates the importance of having multiple
goodness-of-fit approaches to characterize different features of the data that may
be captured or misspecified by a model. In this example both the KS analysis
and the Pearson chi-square test are enabled by time-rescaling of the marked point
process.
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4.4 Data analysis
We analyzed recordings from tetrodes placed in the CA3 region of hippocampus
of a rat traversing a W-shaped environment, performing a continuous alternation
task. Spikes were detected offline by choosing events whose peak-to-peak ampli-
tudes were above a 40µV threshold in at least one of the channels. For each spike
the peak amplitudes across each electrode channel was used as a 4-dimensional
mark. Some spikes with lower amplitude peaks may include events whose ori-
gin may not be from well-isolated neurons sought in traditional spike-sorting, and
may well simply be electrical noise. These spikes are referred to as ”hash spikes”,
and exist on a continuum extending below the single channel threshold often used
for spike detection. In our clusterless population model, we include these hash
spikes. We model the joint mark intensity using a mixture of Gaussians
λ (t,m) =
M
∑
c=1
λc exp
[
−(xt− fc)
2
2σ2c
−
1
2
(m−µ c)TΣ−1(m−µ c)
]
(4.18)
λ (t,m) = (4.19)
M
∑
c=1
λc exp
[
−(xt− fc)
2
2σ2c
− (m−µ c)
TΣ−1c (m−µ c)
2
]
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where M is the number of Gaussian components, xt is the position of the animal,
m is the four-dimensional mark vector, and fc, σ2c and µ c, Σc are the means and
covariances in position and mark spaces, respectively. The parameters were all
estimated using a Gibbs sampling procedure (Geman and Geman, 1984; Gelfand
and Smith, 1990).
Fig. 4.4 shows the mark data from a single example tetrode. Fig. 4.4B shows
the time and position of occurrence of unsorted spikes, tracing out the path a rat
traveled in the maze. Fig. 4.4C, right, shows the mark value of each spike, the
spike peak amplitude on each channel, as a function of time. Spikes are seen to
occur preferentially at certain times, indicating place specific firing from one or
more neurons. Fig. 4.4C, left, shows the 5-dimensional joint mark intensity func-
tion, estimated based on Eq. 4.19, 2-dimensions at a time. The first column shows
the place-specific firing structure, while the rest of the rows show various pro-
jections of the spike waveform features familiar to practitioners of manual spike
sorting.
Fig. 4.5 shows the results of a time-rescaling analysis of the joint mark in-
tensity function shown in Fig. 4.4C. The scatter plot in Fig. 4.5A shows the cor-
responding rescaled times and marks for each channel. Here, we do not expect
the time-rescaled spikes to appear uniform for each 2D projection, since the other
mark dimensions on which the rescaling depends, have been collapsed, leading to
high density at shorter times. The KS plot in Fig. 4.5B shows that the rescaled
spikes stay in the 95% confidence bounds, suggesting that the model captures the
structure of the overall firing rate well. We also performed the Pearson chi-square
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test by counting the number of spikes occurring within non-overlapping subsets
of the 5-dimensional bounded region of the mark space. Dividing the bounded
region into subsets where the expected number of spikes is at least 10, we ob-
tained 93 regions for the entire bounded region, giving a p-value of 1.1× 10−12,
suggesting poor fit of the mark-dependent features. A possible culprit of this is
a poor fit is the hash spikes, which require the choice of an arbitrary threshold
for the peak-to-peak height, often resulting in a visible cutoff in their distribu-
tion. Comparing the spikes to the fitted joint mark intensity function for channel
1 vs. 4 in Fig. 4.4C, for example, we see where the fitted function clearly does
not coincide in the lower amplitudes with the spikes, a consequence of using the
mixture of Gaussian intensity model. To investigate this possibility, we performed
another Pearson chi-square test, this time only including regions that contained no
hash spiking. The resulting p-value of 0.015 still suggests model lack of fit, but
a substantial improvement over the full model. In this example, the goodness-of-
fit analysis based on time-rescaling has allowed us to characterize features of the
data that are explained well by the models, features that are not captured, and how
the model might be refined to improve goodness-of-fit.
4.5 Discussion
In this paper, we developed a general toolbox for assessing statistical models of
neural populations based on a generalization of the time-rescaling conjecture.
Given technological advances in neural data acquisition, experiments involving
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Figure 4.4: Unsorted spikes and their marks from rat CA3 as it traverses
a W-shaped maze, and fitted mark intensity function: A. Schematic of the
maze. There are 4 landmarks, the home well H, the choice point C and the left
L and right R reward wells. B. Timing and location of all observed spikes in
the 1-dimensional position representation. C. Left, the fitted joint mark intensity
function and spikes, shown in all combinations of 2-dimensional projections. Or-
ange dots are spikes, and the darker color shows higher intensity. Right, timing
and mark (spike amplitude) in each of the tetrode channels of observed spikes.
The clustering of spikes in time is a consequence of place-specific firing.
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CA3: A. Time-rescaled spikes in each of the 4 tetrode channels. The same spikes
appear in each of the 4 panels at the same rescaled time, but at different mark
values. B The corresponding KS plot.
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multiple electrodes have now become standard in the practice of neuroscience,
making these neural population models of great interest. Understanding these
network structures sheds light on how groups of neurons interact with, react and
respond to one another and help define possible functions of regions of the brain
(Chen et al, 2011; Macke et al, 2011). In addition, the prevalence of multiunit
data has brought into question the necessity of spike sorting in every neural pop-
ulation analysis. While many population analyses begin with a spike sorting step
and a characterization of the receptive field properties of each sorted neuron, mul-
tiple recent experiments have explored the power of clusterless population models
(Kloosterman et al, 2014; Deng et al, 2015). Therefore it is valuable to have
goodness-of-fit tools that can apply equivalently to both sorted and clusterless
population models.
A fundamental challenge in assessing the goodness-of-fit of models of spiking
systems is that the timing of each spike has its own distribution, based on many
factors that can include coding of dynamic biological and behavioral variables,
past spiking history, network effects, and adaptation. The time-rescaling allows
us to take any candidate model, and all the dependence structures it describes, and
rescale the spikes in such a way that, if the model is correct, they should become
samples from a simple uniform distribution. We can then use well-established
methods for assessing uniformity to assess the quality of the original model used
for rescaling. Furthermore, by taking only the rescaled spike times and disregard-
ing the marks, we can generate a new univariate spike train and use the many
existing goodness-of-fit tools for individual spike trains to assess the quality of
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the joint mark intensity model.
An important feature of this general time-rescaling is that not only are the
spike times rescaled, but the observation interval [0,T ] is also rescaled for each
possible mark value. Since a joint mark intensity model can depend on other
stochastic processes (such as its own history or the biological and behavioral vari-
ables encoded by the population), the intensity is itself a stochastic process, and
therefore the rescaled observation region is also stochastic. Therefore, the as-
sessment of uniformity is based both on the rescaled spike times and the rescaled
region.
We illustrated our approach via two simulations as well as an application in-
volving place cell spiking activity from the CA3 region of the hippocampus in a
rat performing memory guided navigation task on a W-shaped maze. In the first
simulation, we implemented the goodness-of-fit tests in three different model fits:
the true model, a model intentionally missing history-dependence, and a model
for which the mark corresponds to one of two labels given by spike sorting. As
expected, the results indicated proper fit with the true model, and a lack-of-fit in
both the model missing history dependence as well as the sorted model. This
demonstrated the ability of the approach to discern different reasons for lack of
fit. Importantly, we could assess the quality of fit for both sorted and clusterless
spiking models and determine the degree to which sorting affected the model fit.
In our second simulation, we demonstrated that distinct goodness-of-fit measures,
both based on the same time-rescaling approach, could be used to determine dif-
ferent aspects of the model fit quality. Incorrectly scaling the intensity uniformly
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over all marks led to lack of fit evidenced by the KS plot but not the assessment
of uniformity; differentially scaling subsets of mark values, as might occur with a
model that misspecified the receptive fields of particular neurons, led to lack of fit
evidenced by lack of uniformity.
In our real-data example, we used a 4-dimensional mark representing the
waveform peak amplitudes across a tetrode to exhibit the ability to generalize
to more complicated mark spaces. The fit of a Gaussian mixture model with no
history dependence captured much of the temporal structure, as evidenced by the
KS plot, but perhaps fit the spikes in some mark regions better than others, as
suggested by the analysis of uniformity. A follow-up analysis, suggested that the
model may not be capturing the hash spikes as well as the higher amplitude spikes.
In this paper we focused on two goodness-of fit measures that could be ap-
plied to the rescaled spike times and marks, a Pearson chi-square test comparing
the expected and observed number of spikes in subsets of the rescaled observa-
tion region, and a KS plot analysis based on rescaling the rescaled spike times
again based on the expected rescaled spiking rate. The choice of Pearson chi-
square test in order to assess uniformity in our examples was made primarily due
to the familiarity of large audiences with the method and its clear interpretation.
Many alternative options exist for assessing uniformity, such as the well-studied
statistical approach based on Ripley’s K-function (Ripley, 1977). This function,
K(x,r), is defined as the expected number of points within a ball b(r) with ra-
dius r centered at x. For uniform rescaled spikes, this function should grow as
rd , where d is the dimension of the mark-time space. We can compute the em-
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pirical K function, Kˆ(r) = 1n ∑i6= j Idi j < r/n, where di j is the Euclidean distance
between rescaled spikes i and j, and Idi j < r is equal to 1 if that distance is less
than r, and otherwise 0. We can then compare the empirical K function to the
theoretical one under a uniform model to assess the quality of our original model.
We can also construct confidence intervals for the estimated function and com-
pute a corresponding p-value via Monte Carlo simulations (Baddeley and Turner,
2005). A variety of other well-documented and tested methods are also available
(Petrie and Willemain, 2013) and could be used interchangeably with those we
specifically mention in this paper. A few examples include those that perform a
two-sample test on a subsample of points in a high-density region and a subsample
in a low-density region (Jain et al, 2002), or those that consider the distribution
of distances from points to the boundary of support, both in the case of known
support (Berrendero et al, 2006) and unknown support (Berrendero et al, 2012).
Limitations of our method present through particular situations in which use
of the KS plot and Pearsons chi-square test alone are not sufficient to fully assess
a given model. For instance, in the possible situation of modeling an ensemble of
neurons that individually spike as renewal processes, its important to address the
issue of how the superposition of these multiple independent renewal processes
behaves and what it means for carrying out the methods described in this paper.
Since the ground process in this case would resemble a homogeneous Poisson
process in terms of its ISI distribution, the KS plot would be insufficient on its own
as a model assessment due to a trivial tendency toward the unity line. However, it
has been shown that the superposition of multiple renewal processes differs from
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the Poisson process in terms of the Fano Factor, and autocorrelation functions
and serial interval correlations (Deger et al, 2012) so computation and analysis
of these additional properties would provide a more meaningful goodness-of-fit
assessment. More generally, we strongly encourage the use of more than just the
two tests presented in our analyses here when carrying out model validation in
any situation.
There are a number of extensions and avenues for future exploration for this
goodness-of-fit framework. In the simulations, we provided examples of how as-
sessments based on time-rescaling could be used to help identify areas of lack of
fit, and to suggest refinements to population spiking models. The ways in which
different measures might be used for model refinement should be explored in more
detail, and specific recommendations could be made about the best measures to
use to identify particular features that should be added or altered in a model. Also,
in our examples, we limit the standard point process goodness-of-fit analysis to KS
plots but with the appropriate adaptations and generalizations, one could also em-
ploy other common techniques such as the QQ plot, autocorrelations of rescaled
wait times, or a Fano Factor analysis to assess dispersion.
Another possible extension might focus on mark rescaling rather than time-
rescaling. We could retain the observed times of each spike, and modify each
spike mark to produce uniform spikes over a stochastic region with a fixed tem-
poral extent, but random mark boundaries. For a one-dimensional mark, this
could be achieved by replacing the mark of the ith spike, mi, with the integral∫ mi
0 λ (ti,m)dm (Merzbach and Nualart, 1986). An advantage of such an approach
100
would be that the spike times would remain the same and be interpretable. For ex-
ample a cluster of points at a particular time point might suggest model lack of fit
specific to that time. However, since the temporal pattern of spikes would be un-
changed, it would still retain all the temporal dependence structure in the original
data. Additionally, how to best rescale in general mark spaces is still unknown.
Additional research could also be done on improving the computational bur-
den of these methods in high dimensional mark spaces. While the rescaling of
times is based only on the number of spikes, not the dimensionality of the marks,
the computation of the boundary of the stochastic region will grow in complexity
with the mark dimension. There may be multiple ways to deal with this, includ-
ing methods of efficiently approximating the boundary assuming smoothness of
the intensity, or goodness-of-fit measures that are less sensitive or do not require
direct knowledge of the full boundary.
With this method, we provide model assessment tools that can be used appro-
priately for both population models and sorted models and and help collect more
detailed information on their respective fits. In this way, researchers can better
understand the advantages and disadvantages posed by population and single-unit
modeling. Ultimately, this could provide significant insights into the question of
when neural network structures can be better understood with spike sorting or
direct ensemble modeling. Additionally, as experiments head in more complex
directions and datasets become richer, modeling methods will need to improve
and develop alongside them. For researchers to maintain confidence in any con-
clusions drawn from the application of a particular modeling approach, a corre-
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sponding goodness-of-fit toolset is essential. Here, we present a general goodness-
of-fit approach that can assess and indicate areas of lack-of-fit for a wide variety
of population spiking models, enabling researchers to gain more understanding
and insight into the increasingly complex data structures being made available in
neuroscience.
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Chapter 5
Novel Application of a
History-Dependent General Point
Process Model to Apnea Onset
5.1 Introduction
The prevalence of sleep apnea in the US and world populations has been steadily
rising in recent decades, currently estimated to affect 3% - 7% of adults. When
left untreated, the disorder can lead to serious comorbidities such as hyperten-
sion, cardiovascular disease, and stroke. The vast majority of people suffering
from the disorder will never obtain clinical diagnoses or treatment due to com-
plexities involved in monitoring multiple trials of a full night’s sleep. Patients
that do participate in sleep studies to understand their symptoms are ultimately
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given an apnea-hypopnea index (AHI) score which reflects severity of symptoms
and serves as the measure by which medicare or insurance will determine quali-
fication for reimbursable treatment (typically CPAP). However, this AHI statistic
is computed solely from a cumulative sum of apnea events that occurred over
the total sleep time, producing a single average rate for the entire night. Patients
experiencing the exact same number of events but with drastically different tem-
poral patterns would therefore receive identical AHIs. This coarse accounting of
apnea symptoms make the AHI a poor descriptor of an individual’s apnea charac-
teristics, ignoring the temporal evolution of events themselves and corresponding
signals. Researchers have shown strong links between co-variates such as sleep
stage (Penzel et al, 2003), (Ratnavadivel et al, 2009) and sleep position (Menon
and Kumar, 2013), so a diagnosis method that ignores these variables and is un-
able to relate any other clinical variables (e.g. PSG signals) to apnea symptoms is
not in keeping with current clinical understanding of the disorder.
Figure 5.1: Schematic examples of different apnea patterns with the same AHI.
Figure 5.1 shows three examples of symptom patterns throughout TST that would
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ultimately be diagnosed and treated as the same condition under AHI. Since so
many patients, especially those with severe apnea, receive identical or similar
AHI scores, they also receive the same treatment prescription of CPAP. While this
most common treatment method can be successful for some, for most with se-
vere symptoms or other diseases making CPAP ill-suited, it fails to significantly
reduce rate of apnea occurrence throughout the night (Scha¨fer et al, 1998) (Java-
heri, 2007). If a method for apnea characterization could be developed that gives
detailed summaries of which factors, clinical or otherwise, are most influential in
apnea occurrence, treatment options could be tailored to the individual and their
particular symptoms.
To this end, we propose a shift in how we characterize apnea events during
a night’s sleep. At its core, the AHI metric serves as a constant intercept model
of the underlying true apnea rate that is calculated at a coarse hourly resolution.
This restricted model assumes that only event counts are important and the pat-
tern and spacing of those events are irrelevant. It also assumes independence of
events since the rate does not shift up or down depending on whether another
event occurred recently or not. If instead, we lift these assumptions, take note of
the temporal evolution of events and allow for inter-event dependence, we could
fine tune this constant AHI model of apnea rate to change depending on other
covariates occurring simultaneously as well as the patterns of past apnea events
themselves. Clinicians have already established a degree of association between
apnea and variables such as sleep stage or position and it has become fairly com-
mon practice to compute stage and position-dependent AHI values for patients
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under study. With our modeling framework, we’re able to replace this constant
AHI model with an instantaneous one that reflects the moment to moment change
in AHI due to a set of clinical variables of interest. For the patient, these model
summaries could provide a comprehensive picture of their symptoms and which
factors are most influential in their particular apnea onsets rather than just receiv-
ing a single AHI score that fails to differentiate them from others. In this paper,
we develop this modeling framework based in statistical theory of what are known
as point processes. We first provide a brief account of how these point process
models are built, what they’re able to capture about the data they describe, and
why apnea onset times are especially well-suited as an application. We will then
describe the particular models explored in our analyses, particularly those that ac-
count for influences stemming from past apnea events themselves, referred to as
“history-dependent” models. In our results, we present evidence that these models
incorporating history produce significantly more accurate estimates of true apnea
rate through standard model goodness-of-fit procedures for point processes.
5.2 Methods
5.2.1 A Point Process Approach to Modeling Apnea Events
Point process models are commonly used to characterize orderly, non-overlapping
events that occur with a particular sequence across a finite interval of time or
space as a function of related external or internal signals. They have become
especially popular in analyzing the relationship between neural spiking activity
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and relevant behavioral or cognitive signals (Eden et al, 2004), for predicting the
timing and spatial location of earthquake activity (Ogata, 1998), as well as in the
sleep sciences for modeling sleep fragmentation and heart rate variability in both
normal and apneic patients (Citi et al, 2011).
These models create a functional mapping between any set of covariates of
interest and a step-by-step instantaneous rate of event occurrence, commonly re-
ferred to as the process intensity. In doing so, we are able to capture the variability
in onset patterns as a response to external influences that go unaccounted for by
the constant rate of AHI.
This new modeling framework can easily investigate associations between ap-
nea and the standard clinical measures taken from polysomnogram data, but can
also extend to relating apnea onset to its own history. The orderly, temporal nature
of point process data make it especially likely to exhibit this history-dependent
behavior so appropriate modeling techniques have been well-developed. A good
example to provide intuition behind history dependence is that of how car ac-
cidents occur on a busy highway. A single car accident can often cause either
a quick domino effect increasing the likelihood of another immediate accident,
or a longer period of heavy traffic during which chances of another accident are
slightly higher than usual, or both. A similar type of behavior can often seen
in patterns of apnea onsets, with periods of dense apnea activity sometimes fol-
lowed by long periods of normal breathing, indicating likely history dependent
influences on the current rate of onset. By using point process modeling, we can
quantitatively measure the extent and manner of this potential factor.
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The ability to estimate a time-varying onset rate, as well as associate past
onset activity to current rate make this modeling framework a major improvement
on the standard of AHI. These rate estimates reflect periods of the night when
AHI is extremely high, as well as times when it is virtually zero. Clinicians have
sought to define phenotypes of apnea through clinical variables like PSG and ECG
(Thomas et al, 2017), and breathing instability and upper airway collapsibility
(Xie et al, 2011), for some time and we present our method as a significant step
toward achieving this goal. The collection of measures obtained from a point
process model provide insights into which factors most contribute to apnea for a
given individual and can easily be compared across large groups of subjects to
determine areas of consistency (or inconsistency). These phenotypes could then
ultimately be used as biomarkers to help predict clinical outcomes and customize
treatment options in the future.
5.2.2 Apnea Onset Times as Point Process Events
During observation of a night’s sleep in a sleep lab, full polysomnogram (PSG)
data are recorded and technicians then score apnea events from detection of de-
saturation of blood oxygen levels and reduced airflow. From this full PSG data,
we can then extract each event start time and produce a sequence of orderly, non-
overlapping point process events. Figure 5.2 below shows an example of a pa-
tient’s scored PSG data translated into a set of apnea onset point process events.
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Figure 5.2: Example of patient PSG data recorded in the sleep lab, scored and
translated to point process events.
In A, we see approximately 3 minutes worth of PSG data. The shaded boxes
indicate times at which the patient was in an apneic state. In B, the first time step
of each box is transferred down as a single point process observation. The full set
of onset times across approximately 8 hours of monitored sleep are then shown in
C.
5.2.3 Clinical Data: Acquisition and Pre-processing
De-identified patient data was provided by the adult overnight outpatient testing
unit of the MGH Sleep Division. A cohort of subjects with severe apnea symp-
toms was selected for analysis based on a critera of AHI ≥ 15 and availability of
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full demographic data. 84 subjects in total were included in the study with gen-
der distribution of 47 females and 37 males, average AHI of 26.39 ± 15.51, and
average age of 50.76 ± 12.61 years. For each subject, full PSG recordings were
provided, sleep positions, and staging determined via the AASM R& K manual.
Apnea events were scored based on adequate oxygen desaturation levels and re-
duced airflow. To improve on computational efficiency and speed in modeling of a
full night’s worth of data, we were able to maintain full event separation for every
subject at a resolution of 5 seconds per time step.
Sleep stage, position and EEG band powers will serve as our set of clinical
covariates used in modeling to assess their associations with apnea onsets. Pre-
processing steps were taken for each to ensure stable and reliable model fits. In
EEG signals, extreme artifacts were removed by setting upper and lower limits at
5th and 95th percentiles and then standardized to range from 0 to 1. The three
non-REM stages were grouped as one and left and right positions both labeled as
side to ensure that the periods of time spent in each level of stage and position
contained times of apnea onset as well as normal sleep.
5.2.4 General Point Process Models
A point process model can be fully defined by estimating a conditional intensity
function at every point in time to convey an expected rate of events. The appro-
priate mathematical formulation of this type of model depends on what factors
are believed to influence event occurrence. If events occur independently (i.e. the
occurrence of one does not affect the chances of any subsequent events) and are
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uncorrelated with any simultaneous external signals, then the conditional intensity
function should be a constant, typically denoted as λ and referred to as a homoge-
neous Poisson process. In terms of sleep apnea characterization, the AHI metric
has served as this basic Poisson model for decades but at an hourly resolution.
If instead events are believed to occur with varying frequency depending on
values of other signals (e.g. position, stage, other PSG signals), or past event
activity itself, that relationship can be accounted for in the choice of formulation
for the conditional intensity. If we denote relevant external signals as x(t) and
the past activity of apnea onsets up to a given time t as Ht , this function can now
be written as λ (t) or λ (t|Ht) depending on what covariates are included in the
model. It is this ability to account for the dependencies of apnea onset with other
stimuli that make this modeling approach far more useful for characterizing apnea
symptoms than the AHI alone.
To build these flexible types of models in an efficient yet simple manner, we
take a generalized linear modeling (GLM) approach. For computational ease and
assurance of positive rate values, we express the logarithm of the conditional in-
tensity function as a linear combination of general functions of any set of covari-
ates whose effects we wish to model. For example, assuming the most complex
case where apnea onset depends on both a set of p external signals and it’s past
activity, the model would be written as
log(λ (t|Ht)) =
p
∑
i=1
bi ∗ xi(t)+h∗Ht .
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The set of coefficients {b1, . . . ,bp,h} measure the extent to which their corre-
sponding covariate was associated with observed apnea onset in the data and can
be used to then predict the likelihood of apnea onset for any given combination
of covariates at each time point. By using this well-established class of model-
ing techniques, we are able to use the full extent of standard mathematical and
statistical computing packages as well as rapidly assess the possible relevance of
a large number of covariates on apnea onset properties. In the next section, we
provide the definition and explanation for the specific set of models chosen for
this particular project.
5.2.5 Clinical Models
When choosing sets of covariates to include in our models, our first choice aimed
to to answer the question of whether clinical variables commonly associated with
apnea episodes really do influence rate, and if so, the extent of that influence. A
number of clinical studies have shown that time spent in various stages of sleep
and position of sleep can influence the frequency of apneic breathing (Menon and
Kumar, 2013; Bianchi et al, 2010). Thus, our most basic model above simple AHI
relates the instantaneous rate of apnea directly with these two discrete variables
of sleep stage, S(t) and position, P(t).
log(λ (t)) = b0+b1 ∗S(t)+b2 ∗P(t)
The resulting estimated coefficients b0,b1, and b2 will each represent an element
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of how a particular level of either sleep or position directly influences apnea rate.
The mathematical details of the coefficient estimation procedures and correspond-
ing interpretations will not be discussed here but can be found in the appendix. In
presentation of results, this model is referred to as “basic.”
While the above model can certainly capture aspects of the relationship be-
tween apnea and sleep stage or position, the coarse R & K sleep scoring procedure
can provide a limited description of the physiological changes experienced during
various depths of sleep. For decades, sleep scientists have documented distinct
brain rhythms uniquely seen during various phases of sleep such as fragmentation
and fallout of alpha rhythm with sleep onset, the appearances of sleep spindles,
K complexes and high amplitude slow waves. Since full EEG recordings were
available to us in the full PSG recordings and the model could easily handle it’s
inclusion, we chose to build a second clinical model that would add each of the
six EEG band powers as a more detailed representation of sleep stage.
log(λ (t)) = b0+b1 ∗S(t)+b2 ∗P(t)+c∗
[
δ (t) θ(t) α(t) σ(t) β (t) γ(t)
]
In this case, an additional set of six coefficients contained in c are estimated and
representative of a particular continuous band power’s relationship to apnea onset
rate. Detailed information on the interpretations of these coefficients can also be
found in the appendix, as they differ slightly from those for discrete stage and
position.
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By first fitting the basic models using only coarse sleep stage without supple-
mental EEG information, we can gain insight into how much more information is
contained in the raw EEG signals or equivalently missing from coarse staging in
terms of likelihood of apnea onset, an idea that is elaborated on in the discussion.
In the presentation of results, we refer to this second version of our clinical model
as “intermediate”.
5.2.6 Models with History Dependence
In both models described above, the signals of stage, position and EEG band
powers are observed simultaneously alongside apnea onsets and accounted for
causally in the model. Another component that might affect the instantaneous rate
of apnea at a given time is the timing and density of recent past onsets. When
moving beyond concurrent signals and introducing this dependence on past pro-
cess activity into the model, the manner in which history is accounted for can be
more complex. The history component is one that must continuously update in its
account of new onsets as they become past onsets, and the probability of new onset
at any one point in time can vary as a function of every previous onset. Because
of this vast range of possible relationships between present and past, the choice
of how to represent the influences in the model can be complicated but should
be informed by real knowledge of the system. In this case of apnea onsets, we
know that an onset will immediately be followed by a period of time at least the
duration of the apnea event itself in which no further onsets will occur. Addition-
ally, it is most likely that once a patient has experienced an initial apnea event, it
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will trigger a period of time in which chances of subsequent events are heightened
until other breathing and sleep factors stabilize again. Based on these factors, we
apply a function that at each point in time, steps back and measures the frequency
with which onsets occurred at particular time lags immediately before the current
time. In doing so, the expectation is that a refractory period in which no events
are ever observed following a current event and a set of most common times at
which previous events occurred will be measured through the model coefficients
for history. This full history-dependent model, referred to as the “full” model in
subsequent discussions, can be written as
log(λ (t|Ht)) = b0+b1 ∗S(t)+b2 ∗P(t)+
c∗
[
δ (t) θ(t) α(t) σ(t) β (t) γ(t)
]
+h∗Ht
where h now contains the coefficients that produce a curve describing the influ-
ence of each lag in the specified time window on current rate of apnea onset.
We illustrate an example of this history curve in Figure 5.3, annotated to provide
intuition into its interpretation.
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Figure 5.3: Example history curve output from a history-dependent model of ap-
nea onsets.
This curve indicates the level of modulatory influence at each time lag of past
activity on the current rate of onset. Any time lags at which the curve is below 1
indicate a suppressant effect, depicted by the darker region, while times at which
the curve exceeds 1 have an excitatory effect, shown with a somewhat lighter
shade. By Figure 5.3 we would conclude that when onset occurs, the 20 seconds
immediately following onset are much less likely to see another onset, but between
20 and 50 seconds, the chances are much higher. The shape of this curve would
indicate that timing of onsets in the original data used to fit the model occurred
most frequently with between 20 and 50 second separation, while very few, if
any, were separated by less than 20 seconds. After 50 seconds, the curve returns
to 1, meaning the suppressant and excitatory effects of the previous onset have
dissipated and the chances of a next event are the same as they were beforehand.
In Figure 5.4 below, we present four simulations that each demonstrate a dif-
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ferent type of history dependence and how it would manifest in point process
arrival patterns. We note here that these simulations are examples of ideal, clear-
cut scenarios meant only for understanding what history dependence means and
may not present as nicely in real data. The left panels are the four different his-
tory effect curves and right panels show resulting arrival patterns, each with a
distinguishing feature from the others.
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Figure 5.4: Simulated examples of possible history dependence structures and
corresponding apnea onset patterns.
In (A), we simulate onsets with no history effect, meaning all disjoint time inter-
vals are independent of each other. The history curve on the left is simply a flat
117
line at 1. The onset times appear random with no clear pattern behavior. In (B),
the history effect imposes a relatively long refractory period following an onset,
and then a single peak at the particular lag of excitatory influence that should in-
crease the likelihood of another onset at that particular time. In the onset times,
we do see regularity in a single onset followed by a period of no activity and the
next onset typically occurring the same distance from the previous. In (C), the ini-
tial excitatory peak comes much sooner, causing the quick bursts of onsets close
together. The bursts are then followed by a long period of no activity, consistent
with the curve being close to 0 following the first peak. When the curve comes
back to 1 after a period of refractoriness, another burst cycle of onsets begin. Sce-
nario (D) is similar to (C) but with a shorter refractory period following the bursts.
These four scenarios represent a small subset of a wide range of possible history
dependent structures that could exist in real patient apnea onset symptoms.
5.2.7 Post-hoc Model Assessment
A method particularly useful in point process modeling for post-hoc model assess-
ment is known as the Kolmogorov-Smirnov (KS) plot (and corresponding test).
Similar in principle to a Q-Q plot for standard regressions but adjusted specifi-
cally for point process data, this method is a visualization technique that plots a
set of model-derived coordinate points (x,y) that, under proper model fit, should
all remain within narrow error bands of the unity (45◦,x= y) line. The x values for
each of these coordinate points represent the empirical distribution of re-scaled,
model-estimated lengths of time between onsets, while the y values represent a
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set of corresponding theoretical (or expected) distribution points for the interval
lengths that should be matched under proper model fit. The test is carried out by
simply determining whether all points remain inside the bounds. Due to underly-
ing distribution properties about the error bounds, a single point outside of them
indicates improper model fit and a failure to capture a particular component of
the underlying system structures. For every model fit in our analyses, we carry
out this KS test for every model fit by a simple visual check for full containment
within the bounds.
In our results section, we limit our presentation of individual KS plots to one
per model category for a given patient, but summarize model performance across
the model categories as well as across patients through the KS statistic, calculated
as the maximum difference between any coordinate pair in the KS plot. Given a
set of models fit to the same set of apnea onset times, a decrease in this KS statistic
indicates improvement in model choice.
5.3 Results
For 84 subjects chosen based on an AHI of 10 or greater, we fit each of the
models described in the methods section (clinical: basic and intermediate clini-
cal versions, and the full model with history dependence) and carry out post-hoc
analyses with KS plots and corresponding KS statistics. We first provide detailed
visuals for the set of models fit to a single subject to provide more intuition for
what the models produce as outputs and how their relative quality is assessed. We
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then summarize the results across the cohort of 84 subjects by their KS metrics
to emphasize both the shortcomings of simpler models in reflecting apnea onset
symptoms as well as the implications of the significant improvements seen when
incorporating past onset activity.
Apnea Onset Times
0 500 1000 1500 2000 2500 3000 3500 4000 4500
Side
Prone
Supine
Position
0 500 1000 1500 2000 2500 3000 3500 4000 4500
NREM
REM
Wake
Stage
0 500 1000 1500 2000 2500 3000 3500 4000 4500
EEG Band Power
1.7 3.4 5.1 6.8
Time (h)
42
33
25
17
8 
La
g 
(m
in)
History
0 1
Theoretical CDF
0
1
E
m
pi
ric
al
 C
D
F KS
 S
tat = 0.32
0 1
Theoretical CDF
0
1
E
m
pi
ric
al
 C
D
F KS
 S
tat = 0.21
0 1
Theoretical CDF
0
1
E
m
pi
ric
al
 C
D
F KS
 S
tat = 0.19
0 1
Theoretical CDF
0
1
E
m
pi
ric
al
 C
D
F KS
 S
tat = 0.08
A
D
C
B
Constant AHI,
Intercept-Only Model
Figure 5.5: Example of a single patient’s data (right panels) and corresponding
KS plots for nested model fits (left panels).
Figure 5.5 shows a single patient example of the real model input data and
corresponding KS plots for each model. The left panel, moving from top to bot-
tom, depicts the apnea onset point process itself, sleep stage grouped into non-
REM, REM and wake, position grouped into side, prone and supine, normalized
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EEG band powers and finally a coarse depiction of the history component. We’ve
chosen a visualization for the history that conveys how past apnea onsets travel
forward in time while maintaining information about the particular time lag be-
hind the current time at which each past onset occurred. In order to incorporate
all the information of past onsets but minimize model complexity, we apply a
spline-based interpolation to this history component in practice. While we omit
the mathematical details of this common smoothing technique here, we do include
a brief overview of the practice in the appendix for any interested readers. For the
purposes of clarifying what this history is and how it’s translated to the model, the
coarse representation seen in Figure 5.5 provides a more intuitive sense of how
the historical onsets are accounted for and used to continually inform the model
as it estimates a current probability of onset.
The upper right KS plot (A) corresponds to a ’constant’ model, which is the
equivalent to assigning the overall AHI as estimated hourly rate at each point in
time. The KS plot line strays significantly out of the allotted confidence bounds,
and reaches a maximum KS distance of 0.27. In (B), the clinical variables of sleep
position and stage are added to the model, resulting in a slightly tighter KS plot
line but one that still exceeds the confidence bounds. The amount to which the
line strays does decrease somewhat with these additions, meaning there is some
amount of association between stage and position and instantaneous apnea onset
rate. For this particular subject, the addition of EEG power results in minimal im-
provement but with the addition of history in (D), the KS plot achieves near perfect
alignment with the unity line. Overall, the addition of clinical variables resulted
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in minimal improvements in the corresponding KS metrics, although stage and
position do offer some improvement over the simple AHI. However, the addition
of history brings the KS plot line entirely within the error bounds, and bring the
KS distance very close to 0.
As an extension to Figure 5.5, in Figure 5.6, we’ve plotted the model outputs
produced by each of the four nested models for the same patient. The raw model
output produces estimates of an instantaneous apnea onset rate at each point in
time, calculated at the resolution of per 5 seconds. We’ve scaled these estimates
to an hourly resolution as a direct connection and comparison to the standard
practice of a constant AHI.
The times at which real apnea onsets were observed are shown in the back-
ground with light grey stripes, while the model-based estimates of moment-by-
moment AHI with 95% confidence bounds are shown in black and dark grey,
respectively.
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Figure 5.6: Nested models for instantaneous rate of apnea onset through a night’s
sleep, calculated at an hourly resolution.
This framework can be used to easily obtain the constant AHI for the full night’s
sleep by simply fitting an intercept-only model, output for which is shown in (A).
In this panel, the disadvantage to using standard AHI is clearly seen in the constant
model’s inability to track changes from periods of no onsets to bursts of onsets.
Moving from (A) to (B), the simple addition of stage and position can slightly
improve the model’s ability to track changes, although the AHI estimates can only
take a limited number of values according to each discrete level of observed stage
or position. Perhaps the most important deficiency in using this basic clinical
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model is with its failure to assign near-zero AHI estimates during periods of no
activity. By remaining constant at the base AHI across these large intervals of
time imposes the assumption that an apnea onset is significantly likely to occur at
any time during the night, regardless of whether one has occurred recently or not.
In (C), we add continuous EEG power as a more useful substitute for sleep
stage and a continuous covariate that can allow for model estimates to change
frequently alongside EEG power signals. Generally, this version of the model
improves in producing higher rate estimates during the dense periods of onsets and
dropping significantly during non-apneic stable sleep. However, a characteristic
that it fails to account for is the refractory period following an onset. Given the
nature of apnea events, the instantaneous AHI should be near-zero during time
points directly following an observed onset since the patient is still experiencing
the event and cannot have another event begin. This refractory period can only
be accounted for in the model if information on when the previous onset began is
provided, which is successfully done in the full model when history is included as
a covariate.
This full history model, depicted in (D), provides the all-around most accu-
rate and sensible reflection of the underlying apnea symptoms. First, note the
significant change in AHI estimate range on the y-axis. Periods of frequent on-
set activity are accounted for with very high instantaneous AHI rates, but also
followed by brief returns close to 0 immediately following an event. While the
models in (C) and (D) are similar and both improve significantly on (B) in track-
ing onset changes across the night, the inclusion of history incorporates important
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information on the relative timing of these events, provides much more certain
estimates of when these onsets would occur, and most importantly, more certain
estimates of when onsets would not occur.
Despite the shortcomings of the basic clinical model in tracking moment-to-
moment changes in rate of onset, we should note the simple advantage of fit-
ting this model to obtain the traditional measures currently used in characterizing
symptoms. Typically, a readout table is produced that contains direct calculations
of overall AHI as well as AHI broken down across the levels of stage and posi-
tion experienced throughout the night. In Table 5.3 below, for the same patient
data used to produce Figures 5.5 and 5.6, we’ve calculated the stage and posi-
tion dependent AHIs using the basic model output coefficients, along with 95%
confidence intervals. Specific details on the calculations involving these model
coefficients can be found in appendix 5.5.
% TST Clinic AHI Model AHI 95% CI
Total 100% 21.57 21.57 (12.01, 41.67)
NREM 91.99% 18.33 18.29 (11.09, 31.20)
REM 8.01% 58.87 60.11 (23.51, 158.85)
Supine 63.34% 20.89 20.29 (9.57, 44.43)
Prone 0% - - -
Side 36.66% 22.75 23.97 (16.41, 36.21)
NREM+Supine 57.30% 17.08 17.15 (8.79, 33.47)
NREM+Prone 0% - - -
NREM+Side 34.69% 20.38 20.27 (15.06, 27.27)
REM+Supine 6.04% 57 56.36 (18.64, 170.41)
REM+Prone 0% - - -
REM+Side 1.96% 64.62 66.60 (31.93, 138.87)
Table 5.1: Model derived stage and position dependent AHIs
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For this particular patient, the entire night was spent in either the side or supine
positions, meaning only three model coefficients were produced and various com-
binations of them were able to correctly estimate all of these stage and position
dependent AHI values. Additionally, the model output includes standard errors
for each of these coefficients which can in turn be used to calculate confidence in-
tervals for each AHI value. In doing so, we gain insight into the relative amounts
of time spent in each level of position or stage based on the size of each interval.
Given that this patient spent only 8% of TST in REM, the amount of data avail-
able to estimate REM AHI versus non-REM AHI was significantly less so the
corresponding interval is appropriately large. Using stage and position dependent
AHIs alone based on only one night’s sleep could lead to erroneous and biased
assumptions about a patient’s association between stage or position and apnea on-
set. Although unexplored in the analyses presented in this paper, we could extend
this basic model to one that includes interaction terms between stage and position
as well to better understand changes in one factor’s dependent AHI rate due to a
change in the other.
While the basic models provide an efficient way to produce the traditional AHI
metrics and the intermediate model with EEG power does significantly better in
tracking moment-to-moment changes in AHI, the full history model does best in
terms of explaining the particular patterns in which onsets occur, a property that
has received relatively little attention in apnea research. We fit this full model
to each of our patients in the study which generated a collection of history curve
outputs describing the particular type of dependence on past onsets seen for each
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patient. To demonstrate how these curves can help identify and differentiate be-
tween types of onset patterns in the real data, we present three examples of curve
shapes that were seen across a collection of patients from our cohort in Figure 5.7.
The format of this figure is similar to that of Figure 5.4 in that the history curves
are shown in the right panels and the corresponding onset times are shown on the
left. Here, we chose three types of curves that were seen across multiple patients
and present them together in each plot, with the curve in black corresponding to
the real onset times on the right. The time windows on the left represent 700
seconds (approximately 11 minutes) of sleep time.
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Figure 5.7: Three types of history dependence “phenotypes” seen across multiple
patients in the study. History curves are on the right, with the observed apnea
onset times on the left corresponding to the curve shown in black.
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In the top right panel, we’ve shown curves with sharp peaks after the initial
refractory period that achieve higher modulation factors. These patients are those
whose onsets present “metronomically,” with very regular intervals between on-
sets. For the particular curve shown in black, onsets occurred most often around
50 seconds apart. In the middle right panel, we present a set of curves with an
early pronounced peak after initial refractory period, with a slightly smaller sec-
ondary peak. As can be seen in the onsets on the left, they are separated by both
shorter time periods around 50 seconds but there also exist onsets occurring about
200 seconds apart. The third set of curves represent those with a wider excitatory
range, meaning there was more variability seen in time between onsets for these
patients. In particular, the curve shown in black in this case has a peak occurring
at a later time (around 100 seconds), which is supported by the onset separations
shown on the left being longer and more variable than those in the first and second
cases. An important property worth noting that is consistent across the collection
of history curve outputs is the correct identification of an initial refractory period
immediately following an onset during which no other onsets should occur due to
the patient experiencing the duration of the current episode.
To provide a full picture of how the various model classes discussed here com-
pare both across the cohort of subjects as well as to each other, we’ve summarized
their performance via the KS distance metric. Recall that for any appropriate point
process model, the KS distance should be close to 0, indicating that the model-
based KS line followed along the desired 45 ◦ unity line well. Thus, if one model
outperforms another in describing the underlying onset times, this KS distance
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should be reduced significantly.
For each class of models, we’ve calculated the reduction in the KS distance
when moving from the constant, intercept-only model to determine the level of
improvement in describing onset patterns using that particular model versus the
simple standard AHI. We collect this reduction in KS distance in all patients for
both component-only models in which only one covariate is used to estimate rate
(stage, position, EEG power, or history), as well as the three nested models dis-
cussed in Figures 5.5 and 5.6. In Figure 5.8, the left panels show boxplot distri-
butions of reduction in KS for each component, while the right panels are distri-
butions for nested models.
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Figure 5.8: Model performance comparisons by reduction in KS distance for sin-
gle component models and nested models. Non-parametric tests for significant
differences in distribution are also included in the bottom panels.
In the boxplots on the left, position seems to provide the least amount of informa-
tion for onset times, with low KS reductions and relatively small variability. Using
stage can be more helpful in some cases, but overall, the reduction in KS distance
is similar to that of position. Substituting EEG power in for sleep stage improves
most model fits, although there may be the rare case when discrete stage can be
more useful, possibly due to faulty EEG data. The boxplot for history-only mod-
els is significantly higher than any of the three corresponding to a clinical variable
and is entirely above 0, meaning all patients’ symptoms were more accurately
characterized when considering past events. Note that for each of these three clin-
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ical variables, the boxplot extends below 0, meaning there was at least one patient
whose KS distance was actually increased when moving from a constant AHI to a
sleep stage or position dependent one. This could be due to error in stage or apnea
scoring, or could also indicate that not all patients’ apnea symptoms have any as-
sociation with stage or position, further underlining the need for a characterization
technique that can explore and analyze a variety of different possible influential
factors. For the nested models on the right, the boxplot distributions move further
toward 1 with each addition, although this is somewhat trivial given that adding
more covariates to a model will always improve fit. The interesting point to be
made here is that the boxplots corresponding to models involving history reduced
the KS distance by at least 50% in every single case.
We also perform statistical tests to determine whether the data contained in
each boxplot exhibit significantly different distributions of KS distance reduc-
tions. The lines in the bottom panels of Figure 5.8 indicate which pair of models
is being tested, and the corresponding y-axis value shows the resulting p-value of
the test. Tests were carried out at the α = 1% significant level, meaning p-values
less than 0.01 indicate significant differences in distribution. All tests had signifi-
cant p-values except for the test comparing distributions of KS distance reduction
when fitting models using only position or only stage.
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5.4 Discussion
In this paper, we propose a novel method for characterizing apnea symptoms that
calls for a significant shift in how we think of the disorder and the influences at
play. The sleep community has long agreed that the standard practice of the AHI
is unable to fully reflect the individual patient’s apnea symptoms, fails to detect
significant differences across patients scored with the same AHI and can result
in ineffective or improper treatment prescriptions. Here, we adapt clinical apnea
data recorded in the lab to fit the framework for point process modeling, which
has been successfully used in many fields that work with temporal event data.
We develop this general modeling framework as a means to describe the rate
and pattern of apnea onset as functions of any combination of other covariates,
clinical or otherwise. Due to the growing population of people suffering from
moderate to severe sleep apnea, development of such methods is crucial to finding
a more suitable replacement for the uninformative standard of AHI. These models
are not only able to directly produce all the usual AHI measures but can also de-
tect any underlying factors strongly associated with apnea onsets. At the patient
level, this means a model could be fit for every possible combination of covariates
with little to no extra effort and comprehensively determine the particular vari-
ables most associated with apnea for that individual. Additionally, by looking at
multiple factors simultaneously, we can determine those that are most influential
and worthy of consideration in terms of treatment options.
In the methods and analyses presented here, our main goal was not only to in-
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troduce a new statistical modeling framework to the field of sleep apnea research,
but also use it to assess whether the commonly assumed association between sleep
stage and position with occurrence of apnea presented consistently in real patient
data. Using the point process model, we are able to quantify the relative effects of
these variables across many subjects and determine whether the evidence exists of
a strong and consistent relationship between these variables and observed apnea
onset times. Based on summary results of coefficients corresponding to stage in-
fluence, most patients experienced higher AHI rates during periods of REM sleep
versus non-REM, but also had much wider confidence intervals around those rates
given the relatively little time spent in REM versus non-REM. There were a few
patients who exhibited the opposite behavior, with higher AHI rates during non-
REM. As for position, differences in rate are negligible between the side and
supine positions and only three patients in total ever slept in the prone position.
A primary advantage to this characterization method is its ability to move past
basic stage and position and incorporate more nuanced clinical signals that are
collected during sleep and investigated for strong associations with apnea onset
for each individual patient.
By carrying out the nested model analysis, we establish that substituting EEG
band power for scored sleep stage significantly improves the model’s ability to
accurately estimate moment-by-moment AHIs to reflect true apnea onset times.
The higher levels of variability in the band powers during times of dense apnea
onset as well as periods of inactivity allow for the instantaneous estimates to vary
accordingly, something unattainable when using only discrete stage.
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The most intriguing result however lies in the introduction of past onset ac-
tivity to the modeling framework. Across all 84 subjects included in the analysis,
highly significant improvements were seen in the model when including past ac-
tivity as a predictor. Not only were times of observed onset consistently assigned
high instant AHI values, but periods of inactivity (both short-term refractory pe-
riods and long-term stable sleep periods) were accurately captured with near-zero
AHI estimates. While efforts to determine underlying clinical and physical fac-
tors associated with apnea should certainly remain a priority in sleep research,
these results point to a self-exciting characteristic of apnea that make the recent
past timing of onsets an important new consideration. The point process model-
ing method presented here can produce all the current standard metrics while also
accounting for these temporal patterns of onset.
The question of whether particular phenotypes of sleep apnea exist is one
of great interest in sleep research and is one which we believe our method and
findings here can help answer. As is seen in our basic models associating sleep
stage and position to apnea onset, the range of possible dependencies is fairly
limited and no clear groups present when looking at the resulting model coeffi-
cients. However, when including history in the models, not only are apnea onset
patterns captured accurately by instantaneous AHI changes, but we see a large
amount of heterogeneity in the types of history dependence curves that are output
by the model. In Figure 5.7, we choose three particular groups of similar curves
that were seen across multiple patients, indicating the potential for phenotyping
based on this history dependence curve if a larger cohort of patient data could be
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obtained. By including history in our models, we are accounting for the timing
and relationships between apnea onset and past activity of onsets, a characteristic
that is entirely ignored by the standard AHI but that could bring us much closer to
fully understanding the types of sleep apnea and how they differ from one another.
This general modeling framework is most powerful in its ability to extend and
adapt to virtually any collection of covariates whose relationship we wish to un-
derstand with apnea onset. As technologies advance that are capable of tracking
complex nonstationary dynamics in the brain during sleep, this simple framework
is still capable of incorporating virtually any quantitative signal and describing its
relationship with apnea. Additionally, the generalized linear model approach used
here was chosen for its simplicity and ability to produce highly interpretable co-
efficients, but a wealth of other modeling techniques exist that could be similarly
developed depending on the goals of analysis. Our method not only produces ev-
erything that is currently done in sleep labs (overall AHI, stage-dependent AHI,
etc.) but is able to go far beyond by producing time-varying AHI values that reflect
the instantaneous likelihood of apnea onset as a function of other variables. The
patients analyzed in this study all presented with severe apnea and while many
of them scored similarly in terms of overall AHI, many had onset patterns with
unique relationships to stage, position, EEG and past onset history. At the very
least, we recommend this method as a far superior replacement for the AHI but
also an important step toward a more personalized approach to apnea characteri-
zation and treatment prescription protocol.
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5.5 Appendix
5.5.1 Clinical Model Parameters
Basic Model
log(λ (t)) = b0+b1 ∗S(t)+b2 ∗P(t)
The number of coefficients associated with sleep stage and sleep position will vary
depending on how many levels of stage are defined (i.e. grouping the three non-
REM stages together or not) and how many levels of position are experienced
during the night. For our analyses, we grouped non-REM into one to ensure
model stability, and almost all patients spent time in only side or supine positions.
For our models in particular, non-REM stage and side position were coded as
reference levels by assigning a value of 0 during these times. Thus, we have a
baseline coefficient, b0, that represents expected rate when in reference levels for
stage and position, simultaneously. The coefficient b1 then represents the change
in rate seen from non-REM to REM and b2 represents the change in rate between
side and supine.
Due to the relationship of the covariates to the logarithm of the intensity λ (t),
expected rates for a given combinations of stage and position can be calculated
directly through exponentiation of particular linear combinations of the model pa-
rameters and, in some cases, probabilities of stage or position (P(REM)=proportion
of TST spent in REM, for example). For ease, let’s denote side as S, supine as SU ,
non-REM as NR and REM as R. The formulas for how to obtain expected rates,
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(E(AHI)) during a particular stage or position or combination of the two are thus
given by,
E(AHI in NR) = exp(b0)∗P(S)+ exp(b0+b2)∗P(SU)
E(AHI in R) = exp(b0+b1)∗P(S)+ exp(b0+b1+b2)∗P(SU)
E(AHI in S) = exp(b0)∗P(NR)+ exp(b0+b1)∗P(R)
E(AHI in SU) = exp(b0+b2)∗P(NR)+ exp(b0+b1+b2)∗P(R)
E(AHI in NR+S) = exp(b0)
E(AHI in NR+SU) = exp(b0+b2)
E(AHI in R+S) = exp(b0+b1)
E(AHI in R+SU) = exp(b0+b1+b2).
Intermediate Model
log(λ (t)) = b0+b1 ∗S(t)+b2 ∗P(t)+c∗
[
δ (t) θ(t) α(t) σ(t) β (t) γ(t)
]
When introducing a continuous covariate such as EEG band power to the
model, only one coefficient is produced that relates the change in AHI to change
in band power. Additionally, the interpretation of that coefficient differs from
those for discrete position and stage. Under exponentiation, this coefficient rep-
137
resents the modulation in expected AHI rate for a unit increase in corresponding
band power. Thus, our intermediate models have six new coefficients, each cor-
responding to the modulation in AHI rate due to a change in a particular band
power. The baseline coefficient still contains information on reference levels for
stage and position as in the basic model, but now also represents expected rate
when all six band powers equal 0 simultaneously. Thus, for the coefficient cor-
responding to the δ band, cδ , the most information we can learn about AHI is in
terms of modulation of rate,
exp
(
cδ
)
= modulation in E
(
AHI
)
due to unit increase of δ power.
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Chapter 6
Concluding Remarks
The use of point process models to capture relationships between spiking behav-
iors of neural populations and the physical systems occurring alongside them has
risen to the forefront of neuroscience research in recent years. A major develop-
ment in this domain is the introduction of the marked point process model as a
viable option to replace the standard procedure of first sorting spike data and then
building univariate models on this sorted data. For this marked model, the pos-
sible subsets of spike waveform data to be used as mark input expanded greatly
and required research exploration. Our first project seeks to shed light into this
corner of point process modeling research for neuroscience with respect to both
optimizing the marked model for spiking data and using this unsorted modeling
approach to evaluate the utility of various spiking data features as input to either
sorting procedures or clusterless models.
In order to comprehensively evaluate these spike data feature sets comprehen-
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sively, an appropriately well-rounded set of goodness-of-fit techniques are needed.
Our second project proves a generalization of the well-known time-rescaling theo-
rem for point process data that allows for its application to the general marked case
in order to extend to the multivariate marked model the standard goodness-of-fit
practices for the univariate model to the multivariate marked model. By mak-
ing these model assessment techniques available as additions to the traditional
practice of decoding a state variable when building marked population state-space
models, we are able to gain a more multi-faceted understanding of how well a
particular model captures the data structures and, in addition, which aspects are
missed.
Point processes are a widely applicable type of stochastic process that occurs
frequently in real-world phenomena. In our third project, a shift in both model
class and application domain occurs, moving from the multivariate marked model
to the univariate history-dependent model and from neuroscience to sleep apnea.
Due to increasing prevalence of the disorder in the adult population today, re-
searchers have begun to focus more attention on developing new, more advanced
methods that can improve clinical diagnosis and treatment protocols. Given the
success seen in neuroscience applications of treating neural spiking events as point
process data, we introduce the same concept to the sequence of apnea episodes ex-
perienced during a night’s sleep, making a wealth of modeling options available
to quantitatively capture relationships between apnea and other signals of inter-
est such as sleep position, EEG activity, or even the recent past activity of apnea
itself.
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6.1 Thesis Results
Waveform Feature Set Analysis In chapter 3, our analyses considered two
main groups of feature sets: geometric features that are measured directly from a
physical component of the waveform itself, and principal components of the wave-
forms that capture dimensions of greatest statistical variability across waveforms.
Within geometric features, waveform amplitude was consistently and significantly
more informative than the alternatives of spike width or spike slope. This result
affirmed what is typically assumed for spike sorting. However, it was in the com-
parison of these geometric feature sets to the principal components that our most
intriguing result was found. In lower dimensions, principal components and spike
amplitudes performed comparably; but in higher dimensions, principal compo-
nents produced significantly more accurate decodes, indicating that these higher
principal component dimensions contain coding properties otherwise missed by
standard geometric features. Having investigated clustering based on these princi-
pal components, we recommend the continued use of spike waveform amplitudes
when spike sorting, but substituting higher-dimension principal component vec-
tors when modeling unsorted population spiking data.
Goodness-of-fit for marked point process models In chapter 4, we generalized
and extended to the multivariate marked case the time-rescaling theorem used
to carry out a variety of goodness-of-fit techniques for univariate point process
models. In simulation, we generated spike times for various models that were
either true or purposefully misspecified and demonstrated how the goodness-of-
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fit procedures appropriately indicate the existence and nature of lack-of-fit. In
these simulations, we were also able to emphasize the importance of assessing fit
with multiple tests since any given test measures a particular aspect of the overall
fit and may suggest an improper model fit if used as sole validation. We also
demonstrated the method for a mixture of Gaussian model of population spiking
data recorded from the hippocampus of a rat while traversing a W-maze.
General history-dependent point process models for sleep apnea In chapter
5, we explored the field of sleep apnea study as a new application for point pro-
cess modeling. In sleep labs, the current standard of the apnea-hypopnea index
(AHI) as the sole descriptor of apnea symptoms and metric by which treatments
are prescribed is widely recognized as inadequate and in need of replacement. We
proposed characterizing apnea onset times as a point process and building inten-
sity function models that can also be understood as a time-varying instantaneous
AHI. In doing so, we were able to study the temporal patterns of apnea onset,
which is an important characteristic entirely ignored by a constant AHI. We build
simple inhomogeneous Poisson models that relate any set of external covariates,
such as sleep stage or position to the AHI rate, but focus primarily on extending
into general point process models in order to incorporate past history of apnea
onsets as predictors. Goodness-of-fit analyses of these history-dependent models
indicated a strong relationship between past onset activity and the current rate of
onset, meaning the relative timing of events is a crucial factor to be considered
when studying underlying influences of event occurrence.
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6.2 Remaining Challenges
The work presented in chapter 3 was carried out at a time before the generalized
time-rescaling conjecture presented in chapter 4 was developed. Thus, the method
used for assessing the population models built on both sorted and unsorted data
entailed decoding the known position of the animal and summarizing accuracy
and certainty of the estimates. A logical next step would therefore be to use the
collection of goodness-of-fit techniques that are now available for the multivariate
marked models in conjunction with standard decoding results to assess further the
informational content of feature sets. As was seen in the simulation studies in
chapter 4, these additional measures of model fit could help determine the partic-
ular ways in which principal components of spike waveforms account for coding
properties of the underlying network that are otherwise missed by standard geo-
metric features.
As to our work done in point process modeling of sleep apnea, numerous paths
exist for future work. In chapter 5 we demonstrated how these models serve as a
significantly more informative method for describing a patient’s apnea symptoms
and diagnosing the most influential factors leading to the observed onsets of those
symptoms. From our point of view, extensions of this work lie primarily in three
areas. First, one should explore the association between apnea onsets and other
possible covariates, be they clinical, demographic or any other type, especially
as technologies advance and make previously unmeasurable signals available for
analysis. A major advantage to this modeling framework is the ease with which
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these factors can be included in a given model. Thus, such an extension would be
fairly straightforward and help to determine more exhaustively factors associated
with apnea onset.
A second, particularly intriguing extension for sleep researchers would be de-
termining whether any meaningful trends exist between model outputs for patients
who respond well to the treatment of CPAP and model outputs for those who do
not. If so, clinicians could assess a patient’s untreated symptoms using our method
and assign a likelihood of positive response to the treatment before prescribing it.
If more could be understood about which factors make a patient more or less likely
to respond to CPAP, more specific recommendations could be made to improve the
patient’s chances of successful treatment, or alternative treatment methods could
be developed that address the particular reasons why a patient may not respond to
CPAP.
The third extension of point process modeling of sleep apnea involves the
use of alternating point processes. While less meaningful in terms of immediate
impact on patients suffering from the disorder, characterizing the start and end
times of apnea events as an alternating point process would pose new challenges
to this specific branch of point processes. From the results seen in chapter 5,
history of past events plays a clear role in the pattern of future events, but methods
for successfully accounting for effects of past history in alternating point process
models are lesser known.
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