Fields and Quantum Mechanics by Johnson, Glenn Eric
ar
X
iv
:1
31
2.
26
08
v7
  [
ma
th-
ph
]  
21
 D
ec
 20
14
Fields and Quantum Mechanics
Glenn Eric Johnson
Oak Hill, VA.∗
March 1, 2018
Abstract: The quantum field theories (QFT) constructed in [1,2] include phenomenology
of interest. The constructions approximate: scattering by 1/r and Yukawa potentials in non-
relativistic approximations; and the first contributing order of the Feynman series for Compton
scattering. To have a semi-norm, photon states are constrained to transverse polarizations and
for Compton scattering, the constructed cross section deviates at large momentum exchanges
from the cross section prediction of the Feynman rules. Discussion includes the incompatibility
of canonical quantization with the constructed interacting fields, and the role of interpretations
of quantum mechanics in realizing QFT.
1 Introduction
Quantum field theories (QFT) may be exotic mathematical constructs that resist discovery,
or one of the conditions applied may be too strong to admit realizations of physical interest.
Feynman series developments achieve phenomenological success although there is no demon-
stration that the developments are consistent with quantum mechanics [3,4,5]. Lacking is a
demonstration that QFT of interest have Hilbert space realizations.
The assumption here is that the lack of realizations for QFT of interest results from an
overly constrained description for the physical problem. Motivated by particuliar constructions
[1,2] for nontrivial vacuum expectation values (VEV), this work continues study of explicit
VEV included in a relaxation of established axioms for QFT, a relaxation concerning assertions
for fields as Hilbert space operators. The constructed realizations for QFT result when the
Wightman axioms [3,4,6,7] are revised [1] to permit additional sets of generalized functions. In
the constructions, the algebra of functions labeling the states lacks the ∗-involution assumed
in the Wightman axioms. Consequently, fields are not Hermitian Hilbert space operators.
Acceptance of this contradiction to established assertions for QFT admits constructions of local,
Poincare´ covariant, positive energy states exhibiting interaction. These states are elements of
Hilbert spaces.
To establish physical relevance and classical limits for the constructions, equivalent poten-
tials and Feynman rules scattering amplitudes are contrasted with the constructed, explicitly
quantum mechanical scattering amplitudes. The demonstrations are that:
– the constructed QFTs include Yukawa and 1/r (as a limit of Yukawa) potentials as effec-
tive potentials in non-relativistic approximations.
– a variation of the constructions approximates the Compton scattering cross section derived
from the first contributing order of the Feynman series. The fractional error with respect
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to the Feynman series result becomes appreciable only when the product electron exhibits
a relativistic velocity in the rest frame of the incident electron. To approximate Feynman
rules results and achieve a semi-norm in the pre-Hilbert space, photons are restricted to
transversely polarized states.
The constructed scattering amplitudes are scalar products of elements within Hilbert spaces and
the demonstrable Hilbert space realization provides that scattering operators U(t)∗U(−t) are
unitary. Equality of cross sections allows scattering amplitudes to differ by a phase. Agreement
of constructed and Feynman series scattering amplitudes up to a phase was demonstrated for
weakly coupled :Φ4 : interaction in [1]. The variations to the constructions are alternative com-
positions of submatrices from the two-point function matrix M(p) into higher order connected
functions.
The constructions provide examples of explicitly quantum mechanical developments that
approximate established results. The examples demonstrate compatibility of the “fundamental
notions of the theory (relativistic invariance, quantum mechanics, local fields, etc.)” [3], but the
realizations are incompatible with canonical quantization. The achievement of interaction in the
constructions precludes the ∗-involution of the algebra of function sequences. The established
positivity axiom for QFT consists of two assertions:
– the Wightman-functional provides a semi-norm for an algebra of function sequences;
– the algebra has the ∗-involution.
The semi-norm results in the Hilbert space of states that realizes quantum mechanics. The
∗-involution is a technically convenient assumption, implying in particular that fields are Her-
mitian Hilbert space operators, but its physical motivation is not as compelling. Hermiticity
of Hilbert space field operators can be disputed: in significant cases, position operators are
Hermitian only in non-relativistic limits [8]; quantities such as x3p are observable in classical
limits of ordinary quantum mechanics but do not correspond to Hermitian operators [1,4]; and
Hermiticity is not decidable by observation. Abandonment of the ∗-involution provides exam-
ple realizations for QFT exhibiting interaction. The history of QFT has been a demonstration
of the difficulty, if not infeasibility, of realizing interaction in a QFT with fields that are self-
adjoint operators in a Hilbert space of local, Poincare´ covariant, positive energy states. It is
questionable whether only selected quantities need correspond to self-adjoint operators and that
those selected quantities must correspond to self-adjoint operators. The necessity of Hermitian
Hilbert space field operators is eliminated in the revision to the QFT axioms. Hermitian Hilbert
space field operators are allowed, and realized with free fields. The constructions are denoted
“quantum field theories” even though the fields are not necessarily Hilbert space operators.
Here, QFT refers to the synthesis of quantum mechanics and relativity rather than to “quanti-
zation” of classical field equations. The terminology of fields is maintained to introduce formal
algebras of fields that underlie the constructions, and in anticipation that the predictions of
QFT and classical field theories agree in appropriate limits. The constructed VEV satisfy the
established QFT axioms except for the assertion that the algebra of function sequences used in
construction of the Hilbert space has the ∗-involution.
Assertion that there are Hermitian field operators, or equivalently, that the underlying
algebra of function sequences has a ∗-involution, is decisive to construction of QFT exhibit-
ing interaction. The constructions provide local, positive energy, Poincare´ covariant states in
Hilbert spaces that exhibit particles in interaction but lack Hermitian field operators. The
constructions are realizations of states appropriate for quantum mechanics. The issue of a ∗-
involution is decisive since there are no known alternative Hilbert spaces of interest. At issue is
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whether observables must be self-adjoint operators and if not, what observable properties lack
corresponding self-adjoint operators? The answer is clearly ‘not’ as the x3p example in ordinary
quantum mechanics and the position operator x within a one particle subspace of relativistic
quantum mechanics clarify. The issue then is what observables lack corresponding operators?
When the field is not required to be a self-adjoint Hilbert space operator, then the constructions
are viable as QFTs. Observation cannot eliminate the possibility that states only approximate
eigenstates of operators associated with observables and that these eigenstates lie beyond limits
of elements of the Hilbert spaces. Consequently, it is not appropriate to include such assertions
in the axioms for QFT. It is this unsupported assertion that precludes realizations of QFT
exhibiting interaction.
Fields Φ(x)κ with x ∈ Rd and κ ∈ {1, 2, . . . Nc} are elements of the ring of fields with the
complex numbers. The QFT is defined by generalized functions that are formally VEV of the
fields,
Wn((x)n)κ1...κn := 〈Ω|Φ(x1)κ1 . . .Φ(xn)κnΩ〉
= 〈Φ(xk)κk . . .Φ(x1)κ1Ω|Φ(xk+1)κk+1 . . .Φ(xn)κnΩ〉
(1)
for each k. The VEV are components of the Wightman-functional [7,9],
W := (1,W1,κ1 ,W2(x1, x2)κ1,κ2 , . . .),
dual to terminating sequences of functions f := (f0, f1(x1)κ1 , f2(x1, x2)κ1,κ2 . . .) ∈ A. The
sesquilinear function on A×A,
W (f∗ x g) =
∑
n,m
∫
d(ξ)n+m ((D·)nW˜n+m((ξ)n+m))f˜n((−ξ)n,1)
n+m∏
k=n+1
g˜m((ξ)n+1,n+m)
=
∑
n,m
∫
(dξ)n+m 〈Φ˜m . . . Φ˜1Ω, Φ˜m+1 . . . Φ˜m+nΩ〉f˜∗m((ξ)m)g˜n((ξ)m+1,m+n)
provides the scalar product of states. The notation is from Appendix A. W is positive semidefi-
nite for the subalgebra B ⊂ A consisting of functions that vanish on the negative energy support
of the VEV. The bijective map of equivalence classes in B to a dense set of elements in the
Hilbert space has the isometry,
〈f |g〉 =W (f∗ x g) (2)
using
f x g := (f0g0, . . . ,
n∑
ℓ=0
fℓ((x)ℓ)κ1...κℓ gn−ℓ((x)ℓ+1,n)κℓ+1...κn , . . . ) (3)
as the product in the algebra of function sequences A. The ∗-mapped function sequences are
defined using a Dirac conjugation matrix D.
f˜n((p)n)
∗
κ1...κn :=
∑
ℓ1,...ℓn
Dℓ1κ1 . . . Dℓnκn f˜n(−pn,−pn−1, . . . ,−p1)ℓn...ℓ1 . (4)
The ∗-map (4) is expressed compactly as
((DT ·)nf˜n((−ξ)n,1)) := f˜n((p)n)∗κ1...κn .
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The ∗-map satisfies f∗∗ = f , (λf)∗ = λf∗, (g+f)∗ = g∗+f∗ and (g x f)∗ = f∗ x g∗. The ∗-map
(4) is an involution when it is an automorphism. States are labeled by equivalence classes of
function sequences in B, equivalent in the semi-norm
‖f‖B :=
√
W (f∗ x f). (5)
With the support constraint for B, the constructed Hilbert space includes only states of positive
energy. These constructions satisfy the Wightman axioms except that B∗ 6= B. The ∗-map (4),
an automorphism of A, is not an automorphism of B.
A free field is described by a two-point function determined from two complex-valued Nc×Nc
matrices: M(p) with elements that are multinomials in the energy-momentum components as
a result of Lorentz covariance [4], and the Dirac conjugation D. On B,
W˜2(p1, p2)κ1κ2 := ∆˜(p1, p2)κ1κ2
:= δ(p1 + p2) δ
+
2 M(p2)κ1κ2
= δ(p1 + p2) δ
−
1 δ
+
2 2
√
ω1ω2 M(p2)κ1κ2 .
(6)
The matrices satisfy conditions
DM(p) = C∗(p)C(p)
DD = 1
M(p) =
(
M1(p) 0
0 M2(p)
) (7)
and
Mk(−p)T = (−1)k−1Mk(p). (8)
(7) implements a semi-norm for function sequences, and locality results from (8) with commu-
tation applied in the Nb×Nb boson componentM1 and anticommutation applied in the fermion
component M2. (7) implies that M(p)
∗ = DM(p)DT . Poincare´ covariance is implemented by
S(A)M(p)S(A)T =M(Λ−1p)
S(A)D = DS(A)
(9)
with S(A) an Nc-dimensional representation of the covering group of the proper orthochronous
Lorentz group with A ∈SL(2,C), and that the supports of the Fourier transforms of the VEV
include only points with p1+ p2 . . .+ pn = 0. The representations S(A) are generally reducible
and then subspaces of states with the desired spin are selected. The VEV that exhibit interac-
tion are constructed fromM(p), its submatrices, and Lorentz invariant functions. The notation
and VEV from [1] are described in Appendices A and B.
The relaxation of constraints on the VEV enables satisfaction of the physical Wightman
conditions. The physical Wightman conditions are a suitable Hilbert space of positive energy
states, Poincare´ invariance, and microcausality. While the constructions share properties with
canonical quantizations and derive from a revision of earlier axiomatic QFT developments,
there are significant differences between the constructions and established developments:
1. The development departs from conjecture that fields are unbounded Hilbert space oper-
ators. States are elements in a Hilbert space constructed from local, Poincare´ covariant
VEV. States are labeled by functions f ∈ B with Fourier transforms that contribute only
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for positive energies. The VEV are generalized functions for an enveloping set of function
sequences A = A∗ with B ⊂ A. Restriction to B selects the physical states that satisfy
spectral (positive energy) support conditions. The semi-norm applies in the smaller set
of functions B and for the constructions provided, the semi-norm can be extended to A
only when there is no interaction. The positive energy support limitation implies that the
constructed states have unbounded spatial support, although support may be arbitrarily
dominantly within a bounded region. The unbounded spatial support follows from [10] for
massive particles, and in the case of massless particles, the unbounded spatial support is
necessary to admit non-zero functions with Fourier transforms that vanish together with
all derivatives at zero energy [2]. A includes functions of bounded spacetime support and
locality of the VEV is conventional within A. Signed symmetry under transpositions of
adjacent, space-like separated arguments results from two-point functions based on the
Pauli-Jordan function [14] and higher-order connected functions that exhibit the signed
symmetry regardless of the separation of arguments. Although the constructed fields are
not self-adjoint Hilbert space operators, local symmetry of the VEV is necessary to elim-
inate correlation of fields at space-like displacements, with correlation extrapolated from
VEV evaluated with bounded support elements of A. Microcausality is a property of the
VEV for bounded support elements in A that is extrapolated to B ⊂ A. As a result,
states exhibit Bose-Einstein or Fermi-Dirac statistics. The restriction of B to positive
energy contributions results in satisfaction of the spectral support condition and enables
satisfaction of locality with symmetric generalized functions. The ∗-involution is not an
involution for the algebra of positive energy function sequences. When f ∈ B, the f∗ from
(4) is in the null space of the semi-norm (5) provided by the Wightman functional.
2. An illustrative set of VEV is provided by the inverse Fourier transforms of the connected
functions for a single scalar field,
CW˜ n(p1, . . . pn) := cn δ(p1 + . . . pn)
n∏
k=1
δ(p2k −m2).
n ≥ 4 for these CW˜ n that are supplemented with a free field two-point function and an
energy ordering, (36) of Appendix B. The energy ordering provides that Ek > 0 when
Ek−1 > 0. These VEV are generalized functions when d ≥ 4 [2], and d ≥ 3 suffices when
all particles have finite mass [1]. d is the number of spacetime dimensions. Connected
functions CW n are identified as the connected contributions of the Wightman functions
Wn. This elementary example of a realization for the VEV of a QFT is excluded by the
Wightman axioms.
3. In the constructions, energies are on mass shells. As a result of this particular form, the
Wightman-functional is essentially a functional of the momenta only, of one less dimension
than the spacetime dimension d. The constructed VEV can be described from
W (f) =
∫
dE dp δ(E ± ω)T˜ (p)f˜1(p)
=
∫
dp T˜ (p)f˜1(±ω,p)
(10)
for each of the multiple arguments and components. The topology in A derives from the
topologies for the Fourier transform function spaces. The Fourier transform functions have
n d-dimensional energy-momentum arguments and are tempered functions of the momenta
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(p)n ∈ Rn(d−1) when evaluated on mass shells. f˜n((±ω,p)n)κ1...κn ∈ S(Rn(d−1)). The
Fourier transform functions have the topology of S(R(d−1)n). f0 ∈ C. For a single
argument,
f˜1(p) := g˜(p)f˜(p)
with f˜(p) ∈ S(Rd−1), a tempered test function, and g˜(p) is a multiplier for S(Rd) [11].
g˜(p) together with all derivatives vanishes at E = 0 when mκ = 0. The elements of B ⊂ A
have
f˜n((−ω,p)n)κ1...κn = 0
if for any k ∈ {1, . . . n} and n > 0. In (10), both T (x) and T˜ (p) ∈ S′(Rd−1), general-
ized functions dual to tempered functions. The component functions fn((x)n)κ1...κn from
sequences in A are d dimensional inverse Fourier transforms, convolutions
f1(x) =
∫
dy
(2π)
d−1
2
g(t,y)f(x − y)
of the Fourier transform as a generalized function of the multiplier g(x) ∈ S′(Rd) and
the tempered function f(x) ∈ S(Rd−1). These spacetime realizations are equivalent to
tempered functions for the tempered packet states, and are generalized functions with
point support in time when g˜(p) is a polynomial in E.
4. B includes only trivial sequences of real functions. Real functions from a sequence in B,
for example, f˜1(p) = (p
2−m2)f(p), are in the equivalence class of zero for the semi-norm
(5). Only f0 can be real. The lack of contributing functions in B∗ ∩ B precludes the
demonstration that multiplication of function sequences defines fields as Hilbert space
field operators, Φ(f)g := f x g [7].
〈h|Φ(f)g〉 :=W (h∗ x (f x g)) =W ((f∗ xh)∗ x g).
Cauchy’s inequality would provide that the field preserves equivalence classes but Cauchy’s
inequality does not follow for the indefinite form W ((f∗ xh)∗ x g). Generally, f∗ xh 6∈ B.
When the semi-norm does not extend beyond B, the constructed interacting fields are not
Hermitian Hilbert space operators.
5. The ∗ notation appears in three contexts: Hilbert space operator adjoints Φ(f)∗; ∗-
mapped function sequences f∗; and formal adjoints of free field operator-valued distribu-
tions Φo(x)
∗. When there is a Hilbert space field operator, then Φ(f)∗ = Φ(f∗) results
from Φ(f) g := f x g with the ∗-map (4) and scalar product (2). Here the definition for
field uses a single argument,
f = (0, f(x)1, . . . f(x)Nc , 0, 0, . . .),
and Φ(f) is the sum Φ(f) =
∑
κΦ(fκ)κ. Φ(f)
∗ is the Hilbert space operator adjoint of
Φ(f) and Φ(f∗) is the Hilbert space field operator labeled by f∗. Hermiticity is that
Φ(f)∗ = Φ(f).
In free field developments, ∗-mapped functions are often considered complex conjugates,
f(x) 7→ f(x), and the adjoints of operator-valued distributions considered as the formal
Φo(x) 7→ Φo(x)∗. Here, the ∗-mapped function sequences are f(x) 7→ f(x)∗ := DT f(x)
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with fields that are formally Hermitian, Φ(x) 7→ Φ(x) from (1). In the example of a
charged field, Φ = (Φa,Φb) = (Ψ,Ψ
∗), f = (fa, fb) and f
∗ = (fb, fa). In this case,
Hermiticity is
Φ(f)∗ = Φ(f∗) = Ψ(fb) + Ψ(fa)
∗ = Φ(f) = Ψ(fa) + Ψ(fb)
∗.
Hermiticity is precluded in the constructions by a lack of real functions. fa = fb is not
satisfied in B. Formally Φ(x)∗a = Φ(x)b = Ψ(x)∗ but the lack of nontrivial real functions
precludes Hermitian Hilbert space operators when there is interaction. Φ(f)∗ = Φ(f∗) is
implemented for operator-valued distributions by Φ(x)∗ = DΦ(x) when it is asserted that
f∗ = f .
6. With the revised axioms and considered as boundary values of analytic functions, the
VEV include terms with differing domains of holomorphy.
7. Lacking the ∗-involution, nontrivial interaction is consistent with a two-point function in
the form of a free field two-point function, a Pauli-Jordan function and its generalizations
to greater spin. The constructed local fields are not Hermitian Hilbert space operators and
therefore are not symmetric operators. The Jost-Schroer and similar theorems [4,12,13]
do not apply since the theorems’ assumptions for Hilbert space field operators are violated
by the constructions that exhibit interaction and violate the assertion of a ∗-involution
from the Wightman axioms,.
8. The constructions exhibit interaction. 〈U(t)f |U(−t)g〉 6= 0 as t→∞ with plane-wave ‘in’
states |U(−t) g〉, ‘out’ states |U(t)f〉 and unitary time translation U(t) unless 〈f |g〉 = 0.
9. The revised axioms are weaker than assumptions for local observables in the Araki-Haag-
Kastler algebraic development of QFT. No assumptions are included in the revised axioms
concerning association of subalgebras of Hilbert space operators with bounded subsets of
spacetime. Projections onto subspaces of states and the generators of the Poincare´ group
are self-adjoint operators necessarily included in the constructions, but these operators
are not associated with bounded subsets of spacetime. States labeled by functions from B
include states localized in time, but not in space. The causal complement of the support
of any function from f ∈ B is empty. The free field semi-norm extends from B to include
A with functions of bounded support but the extension does not apply when interaction
is exhibited. Demonstrations that QFT with local observables, including free QFT, are
type III Hilbert spaces does not evidently apply to the constructions of interest and the
structure of the constructed Hilbert spaces has not been resolved. The lack of functions
of bounded support precludes probabilities that vanish within extended regions, to much
the same effect as type III factors [21].
The constructions depart from established developments of QFT but are anticipated to be
conventional as quantum mechanics: isolated states are labeled by attributes associated with
free particles; the likelihood that a system is observed in a state s is Trace(ρPs) for a state
density matrix ρ and orthogonal projection operator Ps; states evolve as U(t)ρU(t)
∗ for a
unitary U(t); and the squared magnitudes of the scalar product of elements from the Hilbert
space, for example |〈s′|U(t)s〉|2, are transition probabilities.
Appendices summarize the constructions [1,2] and provide a background on electrodynamics
suited to the constructions.
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2 States, observables and self-adjoint operators
The constructions motivate consideration of alternatives to established developments for QFT
and anticipate richer dynamical descriptions than “quantization” of laws derived from classical
concepts. The constructed interacting fields necessarily lack properties required for a canonical
quantization.
The Feynman rules to evaluate scattering amplitudes for QFT result from a canonical
quantization,
Classical Dynamics
“Quantization”
=⇒ realization of quantum mechanics,
that is in analogy with non-relativistic quantum mechanics. One development is to unitarily re-
late fields using distinct Hamiltonians for free and interacting fields. A correspondence of QFT
with classical field theory provides the Hamiltonian forms but the Haag and Hall-Wightman-
Greenberg theorems [3,4] indicate that the definitions for Hilbert space operators are inconsis-
tent with interaction. In contradiction to a canonical quantization, the constructed generators
of time translation are forms canonically associated with free fields. The constructions ex-
hibit nontrivial dynamics with “trivial” Hamiltonians (35). This result would be precluded by
the Jost-Schroer and similar theorems if fields were Hermitian Hilbert space operators. The
loss of involution is decisive to admitting the constructions. From the perspective of the con-
structions, the Jost-Schroer theorem provides that only the physically trivial free fields have
Hermitian Hilbert space field operators.
It is well established that canonical quantization does not naturally extend to field theories.
The Stone-von Neumann theorem [22] does not apply for an infinite number of degrees of
freedom, the Haag and Hall-Wightman-Greenberg theorems [3,4] apply, and deficiencies in the
correspondence of classical quantities with operators [16] persist.
This study employs only general principles of quantum theory: a complete set of positive
energy states, relativistic invariance, and microcausality. Classical limits are left to be discov-
ered. The constructions demonstrate alternatives within quantum mechanics to “quantization”
of classical idealizations. With explicit constructions for VEV that exhibit interaction, this
development is
Hilbert space realization of quantum mechanics
Limits
=⇒ Classical Dynamics.
Quantum mechanics lacks the concepts of identifiable objects and trajectories except when
classical limits apply. And, flaws in classical limits, for example, descriptions of the radiation
reaction force in classical electrodynamics [24], should be corrected in the quantum develop-
ment. The early development of QED included anticipation that a formulation based upon the
development of Maxwell and Lorentz would be flawed due to such difficulties with the classi-
cal theory [3]. That the very small and very large scale properties of states are determined
by classical limits is suspect. Additional structure, structure without classical analogue, may
not be exhibited in the classical limits. Insight from the continuous evolution of mean values,
analogues of the association of Newton’s equation with quantum mechanics using Ehrenfest’s
theorem [23], applies when particle production is precluded.
The technical revision for QFT relates naturally with an interpretation of measurement as
the determination of state relative to an observer [15] and of observables as descriptions of those
states. Here, observables are generally dissociated from self-adjoint Hilbert space operators.
This dissociation enables significant simplifications to the mathematical description of QFT
while the necessary physical content is preserved. In this interpretation, states associated with
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the description “a particle located at x” are not necessarily eigenstates of a self-adjoint Hilbert
space location operator, nor even states with support limited to a bounded region of spacetime.
Descriptions need only be appropriate for the states. A location x is appropriately associated
with a state when the state is predominantly supported near x. The association is state, an
element of the Hilbert space, with location, the classical configuration space concept.
States are elements of Hilbert spacesa and their descriptions are interpretations of mea-
surements, interpretations that include the classical concepts of location as a point and field
strength at a point. Interactions that correlate (entangle) states of an observer with states of
interest are observations. Projections [18] onto subspaces of states and the generators of the
Poincare´ group are observablesb necessarily included in the constructions. Lack of an associated
self-adjoint operator does not exclude a quantity from physical relevance. Indeed, position is
relevant in relativistic quantum mechanics. The spectral (abstract kernel) theorem for rigged
Hilbert spaces (Gelfand triples) [20] provides that there is a decomposition of self-adjoint op-
erators as real linear combinations of projections. This justifies the definition of observable
for self-adjoint Hilbert space operators. But more generally, quantities in the descriptions of
states, particularly the classical idealizations of position and field strength, do not necessarily
correspond to self-adjoint operators. In the revised QFT axioms, no constraints are applied to
realize particular self-adjoint Hilbert space operators.
Although Feynman series have provided a conceptual framework for QFT and described,
for example, the Lamb shift, a direct interpretation for the series as quantum mechanics ap-
pears intractable. The approach here is to avoid the constraints that follow from the assertion
that fields are Hermitian Hilbert space operators. The assertion of Hermitian field operators
extrapolates successful descriptions for free or non-relativistic objects to objects that are both
relativistic and exhibit interaction. But this extrapolation is in spite of significant differences
between ordinary and relativistic quantum mechanics and that, even in ordinary quantum me-
chanics, a correspondence of classical observables with self-adjoint operators is not the general
case. Here, an appropriate, positive energy Hilbert space realization, Poincare´ covariance and
locality are considered more strongly motivated conditions than the ∗-involution and consequent
Hermitian Hilbert space field operators.
Isolated systems, those with negligible spatial overlap with other objects, are described
by a classical particle limitc as long as the state remains isolated.d The constructions share
this limit with established developments of QFT. A classical field limit for the constructions is
obscured by the lack of ∗-involution due both to the inapplicability of canonical quantization
and the loss of a semi-norm on real functions except in the case of free fields. Generalized
random processes, associated with the equal-time fields when the algebra of function sequences
has the ∗-involution, are definite forms for real functions. An indirect association with classical
aThe more general state description is a state density matrix (statistical operator [16]), a nonnegative self-
adjoint operator of trace class [17] or generalizations. The self-adjoint state density matrix decomposes as a
linear combination of projections onto states.
bFrom [19], “...call a real dynamical variable whose eigenstates form a complete set an observable.” The
Hilbert space operator terms used here are Hermitian, symmetric, and self-adjoint: an operator A with domain
DA in a Hilbert space with scalar product 〈u, v〉 is Hermitian if 〈u,Av〉 = 〈Au, v〉 for every u, v ∈ DA; a Hermitian
operator is symmetric if DA is dense; and a symmetric operator is self-adjoint if DA = DA∗ and Au = A
∗u for
every u ∈ DA. Then Hermiticity is necessary to symmetry and self-adjointness. An appropriate definition for a
real dynamical variable is substantial to a resolution to QFT difficulties.
cThe concern here is the approximation of quantum mechanics by classical mechanics and not the ~→ 0 limit
of quantum mechanics.
dOverlap of the isolated system with remote systems is neglected. And, any entanglement of an isolated
system with remote states due to prior interactions is not captured in the classical description.
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fields results from the approximation of results with strong phenomenological justification:
the constructions approximate Feynman rules scattering amplitudes; and the constructions
approximate scattering amplitudes from non-relativistic, potential scattering.
3 Scattering amplitudes
Scattering amplitudes are large time difference, plane wave limits of state transition amplitudes.
In [1], the scattering amplitudes are developed for the plane wave limits of LSZ (Lehmann-
Symanzik-Zimmermann) states labeled by functions based on
ℓ˜(t; pj)κj = e
iωjt(ωj + Ej)f˜(pj)κj (11)
with f˜(p)κ in S(R
d−1) [11] and a parameter t. These functions are elements of B for finite
mass, generalized functions with point support in time, and spatial test functions. For an LSZ
state labeled by ℓ(t)κ,
U(−t)Φ(ℓ(t))U(−t)−1 = i
∫
dx fˆ(t,x)
↔
∂ o Φ(t,x)
=
∫
dp (ω + E)ei(ω−E)tf˜(p) Φ˜(p)
=
∫
dp (ω + E)f˜(p) Φ˜(p)
= Φ(ℓ(0))
(12)
with t arbitrary and Φ(x) indicating a VEV argument using (1) and not a Hilbert space field
operator. The independence from t results from the limitation of the support of the VEV to
mass shells (10). f
↔
∂ o g := f g˙ − f˙g and
fˆ(x)κ =
1
(2π)
d−2
2
∫
dp eiωte−ip·xf˜(p)κ
is a smooth solution of the Klein-Gordon equation.
Evaluation of the plane wave limit scattering amplitudes below uses
f˜(p)κ = δL(p− q)w(p)κ
with
δL(p− q) =
(
L√
π
)d−1
e−L
2(p−q)2 > 0 (13)
and w(p)κ a multiplier [11]. Support is concentrated near the momentum q in the plane wave
limit as L → ∞. w(p)κ specifies particle species and polarization independently of the plane
wave limit. Plane wave “in” states are
lim
L→∞
t→−∞
|U(−t)ℓ˜n(t)〉 → |(q, w)inn 〉 (14)
and “out” states are the t→∞ limits.
The designation of two-in, two-out amplitudes follows the convention,
〈(p,w)out1,2 |(p,w)in3,4〉 := 2πi δ(p1 + p2 − p3 − p4)M((p, w)4) (15)
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with M a generalized function of (p, w)4 with each energy on a mass shell, Ej = ωj. M
corresponds to the renormalized result from the Feynman rules for evaluation of scattering
amplitudes [25] when the normalization for polarization descriptions wk is
wTkDM(pk)wk =
1
2Ek
(16)
for each k and with the energy on the mass shell, Ek = ωk. The equivalence with box normal-
ization is in Appendix E.
For the VEV from [1] and LSZ states, the evaluation of transition amplitudes for the two-in,
two-out, non-forward amplitudes in the plane wave limit results in
M = −i(2π)d−1c4 |ς2|
2
4
∑
κ1...κ4
w1(p1)κ1w2(p2)κ2w3(p3)κ3w4(p4)κ4S1,2[S3,4[×
U2(p1−p2)M(p1−p2)κ1κ2 U2(p3−p4)M(p3−p4)κ3κ4
+β2Υ(p1+p3)(DB)(p1+p3)κ1κ3β4Υ(p2+p4)(DB)(p2+p4)κ2κ4
+β3Υ(p1+p4)(DB)(p1+p4)κ1κ4β3Υ(p2+p3)(DB)(p2+p3)κ2κ3 ]].
(17)
The VEV are provided in (34) of Appendix A. In the scattering amplitude (17), energies are on
mass shells, and polarizations and species are described by wj(pj)κj . In the plane wave limit
(13), the only contributing term to the non-forward transition amplitudes is the connected
function CW n. Corrections of order L
−1 that result from approximating the relatively slowly
varying functions as constant within momentum summations are neglected. This approxima-
tion follows from the mean value theorem for integration given the nonnegativity of the delta
sequences used in the LSZ functions (13), continuity of M(p), B(p), Υ(p), Uk(p), ωj, and a
regularization of the energy conserving delta, δ(E). The regularization is for convenience and
limits the range of the summation over time to −T/2 through T/2.
∫ T/2
−T/2
du0 e
−iEu0 =
2 sin(ET/2)
E
≈ 2πδ(E).
The regularization is a convenience and not necessary to the result (17). This regularization of
the energy-conserving delta and the summation over the LSZ functions (13) results in replace-
ment of the energy-momentum conserving delta of (15) by the delta sequence
δT (p;L
2/n) :=
sin(ET/2)
πE
∫
du
(2π)d−1
∫
d(q)n
(
L√
π
)n(d−1) n∏
j=1
e−L
2(qj−pj)2−iqjsju
=
sin(ET/2)
πE
(
L√
nπ
)d−1
e−L
2p2/n
(18)
with n = 4 for two-in, two-out processes. p =
∑
sjpj with sj = 1 for incoming and sj = −1 for
outgoing particles.
4 Equivalent potentials
In selected cases, nonrelativistic limits of scattering cross sections derived from the scattering
amplitudes (17) are described by equivalent potentials. An equivalent nonrelativistic potential
is a concept best adapted to description of the interaction of two distinguishable particles, that
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is, to a description with a classical limit. For indistinguishable particles, the exchange effect
[27] is exhibited in quantum mechanics and has no classical analog. There is no classical limit
of the indistinguishability of particles and an effective potential is established for cases with
particles imagined as distinguishable. Distinguisable particles may have distinct masses or differ
by quantum numbers not involved in the interaction described by the equivalent potential.
The method is to compare the constructed scattering amplitudes (17) with the scattering
predictions from ordinary quantum mechanics when an incident plane wave scatters due to
interaction with a second, distinguishable particle. The interaction is described by a potential
energy. The scattering is elastic and the interaction is between a particle species and polarization
described by wj(pj)κj with a distinct particle species or polarization described by wk(pk)κk . In
this development, incoming particles designated 1 and scattering product 3 are described with
the same species and polarization, and incoming particle 2 and scattering product 4 are similarly
described by the same species and polarization that describe distinguishable states with regard
to 1. That is, w1(p1)κ1 = w3(p1)κ1 , w2(p2)κ2 = w4(p2)κ2 and w1(p1)κ1 6= w2(p1)κ1 .
With these understandings, (17) reduces to the form of a scattering amplitude for a single
scalar field but with distinguishable particles. Evaluation of the scattering amplitude (15)
results in
M = −i(2π)
d−1c4√
ω1ω2ω3ω4
[
Us(p1−p2)Us(p3−p4) + Υˆa(p1+p3, p2+p4) + Υˆb(p1+p4, p2+p3))
]
(19)
with
Us(pi−pj) := √ωiωj
∑
κi,κj
wi(pi)κiwj(pj)κjSi,j[U2(pi−pj)M(pi−pj)κiκj ]
and
Υˆa(p1+p3, p2+p4) + Υˆb(p1+p4, p2+p3)) :=
∑
κ1...κ4
w1(p1)κ1w2(p2)κ2w3(p3)κ3w4(p4)κ4×
√
ω1ω2ω3ω4 S1,2[S3,4[β2Υ(p1+p3)(DB)(p1+p3)κ1κ3β4Υ(p2+p4)(DB)(p2+p4)κ2κ4
+β3Υ(p1+p4)(DB)(p1+p4)κ1κ4β3Υ(p2+p3)(DB)(p2+p3)κ2κ3 ]].
|ς2|2 = 1. When Us(p), Υˆa(p) and Υˆb(p) are constants, this amplitude coincides with the first
contributing order of weakly coupled :Φ4 :.
The non-relativistic limit of the cross section, (85) from Appendix E, is contrasted with
the cross section from ordinary quantum mechanics. Using separation of variables in Jacobi
coordinates, the center of mass motion is isolated from the relative motion of the two incoming
particles, and evaluation of the cross section results from the scattering of a single particle of
reduced mass reacting to a potential. The first Born approximation to the resulting Fredholm
equation of the second kind, applicable when wave packet dispersion is negligible, at asymptotic
distances and for potentials of rapid decline, results in [26]
dσ
dΩ
=
∣∣∣∣− µ2π
∫
dx ei(p1−p3)·x V (x)
∣∣∣∣
2
for three spatial dimensions, d = 4. p1 is a selected incident momentum and p3,p4 are the
scattered momenta with p3 the scattered momentum of the particle of the same description as
p1 in this case of distinguisable particles.
µ =
m1m2
m1 +m2
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is the reduced mass for particle masses m1,m2. For a mollified 1/r potential, this first Born
approximation cross section coincides up to a phase with the ordinary quantum mechanical and
classical Rutherford cross section evaluations [27].
Narrowing consideration to the center of momentum frame and equal masses, m2 = m1,
µ = m1/2, the incoming momenta are p1 = (ω1,p1) and p2 = (ω1,−p1), and the outgoing
momenta are p3 = (ω1,p1 − q) and p4 = (ω1,−p1 + q) with q := p1 − p3, a momentum
transfer. The momentum dependence of the constructed scattering amplitude (19) follows from
the identifications
p3 − p4 = (0, 2p1 − 2q), p1 − p2 = (0, 2p1)
p3 + p1 = (2ω1, 2p1 − q), p4 + p2 = (2ω1,−2p1 + q)
p3 + p2 = (2ω1,−q), p4 + p1 = (2ω1,q).
In a non-relativistic limit, ωk ≈ m1 ≫ ‖pk‖ and (pj + pk)2 ≈ 4m21. The contributions of the
two terms in (19) including Υˆα(p) are nearly independent of the momenta in the nonrelativistic
limit and their contribution to the equivalent potential is consequently relatively short range.
The contributions of these two terms are neglected below.
Setting the two expressions for cross section equal results in
dσ
dΩ
=
∣∣∣∣− µ2π
∫
dx ei(p1−p3)·x V (x)
∣∣∣∣
2
=
(2π)4̺o ω1ω2ω3ω4 |M((p, w)4)|2
̺3 (ω3 + ω4)
2 .
With equal masses, ̺o = ̺3 from (84) of Appendix E. Then, in a non-relativistic limit, p
2
j ≪ m21,
and with the momentum transfer q := p1 − p3,
1
(2π)3
∫
dx eiq·x V (x) = iM((p, w)4)
=
(2π)3c4
m2
Us(0, 2p1)Us(0, 2p1−2q).
is one relation between V (x) and M((p, w)4) that results in equal cross sections. Equivalent
potentials V (x) that depend on the energy of the collision, given by the incident momentum
p1 in this center of momentum frame, are a general feature of the constructions. But, the
Yukawa and 1/r potentials are examples of potentials that are nearly independent of the incident
momentum. A relative phase is arbitrary when cross sections rather than amplitudes are
equated. Fourier transformation provides that
eip1·x V (x) =
∫
dq ei(p1−q)·x
(2π)3c4
m2
Us(0, 2p1)Us(0, 2p1−2q)
or
V (x) = e−ip1·x
(2π)3c4
m2
Us(0, 2p1)
∫
dq′ eiq
′·xUs(0, 2q
′). (20)
For macroscopic distances and typical momenta, p1 ·x≫ 1 and is unobservable in a finite-sized
detector. Rotational invariance is exploited to align axes for the summation with the result
that ∫
dq eiq·xϕ(q) =
∫
∞
0
q2dq ϕ(q)
∫ π
0
sin θdθ eiqr cos θ
∫ 2π
0
dφ
=
4π
r
∫
∞
0
dq q ϕ(q) sin(qr)
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with q2 := ‖q‖2 and r2 := ‖x‖2.
A Yukawa potential results for the square summable, infinitely differentiable
Us(0, 2q) =
1
1 + δ2q2
+
α
δ2 (ǫ2 + q2)
described with an arbitrarily small length δ > 0, momentum parameter ǫ > 0, and constant
α > 0. This Us(0, 2p1) is nearly constant for q ≪ 1/δ and
1
1 + (δq)2
≫ α
δ2 (ǫ2 + q2)
.
This is satisfied for α≪ δ2ǫ2 and α ≤ 1. The Fourier sine transform is∫
dq eiq·xUs(0, 2q) =
2π2
δ2r
(
e−r/δ + α e−ǫr
)
results from ∫
∞
0
dq
q sin(qr)
a2 + q2
=
1
2i
∫
∞
−∞
dq
q eiqr
a2 + q2
=
π
2
e−ra
due to the Cauchy integral and Plancherel theorems when r > 0. The maximum energy that
satisfies the conditions is set by q ≪ 1/δ and δ may be arbitrarily small.
The potential (20) is in the form of a Yukawa potential
V (x) ≈ C e
−ǫr
r
when
e−r/δ ≪ α e−ǫr.
For α < ǫ2δ2 < 1, this applies when r ≫ −δ lnα/(1 − ǫδ) > 0. Inside a minimum distance
roughly proportional to δ, the potential will deviate from e−ǫr/r. Selection of the coefficient c4
sets the strength of the potential, |C| = 16π5 α c4/(mδ)2.
A 1/r potential results for −δ lnα/(1 − ǫδ)≪ r ≪ 1/ǫ and ǫ > 0 may be arbitrarily small.
ǫ = 0 is excluded for U2(p) to be a multiplier. Without further development of the classical
limits for the constructions, ǫ is not associated with an elementary particle’s mass. In the
designations of this note, the elementary particle masses mκ appear in the two-point function.
When the Heaviside function is mollified to smoothly exclude a neighborhood of the point
p2 = 0, a Poincare´ invariant selection for Us(2p) is
Us(2p) =
(
1
1 + δ2p2
+
α
δ2 (ǫ2 + p2)
)
θ(p2).
5 Compton Scattering
Compton scattering is used to demonstrate that a Feynman rules scattering amplitude is within
the range of the constructions. It is demonstrated that the constructive method can approxi-
mate first contributing order, two-in two-out scattering amplitudes from Feynman series. The
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demonstration establishes that quantum mechanical models can approximate the phenomeno-
logically justified methods of Feynman series.
The contrast is made in three dimensional space, d = 4. The result is that cross sections
agree, and scattering amplitudes agree up to a phase, for small momentum transfers and for
transverse photon polarizations. This polarization condition is non-covariant, the result of
the noncovariant Coulomb condition with the covariant Lorentz condition. Satisfaction of the
polarization constraints is enabled in electrodynamics by the gauge invariance of Maxwell’s
equations. The construction approximating quantum electrodynamics is anticipated to be de-
scribed in classical limits by fields satisfying Maxwell’s equations and these limits exhibit gauge
invariance. In the constructions, this exclusion of polarization states suffices to have a semi-
norm.
Furry’s theorem [25] provides that the odd order functions vanish in a Feynman rules devel-
opment of electrodynamics. This result from QED is naturally exhibited by the constructions.
The constructions have vanishing odd-point functions.
5.1 Feynman rules and VEV
The Compton scattering amplitude [25,28] is
〈a∗out ,1b∗out ,2Ω|a∗in ,3b∗in,4Ω〉 = 2πi δ(p1+p2−p3−p4)M (21)
with
M = gr1r1gr3r3
e2
(2π)3
ur2γ0(6ǫr3
6p4−6p1 +m
(p4−p1)2−m2 6ǫr1 + 6ǫr1
6p1+ 6p2 +m
(p1+p2)2−m2 6ǫr3)ur4
= gr1r1gr3r3
e2
(2π)3
∑
α1,β1,µ1
(γ0γ
∗
µ1)α1β1ur4,(β1)
∑
α2,β2,µ2
(γ0γ
∗
µ2)α2β2ur2,(α2)×
(
ǫr1;(µ1)ǫr3;(µ2)
((6p4−6p1+m)γ0)β2α1
(p4−p1)2−m2 + ǫr1;(µ2)ǫr3;(µ1)
((6p1+ 6p2+m)γ0)β2α1
(p1+p2)2−m2
)
,
to first contributing order. The free field photon creation operators a∗k from (54) create photon
states with polarizations ǫrk(pk) and energy-momenta pk with k = 1, 3, and the electron free field
creation operators b∗k from (72) create electron states with polarizations wp,rk(pk) and energy-
momenta pk with k = 2, 4. The energy-momenta (p)4 correspond to k, p, k
′, p′ [25,28]. (21)
results from (14), Appendix C, and the interaction Hamiltonian density for electrodynamics,
HI(x) = e :Ψ(x) 6A(x)Ψ(x) :
:= e
3∑
α,β,µ=0
:Ψ(x)∗α (γ0γ
∗
µ)αβA(x)µΨ(x)β : .
e is the charge. Since photons with time-like polarization components are not observed, there
is no contribution from r1, r3 = 0 and the two factors of grjrj = −1 can be neglected. With the
change in notation from (57) to
R(p,m) := (6p +m)γ0 (22)
and
Rm(p) :=
(6p+m)γ0
p2−m2 =
R(p,m)
p2−m2
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for p2 6= 0, (21) equals
M = e
2
(2π)3
ur2γ0(6ǫr3Rm(p4−p1)γ0 6ǫr1 + 6ǫr1Rm(p1+p2)γ0 6ǫr3)ur4
in terms of 4x4 Hermitian matrices Rm(p) and γ0γ
∗
µ. With energy-momenta on mass shells,
p2 = m2 and q2 = 0 in the Compton scattering case,
(p+ q)2 −m2 = 2pq > 0
(p− q)2 −m2 = −2pq < 0 (23)
for m > 0 unless q(0) = 0 in the rest frame of the fermion and then both equal zero. q(0) > 0
except for the uninteresting case of infinite wavelength photons.
The Feynman series scattering amplitude (21) derives from VEV evaluated using the Fourier
transforms of free fields expressed as creation and annihilation operators, (50), (64) and (65)
from Appendix C. Commutation of the free fields A(x) and Ψ(x) and the properties of the free
field vacuum state result in the Fourier transform of the four-point function,
((D)2 · CW˜ 4(−ξ2,−ξ1, ξ3, ξ4)) = 〈Ω|Ψ˜(−p2)κ2A˜(−p1)κ1A˜(p3)κ3Ψ˜(p4)∗κ4Ω〉
= (2π)2
4∏
j=1
δ(Ej − ωj)
4∑
r1=1
ǫr1,κ1
2∑
r2=1
ur2,κ2
4∑
r3=1
ǫr3,κ3
2∑
r4=1
ur4,κ4〈Ω|aout ,1bout ,2a∗in ,3b∗in,4Ω〉.
Discussed in note 5 of the Introduction, factors of D result for free field operator-valued dis-
tribution adjoints for the ∗-mapped function arguments p1, p2. Substitution of (21), neglecting
the forward contributions, and identities from the photon two-point function (51),
4∑
r=1
grrǫr(p)αǫr(p)β =
gα,β
2ω
and the fermion two-point function (66),
2∑
r=1
ur(p)αur(p)β =
((6p +m)γ0)αβ
2ω
result in the connected contribution to the Fourier transform of the four-point function from
the first contributing order of the Feynman series for Compton scattering.
((D)2 · CW˜ 4(−ξ2,−ξ1, ξ3, ξ4)) = δ+1 δ+2 δ+3 δ+4 δ(p1+p2−p3−p4) V (24)
with
V = ie2
∑
α1,β1,µ1
(γ0γµ1)α1β1((6p4 +m)γ0)β1κ4
∑
α2,β2,µ2
(γ0γµ2)α2β2((6p2 +m)γ0)κ2α2×
gµ1µ1gµ2µ2
(
gµ1κ1gµ2κ3
((6p4−6p1+m)γ0)β2α1
(p4−p1)2−m2 + gµ2κ1gµ1κ3
((6p1+ 6p2+m)γ0)β2α1
(p1+p2)2−m2
)
:= Vs((ξ)4) + Vu((ξ)4)
and
Vs((ξ)4) := as((p)4)
(
(6p2 +m)γκ1R(p1+p2,m)γ∗κ3(6p4 +m)∗
)
κ2κ4
Vu((ξ)4) := au((p)4)
(
(6p2 +m)γκ3R(p4−p1,m)γ∗κ1(6p4 +m)∗
)
κ2κ4
.
(25)
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This result uses (60), gµµgµκ = δµκ, γ
2
0 = 1 and 2ωk δ
+
k := δ(Ek − ωk). The Feynman rules
result is
as((p)4) =
ie2
(p1+p2)2−m2 and au((p)4) =
ie2
(p4−p1)2−m2 . (26)
To study definiteness of the VEV, a generalization of (24) is introduced. The generalization
of the connected four-point function (24) is a substitution of multiplier functions as(p), au(p)
for the Feynman rules coefficients (26). The first contributing order, Feynman rules connected
four-point VEV is imaginary, i times real functions, Hermitian matrices and delta functions.
For Lorentz invariant multiplier functions as, au, the generalization has the same Poincare´
covariance as the Feynman rules result (24) with (26).
The four-point VEV derived from the Feynman rules is Lorentz covariant. Together with the
nonnegativity developed in the following section, the Lorentz covariance demonstrates that an
approximation of the Feynman rules result satisfies the revised Wightman axioms. Satisfaction
of the locality and spectral support conditions follows from the symmetrization (38) and energy
support (24). Lorentz covariance derives from the transformation of the field Φ(Λ−1x) =
S(A)Φ(x) that in field components (43) is
A(Λ−1x) = Λ(A)−1A(x), Ψ(Λ−1x) = Sp(A)Ψ(x), Ψ(Λ
−1x)∗ = Sp(A)Ψ(x)
∗
from (48) and (61). In a Poincare´ transformed coordinate frame, the VEV are
〈Ω|Ψ˜(−Λ−1p2)κ2A˜(−Λ−1p1)κ1A˜(Λ−1p3)κ3Ψ˜(Λ−1p4)∗κ4Ω〉 = ie2 δ(p1+p2−p3−p4)
∏
j δ
+
j ×(
(Λ−1 6p2 +m)γκ3Rm(Λ−1(p4−p1))γ0γκ1(Λ−1 6p4 +m)γ0
+(Λ−1 6p2 +m)γκ1Rm(Λ−1(p1+p2))γ0γκ3(Λ−1 6p4 +m)γ0
)
κ2κ4
from (24) and (25) using the Lorentz invariance of p = 0, p2 and E > 0 for proper orthochronous
Lorentz transformations. Λ−1 6p := R(Λ−1p, 0)γ0 using (22). The realization of (9) for the
electron, (61), results in (75), (77) and
Sp(A)(6p +m)γ0Sp(A)T = (Λ−1 6p+m)γ0.
For the first term from (25), this identity and (22) result in
(
(Λ−1 6p2 +m)γκ3R(Λ−1(p4−p1))γ0γκ1(Λ−1 6p4 +m)γ0
)
κ2κ4
=
(
Sp(6p2 +m)γ0STp γ0γκ3SpR(p4−p1)STp γ0γκ1Sp(6p4 +m)γ0STp
)
κ2κ4
=
(
Sp(6p2 +m)γ0STp γ∗κ3γ0SpR(p4−p1)STp γ∗κ1γ0Sp(6p4 +m)γ0STp
)
κ2κ4
using γ20 = 1 and (60). A similar result applies for the second term in (25). (75) and (77) (cf.
equation 1-43 [3]) provides that
Sp(A)
T γ∗κγ0Sp(A) =
∑
ν
Λ−1κν γ
∗
νγ0.
Together with Lorentz invariance of the coefficients as and au, this demonstrates the Poincare´
covariance of (24). That is,
〈Ω|Ψ˜(−Λ−1p2)κ2A˜(−Λ−1p1)κ1A˜(Λ−1p3)κ3Ψ˜(Λ−1p4)∗κ4Ω〉
= 〈Ω|(SpΨ˜(−p2))κ2(Λ−1A˜(−p1))κ1(Λ−1A˜(p3))κ3(SpΨ˜(p4)∗)κ4Ω〉.
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5.2 Nonnegativity of the CW 4 approximating the Feynman series
Variations of the constructions are required to approximate the first contributing order from
Feynman series for Compton scattering. While the constructions result in field theories that
exhibit interaction with desired Poincare´ covariance properties, (25) is not proportional to a
selection for (17). Variations of the constructions include additional organizations of the two-
point function M(p), submatrices, and Lorentz invariant functions into connected functions.
In this section, a connected four-point function that approximates the Feynman series Comp-
ton scattering cross section is developed. (24) consists of the two terms (25). The constructions
replicate the Vs term and approximate the Vu term at small momentum transfers. The au that
provides nonnegativity has a fractional error from the Feynman series result (24) proportional
to the momentum exchange (p4 − p2)/m.
The constructed connected four-point functionals are nonnegative.
CW 4(f
∗
2 x f2) =
∫
d(ξ)4 ((D)2 · CW˜ 4(−ξ2,−ξ1, ξ3, ξ4)) f˜2(ξ1, ξ2)f˜2(ξ3, ξ4) ≥ 0. (27)
This nonnegativity results in the demonstration of a semi-norm (5) for the constructions [1].
The Feynman rules result in an indefinite connected four-point function but the approximation
times −i is nonnegative in the subspace of transversely polarized photon states.
To achieve the nonnegativity (27), it is sufficient that the constructed VEV (24) be a
summation of terms in the form:
Va((ξ)4) :=
∫
µa(dv) Ta(v, ξ1, ξ2)Ta(v, ξ3, ξ4) (28)
with v a set of values summed using nonnegative measure µa(dv). This factorization applies in
the subspace of transversely polarized photon states (55), for energies Ej on the positive mass
shells, and on the manifold with energy-momentum conservation, p1+p2 = p3+p4. Transversely
polarized here indicates satisfaction of both the Coulomb, wǫ(p)0 = 0, and Lorentz, pwǫ(p) = 0,
conditions with p the photon energy-momentum.
The sufficiency of (28) is demonstrated by substitution into (24) and (27) using that sums
of nonnegative numbers are nonnegative.
CW 4(f
∗
2 x f2) =
∑
a
∫
du
(2π)d
∫
µa(dv)
∣∣∣∣
∫
d(ξ)2 e
iu(p1+p2)δ+1 δ
+
2 Ta(v, (ξ)2)f2((ξ)2)
∣∣∣∣
2
≥ 0
from
(2π)dδ(p) =
∫
du eipu.
u is a d-dimensional spacetime vector. Following (4) and (43), the functions f˜2(p1, p2)κ1κ2
appropriate for Compton scattering have 0 ≤ κ1 ≤ 3 and 8 ≤ κ2 ≤ 11.
To achieve (28) with a four-point VEV of the form (24) with (25), it is sufficient that:
1. R(p1+p2,m) is a positive semidefinite 4x4 matrix,
2. Summed over κ1 and κ3 for photon states with polarizations that satisfy the Coulomb
and Lorentz conditions,
(6p2+m)γκ3R(p4−p1,m)γ∗κ1(6p4+m)∗ = (6p2+m)γκ3R(−p2−p1,m)γ∗κ1(6p4+m)∗
and,
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3. [γκ3R(−p2−p1,m)γ∗κ1 ] is a negative semidefinite 16x16 matrix.
[γκ3R(−p2−p1,m)γ∗κ1 ] is the 16x16 matrix described by the 4x4 arrangement of 4x4 submatrices
γκ3R(−p2−p1,m)γ∗κ1 .
Sufficiency of the conditions is demonstrated first, and then the validity of the assertions is
established for an approximation to the Feynman series result for Compton scattering. Validity
is first established in particular, convenient frames of reference and finally the demonstrations
are extended to appropriate, general frames.
The asserted positive semidefiniteness of the matrices results in factorizations, M = C∗C
[29]. From energy-momentum conservation, p1 + p2 = p3 + p4,
R(p1 + p2,m) = C
∗
e (p1 + p2,m)Ce(p1 + p2,m)
= C∗e (p1 + p2,m)Ce(p3 + p4,m)
and,
−[γκ3R(−p2−p1,m)γ∗κ1 ] = Cx(p1+p2)∗Cx(p3+p4).
With as, au equal to −i times (26), as > 0 and au < 0 from (23). The nonnegative root of −au
is not appropriate for (28), but
au((p)4) =
e2
(p2−p1)2−m2 =
e2
2p1p2
(29)
has the proper form. Energy-momentum conservation establishes that p1p2 = p3p4. The
substitution approximates the cross section derived from (26) when momentum exchanges are
small, p4−p2 ≈ 0. (25) with as equal to −i times the Feynman rules as (26) and au from (29)
have decompositions that satisfy (28). These decompositions are
Ts(v, ξ1, ξ2) =
√
as (Ce(p1 + p2,m)γ
∗
κ1(6p2 +m)∗)ℓ,κ2
Tu(v, ξ1, ξ2) =
√−au
3∑
j=0
Cx(p1 + p2)ℓ,κ1j(6p2 +m)∗j,κ2
with v = ℓ summed from 1 to 4 for Ts and from 1 to 16 for Tu, and both as and au are functions
of p1p2 = p3p4 and the semidefiniteness, from (23), is appropriate.
Validity of the three assertions is now developed. R(p1+p2,m) is positive semidefinite. From
[29, theorem 7.2.7], positive semidefiniteness is demonstrated given a factorization, M = C∗C.
For a general R(p, µ) from (22) with p2 ≥ µ2, (57), (58) and (59), P (p)∗ = P (p), and P (0,p)2 =
p2 proportional to the identity matrix provide that
R(p, µ) =
(
(E + µ)σ0 P (0,p)
P (0,p) (E − µ)σ0
)
=
1
E + µ
(
(E + µ)σ0 0
P (0,p)∗
√
p2−µ2 σ0
)(
(E + µ)σ0 P (0,p)
0
√
p2−µ2 σ0
)
:= C∗e (p, µ)Ce(p, µ)
(30)
when E ≥ 0. Indeed, the doubly redundant eigenvalues of R(p, µ) are nonnegative, two sets of
λ± = E ±
√
µ2 + p2 ≥ 0. µ may be positive or negative. The case of interest is p = p1 + p2
and µ = m.
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The identities among the R(±pj − p1,m) for j = 2, 4 in the context of (25) appear in
evaluations of spin averaged cross sections [25]. The representation for the covering group
of Lorentz transformations and that observed photon states satisfy the Coulomb and Lorentz
conditions result in the identities. Summed over κ3 for any photon polarization state that
satisfies the Coulomb condition,
6wǫ(p) :=
∑
κ3
γ∗κ3wǫ(p)κ3
=
(
0 −P (0,wǫ)
P (0,wǫ) 0
)
from (57), (59) and wǫ = (0,wǫ). In the rest frame of the product electron, here labeled
p4 = (m, 0, 0, 0),
(6p4+m)6wǫ(p)(6p4+m)∗ =
(
2m 0
0 0
)(
0 −P (0,wǫ)
P (0,wǫ) 0
)(
2m 0
0 0
)
= 0
independently of the photon momentum p. 6wǫ covers all possibilities for factors of γ∗κ3 allowed
by observed photon states. Then, using the notation R(p,m) from (22), the contribution of p4
to R(p4 − p1,m) vanishes due to the multiplication by (6p4+m)∗.
R(p4−p1,m)γ∗κ3(6p4 +m)∗ = R(−p1, 0)γ∗κ3(6p4 +m)∗ (31)
when photon polarizations are restricted to satisfy the Coulomb condition. In the rest frame of
the incident electron labeled p2, the adjoint of (31) provides that
(6p2 +m)γκ1R(−p2−p1,m) = (6p2 +m)γκ1R(−p1, 0).
Substitution results in the desired identity.
(6p2 +m)γκ1R(−p1, 0)γ∗κ3(6p4 +m)∗ = (6p2 +m)γκ1R(p4−p1,m)γ∗κ3(6p4 +m)∗
= (6p2 +m)γκ1R(−p2−p1,m)γ∗κ3(6p4 +m)∗
(32)
when photon polarizations are restricted to satisfy the Coulomb and Lorentz conditions. Va-
lidity of the identity for all appropriate values of p2 and p4 requires the Lorentz condition in
addition to the Coulomb condition, as discussed below.
[γκ3R(−p2 − p1)γ∗κ1 ] is a negative semidefinite 16x16 matrix. In the rest frame of the
incident electron labeled by p2 = (m, 0, 0, 0), a reference frame achievable through a rotation
has p1 = (̺1, 0, 0, ̺1) with ̺1 > 0. In this frame, the Coulomb and Lorentz conditions imply
that the photon labeled p1 has polarization states of the form wǫ = (0, wǫ(1), wǫ(2), 0). As a
consequence and in this frame, only the 8x8 κ1, κ3 = 1, 2 submatrix of [γκ3R(−p2 − p1)γ∗κ1 ]
contributes to the determination of definiteness. The contributing 8x8 principal submatrix can
be expressed in 4x4 submatrices as
−[γκ3R(−p1−p2,m)γ∗κ1 ] =
(
γ1R(p1+p2,−m)γ∗1 γ2R(p1+p2,−m)γ∗1
γ1R(p1+p2,−m)γ∗2 γ2R(p1+p2,−m)γ∗2
)
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using that −R(−p,m) = R(p,−m) from (22). Multiplying out the 4x4 matrices using the
evaluation of R(p1+p2,−m) from (57) in the selected reference frame, (58) and (60) provide
that
γiR(p1+p2,−m)γ∗j =
(
0 σi
−σi 0
)(
̺1 ̺1 σ3
̺1 σ3 ̺1 + 2m
)(
0 −σj
σj 0
)
=
(
(̺1 + 2m)σiσj −̺1 σiσ3σj
−̺1 σiσ3σj ̺1σiσj
)
=
(
σiσj 0
0 σiσj
)(
̺1 + 2m −̺1 σjσ3σj
−̺1 σjσ3σj ̺1
)
= γiγ
∗
jR(p1+p2,m).
The result follows from products of the Pauli spin matrices (33), that σ2j = σ0 and σjσ3σj = −σ3
for j = 1, 2. Then,
−[γκ3R(−p1−p2,m)γ∗κ1 ] =
(
R iχ3R
−iRχ3 R
)
=
(
C∗e 0
−iRχ3C−1e 0
)(
Ce i(C
∗
e )
−1χ3R
0 0
)
:= Cx(p1+p2)
∗Cx(p3+p4)
that is positive semidefinite and in the form of (28). R := R(p1+p2,−m) and Ce = Ce(p1+
p2,−m) from (30). The result follows from conservation of energy-momentum, p1+p2 = p3+p4,
commutation of R with χ3,
χ3 := −iγ1γ∗2 =
(
σ3 0
0 σ3
)
and σ1σ2 = −σ2σ1 = iσ3. χ23 = 1 and χ3 has been designated −iΓT12 and −iσ12 [28]. This
factorization completes the demonstration that [γκ3R(−p2 − p1)γ∗κ1 ] is negative semidefinite in
the selected reference frame.
The demonstrations that
(6pk+m)6wǫ(p)(6pk+m) = 0
for k = 2, 4 and consequently that [γκ3R(p4−p1,m)γ∗κ1 ] is a negative semidefinite 16x16 matrix
in the context of (25) are valid in the rest frames of the electrons p4 and p2 respectively.
Validity of the identities and the demonstration of definiteness are extended to all frames
by demonstrating Lorentz transformations that preserve the generally noncovariant Coulomb
condition and reach all relevant energy-momenta. Lorentz transformation is a ∗-congruence
and preserves definiteness.
Every element A ∈SL(2,C) has a polar decomposition, A = UP with a unitary U and
positive semidefinite P . Every positive semidefinite P is unitary similar to a diagonal matrix,
P = V DV ∗ [29]. This expresses every A = UV DV ∗ as rotations UV and V ∗ and a boost along
the z-axis D [4]. Then, with an initial rotation V ∗, every Lorentz transformation equals a boost
along the z-axis followed by a rotation, S(A) = S(UV )S(D)S(V ∗). In the rest frame of the
massive particle, p4 = (m, 0, 0, 0), and considering V
∗ as the rotation to a reference frame with
the photon momentum p1 aligned with the z-axis, the transverse polarization states are
wǫ = woǫ := (0, wǫ(1), wǫ(2), 0)
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and a boost along the z-axis followed by a rotation reaches all possibilities for sums of the two
energy-momentum vectors attainable by proper, orthochronous Lorentz transformation.
p4 + αp1 =


m+ α̺1
0
0
α̺1

 7→


E′
0
0
̺′1

 7→


E′
sinφ cos θ ̺′1
sinφ sin θ ̺′1
cosφ̺′1


and preserves validity of the Lorentz condition.


0
wǫ(1)
wǫ(2)
0

 7→


0
wǫ(1)
wǫ(2)
0

 7→


0
w′ǫ(1)
w′ǫ(2)
w′ǫ(3)

 .
The definiteness-implying identity (31) is invariant to the spatial orientation of the photon
polarization, that is, is invariant to the intial rotation V ∗. Consequently, the Coulomb condition
is preserved by every Lorentz transformation implemented in the particular sequence A =
UV DV ∗ with the initial polarization wǫ = S(V
∗)−1 w′ǫ. All such wǫ satisfy the Coulomb and
Lorentz conditions when w′ǫ does. Consequently, validity of (31) in the particular frames for
polarizations that satisfy the Coulomb and Lorentz conditions implies (31) for all p4 and p1
with polarizations that satisfy the Coulomb and Lorentz conditions. Finally, (32) is valid for
all p1, p2, p4 and with polarizations that satisfy the Coulomb and Lorentz conditions.
The demonstration of the positive semidefiniteness of the Vs term from (25) is independent
of the photon polarization, but the demonstration of negative semidefiniteness of the Vu term
uses the noncovariant Coulomb condition. From (22), (75) and (77) of Appendix D, the Lorentz
transformations of the polarization and energy-momentum derive from
R(Λ−1p,m) = SpR(p,m)S
T
p .
Then
[γκ3R(Λ
−1(p4−p1),m)γ∗κ1 ] = [γκ3SpR(p4−p1,m)STp γ∗κ1 ]
= [Sp Sp
−1
γκ3SpR(p4−p1,m)STp γ∗κ1(STp )−1STp ]
= [Sp (
∑
µ
Λ−1κ3µγµ)R(p4−p1,m) (
∑
ν
Λ−1κ1νγ
∗
ν)S
T
p ]
from (77) and its matrix adjoint. The factors of Λ−1 define the covariantly transformed photon
polarization vector. With covariantly redefined polarizations, the Lorentz transform
[γκ3R(p4−p1,m)γ∗κ1 ] 7→


Sp 0 0 0
0 Sp 0 0
0 0 Sp 0
0 0 0 Sp

 [γκ3R(p4−p1,m)γ∗κ1 ]


STp 0 0 0
0 STp 0 0
0 0 STp 0
0 0 0 STp


displays that Lorentz transformation is a ∗-congruence that preserves negative semidefinite-
ness. It was demonstrated above that the identities (32) remain valid for all electron and
photon energy-momenta with photon polarizations that satisfy the Coulomb condition. The
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demonstration of negative semidefiniteness follows similar reasoning: every relevant p4 − p1
can be reached by Lorentz transformation of (m − ̺1, 0, 0,−̺1) and preserve validity of the
Coulomb condition. [γκ3R(Λ
−1(p4−p1),m)γ∗κ1 ] depends on only p4− p1. For every p4− p1 with
(p4−p1)2 constant and sgn(E4−E1) preserved when (p4−p1)2 ≥ 0, there is a rotation and then
a boost along the z-axis that puts the matrix in the rest frame of p2 with a photon polarization
that satisfies the Coulomb and Lorentz conditions. Consequently, negative semidefiniteness in
the selected frame for polarizations that satisfy the Coulomb and Lorentz conditions implies
semidefiniteness in all reference frames with polarizations that satisfy the Coulomb and Lorentz
conditions.
This completes the demonstration that the two terms given by (25) have a decomposition
(28), and that the constructed approximation to the Feynman series Compton scattering cross
section satisfies the nonnegativity (27). The connected four-point function that results from −i
times the VEV derived from the Feynman rules with an approximation for au is nonnegative.
The nonnegativity applies in the subspace of photon polarizations satisfying the Lorentz and
Coulomb conditions. A QFT that approximates the Feynman rules Compton scattering cross
section results from a definition for the higher order connected functions. One organization
supplements anyM and B dependent factors in (34) from Appendix A with factors that include
connected four-point functions of the form (28).
CWn+m(f
∗
n gm) :=
ςn ςm
n!m!
cn+m
∑
a
∫
(dξ)n+m
∫
du S[f˜n((ξ)n)]S[g˜m((ξ)n+1,n+m)]×
exp(i
n+m∑
ℓ=1
sℓpℓu)
n+m∏
k=1
δ+k
(
∂
∂ρk
)
. . .
Nb∏
b=1
(
1 +
∫
µa(dvb)
∂
∂αb
∂
∂α′b
)
×
exp(
Nb∑
ℓ′=1

αℓ′ n∑
i<j
ρiρj Ta(vℓ′ , ξi, ξj) + α
′
ℓ′
n+m∑
n<i<j
ρiρj Ta(vℓ′ , ξi, ξj)

)
with Nb :=
[
n+m
4
]
, the greatest integer less than or equal to (n+m)/4, and CWn+m is evaluated
for (ρ)n+m = (α)Nb = (α
′)Nb = 0.
The approximation improves for small momentum exchanges p4 − p2. The fractional error
in |au| from (29) contrasted with the first contributing order Feynman series value (26) is∣∣∣∣∣
1
(p4−p1)2−m2
− 1
(p2−p1)2−m2
1
(p4−p1)2−m2
∣∣∣∣∣ =
∣∣∣∣p1(p2 − p4)p1p2
∣∣∣∣
=
ˆ̺1(1− cos θ)
m+ 2ˆ̺1
with θ the angle between the incident and product electron momenta in the center of momentum
frame (̺2̺4 cos θ := p2 ·p4 for the frame with p1+p2 = 0), and ˆ̺1 is the energy of the incident
photon p1 in the rest frame of the incident electron p2. ̺
2
j := p
2
j . The fractional error is
greatest when the product electrons are backscattered with respect to the incident electrons.
m ˆ̺1 = ̺1(̺1 +
√
m2 + ̺21) with ̺1 the incident photon energy in the center of momentum
frame.
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6 Appendices
A Notation and the VEV
Spacetime coordinates are designated x := t,x, energy-momentum vectors are p := E,p and
more generally, Lorentz vectors are q := q(0),q. x, p, q ∈ Rd, x,p,q ∈ Rd−1, x2 := xT gx =
t2 − x2, px = pT gx with g the Minkowski signature matrix, x2 := x2(1)+. . . x2(d−1) is the square
of the Euclidean length in Rd−1, and
E2j = ω
2
j := m
2
κj + p
2
j
describe mass shells. p ∈ V¯ +, the closed forward cone, if p2 ≥ 0 and E ≥ 0. In four dimensions,
the components of p are alternatively designated as p(1), p(2), p(3) or px, py, pz as convenient.
The components of Lorentz covariant vectors are designated as, for example, pj;(k) to distinguish
Lorentz components k from argument labels j. In a multiple argument function or generalized
function f(x1, . . . xn)κ1...κn , mκj is the mass associated with the jth argument and the κjth
field component, κj ∈ {1, 2, . . . Nc}. Multiple arguments are denoted (x)n := x1, x2 . . . xn
and (x)k,n := xk, . . . xn for either ascending or descending sequences of indices. The multiple
argument notation includes recursion, for example,
(
∑
ν
(
∫
dζ)2)3 :=
∑
ν1
∫
dζ1
∫
dζ2
∑
ν2
∫
dζ3
∫
dζ4
∑
ν3
∫
dζ5
∫
dζ6.
Dirac delta generalized functions supported on mass shells are denoted
δ±j :=
δ(±Ej − ωj)
2ωj
, δˆj := δ(p
2
j −m2κj) = δ+j + δ−j .
Sign conventions for Fourier transforms are set by the functions,
f˜n((p)n) :=
1
(2π)
nd
2
∫
Rnd
(dx)n
n∏
k=1
e−ipkxkfn((x)n),
together with the definition of the Fourier transform of generalized functions T˜ (f˜) = T (f).
Summation notation is used for generalized functions,
∫
dx T (x)f(x) := T (f) for a generalized
function T (x) and an appropriate function f(x). The summation∫
∞
−∞
ds e−αs
2+βs =
√
π
α
eβ
2/(4α)
is used repeatedly. Notation includes the shorthand (ξ)n := (p, κ)n, (−ξ)n := (−p, κ)n and∫
(dξ)n :=
Nc∑
κ1=1
. . .
Nc∑
κn=1
∫
dp1 . . . dpn.
In particular, Φ˜ℓ := Φ˜(ξℓ) = Φ˜(pℓ)κℓ . α denotes the complex conjugate of α ∈ C and ‖A‖
denotes the determinant of a square matrix A or the Hilbert space norm of an element A,
depending on context. [Mij ] denotes the matrix with elements Mij ∈ C or the Mij may be a
nxn set of mxm matrices resulting in a nmxnm matrix [Mij ]. The 2x2 Pauli spin matrices are
designated
σ0 :=
(
1 0
0 1
)
, σ1 :=
(
0 1
1 0
)
, σ2 :=
(
0 −i
i 0
)
, σ3 :=
(
1 0
0 −1
)
. (33)
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The units of the spacetime coordinates are length, and the units of the masses and energy-
momentum coordinates are inverse length. Conversion of t to units of time is then “time” = t/c.
“mass” = ~m/c, “momentum” = ~p and energies are, for example, “energy” = ~c
√
m2 + p2.
The constructions [1,2] are described by a Wightman-functional and a class of functions
B ⊂ A. For every free field Wightman-functional Wo, there is a family of nontrivial Wightman-
functionalsW . One or more elementary particles are included in the description of the free field,
Wo. In the case of a free field, the only connected function that contributes is the two-point
(generalized) function (6).
The Wightman-functionalW is a sequence of local, Poincare´ covariant generalized functions.
W is a functional dual to terminating sequences of functions
f := ( f0, . . . , fn((x)n)κ1...κn , . . .)
with each fn((x)n)κ1...κn ∈ A one of a sequence of (Nc)n n-argument functions. f0 is a complex
number. The algebra of function sequences A has the product (3), the ∗-map (4) and is
described in note 3 of the Introduction.
The constructions include higher order connected functions.
CWn+m(f
∗
n gm) :=
ςn ςm
n!m!
cn+m
∫
(dξ)n+m
∫
du exp(i
n+m∑
ℓ=1
sℓpℓu)
n+m∏
k=1
δ+k
(
∂
∂ρk
)
×
exp(
n∑
i<j
ρiρj Un(pi−pj)Mκiκj (pi−pj) +
n+m∑
n<i<j
ρiρj Um(pi−pj)Mκiκj(pi−pj))×
exp(
n∑
i=1
n+m∑
j=n+1
ρiρjβi+j−nΥ(pi+pj)(DB)κiκj (pi+pj)) S[f˜n((ξ)n)]S[g˜m((ξ)n+1,n+m)]
(34)
evaluated at (ρ)n+m = 0 and with sℓ = −1 for ℓ ≤ n and sℓ = 1 otherwise. The signed
symmetrization S[] in (38) is described in Appendix B. The connected functions CW n are
identified as the connected contributions of the Wightman functions Wn.
The VEV of the construction [1] are described by:
C1. the free field two-point function (6) that determines the constituent elementary particles
C2. coefficients cn that are the moments of a nonnegative measure
C3. complex constants ςn
C4. Lorentz invariant functions Un(p),Υ(p) that are multipliers of tempered functions
C5. coefficients βj that are Laplace transforms (42) of a nonnegative measure µβ(dv)
C6. a nonnegative, Lorentz invariant measure µs(ds) with
Bκkκj(p) :=
∫
µs(ds) Mκkκj(s) e
−sp;
C7. a summation (38) over signed permutations of arguments, S[].
Variations of these constructions include convex sums of the connected functions (34) and
additional organizations for Lorentz invariant functions and submatrices of M(p) into nonneg-
ative forms. Conditions (7), (8), (9) and C1-C7, rather than equations of motion, describe the
constructions.
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The constructed VEV are Poincare´ covariant solutions of the Klein-Gordon (Schro¨dinger)
equation and satisfy the spectral support condition. Consequently, evolution with time is
analogous to the time evolution of a free field [1].
〈f |U(t)g〉 =
∑
n,m
Nc∑
κ1=1
. . .
Nc∑
κn+m=1
∫
(dx)n+m ((D·)nWn+m((x)n+m))κ1...κn+m×
fn((x)n,1)κn...κ1 gm((x(0) − t,x)n+1,n+m)κn+1...κn+m
=
∑
n,m
∫
d(ξ)n+m ((D·)nW˜n+m((ξ)n+m))f˜n((−ξ)n,1)
n+m∏
k=n+1
e−iωktg˜m((ξ)n+1,n+m)
(35)
for f, g ∈ B. The interaction results from the mass shell singularities of the VEV. The free
field Hamiltonian commutes with the angular momentum operators, generators of the Poincare´
group, and angular momentum conservation follows from Poincare´ covariance.
B Functional-generators
The VEV described by (6) and (34) are generalized function coefficients in a multinomial
expansion that results from summation of symmetrized sums of products of two generator
functionals. There is a generator Go for the free field Wightman-functional Wo and a generator
Gn,m for higher order connected functions. The Fourier transforms of the VEV are
W˜n((ξ)n) :=

 n∏
j=1
∂
∂αj

 n∑
k=0
(
S[Gk,n−k((α, ξ)n)Θk,nGo((α, ξ)n)]
k! (n − k)!
)
(36)
evaluated at (α)n = 0. The energy ordering function Θk,n = 1 when −Ej > 0 for every j ≤ k
and Ej > 0 for k < j ≤ n and Θk,n = 0 otherwise. This form exhibits a unique vacuum (is
indecomposable [7]). In [1] it was demonstrated that W˜n((ξ)n) = W˜o;n((ξ)n), the VEV of a free
field, when the Gn,m = 1. It was also demonstrated that due to the limited energy supports,
the signed permutations can be limited to within function arguments,
W (f∗ x g) =
∑
n,m
1
n!m!
∫
(dξ)n+m S[((D
T ·)nf˜n((−ξ)n,1))] S[g˜m((ξ)n+1,n+m)]×(
n+m∏
ℓ=1
∂
∂αℓ
)
Gn,m((α, ξ)n+m)Go((α, ξ)n+m)
(37)
when f, g ∈ B and (α)n+m = 0. The summation over signed permutations of arguments is
denoted by
S[Tn((x)n)κ1...κn ] :=
∑
π
sκπ1 ...κπn Tn(xπ1 , xπ2 , . . . xπn)κπ1 ...κπn . (38)
The summation includes all n! permutations of 1 through n. The signs sκπ1 ...κπn are determined
by transpositions, s...κjκj+1... = σκjκj+1s...κj+1κj ... with σκjκj+1 = −1 if κj , κj+1 > Nb, and
σκjκj+1 = 1 otherwise. s...κjκj+1... = 0 when κj = κj+1 > Nb and |sκπ1 ...κπn | = 1 when no
κi = κj > Nb for i 6= j. These signs agree with the commutation relations of the free field that
apply when xi − xj is space-like. The argument of S[·] indicates a term with positive sign and,
together with the transpositions, determines the signs sκπ1 ...κπn .
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The generator for the free field is constructed as the multinomial in (α)n+m with generalized
function coefficients that results in∏
j∈Iℓ,n
∂
∂αj
Go((α, ξ)n) := W˜o;ℓ((ξ)Iℓ,n , (ξ)Iℓ′,m)
:=


∑
pairs
sπ1...π2k∆˜(ξπ1 , ξπ2) . . . ∆˜(ξπ2k−1 , ξπ2k) ℓ = 2k
0 ℓ = 2k+1
(39)
when (α)n = 0. sπ1...π2k is from (38) with s12...n = 1 and the sum is over all (2k)!/(2
kk!) pairs
from I2k,n without regard to order. The ℓ elements of the set of integers Iℓ,n := {i1, i2, . . . iℓ}
are distinct elements of {1, 2, . . . n}. The indices of the two-point functionals are in ascending
index order, πj < πk when j < k.
The higher order connected functions result from Gn,m((α, ξ)n+m) that are Hadamard func-
tions of the M(p)κ1κ2 from (6).
ln (Gn,m((α, ξ)n+m)) :=
∫
dζ1 zn((−ξ)n,1,M∗) zm((ξ)n+1,n+m,M)×
exp(
∫
dζ2 wn((−ξ)n,1,DC)wm((ξ)n+1,n+m, C))
(40)
with DM = C∗C from (7) and
zn((ξ)η+1,η+n,M) := ςn
η+n∏
ℓ=η+1
(aℓ + λαℓe
−ipℓuδ+ℓ
∂
∂ρℓ
)×
exp(
η+n∑
η<k<j
ρkρj Un(pk−pj)Mκkκj(pk−pj))
wn((ξ)η+1,η+n, C) :=
η+n∑
j=η+1
e−(j−η)v−pj (s
′+s)ρjC(s)ℓκj .
(41)
The generator is evaluated at (ρ)n+m = 0 and Gn,m = 1 for n,m = 0, 1. The parameters of zn
include the (α)η+1,η+n and ζ1 := λ, u, and for wn the parameters include ζ2 := s
′, s, v, ℓ. The ςn
are complex constants. The real constants
aℓ =
{
0 ℓ = 1, 2
1 otherwise
result in a lowest contributing term in the generator Gn,m that is quartic in the (α)n+m and
removes the divergent two-point contribution that would result from extrapolating (40) to
quadratic terms. (ξ)n,1 indicates that the indices are in descending order. The indicated
summations are ∫
dζ1 :=
∫
σ(dλ)
∫
du∫
dζ2 :=
∫
µu(ds
′)
∫
µs(ds)
∫
µβ(dv)
Nc∑
ℓ=1
.
µs(ds) and µu(ds) are nonnegative, Lorentz invariant measures with support only for positive
energies. These measures correspond with one-dimensional nonnegative tempered measures
µ1(dλ) [14] as
µs(ds) =
(
aδ(s) +
∫
µ1(dλ) δ
+(s2 − λ)
)
ds.
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σ(dλ) is a nonnegative measure with finite moments,
cn :=
∫
σ(dλ) λn.
Also
Bκkκj (p) :=
∫
µs(ds) Mκkκj(s) e
−sp
Υ(p) :=
∫
µu(ds) e
−sp
βj :=
∫
µβ(dv) e
−jv.
(42)
The functions Υ(p) and Un(p) in (41) are Lorentz invariants and multipliers of test functions.
The Un(p),Υ(p) attributed to each constituent matrix inM(p) that are direct sum compositions
may be distinct. In particular, the Un(p),Υ(p) that apply for fermions and bosons may be
distinct due to (7).
C Definitions for electrodynamics
Electrodynamics includes a neutral, Lorentz vector field A(x) = A(x)∗ coupled with the two
bispinor fields Ψ(x) and Ψ(x)∗ of a charged fermion field. The two-point function (6) is de-
termined to replicate the Feynman propagators from quantum electrodynamics (QED). The
constructed VEV are composed from a two-point function described using the matrices M(p)
and Dirac adjoint matrix D that satisfy conditions (7), (8), and (9). The field has constituents,
Φ(x) :=

 A(x)Ψ(x)
Ψ(x)∗

 (43)
with A(x),Ψ(x),Ψ∗(x) each four component fields when specializing to 3+1 spacetime, d = 4.
The two-point VEV derives from a 12x12 matrix of generalized functions, M(p). For elec-
trodynamics, from (7),
M(p) =
(
M1(p) 0
0 M2(p)
)
with M1(p) the 4x4 photon component and M2(p) the 8x8 electron-positron component. The
Dirac conjugation matrix is
D :=
(
1 0
0 D2
)
(44)
with a 4x4 identity matrix 1, the 8x8 D2 is defined below and for electrodynamics, D = D.
The representations of the Poincare´ group include interpretation of the states as particle
species and polarizations. f˜(p)κ = w(p)κf˜(p) for κ ∈ {1, Nc} with f˜(p) ∈ B and multipliers
w(p)κ provides a convenient description of particle species and polarizations decoupled from
the plane wave limit. For electrodynamics,
w(p) :=

 wǫ(p)0
0

 w(p) :=

 00
wp(p)

 w(p) :=

 0wa(p)
0

 (45)
for photons ǫ, electrons p, and positrons a respectively. The notation distinguishes argument
labels from the array components as wα,j(p)κ. κ labels elements within a four element polariza-
tion array for argument j and particle type α = ǫ, a, p. The segregation of elements associated
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with the bosons and fermions is stable under Lorentz transformation since the Lorentz trans-
formations reduce into 4x4 constituents as
S(A) =

 S1(A) 0 00 Sp(A) 0
0 0 Sp(A)

 . (46)
A free field development establishes correspondence definitions for field components with
particle species and polarizations. In the case of free fields, the semi-norm (5) applies in A,
the ∗-involution is an automorphism of A, and as a consequence the free field is a Hermitian
Hilbert space operator [32].
C.1 Polarization of photon states and the free field
An established development of electrodynamics [25,28] quantizes the vector potential and relies
on local gauge invariance to achieve a covariant development. The photon propagator in the
Feynman series results from the two-point function (6) with
M1(p) = −2π g, (47)
and g := diag(1,−1,−1,−1), the Minkowski signature. The Lorentz transformations are
S1(A) = Λ(A)
−1 (48)
with A ∈SL(2,C), the group of 2x2 complex matrices of determinant one and covering group
of the proper orthochronous Lorentz group. The four dimensional Lorentz transformation
associated with A is Λ(A)µν =
1
2Trace(σµAσνA
∗) using the Pauli spin matrices (33).
Difficulties with this development include that −g is indefinite and there are only two,
transversely polarized states of photons observed. −g is positive semidefinite in the subspace of
photon polarization states that satisfy the Coulomb condition, wǫ(p)0 = 0. Limiting states of the
photons to two transverse polarizations is not evidently Lorentz covariant and covariance relies
on an additional property, local gauge invariance of Maxwell’s equations. This development does
not refer to equations of motion and it is taken as a constraint that all photon states satisfy
the Coulomb and Lorentz conditions. The covariant Lorentz condition is that wǫ(p) p = 0
with p the energy-momentum of a plane wave photon. For electrodynamics, the polarization of
photon states is restricted to those with a semi-norm. This restriction is similar to the limitation
on functions in B to positive energy support to achieve a semi-norm except this polarization
constraint is not Lorentz invariant.
For the free photon field, ar(q) designates the photon annihilation operator, and a
∗
r(q)
designates the photon creation operator. a∗r(q) creates a boson in a plane wave state with
momentum q, energy
√
q2, and a polarization wǫ(q) described below. The free fields,
A(x) = A+(x) +A−(x), (49)
are solutions to the Klein-Gordon (Schro¨dinger) equation with Fourier transforms
A˜+(−p)κ =
√
2π δ(E − ω)
∑
r
ǫr(p)κar(p)
A˜−(p)κ =
√
2π δ(E − ω)
∑
r
ǫr(p)κa
∗
r(p)
(50)
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and
(A+(x)κ)
∗ = A−(x)κ.
Then,
A(x)κ =
∑
r
∫
dp
(2π)3/2
(
eiωt−ip·x ǫr(p)κar(p) + e
−iωt+ip·x ǫr(p)κa
∗
r(p)
)
,
and in the Gupta-Bleuler development [28], the commutation relations are
[ar(q), a
∗
r′(q
′)] = −grr′ δ(q − q′)
[ar(q), ar′(q
′)] = 0.
These Gupta-Bleuler commutation relations differ by a sign from canonical commutation rela-
tions.
Evaluation of the two-point function (6) results in a quadratic expression for the free photon
field expansion coefficients in terms of M1(p2).
1
2π
M1(p2)κ1κ2 = 2ω2
∑
r
(−grr) ǫr(p2)κ1ǫr(p2)κ2
= −gκ1κ2
(51)
from (47). One basis for the free photon field expansion coefficients has
ǫ0(p) =
1√
2ω


1
0
0
0

 , ǫ3(p) = 1√2ω


0
ux
uy
uz

 (52)
with u = p/
√
p2 = (ux, uy, uz), the unit vector in the direction of the momentum. One set of
basis vectors that span the subspace of transverse polarizations is
ǫ1(p) =
1√
2ω


0
uyz
−uxuy/uyz
−uxuz/uyz

 , ǫ2(p) = 1√2ω


0
0
uz/uyz
−uy/uyz

 (53)
with uyz ≥ 0 and u2yz := u2y + u2z. The photon field expansion coefficients (52) and (53) are
orthogonal,
2ω
∑
κ
ǫr(p)κǫr′(p)κ = δr,r′ .
Using (49) and (50), the creation and annihilation operators are expressed in terms of the
field. For the creation operator,
2ωi
∑
r
ǫr(q)κa
∗
r(q) =
∫
dx
(2π)3/2
eiqx(iq(0)A(x)κ − A˙(x)κ)
with q on the positive energy mass shell and dot represents the time derivative. The orthogo-
nality of the photon field expansion coefficients is used to solve for the creation operator.
a∗r(q) =
∑
κ
∫
dp A˜(p)κℓ˜
c(0; p)κ (54)
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for a plane wave limit of LSZ functions
ℓ˜c(0; p)κ =
(ω + E)√
2π
ei(ω−E)tǫr(p)κδ(p − q)
=
2ω√
2π
ǫr(p)κδ(p − q)
since p is on the positive mass shell. These ℓ(x)κ ∈ B and the dependence on q and r is
suppressed in the notation. The polarization wǫ(q) of the state created by a
∗
r(q) is then ǫr(q).
A similar development results in the annihilation operator.
ar(q) =
∑
κ
∫
dp A˜(−p)κℓ˜a(0; p)κ
for the LSZ function
ℓ˜a(0; p)κ =
2ω√
2π
ǫr(p)κδ(p − q)
since p is on the mass shell.
The transversely polarized states that satisfy (16) are
wǫ(p) = a1ǫ1(p) + a2ǫ2(p) (55)
with |a1|2 + |a2|2 = 1. Only the observed, transversely polarized states are considered. For
photon states that satisfy the Coulomb and Lorentz conditions, wǫ(pk)
TDM(pk)wǫ(pk) =
wǫ(pk)
Twǫ(pk) ≥ 0.
C.2 Polarization of electron states and the free field
Electrodynamics [25,28] includes a charged, spin-1/2 free field realized as two bispinor fields.
The propagators used in Feynman series for electrodynamics result from the two-point function
(6) with
M2(p) = 2π
(
0 (6p+m)γ0
γ0(6p−m)T 0
)
, D2 =
(
0 1
1 0
)
D2M2(p) = 2π
(
γ0(6p −m)T 0
0 (6p+m)γ0
) (56)
expressed in 4x4 components for a field with eight components, Φ = (Ψ,Ψ∗) from (43). 6p is
the 4x4 matrix
6p :=
3∑
k=0
p(k) γ
∗
k
=
(
Eσ0 −P (0,p)
P (0,p) −Eσ0
) (57)
with gamma matrices represented
γ0 =
(
σ0 0
0 −σ0
)
, γj =
(
0 σj
−σj 0
)
(58)
for j = 1, 2, 3 and
P (p) :=
3∑
k=0
p(k) σk =
(
E+p(3) p(1)−ip(2)
p(1)+ip(2) E−p(3)
)
, (59)
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using the Pauli spin matrices σk from (33). The σk and P (p) are Hermitian 2x2 matrices. From
(58),
γ∗µ = gµµγµ = γ0γµγ0 = γ
−1
µ . (60)
When p2 ≥ m2, D2M2(p) is a positive semidefinite matrix.
The Lorentz transformations S2(A)M2(p)S2(A)
T =M2(Λ
−1p) in (46) are
S2(A) =
(
Sp(A) 0
0 Sp(A)
)
(61)
with
Sp(A) :=
1
2
(
A−1 +A∗ A−1 −A∗
A−1 −A∗ A−1 +A∗
)
(62)
and A ∈SL(2,C) with AP (p)A∗ = P (Λ(A)p). This representation of the Lorentz group, selected
for contrasts with Feynman rules results, is developed in Appendix D.
For the spin one-half fermions, br(q), dr(q) designate the free field annihilation operators,
and b∗r(q), d
∗
r(q) designate the free field creation operators. b
∗
r(q) creates an electron in a plane
wave state with momentum q, energy
√
m2 + q2, and a polarization bispinor wp,r(q) described
below. Spins are linear superpositions of spin up and spin down and r = 1, 2. d∗r(q) creates a
positron. The free fields,
Ψ(x) = Ψ+(x) + Ψ−(x), Ψ(x)∗ = Ψ+(x)∗ +Ψ−(x)∗ (63)
are solutions of the Dirac equations with Fourier transforms
Ψ˜+(−p)κ =
√
2π δ(E − ω) (u1(p)κb1(p) + u2(p)κb2(p))
Ψ˜−(p)κ =
√
2π δ(E − ω) (v1(p)κd∗1(p) + v2(p)κd∗2(p)).
(64)
and
Ψ˜+(p)∗κ =
√
2π δ(E − ω) (u1(p)κb∗1(p) + u2(p)κb∗2(p))
Ψ˜−(−p)∗κ =
√
2π δ(E − ω) (v1(p)κd1(p) + v2(p)κd2(p)).
(65)
Then,
Ψ(x)κ =
2∑
r=1
∫
dp
(2π)3/2
(
eiωt−ip·x ur(p)κbr(p) + e
−iωt+ip·x vr(p)κd
∗
r(p)
)
Ψ(x)∗κ =
2∑
r=1
∫
dp
(2π)3/2
(
e−iωt+ip·x ur(p)κb
∗
r(p) + e
iωt−ip·x vr(p)κdr(p)
)
,
and the anticommutation relations are
[br(q), b
∗
r′(q
′)]+ = [dr(q), d
∗
r′(q
′)]+ = δrr′δ(q − q′)
[br(q), br′(q
′)]+ = [dr(q), dr′(q
′)]+ = [dr(q), br′(q
′)]+ = [dr(q), b
∗
r′(q
′)]+ = 0.
Evaluation of the two-point function (6) results in quadratic expressions for the free fermion
field expansion coefficients in terms of M2(p2).
〈Ω|Ψ(x1)κ1Ψ(x2)∗κ2Ω〉 =
∫
dp2
(2π)3
eiω2(t1−t2)−ip2·(x1−x2)
∑
r
ur(p2)κ1ur(p2)κ2
((6p2 +m)γ0)κ1κ2 = 2ω2
∑
r
ur(p2)κ1ur(p2)κ2
(66)
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and
〈Ω|Ψ(x1)∗κ1Ψ(x2)κ2Ω〉 =
∫
dp2
(2π)3
eiω2(t1−t2)−ip2·(x1−x2)
∑
r
vr(p2)κ1vr(p2)κ2
(γ0(6p2 −m)T )κ1κ2 = 2ω2
∑
r
vr(p2)κ1vr(p2)κ2 .
(67)
There are no contributions from
〈Ω|Ψ(x1)κ1Ψ(x2)κ2Ω〉 = 〈Ω|Ψ(x1)∗κ1Ψ(x2)∗κ2Ω〉 = 0.
The fermion free field expansion coefficients ur(p), vr(p) used in (64) and (65) select repre-
sentations from the reducible representation of the Lorentz group (61) and are developed from
descriptions of polarization and type, electron or positron, in the rest frames of the finite mass
fermions. In the rest frame, with p = (m, 0, 0, 0) designated below as p = 0, a realization of the
spin states is
u1(0) =


1
0
0
0

 , u2(0) =


0
1
0
0

 , v1(0) =


0
0
0
−1

 , v2(0) =


0
0
1
0

 .
r = 1 is a spin up electron or positron respectively, and r = 2 is spin down. From (9), (56),
(66) and (67),
1
2π
D2M2(p) =
1
2π
S2(A)D2M2(0)S2(A)
T
= 2m
2∑
r=1
(
Sp 0
0 Sp
)(
vr(0)vr(0)
T 0
0 ur(0)ur(0)
T
)(
S∗p 0
0 STp
)
= 2ω
2∑
r=1
(
vr(p)vr(p)
T 0
0 ur(p)ur(p)
T
)
.
(68)
From (61), (66) and (67) are satisfied for general p when
vr(p) =
√
m
ω
Sp(A)vr(0), ur(p) =
√
m
ω
Sp(A)ur(0) (69)
with A a Lorentz transformation that takes (m, 0, 0, 0) to p, that is (m, 0, 0, 0) = Λ−1p and
AP (m, 0)A∗ = mAA∗ = P (Λ(m, 0)) = P (p). The pure boost is
A =
1√
2m(E +m)
(P (p) +mσ0).
Polarization states (45) that are normalized linear combinations of Lorentz transforms of
ur(0), vr(0) are orthogonal to ur(p), vr(p). This orthogonality enables inversion of (64) and (65)
for the creation and annihilation operators in terms of the fields and identifies the polarization
of states. A basis of polarization states wp,r(p), wa,r(p) are distinguished as
wp,r(p) :=
1
2
√
ωm
STp (A)
−1ur(0)
wa,r(p) :=
1
2
√
ωm
S∗p(A)
−1vr(0)
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for r = 1, 2. r = 1 is spin up and r = 2 spin down for the rest frame z-axis, u indicates an
electron and v indicates a positron. Then using (69),
3∑
k=0
ur(p)kwp,r′(p)k =
3∑
k=0
vr(p)kwa,r′(p)k =
δr,r′
2ω
. (71)
From (63), (64) and (65), the creation and annihilation operators can be expressed in terms of
the free fields. For the electron creation operator,
2ωi
∑
r
ur(q)κb
∗
r(q) =
∫
dx
(2π)3/2
eiqx(iq(0)Ψ(x)
∗
κ − Ψ˙(x)∗κ)
with q on the positive energy mass shell and dot representing the time derivative. The orthog-
onality of the field expansion coefficients and polarization states (71) is used to solve for the
creation operator.
b∗r(q) =
∑
κ
∫
dp Ψ˜(p)∗κℓ˜
c(0; p)κ (72)
for a function that is the plane wave limit of LSZ functions.
ℓ˜c(0; p)κ =
(ω + E)√
2π
ei(ω−E)twp,r(p)κδ(p− q)
=
2ω√
2π
wp,r(p)κδ(p− q)
since p is on the positive mass shell. These ℓ(x)κ ∈ B and the dependence on q and r is
suppressed in this notation. The polarization of the state created by b∗r(q) is wp,r(q) from (70).
A similar development but for Ψ(x) results in the electron annihilation operator.
2ωi
∑
r
ur(q)κbr(q) =
∫
dx
(2π)3/2
e−iqx(iq(0)Ψ(x)κ + Ψ˙(x)κ).
The orthogonality relation (71) in this case results in
br(q) =
∑
κ
∫
dp Ψ˜(−p)κℓ˜a(0; p)κ
for a plane wave limit of LSZ functions
ℓ˜a(0; p)κ =
2ω√
2π
wp,r(p)κδ(p − q).
A general polarization is represented in (45) using
wp(p) =
2∑
r=1
cr wp,r(p), wa(p) =
2∑
r=1
cr+2 wa,r(p). (73)
When
∑4
k=1 |ck|2 = 1, polarization descriptions (73) satisfy the normalization (16). From the
orthogonality relations (71) and the representation of DM(p) from (66) and (67),
2ω w(p)TDM(p)w(p) = (2ω)2
2∑
r=1
w(p)T
(
vr(p)vr(p)
T 0
0 ur(p)ur(p)
T
)
w(p)
=
4∑
k=1
|ck|2
= 1.
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D The Lorentz transformation of M2(p)
The Lorentz transformations of M2(p) are developed using the SL(2,C) representation of the
covering group of the Lorentz group. The particular two-point function (56) is selected for
contrasts with Feynman perturbation analysis [25,28].
The convention followed in this note is set by (9),
S(A)M(p)S(A)T =M(Λ−1p).
The representation of the covering group of the Lorentz group is that
AP (p)A∗ = P (Λp)
for the matrix P (p) defined in (59) and A ∈SL(2,C) with Λ(A)jk = 12Trace(σjAσkA∗).
Only the fermion component M2(p) from (7) is considered in this appendix. From (56),
M2(p) = 2π
(
0 (6p+m)γ0
γ0(6p −m)T 0
)
, D2 =
(
0 1
1 0
)
.
(56) satisfies conditions (7) and (8). (7) is satisfied since in the rest frame, p = (m, 0, 0, 0),
D2M2(0) is evidently positive semidefinite from (68) and satisfaction of Lorentz covariance
provides thatD2M2(p) is positive semidefinite. Lorentz covariance is a definiteness preserving ∗-
congruence of D2M2(0). Indeed, D2M2(p) has two fourfold degenerate eigenvalues, λ± = E±ω,
and λ+ = 2ω > 0 and λ− = 0 when E = ω. D2 = D2 and D
2
2 = 1, the 8x8 identity. (8) is
satisfied by (56) with the sign for fermions, M2(−p)T = −M2(p) from 6p 7→ −6p for p 7→ −p,
linearity, the reverse-order law of matrix transposition. (M1M2)
T =MT2 M
T
1 and γ
T
0 = γ0.
Development of the Lorentz transformations of M2(p) uses a similarity transformation of
the gamma matrices (58) to an equivalent representation with an evident implementation of the
Lorentz group. Conditions (7), (8), and (9) are preserved under simultaneous real, orthogonal
similarity transforms of M2(p),D2, S2(A). With
B =
1√
2
(
σ0 −σ0
σ0 σ0
)
, B−1 =
1√
2
(
σ0 σ0
−σ0 σ0
)
, (74)
and
γ′µ = BγµB
−1
from (58), the equivalent representation of the gamma matrices is
γ′0 =
(
0 σ0
σ0 0
)
, γ′j =
(
0 σj
−σj 0
)
for j = 1, 2, 3. B is a real orthogonal transform. In this representation,
6pγ′0 =
(
P (E,−p) 0
0 P (p)
)
, mγ′0 =
(
0 m
m 0
)
from (57) and P (p) from (59). From AP (p)A∗ = P (Λ(A)p) with A ∈SL(2,C), the Lorentz
transformations are(
(A∗)−1 0
0 A
)(
P (E,−p) 0
0 P (p)
)(
A−1 0
0 A∗
)
=
(
P (E′,−p′) 0
0 P (Λ(A)p)
)
.
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p ′ = Λ(A)p. The transformation of P (E,−p) follows from
P (E′,−p′) = σ2P (p ′)Tσ2
= σ2(AP (p)A
∗)Tσ2
= σ2Aσ2σ2P (p)
Tσ2σ2A
Tσ2
= (A∗)−1P (E,−p)A−1,
from σ22 = 1, σ2A
Tσ2 = A
−1 and σ2Aσ2 = (A
∗)−1 for A ∈SL(2,C). From (9), (56) and (61),
Sp(A)
−1(6p+m)γ′0 (Sp(A)T )−1 = (6p ′ +m)γ′0
with
Sp(A)
−1 =
(
(A∗)−1 0
0 A
)
.
Transformation of the term proportional to mass results in the useful identity
Sp(A)
−1 γ′0(Sp(A)
T )−1 = γ′0 (75)
valid for real orthogonal similar representations of the gamma matrices.
Returning to the original, unprimed representation of the gamma matrices using (74),
Sp(A) = B
−1
(
A∗ 0
0 A−1
)
B =
1
2
(
A−1 +A∗ A−1 −A∗
A−1 −A∗ A−1 +A∗
)
(76)
with the inverse transformation
Sp(A)
−1 = Sp(A
−1) = γ0Sp(A)
T γ0 =
1
2
(
A+(A∗)−1 A−(A∗)−1
A−(A∗)−1 A+(A∗)−1
)
using (58), (75) and (A−1)∗ = (A∗)−1. To complete the Lorentz transformation of the fermion
two-point function, S(A)DM2(p)S(A)
T = DM2(Λ
−1p), use the result above but with a negative
mass. With p ′ = Λ(A)p,
γ0(6p ′ −m)T = ((6p ′ −m)γ0)T
= (Sp(A)
−1(6p−m)γ0(Sp(A)T )−1)T
= Sp(A)
−1((6p−m)γ0)T (Sp(A)∗)−1.
Collecting results, identify
D2M2(Λ
−1p) = 2π
(
Sp(A) 0
0 Sp(A)
)(
γ0(6p−m)T 0
0 (6p+m)γ0
)(
Sp(A)
∗ 0
0 Sp(A)
T
)
and (61) with (62) are the Lorentz transforms S2(A). From (56), S2(A)D2 = D2S2(A) and
(61) satisfies (9). Finally, M2(p),D2, S2(A) defined in (56) and (61) satisfy the conditions (7),
(8) and (9) and are appropriate for a construction of VEV for spin one-half, charged fermions.
The independence of the components of p and m, (57), (75) and equivalence under real,
orthogonal similarity transform provide the identities
6p = Sp(A) 6p ′ Sp(A)−1∑
ν
γ∗νΛ
−1
νµ = Sp(A)γ
∗
µ Sp(A)
−1
∑
ν
Λ−1µν γ
∗
ν = Sp(A)
T γ∗µ (Sp(A)
T )−1
(77)
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with p = Λ(A)−1p ′. In the final line, Λ → ΛT corresponds with A → A∗ from Λjk =
1
2Trace(σjAσkA
∗) and cyclic invariance of the trace. Then Sp(A
∗) = Sp(A)
T from (76) re-
sults in the identity.
E Transition likelihoods and cross sections
The differences of the QFT constructions from a Feynman rules development include that
fields are not Hermitian Hilbert space operators and perturbation analyses typically use a box
normalization for plane waves. This appendix provides the correspondence of the plane wave
limits of the constructed cross sections with cross sections from the Feynman rules perturbation
analysis. Plane wave limits of states are not within the Hilbert space, but transition rates are
defined in the plane wave limit. This well-known result is briefly reproduced here.
The likelihood of transition to a scattered state is the trace of the initial state density matrix
projected onto the subspace spanned by the final states of interest [16]. For a system prepared
in the pure state |(p,w)in2 〉, projection onto the subspace of final states near |(p,w)out3,4 〉 gives
the likelihood
Trace(Pρ) =
∫
µ(dp3)µ(dp4)
∣∣〈(p,w)out3,4 |(p,w)in2 〉∣∣2
‖(p,w)out3,4 ‖2 ‖(p,w)in2 ‖2
with the projection onto final states
P =
∫
µ(dp3)µ(dp4)
|(p,w)out3,4 〉 〈(p,w)out3,4 |
‖(p,w)out3,4 ‖2
(78)
a summation over momenta in the neighborhood of the pj using a measure determined so that
P 2 = P . The intial state density matrix
ρ =
|(p,w)in2 〉 〈(p,w)in2 |
‖(p,w)in2 ‖2
has Trace(ρ) = 1. The |(p,w)in2 〉 are plane wave limits of states with momenta p1,p2 and
polarizations described by w1, w2.
The free field contribution to the four-point function is necessary to evaluation of state
norms and is the result of
W˜o;4((ξ)4) = 〈Ω|Φ˜1Φ˜2Φ˜3Φ˜4Ω〉
with Φ˜i := ai + a
∗
i + ci + c
∗
i the Fourier transforms of free fields composed of creation and
annihilation operators satisfying CCR and CAR as [ai, a
∗
j ] := Bij for bosons, [ci, c∗j ]+ := Fij
for fermions. All other pairings of ai, a
∗
i , ci, c
∗
i commute or anticommute in the case of paired
fermionic operators, and |ai Ω〉 = |ci Ω〉 = 0. From (6) and in B,
W˜2(ξi, ξj) = Bij + Fij
with
Bij = δ(pi + pj)δ+j
(
M1(pj) 0
0 0
)
Fij = δ(pi + pj)δ+j
(
0 0
0 M2(pj)
)
.
The four-point functions are the sum of this free field four-point function and the four-point
connected function (34).
W˜4((ξ)4) =
CW˜4((ξ)4) + (B12 + F12)(B34 + F34) + (B14 + F14)(B23 + F23)
+B13B24 + B13F24 + F13B24 −F13F24.
(79)
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The plane wave limit for the two-point VEV derives from the two-point function (6) evalu-
ated for LSZ functions (11),
〈(pi, wi)in |(pk, wk)in〉 =
∫
dqidqk w
T
i DM(qk)wk δ(qi + qk)δ
+
k
(
L√
π
)2(d−1)
×
(ωi−Ei)e−i(ωi+Ei)ti(ωk+Ek)ei(ωk−Ek)tke−L2(qi+pi)2e−L2(qk−pk)2
=
(
L√
π
)2(d−1) ∫
dqk w
T
i DM(qk)wk 2ωke
−L2(qk−pi)
2
e−L
2(qk−pk)
2
≈ 2ωk (wTi DM(pk)wk)
(
L√
2π
)d−1
e−L
2(pi−pk)
2/2.
(80)
The approximations follow from the mean value theorem for integration and the plane wave
limit. With the normalization (16), 2ωk (w
T
kDM(pk)wk) = 1 for each k,
〈(pi, wk)in |(pk, wk)in〉 ≈ δ(pi − pk).
This is the only contributor to the two-point function.
〈 1|(pi, wi, pk, wk)in〉 = 〈(pi, wi, pk, wk)out | 1〉 = 0 (81)
(79), (80) and (81) provide the result for norming the states. The contribution of the
connected four-point function to state norms is negligible in the plane wave limit as the free field,
forward terms dominate, order L2(d−1) to order Ld−1 from the connected four-point function.
When pi 6= pj, the argument transposition in (4) results in
‖(p,w)ini,j‖2 ≈ 〈(pi, wi)in |(pi, wi)in〉〈(pj , wj)in |(pj , wj)in〉
= 4ωiωj (w
T
i DM(pi)wi) (w
T
j DM(pj)wj)
(
L2
2π
)d−1
=
(
L2
2π
)d−1 (82)
from the normalization (16). Results for in also apply for out .
The measure on state labels is evaluated using P 2 = P . In the plane wave limit, (78), (80),
(82), and neglecting p3 = p4 as measure zero, idempotence of P results in
P 2 =
∫
µ(dp3)µ(dp4)
∫
µ(dp′3)µ(dp
′
4)
〈(p,w)out3,4 |(p′, w)out3,4 〉
‖(p,w)out3,4 ‖2‖(p′, w)out3,4 ‖2
|(p,w)out3,4 〉 〈(p′, w)out3,4 |
≈
∫
µ(dp3)µ(dp4)µ(dp
′
3)µ(dp
′
4)
(
2π
L2
)d−1
δ(p3−p′3)δ(p4−p′4)
|(p,w)out3,4 〉 〈(p,w)out3,4 |
‖(p,w)out3,4 ‖2
and the identification
µ(dpk) =
(
L√
2π
)d−1
dpk.
The differential cross section for two-in, two-out scattering is defined by the likelihood of
the plane wave in state scattering into an out state within a momentum increment dp3dp4,
dσ = ATrace(Pρ) (83)
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with a flux corrected interaction area
A :=
V
T uα
with V the interaction volume, T the duration of the wave packets, and a velocity [25]
uα :=
√
(p1p2)2 −m21m22
ω1ω2
.
These results, collected together in (83) in the normalization (16), result in the differential
cross section for non-forward two-in, two-out scattering into a momenta increment dp3dp4.
dσ = dp3dp4 A
(
L2
2π
)d−1
δT (p1 + p2 − p3 − p4;L2/4)2 (2π)2|M((p,w)4)|2
‖(p,w)in2 ‖2 ‖(p,w)out3,4 ‖2
= dp3dp4
(2π)d
uα
V
(2L
√
π)d−1
δT (p1 + p2 − p3 − p4;L2/4) |M((p,w)4)|2.
From (18), (
δT (p;L
2/4)
)2
=
(
T
2π
)(
L
2
√
π
)d−1
δT (p;L
2/4).
The volume in the flux calculation is
V = (2L
√
π)d−1,
determined consistently with box normalization using
δ(p)2 =
V
(2π)d−1
δ(p) =
(
L√
π
)d−1
δ(p;L2)
for the delta sequences (13).
Integration over all p4 and all magnitudes for p3 results in the cross section for two particle
to two particle scattering into a cone dΩ without regard to the energy of the scattered product
nor the energy and direction of the second product particle. With ̺2j := p
2
j and in the center
of momentum frame, p1 + p2 = 0, uα = ̺1(ω3 + ω4)/(ω1ω2) using conservation of energy,
δ(ω1 + ω2 − ω3 − ω4) = ω3ω4
̺3 (ω3 + ω4)
δ(̺3 − ̺o)
with
̺o :=
√
((ω1 + ω2)2 −m21 −m22)2 − 4m21m22
2(ω1 + ω2)
. (84)
Then in the center of momentum frame,
dσ
dΩ
=
∫
∞
0
̺d−23 d̺3dp4 ATrace(Pρ)
=
(2π)d̺d−3o ω1ω2ω3ω4|M((p,w)4)|2
̺1 (ω3 + ω4)
2
(85)
evaluated at ̺3 = ̺o.
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