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Stiction is a common problem in spring-diaphragm type valves, which are widely used in the process industry. Although there have
been many attempts to understand and detect stiction in control valves, none of the current methods can simultaneously detect and
quantify stiction. Conventional invasive methods such as the valve travel test can easily detect stiction, but are expensive and tedious to
apply to hundreds of valves to detect stiction. Thus there is a clear need in the process industry for a non-invasive method that can not
only detect but also quantify stiction so that the valves that need repair or maintenance can be identiﬁed, isolated and repaired. This
work describes a model free method that can detect and quantify stiction that may be present in control valves using routine operating
data obtained from the process. No additional excitation or experimentation of the plant is required. Over a dozen industrial case studies
have demonstrated the wide applicability and practicality of this method as an useful diagnostic aid in control loop performance
monitoring.
r 2005 Elsevier Ltd. All rights reserved.
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A typical chemical plant has hundreds of control loops.
Control performance is important to ensure tight product
quality and low cost of the product in such plants. The
presence of oscillation in a control loop increases the
variability of the process variables thus causing inferior
quality products, larger rejection rates, increased energy
consumption, reduced average throughput and proﬁt-
ability. The only moving part in a control loop is the
control valve. Control valves frequently suffer from
problems such as stiction, leaks, tight packing, and
hysteresis. Bialkowski (1992) reported that about 30% of
the loops are oscillatory due to control valve problems. In a
recent work Desborough and Miller (2001) reported thate front matter r 2005 Elsevier Ltd. All rights reserved.
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ess: Sirish.Shah@ualberta.ca (S.L. Shah).control valve problems account for about one-third of the
32% of controllers classiﬁed as ‘poor’ or ‘fair’ in an
industrial survey (Desborough, Miller, & Nordh, 2000). If
the control valve contains nonlinearities, e.g., stiction,
backlash, and deadband, the valve output may be
oscillatory which in turn can cause oscillations in the
process output. Among the many types of nonlinearities in
control valves, stiction is the most common and one of the
long-standing problems in the process industry. It hinders
proper movement of the valve stem and consequently
affects control loop performance. Stiction can easily be
detected using invasive methods such as the valve travel or
bump test. But to apply such invasive methods across an
entire plant site is neither feasible nor cost-effective because
of their manpower, cost and time intensive nature.
Although many invasive tests/methods have been
suggested (Aubrun, Robert, & Cecchin, 1995; Gerry &
Ruel, 2001; McMillan, 1995; Ruel, 2000; Sharif &
Grosvenor, 1998; Taha, Dumont, & Davies, 1996; Walle´n,
1997) for analysis and performance of control valves, only
a few non-invasive studies or methods (Horch, 1999;
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Singhal & Salsbury, 2005; Stenman, Gustafsson, & Fors-
man, 2003; Yamashita, 2005) have appeared in the
literature. Horch’s method is successful mainly in detecting
valve stiction in ﬂow control loops. It cannot be applied for
loops involving an integrator or those carrying compres-
sible ﬂuids. However, Horch and Isaksson (2001) suggested
the ‘camel method’ based on the distribution of the second
derivatives of the controlled variable to detect valve
stiction in an integrating plant. The methods described in
Singhal and Salsbury (2005), Rengaswamy et al. (2001),
Yamashita (2005) depend on the qualitative shape of the
time trends of the data which is often distorted by the
presence of noise and disturbances. Also, in real life the
shape of the time trends of data is heavily affected by the
process and controller dynamics. Stenman et al. (2003)
described a model-based segmentation method to detect
stiction in control valves. This method requires the model
of the process and some tuning parameters. To obtain the
closed loop model of the process from routine operation
data is generally non-trivial. Moreover, all these methods
can only detect stiction but cannot quantify it. As pointed
out rightly in Desborough and Miller (2001), ‘a passive or
non-invasive method that can reliably and automatically
classify valve performance in closed loop is desperately
needed in process industry’, a non-invasive method capable
of detecting and quantifying stiction will be useful in the
process industry to identify valves that need maintenance
or repair.
An effective non-intrusive data-based monitoring meth-
od could reduce the cost of control loop performance
maintenance by screening and short-listing those loops
and/or valves that need maintenance. This paper describes
a data-based model free non-invasive method that can
automatically detect and quantify stiction present in
control valves. The main contributions of this paper are:stickband + deadbandv) ph
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sThe novel feature of the method is that it can detect and
quantify stiction using controlled variable ðpvÞ, con-
troller output ðopÞ and set point ðspÞ data. It does not
require valve positioner ðmvÞ data. If mv data is available
it is very easy to detect and quantify stiction from the
mapping of mv and op. But this is not the case, when
only pv, op, and sp data are available because the
mapping of pv and op is often confounded by the loop
dynamics and disturbances. To the best knowledge of
the authors, there are no available methods in the
literature that can detect and quantify stiction from only
pv and op data.valve input Finally, the algorithm has been fully automated. (controller output, op)
Fig. 1. Typical input–output behavior of a sticky valve.The method is useful in short-listing the valves suffering
from stiction from hundreds or thousands of controlvalves used in chemical plants or elsewhere. Thus it
contributes to reduce the plant maintenance cost and
increases the overall proﬁtability of the plant.
The paper has been organized as follows: a formal
deﬁnition of the stiction is ﬁrst given, followed by a
description and summary of the method used to detect
nonlinearity in control loops that the authors have
proposed in a separate paper (Choudhury, Shah, &
Thornhill, 2003). The main contributions of this paper
are the new results on an automated detection scheme for
‘sticky’ valves and the quantiﬁcation of the amount of
stiction present in the valve. Several industrial case studies
of the proposed method are presented to demonstrate the
practicality and applicability of the proposed methods.
2. What is stiction?
Different people or organizations have deﬁned stiction in
different ways. Some of these deﬁnitions have been
presented in Choudhury, Thornhill, & Shah (2005b). Based
on careful investigation of real process data a new
deﬁnition of stiction has been proposed by the authors
(Choudhury, Thornhill, & Shah, 2005a) and is summarized
as follows.
The phase plot of the input–output behavior of a valve
‘suffering from stiction’ can be described as shown in Fig.
1. It consists of four components: deadband, stickband,
slip jump and the moving phase. When the valve comes to a
rest or changes the direction at point A in Fig. 1, the valve
sticks as it cannot overcome the force due to static friction.
After the controller output overcomes the deadband (AB)
plus the stickband (BC) of the valve, the valve jumps to a
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low or zero velocity, the valve may stick again in between
points D and E in Fig. 1 while travelling in the same
direction (Entech, 1998). In such a case the magnitude of
deadband is zero and only stickband is present. This can be
overcome if the controller output signal is larger than the
stickband only. It is usually uncommon in industrial
practice. The deadband and stickband represent the
behavior of the valve when it is not moving though the
input to the valve keeps changing. The slip jump
phenomenon represents the abrupt release of potential
energy stored in the actuator chambers due to high static
friction in the form of kinetic energy as the valve starts to
move. The magnitude of the slip jump is very crucial in
determining the limit cyclic behavior introduced by stiction
(McMillan, 1995; Piipponen, 1996). Once the valve jumps
or slips, it continues to move until it sticks again (point E in
Fig. 1). In this moving phase dynamic friction is present
which may be much lower than the static friction.
Therefore, ‘‘stiction is a property of an element such that
its smooth movement in response to a varying input is
preceded by a static part followed by a sudden abrupt jump
called ‘slip-jump’. Slip-jump is expressed as a percentage of
the output span. Its origin in a mechanical system is static
friction which exceeds the dynamic friction during smooth
movement’’ (Choudhury et al., 2003, 2005b). This deﬁni-
tion has been exploited in the next and subsequent sections
for quantifying stiction of control valves. In the process
industry, stiction is generally measured as a % of the valve
travel or the span of the control signal (Gerry & Ruel,
2001). For example, a 2% stiction means that when the
valve gets stuck it will start moving only after the
cumulative change of its control signal is greater than or
equal to 2%. If the range of the control signal is 4–20mA
then a 2% stiction means that a change of the control
signal less than 0.32mA in magnitude will not be able to
move the valve.
Note that it is difﬁcult to estimate slip jump (‘J’) from the
controlled output (pv) and the controller output ðopÞ data
because the slip jump in the valve output is destroyed by
the process dynamics. This work will only quantify the
parameter ‘S’ (deadband plus stickband) which will be
termed as the amount of apparent stiction from this point
forward. The method consists of two steps: (i) detection of
stiction and (ii) quantiﬁcation of stiction.
3. Detection of stiction in control valves
In a control loop, a nonlinearity may be present either in
the process itself or in the control valve. For our current
analysis, we are assuming that the process nonlinearity is
negligible in the vicinity of the operating point where the
data has been collected. This is a reasonable assumption
because the method works with routine operating data of a
control loop under regulatory control. In general, when
processes are fairly well regulated at standard operating
conditions, the plant can be assumed to behave linearlysince a linear controller is capable of satisfactory regulation
of the plant.
Control valve nonlinearities mainly include stiction,
backlash, deadband and deadzone. Stiction is the most
common problem and is the main focus of interest in this
paper. There are two types of methods to detect stiction:
invasive and non-invasive methods. The invasive method
requires putting the loop in ‘manual’ and then stroking/
travelling the valve over its full travel span when in-service
or out of service. This is now called the valve travel test in
Instrument Society of America (ISA) standards (ISA
Committee SP51, 1996, 2001) (ISA-75.13-1996; ANSI/
ISA-75.05.01-2000). Using this type of test, stiction can be
quantiﬁed as the amount of change required in the control
signal to move the valve from its position where it was
stuck. Since it is neither feasible nor cost-effective to test
hundreds of valves in a plant site, the non-invasive method
is preferred to invasive method. Horch’s cross-correlation
method is popular among the non-invasive methods
reported so far for detecting stiction. Horch’s method
(Horch, 1999, 2000; Horch, Isaksson, & Forsman, 2000)
detects stiction with the use of the cross-correlation
function between pv and op. Their method is not applicable
for processes containing an integrator, e.g., a level control
loop, or for loops carrying a compressible media, e.g.,
steam or air. Their method is mainly useful for ﬂow control
loops. Even for ﬂow control loops it sometime produces
inconclusive results as mentioned in Desborough and
Miller (2001). Also, if there is a sinusoidal disturbance
entering the control loop the method falsely detects stiction
in the control valve (Choudhury, Shah, & Thornhill, 2002)
(see more in Section 8.1). Moreover, none of the existing
methods can quantify stiction. In this work, a new method
based on higher order statistics has been developed which
can detect as well as quantify stiction and is applicable for
all types of control loops. The method ﬁrst examines the
presence of nonlinearity in a control loop. If a nonlinearity
is detected, then the process variable (pv), set point ðspÞ and
controller output ðopÞ data are used to diagnose the
possible causes of nonlinearity. The following section
describes the method in detail.
3.1. Detection of loop nonlinearity
A control loop containing valve nonlinearities often
produces non-Gaussian (e.g., a signal with asymmetric
distribution) and nonlinear time series, namely process
output (pv) and controller output ðopÞ data. Higher order
statistics-based nonlinearity assessment can be used as a
diagnostic tool for troubleshooting of hardware faults that
may be present in the control loop (Choudhury, et al.,
2002, 2003). As described in Choudhury, et al. (2003), the
test of Gaussianity and nonlinearity of the control error
signal (sp–pv) is a useful diagnostic aid towards determin-
ing the poor performance of a control loop. The test
described in Choudhury et al. (2003) uses the sensitivity of
the normalized bispectrum or bicoherence to detect the
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distinctive characteristic of a non-linear time series is the
presence of phase coupling such that the phase of one
frequency component is determined by the phases of
others. Phase coupling leads to higher order spectral
features which can be detected in the bicoherence of a
signal. The nonlinearity test applied here uses bicoherence
to assess the nonlinearity. Bicoherence is deﬁned as
bic2ðf 1; f 2Þ9
jBðf 1; f 2Þj2
E½jX ðf 1ÞX ðf 2Þj2E½jX ðf 1 þ f 2Þj2
, (1)
where Bðf 1; f 2Þ is the bispectrum at frequencies (f 1, f 2) and
is given by
Bðf 1; f 2Þ9E½X ðf 1ÞX ðf 2ÞX ðf 1 þ f 2Þ, (2)
X ðf 1Þ is the discrete Fourier transform of the time series
xðkÞ at the frequency f 1, X ðf 1Þ is the complex conjugate
and E is the expectation operator. A key feature of the
bispectrum is that it has a non-zero value if there is
signiﬁcant phase coupling in the signal x between
frequency components at f 1 and f 2. The bicoherence gives
the same information as the bispectrum but it is normalized
as a value between 0 and 1.
In Choudhury et al. (2003), two indices—the Non-
Gaussianity Index (NGI) and the NonLinearity Index
(NLI)—have been deﬁned as
NGI9 ^bic2  bic2crit, ð3Þ
NLI9 j ^bic2max  ð ^bic2 þ 2s ^
bic2
Þ j , ð4Þ
where
^
bic2 is the average squared bicoherence over the
principal domain (0of 1o0:5, f 2of 1 and 2f 1 þ f 2o1) and
^
bic2max is the maximum squared bicoherence, s ^
bic2
is the
standard deviation of the squared bicoherence and bic2crit isPoorly performing c
data (SP, PV,
Calculate N
(use sp-pv
NGI > NGIc
Gaussian, Linear
Possible causes: 
1. external oscillatory 
disturbances
2. tightly tuned controller
Non-Gaussian
Linear
no
Fig. 2. Decision ﬂow diagram of the methodology forthe statistical threshold/critical value obtained from the
central chi-square distribution of squared bicoherence. As
outlined in Choudhury et al. (2003), if both NGI and NLI
are greater than the threshold values, the signal is described
as non-Gaussian and nonlinear. The details of the
procedure are shown in the ﬂowchart in Figs. 2 and 3.
The test can be applied to any time series to check its non-
Gaussianity and nonlinearity. For a control loop, this test
is applied on the error signal (sp–pv) to the controller
because the error signal is more stationary than pv or op
signal. If the error signal is found to be non-Gaussian and
nonlinear, it is inferred that the loop in question exhibits
signiﬁcant nonlinearity. The nonlinearity can be attributed
to the control valve under the following assumptions:ont
 OP
GI
)
rit ?
, 
theThe process is assumed to be locally linear.
 No nonlinear disturbance is assumed to enter the loop.
If the disturbance is measurable, the test can be applied
to check the linearity of the disturbance.
Therefore, the higher order statistics-based NGI and NLI
indices can easily be calculated for each loop in an entire
plant site and the loops that exhibit nonlinear behavior can
be isolated for further diagnosis. Once a loop is identiﬁed
as nonlinear, the causes of nonlinearity should be
diagnosed. With the assumptions listed above it can be
concluded that the valve is most likely responsible for the
loop nonlinearity. The next problem is to diagnose whether
this valve nonlinearity is due to stiction or something else.
To solve this problem, speciﬁc patterns in pv–op plot are
found to be useful.
3.2. Use of pv–op plot
A long time industrial practice has been to use the pv–op
plot for the detection of valve problems, especially stiction.Nonlinear
rol loop
)
NLI > NLIcrit ?
Non-Gaussian
Calculate NLI
yes
yesno
detection and diagnosis of loop nonlinearity.
ARTICLE IN PRESS
Fitted Ellipse or C-means
Clustering
yes no
Valve Problems other than
Stiction
Stiction %
(unit of OP)
Obtain f1and f2 corresponding to the
largest peak in the bicoherence plot
f1 = min(f1,f2)
f2 = max(f1, f2)
Use Wiener filter to
obtain PVf and OPf
Choose segment length
say, L=1000
Divide OPf and PVf data
into segments of Length L
If L > 4 Tps ? Choose L = 4 Tps
no
Stiction detected
(This confirms an ellipse)
If rmax,OP or rPV < 1 ?
yes
yes
no
(After Nonlinearity is detected)
Both eigenvalues
of A > 0 and c < 0 ?
Fit a conic on the PVfs
vs. OPfs plot
Plot PVfs vs. OPfs
Find OPfs = the segment of OPf with rmax,OP and PVfs =
the PVf data corresponding to the segment of OPfs 
max(r) for OPf and TPs corresponding to the segment 
with rmax,OP  Find rPV for the corresponding PVf segment.
′
′
′wL = max (0.004, f1 - 0.05) 
′wH = min (0.5, f2 - 0.05) 
Calculate r and Tp for each segment, find rmax,OP =
Fig. 3. Decision ﬂow diagram of the methodology for the detection and quantiﬁcation of valve stiction.
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only for a handful case of ﬂow control loops. The use of
pv–op plot for detecting valve problems was not successful
because it only takes into account the qualitative trend
information of the time series which can be destroyed due
to the presence of process dynamics, noise dynamics,
disturbances and tightly tuned controllers. In our method,
this plot will be used as a second step to diagnose the valve
nonlinearity problem, not for the detection of the valve
problems which is carried out by using higher statistical-
based NGI and NLI indices. If the nonlinearity is detected,
then the pv–op plot is used to diagnose the cause of this
nonlinearity. Because of the contamination of real life data
with noise and disturbances, a pv–op plot is often unclear
and ambiguous, and it is difﬁcult to ﬁnd any clear
information from it. This necessitates the use of a ﬁlter to
clean the data.
3.2.1. Data filtering
Since the nonlinearity detection is a frequency domain
method, frequency domain-based ﬁltering has been chosen
here. Upon detection of the nonlinearity the frequencies
responsible for the signiﬁcant nonlinear interactions can be
determined from the signiﬁcant peaks in the squared
bicoherence plot. Then, a frequency domain Wiener ﬁlter
is used to obtain those parts of the signal which contribute
signiﬁcantly to the signal nonlinearity. Both pv and op are
ﬁltered using a frequency domain Wiener ﬁlter. The
frequency domain Wiener ﬁlter sets the power in unwanted
frequency channels to zero. The ﬁlter used here is an
approximate realization of a Wiener ﬁlter (Press, Flannery,
Teukolsky, & Vetterling, 1986) because a true Wiener ﬁlter
also requires an estimate of the noise power within the
wanted frequency channels which would then be subtracted
from those channels. The detailed design algorithm is given
in Thornhill, Huang, and Zhang (2003) which explains how
to deal with aliased frequencies above the Nyquist
frequency and constraints on the ﬁlter width. The
frequency ranges for the ﬁlters are selected from the
inspection of the peaks in the bicoherence plot. It is
preferable to use a large number of data points (e.g., 4096
samples) for the nonlinearity detection algorithm. The
ﬁltering is also performed on the same data sets. But the
use of such a large number of data points in the pvf –opf
plot often produces a plot which is difﬁcult to match with
any known pattern of valve problems. Therefore, a
segment of the data consisting of only several hundred
data points should be chosen for the construction of the
pvf –opf plot. Note pvf and opf are the ﬁltered pv and op.
3.2.2. Choosing an appropriate segment of the data
The question that naturally arises is how to select a
segment of the data for a useful pvf –opf plot. This problem
can be resolved by choosing the segment of the data that
has regular oscillations because valve problems manifest
themselves as limit cycles in the data. Thornhill et al. (2003)
described a method for the assessment of the period andthe regularity of oscillation of a time series. They used the
zero-crossings of the auto-covariance function of the time
series to estimate the period of oscillation. Then an
oscillation was considered to be regular if the standard
deviation of the period of oscillation (sTp ) is less than one-
third of the mean value of the period of oscillation (T¯p).
The statistic used is
r ¼ 1
3
T¯p
sTp
. (5)
A value of r greater than 1 indicates a regular oscillation
with a well deﬁned period. In this work, the ﬁltered
controller output signal (opf ) was divided into some
segments of user deﬁned length that can be decided based
on the period of oscillation. The segment of opf corre-
sponding to the highest value of r is used for the pvf –opf
plot, where pvf is the corresponding counterpart of opf .
The data segment corresponding to the highest value of r is
chosen because valve nonlinearities, e.g., stiction and
deadband, are measured as the maximum width of the
cycles in the direction of valve input signal in a valve
characteristic plot. If the valve positioner data is available
(as would be the case for ‘smart valves’), a plot of valve
output signal ðmvÞ vs. valve input signal ðopÞ can be used to
quantify stiction very easily. However, in most practical
cases, valve output or positioner data is seldom available,
and therefore one has to estimate stiction from the
available data of controlled output (pv), controller output
ðopÞ and the set point ðspÞ variables. In this work, stiction is
estimated as the maximum width of the cycles of the
pvf –opf plot at the direction of opf . The quantiﬁed stiction
is termed as ‘apparent stiction’ because the actual amount
of stiction to be obtained from the mv–op plot may differ
from the estimated quantity because of the effect of loop
dynamics on the controlled variable, pv, in particular, the
effect of the controller to compensate or ﬁght stiction.4. Quantifying stiction
Strictly speaking, all valves are sticky to some extent. A
detection and diagnosis algorithm can identify stiction in a
large number of control valves. Some of them may be sticky
by an acceptably small amount for the current application in
hand while others may suffer from severe stiction and need
immediate maintenance of the valve. Therefore, it is
important to be able to quantify stiction so that a list of
sticky valves in order of their maintenance priority can be
prepared. It is well known (Hagglund, 1995; Horch, 1999;
Rengaswamy et al., 2001; Ruel, 2000) that the presence of
stiction in control valve in a control loop produces limit
cycles in the controlled variable (pv) and the controller
output ðopÞ. For such a case, if pv is plotted against op, it
produces cyclic patterns in the resulting pv–op plot. A large
number of such plots can be found in Choudhury et al.
(2005b), where stiction models were used in a closed loop
SISO system to produce data for these plots. An ellipse can
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any of the following two methods can be used to quantify
stiction in the unit of op signal (e.g., the percentage of valve
travel span).
4.1. Clustering technique
Clustering is a method for dividing scattered groups of
data into several groups. Since the pv–op plot for a control200 400 600 800 1000
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M.A.A.S. Choudhury et al. / Control Engineering Practice 14 (2006) 1395–14121402and ðop2; pv2Þ, then the amount of stiction is obtained using
the following expression:
stiction ¼ jop1  op2j. (6)
4.2. Using a fitted ellipse
An ellipse in the least square sense can be ﬁtted in the
pvf –opf plot and then used for quantifying stiction. A brief
description of the theory of ellipse ﬁtting is provided in
Appendix B. For details, refer to Gander, Golub, and
Strebel (1994).
Since apparent stiction is deﬁned as the maximum width
of the ellipse in the op direction, the distance between two
points lying on the intersections of the ellipse and a line
parallel to the op axis and passing through the center of the
ellipse will be the amount of stiction present in the loop.
For any point Pðx; t2Þ in the X–Y co-ordinate system (see
Fig. 4(f)) together with Eqs. (B18) and (B19) can be used to
solve Eq. (B16). This gives the X co-ordinate of points A
and P (see Fig. 4(f)):
x ¼ t1  mnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm2 sin2 aþ n2 cos2 aÞ
q , (7)
where (t1, t2) is the center of the ﬁtted ellipse, m and n are
the length of the major and minor axes of the ﬁtted ellipse,
respectively, and a is the angle of rotation of the ellipse.
Therefore, the amount of stiction (length of AP in Fig. 4(f))
can be obtained using the following expression:
stiction ¼ AP ¼ Dx ¼ 2mnﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðm2 sin2 aþ n2 cos2 aÞ
q . (8)
5. An illustrative example
The objective of this section is to explain the sequence of
steps of the proposed method with a detailed presentation
of an industrial example. This example represents a
level control loop in a power plant, which controls the
level in a condenser located at the outlet of a turbine
by manipulating the ﬂow rate of the liquid condensate
from the condenser. In total 8640 samples for each tag
were collected at a sampling rate of 5 s. Fig. 4(a) shows the
time trends for level (pv), set point ðspÞ and the controller
output ðopÞ. The loop shows oscillatory behavior.
Four thousand and ninty-six data points were used for
the bicoherence calculation and Fig. 4(b) shows
the squared bicoherence plot corresponding to the
controller error signal (sp–pv). The values of NGI and
NLI were found to be 0.04 and 0.61, respectively,
indicating the presence of signiﬁcant loop nonlinearity.
From the bicoherence plot 4(b), it can be seen that
frequencies in the range 0.001–0.1 are the most signiﬁcant
frequencies of the signal that are responsible for nonlinearinteractions. Therefore, the pv and op signals were ﬁltered
using a Wiener ﬁlter with frequency boundaries at 0.001
and 0.1. Using the method of Thornhill et al. (2003)
described earlier, it was found that the controller output
signal was showing regular oscillations with an average
period of 19.78 sampling instants and the maximum r value
10.5 for a segment length of 200 data points. The maximum
r value corresponds to the 2801–3000 samples.
To isolate the type of nonlinearity, the pvf –opf plot is
found to be useful. So, the ﬁltered pvf and opf correspond-
ing to this segment is plotted in Fig. 4(c), which shows nice
elliptical patterns indicating valve stiction. Fig. 4(d)
demonstrates the c-means clustering technique used in
quantiﬁcation of the stiction. The points denoted by empty
and ﬁlled diamonds are the initial and ﬁnal centers of the
clusters, respectively. This method quantiﬁes the amount of
stiction in this loop as 11.3%. On the other hand, Fig. 4(e)
shows the use of fuzzy c-means clustering in the
quantiﬁcation of stiction. The trajectories followed by the
centers of the clusters during the iteration stages are shown
by lines with diamonds directed with arrows. The ﬁnal
centers are again in solid diamonds. The amount of stiction
estimated by this method is 11.25%. Fig. 4(f) shows the
algebraic ellipse ﬁtting technique and the amount of
stiction estimated using this method is 11.40%. All three
methods have produced identical results with practically
tolerable limits of deviation from each other.
Validation of the results: Once the results of our analysis
was sent to the plant people, plant engineers conﬁrmed
that this loop was suffering from stiction. For this loop,
the valve positioner data were made available. Fig. 5 shows
the actual valve position ðmvÞ vs. controller output ðopÞ
plot. This plot clearly shows that the valve was sticking
during the change of its direction. From this plot,
the amount of stiction can be estimated as 11.25% which
is in agreement with the results obtained from the proposed
methods.
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A typical chemical process has hundreds or thousands of
control loops. In order to apply any diagnosis method to
such a large number of industrial control loops, it must be
automated. Figs. 2 and 3 describe the automation steps of
the proposed method. The summary is given as follows:
Step 1: Detection of Nonlinearity. Calculate NGI and
NLI for the control error signal (sp–pv). If both of the
indices are greater than the threshold values, the loop is
detected as nonlinear. Otherwise, the poor performance is
probably caused by a poorly tuned controller or an
external oscillatory disturbance (refer to Fig. 2).
Step 2: Filtering pv and op data.(a) Once the nonlinearity is detected, obtain the frequency
(f 1, f 2) corresponding to the maximum bicoherence
peak in step 1. Note that all frequencies are normalized
such that the sampling frequency is 1.(b) The boundaries of a Wiener ﬁlter can be obtained from
[oL ¼ maxð0:004; f 01  0:05Þ, oH ¼ minð0:5; f 02 þ 0:05Þ].
Note that 0:05 is subtracted or added from the
frequencies in order to ensure that the exact location
of the signiﬁcant peak does not fall on the ﬁlter
boundaries. The minimum possible value for the lower
boundary is 0.004 or 250 samples/cycle. Any oscillation
longer than this is excluded and a method to deal with
longer oscillation is described in Section 7.(c) Filter pv and op data using the Wiener ﬁlter to obtain
pvf and opf .Step 3: Obtain the segment of data with most regular
oscillations.(a) Choose a segment length L, say L ¼ 1000 (if data
length permits).(b) Divide the opf data into segments of length L. Here opf
is chosen instead of pvf because often op signal is less
noisy than pv signal.(c) Calculate r and Tp for each segment of opf data.
(d) Obtain rmax ¼ maxðrÞ.
(e) Obtain Tps, which is equal to the Tp of the segment of
op with rmax.
(f) If L44Tps, then choose L ¼ 4Tps and go to step b.
(g) Now, opfs is the segment of the opf data that
corresponds to rmax and pvfs is the part of the pvf data
that corresponds to opfs.Step 4: Fitting an ellipse. Fit a conic to the mapping of
pvfs vs. opfs. If both eigenvalues of the A¯ matrix are greater
than zero and c¯o0, then the pvf vs. opf plot is an ellipse
(see Appendix B).
Step 5: Quantifying stiction. Quantify stiction using Eqs.
8 or 6. The clustering techniques can also be used to
quantify stiction.7. Practical implementation issues
For any data analysis, a considerable amount of time is
spent on data preprocessing to make the data suitable for
analysis. The following sections describe some useful
information when analyzing data using the method
described here.
7.1. Bicoherence estimation
The bispectrum can be normalized in various ways to
obtain bicoherence. There are more than one normal-
ization. Some normalization may not deliver bicoherence
magnitudes bounded between 0 and 1. For example, the
bicoherence calculated using the freely available Higher
Order Statistical Analysis (HOSA) Toolbox in Matlabs
does not provide bounded values. Therefore, the users are
suggested to use the normalization provided in Eq. (1).
More details on bicoherence estimation can be found in
Choudhury (2004), Nikias and Petropulu (1993).
7.2. Non-stationarity of the data
Most of the statistical analyses including bicoherence
estimation have the assumptions of ‘stationarity’ of the
signal. For a slowly drifting signal, the Matlabs command
‘detrend’ can be used to make it more stationary. For a
random walk type signal, the ﬁrst differencing of the signal
may help.
Moreover, the contribution of non-stationarity of the
signal in NGI and NLI indices has been reduced by
excluding the outer triangle and using the inner triangle of
the principal domain of the bispectrum only during the
calculation of the average squared bicoherence. In order to
exclude any peak(s) obtained from the non-stationary of
the data, the outer triangle of the principal domain was
excluded during the calculation of the average squared
bicoherence (Nikias & Petropulu, 1993).
7.3. Problem of outliers and abrupt changes
Bicoherence estimation is very susceptible to outliers or
abrupt changes in the signal (more discussion in Fackrell,
1996). Outliers should be removed and replaced by a
suitable statistical method. Also, the portion of the signal
used for bicoherence calculation should not have any step
change or abrupt change.
7.4. Dealing with short length data
Though in recent time, it is easy to obtain a longer length
data set (data length more than 4000), sometime there is no
alternative to a shorter length data set. In those cases,
depending on the length of the data, certain amount of
overlap can be used during the calculation of bicoherence
using a direct method similar to Welch periodogram
method (Choudhury, 2004). Also, the threshold values
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obtaining reliable results with a minimum number false
positives. From the experience of the authors, the thresh-
olds values for NGI and NLI for various data lengths can
be used as given in Table 1.7.5. Dealing with longer oscillations
Sometime the oscillation period of the signal is very
large, e.g., more than 256 ð28Þ samples. In those cases, the
data can be downsampled in such a way that the ‘fft’ length
used in the bicoherence calculation consists at least 3 or 4
cycles. The problem of aliasing due to downsampling can
be tackled by using the inner triangle of the principal
domain in the calculation of average and maximum
bicoherence. Any aliasing in the data reveals as peaks inTable 1
Threshold values for NGI and NLI
Data length NGIcrit NLIcrit
4096 0.001 0.01
2048 0.002 0.02
1024 0.004 0.04
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Fig. 6. The necessity of ﬁltering of pv and op data before ellipse ﬁtting. The
ﬁltering. Clearly, ﬁltering reveals the elliptical pattern in the pv–op mapping.the outer triangle of the bicoherence (Nikias & Petropulu,
1993).7.6. Valve nonlinearity
One may also argue that the valve itself may have a
nonlinear characteristic, e.g., a square-root or equal
percentage characteristic, which is deﬁnitely not a fault.
To clarify, a simulation study (Choudhury, 2004) has been
performed using equal percentage and square-root valve
characteristics in a simple feedback system. It was found
that if the movement of the valve stem or the change in
input signal to valve is within 25% of the full span
(0–100%) of the valve travel, a control loop exhibits linear
behavior under steady state regulatory control (Choudh-
ury, 2004). Therefore, in the beginning of the algorithm, a
check on the range of op signal can be performed and if the
range of op is larger than 25, a warning can be issued. The
warning may say, ‘The op range is too high. Consult valve
characteristic information’.7.7. Filtering of the data
The main purpose of ﬁltering is to remove the slowly
varying trend and high frequency noise from the data. If
the data does not have either of these two, the ﬁlteringPV
PV-OP Mapping
x 104
x 104
1.15
1.14
1.13
1.12
1.11
1.1
1.09
1.08
1.14
1.13
1.12
1.11
1.1
1.09
37.5 38 38.5 39
37.6 37.8 38 38.2 38.4 38.6
≈ 0.4% stiction
OP
PV
f
OPf
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ARTICLE IN PRESS
M.A.A.S. Choudhury et al. / Control Engineering Practice 14 (2006) 1395–1412 1405effect may not visible in such cases. An example of such
data is the data set described in Fig. 4, where the data looks
very clean and there is no slow drifting of the mean of the
data. But this is not the case for the data set described in
Fig. 6. This data set corresponds to the data described in
loop 2 in Section 9. The plots in the ﬁrst row show that
without ﬁltering, the elliptical patterns in the pv–op plot are
neither clean nor distinctly appeared. On the other hand,
the right bottom plot shows that the elliptical patterns in
the pv–op mapping of the ﬁltered data are clear and
distinct. Here, the ﬁlter boundary was ½0:004 0:1. The
ﬁltered time trends in the bottom left plot show that the
ﬁltering has removed the slowly varying mean-shift and
high frequency noise from the pv and op signal.0 50 100 150 200 250 300 350 400
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Fig. 7. Stiction detection results for a simulated data set while an external sinu
method detects stiction though there was no stiction. The bicoherence-based m
loop. (a) Time trends, (b) cross-correlation plot, (c) bicoherence plot.7.8. Segmenting data for pv–op plot
If the whole data set has well deﬁned limit cycles, one can
omit this step and plot any part of the pv and op data. But
in reality, there are data sets where the valve may stick for
sometime, and may not stick for some other time. For the
amount time, the valve sticks, stiction often manifests itself
as limit cycles in the pv and op trends. Therefore, it is
logical to obtain that portion of the data that has most
regular oscillation(s). There is nothing to be lost by this
step. The only danger is that it may overestimates the
amount of stiction. However, it should be remembered that
the estimated stiction using the pv–op mapping should be
treated as ‘apparent stiction’ which can be obtained from-30 -20 -10 0 10 20 30
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soidal oscillatory disturbances are entering the loop. The cross-correlation
ethod correctly shows that there is no nonlinearity in the data from this
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amount of stiction should be obtained from the mapping of
the valve positioner data ðmvÞ and the controller output
data ðopÞ. However, the apparent stiction will provide an100 200 300 400 500
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Fig. 8. Results of the analysis of another industrial level control loop data. T
valve, which was conﬁrmed in the valve position vs. valve input plot (subplot
Table 2
Numerical results for the industrial loops analyses
Loop no. Loop type NGI NLI oL
1 Level 0.02 — —
2 Flow 0.01 0.55 0.001
3 Temperature 0.003 0.19 0.004
4 Pressure 0.02 0.17 0.01
5 Composition 0.02 0.38 0.01indication of the severity of the consequences of the stiction
in the existing operating conditions of the loop. Further
research is required for exact quantiﬁcation of stiction
from the routine operating data.46 47 48 49
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oH Oscillation Oscillation Apparent stiction %
period, Tp index, r c-Means Ellipse
— 95 3.5 — —
0.08 45 8.4 0.4 0.4
0.28 125 6.5 1.00 1.1
0.25 12.2 12.2 11.00 11
0.15 28.3 11.6 1 1
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8.1. Diagnosis of an external disturbance
The purpose of this section is to demonstrate the efﬁcacy
of the proposed method for the detection and quantiﬁca-Max: bic(0.023438, 0.03125) = 0.66682
sq
ua
re
d 
bi
co
he
re
nc
e
1
0.8
0.6
0.4
0.4
0.2
0 0
0.1
0.2
0.3
0.4
0.2
0
f2
f1
(a)
Fig. 9. Results of the analysis of a reﬁnery ﬂow control loop data. Signiﬁcan
trends and ellipse ﬁt are already shown in Fig. 6. (a) Bicoherence plot, (b) c-m
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Fig. 10. Results of stiction detection and quantiﬁcation in an industrial furnace
in the natural gas ﬂow control valve. (a) Time trends, (b) bicoherence plot, (c)
ﬁtted ellipse is shown as heavy curve.tion of valve stiction through a simulated study under a
controlled environment, where some other methods may
fail to make a correct diagnosis.
Sometime an unmeasured oscillatory external distur-
bance, for example a sinusoidal disturbance, can enter a
control loop and produces oscillatory controlled and38 38.2 38.4 38.6 38.8 39
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dryer temperature control loop. Approximately 1.1% stiction was detected
c-means clustering, ﬁlled diamonds are the ﬁnal centers of the clusters, (d)
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valve problem. This example illustrates such a case of a
sinusoidal disturbance. A simple single-input, single-output
(SISO) system in a feedback control conﬁguration was used
for generating simulated data. The ﬁrst order process with
time delay is given by the following transfer function:
Gðz1Þ ¼ z
3ð1:45 z1Þ
1 0:8z1 . (9)
The process was operating under regulatory control with a
PI controller. A random walk disturbance generated by
integrating random noise was added to the process. A
sinusoidal disturbance with amplitude 2 and frequency 100
samples/cycle was added to the process in addition to the
noise. No stiction or any other nonlinearity has been used
in the loop. So, the diagnosis results should reveal that
there is no stiction or any other nonlinearity. The
simulation was performed for 6000 sampling intervals.
To remove the effect of transients, the ﬁrst few hundred
data points were discarded and the last 4096 samples of the
error signal to the controller (sp–pv) were analyzed.
The time trend of the controlled variable (pv) in Fig. 7(a)
shows the oscillatory behavior of the process output.
Horch’s cross-correlation test (Horch, 1999) shows an odd
correlation function indicating possible valve stiction (see100 200 300 400 500
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Fig. 11. Results of the analysis of a reﬁnery pressure control loop data. Appro
bicoherence plot, (c) c-means clustering, ﬁlled diamonds are the ﬁnal centers oFig. 7(b)). However, the higher order statistical test
developed here shows that NGI equals 0 indicating a linear
loop. The bicoherence plot for the error signal to the
controller is shown in Fig. 7(c). The ﬂatness of the
bicoherence plot conﬁrms the linearity of the loop.9. Industrial case studies
The objective of this section is to evaluate the proposed
method on a number of selected control loop data obtained
from different types of process industries. For each loop,
the set point ðspÞ, controlled output (pv) and controller
output ðopÞ data were available. Unless otherwise stated, a
data length of 4096 was used for the squared bicoherence
calculation for each case. The time trends of these
variables, the squared bicoherence plot, the c-means
clustering plot, and the ﬁtted ellipse plot for each loop
are presented. The numerical results for all loops are
provided in Table 2. These data were analyzed before the
prior knowledge of the control valve problems and the
results of the analysis were conﬁrmed later by the plant
personnel. The proposed method is applicable to any type
of control loops as discussed in this section.00
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This loops is another level control loop in the same
power plant described in the illustrative example. It also
controls the level of a condenser located at the outlet of a
different turbine by manipulating the ﬂow rate of the liquid
condensate. Fig. 8(a) shows the time trend of the sp, pv,
and op data. Fig. 8(b) shows the squared bicoherence plot
for the control error signal. The magnitude of NGI was
0:02, clearly indicating that nonlinearity is not a problem
for this loop. Fig. 8(c) shows the valve positioner ðmvÞ vs.
controller output ðopÞ plot. From this ﬁgure it is obvious
that the valve shows a linear response.9.2. Loop 2: a flow control loop
The data for this ﬂow control loop was obtained from a
reﬁnery. The sampling interval for this data was 15 s. The
results of the analysis of this loop are shown in Fig. 9 and
also in the second row of Table 2. The presence of small
amount of stiction (0.35% for loop 3) was causing a large
amplitude oscillation in this loop (look at the magnitude of
pv plotted in the left column of Fig. 6).100 200 300 400 500
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Fig. 12. Results of the analysis of an industrial composition control loop dat
trends, (b) bicoherence plot, (c) c-means clustering, ﬁlled diamonds are the ﬁn9.3. Loop 3: a temperature control loop
This is a temperature control loop on a furnace feed
dryer system at the Tech-Cominco Inc. in Trail, British
Columbia, Canada. The temperature of the dryer combus-
tion chamber is controlled by manipulating the ﬂow rate of
natural gas to the combustion chamber. For this loop, data
were collected at a sampling interval of 1min and over a
period of 2 days leading to a total of 2880 samples. Time
trends of Fig. 10 show clear oscillations both in the
controlled variable (pv) and the controller output ðopÞ. The
numerical results are presented in the third row of Table 2.
The amount of stiction found in this loop was approxi-
mately 1%.9.4. Loop 4: A pressure control loop
This data set had only 1500 data points collected at 20 s
sampling intervals and correspond to a pressure control
loop in a reﬁnery plant. The time trends in Fig. 11 show
oscillations with 12.2 samples/cycle for both pv and op. The
detailed results of the analysis are presented in Fig. 11 and
in the fourth row of Table 2. The apparent stiction present
in the valve was approximately 11%.0 0.1
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a. Approximately 1% stiction was present in the control valve. (a) Time
al centers of the clusters, (d) ﬁtted ellipse is shown as heavy curve.
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This describes a concentration control loop. The data set
contains 1100 data points collected at 1 s sampling
intervals. The detailed results of the analysis are presented
in Fig. 12 and also in the ﬁfth row of Table 2. The apparent
stiction present in the valve of this concentration control
loop was approximately 1%.
10. Conclusions
A non-invasive method for detecting and quantifying
stiction in control valve has been presented in this
paper. The method ﬁrst detects nonlinearity in a control
loop by the use of the sensitivity of the normalized
bispectrum or bicoherence to the nonlinear interactions
that may be present in the control error signal. If
nonlinearity is detected, then pv and op signals are ﬁltered
using frequency domain Wiener ﬁlter to obtain ﬁltered pvf
and opf signals. If an ellipse can be ﬁtted suitably onto the
pvf –opf plot, this is an indication of the signature of valve
stiction. Then c-means clustering, fuzzy c-means clustering
or ﬁtted ellipse techniques can be used to automatically
quantify the amount of stiction. The method has been
extensively evaluated on simulated as well as industrial
data sets.
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Appendix A. Clustering techniques(a) c-Means clustering: In this method data are partitioned
into C number of initial clusters. Then proceeding
through all data points, each point is assigned to the
nearest cluster (in terms of Euclidean distance). The
centroids for the cluster receiving the new item and for
the cluster losing the item are recalculated. This
procedure is repeated until no more reassignments
take place. For details refer to Johnson and Wichern
(1998). This method requires the initialization of the
centers of the clusters. In our case, there are only two
clusters and the centers can be speciﬁed as [minðopf Þ,
meanðpvf Þ] and ½maxðopf Þ; meanðpvf Þ calculated fromthe data obtained along the stripe in the pvf –opf plot
(see Fig. 4(c)).(b) Fuzzy c-means clustering: Fuzzy c-means clustering
method as described in Dulyakarn and Rangsanseri
(2001), Bezdek (1981) works based on the minimization
of the following objective function:
JmðU ; V Þ ¼
Xn
j¼1
Xc
i¼1
umij kX j  V ik2; 1pmo1, (A1)
where U is a fuzzy c-partition of the data set, V is a set
of K prototypes, m is any real number greater than or
equal to 1, uij is the degree of membership of X j in the
cluster i, X j is the jth observation of the d-dimensional
measured data, V i is the d-dimension center of the
cluster, and k  k is any norm expressing the similarity
between any measured data and the center. Through an
iterative optimization of Eq. (A1), fuzzy partition is
carried out with the update of membership of uij and
the cluster centers V i using the following equations:
uij ¼
1Pc
k¼i ðdij=dikÞ2=ðm1Þ
, ðA2Þ
V i ¼
Pn
j¼1 u
m
ij X jPn
j¼1 u
m
ij
, ðA3Þ
where dij is the Euclidean distance between the
observation X ðjÞ and the center of the cluster V i. The
criteria to end the iteration are maxðjuij  u^ijjÞoe,
where e is a number close to zero and u^ij is the
membership number at the previous iteration step. In
this work, the number of clusters is two and 105 was
used as the magnitude of e.Appendix B. Fitting an ellipse
Assume that given data points are op and pv, where,
op ¼ ½opð1Þ; opð2Þ; . . . ; opðNÞT, (B1)
pv ¼ ½pvð1Þ; pvð2Þ; . . . ; pvðNÞT. (B2)
Starting with the general equation of conics, the equation
of ellipse is ﬁrst developed. The equation for any conic in
the ordinary X  Y co-ordinate is given by the following
equation:
a1x
2
1 þ a12x1x2 þ a2x22 þ b1x1 þ b2x2 þ c ¼ 0 (B3)
or
Fy ¼ 0, (B4)
where F ¼ ½x21 x1x2 x22 x1 x2 1 and y ¼ ½a1 a12 a2 b1
b2 cT. Now for a given data set, the above equation can
be solved as a constrained least squares problem: kFyk ¼
min subject to kyk ¼ 1.
Often the given real life data sets require a linearly
shifted and rotated conic. Therefore, there is a need to ﬁt a
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Y¯ (see Fig. 4(f)). Eq. (B3) can be rewritten as
xTAxþ bTxþ c ¼ 0 (B5)
with A ¼ ½a1 a12=2; a12=2 a2; b ¼ ½b1 b2T. Note that A is
symmetric and positive deﬁnite. Let us use the following
equation for the transformation of the equation in a new
co-ordinate system X¯  Y¯ :
x ¼ Qx¯þ t, (B6)
whereQ is the matrix for rotational transformation and t is
the vector in the original X  Y co-ordinate for a linear
shift of the conic. Using Eq. (B6), the equation of the conic
in the transformed co-ordinate can be written as
x¯TQTAQx¯þ ð2tTAþ bTÞQx¯þ tTAtþ bTtþ c ¼ 0. (B7)
This can be rewritten in the following simpliﬁed form:
x¯TA¯x¯þ b¯Tx¯þ c¯ ¼ 0, (B8)
where
A¯ ¼ QTAQ, ðB9Þ
b¯
T ¼ ð2tTAþ bTÞQ, ðB10Þ
c¯ ¼ tTAtþ bTtþ c. ðB11Þ
Now, Q can be chosen in a way so that A¯ ¼ diagðl1; l2Þ.
One approach is to choose Q as the eigenvector matrix
obtained from the eigenvalue decomposition of the matrix
A. If the conic is an ellipse with its center at the origin of
the new co-ordinate X¯  Y¯ then in Eq. (B8),
b¯ ¼ 0. (B12)
Therefore, Eq. (B8) can be simpliﬁed as
x¯TA¯x¯þ c¯ ¼ 0. (B13)
This deﬁnes an ellipse if both eigenvalues of A¯, i.e, l1 and
l2 are positive and c¯o0. Now Eq. (B13) can be rewritten as
l1x¯12 þ l2x¯22 þ c¯ ¼ 0 (B14)
or
x¯1
2ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
c¯=l1
p þ x¯22ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃc¯=l2p ¼ 1 (B15)
or
x¯1
2
m2
þ x¯2
2
n2
¼ 1, (B16)
where
m ¼
ﬃﬃﬃﬃﬃﬃc¯
l1
r
; n ¼
ﬃﬃﬃﬃﬃﬃc¯
l2
r
. (B17)
The lengths of the axes of the ellipse will be invariant to the
transformation. Therefore, in the original co-ordinate
X  Y , the lengths of the axes of the ellipse are 2m and
2n, respectively. The center of the ellipse is at t which can
be calculated from t ¼ 0:5A1b (obtained using Eq.
(B12)). The angle of rotation of the ellipse (a, measured
anti-clockwise from positive X axis) can be calculated usingany one of the eigenvectors. Since the eigenvectors are of
unit length, Eq. (B6) can be written as
x1 ¼ x¯1 cos a x¯2 sin aþ t1 ðB18Þ
x2 ¼ x¯1 sin aþ x¯2 cos aþ t2 ðB19Þ
References
Aubrun, C., Robert, M., & Cecchin, T. (1995). Fault detection in control
loops. Control Engineering Practice, 3, 1441–1446.
Bezdek, J. C. (1981). Pattern recognition with fuzzy objective function
algorithms. New York: Plenum.
Bialkowski, W. L. (1992). Dreams vs. reality: A view from both sides of
the gap. In Control systems (pp. 283–294). Whistler, BC, Canada.
Choudhury, M. A. A. S. (2004). Detection and diagnosis of control loop
nonlinearities, valve stiction and data compression. Ph.D. thesis,
Department of Chemical and Materials Engineering, University of
Alberta, Canada.
Choudhury, M. A. A. S., Shah, S. L., & Thornhill, N. F. (2002). Detection
and diagnosis of system nonlinearities using higher order statistics. In
15th IFAC World Congress. Barcelona, Spain.
Choudhury, M. A. A. S., Shah, S. L., & Thornhill, N. F. (2003). Diagnosis
of poor control loop performance using higher order statistics.
Automatica, 40(10), 1719–1728.
Choudhury, M. A. A. S., Thornhill, N. F., & Shah, S. L. (2005a). A data-
driven model for valve stiction. In The proceedings of ADCHEM 2003,
January 11–14, 2004, Hong Kong.
Choudhury, M. A. A. S., Thornhill, N. F., & Shah, S. L. (2005b)
Modeling valve stiction. Control Engineering Practice, 13, 641–658.
Desborough, L., & Miller, R. (2001). Increasing customer value of
industrial control performance monitoring—honeywell’s experience.
In AIChE symposium series 2001 (Vol. 326, pp. 172–192).
Desborough, L., Miller, R., & Nordh, P. (2000). Regulatory control survey.
Honeywell, unpublished manuscript.
Dulyakarn, P., & Rangsanseri, Y. (2001). Fuzzy c-means clustering using
spatial information with application to remote sensing. Singapore.
Presented at the 22nd Asian conference on remote sensing.
EnTech (1998). EnTech control valve dynamic specification (version 3.0).
Fackrell, J. W. A. (1996). Bispectral analysis of speech signals. Ph.D. thesis,
The University of Edinburgh, UK.
Gander, W., Golub, G. H., & Strebel, R. (1994). Fitting of circles and
ellipses least squares solution. BIT Numerical Mathematics, 34,
558–578.
Gerry, J., & Ruel, M. (2001). How to measure and combat valve stiction
online. Instrumentation, Systems and Automated Society. Houston,
Texas, USA. ohttp://www.expertune.com/articles/isa2001/
StictionMR.htm4.
Hagglund, T. (1995). A control loop performance monitor. Control
Engineering Practice, 3(11), 1543–1551.
Horch, A. (1999). A simple method for detection of stiction in control
valves. Control Engineering Practice, 7, 1221–1231.
Horch, A. (2000). Condition monitoring of control loops. Ph.D. thesis,
Royal Institute of Technology, Stockholm, Sweden.
Horch, A., & Isaksson, A. J. (2001). Diagnosis of oscillations in control
loops. In ACC workshop on how well is your controller performing.
Arlington, VA, USA.
Horch, A., Isaksson, A. J., & Forsman, K. (2000). Diagnosis and
characterization of oscillations in process control loops. In Proceedings
of the control systems 2000 (pp. 161–165). Victoria, Canada.
ISA Committee SP51 (1996). Method of evaluating the performance of
positioners with analog input signals and pneumatic output. Technical
Report ANSI/ISA-75.13-1996. Instrument Society of America.
ISA Committee SP51 (2001). Control valve terminology. Technical Report
ANSI/ISA-75.05.01-2000. Instrument Society of America.
Johnson, R. A., & Wichern, D. W. (1998). Applied multivariate statistical
analysis. New Jersey: Prentice-Hall.
ARTICLE IN PRESS
M.A.A.S. Choudhury et al. / Control Engineering Practice 14 (2006) 1395–14121412McMillan, G. K. (1995). Improve control valve response. Chemical
engineering progress: Measurement and control (pp. 77–84).
Nikias, C. L., & Petropulu, A. P. (1993). Higher-order spectra: a nonlinear
signal processing frame work. New Jersey: Prentice-Hall.
Piipponen, J. (1996). Controlling processes with nonideal valves: tuning of
loops and selection of valves. In Control systems (pp. 179–186).
Chateau, Halifax, Nova Scotia, Canada.
Press, W. H., Flannery, B. P., Teukolsky, S. A., & Vetterling, W. T.
(1986). Numerical recipes. Cambridge: Cambridge University Press.
Rengaswamy, R., Hagglund, T., & Venkatasubramanian, V. (2001). A
qualitative shape analysis formalism for monitoring control loop
performance. Engineering Applications of Artificial Intelligence, 14,
23–33.
Ruel, M. (2000). Stiction: The hidden menace. Control Magazine.ohttp://
www.expertune.com/articles/RuelNov2000/stiction.html4
Sharif, M. A., & Grosvenor, R. I. (1998). Process plant condition
monitoring and fault diagnosis. Proceedings of the Institution
Mechanical Engineers, 212(Part E), 13–30.Singhal, A., & Salsbury, T. I. (2005). A simple method for detecting valve
stiction in oscillating control loops. Journal of Process Control, 15,
371–382.
Stenman, A., Gustafsson, F., & Forsman, K. (2003). A segmen-
tation-based method for detection of stiction in control valves.
International Journal of Adaptive Control and Signal Processing, 17,
625–634.
Taha, O., Dumont, G. A., & Davies, M. S. (1996). Detection and
diagnosis of oscillations in control loops. In Proceedings of the 35th
conference on decision and control. Kobe, Japan.
Thornhill, N. F., Huang, B., & Zhang, H. (2003). Detection of
multiple oscillations in control loops. Journal of Process Control, 13,
91–100.
Walle´n, A. (1997). Valve diagnostics and automatic tuning. In Proceedings
of the American control conference (pp. 2930–2934). Albuquerque, New
Mexico.
Yamashita, Y. (2005). An automatic method for detection of valve stiction
in process control loops. Control Engineering Practice, in press.
