Introduction
Today a wide range of solid-state cameras are offered commercially, for applications that range from low-cost PC videoconferencing to professional, high-performance machine vision. In most of these applications, the camera just produces a brightness image of the scene, locally mapping the measured twodimensional reflectance data. Actually, it would be of large interest in many applications to know the three-dimensional distribution of objects in a scene because the quantities of interest are the distances between the objects or the distances between the objects and the camera. Such 3D data is required, for example, in optical metrology, photogrammetry, quality inspection, safety or security applications, collision avoidance or autonomous navigation (Besl, 1988) .
Nature has solved the problem by passive triangulation: most animals have two or more eyes, providing the brain with enough information to calculate depth information by the well-known process called stereo vision. Obviously, it is also possible to implement technical realizations of stereo vision, by combining (at least) two cameras and an image-processing unit. Such simple, passive solutions are unfortunately incapable of extracting 3D information out of contrast-less scenes such as homogeneous objects, and stereo vision suffers from shadowing and visibility problems like all other triangulation techniques.
Time-of-flight distance measurement
A distance measurement principle that overcomes these problems is the TOF (timeof-flight) principle. A simplified explanation is as follows: An optical transmitter sends a light pulse to the observed target and starts a high precision stopwatch in the receiver at the same time. The light pulse is reflected from the target, and as soon as it reaches the receiver, it stops the stopwatch. As the speed of light is known very precisely, the measurement of the pulse's time of flight directly gives us the distance of the target. In order to obtain 3D information, i.e. twodimensional range information, most TOF systems use a mechanical scanner to move a collimated laser beam over the scene. The 3D image is then obtained by combining sequentially acquired point distance measurements. However, such scanners are expensive, mostly bulky and not robust against vibrations. A better possibility to acquire 3D data is to illuminate the entire scene with a modulated light cone rather than a narrow beam and to image this modulationilluminated scene on to a special twodimensional imaging device, where each pixel offers the possibility of measuring both, scene intensity and time delay of the modulated light. One could imagine this imaging device as a virtual array of stopwatches, whose accuracy must be better than 100 picoseconds for a distance resolution of one centimeter. Figure 1 illustrates such a non-scanning 3D camera.
Instead of measuring the time delay of a light pulse, one can also measure the phase delay of a modulated wave. For example, a modulation frequency of 20MHz allows a non-ambiguous distance measurement up to 7.5m. As described in (Lange, 1999 ) the task of measuring the phase of incoming light can be simplified to the task of fast synchronous sampling or demodulation. The modulation signal is shown in Figure 2 .
That means, if one manages to sample the received rf-modulated light fast enough within each pixel of a two-dimensional pixel array, one has realized an array of phase meters, or, since the modulation frequency is known, an array of stopwatches. The phase 9 can then be determined by the following equation (assuming the acquisition of four sampling points a 0 F F Fa 3 ):
Working principle of our demodulation pixel
This demanded sampling property is offered by novel demodulation pixels, which we developed. These pixels, illustrated in Figure  3 , consist of only a few CCD gates that allow a fast, time selective charge separation. Depending on the voltages applied to the CCD gates, photo-generated charge carriers are either integrated under a storage site, or they move to a dump diffusion, which drains them to a voltage source. In this way a demodulation of the intensity-modulated wavefronts can be performed. For sinusoidally modulated signals, at least three sampling points per modulation period are necessary in order to calculate the wave's amplitude, offset and phase. It should be emphasized that every pixel is capable of performing an individual distance measurement. The range camera therefore delivers both intensity image and range image at the same time. In contrast to conventional three-dimensional TOF-systems no mechanically scanning parts are necessary. A more detailed description of the pixels' working principle can be found in (Lange, 2000) . 
Physical limitations
The performance of solid state imagers is limited by noise. There are several different noise sources in both CCD sensors and photodiode arrays. The essential ones are electronic shot noise, thermal noise, reset noise, 1/f noise and quantization noise. All of these noise sources can be reduced or eliminated by different signal processing techniques, except shot noise of the detected light. Therefore, we first only investigate the influence of shot noise on the ranging accuracy. Shot noise describes the statistical Poisson-distributed nature of the arrival process of photons and the generation process of electron-hole pairs. The standard deviation of shot noise is equal to the square root of the number of photons or photogenerated charge carriers.
Following the rules of error propagation and considering that each of the integrated sampling points a 0 F F Fa 3 in equation (1) 
Non-ambiguity distance range.
A: Measure for the (de)modulation amplitude, (the number of photoelectrons per pixel and sampling point generated by incoming light of the modulated light source, A depends on the modulation depth of the modulated signal and the demodulation contrast of the pixel).
B: Measure for the received offset/ received optical mean value, (the number of photoelectrons per pixel and sampling point generated by incoming light of the scene's background brightness and the mean value of the received modulated light, see Figure 2 ).
This range accuracy (2), which can only be improved by receiving and averaging more light, is the absolute limit of a lock-in range sensor working with four sampling points.
One can see from the equation that a large background brightness (B-A % B if A < < B) not only restricts the number of available quantization levels, but also drastically increases the quantum noise of the system. Background illumination can be reduced by measuring in the dark or by using spectral filters that only transmit the spectrum of the modulated light. Since, generally, the optical power density on the illuminated scene increases with decreasing distance to the object, the ranging accuracy also increases for smaller distances. This is an important fact for all navigation applications, where a high accuracy is only needed close to the target. The additional noise sources in the sensor (1/f-, reset-and thermal noise) can easily be included in (2) by adding an additional number of pseudo-background-electrons to B. (They are not correlated to the modulation signal and thus contribute to B rather than A.) One obtains this number of pseudo-electrons simply by squaring the noise-equivalent number of noise electrons.
The measured dark noise of our 3D camera is 700"V rms. This noise level includes all noise sources of the complete system except the photon shot noise. With a conversion capacitance of 40fF and an output amplification of 0.9 the noise equivalent number of electrons corresponding to 700"V is 195 electrons resulting in 38,000 pseudo background electrons to be added to B. Figure 4(a) shows the measurement of time delays electrically generated by a delay line. For these measurements one pixel of the Figure 3 Principle of demodulation pixel. Depending on the applied voltages at the light sensitive CCD gates, photo-generated charge carriers either travel to the storage gate (sampling) or to the diffusion, which is connected to a voltage source (dumping) demodulation array has been illuminated under the microscope by a modulated LED with defined optical power. The deviation of the measurement from the real time delay is transformed into an equivalent distance error. For the conditions chosen for Figure 4 per pixel, integrated over 50ms) we obtain a range resolution of 3.8cm. The measurement setup also allows to vary the illumination intensity and to measure the range resolution versus the optical power. These results are shown in Figure 4(b) .
For a test of equation (2) we employ the measurement values of Figure 4 (a). The optical light power of 750fW integrated over 12.5ms leads to a mean value of 19,000 integrated photoelectrons generated by the modulated light source. Considering the demodulation contrast of 40 per cent at 20MHz we obtain A = 7,600 electrons. Since a spectral filter has been used for the measurements presented in Figure 4 and there was no large background brightness, we obtain B by adding the mean value of 19,000 electrons to the 38,000 pseudo background electrons (3 B = 57,000). With the nonambiguous distance range L = 7.5m, equation (2) predicts a measurement uncertainty of 4.2cm, which is quite close to the actually measured uncertainty of 3.8cm. The excellent correspondence between theory and measured results, also confirmed by Figure 4 (b), allows us to precisely predict the system performance for certain environments, depending on the illumination power, integration time and target reflectance. Finally, we would like to emphasize that a measured distance accuracy of 5cm corresponds to a time resolution of 333picoseconds.
The optical power necessary to achieve this resolution for 12.5ms integration time per sampling point (=50ms total integration time, corresponds to 250,000 repeated charge additions, since 1/f mod is 50ns) is 600fW per pixel. In this integration time 16,000 photoelectrons are generated in the pixel. Therefore, statistically speaking, only one electron is generated every 16th modulation cycle (i.e. every 800ns).
The range camera
We have realized two range sensor prototypes, a line sensor with 108 pixels (2D) and an array with 25 Â 64 pixels (3D). The 3D camera is shown in Figure 5 . One can see the objective in the middle of the camera surrounded by an array of 160 LEDs emitting at 620nm with an optical power of about 5mW resulting in 800mW total power. The LED-module is exchangeable and will be replaced by an NIR LED module (820nm) in the near future. With this 3D camera a resolution of some centimeters over the whole distance range of 7.5m for non-cooperative targets is reached. These results agree reasonably well with the prediction of simulation and theoretical calculations. Figure 6 shows some example measurements, which have been taken at a frame rate of 10Hz. The 3D data is shown in two perspective plots for each measurement. The first plot only shows the camera's range information, which is coded in z-direction and as a gray-value. The second plot combines the 3D information with the conventional image brightness (or reflectance) information, also acquired with the 3D camera, to a``real'' 3D image. For a better understanding of the scene, highresolution black and white images are also shown in the figure.
Summary
We have presented a new method for realizing 3D TOF-cameras. The range Figure 6 Range images acquired with our 3D range camera. The images on the left-hand side are taken with a conventional high resolution digital camera in order to show the complexity of the entire scene. The images in the middle show the range data, which is coded both in z-direction (z-scale in meters, x-and y-scale: pixel #) and in gray tone (black = 7.5m, white = 0m). The images on the right-hand side combine the range camera's 3D data and the 2D reflectance data, also acquired with the range camera (acquisition time: 100ms)
High resolution photograph
Range data Range data combined with reflectance data
High resolution photograph Range data Range data combined with reflectance data Figure 5 Time-of-flight range camera with modulated LED illumination camera we implemented does not need any mechanically scanning parts but replaces the laser scanner by simultaneous illumination of the entire scene and a custom demodulation-pixel imaging device. This image sensor can measure time delays at a resolution of a few hundred picoseconds, resulting in a distance resolution in the cm range. An improved performance can be achieved with higher light power (some Watts), which will soon be available for our setup. Advances in CCD-and CMOS-technologies promise faster performance, lower price, and a higher number of pixels for future TOFranging image sensors.
