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A b stract
Nuclear Magnetic Resonance Field Cycling lias been further developed as a 
spectroscopy for impurities in III-V semiconductors. It has been used to investigate 
the quadrupolar and hyperfine interactions around im purity sites in G a As and InP. 
Large low field relaxation peaks in the range 0 to  100 Gauss have been observed 
in m atrix nuclei resulting from deep level impurities and broader peaks up to  1000 
Gauss from shallow level impurities.
The tem perature dependences, from 4K to 300K, of the spin-lattice relaxation 
times of the m atrix nuclei in doped III-V semiconductors have been measured and 
interpreted in terms of Korringa and quadrupolar relaxation.
A detailed theory of the field-cycling experiments based on the cross-coupling of 
energy levels of the m atrix nuclei has been developed. In addition, the spin-lattice 
relaxation rates have been used to understand the dynamics of cross-coupling.
Anomalous field-cycling spectra have been observed in optically irradiated 
InP:Co and low frequency (< lM H z) irradiated InP:S. These have been investi­
gated in depth and possible models to  interpret the results have been developed.
Finally, a system has been designed and constructed to  investigate NMR and 
related phenomena in two-dimensional electron gas systems.
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C h ap ter  1 
In tro d u ctio n  to  N M R  and  
S em ico n d u cto rs
In this chapter, the basic principles of NMR are presented with a view to the 
particular application to the study of semiconductors. In section 1.1 nuclear mag- 
ntism  is discussed while section 1.2 is concerned with the interactions responsible 
for nuclear spin-lattice relaxation. In 1.3, Bloch’s equations are presented, leading 
into the concept of the rotating reference frame and pulsed NMR. In section 1.4 
there is a brief discussion of the skin effect in relation to the NMR experiment.
Finally, section 1.5 is a basic introduction to  semiconductors and how they have
been studied in the past using NMR techniques.
1.1 N uclear M agnetisation  and th e  R otatin g  Frame
1.1.1 N uclear Spins in a M agn etic  F ield
A nucleus with a magnetic moment /z, placed in a magnetic field Bq, has an inter­
action energy given by -p,.Bo, where
fj, — 'yhX (1 .1.1)
if the to ta l spin of the nucleus is I.
The Hamiltonian for this interaction is given by
H  =  - 7 M .I  (1 .1 .2)
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Defining Bq as static and along the z-axis of a co-ordinate system (x,y,z), then
H  =  --yhB oL  (1.1.3)
where 7  is the nuclear magnetogyric ratio. The eigenvalues of this Hamiltonian, 
which describe the Zeeman levels of the nucleus, are
E  = —'y%BQm (1.1.4)
where m  is the magnetic quantum  number taking the values I, I- l, 1 - 2 . There 
are (21+1) such Zeeman levels equally spaced by 'yUBo, The application of a quan­
tum  of energy equal to  this energy separation will induce transitions between ad­
jacent levels. Transitions are most commonly induced by applying an oscillating 
magnetic field to the nucleus along the x-axis direction. Describing this oscillating 
field by Ba,.(t) =  B^ cos(wt), the full Hamiltonian becomes
H  — —'yfiBoIz — ^hBa;IxCos{tüt) (1.1.5)
in which the operator U has m atrix elements (in jUjm) w ith in =  m ± l only. 
Allowed transitions take place when the energy of a quantum  of the oscillating 
field, equals the energy difference between adjacent Zeeman levels (see figure 
1 .1):
%u> — j %Bq (1.1.6)
or
w =  7 B0, (1.1.7)
which is the familiar Larmor condition for resonance.
The population distribution of the nuclear Zeeman levels obeys Boltzmann’s 
law, so th a t the population of a level of energy is proportional to  exp(-Em/kT), 
where k is Boltzm ann’s constant and T is the tem perature. Thus, summing over
SMÈR6-Y.
/Kpclxéo n é to . S,
%co — y h  Bo
Figure 1.1: The Larmor Condition for magnetic resonance.
all levels, i.e. from m  =  -I to I, tlie to tal magnetisation M of a sample of N nuclei 
is given by
N 'y% Y:m exp{-E ,„/kT)  „  ,^ ^  j : e x p ( - E J k T )
It is tliis m agnetisation M which is observed in NMR experiments.
1.1 .2  T h e N M R  E xp erim en t
The basic NMR experiment, the Continuous Wave Experim ent, consists of the 
irradiation of the sample of nuclear spins, to induce transitions as discussed above, 
using an RP coil placed perpendicular to the Bq field in which they sit, as shown 
schematically in figure 1 .2 . Sweeping the field from a value below to one above tha t 
given by the Larmor condition, one detects an absorption of R F power from the coil 
a t the resonant field. At resonance the nuclei are stim ulated either to emit energy 
by making downward transitions or to  absorb it by making upward transitions. 
All such transitions are equally likely, but because at non-zero tem peratures there 
is an excess of nuclei in the lower energy state (equation 1.1.7), there will be a 
net absorption of energy. The magnitude of this resonance effect depends directly 
upon the size of M.
One factor affecting the probability of causing transitions between levels is the 
RF power of the coil. If the power is large enough and applied for sufficient time, 
to ta l equalisation of the populations of all the Zeeman levels occurs: this is known 
as saturation.
The absorption spectrum  has a finite width and is usually Lorentzian or Gaus­
sian ill shape, see figure 1.3. One reason for the broadening is tha t the static 
magnetic field is modified by electrons and neighbouring nuclei, so tha t nuclei at 
different atomic sites resonate a t slightly different frequencies. This is the basis 
of phenomena such as Chemical Shift, the dipolar interaction and the hyperfine 
interaction, considered in greater detail later in this chapter.
OSCILLATOR
BRIDGE CIRCUIT
N P O L E S POLE
NMR COIL
F ig u re  1 .2 : Schematic diagram of simple continuous wave NMR experiment.
(/)c0)
cdcO)
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F igure 1.3: A Gaussian lineshape.
1.1 ,3  Spin  T em peratu re
One of the most useful concepts to  have developed from NMR theory is th a t of 
Spin Temperature which is often used to obtain a physical awareness of spin-system 
behaviour. It is certainly of vital im portance for the consideration of the effects of 
NMR field-cycling on the spin systems encountered in tliis work, as discussed in 
chapters 4 to 6 .
The spin tem perature hypothesis assumes tha t spin systems can be described 
ill an identical manner to thermodynamical systems, thus perm itting directly 
analagous mathem atics to be used. For simplicity, consider a system of non­
interacting spins with I =  1/2. W hen equilibrium has been established, the ratio 
of the relative populations of the Zeeman levels is given by
£  = (^ )
where p+ +  p_ =  1 , T%, is the tem perature of the surroundings, or lattice, and 
B is the applied magnetic field. As established earlier, if a transverse R F field is 
applied, the therm al equilibrium of the populations is disturbed, bu t, significantly, 
it is still possible to assign a tem perature Tg to the spin system, wliich is distinct 
from th a t of the lattice:
During saturation, T 5 becomes infinite so th a t p+ and p_ are made equal.
The fact tha t the R F field creates transverse magnetisation makes a complete 
description of NMR in statistical terms impossible. This is due to the off-diagonal 
elements produced in the density m atrix describing the spin system. However, the 
spin tem perature is still an extremely useful and powerful concept.
The extension of these ideas to spins with I >  1 /2  is not obvious since it is 
implied tha t the ratios of the populations of adjacent Zeeman levels are equal. 
The generalisation can be made, however, in certain cases [1]. In the case of the
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III-V semiconductor spin systems, transitions between adjacent Zeeman levels are 
induced via the B-term (flip-flop) of the dipolar interaction of the nuclei. Equi­
librium is thus rapidly established within a sub-species of Zeeman levels and a 
Boltzmann distribution of the level population exists, allowing a spin tem perature 
to be assigned.
It thus becomes possible to  picture a III-V crystal in terms of independent spin 
reservoirs, representing the various nuclei present, in therm al contact w ith a bulk, 
lattice reservoir and possibly each other. Heat exchange between systems is readily 
investigated using NMR field-cycling.
1.2 R elaxation
The return  of a spin system to its equilibrium condition following a disturbance by 
an RF field is known as relaxation. In order to  return  to  the equilibrium state, a 
process enabling the transfer of spins from one energy state  to another is required. 
For the transfer of energy to occur, transitions are accompanied by complementary 
changes in the lattice, which is considered as an infinite heat reservoir. There is a 
net transfer of energy from the relaxing spin system to the reservoir as equilibrium 
is approached. This is spin-lattice relaxation and has an associated time constant, 
T i, the spin-lattice relaxation time.
Interactions between the spins involving no energy change also exist, resulting 
in the finite width of the absorption lineshape mentioned earlier and also a loss of 
the phase coherence th a t is established by the RF irradiation. These relaxation 
processes are likewise characterised by an appropriate time constant, T 2, the spin- 
spin relaxation time.
The physical interactions via wliich energy is exchanged during relaxation de­
pend principally upon the magnetic dipole and electric quadrupole moments of the 
spins. Thus, the magnetic dipole moment of a nuclear spin interacts with mag­
netic fields arising from orbital motion of electrons (giving rise to  Chemical Shift), 
other nuclear magnetic dipole moments and the spin moments of surrounding elec­
trons. The electric quadrupole moment of a nuclear spin, meanwhile, interacts 
w ith nearby electric field gradients caused by electrons or other nuclei. Each of 
these interactions will now be considered:
1.2.1 C hem ical Shift
W hen a nucleus surrounded by electrons is placed in an external magnetic field 
Bo, the actual field it experiences is given by
^act = ^oO -~  (1.2 .1)
where u is a shielding factor, usually expressed in ppm, whose value depends upon 
the electron distribution around the nucleus. It is here assumed tha t the nucleus 
is in rapid motion, as in a liquid, and th a t cr is an isotropic average. In general, a 
is anisotropic and a tensor description is required. The value of a varies between 
different chemical sites, hence the term  ’’Chemical Shift” and the field of high 
resolution spectroscopy. The shift arises for two reasons:
1) The Larmor precession of the electrons around the applied magnetic field, 
Bq is equivalent to an electric current , which produces an extra magnetic field at 
the nuclear site.
2) Bq polarises the electron shells, which, when distorted, also produce an extra 
magnetic field experienced by the nucleus.
The effect of the shielding is two-fold: firstly, it causes a corresponding shift 
in the Larmor resonant frequency of the nucleus to  w =  and , secondly, it
provides a mechanism for relaxation.
The size of the chemical shift in solids is invariably anisotropic and is small 
compared to other interactions described below, which in liquids have a zero aver­
age.
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1.2 .2  N u clear-N u clear D ip o le  C oupling
111 solids, tlie most im portant interaction for relaxation is the coupling of one 
nuclear magnetic dipole to  another. Each nuclear magnetic moment produces a 
magnetic field to which other magnetic moments couple. The classical interaction 
energy , E, of a magnetic moment, with a magnetic field, B is given by E =  
-ja.B. The interaction energy between two magnetic moments =  'yifi 1% and ^2 
=  I 2 is given by
7 i7 2 ? i^  /  3 ( I i . r i 2 ) ( l 2 . r i 2 ) ' \  n  o
=  T  --------------
where r%2 is the separation of the two dipoles. The general Hamiltonian, E dd for 
the dipolar contribution is given by [4]
=  ( i j ik  -  ^  (1.2.3)j~i k-1 jk \  ^jk j  4-Tr
For the case of the interaction between two spins 1 and 2, this expression can be 
rew ritten as [1]
iîüD  =  ^ ^ i ^ ( A  +  B +  C '+ i?  +  S  +  J ’) (1.2.4)^12
where the terms A to F are as follows:
A =  (1 -  3cos*e)I,iI,2 (1.2.5)
B =  - i ( l  -  Zcos‘^ 9){h^h. +  Ii_/2+) (1.2.6)
G = —^sin9cos6exp{^—i<j>)(I^il2^ +  (1.2.7)
3
D = ——sin6cos6exp{i(j>){^Izil2- +  A —^ 2) (1.2.8)
E  = —^sin^0exp{—2i<p)Ii^l2+ (1.2.9)
F  = —^sin^  Oexp{2i(j))Ii_l2-. (1.2.10)
where r, 0 and (f> are spherical polar coordinates.
In these expressions, 1+ and I_ are the raising and lowering operators, respec­
tively.
Terms A and B do not cause a  net transition and therefore play no part in 
spin-lattice relaxation, but they do contribute to spin-spin relaxation. The term  
A has the same form as for two interacting dipole moments and corresponds to 
the interaction of one spin with the static component of the local magnetic field 
of the other. Term B corresponds to the simultaneous reversal of two spins in 
opposite directions and for this reason is known as the "fiip-fiop” term  of the 
dipolar Hamiltonian.
Terms C to F correspond to  interactions between different nuclear species and 
therefore are involved in spin-lattice relaxation mechanisms. Terms C and D each 
flip one spin only while terms E and F flip both spins up or down.
The A and B terms are responsible for the broadening of an absorption spec­
trum  lineshape, the width of which is related to the spin-spin relaxation time, Tg, 
by the approximate relationship
1linewidth  =  —— . (1 .2 .11)7tT2
In liquids, this so-called Dipolar Broadening is eliminated because the rapid molec­
ular motion causes the (l-3cos^^) term  to average to  zero.
In solids, the dipolar broadening is large and this is often an undesirable ef­
fect since line resolution becomes poor. Since all of the work carried out in this 
study was broadline, line-narrowing was not necessary. For cases where narrow 
linewidths are im portant, for example in liigli resolution NMR spectroscopy, the 
broadening can be significantly reduced in a number of ways. The two most effe- 
cive methods for achieving this are Magic Angle Spinning (MAS) and the Multiple 
Pulse technique (MP).
In MAS, the sample is ro tated about an axis set at an angle of 54.7° to the 
Bq field (see figure 1.4) whereby the time average of the term  (l-3cos^^) becomes 
zero. The A and B term s are thus eliminated from the dipolar Hamiltonian and 
the lineshape is narrowed [4].
Line narrowing with MP methods is obtained by the application of RF pulse 
sequences to  the sample such th a t at specific times within the sequence, the effect 
of the dipolar Hamiltonian is zero, as desired [14]. RF pulses in NMR are discussed 
in greater detail later in this chapter.
1.2 .3  E lectron-nu clear C oupling
This can occur via two interactions. Firstly, there is the interaction between the 
nuclear spin magnetic moment and the electron orbital m otion magnetic moment, 
for which the Hamiltonian may be w ritten
=  (1.2.12)e 'en
where L is the orbital angular momentum operator and e and N refer to  the electron 
and nucleus repectively with i‘en being the distance between them.
Secondly, there is the interaction between the nuclear and electronic dipoles, 
the Hamiltonian for which is
H  =  i -  ^(^N-reu)(Se-ren)\  (1.2.13)
e y e^n *’en J
where is the perm ittivity of free space, gs is the electron g-factor and is the 
Bohr magneton. Since this expression assumes point dipoles, for the case of iwO 
it breaks down and an extra energy term  is required to account for the situation 
where an electron may be in the same region of space as the nucleus. This term  is 
the Fermi Contact term ,
2
H contact — ^ ] ^(^en)fN‘^ e (1.2.14)
F ig u re  1.4: Magic Angle Spinning. The axis of ro ta tion  is a t an angle (3 to 
the direction of the applied field, B q. The param eter a  is  fixed for a  given rigid 
solid. W hen /3 is 54.7°, the value of 3cos^^-l is zero.
where ^(i‘en) is the Dirac delta function. This interaction, otherwise known as 
the H y p e rfin e  In te ra c tio n , is extremely im portant as we shall see later, when 
considering nuclear cross-coupling and spin-lattice relaxation in some semiconduc­
tor samples. The size of the interaction reflects the magnitude of the conduction 
electron wavefunction at the nuclear site, |^(o)|, and this in  tu rn  determines the 
nuclear spin-lattice relaxation rate .In  such samples, the scope for electron-nuclear 
coupling is considerable.
The electron-nuclear coupling is greatest, however, in metals, where there is a 
large free-electroii gas. The magnetic field created at the nuclear site as a result of 
this interaction leads to  a shift in the value of the nuclear Larmor resonance field 
greater than  th a t produced by the chemical shift. This is known as the Knight 
Shift and will be encountered later in this chapter and in chapter 6 .
1.2 .4  E lectric  Q uadrupole C oupling
For a nucleus with a non-spherical charge distribution, the energy of the elctro- 
static interaction with another charge is dependent upon the nuclear orientation. 
Consider a charge distribution of density p interacting w ith an external potential, 
V. Classically, this interaction is given by
E  = f  p{r)V(r)dT. (1.2.15)
If V (r) is expanded as a Taylor series, it can be shown th a t [6]
^  =  y(0) J  pdr J  Xapdr -t- ^  -}-......  (1.2.16)
where o:=l,2,3 and Xo,=x,y,z respectively,
and
\  /  r=0
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If the origin is chosen to  be the centre of mass of the nucleus, the first two terms of 
equation 1.2.16 represent the electric monopole and dipole interactions respectively. 
The third term  is the electric quadrupole term.
The Hamiltonian for the electric quadrupole interaction is
in which Qa,(3 is the nuclear quadrupole moment, given by
<5«,/3 =  J (1.2 .20)
Equation 1.2.16 applies for an arbitrary orientation of the rectangular coordinate 
system a =  x,y,z. It is, however, always possible to choose principal axes of the 
potential V such tha t the tensor Va ,(3 =  0, for a  ^  In term s of these axes, the 
Hamiltonian for the quadrupolar term  of the interaction is given by
S q =  ^  -  f )  +  -  f )  +  -  f ) ]  (1 .2 .21)
where I .^, ly and I^ are the operators of the to tal angular momentum of the nucleus 
and I is the nuclear spin.
The quantity q =  Y zz f^  is called the electric field gradient. A further simplifi­
cation tha t can be made at this point is th a t the electric field has symmetry such 
th a t "Sf XX   yy.
If a magnetic field is then applied along the z’ axis (where generally z’ and z 
do not coincide), the to tal Hamiltonian is
H  =  (1-2-22)
where 7„ is the gyromagnetic ratio of the nucleus. In the case where the electric 
quadrupolar interaction is larger than  th a t of the Zeeman interaction, it is often 
convenient to treat the Zeeman term  as a perturbation and work in a basis set
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diagonal in Hq . This is necessarily the case for very low field NMR of quadrupolar 
nuclei. In the case of pure III-V semiconductors, nuclei have cubic symmetry and 
Hq =  0. However, in the vicinity of defects in III-V crystals, cubic symmetry 
is destroyed and electric field gradients exist to which quadrupole moments may 
couple. The exploitation of this coupling by NMR field cycling is described later 
in this work and provides information about the nature of the dominant defect.
1.3 B lo ch ’s E quations
1.3.1 E q u ation  o f  M otion
The equation of motion of the nuclear magnetisation, M , in a magnetic field B, 
neglecting relaxation, is [4]
^  =  M  X 7 B. (1.3.1)
Figure 1.5 depicts the precession of the net magnetisation about B at the Lar- 
mor frequency, w =  7  B. Relaxation was first taken into account by Bloch [3], 
who formulated a set of phenomenological equations in which it was assumed tha t 
the components Ma,, and My of M  decay to zero, the equilibrium magnetisation, 
exponentially. It was further assumed th a t those components parallel and per­
pendicular to Mq decay at different rates, characterised by the now familiar time 
constants T i and T 2 i.e.
dMz Mz — Mo 
dt Ti
dMx Mx
dt Tr
and
These equations reduce to
dMy My 
dt ”  To
(1.3.2)
(1.3.3)
(1.3.4)
^  =  7 M X B _  (1.3.5)dt ±2 J-i
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F îg u re  1.5: Precession of the magnetic spins about the applied magnetic field 
and the resultant net magnetisation Mq.
B is the sum of the the static field, B q and the applied RF field B i. The alternating 
RF field may be w ritten as
Bx(ii) =  iBxCos(jjt (1.3.6)
which can be envisaged as the sum of two, circularly polarised fields rotating in 
opposite directions i.e.
B i =  Ri[icos(±a;t) +  jsm(±a>t)]. (1.3.7)
Only one of these fields , th a t with angular velocity -w need be considered; hand- 
wavingly, the other is 2w off resonance and may be neglected. Therefore, overall,
B =  iBiCos(ioi) — jBisin{(jjt) +  kRo- (1.3.8)
The validity of the Bloch equations becomes questionable when Bq is comparable 
to B i, so tha t modified Bloch expressions are required at low fields [1]. Bloch-type
behaviour is assumed for the relaxing nuclei in chapter 6 in which the T i ’s of the
host nuclei in doped III-V samples are examined.
1,3 .2  T h e R o ta tin g  R eferen ce Fram e and P u lsed  N M R
It is more instructive to  consider the Bloch equations in a rotating frame of ref­
erence (x’,y’,z’) , which rotates about the z-axis at an angular frequency, -lo such 
th a t in this frame, the RF field appears static. For this case, it can be shown [4] 
tha t
\  /  rot
where f ,  j '  and k ' are the unit vectors of the rotating frame. The term  (B  - 
w /7 ), known henceforth as Be/y, is interpreted as the combination of the applied, 
external field B and a ficticious field -co/7 , wliich arises from the existence of the 
rotating frame. The RF field is static in the rotating frame, so tha t
Beyy =  B o -  w/7 +  i'Ri. (1.3.10)
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At resonance, the rotating frame has a frequency of rotation of Wo =  7 B0, so tha t 
B e// =  B i and the m agnetisation rotates about B j. If B i is applied along the 
x' axis, then M  rotates about the x' axis. The equation of motion for M  in the 
rotating frame is then
=  M  X 7 B 1 (1.3.11)dt I/  rot
and
K 1 =  7 |B i | (1.3.12)
where coi is the processional frequency of M  about the x.' axis. In a time tp seconds, 
the duration of the RP pulse, the angle through which M  processes is
(9 =  7|Bi|iip (1.3.13)
in radians. This equation is the basis of pulsed NMR. If 9 is tt/2  radians, then the 
R F pulse is known as a QO'* pulse; if 0 is tt radians, it is known as a 180° pulse, and 
so on. The pulse of radiation thus tips M  into the x'y' plane and when this occurs, 
a component of M  is generated along y'. It is this component which generates a
small current in the coil , ”tuned” to  the Larmor frequency and wrapped around
the sample in the NMR experiment.
1.3 .3  S im ple P u lsed  N M R
Figures 1.6a - 1.6d summarise the tem poral development of the magnetisation M  
of a system of spins, following the application of a 90° pulse, as viewed in the 
rotating frame of reference.
In figure 1.6a, the net m agnetisation is aligned along the y' axis, i.e. M y =  Mq. 
At this moment, all the spins are in phase with each other. However, after a short 
tim e, A t, spin-spin interactions cause a dephasing of the spins, characterised by 
the tim e constant Tg, so th a t the components of the net m agnetisation in the x 'j '  
plane gradually decrease, figure 1.6b. The decay of My induces a changing current
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F ig u re  1 .6 : The tem poral development of the  net magnetisation following a
90° pulse in the rotating frame of reference, x ’y ’* 
a) Mo immediately following the pulse.
b, c) The gradual dephasing of the  spins in  the x^y^-plane and the simultaneous 
development of the m agnetisation in  the z’ direction.
d) Total dephasing of spins in  the x^y^-plane and full recovery of the net mag­
netisation in the z’ direction.
in the detector coil, manifested usually as an exponentially decaying signal, called 
the Free Induction Decay (FID). The FID is vital, since it is the Fourier transform 
of the nuclear absorption spectrum  [4].
As the spins dephase, figure 1.6c, spin-lattice interactions cause them  to si­
multaneously relax back to Mq in the z axis direction, characterised by the time 
constant T j. There clearly is a point at which the spins have both  totally dephased 
and totally relaxed back to  alignment with the Bq field, figure 1.6d. This occurs 
when a time much greater than  T i and T 2 has elapsed.
In the continuous wave experiment described earlier, the frequency of the RF 
could be varied until the resonance condition was met. In the pulsed experiment, 
however, it can be seen tha t the sample is irradiated with a single pulse, which 
ideally contains all frequencies. The transient response of the spin system wiU only 
reflect the resonant frequencies of the system; as already mentioned, the Fourier 
transform  of this will reveal those resonances.
Using simple sequences of 90° and 180° pulses applied to  a sample, it is possible 
to determine both T j and T 2 (cee, for example, [4]). More complicated pulse 
sequences are used in NMR techniques .for imaging solid materials (for example,
[15]).
1.4 R F  P en etration  o f Sem iconductors
Difficulties may arise experimentally as a result of the lack of penetration of the 
R F irradiation into the semiconductor samples, due to the ’’Skin effect” , in which 
the quantity called the skin depth is a measure of the penetration of the R F fields 
into the sample. The classical formula for the skin depth is [1],
6 =  , . (1.4.1)VSvrcrw
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in which c is the velocity of light, a is the sample conductivity and w is the RF 
frequency.
For metals of high conductivity at 4K, for example sodium, and using a fre­
quency of 10^ MHz the skin depth is approximately a ten th  of a micron [1]. How­
ever, for semiconductors of significantly lower conductivity (GaAs and InP are less 
than  100(^^cm)“  ^ at 4K) and also with a frequency of only 24 MHz, the skin depth 
for the 0.5mm tliick samples a t low tem peratures is sufficient, being of the order 
of lO^m! Even at the higher tem peratures used for nuclear relcixation measure­
ments, e.g. 300K, the skin-depth is over Im . No difficulty is therefore found for 
the field-cycling experiments discussed in this work.
1.5 Sem iconductors and N M R
1.5.1 E arly Ideas o f  S em icon du ctors
The earliest descriptions of the class of materials known as semiconductors were 
given with regard to  the electrical conductivity of such substances. It was soon 
established, for example, tha t semiconductors generally possessed a negative coef­
ficient of resistance and also tha t their resistivity was approximately in the range 
10“  ^ to  10® ücm  at room tem perature. These and many other such properties 
have, for over a century, been studied in great detail and one of the most im por­
tan t developments in th a t time has been the ability to control very accurately the 
purity of semiconductor samples.
Although at absolute zero a pure semiconductor behaves as an excellent in­
sulator, characteristic semiconductor properties arise primarily with therm al ex­
citation, but also with subtle changes in chemical composition, the addition of 
impurities and the introduction of lattice defects. As a result of the detailed anal­
ysis of the behaviour of semiconductors, a wide range of devices based on these 
properties has appeared including transistors, rectifiers, detectors, photocells and
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lasers.
Those properties exhibited in pure samples are known as intrinsic, whilst the 
addition of impurities, etc, give rise to extrinsic properties. It is the ability to  care­
fully control the deviation from purity of semiconductor samples tha t has enabled 
the specific engineering of devices to occur so successfully. The most im portant 
concept to emerge th a t has perm itted the understanding and application of semi­
conductor samples, however, has been tha t of the Band Theory of Solids.
It was Wilson’s application of quantum  theory to  the motions of electrons in 
crystalline solids th a t led to the first satisfactory definition of a semiconductor. 
This was based upon the emerging band theory of solids developed earlier by 
Sommerfeld [16] and Bloch [5]. In this model, the energy levels of the orbiting 
electrons of a single atom  effectively merge together to form energy bands when 
an array of atoms, as in a sofid, is brought together. The bands actually consist 
of a large number of closely spaced levels. There are bands of permissible energy, 
allowed bands and regions of energy which are not possible electron energies, the 
forbidden bands. The band of energies of the valence electrons in a solid is called 
the valence band. In semiconductors there exists a small forbidden region between 
the valence band and a higher band, the conduction band. The conduction band is 
so-called since with increasing tem perature, electrons with energies in the valence 
band may be excited to energies in the higher band and lead to  enhanced electrical 
conduction.
W ilson’s early definition of a semiconductor was based upon the size of the 
energy gap, AE, between the valence and conduction bands and this is still used 
today as a reasonable description. Typical semiconductor band gap values vary 
between approximately 0.1 and 3eV and are critical when considering the appli­
cation of the material. Some compound semiconductors, such as GaAs and InP 
have been found to possess particularly favourable band gaps and other, related
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electronic properties [12] [13], which make them  extremely im portant materials in 
the present technological progression of the electronics industry.
1.5 .2  S em icon d u ctor C rysta l S tru ctu re
Most of the im portant, compound semiconductors, including GaAs and InP, have 
zincblende lattice structures, figure 1.7. This is a tetrahedral phase i.e. each atom  
has four, equidistant, nearest neighbours lying at the corners of a tetrahedron. The 
bond between two neighbours is formed by two electrons of opposite spin.
The zincblende lattice can be considered as two, interpenetrating face-centred 
cubic lattices. Thus in GaAs, for example, one sublattice is gallium and the other 
arsenic. Although most semiconductor compounds crystallize as this structure, 
there are some th a t have other formations, such as CdS (W urtzite lattice) and 
PbS (Rock-salt lattice) [17].
In reality, crystal samples will not possess such perfect structure throughout 
the entire lattice: there will exist, though not always unintentionally, various types 
of imperfections. The three most common types are impurities, interstitial atoms 
and dislocations.
An im purity is simply a foreign atom  present in the crystal structure. It may 
occupy one of the sub-lattice sites, in which case it is substitutional^ or a position 
in between sub-lattice sites, when it is interstitial (figure 1 .8).
The second type of imperfection mentioned occurs if an atom  of the host crystal 
becomes displaced from a lattice site to  an interstitial position. W hen this occurs, 
a vacant lattice site may be left, forming another type of imperfection, a vacancy 
(figure 1.8) and the pair are known collectively as a Frenkel defect. Not all vacancies 
have an associated interstitial atom: an atom  may migrate to the surface of the 
crystal, thereby extending the crystal and leaving independent vacancies in the 
crystal. These are then known as Schottky defects.
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F ig u re  1.7: Zincblende Lattice,
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F ig u re  1 .8 : Two lattice defects - the In terstitial Im purity and the Vacancy.
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F ig u re  1.9: The Dislocation lattice defect.
The third common type of crystal imperfection, dislocations, usually arise when 
the crystal is subjected to  to  stress. This causes it to  yield as crystal planes slip 
over each other. The simplest type of dislocation is depicted in figure 1.9. This is 
an edge dislocation, where the line separating the slipped plane from the unslipped 
plane is at right angles to  the direction of the slip.
The type of crystal imperfection relevant to tliis work is th a t of the impurity 
and it will be seen in chapter 3 tha t different impurity atoms produce defects of a 
wide variation of character, which may be investigated using NMR field-cycfing.
1.5 .3  M agn etic  R eson an ce and Im p u rities
It has already been tacitly mentioned th a t certain characteristics of a semiconduc­
tor, the extrinsic properties, depend significantly upon purity. It is thus highly 
desirable to be able to obtain information about the im purities, particularly tha t 
which was not available during the manufacture of the sample. Many techniques 
for obtaining such information have been developed.
Amongst these are several sophisticated and comparatively recent methods, 
employing the principles of magnetic resonance. In addition to NMR techniques 
discussed in the following section, these include electron paramagnetic resonance 
(EPR), electron-nuclear double resonance (ENDOR) and optically detected NMR 
(ODNMR) [6], though these are often liigiily restricted in the information they can 
provide - see, for example, the review by Zunger [18]. Thus, there has been a large 
number of E PR  studies of the electron g-factors and hyperfine coupling constants 
of m any II-VI compounds [29] [30] [31] Also, there has been a significant amount of 
END OR work on similar compounds to determine the extent of charge délocalisa­
tion in such samples [27] [28]. Silicon and its compounds too have been the subject 
of recent magnetic resonance studies, including nuclear relaxation investigation by 
Bagraev et al [20] and an ENDOR investigation of SiTi"^ by van Wezep et al [19].
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A further magnetic resonance technique th a t has recently been used to study 
semiconductors [21] is tha t used in this work, NMR Field-cychng, and this has been 
used to  examine defects in III-V semiconductors. III-V compounds are particularly 
well suited to NMR study by virtue of the III-V elements possessing favourable 
NMR properties such as large magnetic moments and electric quadrupole moments. 
NMR field-cycling is not the first NMR technique tha t has been used to  study HI­
V ’s: a history of NMR studies of defects in III-V semiconductors exists and this is 
reviewed in the following section.
1.5 .4  N M R  L ineshap e M easu rem en ts
In an early study by Shulman et al [22], the NMR liiiewidths and lineshapes of 
the nuclei in several, nominally undoped, powdered III-V samples, were measured 
and found to  be approximately lOkHz wide and Gaussian in shape. This type of 
lineshape was a ttributed to the large values of spin for most of the nuclei, which 
led to a Gaussian spread of local magnetic fields.
The first experiments investigating the effects of crystal impurities on the line­
shapes of III-V sample nuclei, were performed by Rhoderick [23] who measured 
lineshape changes with the addition of tellurium atoms to  InSb and was able to 
deduce the Sternheimer Anti-sheilding Factor (SAF) from this. The SAF is a 
numerical factor and represents the degree of deformation of the electron shells 
around the nucleus. A similar study was peformed more recently by Hester et al 
[7], who used pulsed NMR techniques to measure charged-defect concentrations as 
low as 2xl0^^cm~®. This was achieved by observing the dependence of the line­
shape on crystal orientation. This technique is confined to  defects creating a large 
electric field gradient w ith which nearby m atrix nuclei interact via the quadrupo­
lar interaction. Also, since only neighbouring nuclei are affected, the interesting 
spectral features are weak.
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Other analyses of the quadrupolar effects created by the addition of impuri­
ties into III-V crystals include the works of Andrianov et al [8] and Carlos et al 
[47]. In the former case, the first derivative of the absorption spectra of selected 
nuclear species in a variety of powdered III-V samples, was recorded as a function 
of added impurity. Typical defect concentrations were It was observed
th a t the fineshapes changed from a Gaussian to  a Lorentzian shape, with addition 
of impurities. The corresponding change in profile intensity was used to  calculate 
the volumes of distorted regions near the defects from which values of SAF were 
obtainable. Only powdered samples could be used in this work to  eliminate orien­
tational effects and also to ensure tha t the particle size was small enough so tha t 
skin-depth effects had negligible influence on the NMR profiles.
In  the la tter of the two cases mentioned, the work of Carlos at al, measure­
ments of lattice distortions in single crystal GaAsrln samples were made from the 
observation of structure in the wings of the NMR lineshapes. Such features were 
attributed  to second-order quadrupolar shifts of the central transition. Although 
reasonable estimates of the bond angle could be made, again only m atrix nuclei 
in the vicinity of the defects were affected and so the spectral features were small. 
Typical defect concentrations in this work were and this m ethod once
more relied upon the creation of large efg’s at the defect sites.
1.5.5 K n igh t Shift
In section 1.2.3 the shifts in NMR fields due to electron-nuclear interactions were 
discussed. It was mentioned th a t in insulators, the to ta l field shift was due entirely 
to the diamagnetic and param agnetic contributions of the chemical sliift, whilst 
in metals, the to tal shift was larger and dominated by the Knight shift due to 
the hyperfine interaction between nuclei and conduction electrons. Early measure­
ments of the chemical sliifts in semiconductors have been reviewed by Drain [24].
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However, altliougli the Knight shift due to conduction electrons in semiconductors 
also exists, it is very much smaller than  the chemical shift. M iranda et aly however, 
were able to  determine the Knight sliift in n-type InSb by measuring the to tal shift 
and subtracting the chemical shift contribution [25].
More recently, Tunstall [26] has measured the Knight shift in heavily-doped 
(>10^°cm“®) InSb and In As in the extreme quantum  limit i.e. where the spin 
status of the conduction electrons is unambiguously known. This was performed 
using pulsed NMR and a pure sample of InSb as a reference in order to  be able to 
subtract the chemical shift from the to tal shift. The doped samples were described 
as deeply metalHc and in the extreme quantum  limit regime, it was possible to es­
tablish a simple relationsliip between the Knight shift and the conduction electron 
wavefunction character at the m atrix nuclei sites.
The Knight shifts of the samples studied in this present work have not previ­
ously been established, but in chapter 6 , the relationship between defects, Knight 
shifts and nuclear T i’s in III-V samples is investigated. Nuclear spin-lattice relax­
ation in III-V semiconductors has itself been the subject of many im portant NMR 
studies, particularly relating to  the nature of defects. A review of these studies is 
given in chapter 6 .
1.5 .6  Sum m ary.
There is evidently a clear, though Hmited, history of NMR studies of semiconductor 
materials. All of the work contributes in some way to  the deeper understanding 
of defects in the materials and how this might enhance the favourable properties 
of the semiconductor. GaAs and InP have emerged as perhaps the most useful 
semiconductor compounds and much recent work, including the use of NMR, has 
concentrated on these and closely related compounds. Field cycling provides an 
additional NMR technique to  those already mentioned and it will be seen th a t it
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both complements and supplements established knowledge.
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C h ap ter  2 
E x p er im en ta l A p p a ra tu s and  
F ie ld -cy c lin g  P ro ced u re
2.1 In troduction
This chapter considers the major elements of the experimental apparatus used in 
this work. Section 2.2 provides a view of the overall set-up, showing how each of the 
elements relate to  each other. In Section 2.3 the superconducting magnet is briefly 
discussed and in Section 2.4 the pre-amplifier, which was designed and constructed 
specifically for this work, is considered. In Section 2.5, the assembly and tuning of 
the NMR coil are discussed. Finally, the basic field-cycling m ethod is presented in 
Section 2.6, with particular regard to the study of a III-V semiconductor sample.
2.2 P rincipal E xperim ental C om ponents
Figure 2.1 shows a block diagram of the apparatus used for the field-cycling and 
other NMR measurements. It comprises the usual components familiar to solid 
state, breadline NMR spectroscopy. W ith the exception of the spectrometer the 
principal elements are m anufactured by m ajor suppliers. The spectrometer is 
home-made from commercial sub-systems. W orthy of particular note, however, 
are the m agnet, the pre-amplifier and the probe, all of which are described later. 
All the experiments are carried out under computer control. To this end the
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magnet power supply, pulse generator, relay switches and low-frequency oscillator 
are all interfaced to a BBC M aster Series Microcomputer interfaced via four 16-bit 
PIO 6522 chips and digital to analogue converters. The software, which includes 
data  capture and storage capabilities, was written by Dr. P. J. McDonald in 6502 
assembler and BBC Basic.
The free induction decay (FID) signals are detected (phase-sensitive detection) 
by a 24 MHz fixed frequency spectrometer and then captured by the storage os­
cilloscope which was also interfaced to the computer. FID signals are thus made 
available for data  analysis.
2.3 T he M agnet
The magnet, a purpose-built fast-switching superconducting m agnet, was supplied 
by Cryogenic Consultants Ltd. in 1986. The solenoid is constructed from fila­
m entary NbTi superconductor and is supplied by a PS120-H current source able 
to deliver up to 115 Amps, giving a maximum field of more than  8.5 Tesla. The 
quoted central field homogeneity in a 10 x 10 x 12 imn volume is approximately 
0.01%. The magnet does not have a persistent mode switch and the power leads 
remain energised throughout. The field is thus readily changed.
A typical ram p rate for field-cycling work was 0.5 Tesla/s. A much slower 
ra te  of typically 6 Tesla/hour was used during the Shubnikov-de Haas experiments 
carried out towards the end of tliis work. The field ramp is liighly linear, allowing 
straightforward field calibration. Low field NMR, in which holes are drilled in the 
m agnetisation of hydrogen-rich compounds, was used to check the calibration to 
well below 100 Gauss. Im portantly for field-cycling, the magnet is capable of fast 
switching many times with a high degree of field reproducibility, at least as good 
as the field homogeneity. Combined with the good homogeneity, the very fast field 
switching and settling capability enable the field-cychng m ethod to  be carried out
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successfully.
The sample space is part of a variable tem perature insert (VTI) fed by the 
bath  of liquid helium. Temperatures from 2.0 to  300K, with suitable pumping and 
heating, are readily available. Temperature stability above 10 K is to within 0.5K. 
W ith the exception of 4.2 K (a helium flooding of the sample space) it is difficult 
to control to within IK  below lOK.
2.4 T he Pre-am plifier
The entire pre-amplifier circuit is depicted in figure 2,2. The transm itter and re­
ceiver are decoupled using a modified version of the circuit first described by Lowe 
and Tarr [32]. The crossed diodes, which isolate the receiver from the transm it­
ter during an RF pulse, have been retained. However, the quarter wavelength 
transmission lines have been replaced by their lumped element equivalents. This 
modification is based on the design of a duplexer described by McLachlan [33] and 
a summary of its operation follows.
During an RF pulse, the crossed diodes D1-D4 conduct, so th a t the effective 
circuit is th a t of figure 2.3a. This current resembles closely th a t of the Stokes 
limiter, discussed later. Very little power is lost in the resonant circuit of C l, R1 
and LI. The effective pre-amplifier input is a liigh impedance tuned circuit. The 
transm itter therefore sees only the probe. The voltage drop across the diodes D4 
is typically 0.5V rms and the voltage at the receiver input is the fraction
{ m + 1/
of this voltage, where R q is the input impedance of the amplifier. This fraction is 
approximately 0 .1, giving substantially more overload protection to  the first gain 
amplifier than  would be the case without the capacitor of the tuned circuit.
After the RF pulse, when signal levels are low, the crossed-diodes are open-
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F ig u re  2 .3b : The duplexer circuit following an R F pulse.
circuited and the effective circuit is th a t of figure 2.3b. The probe is isolated from 
the transm itter, but coupled to the pre-amplifier via the low impedance series- 
tuned LC filter.
A further advantage of this lumped duplexer is the ability to house the circuit 
in the same box as the pre-amplifier itself, thus minimising noise.
In addition to the McLachlan duplexer, the recovery of the pre-amplifier fol­
lowing an RF pulse was significantly improved upon the introduction of tuned 
limiters, after Stokes [34], at the input of each amplifier stage. The role of the 
limiters is to prevent overload from occurring at each stage. Referring to  figure 
2.4, which depicts such a limiter, during an RF pulse the crossed-diodes conduct 
to ground. The capacitor and resistor now form a potential divider. The amplifier 
input voltage becomes limited to the fraction of equation 2.4.1 of th a t due to the 
crossed-diodes alone. For w <C 1/R C , this fraction approximates to wRG where R 
is the resistive load of the amplifier input (50f2).
After an RF pulse, the diodes do not conduct and the limiter behaves as a low 
impedance tuned LC filter in th a t =  Vout- Some attention m ust be paid to  the 
ratio L/C ; this value must be large enough to limit the RF amplitude, but small 
enough to prevent resistive losses in the diodes from occurring (insertion losses). 
Values used were based on those of Stokes [34], who also worked at 24MHz.
Overall, the limiters give an amplifier recovery time from a pulse into a pure 500 
load of less than  2/is. Using a small NMR coil (6 turns, 10mm x 5mm) and 50W 
power amplifier, the to tal time for a 90° pulse and system recovery is about 8fis. 
The entire circuit is housed in a non-magnetic brass box w ith integral 5V power 
supply. In accordance w ith good RF practice, copper screens were introduced 
between each of the main sections of circuitry. The design has proved to be very 
successful and has formed the basis for other, similar pre-amplifiers at 30MHz, 
used for multiple-pulse imaging of solids.
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F ig u re  2.4: The tim ed limiter, after Stokes.
2.5 T he P robe
A typical probe, by wliicli is meant th a t part of the apparatus which contains 
both  sample and NMR coil, is depicted in figure 2.5. The baffles running along 
the length of the stainless-steel tube, allowed for the straight introduction of the 
sample into the magnet and acted as therm al shields down the VTI. They also 
enabled other wires and fibres to be added to the system easily.
A coil attached to  one end of a co-axial cable behaves as a  parallel LG circuit 
with a liigh resonance impedance. Originally, pF capacitors were soldered in series 
with the coil at the bottom  of the probe to  create a paraUel-series circuit, as 
depicted in figure 2.6a. The resonance condition for this is given by
=  1 (2.5.1)
since (7p, the capacitance of the down-pipe, is always greater than  Cg, the added 
series capacitor [35]. The impedance at resonance is given approximately by
where L and R  are the inductance and resistance of the coil respectively. The value 
of the capacitor used depended upon the geometry of the coil and much trial and 
error was employed to  obtain an optim um  arrangement. Tuning occurred outside 
the cryostat, so th a t no account of the changes due to  being reduced to 4K could 
be easily made. It is believed th a t the the thermal contraction at 4K was the main 
contributor to the departure from the main condition when the probe was in situ, 
with both  inductance and capacitance being significantly altered.
A slight improvement was expected with the introduction of a variable capacitor 
to replace the fixed ceramic ones, which could be set to  a value th a t, with judgement 
from experience, would compensate for the change of environment from laboratory
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to magnet. This, however, proved unsatisfactory: the capacitor was slightly too 
bulky and, being made from rigid plastic, perished very easily at low temperatures.
The ideal situation is one in which tuning is possible w ith the probe in position 
in the magnet at 4K. This is accomplished by the addition of a variable capacitor 
in parallel with the probe, to give a parallel-series circuit, as shown in figure 2 .6b.
In this case, the resonance condition is given approximately by
w^L(Cp +  C,) =  1 (2.5.3)
for which the impedance is now
(2.5.4)
To tune the series-parallel circuit, bo th  Cp and Cg can be altered. The combined 
length of the down-pipe and its connecting cable is thus a tuning param eter itself.
The connecting cable is 500 co-axial cable, whose capacitance is typically IpF /cm .
A selection of different lengths of such cables is available for the tuning procedure 
and, moreover, the down-pipe itself has been reformed to behave like 500 co-axial
cable. Tliis was achieved by using an inner wire whose guage (SWG 6) was such '
I
th a t the ratio of its diameter to th a t of the stainless steel outer pipe was identical |
to th a t of the analogous ratio of the cable i.e. 1:6 . By inserting several sheaths of I
iIP T F E  sleeving around the inner wire, the dielectric too has been matched. The |
capacitance of the 1.12m down-pipe is now approximately llO pF. S
The coarse tuning by the variable cable length is supplemented by the fine 
tuning of (7s, a 65pF series trim m er capacitor housed in the pre-amplifier box, and 
these readily bring down the high impedance of the LC circuit to  the required 50f2.
In addition to the improved tuning ability and the tem perature insensitivity of 
the new probe, the change to  the series-parallel circuit provides further benefits:
1) the down-pipe acts as a very high voltage capacitor and no arcing occurs '
during the RF pulses
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2) the removal of the series capacitors reduces the to tal number of low tem per­
ature solder joints and also gives rise to less stray inductance and
3) the probe is more spatially compact. Figures 2.7a and 2.7b show the experi­
mentally obtained frequency response of the impedance and phase of a well tuned 
probe. Although the ideal resonance condition is 500 and zero phase at 24MHz, 
it is possible to obtain good signals with tuned impedances between 40 and 600 
where Z <  500 is most favoured.
Using the expression for the approximate inductance of a  coil, as given in 
reference [35] i.e.
=  3 .5 a+  45
where n  is the number of turns, a the coil diameter and b the coil length, then the 
inductance of a typical probe as used in this work (n =  6 , a =  5mm, b =  10mm) 
is approximately 1.5/xH. From equation 2.5.4, the resonance impedance for such a 
coil is approximately 350, with Cg at maximum. Reduction of Cg can be seen to 
increase Z to  the desired value and good tuning is possible.
The quality factor, Q, for the coil is defined by
0  =  ^  (2.5.6)
and is a measure of the efficiency of the coil with respect to  loss of signal energy. 
A high Q value is desired in order to  transm it a short 90® and also obtain a good 
signal-to-noise value for the FID. However, if Q is too high, the coil rings and 
the dead-time is unacceptable (see reference [35]). The physical constraints of the 
apparatus determine the coil geometry and fortunately the Q is sufficiently high, 
typically 10-100, for the experiments carried out.
The single crystal samples are held in position within the coil using a tight- 
fitting PT F E  holder (figure 2.8). For work requiring illumination of the
sample the base of the holder can be cut away to provide light access. The large
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presence of fluorine atoms in the holder provides a good NMR reference signal 
which aids the determination of the NMR fields of the sample nuclei.
2.6 T h e F ield -cycling  Technique
The factors influencing the emergence and development of the NMR field-cycling 
m ethod were presented in Chapter 1 . In this section, the scheme and its specific 
application to a III-V semiconductor sample are discussed.
2.6 .1  B asic  S tages o f  th e  C ycle
NMR field-cycling relies on the ability of the magnet to switch between and settle 
at diflFerent magnetic fields very quickly i.e. in times significantly less than  the 
spin-lattice relaxation times of the nuclei under study. This enables the use of a 
fixed frequency spectrometer, so th a t re-tuning with each new Larmor frequency 
encountered is not necessary. A typical field cycle as used in this present work 
consists of the following four steps:
1) Both nuclear species are cooled during a period of preparation at high field.
2) The m agnetisation of the selected nuclear species is destroyed at the NMR 
field by a train  of resonant R F 90° pulses.
3) The magnetic field is then rapidly switched to  a lower field, the relaxation 
field at which the sample is kept for a time short compared w ith its T%. This is 
typically only several seconds and ensures tha t the measured m agnetisation is not 
fully recovered.
4) Following the relaxation period , the field is switched rapidly back to the 
NMR field, at which the recovered nuclear magnetisation is measured using a 
single 90° pulse. Since the field switches quickly, any relaxation occurring during 
the switching time can be reasonably ignored.
The recovered m agnetisation is plotted as a function of relaxation field. The
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whole cycle is repeated for a slightly incremented (or decremented) value of relax­
ation field until the magnetic field region of interest has been scanned.
The preparation period may occur before each cycle or just once before the 
whole scan and is typically held at a field of 3 Tesla. Preparation is necessary 
because prior to  each cycle, the nuclear spins are saturated and so considered to 
be at an infinite tem perature i.e. they are in a state of zero magnetisation. If 
cross-coupling occurs, however, a finite magnetisation is observed because during 
the relaxation period, the spins become coupled to  and cooled by the second nu­
clear species. It is therefore necessary to  ”pre-cool” this second reservoir. This is 
achieved by the period of liigh field preparation, during which the lower Zeeman 
energy levels become highly populated according to a Boltzmann distribution. The 
degree of polarisation is thus proportional to  exp(7 ^B /kT ); the high field and low 
tem perature are therefore ideal preparation conditions.
If the second spin reservoir can remain cold for a long time, so th a t only a little 
of its magnetisation is lost during each relaxation period, it is sufficient to have 
only one, initial preparation period, at the start of the experiment. In contrast 
to a preparation each cycle, the magnet switches less frequently and scans can be 
made in reduced times.
2.6 .2  S p in -reservoir C oupling
Figure 2.9 shows a typical field-cycling scan. The more detailed series of diagrams 
in figures 2.10 and 2.11 demonstrate the reaction of the nuclear species in the 
hypothetical samples XY and XY:Z to  the different stages of the cycle. Both 
nuclei have been assigned a spin 1 =  1/2 for clarity. In effect, one is observing 
the field-dependence of the overall degree of spin-lattice relaxation of one of the 
nuclear species.
Firstly, consider a  field-cycling scan of an undoped sample. Following prepara-
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tion, both X and Y can be considered as polarised in the direction, so tha t a 
large magnetisation is generated in each case: both nuclear reservoirs are ’’cold” .
During saturation, one of the species, Y , is selectively irradiated with RF and, 
w ith all Zeeman levels thus equally populated, this reservoir becomes ’’hot” . Mean­
while, X remains cold. The hot nuclei then cool down via normal spin-lattice relax­
ation mechanisms when the field is switched to the low, relaxation field. A return 
to the NMR field of Y then allows the recovered m agnetisation to be measured. 
The cycle is then repeated. In this case of an undoped sample, no communication 
is assmned between the X and Y reservoirs, as in figure 2 .12.
Consider now a doped sample, XY:Z. The samples studied in this work have 
been doped with both shallow and deep level impurities and by way of example, Z is 
taken here to be an archetypal shallow defect. X and Y have been assigned as spin 
1 /2  nuclei for clarity only; this is not a typical value for the III-V nuclei, all of which 
are non-spin 1 /2  except for thallium  and phosphorus. In  the following chapter it 
i 3 shown tha t shallow defects induce zero-field splittings in  the Zeeman levels of 
quadrupolar neighbouring nuclei. This is included in diagram 2.11 in which, up to 
this stage, the situation is identical to  th a t of the undoped case.
However, by virtue of the defect-induced zero-field level spfitting of one of the 
nuclear species, X, for example, there now exist relaxation fields at which the 
Zeeman splittings are equal. It thus becomes possible for the two spin reservoirs 
to interact, or ’’exchange heat” , figure 2.13. This permits m utually induced flip- 
flop transitions to occur such th a t species Y regains m agnetisation via an additional 
mechanism and becomes cooler more quickly. X , meanwliile, loses magnetisation 
and ’’warms up” accordingly.
In similar fasliion, deep-level defects cause the natural Zeeman levels to be 
altered to allow cross-coupling of the reservoirs to again occur. The detailed theory 
of cross-coupling is discussed in  the following chapter.
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F ig u re  2 .1 2 ; The uncoupled spin reservoirs of the undoped sample.
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F ig u re  2.13: The coupled spin reservoirs of the doped sample.
The consequences of the spin-reservoir interactions are the anomalously large 
values of the recovered magnetisation of X at the cross-coupling fields, as will 
be observed from the results of chapter 4. An analysis of this effect provides 
useful information regarding the nature of the defect state and other parameters 
concerning the sample host nuclei.
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C h ap ter  3 
C ross-cou p lin g  T h eory
3.1 Introduction
In the previous chapter, the spin reservoir model for doped III-V semiconductors 
was introduced with regard to a field-cycling experiment. In this chapter, the cross- 
coupling of two of the reservoirs, X and Y, is investigated. A spin Hamiltonian for 
the m atrix nuclei near to  im purity sites is introduced in  section 3.2. It is shown 
th a t the cross-coupling of X and Y is dependent upon the nature of the impurity. 
Shallow level im purity samples are discussed in section 3.3 and deep level samples 
in 3.4. The effect of the cross-coupling on the nuclear relaxation rates of the spin 
reservoirs is then examined in section 3.5.
3.2 T he Spin H am iltonian
The XY:Z compounds studied in this work all have the zinc-blende structure, 
depicted in figure 3.1. The im purity Z can substitute at an X or Y site: in figure 
3.1 it is shown at the X site. The first and second nearest neighbours of Z then 
consist of 4 Y and 12 X ions respectively. Consider the nucleus of such a host 
ion in the vicinity of the impurity. If the nuclear spin is I  and the effective defect 
electron spin is S, then in a magnetic field B , an approximate spin Hamiltonian
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0F ig u re  3.1; Zincblende lattice, showing the X (white) and Y (dark) sites. 
The im purity atom  is shown substituted on an X site. The electric field gradient 
is defined along the [111] direction, with the B-field along the [001] direction. The 
angle 0  between the two is the ’Magic Angle’.
for the nucleus is
^spin = Hze +  Szn  +  S hF +  S q (3.2.1)
where
Hze =  ^/3B.S (3.2.2)
and represents the im purity electron Zeeman interaction,
Hzn — —T ^B .I (3.2.3)
and represents the nuclear Zeeman interaction of the neighbouring nucleus,
Hhf  ~  I.A .S  (3.2.4)
and represents the hyperhne interaction coupling the defect and neighbour nucleus, 
and
Hq = I .Q .I (3.2.5)
and represents the quadrupolar interaction between the nucleus and the electric 
field gradient (efg) due to the impurity. This is the familiar spin Hamiltonian for an 
unpaired electron spin interacting with a nucleus in a magnetic field, but with the 
omission of the nuclear and electronic spin-spin terms, which may be neglected in 
this case (see for example Poole and Farach [37]). From this, the nuclear' transition 
energies for the X and Y nuclei can be calculated. Energy level cross-couphng may
then be investigated as a function of magnetic field. Preliminary calculations of
this nature have already been made for GaAs:Si and GaAs:Cr [21]. Below, these 
calculations are extended and also applied to the more compficated cases of doped 
InP samples.
3.3 Shallow  C entres
In the vicinity of an im purity which gives a shallow defect level, the electron 
wavefunction is highly delocalised. A measure of the delocalisation is the effective
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Bohr radius of the defect. This is given by
m
rrr eao (3.3.1)
where m * /m  is the relative electron effective mass, e is the relative perm ittivity of 
the bulk sample and «o is the Bohr radius (5.29 X 10“^^m). The electron can be 
assumed as being delocalised when the effective Bohr radius exceeds 10 A. W hen 
this is so, the quadrupolar interaction is large due primarily to  the charge -induced 
efg. The hyperhne interaction, meanwhile, will in general be small because of the 
low defect electron density. In the cases considered here, however, the term  may be 
neglected entirely since the electron spins of the silicon and sulphur defects are zero. 
Equation 3.2.1, therefore, reduces to  just the nuclear Zeeman and quadrupolar 
Hamiltonian terms. The quadrupolar spin Hamiltonian is given by
[4 J (2 J -1 )]
[ i(3 c o « '0 i-1 ) (3 X ^ - / ( / - ! ) ) +
—sinSiCosQi{I^(^I^ +  J_) +  (J+ — +
+ 1!)] (3.3.2)
where efg(r) is the electric field gradient at a distance r  from an im purity site, Qi 
the quadrupole moment of the host nucleus and 6i the angle between the magnetic 
field B and the efg. O ther terms have their usual meanings. From Cohen and Reif
[36], the efg set up by a charge Ce is of the magnitude
^  (3.S.3)dr  ^ 47r6o 5 e
where e© is the perm ittivity of free space, e the relative perm ittivity and (1-cr) 
the Sternheimer anti-sheilding factor (SAF). The expression (2e ■+• 3)/5e allows
for the effects of polarization of the medium surrounding the charge . defect and
is discussed fully in reference [36]. Finally, r  is the nearest neighbour distance,
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calculable from a knowledge of the lattice param eter and the crystal structure 
(zinc-blende).
Considering each operation of the Hamiltonian on the basis state |I, m) in turn:
a o {3 4 ^ -I(J  +  l)}|I,m) =
(io{37n j — / ( /  1)}|I, m) (3.3.4)
%{t(4 - Î - ) + (4 - 4)4}|i,m) =
a iV l{ I  +  1) — m (m  -f- 1)|I, m  -f-1) — 
a iV l ( I  +  1) — m (m  — 1)|I, m  — 1) +
2 m a iV l{ I  +  1) — m (m  +  1) |I , m  +  1) -f
2m aiV l{I  +  1) ~  m ( m  — l ) | I , m  — 1 )  (3.3.5)
u,(7^ +  r ) | I , m )  =
(%2\/7(Z ~{~ 1) — tïi{tïi - j -  l)\/X (J ~1~ 1) — (m -j- l)(77i -{- 2)|I, in -b 2) -|-
02\ / 1(1 +  1) — m (m  — 1) \ /  J (J  +  1) — (m — l)(m  — 2)|I, m  — 2) (3.3.6)
where
oo =  —(3coa^@  ^— 1) (3.3.7)
3«1 =  -6m0iCO50,- (3.3.8)
and
3
(%2 — -5m ^0i. (3.3.9)
From figure 3.1, it is apparent tha t when B is parallel to the [100] direction, the 
efg (in the [111] direction) is at an angle 0 , to it, such th a t 3cos^0* - 1  =  0 i.e. 
0 i =  54.7°, the so-called "magic angle” , so tha t Œq is zero.
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Equations 3.3.4, 3.3.5 and 3.3.6 represent the diagonal, off-diagonal and next 
off-diagonal elememts of the spin Hamiltonian m atrix, respectively. Diagonalisa- 
tion of this m atrix yields the energy eigenvalues (see, for example, Harris [4]), from 
which the nuclear energy levels are obtained. The energy levels for Ga and As in 
GaAs:Si and for In and P in InP:S are given in figures 3.2 to 3.5 for the case of B 
parallel to the [100] axis. The calculation of transition energies can be made from 
these.
From further inspection of figure 3.1, it is evident tha t there are two inequivalent 
second nearest neighbour sites, resulting in two sets of energy levels for gallium 
and phosphorus. The issue is further complicated in the GaAs:Si case by the 
existence of two gallium isotopes Ga®® and Ga^^ of similar natural abundance: this 
is considered in the following chapter.
3.3 .1  C alcu latin g  th e  C ross-coupling S p ectru m .
In the earlier treatm ent of the doped G a As samples, McDonald et al sought those 
fields at which the energy level splittings of the two nuclear species were exactly 
matched. It was found th a t such cross-couphng fields clustered at certain values. 
A more formal m ethod of determining the cross-coupling field dependence is to 
calculate the transition probabilities between the two nuclear states induced by 
level crossing. A theory of cross-relaxation probabiHty was first proposed by Grant
[37] in 1964. In this, the mutually-induced nuclear fiip-flop transitions resulted, 
as they do in this work, from the dipole-dipole interaction, Hdd- However, for our 
purposes, only A m  =  ±1 transitions are allowed, since we need only be concerned 
with flip-flop transitions via the B-term  of the dipolar interaction (see chapter 1).
A sample calculation for the case of InP:S is given in Appendix A. In brief, the 
calculation progresses as follows:
From the Hamiltonian of the nuclear species nearest the defect sites, a set of
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energy eigenvalues at a finite, but near zero, magnetic field is obtained, by m atrix 
diagonalisatioii. This is equivalent to  the set of nuclear energy levels at th a t field. 
The energy levels for the host nuclei in GaAs:Si, GaAs:Cr, InP:S and InP:Co are 
given in figures 3.2 to 3.8. For InP:Fe, the defect spin is 5/2, leading to a very 
complex, unclear set of energy levels, which have been om itted for this reason.
The wavefunction for each energy level is composed of basis states with m  =  
-I....+ I. For each pair of levels, the Am  =  1 part is weighted by calculating for 
each pair of basis states the value of 0 »%% )  where C„i are the basis 
state coefficients in the eigenfunction.
The corresponding energy level splittings for all Am =  1 cases are then calcu­
lated. Each nuclear energy level possesses finite ’’w idth” due to  the homogeneous 
broadening caused by spin-spin (Tg) interactions. From Andrianov et al [8], the efgs 
of the defects in doped III-V samples broaden the natural Gaussian into Lorentzian 
lineshapes. This lineshape is described, in frequency units, by
where 8 is the linewidth (full width at half maximum) and the quantity (uq — v Y  
represents the difference between any Am  =  ± 1  energy splittings of the two nuclear 
species. Typical linewidths observed in such work as th a t of reference [8] are of 
the order of 2.5kHz and such values were initially adopted in this model. However, 
these were not retained, for reasons discussed in chapter 4. Recognition of the finite 
linewidths of the nuclear energy levels results in the broadening of the discrete 
magnetic field values at wliich cross-coupling was previously observed [21]. The 
better matched the nuclear energy level splittings, the greater the degree of cross­
coupling.
This process is repeated through the required range of magnetic fields, at the 
end of which a plot of effective magnetisation versus magnetic field may be con-
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Figure 3.2: Ga®® (1=3/2) energy levels for GaAs:Si, depicting a quadrupolar 
splitting.
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Figure 3.3; As (1=3/2) energy levels for GaAs;Si, depicting a quadrupolar 
splitting.
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Figure 3.4: In (1=9/2) energy levels for InP:S, depicting a quadrupolar spUt- 
tiiig.
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Figure 3.5: P (1=1/2) energy levels for InP:S, depicting a Zeeman splitting. 
Since phosphorus is non-quadrupolar, this is also the appropriate energy level 
diagram for the samples with deep defects.
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Figure 3,6: (I_3/2) energy levels for GaAsrCr, depicting a hyperfine
splitting (chromium spin = 3/2).
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stm cted. For the samples with defect centres, the Hamiltonian of the nearest 
neighbours is dominated by the quadrupolar interaction, as discussed in chapter 
3. For the samples with deep centres, the hyperfine interaction is the dominant 
term . Although these Hamiltonians are different, the m ethod of calculating the 
cross-coupling spectrum  is the same in both cases.
3.4 D eep  C entres
In contrast to  those of the previous section, the electron wavefunctions at deep 
level im purity sites are highly localised. The defect centres are thus electrically 
neutral and there are no significant, charge-induced electric field gradients. How­
ever, there do now exist large hyperfine interactions between the host nuclei and 
the defect electrons. The spin-Hamiltonian for the m atrix nuclei in the vicinity of 
the impurities is then:
H  =  -  # B . I  +  I.A .S  (3.4.1)
It can be shown [1] tha t if the electron wavefunction is expanded in terms of 
spherical harmonics, <f) ~  the isotropic part contributes a dominant scalar
term  to the hyperfine coupling equal to  hA I.S , where
A =  ^^ -y \ao \^ \M O )?  (3.4.2)
in which |^o(0)P represents the probability of the electron being located at the nu­
clear site. This expression is im portant when considering the relationsliip between 
the spin-lattice relaxation time of a nucleus and it s Knight shift in samples such 
as those studied in this work. A fuller discussion of this follows in chapter 6 . 
Substitution of
A1.S =  +  I_S+ +  245',) (3.4.3)
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into the spin Hamiltonian enables one to  calculate the transition energies of the 
nuclei neighbouring the defect. Thus, considering, as before, each operation in 
tu rn  on the basis state \m j,m s)i
{ V I s ( I s  +  1) -  m s { m s  -  1 ) x
V l i ( I i  +  1) -  rni{m i +  l)} |m / +  l ,m s  — 1) (3.4.4)
J_5+ |m /,m 5) =
{ V I s { I s  +  1) -  'n%s{ms +  1) X
V l i ( I i  +  1) — m i{m i  -  l)} |m / -  +  1) (3.4.5)
2 Iz S z \m i‘,m s)  — 2m £-m j|m /,m s) (3.4.6)
In the usual manner, m atrix diagonalisation yields the nuclear energy levels ( 
figures 3.5 and 3.6) and, as before, matching of the nearest and next-nearest neigh­
bour transition energies leads to the generation of the theoretical cross-coupling 
spectra. These spectra are shown and discussed in the following chapter. Com­
parison with experiment perm its suitable estimations of param etric values to be 
made. Moreover, the domination and negligibility of the different terms in the 
Hamiltonian also become apparent when specific samples are considered.
3.5 C ross-relaxation  R ate
W hilst the solution of the spin-Hamiltonian enables a prediction of the field de­
pendence of the enhanced magnetisation to  be made, it provides no information
regarding the time dependence of the interactions between the nuclear spin reser­
voirs. Although the field-cycling experiment qualitatively explores cross-coupling,
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the m agnetisation recovery observed inevitably depends upon the competition be­
tween the different relaxation processes that are occurring. A simple, three reser­
voir model is now presented to examine this dependence.
3.5 .1  R eservo ir  C oupling M od el
Figure 2.13, from the previous chapter, is a block diagram of the model. As 
mentioned in chapter 1 , spin reservoirs are traditionally approached from a ther­
modynamic point of view. In order to draw an analogy between a ’’cold” reservoir 
and a large m agnetisation, therefore, it is instructive to define Q as the reciprocal 
of the spin-tem perature. A decreasing value of Q therefore, corresponds to a loss 
of magnetisation.
Consider a field-cycling experiment in which the recovered m agnetisation of 
the reservoir Y is being observed. The initial value of Qy is zero, following the 
period of saturation. The evolution of the Y magnetisation can be obtained from 
the solution of the differential equations:
àOx 0l - 6 x  , By ~  Ox / o  r  1  \
~ d f  =
and
dOy Ox - 6 y  Ol -  Oy
where Oy and 6^ are the reciprocal tem peratures of the X, Y and lattice 
reservoirs respectively, T% is the spin-lattice relaxation tim e of the X nuclear 
species, Ty is the spin-lattice relaxation time of the Y nuclear species and T e c  
is the time constant describing the rate of transfer of m agnetisation between the 
reservoirs X and Y, the so-called cross-coupHng time.
These reduce to the single second-order differential equation,
<P6y  ^  cgy +  d =  0 (3 .5 .3)dt
43
where
 ^= ( î f c + è   ^i )
" ^  ( t x T c c  ~  3^  “
and
d =  - cOl  ^ (3.5.6)
The solution to this equation is given by
8y  =  A (exp(m it^~  eæp(m2^ ))+ 6l {1 — exp{rri2i)) (3.5.7)
where
m i, =  (3.5.8)
and
A =  f e   ^  ^ (3 5 9)
m i e x p ( m i t )  — m 2 e x p ( m 2 t )
The form of equation 3.5.7 reflects the physical situation in which the value of Oy is 
determined by the outcome of two competing terms. In this case, the competition 
is between the rate  at which the Y reservoir loses heat to the lattice and the rate 
at which it gains it from the X reservoir. The latter quantity itself is determined 
by the rate  at which reservoir X loses heat to the lattice.
If the spin-lattice relaxation time of the species X is smaller than  tha t of the 
species Y, then there will exist a time, t^aæ, after zero, at which the magnetisation
peaks. Before tliis time, Oy will increase as Y, which is initially cold following
saturation, becomes heated. At tmaa,*, however, X and Y have equilibrated and 
thereafter, one spin tem perature effectively describes the whole system. Y then 
loses heat via normal spin-lattice relaxation and "back flow” to X.
The time tmax can in principle be determined experimentally from a plot of 
recovered magnetisation peak value versus relaxation time. This value should 
ideally then be used as the relaxation time in subsequent field-cycling scans of
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tlie sample concerned since this would ensure tha t the maximum magnetisation 
recovery was being observed.
Chapter 6 deals extensively with the spin-lattice relaxation of the host nuclei in 
the given samples and it is shown that indeed the assumption T% <  Ty is justified. 
One further assumption made in the above analysis is th a t the cross-coupling time, 
Tcc-, is significantly smaller than  either of the nuclear spin-lattice relaxation times. 
This too will be seen to  be the case.
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C h ap ter  4  
F ie ld -cy c lin g  In v estig a tio n s  o f  
D o p e d  III -V  S em ico n d u cto rs
4.1 In troduction
In this chapter, results of field-cycling experiments performed on a selection of 
doped III-V semiconductors are presented. Some of these wiU be seen to be im ­
provements on some previously reported work [21] [45], whilst others are being 
presented for the first time. Section 4.2 focusses on the spectra obtained for the 
different samples, considering each in  tu rn  according to the nature of the defect. 
The results confirm and extend the use of the field-cycling m ethod as a potential 
defect spectroscopy. In section 4.3, these results are then related to the cross­
coupling model developed in chapter 3; conclusions drawn from these are then 
presented in section 4.4.
4.2 E xperim ental R esu lts
All of the samples used in this work were single crystals measuring typically 10 x 5 
X 0.5 mm. The samples were grown by the liquid encapsulated Czochralski (LEG) 
technique, details of which are widely found in the literature (see, for example, Metz 
et al [46]). This established technique is an extension of the Czochralski technique 
originally developed for the growth of single crystal silicon. The application of the
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Sample Defect Density cm ®
GaAs:Si
GaAs:Gr
InP:S
InP:Fe
InP:Go
3.9 X 10^ ® 
< 10^^
5 X 10^ ®
Table 4.1: Defect Densities of tlie Samples.
LEG growth m ethod to III-V compounds was first made by Mulliii et al in 1968 
and since then doped G a As and InP crystals ideally suited for opto-electronic 
substrates have been made available by this technique.
The purities of the samples used in this work varied from nominally pure to 
greater than  10^ ® defect centres cm  ^ . All were supplied by Dr. D Lancefield 
of Surrey University, except for the InP:Fe and InP:Go samples which came from 
Professor L Eaves of Nottingham  University and Dr M Skolnick at RSRE, Malvern, 
respectively. A summary of these is given in table 4.1.
For all the field-cycling experiments considered in this section, each crystal was 
orientated with the [100] direction parallel to tha t of the applied magnetic field. 
The reasons for this were:
i) to  m aintain consistent experimental conditions and
ii) while the shape and position of the cross-coupling peak remain unchanged, 
it is known tha t the magnitude of the NMR signal diminishes when the crystal is 
orientated away from this angle [45].
The spin-lattice relaxation times of the different nuclei studied vary from sample 
to sample, a detailed study of this being presented in chapter 6 . For tliis reason, 
the choices of specific scan param eters were determined separately for each case. 
Table 4.2 gives the NMR field of each nucleus studied for a frequency of 24 MHz. 
The results of the field-cycling scans of all the given samples now follow.
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Nucleus NMR Field (T) at 24MHz
Inii3 2.66p31 1.39
Ga®« 2.34
Ga:^ 1.84
As '^^ 3.28
Table 4.2: NMR fields for host nuclei at 24MHz.
4.2 .1  U n d op ed  Sam ples
In the absence of defect centres, the spin Hamiltonian for the m atrix nuclei in 
GaAs and InP should be identical and not include the quadrupolar and hyperfine 
interaction terms discussed in chapter 3. No cross-coupling is expected and, corre­
spondingly, most of the spectra obtained from nominally pure samples showed no 
field dependence of the m agnetisation recovery. However, on occasions when the 
probe was particularly well tuned, spectra were obtained such as th a t of figure 4.1, 
a Ga®® scan of "undoped” GaAs. This result apparently contradicts the established 
theory.
The appearance of this peak is believed to be due to the presence of residual 
dopants in the sample. It is now widely acknowledged th a t during the growth of 
III-V crystals, a variety of transition metals, particularly iron, are unavoidable im­
purities, reaching levels in "undoped” GaAs and InP typically as high as lO^^cm"®
[38]. Far from representing an anomalous effect, the observed peak arises from a 
particularly good performance of the experimental apparatus. Tins suggests tha t 
in cases where the probe is very well tuned, the sensitivity of the system can be 
enhanced by an order of magnitude and so is able to detect defects present in 
concentrations as low as 10^^cm~®.
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Figure 4.1: Ga®® scan of nominally undoped GaAs, showing a cross-coupling 
peak near 18 Gauss.
4 .2 .2  D o p ed  Sam ples
Figures 4.2 to 4.10 sliow typical field-cycling scans of tlie host nuclei in the samples 
GaAs:Si, InPrS, GaAs:Cr, InP:Fe and InP:Co. Each of these is discussed below.
G aA stSi
Distinct from the other samples used in this work, the single GaAs:Si crystal 
was prism-shaped, measuring approximately 10mm in length, 4mm in height and 
5mm in width. It was obtained from the more highly doped end of a large fragment 
of a boule with a Si doping density varying along an 80mm length from 1.3 to 3.9 
X 10^®cm“®. The silicon is substitutional for gallium and is an archetypal shallow 
defect.
The spectrum  obtained from a field-cycling scan of the Ga^^ nuclei in GaAs:Si 
is shown in figure 4.2. For this scan, a preparation field of 2T was applied for 2 
minutes at the start of each cycle. The low field relaxation period was 1 second 
per cycle. The spectrum  shows increased low field magnetisation up to 1500 Gauss 
w ith a broad peak, approximately 200 Gauss full w idth, half maximum (FWHM), 
centred on 100 Gauss. These spectral features are typical of samples with shallow 
defects [21] [45]. Identification of defects in this way is significantly more sensi­
tive than  the traditional NMR lineshape methods outlined in chapter 1. The full 
implications of the peak are discussed in section 4.3.
Figure 4.3 is the spectrum  obtained from a similar scan of the other gallium 
isotope, Ga®®. The preparation field on this occasion was higher (2.5T) due to 
the larger NMR field of the nuclei. The spectral features are identical to those of 
figure 4.2, though the turning over of the of the peak is not observed, because of 
the larger field step size.
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Figure 4.2: Ga scan of GaAs:Si, showing broad peak near 200 Gauss.
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Figuré 4.3; scan of GaAs:Si, showing increased magnetisation down to 
200 Gauss.
Figure 4.4 is an arsenic scan of the sample, for which a preparation field of 
3.5T was used each cycle for two minutes. The spectrum  is indistinguishable 
from those of the gallium nuclei because of the large breadth  of the cross-couphng 
peak. The existence of the cross-coupling phenomenon for each of the nuclear 
species is, however, clearly demonstrated.
Figure 4.5 demonstrates the effect of the choice of relaxation period on the 
magnitude of the cross-coupling peak. The scans, of Ga^^, were identical apart 
from the recovery times: this was 1 second for the upper trace and 10 seconds for 
the lower. The scans are to the same scale, suggesting tha t nuclear magnetisation 
has decayed during the extra time of the longer recovery period. This effect is also 
discussed below with the InP samples and in detail in chapter 6.
InP:S
In this sample, measuring approximately 10 x 1 x 0.5 mm, the sulphur impuri­
ties are substitutional for phosphorus and, like the silicon in GaAsrSi, are shallow 
defect centres.
A typical result of a scan of the phosphorus nuclei in InP:S is given in figure 
4.6. The preparation field is 2.5T and again the preparation and relaxation periods 
are 2 minutes and 1 second respectively. The features of the spectrum  are very 
similar to those of GaAs:Si: the broad peak, approximately 350 Gauss FWHM, 
occurs at the relatively high field of 300 Gauss.
No cross-coupling spectrum  is obtainable from the indium nuclei. This is a t­
tributed  to  a fast indium spin-lattice relaxation time, causing the magnetisation 
to decay to zero during the shortest recovery period possible w ith the available ap­
paratus. The situation is, however, more complicated and is discussed in chapter 
6.
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Figure 4.5: The effect of relaxation time on the magnitude of the magnetisa­
tion. The scans are of Ga^^  nuclei in GaAs:Si.
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F igu re  4.6: P scan of InP:S showing broad cross-coupling peak at 300 Gauss.
G aA stC r
The seiïii-insulating properties of GaAs:Cr have led to  many investigations 
of this m aterial as a good substrate for GaAs devices. Most studies have been 
concerned with the defect electron configurations and the measurement of the 
band energy levels [44]. The nature of the Cr defect has subsequently been the 
subject of much debate though agreement on the type (deep acceptor) and depth 
(0.886eV) of the level has now been established [12].
A field cycling investigation of gallium in GaAsrCr gave the results presented 
in figures 4.7 and 4.8 for Ga®® and Ga*^ ,^ respectively In the former case, the 
preparation field is 2.4T applied for 2 minutes each cycle, while for the la tte r the 
values are 1.8T and 1 minute, respectively. Figure 4.9 is the spectrum obtained 
for arsenic. The preparation field is 3.2T applied for 2 minutes each cycle. In ah 
three cases, the recovery period is 4 seconds.
These spectra are markedly different from those of GaAs:Si and InP:S. The 
cross-coupling peaks are much narrower (less than 25 Gauss FWHM) and situated 
at much lower fields, around 30 Gauss. These features are attributable to  the type 
of defect centres created by the chromium impurities i.e deep centres.
InP:Fe
The effects of iron impurities in III-V crystals have already been encountered 
in the study of a nominally undoped sample (section 4.2.1), in which the defects 
appear as unavoidable dopants. IntentionaUy Fe-doped InP, however, has become 
an im portant high resistivity substrate in the growth of InP and III-V quaternary
51
da d ro^^-coup iing  S p e c tru m
Sample; daA ;^dr
100,0i
i
§
0.0
0,0 20,0 40,0 60,0 80,0
Relaxation Field (daW^)
100,0 120.0
F ig u re  4.7: scan of GaAs:Cr, showing a narrow cross-coupling peak at
30 Gauss.
50.0
40.0
§ 30.0 
_d
co
0(/)
0& 20.0 0
10.0
0.0 50.0 100.0 150.0
Relaxation Fieid (G auss)
200.0
F igu re  4.8: Ga'^ scan of GaAs:Cr, showing a narrow cross-coupling peak at
30 Gauss.
40.0
30.0 - V
ci § 20.0
10C
10.0
0 .0
V
V
0.0
V
V
V
V
V
V
V vvV vvV V V VVV V V V V VVV
50.0 100.0 150.0
Relaxation Field (Gauss)
200.0
Figure 4.9: Arsenic scan of GaAs:Cr, showing a narrow cross-coupling peak
near 30 Gauss.
alloys. Moreover, efficient deep traps like iron can govern the m ajority carrier be­
haviour in a device [38]. Most of the studies of this im portant material to date, 
have consisted of optical and ESR spectroscopies. Field-cycling studies comple­
ment much of this work particularly in the determination of defect spin-states and 
the hyperhne interaction constant, as discussed later in tliis chapter.
The phosphorus spectrum  of figure 4.10, again reflects the presence of deep 
centres. The FWHM is less than  100 Gauss and is centred at approximately 
55 Gauss. Preparation is at IT  for 1 m inute at the start of each cycle and the 
relaxation time is 1 second.
As with InP:S, the indium spin-lattice relaxation time at very low field is too 
fast for an indium cross-coupling peak to be observed.
InPtC o
Great interest in this m aterial followed the discovery by Iseler [43] th a t when 
sufficiently doped with cobalt, InP becomes semi-insulating. Many photolumines­
cence [39], electrical [41] and E PR  [40] studies have determined much about the 
nature of the cobalt centre. Most of these studies have used m aterial from the 
same boule as tha t from which the sample for this work was obtained i.e. L936, 
grown at RSRE, Malvern.
The deep level nature of the cobalt impurities is evident from the phosphorus 
field-cycling scan of the InP:Co sample: the narrow peak, 30 Gauss wide, appears 
at 50 Gauss in  figure 4.11. For this scan, preparation was performed each cycle at 
2T for 1 minute. The relaxation time was 1 second. From the work of Lambert [40], 
the cobalt defect centres are known to  be formed from Co "^  ^ ions substitutional for 
indium  atoms. However, due to changes in the state of the Co defects, the spectral
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Figure 4.11; P scan of InP:Co, showing a cross-coupling peak at 60 Gauss.
peak may be altered significantly. Tliis phenomenon is discussed in greater detail 
in the following chapter.
4.3 D iscussion  o f R esu lts
The cross-coupling peaks represent the m utual nuclear spin flip-flop transition 
probabilities as a function of magnetic field. Assuming th a t the coupling time is 
extremely fast (see Chapter 6), this is then a true reflection on the possible amount 
of ”extra” magnetisation th a t the saturated  nuclear spin reservoir can gain in a 
time short compared w ith the appropriate spin-lattice relaxation time.
A further test of the model is afforded by saturating both nuclear species after 
the preparation period and prior to the recovery period. The model predicts that 
in this case no magnetisation should be observed since both spin species are ’’hot” . 
Figure 4.12 demonstrates th a t this is indeed the case. The figure is the result of 
a phosphorus scan of InP:S in which the indium reservoir is saturated before the 
start of the recovery period. While there is a liint of a peak at low field, when 
compared with th a t of figure 4.6, it is clear tha t practically no cross-relaxation 
occurs. This is the case for all the samples discussed in this section. For GaAs, it 
is essential, however, to  saturate both gallium isotopes, as well as the arsenic.
Figures 4.13 to 4.17 show the corresponding theoretical cross-coupling spectra 
for each of the samples given in the previous section, calculated according to the 
theory given in section 3.3 of chapter 3. In  each case, peaks have been predicted 
at fields matching those of the experimental data.
The success of the theoretical model demonstrates tha t the cross-relaxation 
model is being correctly envisaged. The early ’’stick diagram” approach [21] en­
abled fair predictions of the positions of cross-coupling events to  be made. However, 
the position and shape of the spectral peak and their dependences upon various 
param eters could not be easily inferred. In the present, refined state, it is shown
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tlia t tlie spectral cross-coupling peaks themselves can be produced and moreover 
material parameters, or products of param eters, may be deduced.
The im portant param etric values required for the determination of the low field 
magnetisation peaks are the Sternheimer anti-shielding factor (SAP), the electric 
field gradient (efg) and the relative perm ittivity of free space for the shallow-doped 
samples and the hyperfine interaction constant for the deeply doped samples.
4 .3 .1  Shallow  C entres
Consider first the shallow centre materials, GaAs:Si and InPrS. It was a study of 
samples similar to  these, namely IiiSbiTe and GaSb:Te, th a t first produced results 
relating impurities to NMR spectra in III-V semiconductors [23] [48]. Prom that 
work, estimations of the SAP were made and a theory relating this to the band 
gap was suggested. Later, work by Andrianov et al supported tins theory using 
samples of GaAszTe and InPzTe, amongst others. The SAP is a numerical factor 
representing the degree of deformation of the electron shells around atoms. This 
effect can lead to enhancements of the quadrupolar interaction tha t would exist 
due to  the efg alone. The efg is inversely proportional to r^, where r is a radius 
vector representing displacement from the nuclear site. Any perturbation of the 
charge distribution creating the efg will subsequently have a large effect on the 
neighbouring charge density. Thus, a  charge e surrounded by a closed shell of 
electrons will disturb the shell and the efg created by it can be w ritten as
y  =  K ( i  -  (4.3.1)
where Vo is the ”free-space” efg and <r is the SAP, wliich usually has large negative 
values.
Pigures 4.13 and 4.14 show the theoretically derived spectra for the samples 
GaAszSi and InPrS. The details of the derivation, for continuity, are not given here.
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Figure 4.13: Theoretically derived cross-coupling spectrum for GaAs:Si. A 
value of 29 was used for (l-<r) and the peak appears at approximately 100 Gauss.
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Element Atomic Radius /p m Ionic Radius /p m
As 125 58
Cr 125 63
Co 125 72
Fe 123 74
Ga 121 62
In 162 81
P - 44
Si 118 42s 106 184
Te 143 211
Table 4.3; Atomic and Ionic Radii of selected nuclei.
but in Appendix A, where a  sample calculation is provided. In the case of 
GaAs:Si a value of (1-cr) =  29, based on Andrianov et al [8], has been used, as­
suming the simple efg, due to a single point charge, Ce, of
d^V (4.3.2)dr^ 47reo 5e r"
in the spherical co-ordinate geometry of the system. A spectrum  consisting of a 
broad peak (300 Gauss wide) centred at approximately 100 Gauss is subsequently 
obtained. Since the Bohr radius of the Si defect is approximately lOOA, treatm ent 
of the centre as a point charge is justified.
A further assumption made is tha t the existence of the efg is due entirely to  the 
presence of a charge centre at the defect site and not also to the lattice deformation 
tha t may result from the inclusion of the impurity in the crystal. Generally, (1- 
a) increases w ith increasing ion size in the substitutional cases [2]. A glance at 
table 4.3 suggests tha t for the tellurium-doped samples of Andrianov et al there 
is likely to be a large contribution from the deformation effect since the Te ions 
are comparatively so large. Their values for (l-n ) were deemed to be inaccurate 
because this effect had not been accounted for.
The ratio of the ionic radii of tellurium  and arsenic, for which it substitutes.
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is approximately 3.5:1. However, the ratio of silicon and gallium ionic radii is 
approximately 1:1.5 so tha t one can assume th a t less bond distortion occurs with 
substitutional silicon than  tellurium.
For cases where the bond distortion contribution to  the quadrupolar interaction 
is significant, it would be appropriate to  account for this in the efg term  of the 
spin Hamiltonian. However, since the SAF can only be estim ated in cases where 
this contribution is zero the individual contributions of charge and strain cannot 
be separated out.
Out of interest, it is worthwhile mentioning the early work of Gill and Bloem- 
bergen [49]. They measured linear Stark splittings in GaAs samples. An estimate 
for (1-<t) was obtained from interpolative methods and calculated as 30.
Consider now the shallow doped InP:S sample also studied. The Bohr radius 
for the defect centre in this case is approximately 80A so th a t again the im purity 
centre can be considered as a + e  point charge. An identical form of efg to th a t used 
for GaAs:Si can be adopted if bond distortions are ignored. A previous value for ths 
SAF of 111 was used by Andrianov et al with tellurium-doped samples. However, 
this did not account for bond distortion, likely to be significant on account of the 
tellurium  ionic radius being five times greater than  th a t of the phosphorus ion for 
which it substitutes. In the case of InP:S, the sulphur ionic radius is only 0.85 tha t 
of phosphorus so th a t bond distortion can safely be neglected. The appropriate 
value of SAF to use is 24 and is an improvement to tha t used by Andrianov et al.
Figure 4.14 demonstrates the sensitivity of the theoretical model. A value of 26 
has been used instead of 24 for the SAF. The position of the cross-coupling peak 
has subsequently shifted by approximately 25 Gauss i.e. a change of 8% in peak 
position for a similar change of SAF.
Previous investigations of impurity-induced quadrupolar interactions in crystals 
have concentrated on the bulk effects in the crystal. Sagalyn et al [50], for example,
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Sample Hyperfine Constant for G a/In  (MHz) Hyperfine Constant for A s/P  (MHz)
GaAsrCr 38 18
InP:Fe 25 65
InP:Co 15 40
Table 4.4: Theoretical hyperfine interaction constants using the cross-coupling 
model.
investigated the change in volume of the crystal lattice associated with the inclusion 
of an impurity, i.e. the quantity da/dc, where a is the lattice param eter and c the 
atomic im purity fraction. This is only a significant quantity ( >  0.01% ) in cases 
of very high doping i.e. 1% or more. Field-cycling, however, probes effects local to 
the defects and because of spin diffusion far fewer defects are required for detection 
to be possible.
4 .3 .2  D eep  C entres
In chapter 3, the quadrupolar term  in the spin Hamiltonian for the deep-defect 
samples was neglected. This is justified because from the nuclear energy level 
diagrams presented in th a t chapter, it can be seen th a t the hyperfine splittings 
are far greater than  the quadrupolar splittings at similar fields. The quadrupolar 
effects are therefore truly negligible and the spin-Hamiltonian is dominated by 
the I.A .S  term. The position of the cross-coupling spectral peak subsequently 
becomes determined by the choice of hyperfine interaction constants for nearest 
and next-nearest (to defects) neighbour nuclei. Table 4.4 summarises the values 
used to  give the appropriate theoretical fittings to experimental data.
Further justification for the neglect of the quadrupolar term  may be derived by 
the fact th a t the deep centres are electrically neutral and induce little efgs. How­
ever, in the fight of the previous subsection, the possibility of lattice-induced gradi­
ents must be considered. This subject was approached by Teuerle and Hausmann
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[51] wlio compared the value of efg obtained with in terstitial and substitutional 
defects to ascertain the im purity site of iron-doped GaAs and GaP. Similarly, one 
can use the difference in values of covalent radii of host and defect atoms as a 
measure of the induced efg, since
/\ re fg  a  ---- (4.3.3)r
for which table 4.3 gives the values of the covalent radii appropriate to  this study
[52]. The largest value of A r /r  given here is tha t for the case of chromium sub­
stitutional for gallium in GaAs. However, all the covalent radii of the iron-group 
defect atoms are similar. Thus all the values of A r/r  encountered in this work 
can be considered as the same i.e. approximately 1. It can therefore be concluded 
tha t indeed any quadrupolar interactions near the defects in these samples will be 
small.
For GaAsrCr, it is understood th a t the chromium substitutes for gallium to 
create neutral deep centres. A defect electron spin of 3 /2 has been assumed, in 
accordance with current theory [12]. Values of A =  38 MHz and 18 MHz for 
nearest neighbour As and next-nearest neighbour Ga nuclei were then used for 
the generation of the curve given in figure 4.15. The ratio of these values, i.e. 
approximately 2:1, is consistent w ith th a t used for similar samples by other workers 
e.g. Teuerle and Hausmann used A^s =  22.52 MHz and A qq = 11.37 MHz for an 
iron-doped GaAs sample [51].
To demonstrate the sensitivity of the choice of values of A, figure 4.15 also 
includes the curve generated when slightly different values of A are used. A differ­
ence in 5% for each value results in a shift in the peak position of 6 Gauss i.e. a 
change of over 15%. The ratio of the two new values remains the same, however, 
indicating th a t it is not simply this which determines the peak position. Such a 
sensitivity of the position of the cross-coupling peak on the values of A was not
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values of A =  15 MHz and 40 MHz for indium and phosphorus respectively.
apparent for the stick-diagram approach mentioned earlier.
In InP:Fe, it is assumed th a t the iron substitutes for indium and th a t the defect 
centre has a  spin of 5 /2  (see reference [38]). The appropriate values used for the 
generation of the theoretical curve of figure 4.16, were A =  25 MHz and 65 MHz 
for indium and phosphorus respectively. In  chapter 6 it will become apparent that 
the ratio of these values, i.e. 1:2.5, is in agreement with related nuclear relaxation 
theory.
In the case of InP:Co, again the defect is substitutional for the group III sub­
lattice. The effective spin is this time taken as 3/2 (from [18]) and the values of 
A =  15 MHz for indium and A =  40 MHz for phosphorus, used for the spectrum  
of figure 4.17, are also in the ratio of 1:2.5. The resultant curve exhibits a  high 
degree of structure, though a narrow peak is accordingly located at approximately 
40 Gauss.
Earlier in this chapter, it was noted th a t all of the GaAs and InP samples 
used in this work certainly contained residual, deep-level defects. It is now known 
th a t such defects give rise to narrow peaks at low field in a field-cycling scan. 
However, for the GaAs:Si and InP:S samples, no such peaks were observed. It is 
true to  say th a t such residual deep-level defects would only be present in very small 
concentrations, so th a t any resultant cross-coupling peak would be small. However, 
it is most likely th a t the absence of such peaks is due to the domination within 
the sample of the shallow-level defects, present in at least two orders of magnitude 
greater concentration. The cross-coupling spectra obtained from a field-cycHng 
scan of a doped III-V semiconductor is therefore most likely to  result from the 
dominant defect present in tha t sample.
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4.4 C oncluding R em arks
Earlier modelling of the nuclear cross-coupling in doped III-V semiconductors con­
centrated on GaAs samples and used a stick-diagram approach to confirm the 
theory. In this chapter, we have seen how the extensions and improvements to  the 
theory presented in chapter 3 can be applied again to GaAs, but also to  the more 
complex InP systems, with great success. The agreement between experimental 
and theoretically generated cross-coupling spectra has led to deductions of the val­
ues of im portant m aterial param eters, such as hyperfine interaction constants and 
Sternheimer anti-shielding factors, to  be made.
The theoretical spectra of figures 4.13 to  4.17 represent the nuclear energy level 
transition probabilities arising from the dominant cross-coupling interaction for the 
sample concerned. The ’’quality” of each transition is governed by the linewidth of 
each level, assumed to  be Gaussian in shape. Consequently, for broad linewidths, 
the theoretical spectrum generated varies gently and any structure arising from 
the discrete nature of the nuclear transitions is smoothed out.
In the cases of InP:S, cross-coupling arises from mutually induced transitions 
between 10 indium energy levels and only two phosphorus levels, the la tter arising 
from a simple Zeeman splitting - refer to figures 3.2 onwards. The level matching 
is therefore a comparatively straightforward and smoothly-varying process. There 
is little structure to be seen in the resulting curve.
From the energy level fan diagrams of the gallium and arsenic nuclei in GaAs:Si, 
the zero-field quadrupolar splitting of the Ga nuclei is seen to  be small. This is 
due to  the lower nuclear quadrupole moment of these nuclei and their increased 
distance from the defect site, when compared with the nearest neighbour arsenic 
nuclei. Consequently, this zero-field splitting can be neglected and the allowed 
galhum nuclear transitions are regarded as varying linearly with magnetic field.
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Thus, again level matching is simple and the resulting theoretical curve exhibits 
little discrete structure.
For the deep-centred defect samples, however, level m atching occurs more fre­
quently. The m ajor contributory factor to this is the size of the defect spin, which 
causes a large degree of level splitting in  all three cases. Consequently, for similar 
hnewidths to  those used for the shallow defect samples, the spectra display far 
greater structure. It is still possible, however, to successfully infer the position of 
the main cross-coupling peak.
The energy level linewidths are principally determined by the spin-spin relax­
ation time, T 2 of the nuclear species, whereby, approximately,
linew idth  % — (4. 4. 1)7tT2
Typically, the spin-spin relaxation times for the nuclei in the samples used in this 
work are believed to range between approximately 10 and 100/is. However, even 
if a fast T 2 of 10”®s is assumed for each nucleus [1], then the resulting Hnewidth 
is still of insufficient breadth to produce a smooth cross-coupling spectrum  for 
the deeply-doped samples. Additional broadening of several orders of magnitude 
greater is required to smooth out any structure. This is because;
i) only Am  =  1 transistions are being considered and
ii) the interactions of neighbours beyond the first co-ordination shell (which 
will smear out the cross-relaxation peak) are not included.
It is im portant to note tha t all the field-cycling spectra presented in this chap­
te r were obtained without the assistance of signal averaging. Despite this, cross- 
coupling peaks were observed, which, though large, were shown to be very sensitive 
to param eters governed by the nature of the dominant defect present in the sample.
In chapter 6 , the relationship of the hyperfine coupling constants with the 
size of the defect electron wavefunction at the nuclear site becomes apparent.
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In the context of field-cycling, the interest lay in the novel determ ination of the 
values of these constants which remain of general concern to  the solid state physics 
community.
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C h ap ter  5 
E n h an ced  F ie ld -cy c lin g  S tu d ies
5.1 Introduction
In this chapter, attention is given to the results of experiments th a t have involved 
variations of the basic field-cycling experiment encountered in chapter 4. In sec­
tion 5.2, the field-cycling investigation of a delta-doped III-V sample is discussed, 
while section 5.3 is devoted to  a discussion of high-field cross-couplings in the 
’’bulk” doped samples already encountered. For these two studies, no modifica­
tion to the existing apparatus was required. However, for the investigations of the 
light - dep endence of InP: Co spectra (section 5.4) and the ” double-irradiation” of 
InP:S (section 5.5) certain modifications were required. It is for this reason tha t 
collectively, these studies have been referred to as ’’enhanced” .
5.2 A F ield -cycling Study o f 5-doped G aAs:Si
5.2 .1  In trod u ction
In so-called ’’delta-doped” samples, the defects are, in principle, restricted to a 
single, monatomic plane layer. Typically, the in-plane defect density is of the 
order of lO^^cm"^ and so in a small sample of such material the overall number of 
defects present may be comparable to  th a t for an equivalent-sized ’’bulk-doped” 
sample. The specific nature of the two-dimensional defect arrangem ent, however,
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is likely to affect the nuclear cross-coupling observed in the field-cycling studies of 
the previous chapter, since differences in the character of the shallow Si defects 
will exist.
Delta-doped wells play a significant part in a variety of systems including 2-D 
electron gas samples and hot electron spectrometers. On a macroscopic scale, the 
potential well associated with a &doped layer is triangular in shape (figure 5.1) 
and is described by
y  =  b\z\ (5.2.1)
where
6 =  (5.2.2)K
ill which D is the doping density and n is the dielectric constant for the material.
The distortion of the conduction band edge increases with doping. For highly
doped cases (10^®cm“  ^ is typical) it is very likely tha t there will be changes in the 
electron wavefunction away from th a t of isolated donors; these become particularly 
im portant in, for example, electronic structure calculations (”central-cell” effects).
Field-cycling explores the electron wavefunction in the vicinity of defect sites 
so a comparison of bulk- and &doped samples of GaAsrSi should prove instructive.
5,2 .2  E xp er im en ta l R esu lts
A sample for this work was loaned by Philips Research Laboratories, Redhill, 
Surrey: its structure is presented in figure 5.2. It contains 100 Si dopant planes 
with 10^^  atoms/ cm^/ plane, spaced 500 A  apart and grown on an undoped GaAs 
substrate. Growth took place at 400°C, a relatively low tem perature,in order to 
prevent the Si from migrating away from the planes.
The crystal dimensions were 10 x  4 x 0.5mm i.e. a  volume of 0.02 cm^, so tha t 
the overall number density of Si atoms present was approximately 2 x 10^®cm“ ;^ 
this was expected to be sufficient to produce an appreciable cross-coupling peak.
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zF ig u re  5.1: Electric potential well for a delta doped layer.
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Figure 5.2: Scliematic composition of the delta-doped sample.
Field-cycling scans of the sample were made using experimental parameters 
comparable with those used for the GaAs:Si samples described in the previous 
chapter. As with th a t sample, a  cross-coupling peak was expected at a field of 
approximately 100 Gauss, typifying shallow-level defects. However, no such peak 
was observed.
A low-field scan, meanwhile, produced the spectrum  given in  figure 5.3. The 
position of this peak, at 100 ±10 Gauss, suggests th a t deep-level impurities are 
causing the cross-coupling are deep in  nature and are certainly the residual defects 
present in the GaAs substrate during the growth. A similar lineshape was also 
seen with the nominally undoped sample studied in chapter 4 and were assumed 
to  be iron atoms. The density of iron atoms is likely to be comparable to  th a t of 
the Si atoms in the sample. The main difference between these two defect species 
is their spatial distribution throughout the sample.
The lack of a shallow im purity cross-coupling peak must be due to the fimita- 
tions of the spin diffusion. Assuming an even distribution of residual Fe centres 
throughout the sample, no Ga or As nucleus can be further than  approximately 
0.5 X  (10^®)“^/^cm i.e. 2 x 10~®m from an impurity site. This distance is equiva­
lent to approximately 40 co-ordination shells. The only Ga and As nuclei within 
a similar distance of the silicon impurities, however, are the inter-plane nuclei in 
the cap and those 2 x  10~®m immediately below the cap. Thus, the fraction of the 
to ta l number of Ga and As nuclei which are within 40 co-ordination shells of a Si 
im purity is given by the ratio
thickness o f  delta doped cap . ^ .
total th ickness o f  sample ’
th a t is, approximately or 1/100  of the to tal number of atoms in the
sample.
It was mentioned in the previous chapter that cross-coupling spectra resulting
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F igu re 5.3: A Ga,^  ^ downscan of delta-doped GaAsrSi showing the cross-
coupling peak near 30 Gauss.
from tlie presence of the residual impurities in an undoped III-V sample have been 
observable only when very good tuning of the probe has been achieved. This 
suggests th a t the defect density in these samples represents a reasonable limit of 
the sensitivity of the apparatus. W hilst an order of m agnitude improvement to 
the sensitivity would be a significant refinement, two orders of magnitude would 
be extremely difficult to achieve. A IcU’ge improvement is therefore implied if a 
cross-coupling spectrum  is to  be observed with the & doped sample.
It is possible to  conclude from these results tha t during cross-relaxation, mag­
netisation must be transferred between nuclei near to  and those of the order of 
40 co-ordination shells (10“®m) from an impurity. The process responsible for 
this transfer is spin-diffusion and the efficiency of this process is the key factor 
determining whether or not a sufficient number of nuclei become involved in the 
field-cycling measurement to produce a measurable signal.
One may argue th a t given sufficient time the magnetisation would eventually 
be transferred throughout the whole sample. However, account must be taken 
of the spin-lattice relaxation of the m atrix nuclei, which occurs simultaneously. 
A detailed treatm ent of spin-lattice relaxation is given in the following chapter, 
where estimates of the tim e taken for cross-coupling are made.
It must be emphasised th a t the figure ”10~®m” represents the limiting case; 
if spin-diffusion transfers magnetisation over a shorter distance than this, then 
correspondingly fewer nuclei are involved in the measurement and therefore the 
spectra obtained as a result of the residual defects would be demonstrating very 
high sensitivity. At the other extreme, if spin-diffusion comfortably transfers the 
m agnetisation across much larger distances, for example, the depth of a typical 
sample (0 .5mm), then in theory, all the nuclei in the & doped sample should also 
be involved in a measurement and a further explanation of the absence of a cross- 
coupling peak would in tins case be required.
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A satisfactory conclusion to  draw is th a t spin-diffusioii is the limiting factor 
concerning field-cycling observations of these samples. It is the transfer of mag­
netisation to  all, or a large proportion, of the sample th a t produces an NMR signal 
of sufficient m agnitude to observe the cross-coupling phenomenon occurring near 
the im purity sites.
5.3 H igh F ield  C ross-coupling
5.3 .1  In trod u ction
In this section a brief consideration is given to the possibility of nuclear cross­
coupling occurring at much higher magnetic fields to  those encountered to  date. 
This follows the speculation reported in  the early study of doped GaAs samples 
by McDonald et al [21].
During the development of the cross-coupling model in chapter 3, it was found 
th a t for the deep-level samples, the spin Hamiltonian is dominated by the electronic 
Zeeman and hyperfine interaction terms. At low fields, the nuclear Zeeman term  is 
negligible, but at high fields it becomes significant. The subsequent modification 
to the nuclear energy levels results in the prediction of further cross-couplings at 
higher fields. If observed, the determination of such fields would lead to  a very 
accurate means of calculating the hyperfine coupling constants of the m atrix nuclei 
in the sample.
5.3 .2  P red ic ted  C ouplings
In an early treatm ent of the field-cycling NMR of doped GaAs, McDonald, [21], 
adapted an expression used by van Engelen [53] to calculate the fields at which 
cross-coupling occurred. Tins expression was originally used to  interpret data  from 
an ENDOR study of Ga in GaP:Mii. Developing the expression further to general
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Sample
GaAs:Cr
InPrFe
IiiP:Co
Predicted Approximate Cross-coupling Fields (T)
Table 5.1: Predicted lower higli-field cross-coupling fields.
III-V samples, the condition for cross-coupling is
B  = m J A2P112 -  A im n \
72mi2 -  7imi2 J (5.3.1)
where m& is the defect electron spin, m j the nuclear spin and 7  the nuclear gyro- 
magnetic ratio . The subscripts 1 and 2 refer to the two host nuclear species of the 
sample and A% and A2 are the hyperfine coupling constants associated with nuclei 
in two successive coordination shells about a defect site. Prom this approximate 
expression, further fields at which cross-coupling may occur can be predicted. A 
summary of the lower field predictions is given in table 5.1.
5.3 .3  D iscu ssion
A search for such couplings proved unsuccessful: figure 5.4 is a typical result. These 
results are to  be expected, in retrospect. If the transition probability program 
discussed in chapters 3 and 4, is applied for high magnetic fields, no further cross­
coupling peaks are predicted. This reflects the lack of level crossing occurring at 
these higher fields.
Two major points arise from this work:
i) The adaptation of an existing theory (van Engelen) resulted in predicted 
cross-coupling events which were not observed. The model developed in chapters 
3 and 4 of this work made no such predictions. It is possible th a t this reflects the 
success of one model and the failure of the other.
ii) Another interpretation of the null result is tha t cross-couplings are indeed
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Figure 5.4: A high field downscan of GaAs:Gr. No increased magneti- 
sation is observed.
occurring at high field, as predicted by the earlier theory, but are fewer, as reflected 
by the present model. The absence of high-field cross-coupling peaks therefore 
requires an explanation. It has already been stated th a t the magnitude of the 
NMR signal observed in these experiments is related to the degree of spin-diffusion 
within the sample. Since spin-diffusion does not diminish at liigher magnetic fields 
[77], tliis does not account for the lack of signal in these circumstances.
A further factor to  consider is the behaviour of the spin-lattice relaxation mech­
anisms at higher fields. It will be seen in the following chapter tha t the behaviour 
is such tha t, if cross-coupling were occurring, large magnetizations would exist 
(spin-lattice relaxation times are very long at higher fields, so th a t magnetization 
decays slowly). This favourable condition is therefore overcome by the larger effect 
which suppresses it.
The measurement of such peaks at high field is by no means trivial. During a 
field-cycling experiment, in switching from the NMR (saturation) field to  the higher 
(relaxation) field, a certain amount of polarisation will occur, thereby causing 
an inherent, but systematic, cooling of the heated nuclear reservoir with each 
measurement. Furthermore, due to the uncertainty of the position of the predicted 
peaks, broad scans were necessary. The deep-centres produce narrow peaks in the 
field-cycling spectrum, so th a t it is possible th a t the field resolution was insufficient.
It is concluded here, therefore, th a t it is unlikely th a t cross-coupling peaks 
exist in the high field spectra of the III-V samples doped w ith deep-level defects. 
Such predictions have insufficient foundation and the experimental procedure and 
conditions are not favourable for such observations to be made.
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5.4 T he light dependence o f  the F ield -cycling Spec­
tra o f InP:C o
5.4 .1  In trod u ction
The first significant investigation of the effect of illumination on the magnetic 
resonance spectra of doped III-V semiconductors was made in 1977, when Krebs 
and Strauss [54] studied the electron paramagnetic resonance spectra (EPR) of 
chromium-doped GaAs. Changes in spectral intensity of typically 10% were ob­
served and depended in a complicated manner on the incident photon energy, hz/.
A decrease in the Cr^+ signal was a ttributed  to the light-induced conversion of 
Cr^-f to Gr^+ when hz/ >  0.75eV, by valence band electron capture.
In 1984-85, F O Zelaya at Nottingham  University [55] discovered tha t the NMR 
field-cycling spectra of phosphorus in a sample of InP:Co was dramatically affected 
in a similar way by incident light from both  red He-Ne laser and wliite tungsten- 
filament sources. This work followed a series of extensive studies by various groups 
(see for example [41] [39] [40]) concerning the optical and electrical properties of 
the material, from which information regarding the nature of the Co "^  ^ and Co®"^  
im purity state was obtained.
5 .4 .2  E xp erim en ta l P roced u re and R esu lts
In an effort to repeat and elucidate the results of Zelaya, slight modifications to 
the existing apparatus were made to  permit the direction of light from a low power 
He-Ne laser (20mW at source) and a 60W tungsten filament white light bulb on 
to the sample. Computer control of the illumination was possible using the relay 
system described in the following section. This enabled selective illumination of the 
sample during a scan to  be carried out automatically. The light was transm itted 
to the sample via a length of single mode optical fibre threaded along the side
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of the probe. The sample was surrounded by a small glass cylinder wliich, when 
illuminated, ensured th a t the entire sample was bathed in light. It was mounted 
in the usual m anner, with the [100] axis parallel to Bq.
Details, of the sample have already been given in chapter 4. It was a single 
crystal, measuring 10 x 5 x 1 mm, obtained from the same boule (L936) as tha t 
used by Zelaya. It was grown at RSRE, Malvern and was loaned for this work by 
Prof. L Eaves of Nottingham  University.
Field-cycling spectra of the phosphorus magnetisation were obtained at 4K 
using a typical preparation tim e of 20 minutes at high field (>2.6T) and a relax­
ation time of 1 second at low field (see figure 5.5, lower trace). A cross-coupling 
peak, characteristic of the deep im purity centre, is seen at 50 Gauss. Having re­
peated this several times, the experiment was performed again using exactly the 
same param eters, bu t with the sample illuminated by the laser. Between the two 
experiments the tem perature remained at 4K.
The effect of the light can be seen from the upper trace of figure 5.5: the 
recovered P magnetisation is significantly increased across the spectrum. The 
intensity at 50 Gauss is approximately 60% greater when the sample is illuminated, 
which is opposite to the increase observed by Zelaya. Moreover, the effect was 
persistent, w ith the increase being observable for several hours after the laser had 
been switched off. A return  to  the result of the lower trace was only obtained after 
the sample had been heated to more than  lOOK for a short while.
W hen the experiments were repeated at liigher tem peratures (typically 12K), 
no such light dependence was observed. However, if at these tem peratures the 
relaxation time was increased to  5 seconds or more, a decrease of approximately 
10% in spectral intensity due to  the illumination was observed, in agreement with 
Zelayas early result.
The spin-lattice relaxation time (T i) of the indium nuclei was measured and
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Figure 5.5: P downscans of InP:Co without (lower trace) and with (upper 
trace) laser illumination.
found to  be light independent (figure 5.6). This is in contrast to  th a t of the phos­
phorus nuclei, whose T i is extremely long (several hours) at 4K: Zelaya has shown 
th a t following saturation, significantly less phosphorus magnetisation recovers af­
ter eight hours at 4K and at 1.5T when the sample is irradiated  than  if a similar 
measurement is made with the sample in darkness.
The phosphorus spectral intensity growth rates were also measured, with and 
without light, and found to be very similar (figure 5.7). This is a measure of the 
rate at which the phosphorus spin reservoir cools down (see chapters 3 and 6). 
At 4K, maximum values for this were obtained after 1 second, compared wtih 25 
seconds at 12K. This reflects the overall effect of the changes in both  indium  and 
phosphorus T i’s at the higher tem perature.
5 .4 .3  D iscu ssion
As discussed in chapter 3 , the observed growth rate of the phosphorus magneti­
sation can be regarded as the net result of three competing processes: the transfer 
of magnetisation from indium  to phosphorus due to cross-coupling and the decays 
of both  of these nuclear magnetisations via spin-lattice relaxation.
It has been established tha t there is no fight dependence of the indium  T i, 
though th a t of phosphorus is affected. This difference must be due to  the fact tha t 
the fast relaxing indium  nuclei relax via quadrupolar mechanisms whilst the spin 
1 /2  phosphorus nuclei relax more slowly by paramagnetic relaxation. They are 
therefore much more sensitive to  and likely to be significantly affected by, changes 
in paramagnetic im purity concentrations.
Skolnick et al [41] have shown th a t there exists an optical deep level transient 
spectroscopy (DLTS) peak at 116K in InP:Co. This suggests a probable redis­
tribution of defect centres from one cobalt state to  another at this tem perature. 
Moreover, in the same report, it is stated  tha t with irradiation by 1.35eV photons
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Figure 5.7: Time dependence of the magnitude of the phosphorus magnetisa­
tion. 25s is the time taken for full magnetisation recovery.
at low tem perature, Co impurities in the Co^ *** state can be excited to the higher 
Co "^  ^ state.
From the ESR work of Lambert et al [40] on crystals obtained from the same 
boule, it was inferred tha t the ESR signal was attributable to Co^+ (of electronic 
arrangement 3d^) substitutional for indium. No ESR signal was expected from 
substitutional Co^+ (3d®) as this is not expected to  be paramagnetic in nature. 
This is because the crystal field experienced by the im purity in this sample is 
tetrahedral, giving the Co®"^  ion such a ground state {^E) for which spin-orbit 
coupling produces only a  singlet [42]. Co^+, has a different ground state, and 
consequently produces a  multiplet ground state i.e. it is paramagnetic.
The Co '^^ ions provide a spin-lattice relaxation mechanism which Co®+ does 
not, so th a t with optical irradiation, the phosphorus T i is expected to increase, as 
observed. The spin 9 /2  indium nuclei would remain unaffected by such changes in 
the low-level paramagnetic im purity concentrations.
The cross-coupfing peak seen at 50 Gauss is due to hyperfine interactions 
around the deep-level sites of the Co '^*' ions. For short relaxation times, the inten­
sity of this peak will thus be governed by the Co^+ density as well as the low-field 
phosphorus T i. A decrease in the Co^+ density will therefore serve to reduce the 
peak intensity, whilst a decrease in the phosphorus T% will increase it. At 4K, 
where the phosphorus T% is longest, and therefore most light sensitive, the la tter 
is the dominant effect: there wifi then be an overall increase in the cross-coupling 
peak intensity. By 12K, the phosphorus T% is reduced sufficiently for the Co^+ 
density to be the critical factor. The peak intensity is subsequently reduced as 
Go^^ ions become converted to  Co®"^  ions.
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5 .4 .4  C onclu ding  R em arks
The curious behaviour of the field-cycling spectrum of illuminated InPrCo has been 
explained using the cross-coupling model developed in this work. The investigation 
has highlighted the importance of the spin-lattice relaxation mechanisms with re­
gard to  the overall cross-coupling process and this subject has consequently been 
addressed in considerable detail in the following chapter. The light dependence 
of this sample, meanwhile, has accounted for many unexplained results obtained 
during the course of this work, and remains as a very complicated phenomenon 
in several respects. For this reason, the sample has been regarded throughout as 
somewhat unpredictable and has required particular attention prior to any studies 
made on it, especially since the recent history of the m aterial is a considerable 
factor.
5.5 Low Frequency Irradiation S tudy o f InP:S
5.5 .1  E xp er im en ta l P roced u re
The incorporation of low frequency irradiation into the field-cycling experiment 
has been developed in recent years primarily for the observation of the quantum  
tunnelling of methyl groups at low tem peratures (see [56] [57]). The technique 
perm its the observation of specific nuclear transitions and is therefore of particular 
interest to the study of quadrupolar nuclei, including those in III-V semiconductors.
For the present study of InP:S, the procedure followed was almost identical to 
th a t of the standard field-cycling experiment. The basic difference was the incor­
poration of a second, low frequency (<  IMHz) RF irradiation of the sample during 
the magnetisation recovery period of the cycle. This was perm itted experiment ally 
using the computer-controlled relay mechanism first m entioned in section 5.4. A 
circuit diagram of the relay circuit is shown in figure 5.8. The relay switches used
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Figure 5.8: Circuit diagram of the relay-operated probe switch.
were 12 Volt single-pole changeover coaxial relays, obtained from the RS company. 
The action of the ciruit is summarised in figure 5.9. The relay switches are initially 
closed, resulting in the situation shown in figure 5.9a, in which the transm itter and 
coil are connected, while the low frequency oscillator feeds a 500 resistive load. 
During the relaxation stage, a 12V trigger from the computer, causes the relays 
to open, thereby creating the situation depicted in figure 5.9b. In this case, the 
transm itter is now isolated and the low frequency oscillator is connected via a lOO 
protective resistor to the coil. At the end of the relaxation stage, the relays close 
again and the situation reverts back to  th a t of figure 5.9a.
The effect of the nuclear saturation by the second irradiation is to ’’drill holes” 
ill the field cycling spectrum. A typical result is shown in figure 5.10, in which the 
sample studied was InP:Fe; the frequency of the additional irradiation was 120kHz. 
The holes appear at fields satisfying the Larmor condition for both  the phosphorus 
and indium  nuclei. They appear at fields determined by the phosphorus Larmor 
condition simply because at these fields, the phosphorus nuclear magnetisation is 
given no opportunity to  recover during relaxation following saturation. Holes arise 
at indium  Larmor fields because the magnetisation of the indium  has likewise been 
destroyed. The phosphorus spin reservoir then has no cool reservoir to  which to 
cross-couple and the recovered magnetisation is subsequently diminished. Holes 
corresponding to  A m  =  1 and A m  =  2 transitions can be seen. The A m  =  1 hole 
for the phosphorus nuclei is also surely present but is not discernible from the Am 
=  2 hole of the indium nuclei which occurs at almost exactly the same field. This 
is because the gyromagnetic ratio  of phosphorus is almost exactly double tha t of 
indium, the values being 10.8 x  10^ and 5.8 x 10^ ra d s /T /s  respectively.
W hen InP:S was investigated in the same manner using 900kHz irradiation, 
holes again appeared at fields given by the Larmor condition , with A m  =  1, 2 
and 3 (indium) holes in evidence - see figure 5.11. As with InP:Fe, the Am  =  1
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Figure 5.11: Low frequency (9001cHz) double irradiation P downscan of InP:S, 
with Am = 1 indium transition holes in evidence.
hole for phosphorus is masked. The holes represent a reduction in the perm itted 
magnetisation recovery of the phosphorus nuclei. The enhanced signal on the low- 
held side of the Am =  1 hole is therefore unexpected. Figure 5.12 shows this 
anomalous hole in more detail, obtained from a subsequent scan.
5 .5 .2  T h e A n om alou s A m  =  1 (ind ium ) T ransition  F eature
The hole has the form of a derivative bell shape and has been reported previously 
[21] though was left unexplained. In this present work, a detailed investigation has 
been made in an attem pt to  understand the phenomenon.
The experimental procedure producing the result given in hgure 5.11 was re­
peated for each of the available III-V samples. Judicious choices of parameters 
were necessary where appropriate, since the region of relaxation field in which 
cross-coupling occurred varied amongst the samples, according to  gyromagnetic 
ratios. The results of the scans are given in figures 5.13 to  5.15. There are no 
holes observed of a lineshape similar to the Am  =  1 hole of figure 5.11. This shape 
is peculiar to th a t transition for th a t sample alone. Since it is not observed for 
GaAsiSi, the effect appears to be unrelated to the nature of the defect, as found 
for other field-cycling investigations to date.
Figures 5.16 to 5.24 show the results of scans performed using different RF 
frequencies, ranging from 300kHz to  over 1.4MHz. The experiments were identical 
in every other respect. For the lower frequency scans (5.16 to  5.19), the anomalous 
lineshape is not apparent, but tins is likely to be due to the effect of the background 
cross-coupling peak which tends to  hide the low-field rise of the lineshape. Other 
features of the hole remain consistent: the centre of the lineshape is always located 
at the exact field predicted by the Larmor expression for indium, the linewidth 
is constant at 220 Gauss and, as other holes emerge at higher frequencies, the 
lineshape remains specific to tha t transition. Furthermore, the shape appears to
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Figure 5.12: A detailed downscan of the Am = 1 hole in the InP:S spectrum.
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F igu re 5.24: Double irradiation P downscan of InPrS; frequency =  1483 kHz.
be most striking at frequencies of the order of 900kHz.
For the series of scans depicted in figures 5.25 to  5.29, the hole drilled using 
900kHz irradiation was analysed. The same experimental param eters were used 
for each scan, apart from the relaxation time, which was increased from 1 second 
up to 100 seconds. Clearly, the Hneshape increases in both  w idth and height with 
increasing relaxation time, until, at 30 seconds the derivative shape is no longer 
visible and at 100 seconds, no magnetisation remains at all due to spin-lattice 
relaxation ’leakage’. Closer inspection reveals tha t while the overall w idth of the 
hole increases, the low field (peak) half of the lineshape remains almost constant in 
width, but the high field (trough) half broadens, the ’centre’ of the shape remaining 
at 960 Gauss.
The results of further investigations are shown in figures 5.30 to 5.33. Figure
5.30 is the result of an identical scan to th a t of 5.12, apart from the use of a smaller 
field step size, 5 Gauss instead of 10 Gauss. The lineshape is unchanged. Figure
5.31 was obtained by scanning in the upwards direction, i.e. opposite to  th a t of 
all the previous scans, and is seen to have no effect on the nature of the lineshape. 
Figures 5.31 and 5.32 are back-to-back scans originating at the centre of the hole 
and scanning outwards: again the shape is unaltered.
Figure 5.33 is the result of what may be called a ’’triple irradiation” experiment. 
In this case, the sample was exposed to additional, higher frequency RF irradiation 
during the recovery period. This was an attem pt to saturate any electron spin 
resonance th a t may have been occurring. Since the NMR coil itself was already 
employed during the relaxation time, a further coil was added to provide the extra 
irradiation. This consisted of a simple Helmholtz pair, of tliree turns per coil, 
which produced an e.m. field in the same plane as th a t produced by the NMR 
coil, but perpendicular to  it. The upper limit of the higher frequency oscillator, a 
Marconi Standard Signal Generator (TF144H/4), was 1.96GHz. This corresponds
77
140.0 -
120.0
100.0 -
80.0 -
c3t
C0
1
0)& 60.0ai
40.0 -
20.0 -
0.0
O f
o cfFfa m  c F  „
□□
□
□ cP Cfb
□
□□
□ Relaxation Time = 1s
700.0 800.0 900.0 1000.0 1100.0 1200.0
Relaxation Field (Gauss)
F igu re 5.25; 900kHz double irradiation P downscan of InP;S with a recovery
time of Is.
V  1
140.0
120,0
_  100.0 h
Ic0
1I 60.0cd
80.0 -
40.0 -
20.0
0.0700.0
O
«  V *  *  
o  o  <o
o
Ax>
<X> o
O Relaxation time = 2s
O
O
<X>o
o
o
800.0 900.0 1000.0 1100.0
Relaxation Field (Gauss)
1200.0
F igu re 5.26; 900kHz double irradiation P downscan of InP:S with a recovery
time of 2s.
c3
JD
5c01mc
140.0 -
120.0
100.0
80.0 -
60.0 -
40.0 -
20.0  -
0.0
O Relaxation time =
700.0 800.0 900.0 1000.0 1100.0
Relaxation Field (Gauss)
1200.0
F ig u re  5,27: 900kHz double irradiation P downscan of InP:S with a recovery
time of 10s,
c3
4  ac010)c
140.0
120.0
100.0
80.0
60.0
40.0
20.0
0.0
□
□î=b □□
0 0  Qzj □  CD 
%  □
□
□
0 3  □ □ □
□ □
□ □
□ □
□
□ □□
0 3
□
□
□ Relaxation time = 30s □□
700.0 800.0 900.0 1000.0 1100.0 1200.0
Relaxation Field (Gauss)
F igure 5.28; 900kHz double irradiation P downscan of InP:S with a recovery
time of 30s.
140.0
120.0
_  100.0 IIo>& 60.0(0
80.0
40.0
20.0
0.0
A Relaxation time = 100s
A
a V a / ^ A  A A A ^ ^ ^
A A % A  A AA A A
700.0 800.0 900.0 1000.0 1100.0 1200.0
Relaxation Field (Gauss)
F igu re 5.29: 900kHz double irradiation P downscan of InP:S with a recovery
time of 100s.
to a magnetic field of 700 Gauss, using the expression
in which f is the radiation frequency, g is the electron g-factor (approximately equal 
to 2 in this case) and /3 is the electron gyromagnetic ratio. To drill a Am  =  1 hole 
in the spectrum  in this field region required a low frequency irradiation of 658kHz, 
which perm itted convenient comparison with the double irradiation scan of figure 
5.19.
It is difficult to conclude whether the additional irradiation had a notable effect. 
The lineshapes of figures 5.19 and 5.33 are of the same shape and width, though 
tha t of the la tte r is shallower. This may be as a result of the poorer signal-to 
noise ratio resulting from the introduction of an extra coil. Assuming electron 
saturation is ocurring within the sample, the difference is too small to  conclude 
th a t the conduction electrons have a significant role to  play in this effect.
5.5 .3  D iscu ssion
The derivative beU-shape of the hole is highly reminiscent of the Overhauser effect 
observed in metals. In this case, the saturation of the conduction electron spin 
resonance produces an enhancement of the nuclear spin polarisation by a factor of 
7e/7nj where je  &nd are the gyromagnetic ratios of the electron and nucleus, 
respectively [6]. It has been shown, however, tha t saturation of the conduction 
electrons in InP:S has no effect on the observed lineshape and the hole is, in any 
case, situated at too low a magnetic field for it to be attribu ted  to the Overhauser 
effect.
The Overhauser effect is one example of the phenomenon of Dynamic Nuclear 
Polarisation (DNP). Another, more relevant example is the ’’Solid State Effect”, 
first recognised by Abragam and Procter in 1958 [58]. In this case, so-called
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Figure 5.33: 900kHz ’triple irradiation’ P downscan of InP:S incorporating 
electron spin resonance saturation (1.96 GHz).
’’forbidden” nuclear transitions are saturated and enhanced polarisation may 
be induced in virtually any system consisting of two spins coupled via the dipolar 
interaction. For simplicity, consider two spin species, A and B, both  with spin 
1—1/2. The energy levels for tliis system when placed in a  strong magnetic field 
and the associated forbidden transitions are shown in figure 5.34, for the case of an 
electron-nuclear coupling. The symbols -h and - signify spins in an up and down 
state respectively. The static dipole interaction mixes states | 4- + ) and | 4— ) and
also I ) and | — h) [1] so th a t flip-flop and flip-flip transitions are not completely
forbidden. These processes can be induced by irradiation of the system with RF of 
either frequency — wg or +  wjg, where and wg are the Larmor frequencies 
of A and B respectively.
To qualitatively demonstrate how enhanced polarisation occurs, suppose that 
initially, during relaxation, all the spins A are in the up state and the RF irradiation 
is set at — Wg) to  induce flip-flop transitions. The B spins at this stage are 
completely unpolarised (saturated) so tha t half are in the spin up state  and half are 
in the spin down state. Consider one spin pointing up. Since it is surrounded by A 
spins all in the up state, no flip-flop is possible. No flip-flip is possible either, since 
energy is then not conserved. The spin remains in the up state. However, for a B 
spin in the down state, a flip-flop transition is possible. Once the transition occurs, 
if the appropriate A spin relaxes back to its original polarised state, then a reverse 
transition (a flop-flip) is impossible. The B spin therefore remains in the up state  
and all B spins originally in the down state are likewise pum ped into the up state 
giving rise to the observed polarisation. This model cannot be applied to InP:S. 
Several interpretations have been considered and are now briefly summarised.
If the two spin reservoirs are the m atrix In and P nuclei then the enhanced 
polarisation peak and the diminished hole in the P recovery spectrum  should be 
separated by fields of [2 x  27t x  v{kHz)]l'yin  or [2 x 2?r x  v{kHz)]l'yp  depending 
upon the exact model chosen. The situation is complicated by the facts tha t the 
scan is a P scan and the P nuclei are initially saturated, w ith m agnetisation being 
derived by cross-coupling to  In. It is clear, however, th a t the feature is narrow, 
the enhancement and hole occurring close together.
Alternatively, if the two spin reservoirs are one nuclear species and the conduc-
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F ig u re  5 .34: Nuclear energy level diagram for an interacting spin 1/2 nucleus 
and electron.
tion electrons, then the overall feature should have a linewidth typical of electrons 
and occur on a i^kHz electron resonant field: neither of these is true. Moreover, 
electron saturation does not appear to influence the feature. Finally, this kind of 
model generally predicts enhancement on the high field side of the feature for a 
constant frequency, swept field experiment. For InP:S it is not.
Another DNP process suggested by the anomalous lineshape is th a t of Thermal 
Mixing, described in detail by Goldman [50] and Provotorov [60] in particular. A 
qualitative description of the effect is now given, before applying the principle to 
the case of InPrS.
Consider the case of a crystal sample containing N(I) spins of 1=1/2 and N(S) 
spins of S=3/2 , where the gyromagnetic ratios, 7  are such th a t {7 (1) | 7 (8 ).
The spins S are subjected to  a quadrupolar interaction, for which let fio be the 
quadrupolar resonance frequency at zero field. For DNP of the spins I to occur, 
three conditions, in order, need to be satisfied in general:
1) S spins must be cooled
2) S and I spins must be in therm al contact, and
3) spins I must be subjected to  a Zeeman interaction.
In the case of therm al mixing at zero field, the cooling of the spin species S 
is usually achieved by the application of a large RF field 2Hcosflt, where Q Pd 
Oq. The RF field induces quadrupolar transitions which causes a change in the 
energy of the spin-spin term  corresponding a cooling of it. Viewed in a frame 
of reference rotating with frequency O with respect to S and fixed with respect 
to I, the effective Hamiltonian consists of a quadrupolar interaction term  of the 
spins S (corresponding to the resonant frequency fîo ~  fl) and of secular spin-spin 
interactions among all spins, I and S. The quadrupole spin-lattice relaxation of 
the spins s results in a cooling of the quadrupolar interaction term  in the rotating 
frame. The RF-induced transitions cause an equilibration of the I and S spin 
tem peratures to be established in the rotating frame and thus conditions 1 and 2 
above are fulfilled simultaneously.
The third condition for the DNP of the spins I is satisfied following the adia­
batic application of a magnetic field, subjecting them  to a Zeeman interaction, as 
required.
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W hen applied to  the case of InP:S, the three basic conditions to be satisfied 
for DNP to occur, become:
i) the indium reservoir must be cooled,
ii) there must be therm al contact between the indium and phosphorus reser­
voirs, and
iii) the phosphorus must be subjected to a Zeeman interaction, by the applica­
tion of a magnetic field.
As already mentioned, usually condition (i) is met by the application of an 
RF field of frequency 12 close to  th a t of the quadrupolar resonance, Oq of the spin 
species to be cooled. Tliis enhances the quadrupolar relaxation of the nuclei, hence 
the cooling of the reservoir. In the InP:S case, it would appear tha t condition 
(i) is never met, because the indium  reservoir must be heated for the effect to 
be seen. However, during saturation, only those nuclei distant from the defects 
are affected; those nearby experience a strong quadrupolar splitting and, in the 
presence of the large efg’s at low field, are able to relax efficiently, as required. 
Thus, a small indium reservoir in the sample becomes cooled. Tliis process is the 
m ajor difference between the saturation of the sample at low and high fields; in the 
la tte r case, quadrupolar splittings are insignificant and all nuclei become saturated 
at the same frequency.
From the results of chapter 4, it is known tha t at the magnetic fields considered, 
cross-relaxation occurs between the indium and phosphorus reservoirs, satisfying 
condition (ii).
Condition (iii) is easily fulfilled, particularly since the magnetic field switches 
upwards to the NMR field of the phosphorus in order to measure the recovered 
magnetisation.
The equilibrium inverse spin tem perature of the system, /?egj can be calcu­
lated by investigating the competition between the spin- lattice relaxation of the 
quadrupolar and dipolar interactions (see Goldman, [59]). Tins involves the solu­
tion of a pair of equations, Provotorov's equations, not unlike those developed for 
the cross-coupling model of chapter 3. /9eq can subsequently be described in terms 
of the effective RF frequency, or resonance field A and the linewidth of the NMR 
absorption curve of the saturated species (indium), S:
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where A  = Q.q - 0> i.e. the difference in magnetic fields, the two being almost 
identical. The shape described by 5.5.2 is th a t of a derivative of a beU-curve, as 
desired, with enhancement on the low frequency side of the curve.
A therm al mixing process of this type would account for why the effect is not 
observed in any GaAs sample, since both  gallium and arsenic are quadrupolar, or 
any of the InP samples containing deep defects in which insufficient efg’s exist near 
defects to  produce^large quadrupolar cooling.
The effect should be observable with Am  =  2 and A m  =  3 indium  holes. 
However, the former may be masked by the Am =  1 phosphorus hole and the 
la tte r produces too small a feature from which any conclusions may be drawn.
Thermal mixing may reasonably account for some of the behaviour of the 
anomalous effect, but there remain certain charateristics which require yet more 
complex investigation, particularly the frequency dependence of the phenomenon. 
Although the detailed investigation has furthered the understanding of the effect, 
it has also confirmed the highly complicated nature of this novel form of nuclear 
polarisation.
5 .5 .4  C onc lu din g  R em ark s
A possible explanation has been presented for the existence of the previously un­
explained Am  =  1 transition hole in the InP:S spectrum, induced by double irra­
diation. Polarisation experiments in general are of interest to  the nuclear physics 
community, for which polarised targets find much use in a large number of nuclear 
and high energy physics experiments. Although in this case, the amount of polar­
isation produced is inadequate for such purposes, the study has revealed a novel 
m ethod of nuclear polarisation not previously investigated.
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C h ap ter  6 
S p in - la ttice  R e la x a tio n  in  D o p ed  
III -V  S em icon d u c tors
This chapter begins, in section 6.1, with an introduction to  the subject of spin- 
lattice relaxation measurements of semiconductors and briefly reviews the earlier 
work of others. The technique by which the spin-lattice relaxation times (T i) were 
measured in this work is presented in section 6.2. The results and a brief discussion 
of these measurements follow in section 6.3. Fuller considerations of the results 
relating to the nature of the sample defect are then given in  turn: shallow-centred 
samples are discussed in section 6.4 and deep-centred samples in 6.5. Finally, the 
integration of the spin-lattice relaxation of the host nuclei into the general spin 
reservoir cross-coupling model is made in section 6 .6 .
6.1 In troduction
The NMR field-cycling investigation of the moderately doped III-V semiconductors 
encountered in chapters 4 and 5 has led to  the development of the simple three 
reservoir model and the use of cross-coupling theory to interpret the observed 
anomalous results. The spin-lattice relaxation of the host nuclei forms an integral 
part of this model. Furthermore, it will be shown in tliis chapter th a t investigations 
of the nuclear relaxation mechanisms yield information regarding the dominant
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spin interactions of tlie cross-coupling Hamiltonian.
The first significant discussion of nuclear spin-lattice relaxation in crystal com­
pounds was given by Pound [72]. He concluded tha t the relaxation of nuclei with 
quadrupole moments was a quadrupolar effect if the crystal was free of param ag­
netic impurities. Moreover, Pound also demonstrated the im portance of the value 
of the nuclear quadrupole moment in determining the spin-lattice relaxation time, 
T i.
The first detailed theory of quadrupolar relaxation, however, was presented by 
van Kranendonk [69] who predicted the tem perature dependence of the nuclear 
T i in ionic crystals using a model based upon phonon statistics. This theory was 
adapted by Mieher [65] for III-V compounds and then verified experimentally in a 
variety of nominally undoped samples, including GaAs and GaSb. The theory is 
discussed more fully later in tliis chapter.
Bridges and Clark [67] and then McNeil and Clark [66] performed a more de­
tailed study of a similar variety of samples to Mieher. They found th a t below 
a certain tem perature, typically 20K, the quadrupolar relaxation mechanism of 
the nuclei became ’’frozen out” , to  leave magnetic relaxation as the dominant 
mechanism. They were thus able to separate out the background effect of the 
magnetic relaxation to leave a pure quadrupolar relaxation effect; this in tu rn  
was decomposed into contributions from optical and acoustic phonons. The mag­
netic relaxation of the nuclei, meanwhile, was believed to arise from spin diffusion 
to paramagnetic centres, unavoidably present in small concentrations (typically 
during the growth of the crystal.
Studies of nuclear relaxation in  samples heavily doped with paramagnetic im­
purities have been rare. The most significant such study was th a t of Masterov and 
Maslov [64]. They observed tha t in InP doped with manganese to  8xl0^®cm“  ^ the 
nuclear relaxation rate of the host indium nuclei was dominated by the interaction
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of the lattice nuclei with the magnetic atoms, but the study was limited in that 
only one sample was investigated and the temperature was confined to between 
150 to 250K.
Nuclear relaxation investigations of n-type semiconductors, however, have been 
more common. The most comprehensive study has been that of Braun and Grande 
[61], who measured nuclear T i’s in heavily n-type InSb and In As. They considered 
the extreme cases of a degenerate and a non-degenerate semiconductor, and. for 
the degenerate case, confirmed the established relationship between T i and the 
Knight shift [1].
Although there has evidently been much work performed on nuclear relaxation 
in semiconductors, the results presented in this chapter are believed to represent 
the first such studies of GaAs and InP doped with shallow level centres (GaAs:Si 
and InP:S) and deep level centres (GaAs:Cr, InP:Pe and InP:Co). From this work, 
it has been possible to deduce values of the Knight sliift for the first time in these 
samples. Furthermore, the T i measurements of the InP samples in particular are 
related to the recent work of Clerjaud et al [63], who measured In and P T^’s at 4K 
using Dynamic Nuclear Polarisation methods. This is discussed in a later section.
6.2 E xperim en ta l R esu lts
The experimental apparatus used for this work was identical to that used for the 
field-cycling work. There were procedural differences, however, in the cycling of 
the magnetic field and the timing of the applied RF pulses. The magnetic field 
during these measurements was static at the NMR field of the selected nucleus and 
the pulse sequence employed was [saturation-r-90°]. This sequence was repeated 
several times (typically 10) with r  incremented each tim e until a magnetisation 
recovery curve was established. The spin-lattice relaxation time, T i, could then be
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found following an estimate of Mq, the equilibrium magnetisation, from
M =  il4 (l -  (6.2.1)
il
assuming an exponential recovery.
For cases of very long values of T i, it was necessary to use Guggenheim’s
method [35]. Briefly, this method involves taking two data sets separated by a
period ^t which is approximately equal to one or two T i’s in length. The magneti­
sations measured at each pair of points obey the relation
O'ln{MÎ — Mi) — —— 4- constant (6,2.2)
il
where is the magnetisation from a measurement in the first data set and M[- 
that measured at the corresponding point St later in the second data set. In 
this way, a measurement of the magnetisation approaching that of the equilibrium 
magnetisation is forgone and much time is saved. This is particularly important 
for ensuring the consistency of the experimental conditions.
As before, the samples were oriented with their [100] axes parallel to the mag­
netic field. The temperature of the sample space was varied between 4 and 
300K in both directions with control becoming increasingly difficult below 16K.
At higher temperatures (>150K ), although the temperature was very stable, 
the NMR signal was considerably smaller in amplitude, due to the decreased Boltz­
mann population distribution. However, because the T i’s were smaller at these 
temperatures, considerable signal averaging was possible with little consumption 
of time.
Figures 6.1 to 6.6 show plots of the experimental results of the study of the 
temperature dependence of the nuclear relaxation times of the group III nuclei 
in the samples GaAs:Si, GaAsiCr, InP:S, InP:Fe and InP:Co respectively. Corre­
sponding logarithmic plots of these results are given in figures 6.7 to 6.11. From
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them the power laws of the relationships have been inferred from the gradients of 
the best-fit straight lines.
Further experiments determined the temperature dependence of the T i’s of 
the corresponding group V nuclei in the samples and also, in the case of GaAs:Cr, 
that of the other isotope of gallium, Ga®® (figures 6.12 to 6.20). The particular 
importance of the additional mearsurements of the other galHum isotope will be­
come apparent when inferring the relaxation mechanism dominant in the GaAs:Cr 
sample (section 6.5).
Notable absentees from the series of results in figures 6.12 to 6.16 are the 
temperature dependences of the phosphorus T i’s in InP:Fe and IiiPrCo. Attempts 
were made at determining these, but it was discovered that the relaxation times 
were extremely long, estimated as several hours at 4K. Such an assumption has 
already been made during the modelHng of the InPrCo cross-coupling in which 
the phosphorus was assumed to have an infinite T i and no contact between the 
phosphorus and lattice reservoirs was believed to exist. Such behaviour is not 
general - the phosphorus T i in InP:S was significantly shorter and measurable - 
but wiU be shown to be consistent with the behaviour of the indium nuclei in the 
same samples.
6 .3  D isc u ss io n  o f  R e su lts
From the results presented in the previous section, it is evident that the relaxation 
behaviour of the nuclei in the samples studied is related to  the nature of the defect 
centre: the host nuclei of the shallow-doped samples have TiO: 1 /T  wlnlst those 
of the deeply-doped samples have Tio: 1/T^. These dependences are characteris­
tic of specific types of relaxation mechanisms, namely Korringa and quadrupolar 
repectively, seen in other systems, but not previously in samples such as these.
Of particular interest in this work is the apparent reversal of the dominant spin
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interaction compared with that assumed for the field-cychng work. For example, 
the dominant quadrupolar interaction term is responsible for the cross-coupling 
peak ill a field-cycling scan of InP:S, but it appears that the hyperfine interaction 
dominates the nuclear relaxation mechanism. The reverse is true for InP:Fe.
In the following sections, nuclear relaxation is considered for each of the samples 
according to the nature of the defect centres.
6 .4  N u c le a r  S p in -la tt ic e  R e la x a tio n  in  I II -V  S em i­
co n d u c to r s  d o p e d  w ith  S h a llo w  D e fe c t  C en ­
tres
6.4 .1  In trod u c tion
As has already been mentioned, the spin-lattice relaxation of the host nuclei in 
the samples of GaAs:Si and InP:S appears to follow a Korringa-type behaviour. 
The interaction responsible for this type of relaxation is the contact-hyperfine 
interaction between the nuclei and the conduction-band electrons. From chapter 4 
it is apparent how delocalised the defect electron wavefunction is in these samples. 
In these cases, therefore, one can assume that this electron-nuclear coupling will 
be strong.
However, from the work of Braun and Grande [61], such a dominant coupling 
is only likely to occur beyond a certain doping level (approximately and
below certain temperatures (dependent upon doping density, but approximately 
20K). Outside this regime the dominant mechanism would be that of the quadrupo­
lar interaction, which is discussed in greater detail in the following section, with 
regard to the deep-centred samples.
Additionally, the magnetic nature of the defects will enable paramagnetic re­
laxation of the nearby host nuclei to occur. In the cases of GaAs:Si and InP:S, 
the defects have zero spin and would thus not contribute to this mechanism. How-
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ever, paramagnetic centres in the form of the residual transition metal impurities, 
mentioned in chapter 5, will ensure that tliis form of relaxation can occur. This is 
paricularly important at low temperatures where other mechanisms diminish.
6.4 .2  Form al R e laxa tion  T h eory
In general, during nuclear relaxation of any type, the nucleus undergoes a transition 
in which it either absorbs or gives up energy. The lattice system to which it is 
coupled will undergo a compensating change, so that overall energy is conserved. 
If the initial state of the nucleus is |m > and the final state |n > , then, from time 
dependent perturbation theory, the probability per unit time for such a transition 
is given by
W„,„ =  ^ \ < n \ V \ m > \ ' ‘6 ( E r . - E „ )  (6.4.1)
where V represents the interaction inducing the transition and the S function 
represents the fact that energy is conserved (E^ and E„ being the energies of the 
initial and final states respectively). This is a general result and is appropriate 
therefore to both the shallow and deep centred samples of this work. For the 
shallow case,
*^7f*V  =  y7a7r.ff»fe"l.S5(r) (6.4.2)
i.e. the contact hyperfine interaction. It is demonstrated in Appendix B that the 
samples used in this work, with temperatures not exceeding 300K, may be consid­
ered as degenerate. Using approximations justified by the work of Look [70] and 
Unger [71], Braun and Grande [61] have established that for degenerate semicon­
ductors, the Korringa relaxation expression for electrons in metals is appropriate
where (A H /H ) is the Knight shift and the other symbols have their usual meanings. 
Evidently, from the plots of Ti against 1 /T , figures 6.21 to 6.25, values of the
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Sample Nucleus Knight Shift, from equation 6.4.3 l^ol, from equation 6.4.4
GaAsiSi Ga^' 2.7 X 10-4 -
GaAszSi As 1.6 X 10-4 1.51 X 10^4 cm“^
InP:S In 5.5 X 10-4 4.5 X 10^4 cm“^
InP:S P 3.7 X 10-5 -
Table 6.1: Knight Shifts and values of |#o | for selected nuclei. In the case of the 
latter, the value is only calculable for nearest neighbours.
Knight shift for these samples can be obtained; these are shown in table 6.1.
Ill their investigation, B raun and Grande developed a general expression for the 
spin-lattice relaxation time. Adapting this slightly for the purposes of this work 
the expression can be written
è  =  { y Ï  (6.4.4)
ill which V is the unit cell volume, m* the electron effective mass, go the electron 
g-factor, I if (0)1 the m agnitude of the electron wavefunction at the nuclear site, 'Eip 
and other symbols have their usual meanings.
6 .4 .3  H yp erfin e C oup ling  and R e laxa tion
Using equation 6.4.4 it is possible to determine the approximate values of |W(o)l  ^
for each of the III-V nuclei for which the T% is known at a given tem perature. To 
do this requires knowledge of the Fermi energies for the materials and these are 
not accurately known. Since the equation is dominated by the large values of V^, 
m*^ and the calculation is not worthwhile. Equation 6.4.4 does, however, show
the relationship betweenTi and |#(o) .
2The magnitude of #(o) , meanwhile, is representative of the hyperfine coupling 
constant for tha t nucleus, the two values being related by the expression
4 (6.4.5)
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In Chapter 4, estimates of A for the In and P nuclei of the deeply doped samples 
were made from the cross-coupling results. In the cases of both  InP:Fe and InP:Co, 
the ratio A/„:Ap was found to be approximately 1:2.5. From equations 3.4.2 and 
6.4.4, it is apparent tha t 1 /T i is proportional to the square of the hyperfine inter­
action constant. For InP:S, the indium T i at 4K was measured as 15s wlnle th a t of 
phosphorus was measured as 100s. The square root of this ratio, 15:100 is indeed 
approximately equal to 1:2.5, consistent with the nuclear relaxation theory of this 
present chapter. In this case, it has been assumed that although the magnitudes 
of the electron-nuclear interactions may be significantly different, the ratio of the 
magnitudes for a given pair of nuclei will be similar in different environments.
The approximate values of A obtained in chapter 4 may be used in equation
6.4.5 to  calculate values of ^ (0) • These are presented in table 6.2. All the values 
are of the same order of magnitude i.e. lO^^cin^. For InP, this is almost two 
orders less than  recent results obtained for a similar sample by Gotschy et al [62], 
whose values were 7.63 x lO^^cm”  ^ and 3.26 x for In  and P respectively.
Gotschy et al also determined the T j ’s of these nuclei by observing the magnetic 
field a t which conduction electron spin resonance (CESR) occurred. Since this 
depended upon the degree of nuclear polarisation (Overhauser effect [74]) affecting 
the electrons, which in tu rn  depended upon the nuclear T i ’s, a measurement of the 
time evolution of the position of the CESR field would give a direct representation 
of the responsible nuclear relaxation times. This is a similar m ethod to  th a t used 
by Clerjaud et al [63] who measured the indium T i in the same sample as 450s at 
3.5K, equivalent to  375s at 4.2K, which is significantly larger than  tha t measured 
by Gotschy et al and an order of m agnitude larger than  tha t measured in this 
work. This difference must be attributable to  the lower carrier concentration of 
tha t sample (2xl04^cm“^). However, the difference between the values obtained by 
Gotschy et al and Clerjaud et al is unexplained and reflects only the variability of
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Nucleus and Sample Calculated |$(o)|^
Ga^® in GaAs:Cr 
As ill GaAs:Cr 
In in InP:Co 
P in InP:Co 
In in InP:Fe 
P in InP:Fe
2.5 X lO^^cm^
1.6 X lO^^cm^ 
1.0 X IQSScmS 
1.5 X lO^^cin^
1.7 X lO^^cm® 
2.4 X lO^^cni^
Table 6.2: Calculated Conduction Electron Densities a t the nuclear site
the value of indium  T% according to the method of measurement with tha t sample.
The determination of the results given above again depends upon the reversal of 
the dominant interaction responsible for the nuclear relaxation and cross-coupling 
phenomena. Thus the ratios of A determinable from the shallow-doped InP:S and 
GaAs:Si samples can be used successfully in the cross-coupling modelling of the 
deeply doped samples of InP:Fe and GaAs:Cr.
6 .4 .4  D iscu ssion
The 1 /T  dependence of Ti has been observed with these samples at tem pera­
tures > approximately 15K, and other workers [61] looking at similar, often more 
highly doped, samples have also observed tha t such behaviour disappears at low 
tem peratures (approximately 20K). Tliis has been attributed  to the binding of 
free electrons to the donor ions and the subsequent production of paramagnetic 
centres. The relaxation mechanism at this stage is then dominated by the dipole 
interaction of the nuclei with the magnetic moments of the impurities. According 
to Masterov and Maslov [64], in this regime,
1
Ti ^  f^impurity (6.4.6)
with fJ>impurity being the magnetic moment of the im purity nucleus. They ob­
served tha t in a sample of InP:M n, where the Mn concentration was approximately
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Element Magnetic Moment
-0,96
g33 0.83
Mn55 4.08
Table 6.3: Magnetic Momemts of Selected Nuclei.
SxlO^^cm"^, tliis magnetic interaction dominated the nuclear relaxation between 
150 and 250K,
Such a strong dependence was not observed in the InP:S and GaAs:Si samples 
studied in this work. This is a ttributed  to the relatively low values of magnetic 
moment for the S and Si impurities (see table 6.3). The Korringa mechanism is 
thus dominant at lower tem peratures in these samples. This is in agreement with 
the work of Gotschy et al and Clerjaud et al, whose interpretations of relaxation 
behaviour at 4K in n-doped samples involves no consideration of paramagnetic 
im purities, despite having comparatively low carrier concentrations.
6.5 N uc lear Sp in -lattice R e laxation  in III-V  Sem i­
conductors doped w ith  D eep  D efect C en tres
6.5 .1  In trod u c tion
The 1/T^ dependences of the T i’s of the nuclei in the samples GaAsrCr, ïnP:Pe 
and InP:Co are indicative of the quadrupolar relaxation mechanism . This mecha­
nism is well understood and has been principally investigated using undoped III-V 
samples by Mieher [65] and McNeil and Clark [66] who have developed models 
extensively based upon the original theory of van Kranendonk [69]. A nuclear re­
laxation study of a sample of GaAs:Cr formed part of an investigation of Nuclear 
Electric Resonance (NER) by Kuleshov et al [68]. However, there have been no 
previous nuclear relaxation studies of III-V samples doped w ith deep-level defects.
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Before discussing the results of figures 6.2, 6.4, 6.5 and 6.6, an introduction to 
quadrupolar relaxation theory is necessary.
6.5 .2  van  K ran en d onk ’s T h eory
111 the first established theory of quadrupolar relaxation, the nuclear quadrupole 
moments couple to electric field gradients in the lattice th a t arise from thermal 
vibrations broadly described by a Debye spectrum. In van Kranendonk^s original 
interpretation, an NaCl lattice was represented by an array of point charges and 
Ram an processes perm itted quanta of lattice vibrations to induce Am =  ±1 or 
± 2  transitions of the nuclei. The tem perature dependence of the relaxation time 
th a t arises from this model was predicted as varying from a T “  ^ dependence at 
tem peratures less than  0.02 of the Debye tem perature, to  a T “  ^ dependence for 
tem peratures greater than  the Debye tem perature. In adapting this model for 
zinc-blende lattices, such dependences were retained [65].
The basis of the theory is again equation 6.4.1 where V on this occasion repre­
sents the quadrupolar interaction between the quadrupole moment of the relaxing 
nucleus and the electric field gradient created by the therm al displacement of the 
surrounding charges. Thus,
=  ^ 1  <  n \V \m  > -  Rw.) (6.5.1)
where oJq is the phonon frequency. This transition probability is related to the 
relaxation time by
1 1 [S„,„(B „ -¥ , = 2 S iÆ  (G.5.2)
which leads to  the explicit expression
1  =  f ( I ) { e Q f K  
where f(I) =  (2I+3)/(40P(2IH-l))
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E T0 / j \ 0 7
T \ (6.5.3)
K is a constant determined by the crystal geometry and
is van Kranendonk^s function, depicted in figure 6.26 [69]. This function 
is a tem perature dependent quantity which accounts for the low tem perature de­
parture from the T^ dependence of the relaxation rate. The function represents 
the changes in Ram an processes below the Debye tem perature, which in tu rn  in­
fluence the quadrupolar relaxation rate in this regime. From equation 6.5.3, if the 
tem perature dependence is given by (T /0 )^ E (T /0 ) , then a knowledge ot T i at 
any single tem perature and the value of 0  are all tha t is required to predict the 
T i at any other tem perature within the acceptable range.
In a study of the relaxation times of nuclei in alkali halides, Weber [73] stated 
th a t whilst some samples yielded results in agreement with van Kranendonk's func­
tion, several sets of data  could not be explained in this way. The principal reasons 
for this were the choice of Debye tem perature, the neglect of the therm al expan­
sion of the lattice with tem perature and the disregard of the difference between 
optical and acoustic phonons. Tlfis la tte r point was the main subject of attention 
in a study of nuclear relaxation in some III-V compounds by McNeil and Clark 
[66] who refined van Kranendonk’s and Mieher’s theories in order to account for 
the likely differential coupling of nuclei to  the two different vibrational modes. 
W hereas Weber described the acoustic phonons with a Debye phonon spectrum  
and the optical phonons with an Einstein spectrum, McNeil and Clark used a two- 
band model in which the nuclear relaxations due to  acoustic and optical phonons 
are both  described by van Kranendonk-like functions.
From their work, it was apparent tha t, even with ’’pure” crystal samples, mag­
netic relaxation dominated quadrupolar relaxation at low (<20K) tem peratures. 
In GaAsiCr, it has been seen th a t the quadrupolar relaxation mechanism is dom­
inant in both nuclear species down to below 20 K. This is also the case for the 
indium nuclei in the InP:Fe and InP:Co samples. This is dem onstrated by the
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Figure 6.26: vaa Kranendonk’s Function plotted against units of Debye tem­
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consistent 1/T^ dependence down to  these tem peratures. Below 20 K there is de­
viation from the established tem perature dependence and this may be accounted 
for by the ’’freezing out” of the quadupolar relaxation mechanism. Nevertheless, 
approximate measurements were possible and these generally were of the order of 
several hundred seconds. Such values are down by an order of magnitude on other 
values in the literature, and are indicative of the particularly strong quadrupolar 
coupling dominant in these samples.
From equation 6.5.3, it may be seen th a t for two isotopes present in the same 
sample, the ratio of their T i ’s at any tem perature will be given by the reciprocal 
ratio of the squares of their quadrupole moments, if both  nuclei are relaxing via 
a quadrupolar mechanism. In GaAs;Cr there are the two gallium isotopes, Ga®^  
and Ga^^. The ratio of their spin-lattice relaxation times at any given tem perature 
(less than  the Debye tem perature, 344K [52]) averaged over all tem peratures is 
approximately 1:2.1. The corresponding ratio of the squares of the reciprocals of 
their quadrupole moments is given by 1:2.5, i.e. approximately the same. This 
supports the evidence th a t the relaxation mechanism for these nuclei is indeed 
quadrupolar in origin.
The T i’s of the phosphorus nuclei in the InP samples meanwhile, relax by 
paramagnetic means only, since they possess no quadrupole moment. No accurate 
measurements of these were at all possible on account of the large magnitude of 
the values. However, for P in the InP:Fe sample, approximate measurements of 
300 and 400 seconds were obtained at 40 and 30 K respectively. At 4 K, it was 
only possible to establish th a t the T i exceeded 10^ seconds, which is in keeping 
with the magnetic relaxation results of other workers.
Equation 6.5.3 implies tha t
1 1 =  constant x(I)'
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(§)1
Nuclear Species Variation of TiT^ between 20K and 130K (K^s)
Ga*^ ® in GaAs:Cr 200,000 - 33,800
In in InP:Fe 30,870 - 11,660
In in InP:Co 28,000 - 13,500
Table 6.4: Variation of the Product T%T  ^ for selected nuclei.
i.e. tha t the product T%T  ^ should not be constant, but vary according to van 
Kranendonk’s function. Figure 6.27 depicts this for the galHum nuclei in GaAs:Cr, 
though there is clearly a great deal of scatter in the values. However, for the 
quadrupolar indium nuclei in the InP samples, the product is less variable than 
tha t for the gallium nuclei in the same tem perature range, down to less than 20 
K. Tins is attributable to  the correspondingly larger values of gallium relaxation 
time at a given tem perature. Table 6.4 gives some values for these products. The 
established theories of quadrupolar relaxation predict dram atic departures at lower 
tem peratures from the 1/T^ dependence due to the variation of the phonon density 
spectra with tem perature. The 1/T^ dependence arises purely from the phonon 
statistics and not from the physics of the relaxation mechanism itself [65]. It is 
believed th a t for these samples, therefore, the low tem perature Ram an processes 
have been enhanced by the presence of the defect centres which create strain- 
induced electric field gradients throughout the sample. From the field-cycling 
study in chapter 4, it was established th a t in terms of cross-relaxation, such field- 
gradients were insignificant. However, it is evident th a t, in conjunction with the 
lattice vibrations, they are at least strong enough to  permit enhanced quadrupolar 
relaxation to  occur. This influence diminishes at tem peratures below 20 K, at 
which paramagnetic relaxation dominates.
Quadrupolar relaxation must also be occurring in the GaAs:Si and InP:S sam­
ples, but the Korringa relaxation resulting from the presence of the delocalised
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Figure 6.27: The data for both isotopes of gallium in GaAsrCr plotted in terms 
of van Kranendonk’s function. The increased scatter arises from the squaring of 
value of Ti in van Kranendonk’s representation.
defect electrons dominates this. The domination is particularly significant since 
the Si and S defects create large efg’s, via both  the strain and charge contributions 
considered in chapter 4.
6.6 N uc lear R e laxation  and R eservoir C oup ling
In chapter 3, a simple three reservoir model was developed to represent the phe­
nomenon of nuclear cross-coupling in the given samples. Ftom  tliis, it can be seen 
th a t the relaxation of the spin system as a whole depends upon the spin tem pera­
tures of each reservoir, their respective nuclear spin-lattice relaxation times and the 
degree of coupling between the two nuclear reservoirs. This la tte r quantity is rep­
resented by the cross-coupling time, T qC' All of the param eters in equation 3.5.7 
of chapter 3, except for Tcc-i may be easily determined experiment ally. Therefore, 
w ith a knowledge of how the maximum magnetisation of one of the nuclear species 
varies with relaxation time, it becomes possible to deduce a value for T ec-  This 
value will reflect both  the strength of the coupling of the two spin reservoirs and 
also the degree of spin-diflPusion within each reservoir of like spins. The efficiency of 
the spin-diffusion process is dependent upon the number of paramagnetic centres 
distributed throughout the sample [49].
During a field-cycling scan of a suitably doped sample, as described in chapter 4, 
cross-relaxation occurs at low field. The spin-lattice relaxation times of the nuclei 
given earlier, however, were measured at the NMR field of the nuclei. Zelaya has 
shown tha t in InP, the nuclear T i ’s are approximately proportional to the magnetic 
field [55] and a similar dependence is expected for the nuclei in GaAs. It is therefore 
reasonable to  assume th a t for all the host nuclei in these samples, an approximate 
direct proportionality between T i and magnetic field exists, though the value is 
non-zero at zero field. Consequently, the nuclei must relax during the recovery 
period at a much faster rate than  they do at the higher, NMR fields and it is these
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Nuclear Species T i at NMR Field (s) Extrapolated T i
(s)
Ca^^ in GaAsSi 65 0.52
As in GaAs: Si 85 0.37
G a^ in GaAs:Cr 800 1.16
As in GaAs:Gr 700 0.6
In in InP;S 15 0.29
P in InP:S 100 3.6
In in InP :Fe 300 0.32
P in InP:Fe ’’infinite” lOO’s
Table 6.5: Extrapolated nuclear T i’s to  low field.
rates tha t are relevant to  the three-reservoir model. Only approximate values of 
the low-field T i’s may be obtained in this way, but this will prove sufficient.
Table 6.5 gives the spin-lattice relaxation times of the host nuclei in the variety 
of samples at the appropriate NMR fields, and the corresponding values at the 
lower recovery fields.
Figures 6.28 to 6.31 are plots of the maximum recovered m agnetisation against 
recovery time for selected nuclear species, obtained both  experimentally and using 
the theoretical model (InP:Co is om itted because of the unpredictability of the 
charge state  of the cobalt impurities). For each sample, the amount of recovered 
m agnetisation decreases with increasing recovery time. Moreover, it can be seen 
tha t no magnetisation recovering in less than  1 second could be accurately estab­
lished experimentally, this being a consequence of the finite switching time of the 
magnetic field. It is therefore only possible to  calculate limiting values of T jc ,  up 
to which the behaviour of the magnetisation agrees with th a t of the experimental 
data. Table 6.6 summarises the values of Toe obtained in this way.
The theoretical curves dem onstrate tha t the recovered m agnetisation increases 
rapidly from zero to  a maximum value and then decays comparatively slowly. The 
maximum value reached depends upon the amount of nuclear polarisation tha t
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Figure 6.28: Experimental and Theoretical Nuclear Magnetisation Recovery 
at a fixed field as a function of Relaxation Period for one nuclear species (Ga®®) in 
GaAs:Si.
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Figure 6.29: Experimental and Theoretical Nuclear Magnetisation Recovery 
at a fixed field as a function of Relaxation Period for one nuclear species (Ga®®) in 
GaAs;Cr.
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Figure 6.30; Experimental and Theoretical Nuclear Magnetisation Recovery 
at a fixed field as a function of Relaxation Period for one nuclear species (P) in 
InP:S.
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Figure 6.31; Experimental and Theoretical Nuclear Magnetisation Recovery 
at a fixed field as a function of Relaxation Period for one nuclear species (P) in 
InPrFe.
Sample T eas
GaAs'.Si
GaAsrCr
InP:S
IiiP:Fe
0.13
0.45
2.5
2.0
Table 6.6: Theoretically calculated characteristic cross-relaxation times.
occurs during the preparation period. This is reflected in the model by the size of 
the ratio of the preparation and recovery magnetic fields.
Since no initial rise in recovered magnetisation was observed experimentally 
for any sample, one must assume tha t in each case the maximum was reached 
before the first data  point was taken i.e. within a time of less than  one second. 
The theoretical curves demonstrate th a t such a rapid rise does occur. The peak 
of the maximum m agnetisation recovery curve represents the point at which the 
nuclear spin reservoirs have reached therm al equilibrium and the tim e at which this 
is established is determined by the fastest relaxation process witliin the system. 
For the GaAs samples, in which the nuclear T i’s are similar, this is the cross­
relaxation process, but for the InP samples, the fast spin-lattice relaxation of the 
indium  nuclei is the determining factor. In all cases, however, this time is less than 
one second and therefore, as already seen, not accurately determinable.
Once the therm al equilibrium has been established, the m agnetisation decays, 
but not soley according to  the normal spin-lattice relaxation time of the appropriate 
nuclear species. The decrease with increasing recovery tim e is a result of the 
complex combination of the three competing relaxation mechanisms. Consider the 
case of InP:Fe. There is an enormous difference between the two nuclear reservoir 
spin-lattice relaxation times and equilibrium is established quickly, but only after 
the indium  magnetisation has already decayed significantly. Following equilibrium, 
the phosphorus reservoir will preferentially leak back via the fast cross-coupHng
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route rather than  via spin-lattice relaxation. The same is true  for InP:S, though 
the difference in nuclear relaxation times is not so extreme.
In the cases of the GaAs samples, the cross-coupling time is faster than  both  
of the nuclear spin-lattice relaxation times and the m agnetisation decay should 
therefore be determined by the fastest nuclear T% i.e. th a t of the arsenic. How­
ever, in neither case is there such a rapid decay, experiment ally or theoretically. 
This suggests th a t the evolution of the nuclear relaxation during cross-coupling 
is not straightforward and also th a t the interpolated low-held T i ’s have been un­
derestim ated i.e. th a t the held dependences of the nuclear T i’s ’’flatten out” . 
The la tter point is consistent with the results of Zelaya who observed a similar, 
though far less pronounced, effect with indium in InP. This does not effect the 
nuclear reservoir coupling significantly, since the cross-coupling time remains the 
ra te  determining value for th a t stage of the process.
6.7 C onc luding R em arks
To model the phenomenon of nuclear cross-coupling observed in  doped III-V semi­
conductor materials, a three spin-reservoir mechanism has been established. This 
has required the determination of the spin-lattice relaxation times of the m atrix 
nuclei in the given samples. Cross-coupling has been shown to be a rapid process, 
occurring in times comparable with, and sometimes faster than , the relaxation of 
the nuclear reservoirs themselves. The cross-coupling time. Tea? therefore has a 
large influence on the behaviour of the relaxing nuclear spin reservoirs during the 
recovery stage of the field-cycling process.
The determination of the nuclear spin-lattice relaxation times in the given m ate­
rials has provided for an interesting study in its own right. In pure samples of GaAs 
and InP it has been estabhshed th a t the nuclear relaxation mechanism at tem per­
atures exceeding 20 K is quadrupolar and arises from the vibration-induced efg’s
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created within the crystal lattice. Below 20 K, the weakly tem perature-dependent 
magnetic relaxation dominates via the ’’natural” paramagnetic impurities in the 
sample [66].
In the cases of both  nuclear relaxation and cross-coupling in the doped III-V 
semiconductor samples, there exists competition between hyperfine and quadrupo­
lar interactions.
The dominant nuclear relaxation mechanism for GaAs and InP samples doped 
with shallow centres is shown to be due to the contact (hyperfine) interaction, 
whereas the interaction responsible for the cross-coupling peak observed with these 
samples has been shown to be the quadrupolar interaction.
Conversely, the reverse is the case when the GaAs and InP samples are doped 
with deep defect centres. In this case the host nuclei relax via the quadrupolar 
interaction while the hyperfine interaction is responsible for the observed cross­
coupling peaks. The quadrupolar relaxation occurring in these samples exists via 
the efgs created by lattice vibrations which are enhanced by the slight, static efgs 
arising from the presence of the defect nuclei.
As well as representing the first such measurements of T i ’s and, where appro­
priate, estimates of Knight shifts in these particular substrate materials, the results 
of this work have drawn attention to  the interesting comparison of cross-coupling 
and nuclear relaxation in III-V ’s for the first time.
Furthermore, the work also enables the recent investigation of InP by Clerjaud 
ei at to be put in perspective, while, in chapter 7, it will be seen tha t the results 
for GaAs:Si may be related to the 2-D heterostructure studies of Dobers [77].
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C h ap ter  7
D esig n  and  C o n s tru c tio n  o f  
A p p a ra tu s for th e  E lec tr ica l 
D e te c t io n  o f  E S R  and N M R  in  
2 -D E G ’s.
7.1 In troduction
In recent years, there has been a great deal of interest in the microwave-induced 
changes of the magnetoresistivity of two-dimensional electron gas structures (2- 
DEG’s) [77] [76] [78] [62]. The attraction of this work is th a t spin-resonance 
measurements can be made of the electrons in the 2-D EG which, due to  the small 
number of electrons present, were impossible to make by conventional means.
The electrical detection of 2-DEG conduction electron spin resonance (CESR) 
was first reported in 1983 by Stein et al [75] who examined the 2-DEG of a single 
quantum  well GaAs/AhGai_^As heterostructure. Since then, related studies have 
been made of nuclear polarisation , nuclear spin-lattice relaxation and the detec­
tion of NMR in similar samples [62] [79] [77]. Having encountered these phenomena 
in ’’bulk” samples and with an investigation of a delta-doped sample already hav­
ing been made as part of this present work, the natural progression of the NMR 
study of III-V semiconductors was towards a similar study of magnetoresistance 
in 2-DEG’s, particularly because of the present general technological interest in
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quantum -well devices.
In this chapter, an introduction to the theory and measurement of ESR and 
magnetoresistance in 2-DEG’s as developed by other workers is presented (section 
7.2). This is followed in section 7.3 by a discussion of nuclear relaxation in bulk 
and 2-DEG samples and then in section 7,4 the problem of designing and con­
structing suitable experimental apparatus for the work is approached. The results 
of experiments performed upon two different samples are presented in section 7.5 
and conclusions drawn from these are given in the final section, 7.6.
7.2 E SR  and M agnetoresistance M easurem en ts
In all of the experiments performed in this area of work, it is of fundamental im­
portance to  recognise th a t the sample itself is acting as the very sensitive detector. 
A standard four-terminal resistance measurement of a 2-DEG sample with Hall 
bar geometry yields the familiar Shubnikov-de Haas oscillations when measured 
as a  function of magnetic field at low tem perature (4K). In 1983, Stein et al [75] 
irradiated the sample with microwaves (10-20GHz) during the course of such an 
experiment. They subsequently observed a single, small resonant structure within 
the oscillations. This feature occurred at a magnetic field at which the magne­
toresistivity was a minimum and for which the CESR Larmor condition for the 
electrons in the 2-DEG was satisfied.
Because of the tiny magnitude of the resonant feature, a more sensitive means of 
observation is generally adopted using standard lock-in amplifier detection. In such 
a case, Ap, the change in magnetoresistivity due to the now m odulated microwaves, 
is measured. Figure 7.1 depicts a block diagram of the appropriate experimental 
arrangement. It will be seen th a t in this way A p  is observed as a sharp feature 
on a background of high frequency oscillations. These oscillations are due to non­
resonant heating of the electron gas, but are broadly based upon the original
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Figure 7.1: Block diagram of the apparatus used for the Shubnikov-de Haas 
effect investigations.
Shubnikov-de Haas spectrum.
As tlie sample sits in a high magnetic field, the electron Landau levels experi­
ence a Zeeman splitting. An additional contribution to  the splitting arises due to 
the nuclear spin polarisation resulting from the hyperfine interaction between the 
2-DEG electrons and the neighbouring nuclei:
H  = g iiB B J -h A l.S  (7.2.1)
where the symbols have their usual meanings. Thus the to ta l electron spin splitting 
may be written:
A E  = giMBB +  A{I)  (7.2.2)
where (J) is the effective mean nuclear spin (’’nuclear spin polarisation”) aver­
aged over the entire crystal [77]. At therm al equilibrium, (I) is small so th a t the 
Zeeman term  is usually dominant. However, when the conditions for ESR are 
satisfied, there is a large dynamic nuclear polarisation created. The value of (I) 
then becomes significant via the flip-flop terms of the hyperfine coupHng. Tins 
in tu rn  causes a shift in the position of the ESR spectral feature (an Overhauser 
shift) to lower magnetic fields; this may be predicted using the second term  in 
equation 7.2.2, which can be envisaged as an additional field resulting from the 
nuclear polarisation.
Due to the downward shift of the ESR resonance field, the magnetic field, 
B, must always be scanned in the downward direction to ensure polarisation of 
the nuclei. W hen scanning the field in the upward direction, the resonant field 
value, Brea moves down to meet B and there will then exist only a very short 
time during which the resonance condition is satisfied. Subsequently, there will 
be a significant motional narrowing of the ESR line. Conversely, during a
downward sweep of the field, Bres is continually being pushed further down field and 
the ESR lineshape becomes correspondingly broadened. Tins la tte r effect persists
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only until the magnetic field is small enough such th a t (I) becomes insignificant, 
thus enabling B to overtake B,,es. Tliis Overhauser effect in such samples was 
approached in detail by Dobers ei al [77].
From an experiment such as this, it is possible to  gain information regarding 
the electron energy level splitting and indeed most of the work reported to 
date concerns the anomalous g-factor values for the different 2-DEG’s encoun­
tered. Moreover, by observing the movement of the ESR peak back to  its original 
therm al equilibrium field position following the reduction of the microwave |>ower, 
information regarding the nuclear spin-lattice relaxation processes becomes avail­
able. This procedure is akin to th a t followed in the work of Clerjaud et al [79] 
discussed in chapter 6. In th a t case the relaxation of the nuclei at the interface 
of the heterostructure is selectively studied via the ESR phenomenon. Nuclear 
relaxation in the context of 2-DEG’s will be discussed separately in the following 
section.
The field position at which the ESR is observed is highly dependent upon the 
nuclear polarisation. Therefore, by saturating the nuclei with the application of 
suitable RF irradiation, the ESR field could be flipped back to its original, unshifted 
position: the second term  in equation 7.2.2 is reduced to zero. In this manner, one 
is able to observe, indirectly, NMR in a 2-DEG sample. Such an observation was 
originally used to confirm tha t the ESR phenomena were nuclear in origin [77]. 
However, the result represents an impressive NMR sensitivity, with only 10^ ® or 
10^ ® spins being involved.
The studies reviewed above may be reasonably regarded as the two-dimensional 
equivalents of the investigations reported in chapters 4, 5 and 6 of this work; NMR, 
nuclear relaxation and nuclear spin polarisation are all related to a  particular ’’de­
fect” electron arrangement in a  III-V semiconductor and the electron wavefunction 
thereby created. Before describing the development of a system with which to per­
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form similar experiments, a brief comparison and discussion of the ’’bulk” and 2-D 
cases follows.
7.3 N uc lear Spin B ehaviour in B u lk  and 2-D En­
vironm en ts
The nuclear spin-lattice relaxation times measured to date via the novel m ethod 
outlined in section 7.2 have been restricted to those of Ga*^ ®, G a^  and As^^. For 
those nuclei near to  the electron-rich heterostructure interface (i.e. the 2-DEG), 
the dominant relaxation mechanism will be tha t of Korringa, although the possibil­
ity of relaxation via paramagnetic impurities must also exist. However, assuming 
a ’’pure” Korringa interaction, Berg et el [76] modelled the field dependence of Ti 
with excellent experimental agreement, so th a t it is reasonable to neglect param ­
agnetic relaxation.
Kamp et al [80] measured the relaxation times for the GaAs nuclei at 1.4K, 
as given in table 7.1. Results of T i measurements on GaAs:Si from chapter 6 are 
given too, for comparison (GaAs:Si is a sample in which Korringa relaxation also 
dominates). To account for the tem perature difference between the two sets of 
measurements, the ’’bulk” values of Chapter 6 have been extrapolated to  1.4K, 
assuming a 1 /T  dependence. The reasons for the lower T% values being present 
in the 2-DEG case are not clear. One would expect the converse to be true since 
the electron-nuclear coupling is likely to be more pronounced in the ’’bulk” case 
. This is because there is more overall contact between the nuclei and the defect 
electrons by virtue of the greater spatial distribution and higher number density.
A result more in agreement w ith such thinking is th a t of Berg et al [76] who 
report th a t in a similar sample, the measured nuclear relaxation rates are never 
smaller than  1 /T  =  lO^s"^. This is comparable to the values given for high-purity 
bulk GaAs as measured by, for example, McNeil and Clark [66]. This supports
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Nucleus T i (s) in GaAs/Ala;Gai__a;As (1.4K) T i (s) in GaAs:Si (extrapolated to 1.4K)
Ga^^ 289 515
Ga^i 227 270
As^" 167 240
Table 7.1: Comparison of Ga and As T i’s measured in this work and th a t of Kamp.
the view tha t the relaxation mechanism is the same for these two cases. However, 
for high purity III-V samples, the dominant mechanism is quadrupolar down to 
approximately lOK, where it is suggested it becomes ’’frozen ou t” and param ag­
netic relaxation alone remains. Berg et al suggest th a t perhaps spin diffusion out 
of the thin polarised layer around the 2-DEG may be relevant adding tha t this 
may provide a background relaxation rate  to  which the Korringa value should be 
summed. Such measurements are occurring at very high fields (8T) and assume 
th a t there is no field dependence of the spin diffusion mechanism.
Dobers [77] measured a ’’collective” nuclear spin-lattice relaxation time of 820s 
for a GaAs-AlGaAs heterostructure a t 1.4K and remarked th a t this value was a 
great deal shorter than  the high purity GaAs values, wliich is not strictly the case. 
However, comparison with such values is not justifiable: a more proper comparison 
is th a t with results obtained from crystals in which a similar dominant relaxation 
mechanism is present e.g. GaAs:Si. W hen this is the case, as with Berg’s results, 
the values for T% are reasonable and accountable by pure Korringa relaxation, as 
suspected. Param agnetic relaxation and nuclear spin diffusion are not significant.
7.4 E xperim en ta l Apparatus: D esign  and Con­
struction
A block diagram of the experimental assembly required for this work is depicted 
ill figure 7.1. Whilst most of the components existed already, it was necessary to
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Figure 7.2: The Microwave Waveguide Probe (to scale).
design and construct an appropriate sample probe, specifically for the problem in 
hand. Such a probe was required to:
i) support the propogation of microwaves of a frequency likely to  lie in the range 
10 to 20 GHz
ii) allow 4-terminal resistance and NMR measurements of the sample to be made 
simultaneously and
iii) ensure the sample could reach sub-4K tem peratures.
A circular waveguide, with modifications, was adopted as a suitable solution: 
the resultant probe is drawn in figure 7.2. Fields at which the ESR condition is 
satisfied typically range from 3 to  12 Tesla, corresponding roughly to an equiva­
lent microwave range of 18 to  50 GHz [77]. Moreover, the propogated waves were 
required to be in such a mode th a t the direction of the H field be exactly perpen­
dicular to  th a t of the main Bo field at the position of the sample. The 2-D plane 
of the sample would also be at 90® to  Eg. Figures 7.3a and 7.3b show the field 
pattern  of the H u mode in a cylindrical guide in cross-section and longitudinal 
section respectively. At the section A-B, the H-field direction is as desired and this 
mode of operation was subsequently adopted.
A simple means of launching such a wave in a cylindrical guide is depicted in 
figure 7.4. The length of aerial projecting into the waveguide is normally A/4, 
where A is the desired wavelength of the radiation. In order to ensure propogation 
of the wave from this aerial in one direction only, it was necessary to position the 
point of entry of the aerial at a distance of A^/4 from the near end, where Ag, the 
effective wavelength of the standing wave produced in the guide, is given by
if=i  “ à'
Ac is the cut-off wavelength for the H u mode in the cylindrical guide and is given
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• Figure 7.3a; Longitudinal section of the Electric and Magnetic field variation 
along the waveguide for a Hu mode.
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Figure 7.3b: End-on view of Electric and Magnetic field variation at the 
section A-B in figure 7.3.
by
Ac =  3.42r, (7.4.2)
where r is the radius of the guide. In this case the guide is comparatively wide, 
so th a t Xg ^  X. Positioning the aerial in this location minimises the reflection of 
waves from the nearby end.
There being no likelihood of the necessity to  propogate waves of frequency less 
than  12 GHz (the lower limit of one of the available microwave sources), this value 
was chosen as the design cut-off frequency of the guide i.e. Ac ~  25 mm. The 
smallest permissible diameter for the guide would thus be 2 x 25/3.42 % 14 mm. 
The diameter of the guide therefore needed to  exceed this figure to  permit waves of 
frequencies lower than  this to propogate. The length of the aerial and its distance 
from the near end of the guide were thus set at 25/4 =  6.25 mm. Conveniently, the 
diameter of the magnet insert was 18 mm. Constructing a guide of this diameter 
would then allow still lower frequencies to be propogated: the cut-off frequency 
becomes 8 GHz.
To reduce the likelihood of reflected waves occurring still further, the joint of 
the near end of the guide was constructed in the form of a  high impedance "choke” , 
as depicted in figure 7.5. Here, a and b were again chosen to  be 6.25 mm.
The waveguide was made of non-magnetic stainless steel, whilst the top cap 
arrangement was brass. The two inner, narrow pipes depicted in figure 7.1 were 
also made of stainless steel. Through these the electrical wiring to  the sample and 
NMR coil were passed. The pipes were conveniently positioned in the parts of 
the microwave field pattern  th a t would least affect the wave propogation (figure 
7.6) and their positions were m aintained by snugly fitting P T F E  plugs placed 
at intervals along the length of the waveguide. The four wires required for the 
magnetoresistance measurement were passed down one of the tubes, wliilst the 
other had a single wire, sheathed with PT F E  sleeving, passed down it for contact
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to the NMR coil. This la tte r tube was a thinner version of the standard probe 
described in chapter 2, whereby the guage of the inner wire was chosen such tha t 
the ratio of its diameter to th a t of the tube was the same as th a t for a 50 O 
impedance co-axial cable.
The sample under investigation (typically 4 x 4 x 1  mm) was to  be placed on 
an adapted PT FE  plug attached to  the bottom  of the pair of inner tubes. It was 
clamped in the horizontal position using a small cap. The tubes themselves ( and 
therefore the sample) could be moved vertically within the waveguide, so th a t the 
sample could be positioned in a suitable region of the microwave field.
In order th a t tem peratures below 4 K could be attained, a pin-hole was drilled 
into the sample space end of the waveguide. This enabled helium to be drawn from 
a flooded sample space into the waveguide using a small rotary pump attached to 
a port at the top end of the guide. Temperatures of less than  2 K were thus ob­
tained with the prospect of still lower tem peratures being reached with increased 
pumping capacity.
Support Apparatus
The current source was a 0 to  100 /zA constant current supply built in house. 
The microwaves were externally modulated using an RS low frequency oscillator 
operating at typically 1 kHz or less square waves. Lock-in detection was performed 
using an EG & G Brookdeal Amplifier. The magnetic field could be ramped 
directly at a rate  as low as 0.5 Tesla/hour, although in practice no scan from 0 to 
7 Tesla took longer than  45 minutes. Finally, the variation in  magnetoresistance 
with field was monitored with a Bryans four pen y-t plotter.
I l l
A B
Sample 
Source 
Mobility 
Carrier Concii.
GaAs/AlGaAs
NUMBERS
10®cnA/Vs
2xl0^^cm"^
GaAs/InGaAs
RSRE
20xl0^cm^/Vs
4xl0^^cm“^
Table 7.2: Properties of samples A and B.
7.5 T he Sam ples and Pre lim inary M easurem en ts
Details of the two available samples upon which experiments were performed are 
summarised in table 7.2. They shall be referred to as samples A and B respectively. 
Both samples were of standard Hall-bar geometry.
Sample A was kindly donated by O.H. Hughes and M. Henini from the ’’NUM­
BERS” project at Nottingham  University. Significantly, the electron mobility was 
extremely high (in excess of 1 million cm^/Vs) which satisfied the basic requirement 
for the sample to be of use in these experiments. The 2-D carrier concentration 
was in the region of 2 x  10^  ^ cm“  ^ so th a t this sample was similar to th a t used by 
other workers. A scheme of the sample composition is given in figure 7.7.
Sample B was kindly loaned for this work by D. Lancefield of Surrey University 
and was grown by the MBE project at RSRE, Malvern. Of particular interest with 
regard to this sample was the fact tha t the carriers were holes ra ther than  electrons, 
although the mobility was a factor of 50 lower than  th a t of the ekdrons in sample 
A. A schematic of the composition of this sample is given in figure 7.8.
7.5 .1  Sam ple A
Figure 7.9 shows the magnetic field dependence of the 2-DEG resistance, demon­
strating the familiar oscillations of the Shubnikov-de Haas effect. The frequency 
of the oscillations is carrier concentration dependent, while the magnitude vari-
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200A undoped GaAs top cap
400A 1.33 X lO^^iiT? Si-doped AlGaAs
400A undoped AlGaAs
2p m undoped GaAs with superlattice buffer
semi-insulating substrate
Figure 7.7: Schematic Diagram of the Composition of Sample A.
SOOA undoped GaAs
75A p-type GaAs
150A undoped GaAs
90A 20% InGaAs
150A undoped GaAs
7pm undoped GaAs buffer
semi-insulating substrate
Figure 7.8: Schematic Diagram of the Composition of Sample B.
XFigure 7.9: Sample A Shubnikov-de Haas Oscillations.
atioii is dependent upon the mobility of the sample. Each minimum arises from 
the periodic crossing-over of Landau and Fermi levels. Since Landau levels are 
labelled beginning from the highest field minimum, it is necessary when plotting 
the periodicity to  extrapolate back to the lowest value of 1/B  to ensure the 
correct assignment of the Landau number. This is clarified in figure 7,10. From 
this it is evident th a t the highest field minimum of figure 7.9 represents the second 
Landau level. Also from figure 7.10 it is possible to  establish the  2-DEG carrier 
concentration from the familiar relation
This was calculated as approximately 4.8 x 10^  ^ cm"^, with A (g ) — 0.1 T “ .^
It is im portant to note th a t the ”sub-minima” labelled X and Y in figure 7.9 
have not been assigned a Landau number. This is because they arise as a 
result of the spin-splitting of the Landau levels themselves. The ESR resonance 
effect can only be observed if these sub-minima are visible at fields satisfying the 
condition i =  N^h/eB, where i  ^ the so-called ’’filling factor” ^ takes the integer
values 1 n [77]. W ith this condition satisfied, it was then necessary to identify
a suitable microwave frequency for which ESR could be performed at the specific 
fields X and Y.
The electron spin spfitting factor, g, is known to be dependent in a compli­
cated way upon the Landau level and magnetic field [78]. Suitable approximations 
therefore have to be made. From Dobers et al, the expression
g { B ,N )  = g o - c { N  + ^ ) B  (7.5.2)
was used to calculate g, adopting values of go and c similar to  those used for their 
’’sample 2” . This is believed to be justifiable from the fact th a t the samples were 
structurally and electrically very similar i.e 0.4 and 0.1 respectively. Hence, for
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Figure 7.10; Magnetic Field Dependence of Peak Periodicity (Landau Number 
Field Dependence).
what was believed to  be the th ird  Landau level, a frequency of approximately 12.0 
GHz was calculated.
Figure 7.11 shows a repeat of the scan of figure 9, but w ith the sample irradiated 
with the microwaves at the s tart of the experiment. The effect of the microwaves 
is evident. This is now, however, a measurement of Ap, the change in resistance 
due to  the 1 kHz modulated microwaves. Whilst there remains a Shubnikov-de 
Haas type of periodicity, the spectrum  is complicated and reflects the overall non­
resonant heating effect of the microwave irradiation.
Because the calculation of the desired frequency was approximate, a sweep 
of the frequency generator about 12 GHz was carried out whilst the change in 
magnetoresistance was monitored at a selected magnetic field. Figure 7.12 shows 
the result of this and clearly demonstrates a frequency dependent heating of the 
sample.
Such a result is contrary to those reported by previous workers who have stated 
th a t the effect is non-resonant, although Guldner et al [81] have observed tha t 
pronounced oscillations due to the microwave radiation were observed over a very 
large field range, 0 - 1 0  Tesla. It is concluded here, therefore, tha t the electronic 
heating is frequency/field dependent and causes a change in the electron spin 
distribution and subsequently the electron gas spin tem perature. Although the 
origins of the effect are unclear, it is likely tha t it is akin to  the photosignal 
variations observed by Stein et al with far infra-red irradiation of a similar sample 
(GaAs-ALGai_^As) [75].
Unfortunately, due to  the pronounced effect of the microwave heating, obser­
vation of the ESR sharp resonant feature was impossible. Although a reduction 
of the microwave power would result in a corresponding reduction in the heating 
effect, the magnitude of the ESR structure would be similarly diminished. There 
is little doubt, however, th a t under circumstances of reduced heating, the ESR
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F igure 7.12: Ap  Plot to Demonstrate the Effect of Microwave Heating.
structure would be detected since fine changes in the magnetoresistivity of the 
sample are readily manifested.
7.5 .2  Sam ple B
Figures 7.13a and 7.13b show scans of p and A p  respectively, for sample B in the 
field range 0 -6 .3  Tesla with an arbitrary microwave irradiation frequency of 15.75 
GHz. The modulation frequency was 1 kHz. Again, the microwave heating effect 
is in evidence.
Unlike sample A, no sample similar to  sample B had previously been studied, 
so th a t the determination of the correct ESR frequency was more difficult. A fre­
quency sweep revealed a strong resonance effect at the field of the only resolved 
spin-split minimum, 3.4 Tesla, when the frequency was very near 17 GHz. Con­
centrating upon tliis field region, the effect was observed within a broad range of 
frequencies (figure 7.14) and was not a sharp resonance. The feature was there­
fore not of ESR origin. However, the step observed only in the trace of A p  (the 
trace of p remains flat) represents a frequency locking related to the highly specific 
combination of sample, magnetic field and irradiation frequency.
Such a microwave heating effect, although not as pronounced as for sample A, 
prevented again the observation of the ESR feature. However, the liighly repro­
ducible heating spectrum  dem onstrated once more the resonant character of the 
effect, with holes on this occasion constituting the heated gas.
7.6 C onc lusions
A pparatus for the use of the observation of the effects of microwaves upon the 
magnetoresistance of two dimensional electron and hole gases has been designed 
and constructed. The heating effects of the microwaves on the gases have been 
clearly observed in both cases. The electrical observation of ESR and NMR in the
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F ig u re  7.14: The Resonant Heating Effect Observed w ith Sample B near 
17GHz.
samples was not observed due to  the dominance of the heating.
The apparatus is able to support the propogation of microwaves in the range 
8 to 20 GHz and tem peratures of less than  2 K can be achieved, with the capacity- 
existing for further reduction. The sensitivity is high, w ith fine changes in the 
magnetoresistance being observable using standard lock-in detection.
The observed electron and hole gas heating has been established as highly 
frequency dependent, with series of oscillations strongly related to  the individual 
sample electrical characteristics being observed. The successful observation of ESR 
and NMR in such samples will therefore always depend critically upon the response 
of the sample to the microwave heating and in this way, is lim ited by the suitability 
of the sample to such experiments.
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C h ap ter  8 
S u m m ary  and C on clu sion s
In tills work, NMR field-cycling and spin-lattice relaxation tim e measurements |Ihave been used to investigate hyperfine and quadrupolar interactions in doped III- jI
V semiconductors. NMR field-cycling has been developed further as a spectroscopy ;
for defects in these materials. :
The cross-relaxation of the group III and group V nuclear spin reservoirs was !
investigated in detail. A spin Hamiltonian for these m atrix nuclei near im purity 
sites was developed and it was shown that cross-coupling is dependent upon the 
impurity. For nuclei near shallow defects, the Hamiltonian is dominated by the 
quadrupolar interaction while for those near deep defects, the hyperfine interaction 
dominates. The theory developed was an extension of a simple model previously 
used in studies of doped GaAs. It accounted for the more complex cases of InP:S,
InP:Fe and InP:Go. Values of the hyperfine interaction constants and Sternheimer 
anti-shielding factors for specific samples were obtained. These were found to be 
in general agreement with results obtained by other workers using other methods.
The effect of nuclear spin relaxation on the cross-coupling of the nuclei has been 
considered and a spin reservoir model has been developed to  describe this. To this 
end, an investigation of the nuclear spin-lattice relaxation times of the host nuclei 
was made as a function of tem perature. Results show th a t for the GaAs samples, 
the characteristic cross-relaxation tim e of the m atrix spin reservoirs is less than
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0.5s, while for the InP samples, the time is longer, approximately 2.5s.
The spiii-lattice relaxation time study represented the first comprehensive study 
of nuclear relaxation in doped III-V ’s and it revealed the reversal of the dominant 
interactions in the spin-Hamiltonian established by field-cycling. Thus for GaAs:Si 
and InP:S, the dominant relaxation mechanism was Korringa (hyperfine) -based 
whilst for GaAs:Cr, InP:Fe and InP:Co, it was found to  be quadrupolar.
A detailed investigation was made of the light dependence of the cross-coupling 
spectrum  of InP:Co, an anomalous effect first observed by Zelaya in 1984 [55]. 
This effect has now been explained and modelled for the first time. The spectral 
intensity light dependence is believed to be related to  the charge state of the cobalt 
impurity. Tliis changes from Co '^*' to Co '^*' when the sample is optically irradiated. 
The results are in agreement with the more general theory developed earfier in this 
work and with an ESR study by Krebs and Strauss [54].
An extensive study was made of the enhanced m agnetisation produced in a low 
frequency double irradiation field-cycling scan of InP:S. This was revealed to be 
highly complex in nature and only a possible explanation of this anomalous effect 
has been proposed, although a number of other explanations have been refuted. 
The result is believed to  be due to  therm al mixing at low field. The effect is almost 
certainly related to the specific nature of the compound InP:S as it is not seen in 
other systems.
In recent years, much interest has arisen in quantum  well devices. In chapter 7, 
the design and construction of an apparatus for magnetic resonance experiments 
in 2-D electron gas systems was described, with a view to investigating electron 
and hole spin dynamics in Ifigh mobility samples of this type. As solid state  
technology advances towards the development of low dimensional devices, NMR 
has been shown in this work to  remain an im portant tool for the investigation and 
characterisation of semiconductor materials.
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A p p en d ix  A  
T h e  C ross-cou p lin g  F ie ld  
d ep en d en ce  o f  In P :S .
In this appendix, a calculation of the theoretical cross-coupling spectrum  of one of 
the samples (InP:S) is presented by way of example.
The calculations of the cross-coupling spectra for all the samples used in this 
work begin with the same, four-term Hamiltonian introduced in Chapter 3:
H sphi =  H z e  +  H z n  +  H f f p  -(- H q  (A.0.1)
For those samples containing deep defects, this is dominated by the hyperfine 
and electronic Zeeman terms, Hjjp and Hzei but for a sample containing shallow 
defects, such as InP:S, the nuclear Zeeman (Hzn) and quadrupolar (ffq) term s are 
dominant. The appropriate spin-Hamiltonian m atrix therefore consists of terms 
resulting from the basis state operations of equations 3.3.5, 3.3.6 and 3.3.7 as 
discussed earfier.
The dimensions of the m atrix are determined by the nuclear spin quantum  
number of the indium nucleus (phosphorus is non-quadrupoiar). This is 9/2, so 
the m atrix is 10x10. Diagonalisation of the m atrix yields the 10 eigenvalues and 
10x10 eigenvectors (see [4]). Tins was achieved using a standard NAG routine, 
F02ABF, which employed the Householder method.
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The 10 eigenvalues represent the 10 energy levels of the quadrupolar-split nu­
cleus at a given field. To generate the fan diagrams of chapter 3, the aforemen­
tioned procedure was performed at each field over the appropriate range, in this 
case 0-1000 Gauss with 20 Gauss steps.
The degree of cross-coupling between the two nuclear species was then cal­
culated. This was performed by calculating the energy level separation of two 
adjacent indium levels (i.e. a A m =  1) transition) at a given field and comparing 
it with tha t of the phophorus nucleus at the same field. This reflects the probability 
of a mutually induced flip-flop occurring, with the probability distribution being 
assumed as Gaussian (i.e. the NMR absorption spectrum  lineshape). A Gaussian 
function is described by the expression
f(æ) =  - ^ e x p { - { x  -  æo)/A)^ (A.0.2)V27r
where A is the full w idth at half maximum of the curve. For the cross-coupling
model, a large value of A was used, corresponding to a linewidth of over 10^ Gauss.
This was required to smooth the curve.
The cross-coupfing probability was also weighted by the sums of the squares of 
the eigenvectors, according to  the Am  =  ±1 transition rule. Thus at a given field, 
the intensity of the spectrum  would be weighted by
Spt(ip)^(ip+i)" +  (A.0.3)
where i and j are eigenvectors (i< j) and p = l,10 . The cross-coupling spectrum  is 
then a plot of the weighted intensity, wliich is a direct measure of the recovered 
magnetisation, against magnetic field.
For each of the samples studied the above process was followed almost exactly. 
The level-matching stage of the calculation was complicated in the GaAs cases by 
the fact th a t both nuclei were of spin >  1/2 and in the InP:Fe case where the
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defect spin was 5 /2 (giving a 60x60 matrix).
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A p p en d ix  B  
C alcu la tio n  o f  th e  Ferm i lev e l in  
G aA srSi and In P iS .
The to tal number of defect electrons in a given sample may be given as
IVjr) — “^trapped "h '^free (B.0.1)
where
ntrapped “  _j_ ^{ED~EF)/kT (B.0.2)
and
g{E)
~  I e c 1 + (B.0.3)
Re-arranging for N )^
-  1 +  = ( ^  '  A fo (;^ )F i/2 (+ « /) (B.0.4)
where
iVo =  4.831 X 10^  ^ X (B.0.5)
and
^ f - k T
from Kubo and Nagamiya [82].
(B.0.6)
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approximates to eæp(— where Ec  is the conduction band edge 
and Ejp the Fermi level. Overall, the expression reduces to
-  ^(!üi)3/2g-(Bc-ED)A-TgAA-T _  _  q (B.0.7)m  m
in which Ep is the donor level, such tha t (Ec-E£))+(Ej[)-E^) =  (Ec-Ep). This
expression is a quadratic equation in where
A =  Epf — Ep  (B.0.8)
and
A =  5.5 X (B.0.9)
The solutions to  the equation are subsequently given by
CL =  N p  (B.0.10)
and
b = c =  (B.0.11)m
For G aA stS i, lUg/m — 0.066 and E^ - Ep =  7meV [52]. This leads to  a value 
for A of -8.3meV at 4K i.e. the sample is degenerate at 4K. Since the value of 
A increases with tem perature, the sample can be considered as degenerate for all 
tem peratures used in this work.
For InP:S, m ^/m  =  0.079 and Eo - Ep  =  7.14meV [52] and with a defect density 
of approximately 10^  ^ m “^, A is calculated as -8.5meV. As for GaAsrSi, therefore, 
the sample may be considered as degenerate for the range of tem peratures used in 
this work and the theory of chapter 6 is appropriate.
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Errata
Figure 1.4: C aption should read "...for a  given pair of nuclei.”
Page 9, line 19 should read "...perm eability ,.” instead  of "perm ittiv ity” .
Page 12, equation 1.3.5: M^;, My, M^, and Mo are all scalar quantities.
Page 39, line 14: M cDonald et al refers to  reference 21.
Page 64, equation 5.2.1 is tru e  only for small z. Also, in  equation 5.2.2, D is 
the  doping density per un it area.
Page 65, line 7: 100 Gauss should read 30 Gauss. Also, line 10 should read 
"...sam ple studied in  chapter 4 and was assumed to  be due to  iron  atom s."
Page 87, lines 22 and 23: the  proportionalities are approxim ate.
Page 90, line 13: The entire sentence beginning w ith  the  words "Since the 
equation..." should be replaced w ith  the new sentence "A lthough the  equation is 
dom inated by the  large values of V^, m*^ and  these values are well known, so 
th a t l^oP Hiay be calculated for each m aterial: these are also given in  table 6.1."
Page 93, line 20 should read "...III-V  samples intentionally doped..."
Page 109, line 15 should read  "...cylindrical guide in  longitudinal section and 
cross-section respectively.”
Page 113, equation 7.5.1: the  units are in  cm~^.
Page 113, line 25: the  values of 0.4 and 0.1 refer to  the  calculated values of 
g(B,N).
Page 114, line 3 should read "...figure 7.9...”
Page 120, line 13 should read  "... A  is a m easure of the full w idth  at half
m axim um ...” ,
Page 123, line 9 should read  "T he solutions to the equation, where a, b and c 
take the  usual meanings for a solution to  a quadratic equation, are subsequently 
given by” .
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