We show that the number of lines in an m-homogeneous supersolvable line arrangement is upper bounded by m+1 2 , and conjecture that one has the sharper upper bound 3m − 3. We classify the m-homogeneous supersolvable line arrangements with two modular points, and show that they satisfy the above conjecture. We also give a lower bound for the number of double points n 2 in an m-homogeneous supersolvable line arrangement of d lines. When m ≥ d 2 or when there are two modular points, we show that n 2 ≥ d 2 , as conjectured by B. Anzis and S. O. Tohȃneanu.
Introduction
Let A : f = 0 be a line arrangement in the complex projective plane P 2 . An intersection point p of A is called a modular point if for any other intersection point q of A, the line pq determined by the points p and q belongs to the arrangement A. The arrangement A is supersolvable if it has a modular intersection point. Supersolvable arrangements have many interesting properties, in particular they are free arrangements, see [2, 1, 14] or [12, Prop 5 .114] and [10, Theorem 4.2] . For basic facts on free arrangements, please refer to [2, 12, 16] . Recently, there is a renewed interest in supersolvable arrangements, see [1, 7, 8, 14] .
It was shown in [8, Corollary 2] , that supersolvable line arrangements having two modular points, say p and q, with distinct multiplicity m p (A) = m q (A) are easy to describe. Hence it remains to study the m-homogeneous supersolvable line arrangements, i.e. the supersolvable line arrangements in which all modular points have the same multiplicity m. The case m = 2 is easy, see [8, Section 3.1] , and the 3-homogeneous supersolvable line arrangements can be easily described, see Remark 2.4, so the really interesting cases are for m ≥ 4.
The first result of our note is the following. For instance, when m = 100, we have d ≤ 5050, and this gives a negative answer to the question about the existence of a 100-homogeneous supersolvable line arrangement with d ≥ 7413 in [8, Remark 19 ]. The full monomial line arrangement (1.1) A(m − 2, 1, 3) : xyz(x m−2 − y m−2 )(y m−2 − z m−2 )(x m−2 − z m−2 ) = 0 has d = 3m − 3 and it is an m-homogeneous supersolvable line arrangement with 3 modular points, located at (1 : 0 : 0), (0 : 1 : 0) and (0 : 0 : 1). It was shown in [8, Section 3 ] that any m-homogeneous supersolvable line arrangement A with m ≥ 3, and having at least 3 modular points, is projectively equivalent to the arrangement A(m − 2, 1, 3). For m ≥ 3, by deleting k lines in A(m−2, 1, 3) passing through the point (1 : 0 : 0) and distinct from the lines y = 0 and z = 0, we get a class of m-homogeneous supersolvable line arrangements which have two modular points for any 1 ≤ k ≤ m − 2. We denote this class by A(m, k), and note that two line arrangements A and A ′ in A(m, k) are not in general projectively equivalent, but they have the same weak combinatorics, that is they have same number n k of points of multiplicity k. Indeed, deleting a line as above decreases the number of triple points n 3 by m−1 and increases the number of double points n 2 by m − 2, except when k = m − 2 and we deleate the last line, case easy to handle. Due to this fact, the weak combinatorics of the class A(m, k) is well defined. This class of arrangements enter into the following result.
Theorem 1.2. Let A be an m-homogeneous supersolvable line arrangement, having two modular points. Then there is an integer k, with 1 ≤ k ≤ m − 2, such that A and A(m, k) have the same weak combinatorics.
Note that |A(m − 2, 1, 3)| = 3m − 3 and |A(m, k)| = 3m − 3 − k. This fact suggests the following. The following supersolvable line arrangement A 0 plays a special role in the theory, see Remark 4.1. A 0 is constructed as follows: start with g ≥ 4 general lines in P 2 , meeting at N = g 2 double points. Then add a generic point p and the N distinct lines, connecting p with the N double points. In this case one has d = |A 0 | = g + N, m = N ≥ 6, n 2 = N(g − 2), n 3 = N and n N = 1, the other n j being zero. Note that for the arrangement A 0 one has n 2 ≥ d. Maybe this was the origin of the following conjecture, which occurs in [1] , where it was checked for all supersolvable line arrangements, not a pencil, satisfying |A| ≤ 12, see [1, Corollary 3.5] . Conjecture 1.5. Let A be a supersolvable line arrangement, consisting of d = |A| lines, which is not a pencil. Then
Since the arrangement A(m − 2, 1, 3) has n 2 = 3(m − 2) ≥ 3(m − 1)/2 for m ≥ 3, Conjecture 1.5 holds for all supersolvable line arrangements having at least 3 modular points of multiplicity m ≥ 3. The arrangement A(m, k) also satisfies Conjecture 1.5, since by deleting a line we lose one double point on the line x = 0, but add at least m−1 double points on the deleted line. Therefore Theorem 1.2 implies the following. Corollary 1.6. Let A be an m-homogeneous supersolvable line arrangement, having two modular points. Then Conjecture 1.5 holds for the line arrangement A.
In [8] , the authors also put forth the following weaker conjecture. In this paper we prove Conjecture 1.5 for m-homogeneous supersolvable line arrangements, with 3 ≤ m ≤ 4, a fact which also follows combining Theorem 1.1 with [1, Corollary 3.5]. Conjecture 1.5 is shown to hold for m-homogeneous supersolvable line arrangements with 2m ≥ d = |A|, see Theorem 1.9 for a more general statement. We also prove a stronger form of Conjecture 1.7 for 5-homogeneous supersolvable line arrangements. Here is the precise statement of these results. Proposition 1.8. Let A be an m-homogeneous supersolvable line arrangement, consisting of d = |A| lines and such that A is not a pencil and has not the same combinatorics as the line arrangement A 0 defined above. Then for m ≥ 4, the following inequality holds
In particular, we have the following.
In particular, Conjecture 1.7 holds for A if
(2) Any 4-homogeneous supersolvable line arrangement which is not a pencil satisfies Conjecture 1.5.
For m = 100, we need d ≤ 105 in order to get n 2 > 0 by Proposition 1.8. The following result gives a different type of information, valid in the larger class of free line arrangements. Theorem 1.9. Let A be a free line arrangement, consisting of d = |A| lines and such that A is not a pencil. Let m be the maximal multiplicity of an intersection point in A. If 2m ≥ d, then
In particular, Conjecture 1.5 holds for an m-homogeneous supersolvable line arrangement A, not a pencil, consisting of d = |A| lines such that d ≤ 2m.
For m = 100, we need d ≤ 200 in order to get n 2 ≥ d 2 by Theorem 1.9. Proposition 1.10. For any 5-homogeneous supersolvable line arrangement A which is not a pencil, one has n 2 ≥ 3. In particular A satisfies Conjecture 1.7.
If we apply the method of proof of Proposition 1.10, which was inspired by the proof of [8, Theorem 17] , to the case m = 6, we get only the following partial result. The case d ≤ 12 can be derived from [1, Corollary 3.5] as well. Note that, by Theorem 1.1, a 6-homogeneous supersolvable line arrangement A has d ≤ 21.
Proof of Theorem 1.1
First we recall a number of definitions and basic results needed in the proof. Let S = C[x, y, z] be the polynomial ring in three variables x, y, z with complex coefficients, and let A : f = 0 be an arrangement of d lines in the complex projective plane P 2 . The minimal degree of a Jacobian syzygy for the polynomial f is the integer mdr(f ) defined to be the smallest integer r ≥ 0 such that there is a nontrivial relation
among the partial derivatives f x , f y and f z of f with coefficients a, b, c in S r , the vector space of homogeneous polynomials in S of degree r. It is known that mdr(f ) = 0 if and only if n d = 1, hence A is a pencil of d lines passing through one point.
Moreover, mdr(f ) = 1 if and only if n d = 0 and n d−1 = 1, hence A is a near pencil in the terminology of [8] . A line arrangement A : f = 0 is called nontrivial, following [8] , if mdr(f ) ≥ 2. Note that the line arrangements A : f = 0 satisfying mdr(f ) = 2 are classified in [15] . Recall the following result, see [14, Lemma2.1] and [8, Lemma 1] . We denote by m p (A) the multiplicity of an intersection point p of A, that is the number of lines in A passing through the point p. The following result relates the multiplicity of a modular point p in A : f = 0 to the integer r = mdr(f ).
For a proof, one can use the factorization result for the characteristic polynomials of a free arrangement and, respectively, of a supersolvable one, as in [2, 10, 12] , or look at the direct simple proof in [7, Proposition 3.2] .
Let C be a reduced curve in the complex projective plane P 2 defined by f = 0. Let AR(f ) ⊂ S 3 be the graded S-module such, for any integer j, the corresponding homogeneous component AR(f ) j consists of all the triples ρ = (a, b, c) ∈ S 3 j satisfying (2.1). The curve C : f = 0 is said to be free if the graded S-module AR(f ) is free.
Let α C be the minimum of the Arnold exponents (alias singularity indices or log canonical thresholds, see Theorem 9.5 in [11] ) α p of the singular points p of C. If the germ (C, p) is weighted homogeneous of type (w 1 , w 2 ; 1) with 0 < w j ≤ 1/2, then one has Proof. It is enough to check that one has the obvious identification s N k = AR(f ) k+2 , for any k < d + 1, where the graded S-module s N is defined in [5] using a shifted version of the Koszul complex for f x , f y , f z . Now we can give the proof of Theorem 1.1. We discuss two cases. (1, 1, 3) , given by
shows that the bound given by Theorem 1.1 is sharp in some cases. The 3-homogeneous supersolvable line arrangements with n 3 > 1 are classified in [8, Section (3.2.2)]. Here we show that the the case n 3 = 1 is not possible. Let A be a 3-homogeneous supersolvable line arrangement, which is not a pencil. Then the two cases in the proof above imply that we have two possibilities.
(1) d = 6 and then mdr(f ) = m − 1 = 2. Using the classification in [15] of line arrangements with mdr(f ) = 2, we see that the arrangement A is linearly equivalent to the full monomial line arrangement A (1, 1, 3) above. For this arrangement n 2 = 3 = d/2. This remark implies the following. 
Proof of Theorem 1.2
The case m = 2 is obvious, so we assume m ≥ 3. Assume that the two modular points are p = (0 : 0 : 1) and p ′ = (0 : 1 : 0), and hence the line L 0 : x = 0 is in the arrangement A. Assume that the (m − 1) lines in A passing through p, and different from L 0 , are given by the equations
for some distinct complex numbers b j . Similarly, the (m − 1) lines in A passing through p ′ , and different from L 0 , are given by the equations L ′ j : z − c j x = 0 for j = 1, 2, . . . m − 1, for some distinct complex numbers c j . Note that one has L j ∩ L ′ k = (1 : b j : c k ) for any pair (j, k). If d = |A| = 2m − 1, then we have listed all the lines in A, and the proof is complete, namely A has the same combinatorics as A(m, m − 2). If d > 2m − 1, then let L be a line in A, different from the 2m − 1 lines already listed above. Then there is an index k such that q 1 = L ∩ L 1 = L ∩ L ′ k . We can and do assume that k = 1 and b 1 = c 1 = 0, in other words q 1 = (1 : 0 : 0). Then, for any j = 2, . . . , m − 1, there is an index σ(j) ∈ {2, . . . , m − 1} such that 
Under the coordinate change (x, y, z) → (x, y, Z), where z = λZ, the polynomial P becomes P (x, y) = yP 0 (x, y) and the polynomial P ′ becomes P ′ (x,
Under this change of coordinates the point q 1 remains (1 : 0 : 0). To simplify the notation, we denote the new coordinates by (x, y, z). The conclusion is that, if d > 2m − 1, we may assume that the constants b j and c j above satisfy b 1 = c 1 = 0 and b j = c j for j > 1. The line L is determined by the two points q 1 = (1 : 0 : 0) and q 2 = (1 : b 2 : c σ(2) ), in other words it is determined by σ(2), and has the equation
As explained above, one has v = (b σ(2) , . . . , b σ(m−1) ) = λ(b 2 , . . . , b m−1 ) = λu.
By taking the product of the (m − 2)-components of the vectors u and v we get
and hence λ m−2 = 1, since j=2,m−1 b j = 0. It follows that, for the given line L, there is an (m − 2)-root of unity λ L such that
Let e L be the order of the root of unity λ L , and let s j be the j-th symmetric function in b 2 , . . . , b m−1 . Then as above we get s j = λ j s j , and hence s j = 0 when j is not a multiple of e L . This implies that the polynomial P 0 (s, t) above has the special form
for some homogeneous polynomial Q 0 (s, t) of degree (m − 2)/e L . In conclusion, the number ℓ of lines L in A, through the point q 1 , and distinct from L 1 and L ′ 1 , satisfies 1 ≤ ℓ < m − 2, since ℓ = m − 2 would imply that q 1 is the third modular point of A using Lemma 2.1.
Case 1: all the lines L in A, not passing through one of the two modular points, have a common intersection point q.
This case is covered by the discussion above, since we can assume that q 1 is the common intersection point q. It follows that A has the same weak combinatorics as A(m, m − 2 − ℓ). Case 2: all the lines L in A, not passing through one of the two modular points, do not have a common intersection point.
We show that this case is not possible. By the above discussion, we can assume that A has a subarrangement B, given by the equation (ii) The points p j = L j ∩ L ′ = (c : cb j : −(1 + bb j )) for j = 2, . . . , m − 1. As above, there is a permutation σ ′ of the set {2, . . . , m − 1} such that p j ∈ L ′ σ ′ (j) . This means 1 + bb j + cb σ ′ (j) = 0.
If we sum up these equalities for j = 2, . . . , m − 1 and denote K = j=2,...,m−1 b j , we get m − 2 + (b + c)K = 0.
Note that when e > 1, we get K = 0 and hence a contradiction, since m ≥ 3. It follows that the only possible case is when e = 1, hence there is a unique line L : y − z = 0 through q 1 , and passing through none of the two modular points p and p ′ . Hence, the only possible case is e = 1 and K = 0, which implies that
is uniquely determined. The equation of L ′ can then be written as
, and hence depends only on the parameter b. Note that the point p ′′ is now given by (−K ′ : 1 : 1), and hence, when b varies, all the lines L ′ b ∈ A \ B pass through p ′′ . Since L also passes through p ′′ , we have reached a contradiction, namely A is in the Case 1 and not in Case 2.
Proofs of the other results
The multiplicities n k of the intersection points of a line arrangement A satisfy a number of relations. The easiest of them is the following.
where d = |A|. A highly non-trivial restriction on the multiplicities is given by the Hirzebruch inequality, valid for non trivial line arrangements, see [9] :
Moreover, if A is supersolvable, then it is shown in [1, Proposition 3.1] that the following holds
where m = max{k : n k = 0}. The formulas (4.5) and (4.6) imply
Denote by τ (A) the global Tjurina number of the arrangement A, which is the sum of the Tjurina numbers τ (A, a) of the singular points a of A. One has
Indeed, any singular point a of multiplicity k ≥ 2 of a line arrangement A being weighted homogeneous, the local Tjurina number τ (A, a) coincides with the local Milnor number µ(A, a) = (k − 1) 2 , see [13] . As said at the beginning of the Introduction, any supersolvable line arrangement A : f = 0 is free, with exponents d 1 = r and d 2 = d − 1 − r, where r = mdr(f ) and d = |A|. Note that, for any such free line arrangement, one has τ (A) = (d − 1) 2 − d 1 d 2 , see for instance [6] . In particular, for an m-homogeneous supersolvable line arrangement, consisting of d = |A| lines one has
Note that this formula holds more generally for any free line arrangement A, if we assume 2m ≥ d, where m is the maximal multiplicity of an intersection point in A.
To see this, we use [3, Theorem 1.2], which shows that the condition 2m ≥ d implies that either d 1 = d − m, d 2 = m − 1, or d 1 = m − 1 and d 2 = d − m. Now we prove Proposition 1.8 using the above relations. Since A has not the same combinatorics as the line arrangement A 0 , the inequality (4.3) can be rewritten as (4.7)
Making the difference between the equality (4.1) multiplied by 2 and the equality (4.4) we get If we use the upper bound for the sum k>4 n k (k −4) given by Hirzebruch inequality (4.2), we get (4.10)
On the other hand, note that Hirzebruch inequality (4.2) also implies (4.11)
when m ≥ 4. The last two inequalities imply
This inequality can be transformed by obvious operations into the inequality given in Proposition 1.8. The claim (1) is obvious. Consider now the claim (2), namely the case m = 4. The inequality given in Proposition 1.8 becomes
If d ≤ 9, then 5n 2 ≥ 21 implies n 2 ≥ 5 > d/2. Using Example 2.6, we have to consider only the additional case d = 10. If we replace d = 10 and m = 4 in the equalities (4.1) and (4.4), we can express n 3 and n 4 in terms of n 2 . We get
and hence n 2 must be divisible by 3. The inequality given in Proposition 1.8 becomes now 5n 2 ≥ 17, and hence n 2 ≥ 4. It follows that in this case one has n 2 ≥ 6 > d/2. This completes the proof of Proposition 1.8. The final part of the above proof imply the following. Proof. As shown in the proof above, a 4-homogeneous supersolvable arrangement A with |A| = 10 would have n 2 ≥ 6 and also
By the classification of m-homogeneous supersolvable arrangements with at least 3 modular points given in [8] , and recalled after Conjecture 1.5 above, we see that A should be projectively equivalent to A (2, 1, 3 ). But this is not possible, since |A| = 10 > 9 = |A(2, 1, 3)|.
The proof of Theorem 1.9 uses first the relations (4.1) and (4.5). By eliminating n 3 we get If we use the formula (4.4), we get n 2 ≥ −2m 2 + (3d − 1)m − d 2 + d.
Hence it is enough to show that 2m ≥ d implies
This is equivalent to −4m 2 + 2(3d − 1)m − 2d 2 + d = −(2m − d)(2m − 2d + 1) ≥ 0, which is clear since 2m − d ≥ 0 by our hypothesis, and 2m − 2d + 1 < 0 since A is not a pencil. This ends the proof of Theorem 1.9.
The proof of Proposition 1.10 uses the same relations among the multiplicities, but it is somewhat different. When m = 5, Hirzebruch inequality (4.2) implies (4.13) 8n 2 + 6n 3 − 8d ≥ 8n 5 .
The equation (4.1) multiplied by 2 becomes in this case (4.14) 2n 2 + 6n 3 + 12n 4 + 20n 5 = d(d − 1).
Adding these two relations, we get (4.15) − 2n 2 + 12(n 2 + n 3 + n 4 + n 5 ) − 8d ≥ d(d − 1).
Using the relation (4.3), since A cannot have the combinatorics of A 0 , we get 5(d − 5) + 1 + n 2 ≥ 2(n 2 + n 3 + n 4 + n 5 ).
The last two relations imply (4.16) 4n 2 ≥ d 2 − 23d + 144 ≥ 47 4 .
Hence 4n 2 ≥ 12, which proves our claim.
Remark 4.3. Theorem 1.9 shows that n 2 ≥ d/2 for d ≤ 10. Moreover, the inequality (4.16) shows that we have the following more precise information on n 2 in Proposition 1.10.
(i) n 2 ≥ 4 for d = 13;
(ii) n 2 ≥ 5 for d = 14;
(iii) n 2 ≥ 6 for d ∈ {8, 15}.
To prove Proposition 1.11, for the case d ≤ 12 we apply Theorem 1.9 or [1, Corollary 3.5]. When d ≥ 13, we proceed as above, with only one small difference. As in the proof of [8, Theorem 17], we set n 2 = 0 and look for the values of d which are possible in this situation. The relation corresponding to the inequality (4.15) is (4.17) 12(n 3 + n 4 + n 5 ) + 14n 6 − 8d ≥ d(d − 1).
If n 6 ≥ 3, then both Conjectures 1.5 and 1.7 hold for A by [8] , since A is projectively equivalent to A(4, 1, 3). So we can assume that n 6 ≤ 2 and hence we get 12(n 3 + n 4 + n 5 + n 6 ) + 4 − 8d ≥ d(d − 1).
Then we proceed as above and arrive at the inequality d 2 − 29d + 206 ≤ 0 which implies 13 ≤ d ≤ 16.
