We study uniform embeddings of metric spaces satisfying some asymptotic tameness conditions such as finite asymptotic dimension, finite Assouad-Nagata dimension, polynomial dimension growth or polynomial growth, into function spaces.
Introduction
The study of embeddings of metric spaces into function spaces (where Hilbert space plays a prominent role) was introduced by M. Gromov in [Gro93, Sec. 7.E]. It appeared to be a fundamental tool in geometric group theory since G. Yu proved that a group admitting a uniform embedding with respect to the word metric into a Hilbert space satisfies the Novikov Conjecture on homotopy equivariance of higher signatures [Yu00] (which was already predicted by M. Gromov).
In [Gro93, p. 29] M. Gromov also introduced a large scale twin of the topological covering dimension, the asymptotic dimension. As noticed by N. Higson and J. Roe [HR00] spaces of finite asymptotic dimension have property A of G. Yu, and thus, in particular, they uniformly embed into p spaces. This idea already appears in [Yu98, Sec. 6].
In [GK04] E. Guentner and J. Kaminker initiated the quantitative study of such embeddings (they defined the compression rate of such an embedding). This topic was developed recently in a number of papers [AGS06, dCTV07, SV07, Tes06, Tes07, ADS06] .
In this paper we compare three (families of) profiles associated to metric spaces. • The type function D k ,which is essentially the one introduced by M. Gromov in [Gro93] (the two definitions will be compared in Section 3.1). The function D k is well defined (finite) under the assumption that the space in question has asymptotic dimension at most k .
• The family of functions δ p which are defined for arbitrary metric space, and still encode interesting information when the space has infinite asymptotic dimension in a tame way (such as polynomial dimension growth defined by A. Dranishnikov [Dra06] ). In Section 4.3 we will estimate those functions for the wreath product Z Z (the lamplighter group).
• The profiles p being a quantitive measure how well the space satisfies property A of G. Yu. Those profiles will be used to estimate (from below) the compression rate of spaces satisfying some tameness properties such as finite asymptotic dimension, finite AssouadNagata dimension, polynomial dimension growth or polynomial growth. Section 3 is devoted to the proof of the main result, which is the comparison between those three families of functions:
As a straightforward corollary we obtain a lover bound for the Hilbert compression of spaces of finite asymptotic dimension in terms of its type function (Theorem 1.1.1). In particular, we will show that the spaces of finite asymptotic dimension with linear type (spaces with finite Assouad-Nagata dimension) have compression rate equal to one. In Section 4 we will apply this result to some spaces with infinite asymptotic dimension. We will show that a space with polynomial growth has polynomial dimension growth and compression rate equal to one (Theorem 4.1.4). A weaker result, with an extra assumption that the space has the doubling property (finite Assouad dimension), follows from the celebrated Assouad Embedding Theorem [Ass83] . Finally, in Section 4.3, more subtle estimates of δ p will give a lower bound for the Hilbert compression of Z Z.
The type function and compression
The type function D k (cf. [Gro93, p. 29]) of a metric space X is defined as follows (we will recall this definition in detail in Section 3.1 as Definition 3.1.3). D k (L ) is the infimum of those S such that there exist an open cover U of X by sets of diameter at most S , the multiplicity of U is at most k + 1 and, for every x ∈ X , the ball B L (x) of radius L around x is contained in some set from U. The space X is said to have asymptotic dimension at
Theorem 1.1.1. Let (X , d ) be a space of bounded geometry, asymptotic dimension at most k and type function D k . Let u be any non-decreasing function such that the following Riemann-Stieltjes integral converges
Then there exists a Lipschitz map θ : X → p such that
In particular, one can take u(t ) = t · (log t ) −(1+a)/ p for any a > 0 (see Example 2.4.4). Another form of the condition (1.1.2) appears in [Tes07] as condition (C p ) (we will show the equivalence in Section 2.5).
The proof of Theorem 1.1.1 will be given on p. 15 after Corollary 3.2.2.
If (X , d
) is a group with the word metric then the type function grows at least linearly since the diameter of the ball of radius L is at least 2 L . The same is true for quasigeodesic spaces.
The spaces with linear type function are also known as spaces with finite AssouadNagata dimension [Ass82, LS05] Unfortunately, the most common way to show that a space has linear type function is to embed it into a product of trees and/or hyperbolic spaces. M. Bonk and O. Schramm [BS00] showed that every Gromov hyperbolic group admits a quasi-isometric embedding into a Lobačevskiȋ hyperbolic space. Alternatively, S. Buyalo and V. Schroeder [BS05] shoved that such a group embeds quasi-isometrically in a product of a finite number of trees.
Also Coxeter groups have linear type function as they can be embedded quasi-isometrica-ly in a product of (locally finite) regular trees [Jan02] .
Another examples are amenable Baumslag-Solitar groups defined by the presentation B S 1 m = a, t |t at −1 = a m (where m > 1 is any integer). They embed quasi-isometrically into the product of a (m + 1)-regular tree and a Lobačevskiȋ space [FM98] .
Recently, P. Nowak [Now07] found the first examples of groups with finite asymptotic dimension (even of asymptotic dimension one) with nonlinear type function. Later G. Arzhantseva, C. Druţu and M. Sapir [ADS06] constructed groups of asymptotic dimension two having very small compression, therefore with very large type functions.
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Notation and preliminaries
Let f , g: R + → R + be two weakly monotone functions. We write f g if there exist positive constants C and D such that f (t ) ≥ C g(D t ) for sufficiently large t > 0. We write f ∼ g if f g and f g.
If f is a non-decreasing (resp. non-increasing) positive function, then by f −1 (t ) we mean
Definition 1.3.1. A metric space is said to have bounded geometry if for every R ≥ 0 there exists C < ∞ such that every ball of radius R contains at most C points.
Most of this work remains true for a wider class of spaces namely measure-metric spaces with bounded geometry (cf. [Tes07] ).
By S 1 ( p X ) we will denote the unit sphere in p X . In this paper we will consider p spaces only with 1 ≤ p < ∞. Definition 2.1.1. Let ξ : X × X → R be a kernel. We will write (x, y) → ξ x (y).
Remark 2.1.2. A map ξ : X → p (X ) is ε(ξ ; p)-Lipschitz, and ε(ξ ; p) is the best Lipschitz constant.
Definition 2.1.3. For a space X define
In particular, for any S > 0, it is possible to find a map ξ : X → S 1 ( p X ) with S (ξ ) ≤ S and ε(ξ ; p) < 2 X ;p (S ). Notice that X ;p is a non-increasing function. We will write X ;p =: p if it does not lead to ambiguity. We will call p the pth-profile associated with property A. Definition 2.1.4. A discrete metric space X of bounded geometry has property A if for any R > 0 and > 0 there exists ξ :
Proposition 2.1.5. If inf X ;1 = 0 then X has property A.
Proof: ξ : X → S 1 ( p X ) with S (ξ ) < ∞ and ε(ξ ; 1) = / R satisfies the condition in the above definition.
To prove the opposite implication we need a mild assumption that the space is uniformly discrete (which can be always realized in a quasi-isometry class of the metric).
Definition 2.1.6. A metric space (X , d ) is uniformly discrete if zero is an isolated value of the metric.
An example of uniformly discrete space is a vertex set of a graph (with unit length edges) with an induced metric, eg. a discrete group with a word metric.
Proposition 2.1.7. Assume that a uniformly discrete space X has property A. Then inf X ;1 = 0.
Proof: By hypothesis we can find r > 0 such that d (x, y) < r implies x = y. Assume that
We are interested in asymptotic behavior of X ;p (how fast it does converge to zero).
−1 for all such ξ and p (S ) ≥ S −1 . This demonstrates we cannot expect faster decay of p (S ) than S −1 for a general metric space.
More precisely, let us make a reasonable assumption on the metric space. We assume that there exists M such that for δ sufficiently large there are x, y ∈ X such that δ < d (x, y) < M δ .
Under the above assumption p (S ) ≤ (M S ) −1 . Indeed if d (x, y) > 2S and S (ξ ) ≤ S then ξ x and ξ y have disjoint supports and ξ x − ξ y = 2.
Example 2.1.9. Let V be a vertex set (with the induced metric) of any simplicial tree. Then
when y is at distance at most S from x in the direction of ω.
The above estimate is sharp only for p = 1. The following example shows the optimal estimate. Although it is a direct corollary of Corollary 3.2.2 in the case where the tree is uniformly locally finite (has bounded geometry), we find it instructive to do the proof by hand in full generality.
Proposition 2.1.10. Let V be a vertex set (with the induced metric) of any simplicial tree. For any S ≥ 1 one can construct ξ : V → S 1 ( p V ) with S (ξ ) ≤ S and such that ξ is 8S −1 -Lipschitz.
Proof: Indeed, define ζ x (z) = max S + 2 − |S − 2d (x, z)|, 0 if the geodesic ray from x towards ω goes through z and ζ x (z) = 0 otherwise. Then
Quasi-isometry invariance
Let f : X → Y be a map. If X and Y are equipped with metrics d X and d Y we define the compression ρ f of f as the greatest non-decreasing function such that
We are left to show that
Indeed,
A consequence of the previous proposition is the quasi-isometry invariance of X ;p .
Corollary 2.2.2. Let X and Y be uniformly discrete metric spaces. Let f : X → Y be a quasi-isometry. Then
X ;p ∼ Y ;p . In particular, if G is a finitely generated group equipped with a word metric, then the asymptotic behaviour of G ;p is independent on the chosen generating set.
Proof: Observe that if the target space is uniformly discrete, then any large scale Lipschitz map is in fact Lipschitz. From Proposition 2.2.1 we get an immediate 
The dependence on p
For the proofs of the estimates of this section the reader may consult [BL00] or easily adjust the proofs from the original paper [Maz29] . Consider a map called the Mazur map M :
This map is q/ p-Lipschitz if p ≤ q. Thus we obtain Corollary 2.3.1. Assume that p ≤ q. Then
Lemma 2.3.2. Assume that q (S ) ≤ ϕ(S )S α/ q , where ϕ does not depend on q. Then
for S ≥ e p .
Proof: This follows from Corollary 2.3.1 by putting q = log S .
On
The smallest function ρ + one can choose is called the dilation of f . If the space X is quasi-geodesic (as for example a Cayley graph of a group) then one can take ρ + to be an affine function. The main quantitative interest is how big can one choose ρ − .
The Hilbert space compression rate of a metric space X was introduced by E. Guentner and J. Kaminker [GK04] and it is the supremum of α such that X admits a coarse embeddings into the Hilbert space with lower bound ρ − (t ) t α . Below we consider embeddings in an p space for any p ≥ 1.
Proposition 2.4.2. Let X be a metric space. Let f : [c, ∞) → R be a non-decreasing leftcontinuous function. Assume that a measurable field of maps
satisfies S (ξ S ) ≤ S and the following Riemann-Stieltjes integral
Step 2 (bound on the compression).
The claim follows by the continuity of f on the left.
Corollary 2.4.3. Let X be a metric space. Let f : [c, ∞) → R be a non-decreasing function such that
then there exist an uniform embedding θ : X → p such that the compression ρ − satisfies ρ − f .
Proof: The assumption in Proposition 2.4.2 that f is left-continuous was made only to get a precise bound on the compression. Replacing f by g(t ) := lim s t f (s) makes the function g left-continuous and does not change the value of the integral. On the other hand, f ∼ g with constants arbitrary close to one.
Taking sufficiently small subdivision of [c, ∞) one constructs a piecewise constant (thus measurable) field ξ with the property ε(ξ S ; p) < 2 p (S ) and S (ξ S ) ≤ S .
One can always approximate g by a piecewise constant h with the same asymptotic behavior. In this case
Example 2.4.4. Let u satisfy the condition (1.1.2), namely
Then f (t ) := u(1/ p (t )) satisfies the assumption of Proposition 2.4.2. An example of such u is u(t ) = t log(t ) −(1+a)/ p for any a > 0. Indeed,
where t = | log( p (S )).
The integrability condition
In this section we will demonstrate the equivalence of the condition (1.1.2) and the condition (C p ) introduced by R. Tessera. Observe that both γ and τ are nondecreasing. The Tessera's condition (C p ) says that sup τ < ∞, while (1.1.2) is equivalent to sup γ < ∞.
Proposition 2.5.1. Let u be any nondecreasing nonnegative function. Then sup γ = sup τ.
Proof:
Integrating by parts we see that
Thus immediately we get that sup γ ≥ sup τ.
To prove the opposite inequality observe that if sup τ = ∞ then there is nothing left to prove. Assume that sup τ < ∞. It implies that lim inf ν = 0 (moreover, it is an easy exercise, as u is nondecreasing, to replace lim inf by lim, but we would not use this). Fix ε > 0. We can find s such that ν(s) ≤ ε. Then γ(s) ≤ τ(s) + ε. Since s (for a fixed ε) can be chosen arbitrary large we conclude that sup γ ≤ sup τ + ε. By the arbitrarity of ε we conclude that sup γ ≤ sup τ. Note that the condition (1.1.2) gets slightly weaker as p increases. In particular u(t ) = t / q log(t ) satisfies (1.1.2) if and only if p > q.
Uniform embeddings of trees
Corollary 2.4.3 and Proposition 2.1.10 provide an embedding of a tree into p space with compression bigger than given any non-decreasing function u satisfying t On the other hand, using the result of J. Bourgain [Bou86, Thm. 1], R. Tessera [Tes06, Cor. 6 .3] showed that, for 2 ≤ p < ∞ and any tree T with no vertices of valence 1 or 2, the compression ρ of any Lipschitz map
The difference between our construction and the construction of E. Guentner, J. Kaminker and R. Tessera is the following. The former is a cocycle with respect to the action of the (amenable) stabilizer of the point in the boundary, when the latter is a cocycle with respect to the the action of the (compact) stabilizer of the vertex in the tree.
By being a cocycle we mean the following property. Let a group Γ act on a space X . The action induces a representation on the space
Moreover then ϑ satisfies the cocycle relation
or, in other words, w → γw + ϑ (γ) is an affine isometric action of Γ on W .
Proposition 2.6.1. Let a group Γ acts on a space X . If ξ S : X → S 1 ( p X ) are Γ-equivariant then the map θ constructed in Proposition 2.4.2 is a Γ-cocycle. Moreover, ϑ (g) = θ (gx 0 ) where x 0 is the chosen reference point.
On the other hand, assume that θ is an cocycle on the vertex set of a tree with values in a Hilbert space equivariant with respect to some group Γ, subgroup of the full automorphism group of the tree, with the compression ρ θ satisfying ρ θ (t )/ √ t → ∞. Then the group Γ is necessarily amenable by [dCTV07, Thm. 4.1] or by a small modification of [GK04, Thm. 5.3].
Note that if Γ is compact (eg. it is the stabilizer of a vertex) then ϑ , being continuous, has to be bounded. But this only shows that θ is bounded on the orbits of Γ.
3. Spaces with finite asymptotic dimension 3.1. The type function Definition 3.1.1. Let U be a cover of X . Define
(1) the Lebesgue number at x ∈ X L (U, x) := sup Definition 3.1.2. [BD05] We say that a metric space X has asymptotic dimension less than m ∈ N, denoted asdim X < m, if for every L < ∞ there exist a number S < ∞ and a cover U with mesh at most S , with multiplicity at most m and Lebesgue number at least L . The original definition of a type function, which we will call D k , is as follows: D k (L ) is the infimum of the mesh of the covers as in the Proposition 3.1.7.
Note that L / 2 thickening of the cover as in Proposition 3.1.7 is a cover with mesh at most D k (L ) + L multiplicity at most k and Lebesgue number at least L / 2. Thus
We leave it as an easy exercise to show that if the space is the vertex set of a graph (with unit length edges) with the induced metric, then
Asymptotic dimension and Property A
In this section we will exhibit a link between the profile p and the type function. In particular, we will show that a large class of spaces, namely the spaces with finite asymptotic dimension of linear type, satisfy p (S ) ∼ S −1 for all p ≥ 1.
Theorem 3.2.1. Let U be a cover of X with finite multiplicity. Then there exist a map
L (U) -Lipschitz and satisfies S (ξ ) = S (U).
Proof: Let U be a cover of X . For any U ∈ U define
Claim:
and, in particular, ξ : Theorem 4.1.4. A space of polynomial growth of degree α has polynomial dimension growth of degree at most α + ε for any ε > 0 and Hilbert compression rate equal to one.
Proof: Take a cover by all balls of radius S / 2. Its mesh is at most S , Lebesgue number is S / 2 and multiplicity is
−1+2α/ p and, by Lemma 2.3.2, p (S ) ≤ (4e 2α C 2 p −1 ) log(S )/ S for S ≥ e p , and thus the p -compression rate for such a space equals one.
A metric spaces is said to have the doubling property if there exists a constant K such that for all R > 0 the ball of radius 2R can be covered by K balls of radius R . It is easy to observe that such a space has polynomial growth of degree at most log 2 K .
The compression part of Theorem 4.1.4 for spaces with the doubling property is also a corollary [Ass83, Prop. 2.6] of the beautiful characterization theorem of P. Assouad that (X , d ) has the doubling property if and only if (X , d η ) admits a bi-Lipshitz embedding into a Euclidean space for all 0 < η < 1.
Preliminaries on Z k
Let A n−1 := {x = (x 1 , . . . , x n ) ∈ R n | n i =1 x i = 0}. Equip A n−1 with a norm x := n i =1 |x i |. For any I ⊂ {1, . . . , n} define a functional
Where I c denotes the complement of I . Note that φ I = −φ I c .
Remark 4.2.1. For any I we have x > φ I (x).
Proof: Put for the moment auxiliary 2 -norm, defined by x 2 = n i =1 |x i | 2 , on A n−1 . Below we will just check that V consists of the points that are closer or at the same distance to 0 than to any vector [i ] or its image by the action of the permutation group S n , which is enough to conclude the claim.
Indeed, the set of points which are closer or at the same distance to 0 than to [i ] is defined by the inequality
where ·|· is the scalar product associated to · 2 .
Straightforward computation shows, that (4.2.3) is equivalent to φ {1,...,i } (x) ≤ 1/ 2.
One can prove a stronger statement, namely that V is the Voronoi cell of the lattice 
.
by Remark 4.2.1. The the set of extremal points (the vertices) of V is the orbit of σ = (2n) −1 (1 − n, 3 − n, . . . , n − 1) under the permutations of coordinates [CS99, Ch. 6.6 and 21.3.B]. From now on assume that n = 2k is even. Then σ = (4k )
Thus we have proved
Lemma 4.2.6. The Lemma 4.3.2. Let K / K m α → g α ∈ K be a section and let V be a cover of K m then V := α g α V is a cover of K with the same mesh and multiplicity. Moreover L ( V) = min{L (V), 2m + 1}.
Proof: Observe that any two cosets of K m are at least 2m + 1 apart. where f * U = {f −1 U |U ∈ U} is the induced cover of G , and ρ ± are the compression and dilation of f . 
