Introduction
Cloud computing refers to both the applications delivered as services over the Internet and the hardware and systems software in the data centers that provide those services [1] . The applications services are referred to as Software as a Service (SaaS). Some other terms such as Platform as a Service (PaaS) and Infrastructure as a Service (IaaS) are used by vendors to describe the operating systems software and hardware offered to the clients [2] . When a cloud is made available in a pay-as-you-go manner to the general public, we call it a public cloud, the services being sold are utility computing [3] ; where in a service provider manages storage and computing resources on behalf of client over the Internet [4] . The term private cloud (also called internal cloud or cooperative cloud) referred to organizations internal data centers that are available for their members only. Thus only authorized users can access the private cloud services achieving more security and controllability on data and hardware [5] . Private clouds can be deployed in the organization data center or also at a collection facility [6] ; making use of the new systems software technique called virtualization; which distinguishes the conventional data center from the cloud based one [7] . In a virtual environment such as the one shown in Fig. (1) ; the hypervisor plays a vital role in providing each client with different virtual hardware (also called virtual machine) he needs [8] .
Although private clouds are more secure than public clouds due to the limited access list of clients; there are still some vulnerabilities that could be exploited by sabotage attackers to affect the services that are offered. One of these attacks is the Distributed Denial of Service (DDoS) in which the attacker creates an unaware network of compromised hosts to launch a large scale attack upon a specific server that has a specific IP address in order to prevent or degrade services [9] . There are many types of DDoS attacks but the most used one is the SYN-Flood attack in which attackers send a huge number of SYN packets to the victim server causing a lot of corresponding replies and reserving many server resources resulting in its incapability to respond to legitimate traffic [10] [11] . In a private cloud computing network the attacker exploits the organization users' computers to participate in the attack without their 
Related Work
Cloud computing in general and specifically its security issues are rich fields for researchers all over the world. In this section we will give a short review of some papers related to cloud security and DDoS attack. Singh and Jangwal [13] compared between private and public cloud and presented the challenges for building the private cloud and the security issues for it. A quantitative and qualitative comparison among several virtualization environments are presented in [14] . The study concluded that the overall performance of the hypervisor is highly dependent on the algorithms, optimizations, maturity, scalability and the coding strategy used for the hypervisor. The threats and vulnerabilities in cloud computing are summarized in [15] . The paper demonstrated various malicious activities from illegal users that could damage or make an illegal access to critical and confidential data of users or organizations. Ramanaustaite [16] analyzed existing DoS attacks and their counter measures. She simulated two models of these attacks, and then combined them to represent a composite DDoS attack that is more damaging. A simple distance estimation based technique to detect and prevent the cloud from flooding by DDoS attacks is presented in [17] . Han et. at. [18] proposed an automatic and distributed system they called it garlic system to immune the cloud from DDoS attacks. The system is based on the idea of collecting network traffic and then uses the cloud itself to process the huge amount of data collected to discover such attack from the network traffic recorded. Some practical results for the system is also presented.
Testbed Model
Our work consists of three parts; the first is building a testbed for a private cloud computing environment that includes five users and a data center. The data center has three servers one for E-mail, the other for HTTP, and the later for FTP services. The second part of the work is applying a SYN-Flood attack to the E-mail server of the data center. The third part is simulating the practical testbed model using Opnet modeler v.14.5 applying the same attack and validating the results and the effects of such attack. The private cloud computing network .… ..
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37 consists of five identical hosts characterized as Pentium IV, CPU 3.2GHz, RAM of 2MB and Hard disk of 160GB. All the computers are connected together and to the data center using UTP cables through a 3COM, 24 ports switch. Fig (3) represents the hardware structure of the private cloud computing network testbed architecture. The software architecture shown in Fig  (4) consists of four software layers. The upper three layers represent the services that the private cloud offers depending on the services of the virtualization layer. This virtualization layer has been chosen to be (Oracle VM Virtual Box) which supports a variety of user devices and operating systems as shown in Fig (5) .
This virtualization layer is installed at the data center regardless of the actual operating system and provides a platform for all the users of the private cloud. Each user creates his account in the private cloud according to a Service Level Agreement (SLA) that organizes his work in the cloud by assigning the virtual hardware and software that he needs. Table (1) illustrates the users' accounts of our private cloud according to SLA. 
Results and Discussion
The private cloud testbed was operated to maintain the various services provided by the data center and the overall traffic was recorded using Wireshark software. Fig (6) shows such traffic with time, it is obvious that FTP packets were responsible for the majority of the traffic compared to HTTP and SMTP packets which were sent earlier than FTP packets. We imposed this separation of services in time to clearly the traffic amount of the various services never the less, Fig. (7) shows the recorded traffic for the FTP server with various sizes of files being transferred, while Fig. (8) The E-mail traffic consists of received packets and sent packets providing that all users were on line and sending and receiving E-mails. The recorded traffic at the data center were filtered according to the protocol SMTP and the E-mail server IP address as destination for one time and as a source for the other time, then these statistics were plotted with time in Matlab as shown in Fig. (9) .
The spikes in this figure represents attached E-mails with image of (250) KB size. In order to study the effects of botnet attacks upon the E-mail server, several scenarios for the attacks were done. In each scenario the percentage of bots to the total users was increased by 20% thus, six scenarios were conducted for the DDoS attack referring to (0%, 20%, 40%, 60%, 80%, and 100%) of bots. The attack was conducted using Engage Security Ver. 2.2.0 of the type SYN-Flood at 1800sec of the recorded time of one hour operation.
The recorded Wireshark traffic were exported to Matlab and averaged for every 150 seconds after the first 150 Sec which was excluded from the results this period was reserved for initiating the connection. The Matlab results are illustrated in Fig. (10) . It is obvious that the number of packets is proportional to the bot percentage in the private cloud after attack. The simulation model for the practical testbed was carried out using Opnet Modeler with the Fig. (11) . Two global statistics were chosen. The first is the E-mail received packets in (packets/Sec) which counts the arrived rate of E-mail valid application packets in the whole network. This is calculated on the basis of statistical data coming to the application from the transport layer, therefore SYN-Flood attack this statistic is illustrated in Fig. (12) . The second global statistic is the Ethernet delay in (Sec) which measures the layer two delay for all the network frames including SYN-Flood attack frames. 
Table (2): Global statistics registered in Opnet program after applying DDoS attack
It is clear from the table that increasing bot percentage deployment decreased legitimate Email received packets and increased Ethernet delay. The attack time is a crucial factor for this table data since it averages the whole statistic along the simulation time (i.e. before and after the attack) and this attack time is chosen to be at 1800 Sec of the one hour simulation time for similarity with the practical test bed. In order to display the botnet attack effect on the E-mail server; Table ( 3) presents the percentage E-mail service degradation after the attack.
Comparing the results of practical testbed with the simulation model is important to validate both models 
Conclusions and Future Work
Private cloud computing network is a good choice for big organizations that want to benefit from the new cloud paradigm and in the same time maintain security and controllability upon their servers and critical data. Never the less, there still many vulnerabilities and security issues that these organization should worried about one of these is the Distributed Denial of Service (botnet) attack. In this paper we tried to implement such attack on a private cloud network testbed and study its effects on the services that it offers. A simulation model is also conducted validating the practical results. The main criterion of this paper was the percentage of bot deployment in the network. The results showed the crucial effects of this attack on the network especially for large bot percentage deployment. Therefore, more studies should be made to predict and countermeasure such attacks.
