Abstract. It is expected that, under mild conditions, local Langlands correspondence preserves depths of representations. In this article, we formulate a conjectural geometrisation of this expectation. We prove half of this conjecture by showing that the depth of a categorical representation of the loop group is less than or equal to the depth of its underlying geometric Langlands parameter. A key ingredient of our proof is a new definition of the slope of a meromorphic connection, a definition which uses opers. In the appendix, we consider a relationship between our conjecture and Zhu's conjecture on non-vanishing of the Hecke eigensheaves produced by Beilinson and Drinfeld's quantisation of Hitchin's fibration for non-constant groups.
Introduction
Let F be a local non-Archimedean field like Q p or F q ((t)) and G a connected reductive group over F . The local Langlands correspondence is a conjectural relationship between two types of data. The first data are, roughly speaking, equivalence classes of homomorphisms from the absolute Galois group of F toǦ, the Langlands dual group of G. These are sometimes called the local Langalnds parameters. The second data are the isomorphism classes of smooth irreducible representations of G(F ).
Using the upper numbering ramification groups [Ser79] , one can define the notion of depth for local Langlands parameters. On the other hand, the notion of depth for smooth representations of G(F ) was defined by Moy and Prasad [MP94] , using the Bruhat-Tits Theory [BT72, BT84] . It is expected that in most circumstances, the local Langlands correspondence preserves depth, cf. [Yu09] . The purpose of this paper is to examine the geometric analogue of this expectation. To start, we give a leisurely introduction to Frenkel and Gaitsgory's proposal for geometrising the local Langlands correspondence.
1.1. Local geometric Langlands. Henceforth, let G be a simple complex group of adjoint type and g = Lie(G). LetǦ andǧ denote the Langlands dual objects. Let G((t)) and g((t)) denote the formal loop group and formal loop algebra. Let K = C((t)) and let D × = Spec (C((t))) denote the punctured formal disk.
It has been known for a long time there is a deep and mysterious analogy between Galois representations and local systems, cf. appendix of [Kat87] . By definition, aǦ-local system on D × is aǦ(K)-gauge equivalence classes of operators of the form
The gauge action of g ∈Ǧ(K) is defined by (2) g.(∂ t + A) = ∂ t + gAg −1 − (dg)g −1 .
We let LocǦ(D × ) denote the set of isomorphism classes ofǦ-local systems on D × . It is widely accepted that these are the geometric analogues of the local Langlands parameters.
On the other side of the Langlands correspondence, Frenkel and Gaitsgory propose that the geometric analogue of smooth representations should be categorical representations of G((t)).
1 We refer the reader to [FG06, §20] and [Fre07, §1.3] for this notion. A good toy model to keep in mind, for our purposes, is the action of G on the category of g-modules. In more details, the group G acts on its Lie algebra g via the adjoint action. Therefore, every g ∈ G acts on the category g − mod by sending a representation g → End(V ) to the composition g Ad(g) → g → End(V ). This is an example of a categorical action. It is also possible to "decompose" this categorical representation. Namely, let Z(g) denote the centre of the universal enveloping algebra of g. For every character χ of Z(g), let g − mod χ denote the full subcategory of g − mod consisting of those modules on which Z(g) acts by the character χ. Then g − mod χ is preserved under the action of G; thus, it is a sub-representation of g − mod.
We are interested, however, in categorical representations of the loop group; thus, we should look at the action of G((t)) on the category of g((t))= g ⊗ C((t))-modules. Actually, it is fruitful to consider not the loop algebra itself but its universal central extension known as the affine KacMoody algebraĝ. Recall that representations ofĝ have a parameter, an invariant bilinear form κ on g, which is called the level. We letĝ κ − mod denote the category (smooth) representations ofĝ at the critical level. By a similar reasoning as in the previous paragraph,ĝ κ − mod carries a natural action of the loop group G((t)).
Representations ofĝ corresponding to the bilinear form κ = c which is equal to minus one half of the Killing form are called representations at the critical level. The advantage of the critical level is that here the (completed) universal enveloping algebra ofĝ acquires a large centre. Thus, we may "decompose" the representationĝ c − mod using the characters of the centre.
More precisely, according to a remarkable theorem of Feigin and Frenkel [FF92] , the centre Z c of the completed universal enveloping algebra of the affine Kac-Moody algebraĝ at the critical level identifies canonically with the algebra of functions on the ind-scheme OpǦ(D × ) ofǦ-opers over the formal punctured disk. Thus, every point χ ∈ OpǦ(D × ) = Spec (Z c ) defines a character of the centre, and therefore, a categorical representationĝ c − mod χ of the loop group. These are suppose to be the categorical analogues of smooth representations of p-adic groups. In particular, the Grothendieck group ofĝ c − mod χ should "look like" a smooth representation.
2
Having defined the geometric analogue of Langlands parameters and smooth representations, let us now relate them to each other. To this end, we recall that opers are local systems plus additional data (see §1.2 and §2 for more information on opers). Hence, one has a canonical forgetful map
The main result of [FZ10] states that this map is surjective. It follows that for every geometric Langlands parameter σ ∈ LocǦ(D × ), one has, in principal, many categorical representations of G((t)); namely, the representationsĝ c − mod χ where χ ∈ p −1 (σ). Frenkel and Gaitsgory conjecture that these categorical representations are equivalent. Thus, given σ, there exists a canonical category C σ equipped with the action of G((t)); moreover, C σ is equivalent toĝ c − mod χ for every χ ∈ p −1 (σ). This is Frenkel and Gaitsgory's conjectural geometrisation of the local Langlands correspondence [FG06] .
3
In a series of papers [FG06, FG09a, FG09b, FG09c] , Frenkel and Gaitsgory examined the unramified and tamely ramified parts of the local geometric Langlands correspondence. These cases correspond to σ being trivial or regular singular with unipotent monodromy. Almost all the results obtained in op. cit are about the Iwahori integrable part of the theory.
4 As far as we know, very little is known about the correspondence for general σ, or even for unramified or tamely ramified σ, but beyond the Iwahori integrable situation. We hope that the point of view of this text will be useful for further investigations of these cases.
1.2. Main conjecture. We now explain how to geometrise the expectation that the local Langlands correspondence preserves depth. It turns out thatǦ-local systems have a numerical invariant, called slope, which is a natural candidate for the geometric analogue of depth of Langlands parameters. This notion goes back to the work of Katz and Deligne in early 70s. We refer the reader to §2 for a thorough discussion of various definitions of slope and the history of this invariant. For now, we give a definition of slope which we learned from [FG09d] . AǦ-local system σ has slope a b if the following holds. Pass to the extension given by adjoining the b th root of t: u b = t. Then the local system, written using the parameter u in the extension, should have in its gauge equivalence class a representative which has a pole of order a + 1 and its top polar part should not be nilpotent. We denote the slope of σ by s(σ).
On the other side of the Langlands correspondence, it is straightforward to generalize Moy and Prasad's definition of depth to the categorical setting. Let us first recall the classical definition. In 2 According to [FG06] , these categorical representations also have descriptions in terms of (twisted) D-modules on generalised flag varieties. We will not use this alternative description. 3 Frenkel and Gaitsgory make their conjecture precise by exploiting connections with the global geometric Langlands correspondence. We will not consider this global characterisation. 4 For a representation ofĝ, being Iwahori-integrable is closely related to being in category O.
[BT72, BT84], Bruthat and Tits associated to G a combinatorial object known as the Bruhat-Tits building B(G). For every x ∈ B(G) and r ∈ R ≥0 , Moy and Prasad [MP94] defined a subgroup G x,r + ⊂ G(F ). In addition, they defined the depth of a smooth representation of G(F ) by
where V G x,r + ⊆ V denote the subspace V consisting of vectors fixed under G x,r + . It is easy to categorify the above definition. First of all, thanks to [Yu02] , one knows that G x,r + come equipped with a canonical smooth model. In particular, this means that one can realise G x,r + as the group of C-points of a proalgebraic group over C. Now if C is a categorical representation of the loop group, we defined the depth C by
Here C G x,r + denotes the "category of G x,r + strongly equivariant objects" of C, cf.
In view of the above discussions, the following conjecture is the geometric analogue of the expectation that the local Langlands correspondence preserves depth.
be an oper whose underlying local system is σ (i.e., p(χ) = σ). Then
1.3. Main results. In this paper, we prove one-half of the above conjecture. We will also make partial progress towards proving the other half. The key ingredient is a new definition of slope of local systems, a definition which uses opers. For now, the only fact we need to know about opers is that one can represent an oper χ ∈ OpǦ(D × ) with an ordered ℓ-tuple (v 1 , ⋯, v ℓ ) where v i ∈ C((t)) and ℓ is the rank of G. Let us write
, denote the exponents of the Lie algebraĝ.
Definition 1. The slope of χ is defined by [FG06] . The following result states that the slope of an oper equals the slope of its underlying connection.
The following corollary is an immediate consequence. It appears to be a new result in the theory of meromorphic connections. We refer the reader to Section 2 for a thorough discussion of the slope. We are now ready to state our main result.
5 We note, however, that this result would follow from the Bremer-Sage Theory together with an unpublished result of Yu; see Remark 2. For smooth representations of p-adic groups, the analogous result is proved in [RY14] .
1.4. Idea of the proof. Let us briefly explain the main ingredient in the proof of this theorem. First of all, one can show (cf. §10 [Fre07] ) that in the present situation, the categorical depth of g c − mod χ can be alternatively defined by 
If x is the hyperspecial vertex and n is a non-negative integer, then
. In this case, the above theorem is due to Beilinson and Drinfeld [BD97, §3.8.7] . In view of the previous discussion, we can rephrase the theorem of Beilinson and Drinfeld as stating that
where ⌈x⌉ denotes the smallest integer greater than or equal to x. Our main theorem, therefore, sharpens Beilinson and Drinfeld's theorem by removing ⌈−⌉. We prove Theorem 2 by using basic properties of Segual-Sugawara vectors along with some general properties of Fourier coefficients of vertex fields. We refer the reader to Section 3 for the details of the proof.
1.5. Towards establishing the converse. Suppose χ is an oper with slope less than or equal to r. How should one prove the inequality d(ĝ c − mod χ ) ≤ r? Suppose we can produce a module
As a motivating example, consider the module
, this module is free over its central support Op
Our challenge (Conjecture 1) is to sharpen the above inequality by removing the ⌈−⌉. The aforementioned freeness result was first pointed out by Drinfeld, who deduced it from the flatness of the Hitchin's map. Subsequently, Eisenbud and Frenkel gave a purely local proof using results of Mustata on singularities of jet schemes [Mus01, Appendix A]. At the moment, we do not know how to extend this purely local approach to a more general setting. In the appendix, we sketch how one can potentially use the Hitchin's fibration for twisted groups for constructing the desired module V.
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Slope of meromorphic connections
2.1. Overview. Let G be a connected reductive group over the complex numbers. The notion of slope for G-local systems on D × has a long and complicated history. In §11.9 of [Kat70] , Katz explains what irregular connections on vector bundles over D × are, building on earlier works of Fuchs, Turrittin and Lutz. In particular, he explains how to attach a canonical rational number to every irregular connection. For this reason, the slope is sometimes known as the Katz invariant. The same concept also appears in [Del70] , Section II, §1.
One of the characterisations of the slope of vector bundles (the one involving gauge transformation by elements in G((t 1 b ))) can be generalised, verbatim, to the case of connections on G-bundles.
It seems that this generalisation was first considered in [BV83] . We review the Katz-Deligne-BabbitVaradajan definition of slope in §2.2 and give a short proof of the fact that it is well-defined by using opers. This proof, however, uses a nontrivial theorem of Frenkel and Zhu [FZ10] .
As mentioned in the introduction, there is a deep analogy between Galois representation and flat connections. Guided by this analogy, Katz [Kat87] defined the differential Galois group, by employing the Tannakian structure on the category of connections. It is clear from this formulation that the notion of slope of a flat vector bundle, defined in op. cit. via filtration subgroups, extends to flat G-bundles. We note, however, that the structure of the differential Galois group of D × and its filtration subgroups are not easy to discern. We review the Tannakian definition of slope in §2.3.
In [BS13] , the authors define the slope of flat bundles using Moy-Prasad Theory. In more details, Bremer and Sage define what it means for a flat bundle σ to contain a "strata". They prove that the slope of σ is the minimum of depths of a fundamental strata contained in it. In addition, they provide an algorithm for determining the slope and define a canonical form for connections over the base field (as oppose to going to a field extension of the form C((t 1 b )).) Their approach makes clear the analogy between slopes of local systems and the depth of smooth representations (or categorical representations). We don't know, however, how to prove any relationship between depths of (categorical) representations and slopes of local systems using their definition.
We use the notion of oper to define the slope of flat G-bundles. One of the advantages of our definition is that it will be obvious that the denominator of the slope of a G-bundle is a divisor of a fundamental degree of the Lie algebra of G. Another advantage is that we can use this definition to make progress on Conjecture 1. The disadvantage is that one does not have an algorithm for putting a connection in its oper form. (The proof in [FZ10] is non-constructive.) 2.2. First definition of slope. We start by recalling some basic definitions. Let G be a connected reductive group over C. Let σ ∈ Loc G (D × ). By definition, σ consists of a pair (F, ∇), where F is a G-bundle on D × and ∇ is a meromorphic connection on F. One knows that every bundle on D × is trivial. Choosing a trivialization for F, we can write the connection ∇ as
The integer n and the element A −n are called the order of singularity and the (top) polar part of this trivialization, respectively. Changing the trivialization of F by g ∈ G((t)) 6 corresponds to a gauge transformation of the above expression
Thus, one can alternatively define σ as a G((t))-gauge equivalence class of operators of the form (8). After [Kat70] and [Del70] , one says that σ = (F, ∇) is regular (resp. regular singular ) if in a particular trivialization of F, the order of singularity of the connection ∇ is zero (resp. one). Otherwise, we say that σ is irregular.
6 Following a common abuse of notation, we are writing G((t)) when we really mean G(C((t))).
6
Note that the order of singularity of ∇ is not invariant under gauge transformation: given an operator in the form (8), it may be possible to find a different trivialisation in which the order of singularity of σ is less than n. The following lemma states that this cannot happen if A −n is nilpotent.
Lemma 1. Assume that the order of singularity of ∇ is n ≥ 2 and the polar part of ∇ is nonnilpotent. Then every operator in the gauge equivalence class of ∇ will have oder of singularity greater than or equal to n.
will not change the order of singularity and the non-nilpotentnece of the polar part; therefore, we are reduced to showing that the order of singularity of t λ ⋅ ∇ is ≥ n. Let A −n = An ⊕ A t ⊕ A n be the decomposition induced by the triangular decomposition g =n ⊕ t ⊕ n. If A t ≠ 0, then the operator t λ ⋅ ∇ will contain the summand A t t n hence the order of singularity of t λ ⋅ ∇ is at least n. If A t = 0, then since A −n is non-nilpotent it implies An ≠ 0. Let An = ⊕ α∈∆ + An ,−α , then any nonzero An ,−α will contribute a summand An ,−α t −n−<λ,α> in t λ ⋅ ∇. Hence, the oder of singularity of t λ ⋅ ∇ is ≥ n.
The above lemma motivates the following definition.
Definition 2. The operator (8) is in the reduced form if A −n is not nilpotent.
It is not always possible to put a connection in a reduced form using G((t))-gauge transformation. This is possible, however, if we allow ourselves to go to the field extension C((t 1 b )) for some positive integer b. This is the content of the following lemma, which was originally proved in [Del70] and [Kat87] for G = GL n and [BV83] for general G. We give a proof in §2.7, using opers. ))-gauge equivalence class of σ contains an operator in the reduced form.
Next, observe that if we set u = t 1 b , then we can write the operator (8) as
This motivates the definition of slope:
Definition 3 (cf. [FG09d] ). The slope s(σ) of a local system σ is defined as follows:
reduced operator with order of singularity a + 1.
Lemma 3. The definition of slope is well defined.
Proof. We can assume σ is irregular. Let l be another positive integer such that ∇ is G((t ))-gauge equivalent to both ∇ 1 and ∇ 2 , where ∇ 1 (resp. ∇ 2 ) is a reduced operator having a pole of order la + 1 (resp. bk + 1). We claim that la + 1 = bk + 1. Clearly, this implies a b = k l hence finished the proof the lemma. Now observe that the operators ∇ 1 and ∇ 2 are G((t 1 bl ))-gauge equivalent. Thus, the claim follows from lemma 1.
Remark 1. Let σ = (F, ∇) be a local system on a bundle F. Let ρ ∶ G → GL(V ) be a faithful representation of G, and let σ V be the induced connection on the associated vector bundle. Since being reduced is preserved under ρ, we see that the slope of σ is equal to the slope of the connection σ V . The group I has an "upper numbering filtration" defined as follows. For every nonnegative real number r, let I r to be the kernel of
) is the subcategory of connections of slope less than r. Similarly, one defines I r + to be the kernel of
). For every 0 < x < y we have
We claim that the data of a G-local system on D × is the same as a homomorphism I → G. Indeed, suppose we are given
Composing with Katz's fibre functor, we obtain a tensor functor Rep(G) → Vect C , which by Tannaka duality, gives us a homomorphism φ ∇ ∶ I → G. The converse construction is also evident. We now turn our attention to defining the slope of a local system using this formalism.
Proof. Let (r, V ) be a faithful representation of G and let σ V be the induced connection. Then from the definition of s ′ we see that s
. By Remark 1, we are reduced to the case of vector bundles and the lemma follows form the definition of the upper numbering filtration group.
2.4. Recollections on Moy-Prasad Theory. Let G be a connected reductive group over C, and let Z denote the centre of G. Let g denote the Lie algebra of G. We fix a maximal torus T ⊆ G with the corresponding Cartan subalgebra t. Let Φ denote the set of roots of G with respect to T . For ease of notation, we set
For α ∈ Φ * let u α ⊂ g denote the weight space for T corresponding to α (so u 0 = t). Let G((t)) and g((t)) denote the corresponding loop group and loop algebra.
LetB be the Bruhat-Tits building of G((t)) and let B =B × (X * (Z) ⊗ Z R) denote the enlarged building. Let A = A(G, T ) denote the standard apartment of B. This is an affine space isomorphic to X * (T ) ⊗ Z R. We have an isomorphism A ≃ t R ; thus, points in A may be viewed as elements of t.
For every x ∈ B(G) and r ∈ R ≥0 , Moy and Prasad defined subgroups G x,r and G x,r + inside G((t)). In the case r = 0, then G x ∶= G x,0 is the usual parahoric subgroup associated to x and G x + ∶= G x,0 + is the pro-unipotent radical of G x . Recall that G((t)) acts on B(G). If g.x = y, for g ∈ G((t)) and x, y ∈ G((t)), then Ad(g).G x,r = G y,r . Dito for G x,r + and its Lie algebra. Since, every x ∈ B(G) has an element of A in its orbit, in the applications we have in mind, it suffices to consider x ∈ A.
It will be convenient for us to have an explicit description of the Lie algebras of G x,r + , where x ∈ A. This is given by
).
Here, P = tC[[t]] denotes the maximal ideal of C[[t]].
Let g * denote the dual of g. Moy and Prasad also defined filtration subalgebras of g * x,r and g * x,−r , where now r ∈ R ≤0 . One has a canonical isomorphism (10) (g x,r g x,r+ ) * ≃ g * x,−r g * x,−r+ . Finally, let us make some remarks regarding optimal points. Fixed a chamber C ⊂ A. Let O ⊂ C denote the set of optimal points (see [MP94] for the definition of optimal points). The set O has may good properties. For example, the set r ∈ R ≥0 G x,r ≠ G x,r + is a discrete subset of Q. Elements in above set are called optimal numbers. Also, for any (y, r) ∈ A × R ≥0 , there are x, z ∈ O such that
In many applications of Bruhat-Tits and Moy-Prasad Theory, it is enough to consider the optimal points of the building, as oppose to arbitrary points.
Slopes via Moy-Prasad Theory.
We are now ready to give Bremer and Sage's definition of the slope [BS13] . Let (F, ∇) be a pair consisting of a G-bundle F on D × equipped with a connection ∇. Choosing a trivialisation φ of F, we can write ∇ in terms of a one-form with coefficients in g((t)). We denote this one-form by [∇] φ ∈ Ω 1 (g((t))). Recall that a point x ∈ A defines an element in t which, by an abuse of notation, is also denoted by x. Therefore, x A stratum is a triple (x, r, β) consisting of a point x ∈ A(G), a number r ∈ R ≥0 , and a functional β ∈ (g x,r g x,r + ) * .
Definition 5. We say that the flat G-bundle (F, ∇) contains the stratum (x, r, β) with respect to the trivialisation
x,−r + equals the coset determined by the functional β ∈ (ḡ x,r ) * = (g x,r g x,r + ) * ≃ g * x,−r g * x,−r + . It is proved in [BS13] that every σ contains a stratum. In particular, the following definition make sense.
(12)
s BS (σ) ∶= min{r ∈ R ≥0 σ contains a stratum of the form (x, r, β)} Bremer and Sage establish the following result.
Remark 2. Bremer and Sage prove that the slope may also be characterised as the minimum depth of a triple (x, r, β) contained in (F, ∇) for which x is an optimal point. Apparently, J. K. Yu has proved that the denominators of the critical numbers at the optimal points are divisors of the fundamental degrees of g (unpublished). From these considerations, it follows that the denominator of the slope of a flat connection divides a fundamental degree of g. This fact will be evident from our definition of slope via opers.
2.6. Recollections on opers. Let G be a reductive group of rank ℓ. We fix a Borel subgroup B and let N = [B, B] and T = B N , and let W denote the Weyl group of G and let Z be the center of G. Let g, b, n, and t denote the corresponding Lie algebras. Choose generators f i for the root subgroups corresponding to the negative simple roots of g. Let
The notion of opers is due to Beilinson and Drinfeld [BD05] , building on earlier work by Drinfeld and Sokolov [DS84] . For us, the following description, given in terms of a local coordinate, suffices: a G-oper (on the punctured disk D × ) is an B((t))-gauge equivalence class of operators of the form
) denote the set of G-opers on D × . We will now give an explicit description of this set. Let p 1 denote the unique element of degree 1 in n such that {p −1 , 2ρ, p 1 } is an sl 2 -triple. Let
denote the ad p 1 -invariants inň, decomposed according to the principal gradation. Here E = {d 1 , ⋯, d ℓ } is the set of exponents ofǧ. As mentioned in §1.3 of [FG06] , it follows from a theorem of Kostant (cf. [Dri07] ) that the composition (14) V can
In particular, V can is an affine space of dimension ℓ. The following lemma is due to Drinfeld and Sokolov [DS84] ; see also Lemma 4.2.2 of [Fre07] .
Lemma 5.
(i) Every B((t))-gauge equivalence class of operators (13) contains an operator of the form
where v ∈ V can ((t)). (ii) If G is adjoint, the conjugation action of B((t)) on the space of operators of the form (13) is free and each conjugacy class contains a unique operator of the form in (15).
The expression (15) is called the canonical form of the oper. The above lemma implies that every oper has a canonical form. If G is adjoint it has a unique canonical form and we have an isomorphism Op G (D × ) ≃ V can ((t)). In fact, this is an isomorphism of ind-schemes of ind-finite type over C. However, this isomorphism is not canonical since it depends on a choice of coordinate t.
Slope via opers.
2.7.1. Let χ ∈ Op G (D × ) and write χ in a canonical form ∂ t + p −1 + v, where v ∈ V can ((t)). Choose linear generators p j ∈ V can,d j (if the multiplicity of d j is greater than one, then we choose linearly independent vectors in V can,j ), and write
Let us write
In the introduction, we defined the slope of χ is defined by
Recall that Proposition 1 states that the slope of an oper equals the slope of its underlying connection.
Proof of Proposition 1. Let σ = (F, ∇) be the underling connection of the oper χ. Let ∇ = ∂ t +p −1 +v be a canonical form coming from the oper structure.
..,r . Now take the covering s = t 1 (d k +1) , the connection becomes
where c i ∈ Z + . Conjugating with s n k ⋅ρ we get
If s(χ) = 0, then we have n k − d k ≤ 1, thus the connection has regular singularity and it implies
× and c i ∈ Z + , we see that the order of the singularity of the connection ∇ is n k − d k and the polar part is p −1 + z 0 p k which is not nilpotent (by the theorem of Kostant). Hence from the definition of slope in §2.2, we have
Remark 3. A flat GL(n)-bundle on D × is the same as a rank n bundle E on D × with a flat connection ∇. An oper structure on (E, ∇) is equivalent to the existence of cyclic vector of (E, ∇). The existence of cyclic vector is proved in [Del70] . Furthermore, in [Del70, p. 49] Deligne give a definition of slope using the cyclic vector. One can show that his definiton is equivalent to our Definition 1 in the case G = GL(n).
Recall the definition of reduced form of an operator (Definition 2). Proof. Indeed, during the proof of the above proposition we showed that every oper whose underling flat G-bundle is irregular is G((t 1 b ))-gauge equivalent to a reduced operator. Since every flat Gbundle has an oper structure, result follows.
Example 1 (cf. [FG09d] ). Let G be a simple group of adjoint type. Let us compute the slope of the operator
Passing to the extension s = t 1 m , the connection becomes
. Gauge transforming this operator with g = ρ(s), where ρ is the half-sum pf positive coroots, the connection becomes
By a theorem of Kostant, the element p −1 + p k is non-nilpotent; hence, the slope is equal to 1 m . Alternatively, we compute the slope of ∇ using the canonical form of oper. Conjugating by t −ρ , the connection ∇ becomes
To get rid of ρ ⋅ t −1 we conjugate by exp(
) and obtain the operator
This operator has the form of an oper. Now using definition 1, one can easily see that its slope (as an oper) equals
Representations of affine Kac-Moody algebras
The main purpose of this section is to proof Theorem 4. In the first subsection, we recall the definition of Moy-Prasad subalgebras and define the notion of depth for smooth modules for affine Kac-Moody algebras. The results of this subsection is not used in the rest of the paper. In §3.2, we collect some basic information regarding vertex operators. In §3.3, we apply these general considerations to affine vertex algebras. We recall some basic properties of Segal-Sugawara vectors and operators in §3.4. This is useful because according to [Fre07, §3] , Segal-Sugawara operators can be interpreted as elements in the centre of the completed enveloping algebra. Armed with these preliminaries, we prove Theorem 4 in §3.5.
3.1. Depths of smooth modules. Let g be a simple Lie algebra over C. Let κ be an invariant bilinear form on g. The affine Kac-Moody algebraĝ κ at level κ is defined to be the central extension
with the two-cocycle defined by the formula
annihilates v, and such that 1 ∈ C.1 ⊂ĝ κ acts on V as the identity. Thus, every vector in a smooth module V is annihilated by a bounded subalgebra. The notion of depth measures, in some sense, the largest bounded subalgebra which annihilates a vector in V .
It will be convenient to have the following notation. Let Φ denote the set of roots of g with respect to a Cartan subalgebra t, and let Φ * ∶= Φ ⊔ {0}. Then we have the root decomposition
where by definition g 0 = t. Recall the description of Moy-Prasad subalgebras g x,r + ⊂ g((t)) given in (9).
Lemma 6. For all (x, r) ∈ B(G) × R ≥0 , the central extension (16) is split over g x,r + .
Proof. It is enough to prove the lemma for x ∈ A and r = 0. Consider the two-cocycle (17). Suppose x ⊗ f (t) and y ⊗ g(t) are in g x and x ∈ g α . Then if we want κ(x, y) ≠ 0 then we must have y ∈ g −α . The case of α = 0 is immediate, so assume α ≠ 0.Then, we have that f ∈ P 1−⌊α(x)⌋ and dg ∈ P −⌊−α(x)⌋ . It follows that f dg is regular; hence, its residue is zero.
Using optimal points, one can show that the depth of every smooth module is a rational number.
Remark 4. If V is G x,r + integrable, then V g x,r + is non-empty. Indeed, since V is smooth, there exist s > r such that W gx,s is non-empty. Let w 0 ∈ W gx,s be any nonzero vector and consider the vector sub-space W 0 = U (g x,r + ) ⋅ w 0 ⊂ W . The space W 0 carries a g x,r + -action and this action factors through the quotient g x,r + g x,s . The action of g x,r + g x,s integrates to an action of G x,r + G x,s . The latter is a finite dimensional unipotent algebraic group; therefore, by Kolchin's Theorem, W 0 contains a non-zero G x,r + -invariant vector. Thus, W G x,r + = W g x,r + is non-empty.
Lemma 7. Let V ∈ĝ − mod be a smooth module at the critical level with depth r. Then the central support of V is a subscheme of Op rǦ .
Proof. By assumption, there exists x ∈ B(G) such that V has a vector v annihilated by g x,r + . By the previous remark, we have a nontrivial morphism U x,r → V , sending the generating vector of U x,r to v. The result follows from Theorem 2.
Let V be a smooth module of depth r at the critical level admitting a central character χ ∈ OpǦ(D × ). The previous lemma states that s(χ) ≤ r. We don't expect, in general, that s(χ) = r.
For instance, there are regular opers χ such that the central reduction W Ψ (χ) of the affine Whitaker module with respect to φ is non-zero; see §1.5. In this case, the depth W Ψ (χ) is 1 h, where as s(χ) = 0. This is one reason the notion of depth in the categorical setting is better behaved: we expect equality in that case (Conjecture 1).
3.2. Recollections on vertex algebras. We make some general (and obvious) observations about fields in vertex algebras. Let V be a vertex algebra. For A ∈ V , let We apply the above considerations to the fields for the affine vertex algebra V c (g) at the critical level. Let x ∈ g and suppose n < 0. Then, in view of the isomorphism of vector spaces
]), we can think of x n = x ⊗ t n as an element of V c (g). The field corresponding to this element is
The Fourier coefficients can then be considered as elements of the completed universal enveloping algebraŨ c (ĝ) at the critical level, cf. [Fre07, §3] . Now, we have that [x n (z)] m is a multiple of
where n j < 0 for all j. As above, we can think of x as an element of V c (g). The corresponding field x[z] is the normally ordered product ∶ x 1 n 1 (z)⋯x 
Thus, we obtain: 
, where σ is some permeation of {1, ⋯, k} and m i 's are integers with m 1 + ⋯m k = m − (k − 1).
3.3. Fourier coefficients acting on smooth modules. Recall that convention of (18). We write x α for an element of g α and x α n for the element x α ⊗ t n inĝ c .
Lemma 9. Let V be aĝ c -module and let v ∈ V . For α ∈ Φ * , let r α ∈ Z be such that
(1) x α n .v = 0, for all n ≥ r α , and (2) r α + r β ≥ r α+β .
Proof. We apply induction on k. The result is clearly true for k = 1. Now if n α k ≤ r α k for all k, we would have that ∑ k j=1 n j ≤ ∑ k j=1 r α j − k, a contradiction. Thus, we have that n α j ≥ r α j for some j. If j = k, then we have that n α k ≥ r α k , and so x α k n k (and therefore x) annihilate v. Otherwise, we move x α j n j to the right, using the equality
n j +n j+1 . Moreover, by assumption (n 1 + ⋯ + n k ) ≥ r α 1 + ⋯r α j + r α j+1 + ⋯ + r αn ≥ r α 1 + ⋯ + r α j +α j+1 + ⋯ + r αn Therefore, by induction, the second summand of the above annihilates v. Hence, we obtain
Repeating the above procedure if necessary, we can move x α j n j to the right-most position and annihilate v.
Corollary 4. Suppose we are in the set up of the previous lemma, and assume
; that is, assume all n i < 0. Then, we have
Proof. We know that x [m] is a linear combination of elements of the form
The assumption on m implies that the above sum is greater than or equal to ∑ r α i − k + 1. The result follows from the previous lemma.
Example 2. Suppose we are in the situation of the corollary and r α = n for all α. In other words, v is killed by t n g[[t]]. Let x be an element of degree N ; that is, N ∶= − ∑ i n i ≥ k. Then the previous corollary implies that
Note that we always have k ≤ N . Now suppose n ≥ 1. Then N (n − 1) ≥ k(n − 1) and so
Hence, in this case, we see that x [m] .v = 0 for all m ≥ nN . On the other hand, if n = 0, then we get that x [m] .v = 0 for all m ≥ N − k. This is not the sharpest result one has. Indeed, it follows immediately from the vaccum axiom that x [m] .v = 0 for all m ≥ 0. The reason we don't obtain this sharp result from our method is that we are not keeping track of the coefficients of the monomials in S i,[n i ] .
3.4. Segal-Sugawara operators. Let us recall some basic facts about Segal-Sugawara vectors. Let {S 1 , ⋯, S ℓ } ∈ V c (g) be a complete set of Segal-Sugawara vectors. Note that the Feigin-Frenkel centre is invariant under the action of the degree operator t∂ t . Therefore, each homogenous component of any Segal-Sugawara vector is again a Segal Sugawara vector. Therefore, without the loss of generality, we may assume that S i is homogenous of degree d i + 1.
Lemma 10. The operators S i can be written as a linear combination of elements of the form x
satisfying the following properties:
Proof. Part (i) is immediate from the fact that S i has degree d i + 1. Part (ii) follows from (i), because all n i 's are negative. Part (iii) holds since every Segal Sugawara vector is annihilated, in particular, by elements x ∈ g. When x runs over the Cartan subalgebra, this means that the weight of each vector is zero.
Let v denote the generating vector of U x,r . According to (9), v is subject to the relation
We will need the following lemma in what follows.
Proof. It is easy to check that we always have 1 − ⌈α(x) − r⌉ + 1 − ⌈β(x) − r⌉ ≥ 1 − ⌈α(x) + β(x) − r⌉. Therefore, we can use Corollary 4 to conclude that S i, [m] .0 = 0 for all
By the previous lemma, the RHS equals − ∑ k j=1 ⌈α j (x) − r⌉ + d i + 1, as required. 3.5. Proof of the main theorem. Let us first give a reformulation of Theorem 2, which makes clear our strategy for proving it. Let V c (g) denote the affine vertex algebra at the critical level associated to g. Let S i ∈ V c (g), i = 1, ⋯, ℓ, be a complete set of Segal Sugawara vectors. Let S i,[n i ] denote the corresponding Segal-Sugawara operators. (For a quick introduction to these objects see [CM09, §2.2].) Feigin and Frenkel's Theorem states that the center at the critical level is a completion of the polynomial algebra freely generated on the variables S i,[n i ] . It is easy to see that Theorem 2 is equivalent to the following Theorem 4. For (x, r) ∈ B(G) × R ≥0 and all integers n i ≥ (d i + 1)(r + 1), the operator S i,[n i ] acts trivially on the vacuum vector v ∈ U x,r .
Proof. It is enough to prove the theorem for x ∈ A. Note that −⌈α j (x) − r⌉ ≤ −α j (x) + r. Since ∑ The goal of this appendix is to point out a connection between Conjecture 1 and Zhu's conjecture on non-vanishing of Hecke eigensheaves. We note that this section is speculative and not selfcontained. We refer the reader to [BD97], [FG09d] , and [Zhu12] for the notions we do not define here.
Let X be a smooth projective curve over C. Let G be an integral model of G over X. This means that G is a fibre-wise connected smooth affine group scheme over X whose generic fibre is isomorphic to G; that is, G C(X) = G C(X) . We let Bun G (X) denote the moduli stack of G-torsors on X. One can define an analogue of Hitchin's map whose source is the cotangent stack T * Bun G (X), cf. [Zhu12] . In op. cit., Zhu indicates how the Beilinson-Drinfeld quantisation machinery [BD97] can be applied to this twisted setting. The input of this machine is a (global) oper χ ∈ LocǦ(X), where χ is allowed to have meromorphic singularity at finitely many places. The output is a Hecke eigensheaf Aut χ on Bun G with eigenvalue the local system underlying χ. Zhu conjectures that these Hecke eigensheaves are non-zero.
Let us see how these global considerations help for constructing modules satisfying (i) and (ii). For x ∈ X, let O x denote the completed local ring at X and let F x denote its fraction field. Let K x = G(O x ). One has a canonical morphism G(F x ) K x → Bun G . Let ω be the canonical line bundle on Bun G and let L c denote the pull back of ω 1 2 to G(F x ) K x . Let δ e denote the delta D-module on Gr G,x twisted by L c . Let
Vac x ∶= Γ(Gr G,x , δ e ).
In most (but not all) situations, we have Vac x ≃ Indĝ Lie(Kx)⊕C (C). By construction, we have Vac x ∈ĝ c,x − mod. Let χ(x) denote the restriction of χ to x. Let Vac x (χ) denote the central reduction of Vac x at χ(x). Using an easy global to local argument, we obtain:
Lemma 12. If the Hecke eigensheaf Aut χ is non-zero, then so is the module Vac x (χ).
The module V = Vac x (χ) is, therefore, usually a K x -integrable module with central support χ.
As an example of the success of this strategy, we can show that if χ is an oper of slope 1 h, where h is the Coxeter number ofǦ, and if χ can be extended to a global oper on P 1 as in [FG09d] and [Zhu12] , then the central reduction W(χ) is non-zero. 7 Here, W = W(Ψ) denotes the affine Whittaker module, cf. [FG09d] . It is easy to see that this module is G x,1 h + -integrable, where x is the barycentre of the interior of an alcove. On the other hand, according to [Zhu12] , the global automorphic sheaves produced in this case are non-zero. The above lemma then implies that W(χ) is a non-zero G x,1 h + -integrable object inĝ c − mod χ . Hence, for such opers χ, we have Returning to the general situation, we are left with the following question: is it always possible to extend a local oper χ ∈ OpǦ(D × ) to a global oper on X? We note that it is always possible to extend a meromorphic connection on the punctured disk to a global connection on P 1 with regular singularity at zero, cf. [Kat86] . The corresponding question for opers seems to be open.
