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1. 1N~RoDucT10N 
Suppose we observe noisy samples of a function f, 
u; = f(tJ + z;, i=l,. . . ,n, 
where the tj = -7~ + 2v(iln) are equispaced on [-T, T] and the noise 
terms zi are independent and identically distributed (i.i.d.) according to a 
Gaussian N(0, 02) distribution. We are interested in estimating the qua- 
dratic functional Q(f) = &, (f(k)(t))2dt, and we know, a priori, that sTT 
(f(m)(t))2dt 5 1, where m > k. Our aim is to find estimators Q(v) for Q(f), 
and we evaluate performance according to the worst-case mean-squared 
en-or supf E(Q(v) - Q(J?)~. 
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This is a problem of estimating a nonlinear functional of ffrom incom- 
plete, noisy data on J Such problems have been addressed by Ibragimov, 
Nemirovskii, and Has’minskii (1987) and by Fan (1988). In general the 
study of such problems is just beginning, and precise optimality results 
are unavailable. For related literature, see Levit (1978), Hall and Marron 
(1987), and Ritov and Bickel (1988). 
We show in this note that if we restrict attention to the class 9, of 
inhomogeneous quadratic estimators Q(V) = e + E GijUiUj of the quadratic 
functional Q, and if we restrict attention to periodic functions in 
9,= . , f(“-l) abs.cont. 
f”‘(T) = j-q -7r), 1 = 0 9.. . f m - 1, i “, (f’““(t>)2dt I 1) 
then it is possible to derive precise asymptotic results on the minimax 
quadratic risk 
R$(n) = ii: szf E($W - Q(fN2, 
and a simple, easily computable quadratic estimator. Specifically, we 
establish the following: 
THEOREM 1. Let r = (4m - 4k)l(4m + 1) < f and 4m2 > 1 + m. Put 
fi = (2r)r23r’2rr’2[2k + 2m + 1]-r’2 ($z)~~. 
n 
Let wj = n-l IX:=, u, expQrm((u - l)(j - 1)/n)} denote the jth (com- 
plex) Finite Fourier Coefficient of v, and set Wj = 4r(lWj12 - cr21n). Then 
the estimator 
Qo(v) = p/2 + ,z j 2k(I - pj 2m-2k)+ Wj 
is asymptotically minimax as n + ~4, in the sense that 
S;~P E(QoW - Q(fN2 - @j(n). 
Moreover, 
$j(n) - A(k, m)a4rn-2r, 
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where 
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A&, m) = (2~r)~‘2~‘-~(1 - r)-lrr[2k + 2m + I]-‘. 
Several remarks are in order. First, the estimator in question can be 
computed in order O(n log n) arithmetic operations, which serves as 
partial compensation for our decision to restrict attention to quadratic 
estimators. Second, we show that even by employing arbitrary measur- 
able functions of the data as estimators, the rate (~46)~~ cannot be 
essentially improved. Third, the case r 2 f excluded by the above theo- 
rem corresponds to the case where estimates with rate of convergence (r2/ 
12 are available and classical methods are available. 
An interesting aspect of our approach is the use of ideas from linear 
estimation to solve this problem. That is, we transform the problem to a 
problem of estimating a linear functional and use recent results of Donoho 
(1989) on minimax affine estimates of linear functionals to solve the prob- 
lem. 
In a final section we compare this result, which concerns optimal esti- 
mation in the presence of stochastic noise, with the problem of optimal 
estimation in the presence of deterministic noise. 
2. MINIMAX QUADRATIC ESTIMATION 
In Sections 2 and 3 we consider an apparently different estimation 
problem. We observe data yi = Bi + zi, i = 1, 2, . . . , where the zi are 
i.i.d. N(0, c2). We know a priori that f3 E 0, and we wish to estimate the 
quadratic functional Q(e) = EYE, q/0: (all qi L O), in such a way as to 
attain the minimax quadratic risk 
R;(E) = i;f sup E@(y) - Q(0))2. 
0 
Here $ is the class of quadratic estimates, i.e., any rule of the form Q(y) = 
Ei,j Gij yi yj + e, where (Gij) and e are constants. Fan (1988) has shown that 
for certain 0, we can specialize attention to the class 9. of diagonal 
quadratic rules, which are of the form 
Q(y) = C @i(yf - E2) + e 
Say that 0 is orthosymmetric if, whenever 8 E 0, then also (?0J E 0 for 
all possible sequences of signs (?). Fan’s lemma says that, if 0 is ortho- 
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symmetric, then the minimax risk over rules in 9 is attained by rules in 
20. 
A further reduction is possible. A diagonal shrinkage rule is any diago- 
nal rule with 
0 d ~j ~ qi, i= 1,2,. . . . 
We denote the class of all such rules by S. DS. Like the other lemmas in this 
paper, the following is proved in the Appendix. 
LEMMA 1. Let 0 be orthosymmetric. For estimating the orthosymme- 
tric functional Q(O) = c qi$f, the minimax quadratic risk is attained 
within the class %?.Ds of diagonal shrinkage rules. 
The reduction provided by this lemma is essential to our paper. Let us 
indicate why. We record that 
E(yf - &2) = ITI; 
Var(y! - e2) = 41~~8; + 2E4. 
For a diagonal rule, we get 
E@(y) - Q(0))2 = Bias2(Q, 0) + var(Q, e), 
where 
Bias@, 6)) = 2 (4; - qi)eF + e 
and 
Var(Q, 0) = 4.~~ C $0; + 2.~~ 2 4’. 
I i 
Note that the variance of Q(y) is heterogeneous-it depends on 13. How- 
ever, it turns out that for shrinkage rules, the heterogeneity is asymptoti- 
cally negligible, in a certain sense. 
For example, suppose we are interested in the functional Q(0) = Ci 8:. 
Then shrinkage rules satisfy 0 5 @i I 1 for all i and so for all such rules, 
the heterogeneous term satisfies 
If 0 is norm-bounded, so that Xi 0: 5 M, say, then the heterogeneous 
term is uniformly of order O(E~). Consequently, in the cases where R;(E) 
% c2, heterogeneity is unimportant. 
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Define, then, the pseudo-risk 
R<Q, 0) = (C. (Gi - qi)02 + e 
i 
I2 + 2&4 T 4;; 
this is the true risk minus the heterogeneous term of the variance. Con- 
sider the minimax pseudo-risk 
R&) = kf sup I?@, (3). 
@ 
By the above comments, if Q = ISi 02, and 0 is orthosymmetric and norm- 
bounded, then 
R; - R, as E+ 0; (2) 
we call this the homogeneous variance approximation. 
Given a sequence (ri) of positive entries, define the l,-body O,((ri)) = 
(0 : Xi r;lOilP 5 l}. Th is set is orthosymmetric, and if p 2 1, convex, so 
Lemma 1 applies. The following result shows that the homogeneous vari- 
ance approximation holds for a special class of /,-bodies. 
THEOREM 2 (Risk Approximation). Let 0 = O,((ri)), with r2j-1 = rzj = 
.l ‘pm, p 2 2, m > 0. Let Q be orthosymmetric, with weights q2j-1 = q2j = 
J ‘2k, with 0 5 k < m + l/p - 8. Zf R;(E) % .c~ then the homogeneous 
variance approximation (2) holds. 
The theorem is proved in the Appendix. All other theorems in this 
paper follow from lemmas proved in the Appendix, and arguments in the 
main body of the paper. 
Consider the problem of estimating the linear functional L(x) = ISi lixi 
from data u = (ui), where Ui = xi + ui, and the ui are orthogonal random 
variables with zero mean and common variance q2. We suppose that we 
know a priori that x E X, a convex subset of 12. We use estimates from the 
class SJI of uffine rules i(u) = IZi &ui + e, and we wish to attain the 
minimax affine risk 
i;f sup E&u) - L(x))~. 
X 
(3) 
The problem is of interest here because of the following remark: 
E(i(U) - L(X))2 = (T (ii - li)Xi + ej* + q2 C c. 
, 
(4) 
Comparing (4) with the definition (1) of the pseudo-risk for quadratic 
estimation, we see that under the correspondence 
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we get the precise equality 
E&u) - L(x))2 = R($, e). (5) 
Let us define 
Then we have, under the correspondence above, 
R&Z) = $I: sup R($, e) = i$ sup E&II) - L(x))~. 
0 X 
(6) 
In other words, the minimax risk RQ may be evaluated by solving for the 
minimax risk among affine shrinkage estimates in a certain linear prob- 
lem. 
Say that X is contractiue if the mapping Ck defined by Ck(x) = (x,, 
. . . ) x&-l, 0, x&+1, . * .) is a contraction of X: 
c&(x) c x. 
If 0 is orthosymmetric and convex, one easily sees that the corresponding 
X iS COntraCtiVC. For 8 = (&, . . . , e&-l, +6&, ok+,, . . .) and 8’ = (e,, 
. , ok-l, -ok, d&+1,. . .) 
l’(e,, . . 
are both in 0, hence their average (0 + 0’)/2 
. , ~&-I, 0, o&+1, . . .) is in 0 and the property is evident. 
LEMMA 2. Suppose X is a contractive subset of the nonnegative or- 
thant. Then for estimating the positive linear functional L(x) = xi lixi with 
li 2 0, the minimax af$ne risk (3) is attained within the class .rjps of uffine 
shrinkage rules. 
In symbols 
i$ sup E&u) - L(x))~ = i;f sup E@(u) - L(x))~ 
X X 
= R:(q; L, X) say. 
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Combining (6) with (7) gives: 
Risk Zsomorphism. Let 0 be convex and orthosymmetric. Then 
RQ(&; Q, 0) = R&I; L, x) 
with L, X, etc., defined according to the correspondence above. More- 
over, if Lo(u) = xi &Ui + e is a minimax affine shrinkage rule for L, then 
Qa(y) = IZi b(y’ - e*) + e is a minimax quadratic shrinkage rule for Q 
under the pseudo-risk R. 
A thorough study of affine minimax estimation is given in Donoho 
(1989). Define the modulus of continuity 
a(s) = s”P{(L(xl) - L(x-l)l 1 11x1 - X-*11 5 6, Xi E X}. 
Then, if X is convex, and if 0(S) --) 0 as 6 + 0, we have, from Theorem 2 
of Donoho (1989), 
so that if LR(6) = 6’ then Ri = q*‘. More precisely, if Ln(S) - A6’ as 6 + 0 
then 
R&I) - 2*r-*t-y1 - r)l-W(r)) 
as r) + 0. Finally, we can characterize the Affine Minimax estimator as 
follows. Suppose that X is a norm-bounded and norm-closed convex sub- 
set of 12. Then let a0 be the (!) maximizer of 
Suppose the modulus a(&) is attained by a pair (x-, , x1), so that L(xl) - 
Lb-I) = Wo), 1(x, - x-,11 5 6, an XI, x-r E X. Then putting x0 = (x1 + d 
x-1)/2, the estimator 
LOW = Uxo) + co T (x, - x-1, II - x0) 
is minimax among affine estimates of L. Here CO = 6$(6: + 47*). 
Via the isomorphism above, these results all have implications for qua- 
dratic estimation. But to apply them, we need to take care that X is 
convex. 
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DEFINITION, The orthosymmetric set 0 is quadratically conuex if the 
set X = ((0:) : 8 E 0) is convex. 
Note that /,-bodies 0, are quadratically convex iff p 2 2. 
THEOREM 3. Suppose that 0 is orthosymmetric, convex, and quadrat- 
ically convex. Define the modulus of continuity 
w(6) = SUP {lQ(el) - Q(e-l)l : 7 (et,, - 0tl,i)’ 5 a*, 81, ekl E @}. 
Then 
cJ(Vu)/4 5 RQ(&) 5 aJ*(v%*). 
In fact 
RQ(&) = sup 
c&5)2&4 
F>O 8E4 + 62’ (8) 
Moreover, ifo(6) - A6’ as E ---, 0, then 
RQ(E) - 23r-2r’(l - r)lmrc0*(.5*). 
Finally, suppose that 0 is norm-bounded. Then the supremum in (8) is 
attained at 60 > 0. The modulus of continuity ~(60) is attained by some 
pair (e-1, et), and, putting &,i = X’(ei,i + 8?,,,)/2, a minimax quadratic 
estimator for the pseudo-risk R is 
Qo(Y) = eo + 2 Gi(y: - E*), 
where eo = Xi (qi - $J&;, 
460) Gi = CO - si ce:,, - @d. 
and co = 6f&3~~ + 6:). 
3. MINIMAX WEIGHTS FOR ELLIPSOIDS 
We now specialize. Let 0 = 02((ri)) with ri a sequence of positive 
constants tending to ~0. Geometrically, this is a compact ellipsoid. 
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THEOREM 4. Let qi, ri 2 0 with qilri decreasing to 0. With respect to 
the pseudo-risk R, the minimax quadratic estimator for Q = Xi qi6: over 
0 = Oz((ri)) has weights 
Y’i = ao(4i - bori)+, i= 1,2,. . . 
for a0 and bo determined as follows: Put 
g!(b) = C qi(qi - bri)+ 
gdb) = C (9; - bri): 
i 
gdb) = 2 ri(qi - bri)+. 
[For each b > 0, each of these sums has a finite number of nonzero 
terms.] Then b. is the maximizer of 
(gdbYs3@N22~4 
J(b) = 8.s4 + g2(b>/g3(b)2 
and 
gdboYg,(bo)2 
a’ = 8~~ + g,(bo)lg3(bo)2’ 
Moreover, 
RQ(&) = J(boh 
SO the optimal estimator has ii = qiao(l - bo(ri/qi)+. The “minimax 
weights” (1 - bo(rilqi)+ are similar in form to those derived by Pinsker 
(1980) in solving a certain optimal filtering problem. We also remark that 
the optimal constant term e. for the estimator in question is 
e. = bo,2 + (1 - ah(bo) 
%3(bo) ’ 
The proof of the theorem results from applying Theorem 3 above with 
the following 
LEMMA 3. Let qi, ri 2 0 and let +(x) be positive and monotone in- 
creasing in x. Then the optimization problem 
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subject to 
Xi (Xl,i - X-l,i)* 5 a2 
Xi Yi$lJ(X.,i) 5 1 
0 s X.,i 
has a solution with xwl = 0 identically. Zf $(x) = x, xl is given by 
x1.i = a(qi - h)+, (9) 
where a and b satisfy 
a2 C (qi - bri): = 62 
a C ri(qi - bri)+ = 1. 
(10) 
(11) 
4. THE WHITE NOISE MODEL 
To relate the results of the last two sections to the problem of the 
Introduction we take one intermediate step. Consider (yet another!) esti- 
mation problem: we observe 
Y(t) = j-1, f (u)du + &W(f), t E l-3 rl, (12) 
where W is a Wiener Process, started at W(-T) = 0, i.e., a Gaussian 
process with EW(t) = 0, Cov(W(t), W(s)) = 7~ + min(t, s). We are again 
interested in estimating Q(f) = sTT (f(m)(t))2dt and we again know that 
fE9,. 
An isometry reduces this to a problem treated in Sections 2 and 3. 
Define an orthonormal set of functions (vi);=, in L2[-7~, ~1 by the rules 
pzj-l(t) = (l/G) sin(jt) and qzj(f) = (l/V’%) cos(jt), for j = 1, 2, . . . . 
With respect to this system, f has the Fourier-Bessel coefficients 8i(f), 
where 
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Define the empirical Fourier-Bessel coefficients 
then yi = Bi + Zi with the zi i.i.d. N(0, a*). NOW define (qi) by q2j-1 = q2j = 
j2k and r2j-1 = r2j = j 2m. One verifies that if f E 9,) 
I Iv (fck’(?))*dt = 2 qief; 
and 
Hence the estimation problem of this section becomes a problem from 
Section 2, with Q(0) = Xi qi0!, and 0 = Oz((ri)). 
Although the pi do not make up a complete orthonormal system (they 
are missing the constant function), the coefficients (yJ are sujj?cienf, in 
the measure theoretic sense, for the problem we consider. Hence, for our 
purposes, observing Y is completely equivalent to observing the y = ( yi). 
It follows that the minimax risk for estimating jTW (f(m)(t))2dt using qua- 
dratic functions of Y is equivalent to estimating Q(0) using quadratic 
functions of y, etc. 
Applying Theorems 2, 3, and 4, we easily get asymptotically minimax 
quadratic estimates of Q. To work out the asymptotics, note that 
g,(b) = 2 2 j2k(j2k - bjzm)+ - 2 1; A2k(A2k - bX*“)+dX 
2 
_ b(-4k-1)/(2m-Zk) 
2 
- 
_ 
4k + 1 2k + 2m + 1 1 
as b + 0, and similarly, 
a(b) )$-4k-1)/(2m-2k) 2 4 2 - - 
4k + 1 2k + 2m + 1 
+4m+l’ -. 1 b-0 
(13) 
gdb> 
2 2 
- b(-2k-2m-1)1(2m-2k) 2k + 2m + 1 --. 1 ’ 4m + 1 b+- 0. 
(14) 
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These calculations, together with Theorem 4, give immediately that 
RQ(&) - 23’-*(I - r)-‘r’[2k + 2m + 1]-‘&4r. (15) 
We also get asymptotics for the optimal a0 and b. in Theorem 4. As E + 0, 
aok) + 1, 
bob) - 23r’2rr’2[2k + 2m -I- 1]-r’2~2r, 
and, as g2(bo)lg3(bO) = O(1) while a0 - 1, the optimal centering constant 
e. - bo/2. It turns out that, to get asymptotic minimaxity, it is enough to 
use the asymptotic forms in these relations. So define 
P(E) = 23r’2rr’2[2k + 2m + 1]-r’2&2r (16) 
and 
4i = (4i - @i)+ . (17) 
With extra calculations, which we omit, one sees that although the coeffi- 
cients (17) are not exactly minimax for any E > 0, the excess risk is of 
smaller order than RQ . This implies: 
THEOREMS. Let r = (4m - 4k)l(4m + 1) < 4. Put yi = J??r qiY(dt), i = 
1,2,. . . . Let p and @i be dejined as in (16) and (17). Then the estimator 
Qo(Y) = 012 + C Gi(y? - E2) 
is asymptotically minimax among quadratic estimates, 
StmP J%&J') - Q(fN2 - RQ(E) as E + 0, 
and the minimax pseudo-risk RQ(E) obeys (15). 
5. WHITE NOISE AND SAMPLED DATA 
We are now in a position to solve the problem of the Introduction. Note 
that observing Ui = f(ti) + zi is the same as observing 
t E f-77, ?T]. (18) 
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But, if we have (27rln)zi = E( W(ti) - W(ti-1)) this is visibly a Riemann sum 
approximation to the white noise equation (12). Hence, under the calibra- 
tion 
2lra2 
&= v’= n 9 (19) 
we expect the sampling model and the white noise model to be essentially 
equivalent. 
Let us be more precise. Define the empirical Fourier-Bessel coefficient 
We propose to act as if the data ji were equivalent to yi. We apply the 
estimate Q0 designed for use with (vi) at this noise level (19) to the data 
(ji) instead. 
The reader will note that the resulting estimate Q&) is precisely the 
estimate mentioned in the Introduction. To see this, compare Theorem 5 
with Theorem 1, keeping in mind (19), and also the analytic fact that the 
complex Fourier transform is related to our real orthogonal transform via 
2GWj = y2j + Gij@,, j = 1,2,. . . . 
Theorem 1 follows from Theorem 5 by an approximation argument. The 
argument has two halves. First, we show that under the calibration (19), 
Q&) is asymptotically equivalent to QO(y). Second, we show that no 
estimator based on Y, is better than Q&). 
Putting 
ei(f) = c 2 ~;(tu)f(tu) 
u-l 
we have ui = 6, + zi, where the zi are i.i.d. N(0, Ed) for 1 I i < II. For a 
given function f, compare the empirical coefficients (jli) with ( yi). Both 
have noise which is i.i.d. N(0, c2) for 1 I i < n. On the other hand, the 
difference between the signal terms &i(f) and ei(f) is not large either. 
LEMMA 4. Zf f is a real trigonometric polynomial of degree <n/2, so 
that ei(f) = 0 for i 2 n - 1, then 
Ji,n(f 1 = di(f 1, i=l,2,. . . ,n--I. (20) 
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Also, if f E 9, then 
Iii,,(f) - Of(f))* 5 ym~n-*~, i = 1, . . . , n - 1 
for a numerical constant y,,, which is$nite if m > 1. 
This leads to 
LEMMA 5. Let r < 1 and 4m2 > m + 1. With E as in (19), on an 
appropriate probability space, 
sup WQo(y) - Qo(i>>’ = o(n-*% 
9, 
From these lemmas, it follows immediately that 
SUP WQo(j9 - Q(f))* 5 RQ(&)(l + o(l)). 
9, 
This completes the first half of the proof of Theorem 1. For the second 
half, we argue that actually the reverse holds as well: for all sufficiently 
large 12, 
‘tf SUP &(v) - Q(f))* 2 RQ(E). 
pm 
(21) 
Hence the estimator Qo(i) is asymptotically minimax among quadratic 
estimates based on Y,. 
For fixed k, define B m,k to be the subset of 9, consisting of those fwith 
0i(f) = 0 for i 2 k. If k < n - 1, we may apply the quadrature formula (20) 
to get that, on an appropriate probability space, the first n - 1 empirical 
Fourier-Bessel coefficients are identical in the two different models: 
Yi = Yi, i = 1,. . . , n - 1. (22) 
Define 
0, = (6 = (e&f-)) : j-E 8,) 
and 
@m,k = (0 = (ei(f)) : fE $m,k)* 
Fork<n- 1,wehave 
i;f shop E($(j) - Q(e))* = i’;f yp E($@) - Q(e))*. 
m.k 8n.k 
(23 
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We need the following: 
LEMMA 6. Define (qi) by q2j-1 = q2j = j2k and (ri) by r2j-1 = r2j = j2m. 
Then the solution vector x1 provided by Lemma 3 has xl,i = 0 for i > no(S), 
say. Zf m > 4, 
no@) = 0(6-1). (24) 
Its implications can be summarized as follows. Given T = (Ti), define the 
hyperrectangle 
O(7) = (8 : 0; 5 7i, i = 1, 2, . . .}. 
If O(T) C 0 we call the problem of minimax estimation of Q over O(T) a 
rectangular subproblem of 0. 
LEMMA 7. Let r2j-1 = r2j = j2m and q2j-1 = q2j = j2k, where k < m. For 
the pseudo-risk R, there is a rectangular subproblem of 0, which is 
equally as hard as the full problem, i.e., a sequence r = (Ti) such that 
Moreover, the subproblem is no(&J-dimensional, 
where no@) was dejined in Lemma 6; and 60 = Ed. 
Combining these facts, and noting that (24) together with (19) gives 
no&) = o(n), we get that for all sufficiently large n, no(ao) < n - 1 and, as 
m > a, 
igfyp ~%%9 - QUN2 2 i;f F"P W&9 - Q(fN2 
m n ??I."0 
= i;f rp E(Q($) - Q(O)>2 
- m.ng 
= i;f yp W%y) - Q(W2 iby (2311 
- m.ng 
2 iyf yp R(e, 0) 
H m.ng 
= i;f sup R(& 13) 
0, 
= RQ(&), 
iby (251, CWI 
and (21) is proven. 
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Our approach to Theorem 1 may be summarized as follows. We solved 
the problem for the white noise observations (12). Then we showed that 
sampled data (18) are in some sense equivalent to white noise observa- 
tions (12). See Nussbaum (1985) for a specific instance, and Low (1988), 
and Donoho and Low (1989), for some general results on “white noise 
approximation” in linear problems. The notion of rectangular subprob- 
lems which are equally as hard as the full problem arises, in a different 
context, in Donoho, Liu, and MacGibbon (1989). 
6. RATE OPTIMALITY 
We now turn to the optimality, as regards rate, of our proposed esti- 
mate, not just among quadratic estimates, but among all estimates. To 
discuss this fully, we first consider the white noise model of Section 2. As 
we saw there R$ = w*(E*). We now show that the rate w*(E*) cannot be 
exceeded even by using arbitrary measurable estimates. 
THEOREM 6. Let 0 be a quadratically convex and orthosymmetric set, 
bounded in G-norm, so that x 9; 5 M < w. Let Q(0) = x q;Bf with qi 2 0. 
For small c > 0, there exists (Y = CY(C, M) > 0 so that 
inf sup E@(y) - Q(8))* 2 ~*(ce*)a(c, M). 
Q @ 
The proof is based on the following Bayesian hypothesis testing argu- 
ment. Let yi = 6, + zi, where as before the zi are i.i.d. N(0, E*), but now 6 
is a random variable, and 6 is independent of (zi). Consider two different 
probability distributions pa, pl for 6 with the properties 
Q@> = qo a.s. [PO] (27) 
and 
Q(s) = 91 a.s. M. (28) 
Thus ~0 and ~1 concentrate on certain level sets of the functional in 
question. In addition, suppose that 
(29) 
Let PO,E and P1,z denote the marginal distributions of y that result. 
Now estimating Q to within a precision finer than (ql - qo)/2 is no easier 
than performing a hypothesis test between Ho : 8 - pa and H1 : 8 - pl. 
Indeed, given an estimator Q, we can always test hypotheses by saying: 
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accept HO if & 5 (41 + q,$/2 and reject otherwise. Therefore, if we can 
show that no hypothesis test performs very well in this setting then no 
estimator can consistently have errors smaller than (q, - qo)/2. 
Formalize this (cf. Donoho and Liu, 1988). Define the testing affinity 
which measures the sum of type I and type II errors of the best test 
between PO and Pi. Then for any measurable function of the data, 
&J$cY) - qo12 + J%L(Q(y) - qJ2) 2 K41 - 4oY212wI,e~ PO,,). 
Now, as Max 2 Sum/2, we get 
inf sup 
d suPPhwsuPPh) 
wm - Q(fN2 2 &?I - 90)2/m(~1,,, PO,,) 
and as Supp(~) U Supp( pi) C 0 
inf SUP E&Y) - Q(N)* 2 [(a - qd*/810~,,, PO,,). 
Q o 
Let us assume for the moment that {(ef)} is closed in the 12 norm. Under 
this assumption, we now exhibit a pair po, pl so that 
41 - 40 = 4CE2) (30) 
WI,,, PO,,) 2 84~5 Ml > 0, (31) 
and the theorem follows. 
We describe the construction. Let 6 = CE*. Applying Lemma 2 of 
Donoho (1989), the convexity, 12 norm-closure, and norm-boundedness of 
{(Of)} imply that the modulus o(6) is attained by some pair (0,) 0-i). Let si 
be an i.i.d. sequence of random variables taking just the values + 1 and 
- 1, each with probability 4. Define ~0 by 
4 = (S&I,i) 
13 = (S#l,i). 
Thus, in each case, ti amounts to randomly changing the signs on a con- 
stant vector. Geometrically, p. and pI concentrate on the vertices of two 
hyperrectangles. Note that as 0 is orthosymmetric, the condition (29) is 
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met. Also, putting q. = Q(&,), q1 = Q(&), conditions (27), (28) hold. Now 
by construction, Q(&) - Q(&J = w(cE*). Thus (30) holds, and the theo- 
rem reduces to verifying (31). This follows from: 
LEMMA 8. Let {zi} be i.i.d. N(0, E*), si be i.i.d. with P (si = 1) = 4, and 
P (si = -1) = 4, and (si) independent ofthe (Zi). Let (e,,i) and (0-,,i) be 
sequences of positive constants each satisfying x e?,i 5 M. Let PI,, de- 
note the probability law of (yi) when 
yi = Siel,i + Zi, i=l,2,. . . . 
Let Po,~ denote the probability law of (yi) when 
Yi = Sic-,,i + Zi, i= 1,2,. . . . 
For all suf$ciently small c, there exists an absolute constant a(c, M) > 0 
so that 
C (et,, - 821,j)* 5 c2e4 
implies 
dP1,8, PO,,) 2 84~3 M). 
The proof of this lemma is given in the Appendix. Modulo the assump- 
tion of closedness, the theorem is proven. Now even without closedness, 
we may for each n > 0 find a pair pa, pl attaining (30) to within l/n and 
also satisfying (31). The theorem therefore follows in the more general 
case as well. 
For many applications of this theorems, it would suffice to use the 
approach of Fan (1988). Our approach may be compared to Fan’s by 
saying that we test between vertices of two (possibly infinite-dimensional) 
hyperrectangles while he tests between vertices of two finite-dimensional 
hypercubes . 
What seems innovative in our approach is that the hyperrectangles we 
use are automatically derived for us from the modulus of continuity, 
rather than found by trial and error. Our approach has a practical advan- 
tage, in that it is nonasymptotic, and a conceptual advantage as well. It 
directly shows the (unusual) “distance” 
C (G,i - 021,i)* 
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to be the key quantity in deriving a lower bound for nonregular quadratic 
functionals . 
In any event, let us apply this to the model of the Introduction. 
LEMMA 9. Let r2j-1 = rq = J ‘2m and q2j-1 = q2j = j2k, where k < m. Let 
v > 0. There is a rectangular subproblem O(r) of 0, with 
i;f suy E@(y) - Q(O))2 2 w~(c~~)c~c, l), 
7 
(32) 
where the injimum is over all measurable estimates. Moreover, the sub- 
problem is nO(cE2)-dimensional, 
O(T) c %,,,I (33) 
where no was de$ned in Lemma 6. 
Again applying (22), together with no(cs2) = o(n), we get that for all 
sufficiently large n, no(cs2) < n - 1, and so 
if SOP WI&v) - Q(f))2 2 '$2~ E@(v) - Q(fN2 
m rn.fl" 
= inf sup E@(y) - Q< 19))~ 
Q @m,., 
2 02(c&2)a(c, 1) iby (WI. 
But w2(cs2) goes to zero at the same rate as &(a). Hence quadratic 
estimates are rate-optimal. 
7. COMPARISON: OPTIMAL RECOVERY 
Suppose we observe 
Uj = Xi + Vi, 
where we know x E X a priori, and the noise v = (vi) is now deterministic, 
satisfying [Iv/j2 5 7). We wish to estimate J, a general, nonlinear functional. 
We evaluate performance of an estimator j by the worst-case error 
Err@, xl = ,yp, I&u> - -WI, 
Y-= 
and we are interested in procedures attaining the minimax error 
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E *(q ; J, X) = inf sup Et@, x). 
J XEX 
This is the standard problem of optimal recovery of a functional J from 
noisy data (see, e.g., Micchelli and Rivlin, 1977). Define the modulus of 
continuity of J, 
i2(6; J, X) = sup{lJ(x) - J(y)/ : I/x - yII 5 6 x, Y E X>. 
If X is convex, then the “central algorithm” (Traub, Wasilkowski, 
Woiniakowski, 1983, 1988) is minimax, with error 
E*(r); J, X) = fi(27)/2. 
The results of this paper, where the noise is assumed random, make for 
an interesting comparison. As discussed in Section 2, if J is an uffine 
functional, and the observations are contaminated with random white 
noise of variance 7) 2, the minimax root-mean-squared error is between 
Q(q)/2 and n(q). Hence estimating an affine functional J, with a priori 
information X, leads to essentially the same difficulty of estimation, 
whether the noise is deterministic and chosen by an adversary, subject to 
the constraint that the norm of the noise vector be no larger than q, or 
whether the noise is random and of variance q2. Formally, 
(R*(q; J, X))“2 = E*(q; J, X), -q + 0. 
In fact there exist estimators which perform very well in both problems. 
Donoho (1989) has a fuller discussion of the correspondence between the 
statistical estimation problem and the optimal recovery problem in the 
case of estimating affine functionals. 
The results of this paper show that for estimating quadratic functionals, 
the correspondence no longer holds. In the statistical problem, the modu- 
lus o, rather than a, controls the difficulty of estimation. Not only are the 
two moduli defined differently, they can have completely different asymp- 
totics. For example, consider the functional Q(6) = xi f3!. Consider the 
ellipsoidal class 0, defined by the constraint that xi i2”@ 5 1. Then Q 5 
1 on this class. It follows that R(6; Q, 0,) I 26, for every m > 0. On the 
other hand, with r = 4ml(4m + l), then ~(6; Q, 0,) = 6’. Hence, if r < 4, 
there is no longer a comparability between deterministic noise of size 71 
and statistical noise of variance 7 2. The statistical problem is harder, in 
the sense that 
(R*(r); Q, @))“2 = q2r % E*(r); Q, 0) = q, 7) -+ 0. 
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8. APPENDIX: PROOFS 
8.1. Proof ofLemma 1 
Consider the operation (Gi) H (Gi) defined by 
@i = max(O, min(qi, Gi)), i= 1,. . . . 
We show that with an optimal choice of constant 6, the induced estimator 
$(y) = 5 + Xi Gi(yj? - c2) has better worst-case MSE than does d(y). 
Write MSE = Bias* + Vat-, where 
Bias@, 0) = 2 (ii - qi)Of + ti 
Var(Q, 0) = 4.~~ C (iye: + 2~~ 2 4’. 
I i 
As 4; 5 4: for all i, 
Var(Q, 19) 5 Var($, O), 8 E 0. (34) 
Define 
B+(ci) = suP 2 (Gi - qi>df 
0 i 
B-(G) = i;f 2 (kji - qi)0!* 
i 
Then 
= W+(4) - B-(i))*/4 (35) 
lJ 0 
and the optimal choice of a is 
a^ = -(B+(G) + B-(4))/2. 
Similar formulas hold for 4. 
Now we invoke orthosymmetry and convexity. This implies, as in Sec- 
tion 2, that if 9 is any set of subscripts, and 8 E 0, then 7 = (ri) defined by 
is also an element of 0. 
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Now let 9, = {i : ii > qi}. Defining T as above, we get 
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and so 
B+(tj) 2 0. 
By the same token, B+(G) % 0. 
On the other hand, let .J- = {i : Gi I qi}. Given an arbitrary 0 E 0, 
define r using .9 = A. Now 
and so 
On the other hand, for i E .9-, 
termwise, for each 6. Therefore, 
B-(G) 5 B-(i). 
We conclude from the above that 
B+(ci) - B-(4) 2 B+(G) - ua, 
which implies, via (34), (39, that Q has smaller worst-case MSE than Q. 
8.2. Proof of Theorem 2 
If 2k < m + l/p - 4 then Q(f3) is bounded on 6, and so the simple 
arguments given in the paragraphs before the statement of the theorem 
suffice to establish the conclusion. So suppose that 2k 2 m + l/p - 4. 
By the same type of asymptotics as in Section 4, putting 
r= 
m+ Up-k-$. 
m+llp-f ’ (36) 
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then if r < 4, 
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RQ(&) = &4r, &+ 0. 
Hence the result is equivalent to 
We show below that if we know that 
(37) 
(38) 
and also that 0 5 Gi 5 qi then 
SUP (C ~z6i’ : e E o,CCr,,,] % CIM’4k-2m+“““4k+1’, M-, w, (39) 
where s = (1 - 2/p)-‘. On the other hand, if & is minimax quadratic for 
the pseudo-risk R, then from 
R(Q, 0) 2 Vi&, 6) = 2E4 2 4’ 
we have 
R&) 2 2&4 2 4’. 
We may therefore take 
M = R&)c4 - C2.54('-'), E--+0 
in (38) and so, by (39) and some calculation 
E2 c Cjfef 5 c3E 4r+11(2m+2/p-112) = &4r), E-+0. 
It remains only to prove (39). We wish to evaluate 
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By Holder this is 
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Now as ri2S’p is decreasing in i, the answer is to set Gi = qi for i < m. and (ii 
= 0 for i > mo, for mo = inf{i : Ecf=, qf 2 M}. 
Thus the value of the problem is bounded above by 
($J qjl,rjs/p)l’s = (,~wm)+l)lls 
2(2km)+lls = m. 
Now m. x Ml@k+l), which, together with the last display, gives (39). 
8.3. Proof of Lemma 2 
Note that 
inf sup (i(x) - L(x))~ + q2 C if = (B+(i) - B-(i))2/4 + q2 C c, 
0 x 
where 
B+(i) = SUP C <1?. - Ii)&, 
X 
etc. From this point on, the argument is similar to that for Lemma 1. 
8.4. Proof of Lemma 3 
First, we show that we may take xr,i 2 x-l,i for i = 1, . . . . Indeed, if 
(xl, x-r) is a candidate for solution, then by relabeling if necessary, we 
may suppose that C qiXr,i > E qix-1,;. Define 
X-l,i = min(x...l,i, Xl,i) 
Xl,i = X],i. 
The new pair is at least as good as the original one: it makes 
C 9iGl,i - X-l,i) 2 C qi(Xl,i - X-l,i) 
and so the new objective value is at least as good; but on the other hand 
we have 
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and 
C (Xl,i - X-l,j)* 22 C (Xl,i - X-],i)* YS 6’ 
and so the new pair is still feasible. 
Second, we show that among pairs with xi,i 2 X-l,i elementwise, we 
may take x-, = 0 identically. Indeed, define 
Xl,i = X],i - X-l,i 
Then 
and 
C 4iCil,i - x-l,i) = 2 qi(X1.i - X-l,i) 
C (.?I,: - X-l,i)* = C (Xl,i - X-l,i)* 5 6*, 
but, as $ is monotone, 
etc. Hence the new pair is still feasible and delivers the same objective 
value. 
Third, we note that x1 may therefore be taken as the solution to 
SUP C qixi subject to 
0 % Xi. 
Fourth, we check that with I/J(X) = x the solution has the indicated form. 
Suppose that y = ( yi) is an alternative vector satisfying the same feasibil- 
ity conditions. Then with hi = vi - Xl,i 
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0 2 2 Xl,ihi 
0 2 C rihi. 
Let 4, = {i : x~,~ > 0). On 4’, by definition, 
qi < bri, i E 4,‘. 
Hence 
C qihi < C qihi + b C rihi 
iEJ i@ 
= 2 (xl,ila + bri)hi + b C rihi 
= a:1 C xl,ihi + b 2 rib:‘ 
10 
and the proof is complete. 
8.5. Proof of Lemma 4 
by (4211 
iby (911 
[by (401, (4111 
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(40) 
(41) 
(42) 
We recall the discrete orthogonality relations for sin and cos. Suppose 
that i and j are not both equal to 0 mod 12 or to n/2 mod n: 
$, cos (i 9) sin (j F) = 0 
$, cos (i T) (-0s (j Zf!) = { r2 :iek’ mod n 
gl sin (i Zf!) sin (j Z!f!) = {a” ile” mod n 
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It follows that Izi,zj = 1 if i = j mod n, Iii-i,~j-i = 1 if i = j mod n, that 
r2i,2n-2;+2kn = 1, that r2i-1,2n-1-2i+2kn = 1, and that I’ij = 0 otherwise. On the 
other hand, if i and j are both equal to n/2 mod n, then I2i,2j = 2; I2i-i,zj-i 
= 0 if n is even, but I2i-i,zj-i = 1 if n is odd. The first conclusion of the 
lemma follows. 
For the final conclusion, note that if 0 E 0,) the formulas above give 
(with 1 5 i < n and i = 2j - 1; the case i = 2j is analogous) 
lei,n - 8i( = 1 2 oi+2kn + 2 eZni2+2knl 
kzl kr0 
I (2 (ri+Zkn)-’ + 2 (r2n-i-2+2kn)-‘)“* 
= (2 (j + kn)-2m + go ((k + lb - j)-2m))“2 
with y,,, = 22m+2 Sk>0 k-2”. 
8.6. Proof of Lemma 5 
We define Y,, and Y as processes on a common probability space, as 
follows. Let W be a Wiener process, started at -r. Let c#J&) = l/V% 
and define 
Wi = 4i(f)W(dt), 
J 
i=O,. . . . 
The wi are i.i.d. N(0, Ed). Define 
Zu = .z +i(fu)Wi, u=l,2,. . . ,n. 
i=o 
Using a transposed form of the orthogonality relations of the previous 
lemma, the zu are i.i.d. N(0, 02). Moreover, by those same relations 
Wi = c 2 Zd#dtu), i = 1,. . . , n - 1. 
It follows that with these zi, 
Yi = di,tz(f) + Wi, i=l,. . . ,n-1 
yj = Oi(f) + Wi. 
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Hence 
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Yi - Yi = ei,n(f) -  Oi(f)y i = 1, ) . . . ) n - 1. 
Now consider 
00(f) - &O(Y) = 2 C Giyi& + C fjiSf, 
where 6i = yi - yi. Note that Gi > 0 only for i < no, where n, = o(n) (see 
Lemma 6 below). Therefore, for all i appearing in these sums, we have 
8: 5 ymn-2m. 
Put A = eo(jl) - &o(y), and use EA2 = (EA)2 + Var(A), 
say. But 
=n -,,$k-m+1/2 = n-m+(4k-2m+1)/(4m+l) = o(n-r) 
as 4m2 - m - 1 > 0, while 
II 5 y,n-2m f$ Gi 
i=l 
5 ymn-2m 2 4i 
i=l 
-n 
2kt 1 -2mn o 
=n -2m+(4k+2)/(4m+l) = o(n-r) 
Hence (EA)2 = o(C2’) uniformly in 0. 
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Now 
Var(A) = 4E2 c ijfi3: 5 +,,,n-2ms* c if. 
I 
Now the weights Gi are minimax; so R&E) L 2c4 c 4’. Hence 
2&* 2 4’ 5 &-2&(E) 
and so 
Vat-(A) 5 2y,nm2m~P2Rp(s). 
As m > f and .C~ = O(n), Var(A) = o(&(E)) = o(K~~). 
8.7. Proof of Lemma 6 
Let b(6) be the solution to Eqs. (IO), (11) of Lemma 3. Then 
g=(b) &@jT = a=* 
Using the asymptotics (13), (14) for g2 and g3 in Section 4, we have 
b(6) - B(k, m)6’, 6+0 
With B(k, m) = (1 - r)“*[2k + 2m + l]-“=. AS x1,2j = x1,2j-1 = 0 if bj2m-2k 2 
1, we have 
n0 
_ b-Ii(2w2k) 
Substituting in functions of 6 for functions of b we get 
no@> = a-2/(4m+l) 3 
and so, if m > 4, then no(a) = 0(6-I). 
8.8. Proof of Lemma 7 
Recall the risk isometry of Section 2: 
kf sup R(Q, 6) = i;f sup E&u) - L(x))~. 
@In X 
(43) 
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Consider applying Theorem 3 to the functional Q over the set 0,. Let EO 
be as in that theorem, and let I%, 13~~ be the pair mentioned there. Let (Xi,i) 
and (x-i,;) be the corresponding sequences defined by our isomorphism. 
By Lemma 3, in solving the constrained optimization problem with 60 = 
tie:, we may take x-],; = 0 identically and Xl,; = 0 for i > no, for a certain 
120 = no(&). By Theorem 1 of Donoho (1989), 
i;f sup E@(u) - L(x>Y = inf sup E&u) - L(x))2, 
X d [X-l3Vl 
(44) 
where [x-i, xl] denotes the line segment joining xmI to xl. Let O((x],J) = 
(0 : 0f I xl,i}. Then, one checks 
inf sup E@(u) - L(x))~ = inf sup R(Q, 0). 
d [X-1.X11 b.7 @((Xl.,)) 
(45) 
Moreover O((Xl,i)) C a,,,,,. Hence 
(46) 
Combining (43)-(46), we get 
Now in the corresponding linear problem, a0 = 7 (see Donoho, 1989). It 
follows that here co = F. The proof is complete. 
8.9. Proof of Lemma 8 
We use, without comment, terminology and notation associated with 
the Hellinger distance between probability measures (cf., for example, 
Donoho and Liu, 1988; Le Cam, 1986). Let (u = PI,, + P2,E and define gl = 
dP,,,ldp, go = dPo,,ldp. Let p denote the Hellinger affinity 
Then the quantity of interest is bounded by 
@LB, PO,,> 2 w. 
Let &(y) denote the probability density of N(0, Ed). Then, putting gi,i( y) 
= (&(Y - 81,J + MY + t&J)/2 and go,i(Y) = (#J,(Y - &,J + MY + eo.JY 
2, we have that 
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where 
Now in terms of (squared) Hellinger distance, h; = j- (6 - G)*&, 
p* = exp [2 2 log(1 - h?/2)]. 
Define 5(x) = Ilog(1 - x/2)(; then I@) = [(x)/x is increasing and 
lb PI = 2 5(h?) 5 I/&up h:) c h?. 
We now use two facts. First, by Lemma 10 below 
sup hf 5 2(1 - exp(-c/8)). 
Second, as x; 0Y,i II M, Markov’s inequality gives, for each a E (0, 11, 
#{i : O?,i > U} 5 F * 
Hence putting .9ja = {i : 0i,i 5 a, Ot,i 5 a}, 
2 hf = 2 h: + 2 hf 
iE4, i@. 
5 iz h? + +, 0 
where we used h: I 2. Invoking Lemma 11 below, 
2 hf 5 C*(U) . C (dg,i - ef,i)*s 
iE.9. I 
Suppose that E = 1; then for each a E (0, 11, 
(log pi 5 1,!42(1 - exp(-c/8))) (C*(a)c* + 53 = Y(C, a, M), 
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say, and so the lemma holds in this special case, with 
a(c, M) = (16)-l exp(-2r(c, a, M)). 
The general case then follows from this special case, with the same (Y, by a 
certain scale invariance. 
LEMMA 10. Let Xi (0i,i - 19:,;)~ I c2 and E = 1. Then 
sup hf d 2(1 - exp(-c/8)). 
Proof. By convexity of squared Hellinger distance, the definition of 
ai, etc., 
But 
C2 z SUP (O$,i - 6f,i)2 
2 SUP (80,i - Bl,i)4. 
The lemma now follows from the formula H2(& 4(. - 7)) = 2(1 - 
exp(-r)*/8)). 
LEMMA 11. Suppose that 1 > a 2 81,i, 60,i 2 0. Then 
hi 5 C(a)l0i,i - 6:,il 
with 
C(a) = 1 + 1 lx14 cosh2(ux)+(x)dx. 
Proof. 
h? = 1 (d/e, cosh(8rx) - q/e0 cosh(80x))2+(x)dx, 
where el = exp(-@/2), eo = exp(-B$2). Hence 
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hi 5 (1 (d 1 
112 
el cosh(&x) - d/e0 cosh(8ix))2+(x)dx 
+ (veo cosh(&x) - d/e, cosh(f30x))2&r)&)“2 
= I + II, say. 
Now, by a calculation, 
Z2 = (exp(-6:/4) - exp(-8i/4))2 exp(6:) 5 (0: - ei)‘, 
and 
ZZ2 = ei \ (Vcosh(&x) - Vcosh(eix))2f$(x)d. 
Put I+@) = V&s&& Then, by a calculation, 
+(eox) - +(e,x) I (e: - e;)/2)x12 cosh(e,x) 
so 
zz2 5 (e: - e;j2/4 11~1~ C0sh2(e1X)+(X)dX 
and the lemma follows. 
8.10. Proof of Lemma 9 
The argument is similar to that for Lemma 7. Put 6 = ce2, and use 
Lemma 3 with that 6. This gives sequences xml = 0 and xl. Defining 8i,i = 
V&J, etc., we get a pair (0,) 0-r) to which Lemma 8 applies. Indeed, the 
random variable (s#i,i) is @((xl,;))-valued. We conclude, as in the argu- 
ment for Theorem 6, that 
inf sup l@(y) - Q(e))2 2 w(cE~)c~c). 
Q @((XI,,)) 
Now, by construction x~,~ = 0 for i > no. This completes the proof. 
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