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1 Abstract
Markov interval maps were introduced by S. Holte [5] in 2002 and she showed
that any two inverse limits with Markov interval bonding maps with the same pat‐
tern were homeomorphic. In 2013 I. Banič and T. Lunder [1] extended the notation
from continuous maps to set‐valued functions, called generalized Markov interval
functions, and applied the theory of generalized inverse limits with set‐valued func‐
tions. In this note we introduce Markov‐like functions as a generalization of gener‐
alized Markov interval functions and show that any two generalized inverse limits
with Markov‐like bonding functions having same pattern are homeomorphic. Con‐
sequently we can give a generalization of [1].
2 Definition and Notation
Definition 2.1. For any n\in \mathbb{N} , let X_{n} be a compact space and let 2^{X_{n}} be the collec‐
tion of all nonempty closed sets of X_{n} . Let f_{n} : X_{n+1}\rightarrow 2^{X_{n}} . A generalized inverse
system is defined as a sequence of pairs X_{n} and f_{n} , which is denoted by (X_{n}, f_{n})_{n\in \mathrm{N}}.
The generalized inverse limit \displaystyle \lim_{\leftarrow}\{X_{n}, f_{n}\} of an inverse system (X_{n}, f_{n})_{n\in \mathrm{N}} is defined
by
\displaystyle \lim_{\leftarrow}\{X_{n}, f_{n}\} := { (x_{1}, x_{2}, \displaystyle \ldots)\in\prod_{n=1}^{\infty}X_{n}| x_{n}\in f_{n}(x_{n+1}) for any n\in \mathbb{N}}.
In the case that X_{n}=X and f_{n}=f for each n\in \mathrm{N} , we write the inverse limit by
\displaystyle \lim_{\leftarrow}\{X, f\}.
\displaystyle \lim\{X_{n}, f_{n}\} is compact if f_{n} is upper‐semi continuous for all n\in \mathbb{N} . Moreover,
\leftarrow
if  f_{n}(x)\in C(X_{n+1}) for all x\in X_{n} , where C(X_{n+1}) is the collection of all nonempty




Definition 2.2. Fix m \in \mathbb{N}_{\geq 2} . Let Ⅱ = [a_{1}, a_{m}] be the closed interval. Let A :=
a_{1} < a_{2} <. . . < a_{m} be a finite partition of \mathbb{I} and put \mathbb{I}_{j} = [a_{j}, a_{j+1}] for each
j=1 , . . . ,m-1.
A set‐valued function f : Ⅱ \rightarrow  2^{\mathrm{I}} having a surjective graph is Markov‐like with
respect to A if the following statements are satisfied.
(1) For all j= 1 , 2, .. . m , there exist \displaystyle \frac{s_{j}}{2} mutually disjoint closed intervals (they
can be degenerate) [a_{r_{1}(j)}, a_{r_{2}(j)}] , . . . , [a_{r_{s_{J}-1}(j)}, a_{r_{s_{\mathcal{J}}}(j)}] such that
f(a_{j})=\displaystyle \bigcup_{k=1}^{2}[a_{r_{2k-1}(j)}\lrcorner^{ $\vartheta$}, a_{r_{2k}(j)}] , and
a_{r_{l}(j)}\in A for each l\in\{1, 2, . . . , s_{j}\}.
(2) Let define G_{j}(f) := { (y, x)\in G(f)|x\in Int (Ⅱj)} for each  j=1 , 2, . . . ,m-1.
Then, there are n_{f}(j) strictly monotone continuous functions f_{j}^{1}, f_{j}^{2} , . . . , f_{j}^{n_{f}(j)}
having mutually disjoint graphs defined on Int (\mathbb{I}_{j}) such that for each  1\leq l\leq
 n_{f}(j)
\displaystyle \lim_{x\downarrow a_{J}}f_{j}^{l}(x)\in f(a_{j})\cap A, \displaystyle \lim_{x\uparrow a_{J+1}}f_{j}^{l}(x)\in f(a_{j+1})\cap A , and
G_{j}(f)=\displaystyle \bigcup_{l=1}^{n_{f}(j)}G(f_{j}^{l}) .
Definition 2.3. Let Ⅱ =[a_{1}, a_{m}] and \mathbb{J}=[b_{1}, b_{m}] be closed intervals and
A : a_{1} < \mathrm{a}_{2} < < a_{m} and B : b_{1} < b_{2} < < b_{m} be partitions of Ⅱ and \mathbb{J}
respectively.
A Markov‐like function f : Ⅱ \rightarrow 2^{\mathrm{I}} with respect to A and a Markov‐like function
g : \mathrm{J}\rightarrow 2^{\mathrm{J}} with respect to B have the same pattern if the following conditions are
satisfied.
(3) For any j=1 , 2, . . . m,
f(a_{j})\supseteq[a_{r_{1}(j)}, a_{r_{2}(j)}] \Leftrightarrow g(b_{j})\supseteq[b_{r_{1}(j)}, b_{r(j)}2].
(4) For any j \in \{1, 2, . . . , m\}, n_{f}(j) = n_{9}(j) and there exists a bijection $\phi$_{j} :
\{ 1, 2, . . . , n_{f}(j)\}\rightarrow\{1, 2, . . ., n_{g}(j)\} such that
\displaystyle \lim_{x\downarrow a_{J}}f_{j}^{k}(x)=a_{l_{1}(j)} \Leftrightarrow \lim_{y\downarrow b_{g}}g_{j}^{$\phi$_{J}(k)}(y)=b_{l_{1}(j)},
\displaystyle \lim_{x\uparrow a_{\mathrm{J}+1}}f_{j}^{k}(x)=a_{l_{2}(j)} \Leftrightarrow \lim_{y\uparrow b_{J+1}}g_{j}^{$\phi$_{J}(k)}(y)=b_{l_{2}(j)}.
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3 The Main Theorem
Theorem 3.1. Let Ⅱ =[a_{1}, a_{m}] and \mathrm{J}=[b_{1}, b_{m}] be closed intervals and
A : a_{1} < a_{2} < < a_{m} and B : b_{1} < b_{2} < < b_{m} be partitions of Ⅱ and \mathbb{J}
where m \geq  2 respectively. Let \{f_{n}\}_{n\in \mathrm{N}} and \{g_{n}\}_{n\in \mathrm{N}} be sequences of Markov‐like
functions with respect to A and B respectively. Then if for every n\in \mathrm{N}, f_{n} and g_{n}
have the same pattern, two generalized inverse limits \displaystyle \lim_{\leftarrow} {Ⅱ, f_{n} } and \displaystyle \lim_{\leftarrow}\{\mathrm{J}, g_{n}\} are
homeomorphic.
Here we state an idea of the proof. First we explain the reason why we may
assume that both Ⅱ and \mathrm{J} are the unit interval [0 , 1].
Lemma 3.2. Let Ⅱ = [a_{1}, a_{m}] be a closed interval and A : a\mathrm{i} < < a_{m} be a
partition of Ⅱ,where m\geq 2 . Let \mathrm{J}=[0 , 1 ] . Let f : Ⅱ \rightarrow 2Ⅱ be a Markov‐like function
with respect to A . Suppose that h : Ⅱ \rightarrow \mathrm{J} is a piecewise linear homeomorphism
such that
h(a_{1})=0, h(a_{m})=1 , and
h is non‐differentiable at a point  x\in Ⅱ \Rightarrow  x\in A.
Let define b_{i}=h(a_{i}) for each i=1 , . . . , m and a partition B : b_{1} <. . . <b_{m} of J.
Then there is a Markov‐like function g:\mathrm{J}\rightarrow 2^{\mathrm{J}} with respect to B such that
2^{h}\circ f=g\mathrm{o}h,
where 2^{h}:2^{\mathrm{I}}\rightarrow 2^{\mathrm{J}} is the induced homeomorphism by h , and
f and g have the same pattern.
Lemma 3.3. Let Ⅱ and \mathrm{J} be closed intervals. Let { f_{n} : Ⅱ \rightarrow  2^{\mathrm{I}} } and \{g_{n} : \mathrm{J} \rightarrow
 2^{\mathrm{J}}\} be sequences of set‐valued functions and let { h_{n} : Ⅱ \rightarrow \mathrm{J}} be a sequence of
homeomorphisms such that
2^{h_{n}}\circ f_{n}=g_{n}\circ h_{n+1} for each n\in \mathbb{N},
where 2^{h_{n}} :  2^{\mathrm{I}}\rightarrow  2^{\mathrm{J}} is the induced homeomorphism by h_{n} . Then the generalized
inverse limits \displaystyle \lim_{\leftarrow} {Ⅱ, f_{n} } and \displaystyle \lim_{\leftarrow}\{\mathrm{J}, g_{n}\} are homeomorphic.
Theorem 3.4. Let Ⅱ = [a_{1}, a_{m}] be a closed interval and A : a\mathrm{i} < < a_{m} be a
partition of \mathrm{I} , where m\geq 2 . Let f : Ⅱ \rightarrow 2^{\mathrm{I}} be a Markov‐like function with respect
to A . Suppose that h : Ⅱ \rightarrow \mathrm{J}= [0 , 1 ] be a piecewise linear homeomorphism such
that
h(a_{1})=0, h(a_{m})=1 , and
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h is non‐differentiable at a point  x\in Ⅱ \Rightarrow  x\in A.
Let define b_{i}=h(a_{i}) for each i= 1 , . . . , m and a partition B : b_{1} <. . . <b_{m} of J.
Then there exists a sequence \{g_{n}\} of Markov‐like functions with respect to B such
that the generalized inverse limits \displaystyle \lim_{\leftarrow} {Ⅱ, f_{n} } and \displaystyle \lim_{\leftarrow}\{\mathbb{J}, g_{n}\} are homeomorphic.
Outline of the proof of Theorem 3.1.
Step 1. From Theorem3.4, we can assume both Ⅱ and \mathrm{J} are the unit interval [0 , 1].
Let h : Ⅱ \rightarrow \mathrm{J} be a piecewise linear homeomorphism such that h(\mathbb{I}_{j})=\mathrm{J}_{j} for all
j=1 , 2, .. . ,m-1.
Step 2. For any point \mathrm{x}= (x_{1}, x2, . . .) \displaystyle \in\lim_{\leftarrow} {Ⅱ, f_{n}}, there exists exactly one point
\mathrm{y}=(y_{1}, y_{2}, \ldots)\in \mathrm{h}\mathrm{m}\leftarrow\{\mathrm{J}, g_{n}\} with y_{1}=h(x_{1}) and satisfying the following properties
for each i\in \mathbb{N} :
(1) -(\mathrm{i})  x_{i}\in Int (\mathbb{I}_{j}) \Leftrightarrow  y_{i}\in Int (\mathbb{J}_{j}) ,
(2) -(\mathrm{i}) x_{i}=a_{j} \Leftrightarrow  y_{i}=b_{\mathrm{j}},
(3) -(\mathrm{i}) x_{i-1}=f_{i-1}^{k}, j(x_{i}) \Leftrightarrow  y_{i-1}=g_{i-1,j^{J(k)}}^{$\phi$_{i-1}}(y_{i}) .
For any \displaystyle \mathrm{x}\in\lim_{\leftarrow} {Ⅱ, f_{n}}, choosing the point \displaystyle \mathrm{y}\in\lim_{\leftarrow}\{\mathrm{J}, g_{n}\} of Step 2, we can define
the function
H:\displaystyle \lim_{\leftarrow}\{\mathbb{I}, f_{n}\}\rightarrow\lim_{\leftarrow}\{\mathrm{J}, g_{n}\}.
Step 3. We show that H is continuous.
We will provide some notations and lemmas to show that H is continuous.
Fix i\in \mathbb{N} . For any j\in\{1, 2, . . . , m-1\}, k\in\{1, 2, . . . , n_{f_{i}}(j)\} , let
\overline{f_{i,j}^{k}}(w)=\left\{\begin{array}{ll}
\lim_{x\downarrow a_{j}}f_{i,j}^{k}(x) & \mathrm{i}\mathrm{f} w=a_{j}\\
f_{i,j}^{k}(w) & \mathrm{i}\mathrm{f} w\in \mathrm{I}\mathrm{n}\mathrm{t} (\mathbb{I}_{j})\\
\lim_{x\uparrow a_{J+1}}f_{i,j}^{k}(x) & \mathrm{i}\mathrm{f} w=a_{\mathrm{j}+1}.
\end{array}\right.
Similarly, for any j\in\{1, 2, . . . , m-1\}, k\in\{1, 2, . . . , n_{g_{l}}(j)\} , let
\overline{g_{i,j}^{k}}(z)= \left\{\begin{array}{ll}
\lim_{y\downarrow b_{J}}g_{i,j}^{k}(y) & \mathrm{i}\mathrm{f} z=b_{j}\\
g_{i,j}^{k}(z) & \mathrm{i}\mathrm{f} z\in \mathrm{I}\mathrm{n}\mathrm{t} (\mathbb{J}_{j})\\
\lim_{y\uparrow b_{J+1}}g_{i,j}^{k}(y) & \mathrm{i}\mathrm{f} z=b_{j+1}.
\end{array}\right.
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Then \overline{g_{i,j}^{k}} is a homeomorphism from \mathbb{J}_{j} to a closed interval having endpoints in B.
Lemma 3.5. For any \displaystyle \mathrm{x}\in\lim_{\leftarrow} {Ⅱ, f_{n} } and i\in \mathbb{N} , there exists $\delta$_{i}>0 such that
if \displaystyle \mathrm{x}'\in\lim_{\leftarrow} {Ⅱ, f_{n}}, d(\mathrm{x}, \mathrm{x}')<$\delta$_{i} , then
x_{i+1}, x_{i+1}'\in \mathbb{I}_{j} for some j\in\{1, \cdots, m-1\}
and one of the following statements hold.
(1) x_{i+1}=x_{i+1}', x_{i+1}, x_{i+1}'\in A,
(2) (x_{i}, x_{i+1}) , (x_{i}',x_{i+1}') \in G(\overline{f_{i,j}^{k_{1}}}) for some k_{1}\in\{1, \cdots, n_{f_{i}}(j)\},
(3) (x_{i}, x_{i+1}) , (x_{i}', x_{i+1}') \in G(\overline{f_{i,j-1}^{k_{2}}}) for some k_{2}\in\{1 , . . . , n_{f_{i}}(j-1
Lemma 3.6. Choose \mathrm{x}, \mathrm{x}' \in \displaystyle \lim_{\leftarrow} {Ⅱ, f_{n} } and let \mathrm{y}=H(\mathrm{x}) , \mathrm{y}' = H(\mathrm{x}') . Suppose
x_{i+1}, x_{i+1}'\in \mathbb{I}_{j} for some j\in\{1, . . . , m-1\} . Then we have the following.
(1) if x_{i+1}=x_{i+1}' and x_{i+1}, x_{i+1}'\in A, y_{i+1}=y_{i+1}',
(2) if (x_{i}, x_{i+1}) , (x_{i}',x_{i+1}') \in G(\overline{f_{i,j}^{k_{1}}}) for some k_{1}\in\{1, . . . , n_{f_{i}}(j)\},
(y_{i}, y_{i+1}) , (y_{i}', y_{i+1}') \in G(\overline{g_{i,j}^{$\phi$_{i,g}(k_{1})}}) ,
(3) if (x_{i}, x_{i+1}) , (x_{i}', x_{i+1}') \in G(\overline{f_{i,j-1}^{k_{2}}}) for some k_{2}\in\{1 , . . . , n_{f_{i}}(j-1
(y_{i}, y_{i+1}) , (y_{i}', y_{i+1}') \in G(\overline{g_{i,j-1}^{$\phi$_{i,g}(k_{2})}}) .
Definition 3.7. Fix i \in \mathrm{N} . For any (y_{i}, y_{i+1}) \in  G (gi), the subset G_{(y_{l},y_{i+1})}(g_{i}) of
G(g_{i}) is defined to satisfy the following condition
(y_{i}', y_{i+1}') \in G_{(y_{l},y_{i+1})}(g_{i})
if (y', y_{i+1}') \in G(g_{i}) and one of the following statements hold.
1. y_{i+1}=y_{i+1}',
2. (y_{i}, y_{i+1}) , (y', y_{i+1}') \in G(\overline{g_{i,j}^{k_{1}}}) for some j\in\{1, . .., m-1\} and
k_{1}\in\{1, \cdots, n_{f_{i}}(j)\},
3. (y_{i}, y_{i+1}) , (y',y_{i+1}') \in G(\overline{g_{i,j-1}^{k_{2}}}) for some j\in\{2, \cdots, m-1\} and
k_{2}\in\{1 , \cdots ,  n_{f_{t}}(j-1
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Lemma 3.8. Fix i\in \mathbb{N} . For any (y_{i}, y_{i+1})\in G (gi), and  $\epsilon$>0 , there exists a  $\delta$>0
such that
(y_{i}', y_{i+1}') \in G_{(y_{l},y_{ $\iota$+1})}(g③, |y_{i}-y_{i}'| < $\delta$ \Rightarrow |y_{i+1}-y_{i+1}'| < $\epsilon$.
Lemma 3.9. Fix  n\in \mathbb{N} and (y_{1}, y2, . . .) \in Ⅱ \mathrm{N} with (y_{i}, y_{i+1}) \in  G(g_{i}) for 1 \leq i \leq
 n-1 . For any  $\epsilon$> 0 , there exists $\delta$_{n} > 0 such that for any (yí, . . . , y_{n}', \ldots ) \in Ⅱ \mathrm{N}
with (yi’, y_{i+1}' ) \in G_{(y_{l},y_{ $\iota$+1})}(g_{i}) for 1\leq i\leq n-1 , the following statement is true.
|y_{1}-y\mathrm{i}| <$\delta$_{n} \Rightarrow |y_{i+1}-y_{i+1}'| < $\epsilon$ for  1\leq i\leq n-1.
We return to the proof that H is continuous.
Fix \mathrm{x} \in \displaystyle \lim_{\leftarrow}\{\mathbb{I}, f_{n}\} and let \mathrm{y} = H(\mathrm{x}) . Fix any  $\epsilon$ > 0 and choose n_{ $\epsilon$} \in \mathrm{N} with
\displaystyle \sum_{i=n_{ $\epsilon$}}^{\infty}2^{-i}<\frac{ $\epsilon$}{2} . From Lemma 3.5 and Lemma 3.6, there exists $\delta$_{n_{ $\epsilon$}} >0 such that
d(\mathrm{x}, \mathrm{x}')<$\delta$_{n_{ $\epsilon$}}\Rightarrow($\pi$_{i}\mathrm{o}H(\mathrm{x}'), $\pi$_{i+1}\circ H(\mathrm{x}'))\in G_{(y.,y_{l+1})}(g_{i}) for 1\leq i\leq n_{ $\epsilon$}-1.
Moreover, from Lemma 3.9, there exists $\eta$_{n_{ $\epsilon$}} >0 such that for any (yí, . . . , y_{n_{ $\epsilon$}}', \ldots ) \in
Ⅱ \mathrm{N} with (yi’, y_{i+1}' ) \in G_{(y_{i},y_{i+1})}(g_{i}) for 1\leq i\leq n_{ $\epsilon$}-1,
|y_{1}-y_{1}'|<$\eta$_{n_{ $\epsilon$}} \Rightarrow |y_{i+1}-y_{i+1}'| <\displaystyle \frac{ $\epsilon$}{2n_{ $\epsilon$}} for 1\leq i\leq n_{ $\epsilon$}-1.
Since h : Ⅱ \rightarrow Ⅱ is continuous, there exists $\delta$_{n_{ $\epsilon$}}'>0 such that
d(\mathrm{x},\mathrm{x}')<$\delta$_{n_{ $\epsilon$}}' \Rightarrow |y_{1}-$\pi$_{1}\displaystyle \mathrm{o}H(\mathrm{x}')|=|h(x_{1})-h(x_{1}')|<\min\{\frac{ $\epsilon$}{2n_{ $\epsilon$}}, $\eta$_{n_{ $\epsilon$}}\}.
Let  $\delta$=\displaystyle \min\{$\delta$_{n_{ $\epsilon$}}, $\delta$_{n_{ $\epsilon$}}'\} . Then
 d(\mathrm{x},\mathrm{x}')< $\delta$ \Rightarrow |y_{i}-$\pi$_{i}\displaystyle \mathrm{o}H(\mathrm{x}')|<\frac{ $\epsilon$}{2n_{ $\epsilon$}} for 1\leq i\leq n_{ $\epsilon$}.
Therefore
d(\displaystyle \mathrm{y}, H(\mathrm{x}'))=\sum_{i=1}^{\infty}2^{-i}|y_{i}-$\pi$_{i}\circ H(\mathrm{x}')|
=\displaystyle \sum_{i=1}^{n_{ $\epsilon$}}2^{-i}|y_{i}-$\pi$_{i}\circ H(\mathrm{x}')|+\sum_{i=n_{ $\epsilon$}+1}^{\infty}2^{-i}|y_{i}-$\pi$_{i}\circ H(\mathrm{x}')|
<\displaystyle \frac{ $\epsilon$}{2}+\frac{ $\epsilon$}{2}
= $\epsilon$.
Thus, H is continuous. The same proof can be applied to the inverse map of H.
Therefore we have that H is a homeomorphism.
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4 Some examples
In this section we show that some examples of Markov‐like functions and their
generalized inverse limits. Here we suppose that Ⅱ means the unit interval [0 , 1 ].
Example 4.1. For f : Ⅱ \rightarrow 2^{\mathrm{I}} , assume that there is a strictly monotone continuous
function g : Ⅱ \rightarrow \mathbb{I} such that (0,0) , ( 1,  1)\in  G(g) and G(f) = G(g) . Then,
\displaystyle \lim_{\leftarrow} {Ⅱ, f} is an arc.
Proof. Let $\pi$_{1}:\displaystyle \lim_{\leftarrow} {Ⅱ, f} \rightarrow \mathbb{I} be the projection map to the first coordinate. Then $\pi$_{1}
is a homeomorphism. Therefore, \displaystyle \lim_{\leftarrow} {Ⅱ, f} is an arc having endpoints \{(0,0, \ldots) ,
(1, 1, \ldots \square 
Example 4.2. For f : Ⅱ \rightarrow 2Ⅱ,assume that there is a strictly monotone continuous
function g : Ⅱ \rightarrow \mathbb{I} such that (0,1) , (1, 0)\in G(g) and G(f)=G(g) . Then, by the
same proof of Example 4.1, \displaystyle \lim_{\leftarrow} {Ⅱ, f} is an arc having endpoints (0,1,0,1, \ldots) and
(1, 0,1,0, \ldots) .
Example 4.3. Fix n \in \mathbb{N}_{\geq 2} . Suppose that f_{1} , . . . , f_{n} : [0, 1]\rightarrow [0 , 1 ] are strictly
monotone continuous functions such that
i\neq j \Rightarrow  G(f_{i})\cap G(f_{\mathrm{j}})=\{(0,0) , (1, 1) \}.
Let f : Ⅱ \rightarrow 2Ⅱ be defined by
G(f)=\displaystyle \bigcup_{i=1}^{n}G(f_{i}) .
Then, \displaystyle \lim_{\leftarrow} {Ⅱ, f} is a union of uncountable arcs. All arcs have same endpoints and
they are pairwise disjoint on each point without their endpoints.
Example 4.4. Fix n \in \mathbb{N}_{\geq 2} . Suppose that g_{1} , . . . , g_{n} : [0, 1]\rightarrow [0 , 1 ] are strictly
monotone continuous functions such that
i\neq j \Rightarrow G(g_{i})\cap G(g_{j})=\{(0,1), (1, 0)\}.
Let g : Ⅱ \rightarrow 2Ⅱ be defined by
G(g)=\displaystyle \bigcup_{i=1}^{n}G(g_{i}) .
Then, \displaystyle \lim_{\leftarrow} {Ⅱ, g} is a union of uncountable arcs. All arcs have same endpoints and
they are pairwise disjoint on each point without their endpoints.
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The next example show that there are two Markov‐like functions f and g such
that they do not have the same pattern but their generalized inverse limits are
homeomorphic.
Example 4.5. Let l, m be distinct natural numbers greater than two. Suppose
that f_{1} , . . . , f_{l}, g_{1} , . . . , g_{m} : [0, 1]\rightarrow[0 , 1 ] are strictly monotone continuous functions
such that
i\neq j \Rightarrow  G(f_{$\iota$'})\cap G(f_{j})=\{(0,0) , (1, 1) \},
i'\neq j' \Rightarrow  G(g_{i'})\cap G(g_{j'})=\{(0,0) , (1, 1) \}.
Let define set‐valued functions f, g : Ⅱ \rightarrow 2^{\mathrm{I}} by
G(f)=\displaystyle \bigcup_{i=1}^{l}G(f_{i}) ,
G(g)=\displaystyle \bigcup_{j=1}^{m}G(g_{j}) .
Then f and g do not have the same pattern but their generalized inverse limits
\displaystyle \lim_{\leftarrow} {Ⅱ, f} and \displaystyle \lim_{\leftarrow} {Ⅱ, g} are homeomorphic.
Proof. Let $\Lambda$_{l} :=\displaystyle \prod_{i\in \mathrm{N}}\{1, . . . , l\} and $\Lambda$_{m} := \displaystyle \prod_{j\in \mathrm{N}}\{1, . . . , m\} . Take a homeomor‐
phism  $\phi$ :  $\Lambda$_{l}\rightarrow$\Lambda$_{m} . For each s= ( s_{1}, s2, . . . ) \in$\Lambda$_{l} let denote
L_{s} := { \displaystyle \mathrm{x}\in\prod_{k=1}^{\infty} Ⅱ (x_{k}, x_{k+1})\in G(f_{s}k) for each k\in \mathrm{N}},
N_{ $\phi$(s)} := { \displaystyle \mathrm{y}\in\prod_{k=1}^{\infty} Ⅱ (y_{k}, y_{k+1})\in G(_{g $\phi$(s)_{k}}) for each k\in \mathrm{N}}.
Since L_{s}, N_{ $\phi$(s)} are arcs having endpoints \{(0,0, \ldots) , (1, 1, \ldots there is a homeo‐
morphism  h_{s} : L_{s}\rightarrow N_{ $\phi$(s)} such that
h_{s}((0,0, \ldots))=(0,0, \ldots) ,
h_{s}((1,1, \ldots))=(1,1, \ldots) .





Hence we can define H : \displaystyle \lim_{\leftarrow} {Ⅱ, f} \displaystyle \rightarrow\lim_{\leftarrow}\{\mathrm{I}1, g\} by
H(\mathrm{x})=h_{s}(\mathrm{x}) if \mathrm{x}\in L_{s}, s\in$\Lambda$_{l}.
Since  $\phi$ is a homeomorphism,  H is continuous and bijective. Therefore H is a
homeomorphism. \square 
In the end we give an example of a generalized inverse limit with a Markov‐like
function which have interesting topological properties (c.f.[2], [3] and [6]). We need
the following known fact.
Definition 4.6. a continuum X is a triod if there is a subcontinuum A\subseteq X such
that X\backslash A have no less than three components.
Theorem 4.7. ([4]) Plane cannot include uncountable mutually disjoint triods.
Example 4.8. ([2],[3], [6]) Let g : Ⅱ \rightarrow Ⅱ be a strictly monotone continuous function
with  g(0)=1, g(1)=0 . Let define the Markov‐like function f : Ⅱ \rightarrow 2Ⅱ by
f(x)=\left\{\begin{array}{ll}
[0, 1] & \mathrm{i}\mathrm{f} x=0\\
\{g(x)\} & \mathrm{i}\mathrm{f} x\in(0,1].
\end{array}\right.
Then the generalized inverse limit \displaystyle \lim_{\leftarrow} {Ⅱ, f} is a one‐dimensional non‐planer con‐
tinuum.
Proof. We note that \displaystyle \lim_{\leftarrow} {Ⅱ, f} is a continuum.
From Theorem 3.1, we may assume that g(x)=1-x . Let
A := { \displaystyle \mathrm{x}\in\prod_{j\in \mathrm{N}} Ⅱ x_{\mathrm{j}}=1-x_{j+1} for each j\in \mathbb{N}}.
For each i\in \mathbb{N} put
B_{i}:= \displaystyle \{\mathrm{x}\in\prod_{j\in \mathrm{N}}\mathbb{I} x_{i+1}=0, x_{j}=1-x_{j+1} (j<i), x_{j}\in f(x_{j+1}) (j\geq i+1)\}.
Then we can see that
\displaystyle \lim_{\leftarrow}\{\mathbb{I}, f\}=A \cup \bigcup_{i=1}^{\infty}B_{i}.
First we show that \displaystyle \lim_{\leftarrow} {Ⅱ, f} is one‐dimensional. By Example 4.2, A is an arc
with endpoints \mathrm{p}=(0,1,0,1, \ldots) , \displaystyle \mathrm{q}=(1,0,1,0, \ldots)\in\prod_{j=1}^{\infty} \{0 , 1 \} . For each i\in \mathrm{N}
put
$\pi$_{(1,i)}(B_{i})= { (x_{1} , x2, . .. , x_{i})\displaystyle \in\prod_{j=1}^{i}\mathbb{I} x_{j}=1-x_{j+1} for 1\leq j\leq i-1 },
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$\pi$_{\langle i+1,\infty)}(B_{i})= { (x_{i+1}, x_{i+2}, )\displaystyle \in\prod_{j=i+1}^{\infty}\mathbb{I} x_{i+1}=0, x_{j}\in f(x_{j+1}) for j\geq i+1 }.
Then $\pi$_{\langle 1,i)}(B) is an arc having endpoints p_{i}=(0 , 1, 0 , 1, . . . ) , q_{i}=(1, 0, 1, 0, . . .) \in
\displaystyle \prod_{j=1}^{n} Ⅱ.On the other hand, since f^{-1}(0)=\{0 , 1 \} and f^{-1}(1)=\{0\}, $\pi$_{\langle i+1,\infty)}(B_{i})\subseteq
\displaystyle \prod_{j=i+1}^{\infty}\{0 , 1 \} . Moreover, it is seen easily that $\pi$_{\langle i+1,\infty\rangle}(B_{i}) is perfect. Hence $\pi$_{\langle i+1,\infty\rangle}(B_{i})
is a Cantor set. Therefore B_{i} is a one‐dimensional compact set as a product space
of an arc and a Cantor set. Since A is also a one‐dimensional compact set, by the
countable sum theorem, \displaystyle \lim_{\leftarrow} {Ⅱ, f} is one‐dimensional.
Next we show that \displaystyle \lim_{\leftarrow} {Ⅱ, f } is not planar. For the proof we precisely describe
the subset B_{i}\displaystyle \subset\lim_{\leftarrow} {Ⅱ, f}. For each i\in \mathbb{N} , we denote the Cantor set $\pi$_{\langle i+1,\infty)}(B_{i})
by C_{i} . Put the endpoints p_{i}, q_{i} of $\pi$_{(1,i\rangle}(B_{i}) and let
D_{i}:=\displaystyle \{p_{i}\}\times C_{i}\subseteq\prod_{j=1}^{i}\{0, 1\}\times C_{i},
E_{i}:=\displaystyle \{q_{i}\}\times C_{i}\subseteq\prod_{j=1}^{i}\{0, 1\}\times C_{i}.
By \mathcal{B}_{i} we denote the collection of arc‐components of B_{i} . Then
(1) Each element of \mathcal{B}_{i} is an arc having one endpoint in D_{i} and the other endpoint
in E_{i},
(2) For each c\in C_{i} , there exists an element of \mathcal{B}_{i} joining (p_{i}, c)\in D_{i} and (q_{i}, c)\in
 E_{i}.
(3) D_{2i}=D_{2i+1}\cup D_{2i+2}, E_{2i-1}=E_{2i}\cup E_{2i+1} for each i\in \mathrm{N}.
(4) Let
C_{0}^{0}:=\displaystyle \{\mathrm{x}\in\prod_{j=1}^{\infty}\mathbb{I} x_{1}=0, x_{j}\in f(x_{j+1}) for each j\in \mathrm{N} ,
C_{0}^{1} := { \displaystyle \mathrm{x}\in\prod_{j=1}^{\infty} Ⅱ x_{1}=1, x_{j}\in f(x_{j+1}) for each j\in \mathbb{N}}.
Then C_{0}^{0}=D_{1}\cup D_{2} and C_{0}^{1}=E_{1}.
(5)  D_{i}\cap D_{j}=\emptyset for any distinct odd numbers  i,j.
 E_{i}\cap E_{j}=\emptyset for any distinct even numbers  i,j.
(6) \displaystyle \bigcap_{n\in \mathrm{N}}D_{2n}=\{\mathrm{p}\}, \displaystyle \bigcap_{n\in \mathrm{N}}E_{2n-1}=\{\mathrm{q}\}.
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(7) D_{2}=(\displaystyle \bigcup_{n\in \mathrm{N}}D_{2n+1})\cup\{\mathrm{p}\}, E_{1}=(\displaystyle \bigcup_{n\in \mathrm{N}}E_{2n})\cup\{\mathrm{q}\}.
Let \mathrm{v} be a point of E_{4} and let  $\alpha$ be an arc in \mathcal{B}_{4} from \mathrm{v} to a point of D_{4} . Because
E_{4} \subseteq E3 \subseteq  E_{1} , there are arcs  $\beta$ and  $\gamma$ in \mathcal{B}_{3} and \mathcal{B}_{1} respectively, having \mathrm{v} as an
endpoint. Let  T_{\mathrm{v}}= $\alpha$\cup $\beta$\cup $\gamma$ . Since  D_{1} , D3 and D_{4} are pairwise mutually exclusive,
T_{\mathrm{v}} is a triod. If \mathrm{v} and \mathrm{w} are two different points of E_{4}, T_{\mathrm{v}}\cap T_{\mathrm{w}} = \emptyset . Because
 E_{4} is uncountable, \displaystyle \lim_{\leftarrow} {Ⅱ, f} contains uncountably many mutually disjoint triods.
Therefore \displaystyle \lim_{\leftarrow}\{ Ⅱ , f\} is non‐planer by Theorem 4 \cdot 7. \square 
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