Abstract. Let S = (a1) · · · (a k ) be a minimal zero-sum sequence over a finite cyclic group G of order n. An important question in zero-sum theory is to determine the pairs (k, n) for which every minimal zerosum sequence S of length k over G has index 1. Progress towards this question has been made by various authors; the only case that remains open, known as the index conjecture, is when k = 4 and gcd(|G|, 6) = 1. In this paper we make a contribution to the index conjecture. Namely, we prove that if S is singular then the index of S is 1.
Introduction
Throughout this paper G is a finite additive cyclic group of order n. By a sequence S of length k over G we mean a sequence with k elements, each of which is in G. We write (a 1 ) · · · (a k ) for such a sequence. A sequence S is a zero-sum sequence if i a i = 0. If S is a zero-sum sequence but no proper nontrivial subsequence of it is, then we say S is a minimal zero-sum sequence. Given any generator g of G, we may write S = (x 1 g) · · · (x k g) for some natural numbers x 1 , . . . , x k , where by x i g we mean the sum g+g+· · ·+g with x i terms. Definition 1.1. Let S = (x 1 g) · · · (x k g) be a sequence over G, where 1 ≤ x 1 , ..., x k ≤ n. Define the g-norm of S to be S g = k i=1 x i n . The index of S is defined by ind(S) = min S g , where the minimum is taken over all generators g of G.
The index of a sequence is an important invariant in zero-sum theory. It plays a crucial role in the study of zero-sum sequences and related topics 1 (see, for example, Geroldinger [4] and Gao [2] ). An important question is to determine the pairs (k, n) for which every minimal zero-sum sequence S of length k over G has index 1. The cases k = 4 or gcd(n, 6) = 1 have been settled (see [5] , [9] , [10] , [15] ). Therefore, the only remaining case is when both k = 4 and gcd(n, 6) = 1. The following conjecture is widely held.
Conjecture 1. Let G be a finite cyclic group such that gcd(|G|, 6) = 1.
Then every minimal zero-sum sequence S over G of length 4 has ind(S) = 1.
Remark 1.
It is easy to see that, for such S we have either ind(S) = 1 or ind(S) = 2, and moreover, ind(S) = 2 if and only if S g = 2 for all generators g of G. Indeed, for such S we have by definition that S g could be 1, 2, or 3; but if S g = 3 for some generator g, then S −g = 1, where −g is also a generator.
Below we always assume that (n, 6) = 1.
In [8] , Y. Li et al. proved that if n is a prime power then Conjecture 1 is true. Later the case when n has two distinct prime factors was also proved (see [7] and [14] ). Recently, X. Zeng and X. Qi [16] proved the conjecture for the case when n is coprime to 30. In [3] we proved the following result.
Theorem. Suppose that n is the smallest integer for which Conjecture 1 fails. Let S = (x 1 )(x 2 )(x 3 )(x 4 ) be a minimal zero-sum sequence over G ∼ = Z/n with ind(S) = 2. Then we have gcd(n, x i ) = 1 for all i.
In view of the above theorem, we see that to prove Conjecture 1 it suffices to prove that if S = (x 1 )(x 2 )(x 3 )(x 4 ) is a minimal zero-sum sequence with (n, x i ) = 1 for all i, then ind(S) = 1.
The purpose of this paper is to give a proof of Conjecture 1 in the case when S is singular (see below). 
preliminaries
Throughout this section we always assume that S = (x 1 ) · · · (x k ) is a minimal zero-sum sequence over Z/n with 1 ≤ x 1 , ..., x k < n.
For integers x and y > 0, let (x) y denote the least nonnegative residue of x mod y. For z ∈ Z/y, we may view z as an integer and define (z) y similarly.
Lemma 2. Let S = (x 1 )(x 2 )(x 3 )(x 4 ). Given any generator g in G, write S = (y 1 g)(y 2 g)(y 3 g)(y 4 g) for 1 ≤ y i < n. Then we have y i = (g −1 x i ) n for i = 1, . . . , 4, where g −1 is the inverse of g in the multiplicative group (Z/n) * .
In particular, we have
Proof. For any i = 1, ..., 4, we have
The following lemma will be used frequently.
Proof. The first part is essentially Remark 2.1 of [7] . For the second part, suppose x i = x j for some i = j. By Remark 1 and Lemma 2 we have
Since S is minimal, we clearly have (x
Thus, the righthand side of the above is at most 1 + 1 + (n − 2) + (n − 2) = 2n − 2, a contradiction.
To state our next result, we make the following definition.
Definition 2.1. We call an integer k good if k satisfies the following conditions:
and that x 1 = 1, x 2 + 1 = x 3 and (x i , n) = 1 for all i. If k is good, then
We need the following three lemmas in order to prove Proposition 4.
Lemma 5. Under the assumption of Proposition 4, we have
Proof. Since x 1 + x 4 = 1 + x 4 < n we see that 2x 2 + 1 = x 2 + x 3 ≥ n + 1. It follows that x 2 ≥ n+1 2 . By part (i) of Lemma 3 we have #{i :
Proof. It suffices to check the third condition. Namely, we need to show that
Since k is good, we have
Therefore it suffices to prove that
then by a straightforward computation, we see that to prove
it suffices to show that
Notice that the left-hand side is an integer. Thus, the above inequality is equivalent to
A straightforward computation turns it into
But this is clearly true. Hence the lemma follows.
Lemma 7. Let f (k) be defined as in (1) . Under the assumption of Proposition 4, if k is good and
Proof. First we claim that
Then by Lemma 3 S would have index 1, a contradiction. To prove the above inequality, first notice that
since k is good implies k < n/6. Hence, x 2 k ∈ ((k − 1)n, kn), and this gives
Also, since x 3 = x 2 + 1, we have
Therefore, we see that (x 4 k) n = x 4 k > n/2. This gives
and the claim follows.
Thus, we have x 2 ≥ f (k) + 1. It then follows that
This implies that (x 2 3k) n = x 2 3k − (3k − 1)n. We also clearly have
Hence, (x 3 3k) n = x 3 3k − (3k − 1)n. Recall that k < n/6, thus (x 1 3k) n = 3k. Now since S has index 2 and since gcd(3k, n) = 1, by Remark 1 and Lemma 2 we see that
It follows that
Therefore, we have x 4 3k = (x 4 3k) n < n, or x 4 < n/3k. Using the relation x 4 = 2n − 2 − 2x 2 , we obtain
But since n 6k is not an integer, we conclude that x 2 ≥ [n − n/6k] = f (2k). This completes the proof of the lemma.
Proof of Proposition 4:
First we show that x 2 ≥ f (1). By Lemma 5 we have x 4 < x 2 . But x 4 = 2n − 2 − 2x 2 . It follows that 2n − 2 − 2x 2 < x 2 , or
3 . When n ≡ 1 (mod 3), say n = 3m + 1, we have x 2 > 2n−2 3 = 2m = [2n/3] = f (1). When n ≡ 2 (mod 3), say n = 3m + 2, we have
This implies x 2 ≥ 2m + 1 since x 2 is an integer. But 2m
Thus, in both cases we have x 2 ≥ f (1).
Write k = 2 l . Since k is good, by Lemma 6 we have 2 t is good for any integer t ∈ [0, l]. In particular, 2 0 = 1 is good. This together with the fact that x 2 ≥ f (1) implies x 2 ≥ f (2) by Lemma 7. Now since x 2 ≥ f (2) and since 2 t is good for any integer t ∈ [0, l], we can use Lemma 7 repeatedly to conclude that
Lemma 8. Let b ≥ 3 be an integer such that
Proof. Clearly k = 2 b−2 satisfies the first two conditions in the definition of good. It remains to prove that
It suffices to show that
A straightforward computation shows that this is equivalent to
But this is clear since
. Suppose that S has index 2, and that x 1 = 1, x 2 + 1 = x 3 and (x i , n) = 1 for all i. Then x 2 = n − 4 or n − 3.
Therefore, S = (1)(n − 4)(n − 3)(6) or (1)(n − 3)(n − 2)(4).
. By Proposition 4, we have x 2 ≥ f (2k) if k is good. By Lemma 8, k = 2 b−2 is good. It follows that
Hence, n − x 2 ≤ 4, and x 2 could be n − 4, n − 3 or n − 2. The case x 2 = n − 2 can be excluded because n − 2 ≥ x 3 = x 2 + 1 > x 2 .
Proof of Theorem 1
In this section we prove Theorem 1. We need the following result.
Theorem 10. The sequences (1)(n − 4)(n − 3)(6) and (1)(n − 3)(n − 2) (4) have index 1.
Proof. If n ≤ 1000, it is known that every length four minimal zero-sum sequence over Z/n has index 1 (see [9] , and also [7] ). Thus, we may assume n > 1000. Moreover, it is known that S has index 1 if n has at most two distinct prime factors (see [8] , [7] and [14] ). Hence we may also assume that n has at least three distinct prime factors.
First, let us consider S = (1)(n − 4)(n − 3)(6). We claim that there exists a g ∈ (Z/n) * such that n/12 < g < n/8. This is clearly true for n "large enough" in view of the Prime Number Theorem in arithmetic progressions.
But here we would like to avoid determining the effective lower bound for "large" n. Therefore, instead of the Prime Number Theorem, we use the following result. interval (2N, 3N ) contains a prime for any integer N ≥ 2.
(ii) The interval N + 1,
contains a prime for any integer N ≥ 2.
If there is a prime p in the interval (n/12, n/8), then we will be done if we can show that p is coprime to n. Indeed, if p divides n, then we would have n/p is an integer less than 12, and thus n takes the form 5p, 7p or 11p, which contradicts our assumption that n has at least three distinct prime (n/12, n/8) contains no prime, we conclude that
This in turn gives 12q + 4 ≥ n. Recall that q = [n/12] and gcd(n, 6) = 1.
Hence we have n = 12q + 1.
Moreover, it is straightforward to compute that 3(q + 1)
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Thus we have [q+1, 3(q+1)/2−2] ⊆ (n/12, n/8). It follows that 3(q+1)/2−1 is a prime.
Write q = 2z + 1. Then since 3z + 2 = 3(q + 1)/2 − 1 is prime we see that z is odd. By part (ii) of the above lemma, we know that z + 1,
contains a prime. Hence
contains a prime p since 3(z + 1)/2 is an integer. We easily check that z + 1 > 24z + 13 24 = n 24 and that 3(z + 1) 2
Thus, we conclude that
This gives 2p ∈ n 12 , n 8 .
To prove our claim, it remains to show that gcd(2p, n) = 1. If not, then p divides n. But this implies that n/p is an integer smaller than 24, and thus n takes the form 5p, 7p, 11p, 13p, 17p, 19p or 23p, which contradicts our assumption that n has at least three distinct prime factors. Therefore, our claim follows.
We have shown that there exists a g ∈ (Z/n) * with n/12 < g < n/8. A straightforward computation then shows that (1 · g) n < n/2, ((n − 4) · g) n > n/2, ((n − 3) · g) n > n/2 and that (6 · g) n > n/2. Thus, we have
where x 1 = 1, x 2 = n − 4, x 3 = n − 3 and x 4 = 6. It follows from Lemma 3 that S has index 1.
The proof for the case when S = (1)(n − 3)(n − 2)(4) is almost exactly the same, and we omit it.
Proof of Theorem 1: If x 3 = x 2 +1 and S has index 2, then by Proposition 9 S = (1)(n − 4)(n − 3)(6) or (1)(n − 3)(n − 2)(4).
But it follows from Theorem 10 that these S both have index 1, a contradiction. Thus, if x 3 = x 2 + 1 then S has index 1.
Now suppose x 2 = n−2 and S has index 2. Then 2n = 1+(n−2)+x 3 +x 4
implies that (x 
