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Abstract
Hybrid experiments, which couple mechanical experiments and computer simula-
tions bidirectionally and in real-time, are a promising experimental technique in
engineering. A fundamental problem of this technique are delays in the coupling
between simulation and experiment. We discuss this issue for a simple prototype
hybrid experiment: a mechanical pendulum that is parametrically excited by coup-
ling it to a simulated linear mass-spring-damper system. Under realistic conditions
a small delay in the coupling can give rise to an essential instability. Namely, the
linearization has infinitely many unstable eigenvalues for arbitrarily small delay.
This type of instability is impossible to compensate for with any of the standard
compensation techniques known in engineering.
We introduce an approach based on feedback control and Newton iterations and
show that it is able to overcome the essential instability. The basic idea consists
of two parts. First, we change the bidirectional coupling between experiment and
computer simulation to a unidirectional coupling and stabilize the experiment with
a feedback loop. Second, we place the modified hybrid experiment into a Newton
iteration scheme. If the iteration converges then the hybrid experiment behaves just
as the original emulated system (within the experimental accuracy). Using path-
following, oscillations and their bifurcations can be tracked systematically without
knowledge of an underlying model for the experiment.
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1 Introduction
Nonlinear oscillations are a well-known feature of nonlinear dynamical sys-
tems. This type of self-sustained non-stationary behavior is often born in a
Hopf bifurcation, where a stable steady-state loses its stability when two com-
plex conjugate eigenvalues of its linearization cross the imaginary axis; see
standard text books such as [1,2]. When a mathematical model of the sys-
tem under consideration is known, for example, in the form of an ordinary
differential equation (ODE), then the bifurcating nonlinear oscillation can be
tracked, regardless of its dynamical stability, in a suitable parameter as a peri-
odic solution of the ODE. Furthermore, the Hopf bifurcation itself, as well as
other bifurcations (stability boundaries) of nonlinear oscillations, can be de-
tected and tracked in two or more parameters. This tracking (one also speaks
of path-following or numerical continuation) of different types of solutions and
their bifurcations has emerged as a tremendously useful tool for the analysis
of nonlinear dynamical systems. It can be performed with a number of freely
available software packages; see, for example, the recent survey [3].
In this paper we consider the problem of tracking oscillations and stability
boundaries directly in an experiment, that is, in a situation when a full math-
ematical model of the system under consideration is not available. More spe-
cifically, we are interested in hybrid testing experiments and, in particular, in
real-time dynamic substructured testing of mechanical and civil engineering
systems [4–7]. This term refers to the splitting of a complex structure into
two components (in the simplest case). The first component, for which a reli-
able model is available, is simulated on the computer. The second component,
typically the part that contains nonlinearities which are difficult to model re-
liably, is coupled bidirectionally and in real time to the computer model of the
first component. The coupling in one direction is done by a transfer system
(for example, a servo-mechanical actuator) that enforces the displacements
computed in the numerical simulation onto the experimental component. To
close the loop, the forces measured at the actuator are fed into the numerical
simulation, where they enter as an inhomogeneity.
Section 2 explains the general hybrid setup using a concrete example: a sub-
structured version of a nonlinear vibration damper in the form of a real pen-
dulum that is coupled at its pivot to a computer simulation of a vertically
excited mass-spring-damper (MSD) system; see Fig. 1. Throughout the paper
we formulate all statements and algorithms for this prototype nonlinear hy-
brid experiment. Note that the original emulated pendulum-MSD system (a
parametrically excited two-degree of freedom oscillator) can be modeled easily
and shows a rich bifurcation structure. This makes the pendulum-MSD system
an ideal test candidate for hybrid testing of nonlinear dynamical phenomena
in general.
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Fig. 1. Sketch of the decomposition of the overall pendulum-MSD system into a
computer simulation of a mass-spring-damper system and a real pendulum. Panel
(a) shows the original (emulated) system, and panel (b) the bidirectionally real-time
coupled system as studied in [6,7], where the pendulum is of mass m = 0.27 kg and
length l = 0.1955m.
One major issue in hybrid testing is the presence of unavoidable delays between
the experimental part and the computer model, which may lead to instability
of the coupled system. In many situations delay compensation techniques are
able overcome this problem [5,7]. However, as we demonstrate in Section 3,
for certain hybrid tests delays give rise to an essential instability, meaning
that at the linear level the delay coupled system has infinitely many unstable
eigenvalues regardless of the size of the delay. Section 3 and Section 4 show
for the hybrid pendulum-MSD system how the instability arises and why it
persists even when one applies delay compensation.
The centerpiece of our paper is Section 5 where we show how the delay-induced
essential instability can be overcome in the context of bifurcation analysis for
experiments [8,9] (as is explained for the hybrid pendulum-MSD system in
Fig. 1). Its basic elements are:
(B1) decoupling the actuator from the computer simulation and drive it with
a periodic signal y˜(t) instead. Now the hybrid system is only unidirec-
tionally coupled but has an additional periodic input y˜(t).
(B2) adding a stabilizing feedback loop with a periodic control demand θ˜(t) to
the experimental component. In the pendulum-MSD example this should
be a proportional-plus-derivative control PD[θ−θ˜] depending on the angle
θ(t) of the pendulum.
(B3) The hybrid system is stable after the modifications (1) and (1) but has
two additional periodic inputs: θ˜(t) and y˜(t). Whatever periodic input
(θ˜(t), y˜(t)) we choose, the output ya(t) (the motion of the actuator), θ(t)
(the motion of the angle), and y(t) (the output of the simulation) will
settle to a periodic state of the same period after a short transient.
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(B4) If the conditions
y(t) = ya(t) and θ(t) = θ˜(t) (1)
are satisfied then the partially decoupled and feedback controlled system
reproduces the original emulated system perfectly. The first condition
guarantees synchronization between the simulation and the motion of the
actuator. The second condition makes the feedback control non-invasive.
(B5) The conditions in Eq. (1) depend nonlinearly but smoothly on the inputs
θ˜ and y˜. Together, the conditions define the inputs θ˜ and y˜ (locally)
uniquely and can be solved by a Newton iteration.
(B6) embedding the Newton iteration into a path-following procedure guar-
antees its convergence. It is then also Possible to extend the nonlinear
system Eq. (1) by bifurcation conditions to track bifurcations in two or
more system parameters.
Control-based bifurcation analysis as defined by steps (B1)–(B6) has several
practical advantages. First of all, ut does not require an underlying model of
the overall dynamical system. Instead it relies on feedback stabilizability of the
experimental component, which is generally a mild assumption in the context
of a hybrid test. Moreover, we do not need to set the initial conditions for the
experimental component, which would be difficult in practice. The Newton
iteration and the path-following in the steps (B5) and (B6) do not have to be
performed in real time. Also, the simulation of the numerical model does not
have to be performed in real time anymore. Only the feedback loop for the
experiment in step (B2) has to meet real-time requirements. Finally, as we
will show in Secs. 5 and 6, control-based bifurcation analysis is able to deal
with delay-induced essential instabiliy of the hybrid system.
Section 6 presents a feasibility study where we use a computer experiment of
the pendulum with noise and limited measurement accuracy to track the sta-
bility boundary of the hanging-down state of the pendulum-MSD system, as
well as a family of periodic solutions. Control-based bifurcation analysis of the
actual hybrid pendulum-MSD system is work in progress, because the exper-
imental setup from [6,7] requires a modification (the addition of a feedback
loop). Finally, in Section 7 we draw some conclusions and point out future
work.
2 Pendulum-MSD system as a prototype hybrid experiment
Hybrid test experiments — also called substructured experiments — aim to
test large structures by coupling a critical, nonlinear or poorly understood
component to a real-time simulation of a numerical model of the remainder of
the structure [4,10]. This critical component can be, for example, a support
cable of a bridge, or a damper that keeps helicopter blades apart.
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The typical setup of a hybrid experiment is sketched in Fig. 1 for the simple
prototype experiment that we consider: a pendulum that is attached to a lin-
ear vertically excited mass-spring-damper (MSD) system; see Fig. 1(a). The
pendulum-MSD system is a parametrically excited oscillator with a geometric
nonlinearity and two degrees of freedom, and a prototype system for para-
metric resonance phenomena as they occur, for example, in bridge cables [6].
The pendulum-MSD system also acts as a nonlinear vibration damper for the
vertical motion of the mass. Throughout the paper we will formulate all state-
ments and algorithms for the pendulum-MSD example, which can be modeled
mathematically as
My¨ + Cy˙ +Ky = a cos(Ωt)−my¨ −ml
[
θ¨ sin θ + θ˙2 cos θ
]
, (2)
θ¨ +
κ
ml2
θ˙ +
[
g + y¨
l
]
sin θ = 0. (3)
Here θ is the angular displacement of the pendulum, y is the vertical displace-
ment of the pendulum pivot that is attached to the mass,M , C and K are the
mass, damping and stiffness of the MSD system, m is the mass of the pendu-
lum, l is the length of the pendulum, g is the acceleration due to gravity, and
a and Ω are the amplitude and the frequency of the forcing. A force amplitude
of a corresponds to a displacement excitation of amplitude a/
√
Ω2C2 +K2 of
the MSD.
The pendulum-MSD system has a rich but well understood bifurcation struc-
ture. For the mathematical model (2)–(3) all bifurcations of periodic orbits
(period doubling, symmetry breaking, torus and saddle-node bifurcations,
homoclinic and heteroclinic tangencies) can be explored systematically with
numerical continuation methods as implemented in AUTO [11]; see also [2,12]
for more background information on numerical continuation. The pendulum-
MSD system is an ideal prototype example for hybrid testing and experimental
bifurcation analysis, because it is possible to compare the results of the hybrid
experiment to a reliable model over a range of different dynamical phenomena.
The decomposition of the pendulum-MSD system into a simulation and a real
experiment is shown in Fig. 1(b). In this setup that was realized in [6,7] !!!!, the
mechanical part of the hybrid experiment is a pendulum of mass m = 0.27 kg
and length l = 0.1955m. The linear viscous friction coefficient κ was estimated
as 7.5 ·10−3 kg/s from the results in [7]. The pendulum is attached at its pivot
to a transfer system, which was a mechanical actuator in the experiment. The
transfer system is provided with a trajectory y(t) for its vertical motion, which
is calculated by numerical simulation of the linear MSD system
My¨ + Cy˙ +Ky = a cos(Ωt) + F (t). (4)
The numerical model (4) has an inhomogeneity F (t) that originates from
force measurements at the pivot of the pendulum. This means that the hybrid
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experiment involves a loop between three stages:
(H1) the numerical simulation of model (4) with input F (t);
(H2) the transfer via the actuator of the output y(t) of the simulation; and
(H3) feeding back the force measurement F (t) to the simulation.
All parts of the loop need to be implemented in real time, and need to run in
parallel to the experiment. One advantage of the hybrid setup is that one can
easily and systematically vary the system parameters of the numerical sub-
system (a, Ω, M , C and K in our case), while testing the nonlinear structure
(the pendulum) experimentally and in its original size.
3 Essential instability due to delay in the coupling
The real-time coupling between simulation and experiment via a transfer sys-
tem and force measurements introduces a number of difficulties. Apart from
the inherent noisiness of the force measurements, the most severe problem is
the mismatch between the prescribed trajectory y(t) obtained from the simu-
lation and the output ya(t) of the transfer system; see Fig. 1(b). This mismatch
is referred to as the synchronization error
e(t) = ya(t)− y(t). (5)
Since the output of the simulation y(t) is known, the synchronization error can
be determined in a hybrid experiment by recording the actual motion ya(t)
of the transfer system (the mechanical actuator). Generally, the smallness of
the synchronization error e(t) is taken as a measure of accuracy of the whole
hybrid experiment [5,13]. In many situations it is a good modeling assumption
to say that the actual trajectory ya(t) of the actuator follows the prescribed
trajectory y(t) exactly, but with a fixed small pure time delay τ [6,13,14],
hence,
ya(t) = y(t− τ). (6)
This idealization of the actuator is a modeling assumption. It is supported
by two facts. First, using (6) in the mathematical model, system (2)–(3) in
the case of the pendulum-MSD system, leads to a mathematical model in
the form of a delay differential equation (DDE; see Eq. (7) below). For the
case m < M the DDE model predicts instability of the hybrid experiment
for delays larger than a certain critical delay τc; see [6]. The experimental ob-
servations confirmed this prediction of instability and even showed a precise
quantitative agreement with the predicted values of the critical delays τc and
the predicted frequency of the growing vibration. This type of agreement was
demonstrated not only for the pendulum-MSD system but also for other pro-
totype experiments for which models are available, such as other multi-MSD
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hybrid experiments [6,13,15]. Second, the delay compensation techniques de-
veloped on the basis of assumption (6) in [5,14,16] have been successful in
suppressing these instabilities and reducing the synchronization error e(t) sig-
nificantly, for example, in the studies [5,7]. One underlying assumption behind
the modeling assumption (6) is that the modulus of the force F (t) is moderate,
meaning that it has a negligible influence on the actuator.
Specifically for the pendulum-MSD system considered here, inserting (6) into
(2)–(3) gives (see [6])
My¨ +ml sin θθ¨ +my¨(t− τ) + Cy˙ +Ky +mlθ˙2 cos θ = a cos(Ωt),
θ¨ +
κ
ml2
θ˙ +
1
l
[g + y¨(t− τ)] sin θ = 0, (7)
where we have dropped the argument t for all dependent variables, except
for those that feature the delay τ . The fact that system (7) has terms that
depend on the state some time τ ago has some important consequences. The
state space of (7) is infinite-dimensional: the evolution depends on the history
of y˙ in the time interval [t − τ, t]. What is more, the delay actually enters in
the highest derivative y¨(t− τ) of y, which means that (7) is an example of a
neutral delay differential equation [17]. As we will see now, this neutrality is
the reason why system (7) shows an extreme instability if m > M near angles
θ = 0 or pi for arbitrarily small delay τ .
Our first step is to bring (7) into the standard form used in the textbooks
[17,18], which allows us to determine which kind of initial conditions for y˙
makes y¨(t − τ) a well defined object. This step is quite technical, but it al-
lows us to clarify in which sense (7) is a well-posed initial-value problem for
a dynamical system, and how one can determine the stability properties of
linearizations along trajectories of (7). To this end, we rewrite (7) as an ex-
plicit first-order system consisting of a difference equation and an ODE. Let
us denote the components of the first-order system by (u, θ, y, v, w) where
u([t− τ, t]) is the history segment of y˙, v is an auxiliary scalar variable, and w
is a modification of θ˙. The evolution of (u, θ, y, v, w) that is equivalent to (7)
is given by
u(t) =
[
−m
M
cos2 θ(t)
]
u(t− τ) + 1
M
v(t), (8)
y˙(t) = u(t), (9)
θ˙(t) = w(t)− sin θ(t)
l
, (10)
v˙(t) = f1(t, u(t), u(t− τ), θ(t), y(t), θ˙(t)), (11)
w˙(t) = f2(u(t), u(t− τ), θ(t), θ˙(t)), (12)
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where the functions f1 and f2 are
f1(t, u0, u1, θ, y, θ˙) =
κ
l
θ˙ sin θ +mg sin2 θ − Cu0 −Ky + a cos(Ωt)
−mlθ˙2 cos θ −mθ˙ sin(2θ)u1,
f2(u0, u1, θ, θ˙) = − κ
ml
θ˙ − g
l
sin θ +
1
l
θ˙ cos θ u1.
In the right-hand-sides of (11) and (12) one can substitute θ˙ by using (10),
which gives a well-defined set of equations (8)–(12) for (u, θ, y, v, w). The solu-
tion of this set of equations on an interval (t1, t1 + τ ] is uniquely defined by
the variation-of-constants formulation of (8)–(12); see [19].
The appropriate initial condition x (over the delay interval) consists of one
function segment u([t1 − τ, t1]) and the four scalars y(t1), θ(t1), v(t1) and
w(t1). Note that the trajectory of u is only continuous in t1 if (8) is satisfied
for the initial condition x. If we require continuity for u this effectively gives
a nonlinear condition on the initial condition of the auxiliary variable v. Only
such continuous velocities are physically relevant, but note that system (8)–
(12) can actually also be solved for square-integrable functions u.
The theory for systems composed of difference equations and ODEs is well
developed; see, for example, the text books [17,18]. It is known that the time
map X(t2, t1;x), given by the evolution of (8)–(12) from time t1 to time t2
starting from the initial condition x, is smooth with respect to its argument
x (the initial condition) whenever the right-hand-sides are smooth functions.
We denote the derivative of X with respect to its third argument by ∂3X. It
can be computed by solving the variational equations for (8)–(12).
Now we show that the time map X depends extremely sensitively on its initial
condition x when passing through a hanging down state θ = 0. This depend-
ence is determined by the spectrum of the linear map ∂3X(t1 + δ, t1; xˆ∗). Let
us denote the trajectory of X on the interval [t1, t1 + δ] starting from xˆ∗ by
x∗(t) = [u∗(t), θ∗(t), y∗(t), v∗(t), w∗(t)] for t ∈ [t1, t− 1 + δ]),
where θ∗(t1) = 0, x∗(t1) = xˆ∗, and the solution of the variational equations
for system (8)–(12) on [t1, t1 + δ] by
x(t) = [u(t), θ(t), y(t), v(t), w(t)] .
The variational equation of (8) reads
u(t) =
[
−m
M
cos2 θ∗(t)
]
u(t−τ)+ 1
M
v(t)+
[
m
M
sin(2θ∗(t))u∗(t− τ)
]
θ(t), (13)
while the variational equations for θ, y, v and w are linear ODEs depending
on u(t) and u(t − τ). The theory developed in [17] implies that the time
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map ∂3X(t1 + δ, t1; xˆ∗) has (countably) infinitely many eigenvalues λj (j =
−∞, . . . ,∞) and that
|λj| → ρ for |j| → ∞ (14)
where ρ is the essential spectral radius of the time map from t1 to t1 + δ of
the linear difference equation
u(t) =
[
−m
M
cos2 θ∗(t)
]
u(t− τ). (15)
If m > M and δ > 0 is sufficiently small then the prefactor of u(t− τ) in (15)
satisfies ∣∣∣∣−mM cos2 θ∗(t)
∣∣∣∣ > ρ0 (16)
for some ρ0 > 1 (because θ∗(t1) = 0). Thus, the essential spectral radius ρ of
the time map t1 → t1 + δ for the difference equation (15) satisfies
ρ ≥ (ρ0)δ/τ . (17)
The right-hand-side of estimate (17) is larger than one for arbitrarily small
delays τ . Even more, it grows strongly for τ → 0. Equation (14) implies that,
at least for time δ, the linearization along any trajectory of (8)–(12) passing
through θ = 0 (or pi) has infinitely many eigenvalues with modulus greater or
equal to (ρ0)
δ/τ , which due to (16) is dramatically larger than 1 for m > M .
Consequently, any small disturbance occurring in the hybrid experiment will
be amplified to order 1 whenever θ is close to 0 or pi. The fact that infinitely
many eigenvalues and the essential spectral radius of the linearization are
larger than 1 motivates our notion of referring to this case as an essential
instability.
Remark The frequencies corresponding to the unstable eigenvalues have
(asymptotically) a spacing of 2pi/τ . Thus, most of the unstable eigenvalues
occur at very large frequencies. A real mechanical actuator is not capable of
supporting an instability at infinitely many frequencies. Typically, the actuator
will be a stiff approximation of the idealization (6), for example,
y¨a + 2ωsy˙a + ω
2
s [ya − y(t− τ)] = F/ma (18)
for a large positive ωs where F is the force measured at the pivot and ma is the
mass of the actuator. This gives rise to a regularization of the ill-posed problem
(15), which nevertheless has a large number of strongly unstable eigenvalues
for large ωs and small delays. Hence, the essential instability renders the hybrid
test practically infeasible for m > M also for a real actuator rather than an
idealized one.
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4 Failure of classical delay compensation
The delay compensation methods developed in [5,14] and applied in [5,7] are
not able to overcome the essential instability discussed in Section 3. The choice
of delay compensation methods for hybrid experiments is more restricted than
in the classical field of delay compensation for feedback control where many
more approaches have been proved to work; see, for example, [20–22]. The
reason behind this restriction is that the hybrid system with compensation
not only has to be stable, but it also needs to approximate the unknown
dynamics of the emulated system — namely (2)–(3) in our case.
The two methods developed in [5,14] are based on polynomial extrapolation.
This means that the input for the actuator is not y(t) but P [y](t + τˆ) where
P [y] is an interpolation polynomial obtained from a history segment of y,
where τˆ is an estimate of the delay time. In [5] τˆ is adapted along the traject-
ory and the polynomial P is the second- or fourth-order least-squares fitting
polynomial of (y(t− k∆), . . . , y(t)) where ∆ is the step size of the numerical
simulation (which is equal to the sampling time of the experiment). Thus, in
the actuator model (6) the term y(t − τ) is replaced by P [y(· − τ)](t + τˆ).
Because the evaluated least-squares fitting polynomial is a linear combination
of the interpolated values of y, the term y(t− τ) in (7) is effectively replaced
with a linear combination of past terms of y of the form
P [y(· − τ)](t+ τˆ) = c0y(t− τ) + . . . cky(t− τ − k∆). (19)
One condition on the polynomial extrapolation (in fact, of any delay compens-
ation scheme) is consistency, which means that
c0 + . . .+ ck = 1. (20)
Only the consistency condition (20) guarantees that the compensation is ac-
curate at least for τˆ = τ = 0. Inserting the compensation (19) into system
(8)–(12) for the hybrid experiment we obtain a neutral delay differential equa-
tion that has as its essential part the difference equation
u(t) =
[
−m
M
cos2 θ∗(t)
]
[c0u(t− τ) + . . . cku(t− τ − k∆)] (21)
with c0 + . . . + ck = 1. Instead of the single small delay τ in the essential
part (15) the difference equation (21) has multiple delays, τ up to τ + k∆.
Typically, all of these delays are small (τ ∼ 10ms, ∆ = 1ms). Computing
the essential spectral radius of the time map t1 → t1 + δ for (21) analytically
is difficult. However, the theory of neutral equations [17] states that for any
difference equation of the form
u(t) = d0u(t− τ0) + . . .+ dku(t− τk) where |d0|+ . . .+ |dk| > ρ0 (22)
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there exists a (k+1)-tuple of delays [τ˜0, . . . , τ˜k] arbitrarily close to [τ0, . . . , τk]
such that the essential spectral radius of the time-δ map of
u(t) = d0u(t− τ˜0) + . . .+ dku(t− τ˜k)
is larger than (ρ0)
δ/τk. This also holds for time-dependent coefficients d0, . . . , dk.
For a consistent delay compensation scheme this implies that the scheme is
uncontrollably sensitive with respect to the delays τ ,. . . ,τ + k∆ whenever
the hybrid system (7) is essentially unstable in our sense, that is, whenever
condition (16) is satisfied. In other words, any delay compensation scheme
applied to a system with an essential instability will also have an essential
instability.
There is a physical reason for the essential instability of the pendulum-MSD
system. Namely, the two subsystems are coupled at a fixed joint (in contrast
to a spring), while one is prescribing displacements and measuring forces at
the interface; see Fig. 1 (b). If M < m (or the coupling is via a spring) then
instabilities can still occur but they involve only a small number of eigenvalues
when the delay is small (typically ≈ 10ms). Hence, classical delay compens-
ation is suitable for these non-essential instabilities [5]. However, as we have
seen, for m > M delay compensation fails for any delay τ > 0.
As a consequence, for a mass ratio m/M > 1 it is impossible to achieve an
approximation of the dynamics of the emulated system (2)–(3) of Fig. 1 (a) by
a hybrid experiment with bidirectional real-time coupling as in Fig. 1 (b). Any
trajectory of the emulated system (2)–(3) will eventually spend some time δ
near θ = 0 or pi (the time δ is considerably larger than τ ≈ 10ms). During
this time the essential instability of the linearized time map ∂3X amplifies any
small disturbances within the hybrid experiment to order 1.
5 Interface matching by Newton iteration
As we demonstrate now, it is still possible to perform a systematic analysis
of the dynamics of the emulated system of Fig. 1(a) by studying the hybrid
system. To this end, we break the coupling in one direction, match the output
at the interface by a Newton iteration and exploit some fundamental ideas
from bifurcation theory.
Fig. 2 shows how the coupling between the two subsystems is relaxed by
breaking the bidirectional coupling. Instead, the actuator is fed with a periodic
demand y˜(t) (for example, we choose the period 4pi/Ω in Section 6). After this
modification the experimental component is a parametrically (periodically)
excited pendulum. The force output F (t) of the experiment still enters the
11
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Fig. 2. Sketch of the iterative hybrid experiment. The periodic input y˜ replaces the
coupling from the simulation to the experiment. Additionally, a classical (propor-
tional-plus-derivative) feedback loop stabilizes the parametrically driven pendulum.
The system has two additional periodic inputs: θ˜, y˜ (in black circles). A model for
this setup is system (4), (29), (30).
simulation. In addition, we stabilize the parametrically excited pendulum by a
classical feedback loop (for example, with proportional-plus-derivative control)
with a periodic demand signal θ˜(t) (also of period 4pi/Ω):
PD[θ − θ˜](t) = k1[θ(t− τ)− θ˜(t− τ)] + k2[θ˙(t− τ)− ˙˜θ(t− τ)] (23)
(see Section 6 for the choice of control gains k1 and k2).
With these two modifications the hybrid system is only unidirectionally coupled
and feedback-stabilized. For any pair of inputs (θ˜, y˜) of period 4pi/Ω the out-
puts θ(t), y(t) and ya(t) of this system have also period 4pi/Ω after a short
transient (if the delay τ is small). Moreover, the output (θ, y, ya) depends
smoothly on the input (θ˜, y˜) and all parameters. Whenever we find an input
(θ˜, y˜) of period 4pi/Ω such that the output satisfies for all times the conditions
0 = θ(t)− θ˜(t) (24)
0 = ya(t)− y(t) (25)
then the trajectory of the partially decoupled and stabilized system in Fig. 2
is identical to an oscillation of period 4pi/Ω of the original emulated system
in Fig. 1(a). Condition (24) implies that the actual control effort is zero, that
is, the feedback control is non-invasive. Condition (25) guarantees that the
synchronization error is zero. The right-hand-sides of (24) and (25) are two
periodic functions that depend nonlinearly but smoothly on the two variables
(also periodic) inputs θ˜ and y˜ and on all system parameters.
As a consequence, it is possible to employ a Newton iteration to find inputs
θ˜ and y˜ satisfying the conditions (24) and (25). The Newton iteration is able
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to solve systems of equations of the form
0 = F(z) (26)
for a smooth vector-valued nonlinear function F (the residual) and a vector z
by applying the iteration
zl+1 = zl − (F′l)−1F(zl), (27)
where F′l is an approximation of the Jacobian of F in zl. In our case the
variable z is the periodic vector function (θ˜, y˜) and the residual F is the right-
hand-side of (24)–(25), which is also periodic. In practice, we project (θ˜, y˜) and
the residual onto the leading m Fourier modes to obtain a finite-dimensional
vector z and residual F. If the function F is not analytically known (as is
the case for (24)–(25)) the matrix F′l has to be obtained either by a finite
difference approximation or by a recursion. We use here the Broyden rank-1
update [23] given by
F′l+1 = F
′
l +
(F(zl)− F(zl−1))− F′l[zl − zl−1]
(zl − zl−1)T (zl − zl−1) (zl − zl−1)
T .
Thus, we can apply the Newton iteration even if we do not know an analytical
expression for F. All that is required is a good initial guess z0 and the ability
to evaluate the residual F at a sequence of points zl given by the recursion
(27).
One evaluation of F in a point z = (θ˜, y˜) involves the following procedure.
(F1) Set the periodic function θ˜(t) as the control target in the feedback control
(23) and the periodic function y˜(t) as the actuator input. Both have
period 4pi/Ω.
(F2) Wait until the experiment has settled to a periodic output of period 4pi/Ω
and measure the (periodic) outputs θ(t), y(t) and ya(t). Use these outputs
to evaluate the right-hand-sides of (24)–(25).
(F3) Project the right-hand-sides of (24)–(25) onto the first m Fourier modes
to obtain F.
This iterative procedure does not require any knowledge of the underlying
model for the experimental component of the hybrid system in Fig. 2, nor do
we need a model for the dependence of the actuator output ya on the force F
and the prescribed trajectory y˜ (say, (6) or (18)).
The problem of finding a good initial guess z0 can be solved by embedding
the Newton iteration into a path-following procedure as described in [2,12].
We extend z by a system parameter (for example, z = (θ˜, y˜, a)). This gives
a curve of solutions for (26) that corresponds to a one-parameter family of
periodic motions of the original emulated system in Fig. 1(a). One can trace
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out this solution curve by extending the nonlinear system (26) with the pseudo-
arclength condition
zTtan[z− zold] = s (28)
where zold is the previous point on the curve, ztan is an approximation to the
tangent at the curve in zold (ztan can be any unit vector that is not orthogonal
to the curve) and s is a small parameter determining the step size along the
curve. The solution of (26) extended by (28) gives the next point along the
curve. A good initial guess for the Newton iteration is z0 = zold+s ztan. A good
starting point for the curve is, in this example, a solution that is harmonic
in y˜ and 0 in θ˜ (see Section 6). The embedding into a one-parameter family
guarantees that the Newton iteration converges for small s as long as the
solution curve is regular [12]. It also guarantees that the transients in step
5 of the evaluation of the residual F are short and that the method can be
applied even if the feedback control achieves only local stabilization.
6 A case study of periodic orbit continuation
In this section we demonstrate which kind of questions about the dynamics
of the emulated system can be answered when using the approach introduced
in Section 5. In the spirit of a proof of concept, in all demonstrations in
this section the experimental part of the system is evaluated by a separate
computer simulation of
θ¨ +
1
l
sin θ y¨a +
κ
ml2
θ˙ +
g
l
sin θ = −PD[θ − θ˜](t) (29)
(assuming torque control for the feedback to the pendulum, and choosing
k1 = 4N/m, k2 = 4kg/s) with the idealized actuator model ya(t) = y˜(t − τ)
for τ = 10ms and the force
F (t) = −my¨a −ml
[
θ¨ sin θ + θ˙2 cos θ
]
(30)
as inhomogeneity in (4). We also take the limited accuracy into account,
namely, we use only three relevant digits of the evaluations of the residual
in (24)–(25).
Period doubling of hanging-down state In the original emulated system
(2)–(3) the hanging-down state θ = 0 loses its dynamical stability in a period
doubling bifurcation. Standard bifurcation theory states that near this loss
of stability a solution with a small harmonic amplitude of the angle θ and
period 4pi/Ω emerges [2]. Hence, in order to find the boundary of stability of
the hanging-down state it is sufficient to track small period-two solutions.
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Fig. 3. Continuation of the period-doubling yields a stability curve in the
two-parameter plane of Ω vs. the amplitude a/
√
Ω2C2 +K2. Dots along the curve
mark the steps of the continuation. Parameters of the simulated subsystem are
C = 0.1 kg/s, K = 200N/m, M = 0.2kg; parameters of the pendulum are
m = 0.27 kg, l = 0.1955m κ = 7.5 · 10−3kg/s, delay τ = 10−2 s; control gains are
k1 = 4N/m, k2 = 4kg/s; the amplitude of small angular oscillation is r = 0.1 rad.
We choose the vector of variables z = (θ˜1, y˜1, a,Ω) where θ˜1(t) = θ˜(Ωt/(4pi)),
y˜1(t) = y˜(Ωt/(4pi)) (where we scale the periodic components of z to period 1).
As z has one additional component Ω we append (26), (28) by the bifurcation
condition ∫ 1
0
[
θ˜1(t)
]2
dt = r2 (31)
for a small fixed r (which fixes the amplitude of the angle θ of the period-two
solutions). The system (26), (28), (31) defines a sequence of points along the
approximate (because r > 0) period-doubling bifurcation curve in which the
hanging-down state θ = 0 of the emulated system (2)–(3) loses its stability.
Since (28) and (31) are known analytically, we we also know the corresponding
rows of the Jacobian F ′ in (26) analytically. We approximate the two periodic
functions θ˜1 and y˜1 by their first two Fourier modes
y˜1(t) = y0 + y1 exp(2piit) + y2 exp(4piit),
θ˜1(t) = θ0 + θ1 exp(2piit) + θ2 exp(4piit),
where y0, θ0 ∈ R, y1, y2, θ1, θ2 ∈ C. After a Galerkin projection onto these
two Fourier modes, (24)–(25), together with (31), form a system of eleven
(real-valued) equations for twelve (real-valued) variables. It implicitly defines
a curve that can be traced by the path-following method described in Section 5.
The curve of period-doublings thus obtained is shown in Fig. 3.
Since r is not zero but small and positive the computed curve is shifted slightly
into the region of stability of the hanging-down state whenever the emerging
4pi/Ω-periodic solutions are unstable (subcritical period doubling). Similarly,
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Fig. 4. One-parameter continuation for Ω = 13 rad/s. Shown are time profiles of θ˜
(a) and of y˜ (b) in a waterfall plot, and the one-parameter bifurcation diagram (c).
Time profiles corresponding to unstable periodic orbits are gray, and time profiles
corresponding stable periodic orbits are black; the saddle-node orbit in between the
two cases, which corresponds to the fold point in panel (c), is shown in boldface.
The label of the vertical axis in the panels (a) and (b) corresponds to the distance
between horizontal grid lines.
it is shifted slightly into the region of instability whenever the emerging 4pi/Ω-
periodic solutions are stable (supercritical period doubling). The size of the
shift is of the order O(r2).
Symmetric periodic orbits Fig. 4 shows the one-parameter family of sym-
metric 4pi/Ω-periodic orbits branching off from the period doubling curve for
fixed Ω = 13 rad/s. The family has been computed by the path-following de-
scribed in Section 5, starting from the solution with zero amplitude of θ˜. The
periodic functions θ˜1 and y˜1 are discretized by six (complex) Fourier modes.
Panel (c) shows the maximum of the periodic orbit depending on the para-
meter a in a one-parameter bifurcation diagram. The family emerges ‘back-
wards’ from the period doubling (at 0.013m), which shows that the period
doubling is subcritical. The family is unstable initially until it folds back at a
saddle-node bifurcation (at 0.008m) where it becomes stable. Path-following
is able to find the periodic orbits independently of their dynamical stability
in the original emulated system (2)–(3). In fact, the dynamical stability of the
orbit is not detected along the curve; it was concluded from the position of the
orbit in the bifurcation diagram, relative to the fold point. Fig. 4 (a) and (b)
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Fig. 5. Illustration of the Quasi-Newton iteration during path-following. Panel (a)
shows the time profile of the Quasi-Newton iteration (along the branch shown in
Fig. 4(c) for a forcing parameter near 0.02), that is, successively changing inputs
until the control input θ − θ˜ becomes small. The small squares at the bottom of
panel (a) indicate when the outputs θ, y and ya have settled to a periodic motion.
Panel (b) shows the mismatch between actuator input y˜ and output ya.
show the time profiles of θ˜ and y˜ (on the interval [0, 4pi/Ω]) in a waterfall plot.
The gray profiles correspond to the unstable part of the family, the black pro-
files lie on the stable part. The profile of the saddle-node orbit is highlighted
in boldface; it separates the stable and unstable parts of the branch.
Fig. 5 (a) shows a typical time profile of the feedback control input θ − θ˜
during the path-following along the curve in Fig. 4(c). Note that the transients,
occurring whenever θ˜, y˜ and a are changed, are typically small because these
inputs are varied only gradually during the continuation. The squares along
the time axis indicate when the system is considered to have settled down to
a periodic state. At these time points the last period of the outputs θ, y, and
ya is recorded for the evaluation of the right-hand-sides of (25) and (24), and
new inputs and parameters are set. Fig. 5 (b) shows the offset between y and y˜
in the (y, y˜)-plane. This offset highlights how much y˜ anticipates the output y
of the simulation. Importantly, we achieve synchronization without expressly
exploiting the knowledge about the actuator model (6).
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7 Conclusion and outlook
We demonstrated with the substructured pendulum-MSD system as a proof-
of-concept hybrid experiment that control-based bifurcation analysis is feasible
even when the substructured system suffers from delay-induced essential in-
stability. The proposed method does not rely on a particular model for the
transfer system connecting the computer simulation and the experiment. It is
able to deal with arbitrary unknown actuator dynamics, most notably, it com-
pensates the effect of delay in the actuation. This is in contrast to classic delay
compensation schemes, which are not able to overcome an essential instabil-
ity. The incorporation of control-based bifurcation analysis into the hybrid
experiment of the pendulum-MSD system itself is currently in preparation.
As is explained in [8] our approach is general: it allows for systematic bi-
furcation analysis in experiments that have a stabilizing feedback loop. The
underlying idea is to relax the coupling between the two components, so that
the experimental subsystem is periodically driven and feedback stabilized with
a suitable control input. The condition that the control target be equal to the
actual output of the experimental subsystem can be solved iteratively by New-
ton iteration. One function evaluation corresponds in this context to running
the experiment until the system has settled down in response to the prescribed
input. Non-invasive control and perfect synchronization correspond to the re-
production of the dynamics of the emulated system. The iterative nature of
our method removes the real-time constraint for the numerical component of
the overall hybrid test. Therefore, control-based bifurcation analysis may be
particularly useful in situations when the numerical component is so complex
that its evaluation is too time-consuming to satisfy real-time constraints.
Apart from the experimental validation of our proposed methodology, there
are a number of other challenges for future research. We mention here the
incorporation of other bifurcations, such as the saddle-node bifurcation or
torus bifurcation (some bifurcations have been studied in [8]), the detection
of bifurcations along families of periodic solutions, and the development of
methods for strongly nonlinear phenomena (such as homoclinic orbits).
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