Abstract-In this paper, an adaptive neural output-feedback tracking controller is designed for a class of multiple-input and multiple-output nonstrict-feedback nonlinear systems with time delay. The system coefficient and uncertain functions of our considered systems are both unknown. By employing neural networks to approximate the unknown function entries, and constructing a new input-driven filter, a backstepping design method of tracking controller is developed for the systems under consideration. The proposed controller can guarantee that all the signals in the closed-loop systems are ultimately bounded, and the timevarying target signal can be tracked within a small error as well. The main contributions of this paper lie in that the systems under consideration are more general, and an effective design procedure of output-feedback controller is developed for the considered systems, which is more applicable in practice. Simulation results demonstrate the efficiency of the proposed algorithm.
methods based on neural (or fuzzy) techniques have been widely explored in the literature for nonlinear systems. To list a few, in [18] , by utilizing a fuzzy approximation to uncertainties, a robust adaptive tracking controller was designed for a class of strict-feedback uncertain nonlinear systems. In [19] , based on the observer methodology, the adaptive fuzzy backstepping technique was extended to uncertain multiple-input and multiple-output (MIMO) systems, and an adaptive controller was developed. Then, for nonlinear time-delay systems, backstepping-based controllers were designed in [20] . In summary, by resorting to adaptive neural (or fuzzy) backstepping techniques, many studies have been carried out [21] [22] [23] [24] [25] [26] .
On the other hand, it is worth pointing out that the problem of explosion of complexity should be considered in adaptive controller design. To tackle this problem, Swaroop et al. [27] proposed a dynamic surface control (DSC) technique, which greatly simplifies the design procedure. By using the DSC technique, in [28] , an adaptive neural network-based controller was designed for a class of uncertain nonlinear systems. In the sequel, an adaptive dynamic surface controller was developed for nonlinear systems with unknown time delays by Yoo et al. [29] . Also, based on the DSC technique, adaptive controllers were developed for a class of MIMO nonlinear systems in [30] and [31] . Recently, the adaptive dynamic surface controllers were also designed for various types of practical systems such as mechanical systems [32] , magnetic levitation systems [33] , robot systems [34] , etc.
It should be pointed out that, the control strategies developed in the aforementioned literatures have a restriction of being modeled in the strict-feedback forms which require rigorous assumptions on system structure. Recently, the concept of semistrict-feedback nonlinear systems has been proposed in the literature to relax the restriction on system structure, and some interesting results are reported on the so-called pure-feedback nonlinear systems as well [35] [36] [37] [38] . However, it is not difficult to find that those existing methodologies in [35] [36] [37] [38] may be invalid when the subsystem functions of feedback systems contain all of the state variables. In the most recent few years, the nonstrict-feedback system which drops strict restrictions on the system structure has been proposed in the literature. Such a system has a powerful modeling applicability for many practical systems, and thus, it is necessary to make intensive researches on nonstrict-feedback systems. Considering this, some efforts have been put on the studies of 2168-2267 c 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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nonstrict-feedback systems, and a few excellent results have been reported, see [39] [40] [41] [42] [43] . However, to the best of the authors' knowledge, the output-feedback control of MIMO nonstrict-feedback nonlinear time-delay systems still remains an open problem that has not been completely investigated yet. In this paper, both problems of explosion of complexity and output-feedback control will be considered for our studied MIMO nonlinear time-delay systems with nonstrict-feedback structure. Meanwhile, there are several features in the nonlinear time-delay systems under consideration.
1) The unknown uncertain functions in the considered system include all state variables. 2) The system coefficient functions are also unknown.
Besides, compared with a common assumption in the literature that the absolute values of system coefficient functions have both lower and upper bounds, only the lower bound is needed in this paper which is an arbitrary positive constant and is used as a design parameter to reduce the amount of parameters.
3) The output-feedback controller is designed, which is more applicable in practice. To solve the aforementioned problems, based on the DCS technique, a new input-driven filter is first constructed, by which the problem of "explosion of complexity" can also be solved. Furthermore, by using our proposed filter, the new system converted from the original system can also avoid the singular value problem which may exist in adaptive control design. Besides, in this paper, neural networks are mainly used to approximate unknown function entries. By imposing some mild assumptions on the considered system, an adaptive neural output-feedback tracking controller will be designed, which guarantees that all the signals in the closedloop systems remain bounded and achieve required tracking performances.
The rest of this paper is organized as follows: Problem formulation and some preliminaries are given in Section II. Then, a dynamic output-feedback design procedure for MIMO output-feedback nonlinear systems with time delay is presented in Section III where the stability analysis is also given for the considered system. Simulation results are given in Section IV to illustrate the effectiveness of the proposed controller. Finally, Section V gives the conclusion of this paper.
II. PROBLEM FORMULATION AND PRELIMINARIES

A. Nonlinear Control Problem
In this section, a class of nonstrict-feedback MIMO nonlinear systems with time delay is described as follows:
where
T stand for the state variables; y i and u i ∈ R, respectively, denote the system output and the control input of the ith subsystem; functions g i,j (x i,j ), f i,j (x), and q i,j (x(t − τ i,j )) are unknown smooth nonlinear functions with f i,j (0) = q i,j (0) = 0; τ i,j are unknown constant time delays with the upper bound τ max . The system coefficient functions g i,j (x i,j ) are also unknown, and a mild and practical assumption on g i,j (x i,j ) is given in the following.
Assumption 1: For 1 ≤ i ≤ n, 1 ≤ j ≤ n, and g i,j (x i,j ) are smooth unknown functions, and g i,j (x i,j ) = 0. There exist unknown constants b i,j such that
Obviously, Assumption 1 implies that g i,j (x i,j ) is strictly either positive or negative. Without loss of generality, it is further assumed that g i,j (x i,j ) > 0.
Remark 1: Note that, the constants b i,j in Assumption 1 are given as positive constants which are used for the purpose of stability analysis of the considered system. In practice, we can always find sufficiently small b i,j such that (2) holds. In addition, the upper bounds of unknown functions g i,j (x i,j ) are not necessary to be known a prior, which is more reasonable in practice.
However, since g i,j (x i,j ) and f i,j (x) are unknown smooth nonlinear functions, this will bring some difficulties in control system design. Thus, in this paper, we introduce radial basis function (RBF) neural networks to approximate unknown function entries.
B. Radial Basis Function Neural Network
RBF neural network can be seen as a coordinate transformation technique. It has been proved that RBF neural network can approximate any continuous functions, due to which, the RBF neural network is employed in this paper to approximate an unknown function f (Z) defined on a compact set Z . For arbitrary ε > 0, there exists a neural network W T (Z) such that
where ∀Z ∈ Z ⊂ R m ; δ(Z) is the approximation error;
T is the ideal constant weight vector with l > 1 being the number of the neural network nodes; i (Z) are chosen as Gaussian functions, for
where · represents the two-norm, ν i is the width of the Gaussian function, and μ i = [μ i1 , μ i2 , . . . , μ im ] T is the center of the receptive field.
The ideal constant weight vector W is unknown, which is assumed to fulfill the following assumption.
Assumption 2: For an unknown weight vector W on the compact set Z ∈ R m , it holds that
where b > 0 is a known constant and θ > 0 is an unknown constant. Remark 2: Assumption 2 is similar to a common assumption used in the area of adaptive fuzzy control. In fact, the ideal weight W ∈ R m is an unknown constant vector, which is converted into a positive parameter θ, making the controller design much simpler. Yet, θ is an unknown constant, and needs to be estimated in controller design. Thus, the unknown constant θ is replaced by its estimationθ , and the resulting estimation errorθ between θ andθ is defined asθ = θ −θ.
The following lemma is introduced for developing our main results.
Lemma 1: The following inequality holds for all (x, y) ∈ R 2 :
III. MAIN RESULTS AND STABILITY ANALYSIS
In this section, our main goal is to study both problems of stability analysis and controller synthesis for a class of nonstrict-feedback MIMO nonlinear systems with time delay. However, state variables x i,j in (1) are possibly unavailable. To tackle this problem, a new input-driven filter for the ith subsystem is first designed as follows:
where b i,j > 0 and l i,j > 0 are the design parameters. Moreover, A i is a strict Hurwitz matrix which means that for a given matrix Q i > 0, there exists a matrix P i > 0 satisfying the following equation:
Remark 3: In this paper, the filter is only used for the realization of our control objective rather than approaching unknown variables. That is, in our design, we do not require the estimations exactly approach to unknown variables x i . b i,j in this filter are the lower bounds of system coefficient functions g i,j (x i,j ). The filter in this form containing b i,j will be useful in the subsequent backstepping design procedure, and the controller can be mathematically designed by using the filter in this form.
Followed by the introduction of the above filter, the original system (1) is transformed into the error system as follows:
where the ith subsystem filtering error
Based on the proposed method, the control objectives of this paper are twofold: 1) the designed adaptive neural controller can ensure that the system output y i tracks the trajectory of a given target y di and 2) all signals in the closed-loop system remain bounded. To ensure the feasibility of the considered problem, the following assumptions are needed.
Assumption 3: The desired trajectories y di , i = 1, . . . , n, are known and smooth, and their derivatives are continuous and bounded which mean that there exists a sufficient large positive constant d such that
T α i,j and z i,j , respectively, are the virtual control functions and the virtual control errors, which will be designed later.
Remark 4: There are some restrictions on the delay terms in Assumption 4, and this assumption can be found in [44] . In the following developments, Assumption 4 is used to construct a Lyapunov-Krasovskii functional and deal with the derivative of the Lyapunov-Krasovskii functional.
Based on the introduced input-driven filter (6) and neural networks (3), we will propose an adaptive backstepping design method for the considered nonlinear systems. By using the proposed method, an adaptive neural controller is finally developed with n 2 steps design procedure. The virtual neural control signals are designed as
where u i is the actual neural control signal. The adaptive laws are designed aṡ
where b i,j and r i are positive design parameters for 1 ≤ i ≤ n, 1 ≤ j ≤ n. Then, we are in a position to give the following theorems. Theorem 1: For nonlinear time-delay systems (1) satisfying Assumptions 1-4, given suitable control parameters
, the proposed controller (11), adaptive law (12), and filter (6) can guarantee that the system output y i tracks the desired signal y di , and all the signals in the closed-loop system are ultimately bounded.
Proof:
Step i.
First, the Lyapunov function candidate is chosen as
The time derivative of V i,1 along with (8) and (9) is given bẏ
whereˆ i (x i ) and˜ i are, respectively, the estimation and the estimation error of i . Note that,
Then, one has that
and M i,j are unknown constants. By using Young's inequality, and (18), we can obtain the following inequalities:
Substituting (19) and (20) into (16) results iṅ
According to Assumption 4 and Young's inequality, it follows that:
By substituting (22) and (23) into (21), the time derivative of V i,1 is rewritten aṡ
On the other hand, the time derivative of
According to (24) and (25), we can obtain the time derivative of V i,1 as follows:
which means thaṫ
wherē
Here, take α i,1 as the virtual control, then, according to (3), the unknown smooth functionf i,1 can be expressed by a neural network as
where δ i,1 (Z i,1 ) denotes the approximation error. Thus, one gets that
Combining (26) with (27) and (28), one can get thaṫ
According to (11) and (12), (29) can be rewritten aṡ
At this step, we first consider the ( j − 1)th equation of the ith subsystem, and the Lyapunov function is given by
The time derivative of V i,j−1 satisfies the following inequality:
Subsequently, considering the jth equation of the ith subsystem, we choose the Lyapunov function candidate
The time derivative of V i,j iṡ
Similar to the aforementioned steps, the following inequality holds:
From the inequality (34), (33) can be rewritten aṡ
For the unknown smooth functionf i,j (Z i,j ), we employ an RBF neural network to approximate it as (36) where δ i,j (Z i,j ) denotes the approximation error satisfying
with ε i,j being a small positive constant. Furthermore, by Young's inequality, one has that
Substituting (37) into (35), we havė
According to (11) and (12), one has
In the sequel, combining (38)- (40) yields thaṫ
When j = n, we introduce the Lyapunov function as
The time derivative of V i,n is given bẏ
By Young's inequality, one has
Substituting (44) into (43), gives thaṫ
Then, substituting (47)- (50) into (45), one can geṫ
In (42), let i = n, j = n. Then, we can get the following Lyapunov function:
It can be derived that the time derivative of V n,n iṡ
Note that, (54) can be rewritten aṡ
A compact set 0 is defined as that By inequality (55), we can get that all the signals in the closed-loop system converge to a compact set * which is defined by * =
When the states are not in the compact set * , there's
By combining (56) with (55), one has thatV < 0. Then, the states out of the compact set * will converge to the compact set * . Hence, there must exist a forward invariant set larger than the union set of 0 , * , and Z i,j (i = 1, 2, . . . , n, j = 1, 2, . . . , n) such that all the closed-loop signals eventually converge to . The proof is completed. 
Theorem 2: Consider the input-driven filter (6) . If we choose the virtual neural control signals and the adaptive laws as in (11) and (12) , the adaptive neural controllers
can guarantee that all estimationsx i,j in (6) are bounded.
Proof: According to (6)- (8), we can get that A class of MIMO nonstrict-feedback nonlinear systems with time delay is considered in this paper. Compared with some existing results, our considered system is more general where both uncertain functions and system coefficient functions are unknown. Furthermore, the upper bounds on the system coefficient functions are not imposed. Adaptive output-feedback controllers are used for our considered systems, which are more applicable in practice. A new filter is introduced to design the adaptive output-feedback controller to guarantee both stability and good tracking performance of the considered system, and the issue of explosion of complexity is also taken into account.
IV. SIMULATION RESULTS
In this section, some simulation results are given to illustrate the effectiveness of our proposed adaptive backstepping control method. Consider a second-order nonstrict-feedback nonlinear system with time delay described bẏ
and the reference signals are chosen as y d1 = 0.5(sin(t) + sin(0.5t)) and y d2 = 0.5 sin(t) + sin(0.5t). The design parameters b i,j , l i,j must ensure that A i is a strict Hurwitz matrix. It is not hard to see that if b i,j > 0 and l i,j > 0, the corresponding condition (8) is satisfied. Here, we choose where z 1,1 = y 1 − y d1 , z 1,2 =x 1,2 − α 1,1 , z 2,1 = y 2 − y d2 , and z 2,2 =x 2,2 − α 2,1 . The designed adaptive neural controller for system (59) can ensure that outputs y 1 and y 2 can, respectively, track the desired signals y d1 = 0.5(sin(t) + sin(0.5t)), y d2 = 0.5 sin(t) + sin(0.5t), and all signals in the closed-loop system remain bounded. To give the simulation results, it is assumed that the unknown functions are as follows: Here, we employ neural network to estimate the unknown nonlinearities. Subsequently, simulation results are shown in Figs. 1-8 . In Figs. 1 and 2 , system outputs y 1 and y 2 and the desired signals y d1 and y d2 are given, which illustrate the andx 2,2 are ultimately bounded. Fig. 8 displays the boundedness of adaptive parametersθ 1,1 ,θ 1,2 ,θ 2,1 , andθ 2,2 . All these simulation results verify the effectiveness of the proposed method. V. CONCLUSION
In this paper, by using the DSC technique, we propose a novel adaptive backstepping control method, based on which, an adaptive output-feedback neural tracking controller is finally developed for a class of nonstrict-feedback MIMO nonlinear systems with time delay. The main contributions of this paper lie in that the system under consideration is more general than some existing ones and the first time the adaptive neural output-feedback tracking controller is designed for the studied system. Furthermore, the problem of explosion of complexity is also taken into account. By stability analysis in Section IV, the designed controller can ensure that all the signals in the closed-loop systems to be ultimately bounded. Simulation results illustrate the effectiveness of our proposed method.
