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0. INTRODUCTION
Let R be the algebra generated by two generic 2 × 2 matrices
x1 =
0@x111 x112
x
1
21 x
1
22
1A ; x2 =
0@x211 x212
x
2
21 x
2
22
1A ;
where xkij , i; j; k = 1; 2, are algebraically independent commuting variables
over a field K of characteristic 0 and let C¯ be the algebra generated by all
traces of elements of R. The understanding of the automorphisms of R
is an important problem with consequences to commutative algebra, see
the recent survey [11]. For example, C¯ is the polynomial algebra in five
variables generated by
trx1; trx2; trx21; trx22; trx1x2:
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Therefore, every automorphism of R induces an automorphism of the poly-
nomial algebra in five variables. There is a hope that some of the wild au-
tomorphisms of R induce wild automorphisms of Kx1; : : : ; x5. Alev and
Le Bruyn [1] have proved that a large class of automorphisms of R, includ-
ing the class of wild automorphisms discovered by Bergman [5], gives rise
to tame automorphisms. They also have started the investigation of the au-
tomorphisms of generic Clifford algebras which enjoy some properties of
the generic 2 × 2 matrix algebras.
In the present paper we study the Lie automorphisms of R, i.e., automor-
phisms φ of R which send the generators x1 and x2 to linear combinations
of commutators in x1 and x2. The main result is that the subgroup gener-
ated by GL2K and the automorphisms φkl defined by
φklx1 = x1;
φklx2 = x2 + x2 ad2k x1ad2l+1x1; x2; k ≥ 1; l ≥ 0;
is dense in the group of all Lie automorphisms of R with respect to the
formal power series topology. In other words, for any Lie automorphism
φ of R and for any positive integer n, there exists an automorphism ψn of
our subgroup such that φxi − ψnxi has no terms of degree less than
n,i.e., we are able to approximate the Lie automorphisms of R with auto-
morphisms from the subgroup. Our method uses the technique introduced
in our joint paper [13] and is based on representation theory of the general
linear group.
The relatively free algebra F2sl2K of the variety of Lie algebras gen-
erated by the three-dimensional simple Lie algebra sl2K is isomorphic
to the Lie algebra generated by x1 and x2 in R. The group of Lie au-
tomorphisms of R is canonically isomorphic to the automorphism group
of F2sl2K. The restatement of our result in the language of varieties
of Lie algebras gives that the subgroup of AutF2sl2K generated by
GL2K and the canonical images of the automorphisms φkl is dense in
AutF2sl2K with respect to the formal power series topology. It would
be very interesting indeed if it can be established that any group generated
by GL2K and a finite set of automorphisms of F2sl2K is not dense in
the group of all automorphisms of F2sl2K.
Our main result may be considered as an analogue of the result by An-
ick [2] who has shown that the tame automorphisms of Kx1; : : : ; xm form
a dense subgroup of AutKx1; : : : ; xm with respect to the formal power
series topology. The automorphisms φkl enter the scheme of Bergman [5].
It is not clear whether our subgroup coincides with the group of the Lie
automorphisms. For example, let Lm = Lx1; : : : ; xm be the free Lie al-
gebra of rank m. Bryant and one of the authors [6] have shown that for
m > 3 the subgroup of the tame automorphisms of the free metabelian Lie
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algebra Lm/L′′m is dense in AutLm/L
′′
m and Bahturin and Nabiyev [4] have
obtained that the inner automorphisms of Lm/L′′m are wild. We want also
to mention the result of Cohn [8] that every automorphism of the free Lie
algebra Lm is tame. In particular, AutL2 ∼= GL2K.
In trying to generalize our main result to the case of all automorphisms of
R we have met a lot of technical difficulties. Nevertheless, as a by-product
of our attempt, in [14] we have found a new family of automorphisms of R.
Each of these automorphisms induces an automorphism of Kx1; : : : ; x5
which fixes two of the variables. We do not know whether these induced au-
tomorphisms are tame but the recent result of one of the authors, van den
Essen, and Stefanov [12] shows that they are stably tame. The approach of
[12] also allows one to construct a new class of stably tame automorphisms
of Kx1; : : : ; xm.
1. PRELIMINARIES
Until the end of the paper we consider all algebras, vector spaces, and
their tensor products over a fixed field K of characteristic 0. For a back-
ground on generic matrix algebras and for Lie algebras see, respectively,
the books by Formanek [16] and Bahturin [3]. We denote by R the algebra
generated by two generic 2 × 2 matrices
x1 =
0@x111 x112
x
1
21 x
1
22
1A ; x2 =
0@x211 x212
x
2
21 x
2
22
1A ;
where xkij , i; j; k = 1; 2, are algebraically independent commuting vari-
ables, by C the center of R, and by C¯ the algebra generated by all the
traces of elements of R. Identifying the elements of C¯ with 2 × 2 scalar
matrices we denote by T the generic trace ring generated by R and C¯. We
also introduce the generic traceless matrices
y1 =
0@ y111 y112
y
1
21 −y111
1A ; y2 =
0@ y211 y212
y
2
21 −y211
1A ;
y
k
ij = xkij ; i; j = 1; 2; i 6= j;
y
k
11 = 12 x
k
11 − xk22 ; k = 1; 2;
and the associative algebra W generated by y1 and y2. Clearly
xk = 12 trxk + yk; k = 1; 2;
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where trxk = xk11 + xk22 is the trace of the matrix xk. We denote by L
the Lie subalgebra of W generated by y1 and y2. This is the smallest vector
subspace of W containing y1 and y2 and closed with respect to the Lie
multiplication
z1; z2 = z1 ad z2 = z1z2 − z2z1; z1; z2 ∈ L:
We assume that all commutators are left normed, i.e.,
z1; : : : ; zn−1; zn = z1; : : : ; zn−1; zn:
The algebra L is isomorphic to the Lie subalgebra of R generated by x1
and x2. We also fix the notation
u1 = try21 ; u2 = try22 ; v = try1y2:
The general linear group GL2 = GL2K acts canonically on the vector
space with basis x1; x2 and this action is extended diagonally on R, C, C¯,
T , W , and L. If r = z1 : : : zn ∈ R is a monomial in x1 and x2 and g ∈ GL2,
then we define
gr = gz1 : : : gzn; gtrr = trgr:
In this way R, C, C¯, T , W , and L are GL2-modules. For a background on
representation theory of the general linear group we refer to [15, 18, 21,
24]. For any partition
λ = λ1; λ2; λ1 ≥ λ2 ≥ 0;
we denote by W λ the irreducible polynomial GL2-module related with λ.
As a vector space W λ is a direct sum of its multihomogeneous compo-
nents W λα1; α2, where W λα1; α2 is the set of elements of f x1; x2 ∈
W λ such that for all diagonal matrices dξ1; ξ2 = ξ1e11 + ξ2e22 ∈ GL2
(i.e., dξ1; ξ2x1 = ξ1x1, dξ1; ξ2x2 = ξ2x2)
dξ1; ξ2f x1; x2 = ξα11 ξα22 f x1; x2:
The dimension of W λα1;α2 is equal to 1, if α1; α2 ≥ λ2 and α1 + α2 =
λ1 + λ2 and W λα1;α2 = 0 if α1 < λ2 or α2 < λ2. Up to a multiplicative
constant there exists a unique element from W λ which is multihomoge-
neous of degree λ1; λ2. This element is called the highest weight vector
of W λ. Let detk, k ∈ , be the one-dimensional GL2-module corre-
sponding to the representation δk of GL2 defined by
δkg = detgk; g ∈ GL2:
The irreducible rational GL2-modules are isomorphic to detk ⊗
W λ1; λ2, k ∈ . The GL2-modules detk ⊗ W λ1; λ2 and detk+λ2 ⊗
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W λ1 − λ2; 0 are isomorphic. The GL2-module W λ1; λ2 can be realized
as a submodule of the free associative algebra Kx1; x2 in the following
way. Let
wλx1; x2 = x1; x2λ2xλ1−λ21 ∈ Kx1; x2
and let fαx1; x2 be the homogeneous component of degree α = α1; α2
of wλx1 + x2; x2, where α1 + α2 = λ1 + λ2. In particular fλx1; x2 =
wλx1; x2. Then for h ∈ GL2, hx1 = x1 + ξx2, hx2 = x2, ξ ∈ K,
hwλx1; x2 = wλx1; x2 +
λ1−λ2X
k=1
ξkfλ1−k; λ2+kx1; x2;
the vector space spanned by all fαx1; x2, α1 + α2 = λ1 + λ2, is a GL2-
module isomorphic to W λ and wλx1; x2 is the highest weight vector of
W λ. Another realization of detk ⊗W l; 0 is as the vector space of all
homogeneous polynomials f x1; x2 of degree l in the commuting variables
x1 and x2 with the GL2-action defined by
gf x1; x2 = detgkf gx1; gx2; g ∈ GL2:
The monomial xl−i1 x
i
2 spans the multihomogeneous component of degree
k+ l − i; k+ i, i = 0; 1; : : : ; l, and xl1 is the highest weight vector.
In the sequel we shall make use of the Branching theorem which is a
special case of the Littlewood–Richardson rule for the tensor product of
GLm-modules.
Proposition 1.1. The tensor product W λ1; λ2 ⊗W 1 is isomorphic to
the direct sum W λ1 + 1; λ2 ⊕W λ1; λ2 + 1, where the second summand
does not appear if λ1 = λ2.
The following assertion is an easy consequence of the representation the-
ory of GLm. Its analogue for PI algebras was used successfully for concrete
computations with the highest weight vectors by Koshlukov [19].
Lemma 1.2. Let M be a rational GL2-module and let f x1; x2 be a non-
zero multihomogeneous element of M of degree λ1; λ2. Then f x1; x2 is a
highest weight vector of a submodule detλ2 ⊗ W λ1 − λ2; 0 of M if and
only if gf x1; x2 = f x1; x2 for any element g of GL2 such that
gx1 = x1; gx2 = x2 + ξx1; ξ ∈ K:
Proof. The GL2-module M can be presented as a direct sum
M = m1detk1 ⊗W l1; 0 ⊕ · · · ⊕msdetks ⊗W ls; 0;
where the positive integers m1; : : : ;ms are the multiplicities of the non-
isomorphic irreducible components. Hence
f x1; x2 = f 1x1; x2 + · · · + f sx1; x2;
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where f ix1; x2 ∈ midetki ⊗W li; 0, i = 1; : : : ; s. Given an irreducible
GL2-module M = detk ⊗W l; 0 with the above presentation in the lan-
guage of polynomials in commuting variables, it is easy to see that in M
gxl−i1 xi2 = xl−i1 x2 + ξx1i = xl−i1 xi2
if and only if i = 0. Hence, if the non-zero multihomogeneous element
f x1; x2 ∈M of degree λ1; λ2 is such that gf x1; x2 = f x1; x2, then
λ1 = k+ l, λ2 = l and f x1; x2 is the highest weight vector of M and this
completes the proof of the lemma.
The following results give the description of the generic matrix algebra
R and the related algebras in the limits we need in the sequel.
Theorem 1.3. Let R;C; C¯; T;W , and L be as above. Then:
(i) (Razmyslov [23]) The algebra of the generic traceless matrices W
is isomorphic to the factor-algebra Kx1; x2/IM2K; sl2K of the free
associative algebra Kx1; x2, modulo the ideal IM2K; sl2K of all weak
polynomial identities in two variables for the pair M2K; sl2K. The ideal
IM2K; sl2K consists of all polynomials from Kx1; x2 which vanish on
sl2K considered as a subset of M2K and is generated as a weak T-ideal by
the weak polynomial identity x21; x2 = 0. The Lie algebra L is isomorphic to
the relatively free algebra F2sl2K in the variety of Lie algebras generated
by sl2K.
(ii) (see, e.g., [20]) The center of W is generated by the algebraically
independent commuting variables
u1 = try21 ; u2 = try22 ; v = try1y2
and W is a free Ku1; u2; v-module with free generators 1; y1; y2; y1; y2.
(iii) (Formanek et al. [17]) The center C of R is the intersection of R
and C¯. The vector subspace of C consisting of all polynomials without constant
terms is a free Ktrx1; trx2; u1; u2; v-module generated by y1; y22.
Theorem 1.4 [9, 15, 22]. The GL2-module structure of W , the center
of W and L, is the following:
(i) W ∼=Pλ1≥λ2≥0W λ1; λ2;
(ii) C¯ ∩W ∼=Pλ1≥λ2≥0W 2λ1; 2λ2;
(iii) L ∼= W 1; 0 ⊕PW λ1; λ2, where the summation runs over all
partitions λ1; λ2 such that λ2 > 0 and at least one of the integers λ1 − λ2
and λ2 is odd.
The following technical lemma gives some equalities in W and describes
the highest weight vectors of W . Its proof may be obtained by direct com-
putations based on the equalities in [1, (3.2)] and Lemma 1.2.
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Lemma 1.5. (i) The following equalities hold in W
y21 =
u1
2
y y22 =
u2
2
y y1y2 + y2y1 = vy y1; y22 = v2 − u1u2y
y2 ad
2k y1 = 2kuk−11 −vy1 + u1y2y y2 ad2k+1 y1 = 2kuk1 y2; y1y
y1 ad
2k y2 = 2kuk−12 u2y1 − vy2y y1 ad2k+1 y2 = 2kuk−12 y1; y2y
y1 ad
2ly1; y2 = 22lv2 − u1u2ly1y
y1 ad
2l+1y1; y2 = 22l+1v2 − u1u2l−vy1 + u1y2y
y2 ad
2ly1; y2 = 22lv2 − u1u2ly2y
y2 ad
2l+1y1; y2 = 22l+1v2 − u1u2l−u2y1 + vy2y k ≥ 1; l ≥ 0:
(ii) The following elements are the highest weight vectors of the irre-
ducible GL2-submodule W λ1; λ2 of L ⊂ W
wy1; y2 = y2 ad2k y1 ad2l+1y1; y2 = 2k+2l+1uk−11 v2 − u1u2l+1y1
for λ1 = 2k+ 2l + 1, λ2 = 2l + 2, k ≥ 1, l ≥ 0,
wy1; y2 = y2 ad2k y1 ad2ly1; y2 ady1 = −2k+2luk1 v2 − u1u2ly1; y2
for λ1 = 2k+ 2l + 1, λ2 = 2l + 1, k ≥ 1, l ≥ 0,
wy1; y2 = y2 ad2k y1 ad2ly1; y2 = 2k+2luk−11 v2 − u1u2l−vy1 + u1y2
for λ1 = 2k+ 2l, λ2 = 2l + 1, k ≥ 1, l ≥ 0.
Now we give the necessary background on the representation theory of
groups and topology applied to the automorphisms of relatively free and
related algebras. For details we refer to [13, 6, 10].
Lemma 1.6. (i) The trace trz of any element z ∈ W also belongs to
W .
(ii) Every endomorphism φ of L extends to an endomorphism φ′ of W .
If φ is an automorphism, then so is φ′. Every endomorphism ψ of W satisfies
trψz = ψtrz, z ∈ W .
Proof. (i) It is sufficient to establish the statement for products
yi1 · · · yin . The determinant of any 2 × 2 matrix z satisfies
detz = 12 tr2z − trz2;
and the Cayley–Hamilton theorem gives that
z2 − trzz + 12 tr2z − trz2 = 0:
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The linearization of this trace identity is
z1z2 + z2z1 − trz1z2 − trz2z1 + trz1trz2 − trz1z2 = 0:
Now the proof is completed by an easy induction on the length n
of yi1 : : : yin , the base of the induction n = 1 being trivial because
tryi = 0 ∈ W .
(ii) We make use of Theorem 1.3. Let Lx1; x2 be the free Lie alge-
bra canonically embedded into the free associative algebra Kx1; x2 and
let Isl2K ⊂ Lx1; x2 be the ideal of all Lie polynomial identities of
sl2K. It is well known and can be easily seen that
Isl2K = Lx1; x2 ∩ IM2K; sl2K:
Isl2K and IM2K; sl2K are invariant under the endomorphisms
of Kx1; x2 induced by endomorphisms of Lx1; x2. Since every endo-
morphism φ of L = F2sl2K ∼= Lx1; x2/Isl2K is induced by an
endomorphism of Lx1; x2, Kx1; x2 is the universal enveloping algebra
of Lx1; x2, and W is generated by the images y1 and y2 of x1 and x2
under the canonical homomorphism, we obtain that there exists a unique
endomorphism φ′ of W which extends φ. If φ is an automorphism with
inverse ϑ then
y1 = φϑy1 = ϑφy1 = φ′ϑ′y1 = ϑ′φ′y1;
where ϑ′ is the endomorphism of W induced by ϑ, similarly for y2. There-
fore φ′ is an automorphism of W . The statement for the trace trψz =
ψtrz, z ∈ W , where ψ is an endomorphism of W , follows immediately
from (i).
We denote by F one of the algebras W and L, by F k its homogeneous
component of degree k, and by Fk = Pn≥k F n the ideal of F consisting
of all polynomials without terms of degree less than k. Let E = EndF
be the semigroup of all (algebra) endomorphisms of F . For any integer k,
with k ≥ 2, let IkE be the set of all endomorphisms of F which induce the
identity map on F/Fk and write IE = I2E. Thus
E ⊇ IE = I2E ⊇ I3E ⊇ · · ·
and each IkE is a subsemigroup of E. We define a congruence ≡k on E by
φ ≡k ψ if the endomorphisms φ and ψ induce the same endomorphism on
F/Fk. We write IkE/ ≡k+1 for the quotient semigroup of IkE corresponding
to the congruence ≡k+1.
For any element φ ∈ IkE let νkφ = f1; f2, where f1 and f2 are,
respectively, the homogeneous components of degree k of φy1 and φy2,
i.e.,
φy1 ≡ y1 + f1; φy2 ≡ y2 + f2 modFk+1:
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Clearly νkφ ◦ ψ = νkφ + νkψ for any φ;ψ ∈ IkE and the map
νk: IkE −→ F k ⊕ F k
is a homomorphism of semigroups which induces a monomorphism
ν¯k: IkE/ ≡k+1−→ F k ⊕ F k:
The general linear group GL2 acts on IkE/ ≡k+1 by conjugation via
gφ = g ◦φ ◦ g−1; g ∈ GL2; φ ∈ IkE;
and on F k ⊕ F k by
g ◦ f1; f2 = gf1; gf2g−1; g ∈ GL2; f1; f2 ∈ F k ⊕ F k:
Here gf1 and gf2 are calculated as elements of the GL2-module F k,
g−1 is regarded as a 2 × 2 matrix, and gf1; gf2g−1 is the product of
the 1× 2 matrix with the 2 × 2 matrix.
Theorem 1.7 [13, 6]. Let F = L;W .
(i) The semigroup IkE/ ≡k+1 is an abelian group; IkE/ ≡k+1 and
F k ⊕ F k are GL2-modules with respect to the above actions of GL2. The
map ν¯k: IkE/ ≡k+1−→ F k ⊕ F k is a monomorphism of GL2-modules.
(ii) The GL2-module F k ⊕ F k is isomorphic to the tensor product
det−1 ⊗ F k ⊗W 1; 0:
(iii) If F = L then for every k ≥ 2 the map ν¯k is an isomorphism of
GL2-modules.
Let φ1; φ2; : : : be a sequence of endomorphisms from E. Following An-
ick [2] this sequence converges to φ ∈ E if for any k > 0 there exists a
positive integer n0 = n0k such that
φny1 ≡ φy1; φny2 ≡ φy2 modF k+1;
for all n ≥ n0. This definition of convergence induces the formal power
series topology on E.
Let A be the group of all automorphisms of F = L;W . For any subgroup
G of A, G being invariant under the action of GL2 by conjugation, we
denote
IG = I2G; IkG = IkE ∩G; withk ≥ 3:
Proposition 1.8 [6]. Let F = L;W and let G ⊆ H be subgroups of A,
which are invariant under the action of GL2 by conjugation.
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(i) For any k > 1, the factor-group IkG/Ik+1G is a GL2-submodule
of IkE/ ≡k+1.
(ii) The subgroup G is dense in H with respect to the formal power
series topology if and only if the embedding G/IG = G/G∩ IH ⊆ H/IH
is a group isomorphism and IkG/Ik+1G ∼= IkH/Ik+1H as GL2-modules,
k = 2; 3; : : :.
Let S = Kt1; : : : ; tm be the polynomial algebra in m commuting vari-
ables and let Sn be the vector subspace of S consisting of all polynomials
without terms of degree less than n. Recall that the Jacobian matrix of an
endomorphism φ of S is
Jφ =

∂φtj
∂ti

;
where ∂u/∂ti, u ∈ S, is the formal partial derivative of u with respect to ti.
We shall apply the following fact which was successfully used in [7] to pro-
vide a test that some endomorphisms of the free group are not invertible.
Lemma 1.9. Let φ be an automorphism of S such that φti ≡
ti mod Sn, i = 1; : : : ;m. Then
trJφ ≡ m mod Sn:
Proof. Since φ is an automorphism, the Jacobian Jφ is invertible and
its determinant detJφ is a non-zero scalar from K. Let φti = ti + fi +
gi, i = 1; : : : ;m, where fi is a homogeneous polynomial of degree n and gi
has no terms of degree less than n+ 1. The entries Jφij of the Jacobian
Jφ are equal to δij + ∂fj/∂ti + ∂gj/∂ti, where δij is the Kronecker symbol.
Clearly
detJφ ≡ 1+
mX
i=1
∂fi
∂ti
mod Sn:
Since detJφ ∈ K, we obtain that detJφ = 1 and
mX
i=1
∂fi
∂ti
≡ 0 mod Sn; i:e:; trJφ ≡ m+
mX
i=1
∂fi
∂ti
≡ m mod Sn:
2. THE MAIN RESULTS
Lemma 2.1. For any automorphism φ of W there exists a non-zero con-
stant α ∈ K such that φy1; y2 = αy1; y2.
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Proof. Let φ be an automorphism of W . The restriction ψ of φ on the
center C¯ ∩W of W is an automorphism of C¯ ∩W . Since the element
ψy1; y22 = φy1; y22 = φy1; φy22
has no constant term, we obtain by Theorem 1.3 (iii) that
φy1; y22 = ψy1; y22 = f u1; u2; vy1; y22
for some polynomial f u1; u2; v. Similarly
ψ−1y1; y22 = gu1; u2; vy1; y22;
gu1; u2; v ∈ Ku1; u2; v. Applying ψ to the last equality we establish
y1; y22 = ψψ−1y1; y22 = ψgu1; u2; vψy1; y22
= ψgu1; u2; vf u1; u2; vy1; y22;
i.e., 1 − f u1; u2; vψgu1; u2; vy1; y22 = 0. Since the algebra W has
no zero divisors this means that
f u1; u2; vψgu1; u2; v = 1
and f u1; u2; v is invertible in C¯ ∩ W = Ku1; u2; v. Therefore f u1;
u2; v is equal to a non-zero constant β ∈ K. Now φy1; y2 is an ele-
ment in W which has no linear terms. We separate the terms of φy1; y2
in three parts:
φy1; y2 = αy1; y2 + h1y1; y2 + h2y1; y2;
where αy1; y2 is the only term of second degree, h2y1; y2 is the homo-
geneous component of maximal degree, and h1y1; y2 contains all other
terms. If degφy1; y2 = 2 we assume that h1 = h2 = 0. If h2 6= 0 the
arguments for the zero divisors give that the homogeneous component of
maximal degree h2y1; y22 of φy1; y22 = βy1; y22 is equal to 0
which is impossible. Hence h1 = h2 = 0 and α2 = β 6= 0.
Lemma 2.2. For any automorphism φ of W , the elements φy1 and φy2
belong to the C¯ ∩W -submodule of W generated by y1 and y2.
Proof. By Theorem 1.3 (ii) φy1 and φy2 are linear combinations of
1, y1, y2, y1; y2 with coefficients from C¯ ∩W = Ku1; u2; v. By Lemma 1.6
(ii), φy1 and φy2 are with zero traces and the coefficients of 1 are equal
to 0. Let
φy1 = f1y1 + g1y2 + h1y1; y2; φy2 = f2y1 + g2y2 + h2y1; y2;
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fi; gi; hi ∈ Ku1; u2; v, i = 1; 2. By Lemma 2.1 there exists a non-zero
constant α ∈ K such that
φy1; y2 = αy1; y2
and by Lemma 1.5 (i)
φy1; y2 = φy1; φy2 = f1g2 − f2g1y1; y2
−f2h1 − f1h2y2; y1; y1 + g2h1 − g1h2y1; y2; y2
= f1g2 − f2g1y1; y2 + 2vf2h1 − f1h2
+u2g2h1 − g1h2y1 + 2−u1f2h1 − f1h2
−vg2h1 − g1h2y2:
Therefore, f1g2 − f2g1 = α 6= 0,
vf2h1 − f1h2 + u2g2h1 − g1h2 = 0;
−u1f2h1 − f1h2 − vg2h1 − g1h2 = 0:
We consider the last two equalities as a system of linear homogeneous
equations with unknowns f2h1 − f1h2 and g2h1 − g1h2. Since the determi-
nant of this system is equal to −v2 + u1u2 6= 0 we obtain that the system
has the trivial solution only, i.e.,
f2h1 − f1h2 = 0;
g2h1 − g1h2 = 0:
Again, we consider these two equalities as a system with unknowns h1
and h2. Its determinant is f1g2 − f2g1 = α 6= 0 and h1 = h2 = 0, i.e.,
φy1 and φy2 are linear combinations of y1 and y2 with coefficients from
Ku1; u2; v.
Lemma 2.3. Let φ be an automorphism of W ,
φy1 = f1y1 + g1y2; φy2 = f2y1 + g2y2;
where f1; f2; g1; g2 ∈ C¯ ∩W = Ku1; u2; v. Then the matrix
f1 g1
f2 g2

∈M2Ku1; u2; v
is invertible.
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Proof. By Lemma 2.2 the inverse of φ satisfies the equalities
φ−1y1 = f ′1y1 + g′1y2; φ−1y2 = f ′2y1 + g′2y2
for some f ′1; f
′
2; g
′
1; g
′
2 ∈ Ku1; u2; v. Applying φ to φ−1y1 and φ−1y2
we obtain
y1 = φf ′1f1 +φg′1f2y1 + φf ′1g1 +φg′1g2y2;
y2 = φf ′2f1 +φg′2f2y1 + φf ′2g1 +φg′2g2y2;
and therefore 
φf ′1 φg′1
φf ′2 φg′2

f1 g1
f2 g2

=

1 0
0 1

:
Lemma 2.4. Let A be the automorphism group of W , let S = Ku1; u2; v,
and let φ ∈ I2k+1A for some k ≥ 1. Then
φy1 = y1 + f1y1 + g1y2; φy2 = y2 + f2y1 + g2y2
for some polynomials f1; f2; g1; g2 ∈ Sk and
f1 + g2 ≡ 0 mod Sk+1:
Proof. Since φ ∈ I2k+1A, we obtain that φ fixes y1 and y2 modulo
W 2k+1, i.e.,
φy1 = y1 + h1; φy2 = y2 + h2
for some h1; h2 ∈ W 2k+1. By Lemma 2.2
h1 = f1y1 + g1y2; h2 = f2y1 + g2y2;
where f1; f2; g1; g2 ∈ Ku1; u2; v. Since h1 and h2 have no terms of degree
less than 2k+ 1 and u1, u2, v are of second degree in y1, y2, we obtain that
f1, f2, g1, g2 have no terms of degree less than k with respect to u1, u2, v,
i.e., f1; f2; g1; g2 ∈ Sk. Therefore,
φy1 = 1+ f1y1 + g1y2; φy2 = f2y1 + 1+ g2y2;
f1; f2; g1; g2 ∈ Sk. By Lemma 2.3 the matrix
1+ f1 g1
f2 1+ g2

∈M2Ku1; u2; v
is invertible. Trace arguments similar to those of the proof of Lemma 1.9
give that f1 + g2 ≡ 0 mod Sk+1.
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Lemma 2.5. Let n ≥ 2 and let A be the automorphism group of L. Then
the GL2-module InA/In+1A is a submodule of
det−1 ⊗ (XW 2k+ 2l + 1; 2l + 2 ⊕XW 2k+ 2l; 2l + 1⊗W 1; 0;
where the sums run on all k ≥ 1, l ≥ 0 such that, respectively, 2k+ 4l+ 3 = n
and 2k+ 4l + 1 = n.
Proof. Applying Theorems 1.4 (iii) and 1.7 (ii), we see that InA/In+1A is
isomorphic to a GL2-submodule of the direct sum of det−1⊗W λ1; λ2⊗
W 1; 0, where λ1 + λ2 = n and W λ1; λ2 is a submodule of L. By
Lemma 1.5 (ii), the highest weight vectors of W 2k + 2l + 1; 2l + 2
and W 2k + 2l; 2l + 1 are of the form wy1; y2 = f1y1 + f2y2, where
f1; f2 ∈ Ku1; u2; v for all k ≥ 1 and l ≥ 0. On the other hand,
wy1; y2 = f y1; y2, f ∈ Ku1; u2; v for λ1 = 2k + 2l + 1, λ2 = 2l + 1,
and Lemma 2.2 shows that det−1 ⊗ W 2k + 2l + 1; 2l + 1 ⊗ W 1; 0
does not give any contribution to InA/In+1A.
Lemma 2.6. Let E be the semigroup of all endomorphisms of W , let n ≥ 2,
k ≥ 1, l ≥ 0, and let
ν¯n: InE/ ≡n+1−→ W n ⊕W n
be the GL2-module homomorphism defined in the previous section.
(i) If 2k + 4l + 3 = n, then the GL2-submodule det−1 ⊗ W 2k +
2l + 1; 2l + 2 ⊗ W 1; 0 of ν¯nInE/ ≡n+1 is isomorphic to W 2k + 2l +
1; 2l + 1 ⊕W 2k + 2l; 2l + 2, and the highest weight vectors of these two
modules are, respectively,
φ¯kl = 2k+2l+1uk−11 v2 − u1u2l+10; y1
for W 2k+ 2l + 1; 2l + 1,
ψ¯kl = 2k+2l+1uk−21 v2 − u1u2l+12k− 1u1y1; 2k− 1vy1 + u1y2
for W 2k+ 2l; 2l + 2.
(ii) If 2k + 4l + 1 = n, then the GL2-submodule det−1 ⊗ W 2k +
2l; 2l + 1 ⊗ W 1; 0 of ν¯nInE/ ≡n+1 is isomorphic to W 2k + 2l; 2l ⊕
W 2k+ 2l − 1; 2l + 1, and the highest weight vectors of these two modules
are, respectively,
θ¯kl = 2k+2luk−11 v2 − u1u2l0;−vy1 + u1y2
for W 2k+ 2l; 2l,
ρ¯kl = 2k+2luk−21 v2 − u1u2l
×2k− 1u1−vy1+uy2;−2k− 1v2+u1u2y1+2k− 1u1vy2
for W 2k+ 2l − 1; 2l + 1.
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Proof. (i) The decomposition
det−1 ⊗ W 2k+ 2l + 1; 2l + 2 ⊗W 1; 0
∼= W 2k+ 2l + 1; 2l + 1 ⊕W 2k+ 2l; 2l + 2
follows from the Branching theorem 1.1. Let f y1; y2 ∈ W n be an element
which is homogeneous of degree p1 with respect to yi, i = 1; 2, p1 + p2 =
n. Applying a diagonal matrix d = dξ1; ξ2 = ξ1e11 + ξ2e22 ∈ GL2 to
f y1; y2; 0; 0; f y1; y2 ∈ W n ⊕W n we obtain
d ◦ f y1; y2; 0 = f dy1; dy2; 0d−1
= ξp11 ξp22 f y1; y2; 0

ξ−11 0
0 ξ−12

= ξp1−11 ξp22 f y1; y2; 0;
d ◦ 0; f y1; y2 = ξp11 ξp2−12 0; f y1; y2;
i.e., f y1; y2; 0 ∈ W n ⊕ W np1−1;p2, 0; f y1; y2 ∈ W n ⊕
W np1;p2−1. Hence the highest weight vector of W 2k+ 2l+ 1; 2l+ 1 ⊂
W n ⊕ W n has a presentation in the form f1; f2, where f1; f2 ∈
W 2k + 2l + 1; 2l + 2 ⊂ L and f1 ∈ W 2k + 2l + 1; 2l + 22k+2l+2;2l+1,
f2 ∈ W 2k + 2l + 1; 2l + 22k+2l+1;2l+2. Since W 2k + 2l + 1; 2l +
22k+2l+2;2l+1 = 0 and W 2k + 2l + 1; 2l + 22k+2l+1;2l+2 is spanned
on its highest weight vector from Lemma 1.5 (ii), we obtain that up to
a multiplicative constant φ¯kl is the only possibility for the highest weight
vector of W 2k+ 2l + 1; 2l + 1. Now we shall handle the case of ψ¯kl. By
Lemma 1.5 (ii), up to a multiplicative constant, z = uk−11 v2 − u1u2l+1y1
is equal to the highest weight vector of W 2k + 2l + 1; 2l + 2 ⊂ L.
We shall see that uk−21 v2 − u1u2l+12k − 1vy1 + u1y2 also belongs to
W 2k+ 2l + 1; 2l + 2 ⊂ L. Let h ∈ GL2 be defined by hy1 = y1 + ηy2,
hy2 = y2, η ∈ K. Applying h to u1; u2; v, and v2 − u1u2 we obtain
hu1 = htry21  = trhy21  = try1 + ηy22
= try21  + η try1y2 + y2y1 + η2 try22 
= u1 + 2ηv + η2u2; hu2 = u2;
hv = v + ηu2; hv2 − u1u2v2 − u1u2:
From the inclusion z = uk−11 v2 − u1u2l+1y1 ∈ W 2k+ 2l + 1; 2l + 2 ⊂ L
we obtain that the “coefficients” zr of ηr in
hz = z0 + ηz1 + η2z2 + · · ·
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also belong to W 2k+ 2l + 1; 2l + 2. Direct calculations show that
z1 = uk−21 v2 − u1u2l+12k− 1vy1 + u1y2:
In order to prove that ψ¯kl is the highest weight vector of W 2k+ 2l; 2l+ 2
we apply Lemma 1.2. Let g ∈ GL2, where gy1 = y1, gy2 = y2 + ξy1,
ξ ∈ K. Then
gu1 = u1; gu2 = u2 + 2ξv + ξ2u1; gv = v + ξu1;
gv2 − u1u2 = v2 − u1u2
and direct calculations show that g ◦ ψ¯kl = ψ¯kl in W n ⊕W n. The proof
of (ii) is similar.
Corollary 2.7. Let W λ be a GL2-submodule of ν¯nInA/In+1A,
where A is the automorphism group of L. Then the highest weight vector φ¯
of W λ has the form
φ¯ = αφ¯k−1; l + βρ¯k; l;
if λ = 2k+ 2l − 1; 2l + 1 and
φ¯ = αψ¯k+1; l−1 + βθ¯k; l;
for W 2k + 2l; 2l, where k ≥ 1, l ≥ 0, α;β ∈ K, α;β 6= 0; 0, and
φ¯kl; ψ¯kl; θ¯kl; ρ¯kl are given in Lemma 2.6; we have assumed that φ¯0; l; ψ¯0; l =
0; 0.
Proof. It is sufficient to apply the well known fact that if W ′;W ′′;W ′′′
are three isomorphic copies of W λ with highest weight vectors, respec-
tively, w′; w′′; w′′′ and W ′ ⊂ W ′′ ⊕ W ′′, then there exist unique constants
α;β ∈ K such that w′ = αw′′ + βw′′.
Lemma 2.8. Let A be the automorphism group of L embedded into the
semigroup E of the endomorphisms of W , and let n ≥ 2. Then the im-
age ν¯nInA/In+1A of InA/In+1A under the GL2-module homomorphism
ν¯n: InE/ ≡n+1−→ W n ⊕W n is a submodule of the direct sum of W 2k+
2l+ 1; 2l+ 1 and φ¯kl is the highest weight vector of W 2k+ 2l+ 1; 2l+ 1,
where 2k+ 4l + 3 = n and k ≥ 1, l ≥ 0.
Proof. Let φ ∈ InA be an automorphism of L. Then ν¯nφ induces a
GL2-submodule of ν¯nInA/In+1A and without loss of generality we may
assume that ν¯nφ is a highest weight vector of a submodule W λ of
ν¯nInA/In+1A. By Corollary 2.7 ν¯nφ has one of the forms
φ¯ = αφ¯k−1; l + βρ¯k; l; λ = 2k+ 2l − 1; 2l + 1;
φ¯ = αψ¯k+1; l−1 + βθ¯k; l; λ = 2k+ 2l; 2l;
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where k ≥ 1, l ≥ 0, α;β ∈ K, α;β 6= 0; 0, and φ¯kl; ψ¯kl; θ¯kl; ρ¯kl are
given in Lemma 2.6. Rewriting φy1 and φy2 in the form
φy1 = y1 + f1y1 + g1y2;
φy2 = y2 + f2y1 + g2y2; fi; gi ∈ Ku1; u2; v;
we obtain that
ν¯nφ = f¯1y1 + g¯1y2; f¯2y1 + g¯2y2;
where f¯i; g¯i are, respectively, the homogeneous components of degree n− 1
of fi; gi. If λ = 2k+ 2l − 1; 2l + 1, then
f¯1 = g¯2 = 2k+2l2k− 1βuk−11 vv2 − u1u2l;
and if λ = 2k+ 2l; 2l, then
f¯1 = 2k+2l2k+ 1αuk1 v2 − u1u2l; g¯2 = 2k+2lα+ βuk1 v2 − u1u2l:
Since φ is an automorphism, Lemma 2.4 gives that f¯1 + g¯2 = 0. In the case
λ = 2k+ 2l− 1; 2l+ 1 this gives that β = 0, i.e., ν¯nφ = αφ¯k−1; l. In the
next lemma we shall see that the automorphism φ with this property does
exist. Now, let λ = 2k+ 2l; 2l. We obtain that
f¯1 + g¯2 = 2k+2luk1 v2 − u1u2l2k+ 1α+ β = 0;
and ν¯nφ = αψ¯k+1; l−1 − 2k+ 1θ¯k; l. Hence
ν¯nφ = 2k+2l2k+ 1αuk−11 v2 − u1u2lu1y1; 2vy1 − u1y2
and φ acts on y1 and y2 by
φy1 = y1 + 2k+2l2k+ 1αuk1 v2 − u1u2ly1 + h1;
φy2 = y2 + 2k+2l2k+ 1αuk−11 v2 − u1u2l2vy1 − u1y2 + h2;
where h1; h2 ∈ Sk+2l+1, S = Ku1; u2; v, i.e., h1u1; u2; v; h2u1; u2; v
have no terms of degree less than k + 2l + 1. By Lemma 1.5 (i), u1 =
2y21 , u2 = 2y22 , and v = y1y2 + y2y1. Applying to these equalities φ, direct
calculations show that
φu1 = u1 + 2f1u1 + z1; f1 = 2k+2l2k+ 1αuk1 v2 − u1u2l;
φu2 = u2 − 2f1u2 + 2f2v + z2;
f2 = 2k+2l+12k+ 1αuk−11 vv2 − u1u2l;
φv = v + f2u1 + z3;
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where z1; z2; z3 are some polynomials from Sk+2l+2. Since φ induces an au-
tomorphism on the polynomial algebra S = Ku1; u2; v, Lemma 1.9 gives
that
∂2f1u1
∂u1
+ ∂−2f1u2 + 2f2v
∂u2
+ ∂f2u1
∂v
= 0;
which is equivalent to
2u1
∂f1
∂u1
− 2u2
∂f1
∂u2
+ 2v ∂f2
∂u2
+ u1
∂f2
∂v
= 0:
The calculations show that this implies
2k+2l+12k+ 1k+ 1αuk1 v2 − u1u2l = 0
and α = 0. Hence, the case λ = 2k+ 2l; 2l is not possible.
Lemma 2.9. For any k ≥ 1, l ≥ 0, the endomorphism φkl of L defined by
the equalities
φkly1 = y1;
φkly2 = y2 + y2 ad2k y1 ad2l+1y1; y2 = y2 + 22k+2l+1uk−11 v2 − u1u2l+1y1
is an automorphism.
Proof. The equality
hy1 = y2 ad2k y1 ad2l+1y1; y2;
h = 22k+2l+1uk−11 v2 − u1u2l+1 ∈ Ku1; u2; v;
follows from Lemma 1.5 (ii). Let us define an endomorphism ψ of L by
ψy1 = y1;
ψy2 = y2 − y2 ad2k y1 ad2l+1y1; y2 = y2 − hy1:
Obviously ψφkly1 = φklψy1 = y1;
ψφkly2 = ψy2 + y2ad2k y1 ad2l+1y1; y2
= ψy2 + ψy2 ad2k y1 ad2l+1y1; y2
= y2 − hy1 + y2 − hy1; y1ad2k−1 y1 ad2l+1y1; y2 − hy1
= y2 − hy1 + y2; y1ad2k−1 y1 ad2l+1y1; y2
= y2 − hy1 + hy1 = y2y
similarly φklψy2 = y2 and φkl is an invertible endomorphism of L.
Now we prove the main result of our paper.
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Theorem 2.10. Let R be the algebra generated by two generic 2 × 2 ma-
trices x1 and x2 over a field K of characteristic 0. The subgroup of AutR
generated by GL2K and the automorphisms φkl defined by
φklx1 = x1;
φklx2 = x2 + x2 ad2k x1 ad2l+1x1; x2; k ≥ 1; l ≥ 0;
is dense in the group of all Lie automorphisms of R with respect to the formal
power series topology.
Proof. Let H = AutL and let G be the subgroup of H generated by
GL2 and φkl, k ≥ 1, l ≥ 0. Since G/IG = H/IH = GL2, by Proposition 1.8
(ii) it is sufficient to show that InG/In+1G ∼= InH/In+1H as GL2-modules
for all n = 2; 3; : : : . In other words, we have to see that ν¯nInG/In+1G =
ν¯nInH/In+1H, n ≥ 2, where E is the semigroup of endomorphisms of
W and ν¯n: InE/ ≡n+1−→ W n ⊕ W n. By Lemma 2.8, ν¯nInH/In+1H is
a submodule of the direct sum of W 2k + 2l + 1; 2l + 1 and φ¯kl is the
highest weight vector of W 2k + 2l + 1; 2l + 1, where 2k + 4l + 3 = n.
Since ν¯nInG/In+1G ⊆ ν¯nInH/In+1H, it is sufficient to show that W 2k+
2l + 1; 2l + 1 ⊆ ν¯nInG/In+1G. By Lemma 2.9, the endomorphism φkl
of L is an automorphism. Since ν¯nφkl = φ¯kl, we obtain that W 2k +
2l + 1; 2l + 1 does participate as a submodule of ν¯nInG/In+1G, and this
completes the proof of the theorem.
Theorem 2.10 can be restated in the following way which is interesting
from the point of view of varieties of Lie algebras.
Corollary 2.11. Let F2sl2K be the relatively free algebra generated
by x1 and x2 in the variety of Lie algebras generated by the three-dimensional
simple Lie algebra sl2K over a field K of characteristic 0. Then the group
from Theorem 2.10 is dense in AutF2sl2K with respect to the formal power
series topology.
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