In this paper we give a brief survey of penalized spline smoothing. Penalized spline smoothing is a general non-parametric estimation technique which allows to fit smooth but else unspecified functions to empirical data. While penalized spline regressions are quite popular in natural sciences only few applications can be found in economics. We present an example demonstrating how this non-parametric estimation technique can help to gain insights into economics.
Introduction
Models with smooth functions which are not specified parametrically have become more and more popular over the last two decades in statistics. One reason for this process is to be seen in the development of capable computers and in the design of statistical software which allow to fit highly structured models.
A first milestone in the development of non-parametric and semi-parametric estimation was set by Hastie and Tibshirani (1990) who introduced Generalized Additive Models as a new flexible class of regression model. The theoretical results were complemented by the development of numerical algorithms which led to software packages such as S-PLUS and later on R (see Venables and Ripley, 2003) .
The main idea behind this class of models is that the effect of an explanatory variable on some dependent variable of interest is not modelled as a parametric, usually linear, function but kept flexible. The only assumption needed is that the effect of the explanatory variables are modelled as smooth, i.e. differentiable, functions. The functional shape, then, is to be estimated from the data by either using local kernel based methods or by spline smoothing.
Available software readily allows to estimate such models. The contributions by Wood (2000, 2001) allowed to also settle the disputable point of choosing the right amount of smoothing in practice. An overview of the state of art in this field can be found in Ruppert, Wand and Carroll (2003) .
In this paper we give a brief introduction to non-parametric and semi-parametric estimation based on penalized spline estimation and we present an example from economics in order to highlight the advantage of this estimation technique.
The rest of the paper is organized as follows. In the next section, we give an outline of spline smoothing and of penalized splines. Section 3 presents an example from economics and section 4, finally, concludes.
2 Spline smoothing and penalized splines
Assume that we have n data points for the dependent variable y which is explained by the independent variable x. Thus, we have observations (y i , x i ), i = 1,..., n, and the regression model we want to estimate is
f (·) is an unknown function which is not specified further, except that we require f (·)
to be continuous and sufficiently differentiable. The idea behind spline estimation, then, is to find the function f (x) such that the following minimization problem is solved (cf.
Hasti and Tibshirani, 1990),
(2) shows that the function to be minimized consists of two components: first, the deviation of the fitted function from the observed values should be minimized which as usual gives the goodness of the fit. Second, complex functions are penalized by the second term in (2), measured by the second order derivative.
Reinsch (1967) demonstrated that f = (f (x 1 ),..., f (x n )) in (2) can be written as f = Cα, with C as cubic spline basis and α the spline coefficient. Thus, (2) can be rewritten in the following form,
with || · || 2 the usual Euclidian norm and H a penalty matrix. 1 λ in (2) and (3) is a smoothing parameter which controls the trade-off between closely matching the data and having a linear model. For λ → ∞ the minimization of (3) gives a linear fit whereas letting λ → 0 gives a wiggly function.
These considerations demonstrate that the choice of λ plays an important role in the estimation. In principle, λ can be set by hand, but it is also possible to choose λ data driven. One possibility to do so is to resort to cross-validation. Cross validation works as follows: leave out one observation and fit the model to the rest of the data. Then, compute the squared difference between the observation point that was left out and the value for this observation predicted by the estimated model. This procedure is repeated for each data point in the data set and the following cross-validation sum of squares is computed,
and computed with the smoothing parameter λ. The minimization of CV (λ) with respect to λ then gives a data driven value for λ. In practical applications one replaces the cross validation criterion by the generalized cross validation (GCV) criterion which is easier to compute (for details see Hastie and Tibshirani, 1990, ch. 3.4).
One problem associated with solving (3) To fit a model the spline coefficients are penalized in the same way as in (3) with an appropriate penalty matrix H giving the minimization problem,
This approach is referred to as penalized spline smoothing (for more details see Ruppert, Wand and Carroll, 2003) .
Writing the objective in (5) as
and minimizing by differentiating with respect to α and setting the result equal to zero
The fitted function, then, is obtained aŝ
The matrix A(λ) is called the smoothing matrix and the trace of this matrix are the estimated degrees of freedom of the model. These reflect the degree of complexity of the fitted model. For λ → ∞ the trace of H(λ) equals 1, giving a linear fit, while for λ = 0 the trace of H(0) is p + 1, with p as dimension of the matrix D. Setting λ = 0 implies that the curvature is not punished and, consequently, yields a very wiggly function.
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Our considerations above dealt with a model where the dependent variable y was a function of one explanatory variable x as modelled in (1). One extension is obtained when we generalize the assumption of normality and write the equation as
with µ = E(y| x) the expected value, g(·) a monotonic and differentiable link function which is known and y belonging to an exponential family distribution. Another extension is obtained by allowing y to depend on more than one explanatory variable, for example x and z, in a nonlinear way. This gives rise to a Generalized Additive Model (GAM) which can be written as follows,
where µ = E(y| x, z) is again the expected value and f (·) and h(·) are unknown but smooth functions which are to be estimated from empirical data. With more than one function the estimation of the model can be done by using a backfitting strategy. This means that all terms are kept fixed except for the smooth which is fitted by following smoothing as described above. One then circles over the different smooth components by fitting just one of the smooth functions. For further details we again refer to Hastie and Tibshirani (1990) . The major advantage of the additive model is that the curse of dimensionality, stating that the required sample size grows exponentially with the dimension of the fitted function, can be avoided.
Of course, one can also fit a semi-parametric model, i.e. a model which consists of a parametric and of a non-parametric part at the same time. For example, such a model could be written as
where β is the parameter and f (·) is the nonlinear function to be estimated.
Another type of models, the Varying Coefficient Models (see Hasti and Tibshirani, 1993), is obtained when metrically scaled and nominal variables are used as explanatory variables. However, we will not go into the details of this class of models. In statistics a lot of work has been devoted to find efficient ways to fit those models as well as models 
Applying penalized spline estimation: An example from economics
One possible application of penalized spline smoothing is to study the relation which exists between the primary surplus to GDP ratio and the debt ratio. The motivation for this is that a given fiscal policy is sustainable if the primary surplus to GDP ratio is a linear or convex function of the debt ratio as demonstrated by Bohn (1998) . For the US, Bohn estimated the relationship by OLS and found a positive and statistically significant reaction of the primary surplus-GDP ratio to the debt ratio implying that US debt is sustainable. Greiner and Kauermann (2005) showed that the relation between the surplus and the debt ratio is characterized by nonlinearities and that the response of the primary surplus tends to be the larger the higher the debt ratio is, suggesting a convex curve.
Here, we want to apply this test to Germany. The equation we estimate is as follows
s t is the ratio of the primary surplus to GDP in period t and d t−1 is the debt ratio of period t − 1. The results demonstrated again that the relationship is linear for all variables with the exception of d t−1 which has a nonlinear effect on the primary surplus ratio.
As a benchmark we use the result obtained by first performing a linear estimation, i.e.
we assume f (d t−1 ) = β 0 d t−1 . Table (1) gives the estimation result.
3 As to the data source see the Appendix. Table ( 1) suggests that the parameter β 0 is negative but not statistically significant. A negative sign of the coefficient would imply that the government does not react to higher debt ratios implying that a given fiscal policy would not be sustainable. However, looking at the relationship between the primary surplus ratio and the lagged debt ratio shows that this relationship is not well described by a linear curve as figure 1 suggests. Therefore, we next assume that the function f (·) is smooth but otherwise unspecified. Table ( 2) gives the penalized spline estimation result for the parametric part of equation (11) in this case. (1) and (2), one realizes that the serial correlation of the residuals declines and R 2 (adj) rises. As to the nonparametric part of (11) As mentioned in the last section, the smoothing parameter λ could also be chosen by hand which, then, gives different values for the GCV score as well as different degrees of freedom for the nonlinear part. Table ( 3) shows the relation between the value of the smoothing parameter λ and the estimated degrees of freedom as well as the GCV score.
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The minimum of the GCV score is obtained for λ ≈ 1.76 · 10 −4 giving about 2.39 degrees of freedom, as already mentioned in the last paragraph. 2.14 · 10 
Conclusion
This paper has given a short introduction into smoothing and penalized spline estimation.
This non-parametric estimation method is more flexible than e.g. OLS estimation and may yield insights into economics which are difficult to detect with OLS or other conventional estimation techniques. The latter was demonstrated using as an example the relation between the primary surplus to GDP ratio and the debt ratio for Germany, which is characterized by a U-shaped function. The software needed to apply penalized spline estimation is open source software and can be downloaded from http://www.r-project.org/ so that its application to real-world phenomena is straightforward.
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