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Abstract
We investigate the conditions under which there exists a family of vectors with prescribed
rank partition and a prescribed subfamily. © 2000 Elsevier Science Inc. All rights reserved.
1. Introduction
Given a vector space V, to each family of nonzero vectors x1; : : : ; xm in V one
associates a partition of m, called rank partition of x1; : : : ; xm and usually denoted
by .x1; : : : ; xm/: The notion of rank partition was introduced by Dias da Silva [3].
The importance of this new concept in obtaining necessary and sufficient conditions
for the vanishing of decomposable symmetrized tensors was clear from the begining
[3, Theorem A’]. Since then, the rank partition has been the subject of several articles
and its usefulness has been patented in the study of decomposable symmetrized
tensors and immanants.
The aim of this article is to discuss the following question:
Given a family x1; : : : ; xp of nonzero vectors of V and a partition γ of m; with
m > p; under what conditions do there exist vectors of V; xpC1; : : : ; xm; such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D γ ?
1 This research was done within the activities of “Centro de ´Algebra da Universidade de Lisboa” and
partially supported by the PRAXIS XXI project 2/2.1/MAT/73/94.
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This problem will be discussed in Section 3, where we state several theorems. In
Section 2 we introduce the notion of rank partition of a family of vectors and other
preliminary concepts necessary to establish the results in Section 3.
Although Sections 2 and 3 are presented in the usual context of Linear Algebra,
the proofs of some theorems in Section 3 require results and techniques from Matroid
Theory.
In fact, the concept of rank partition was introduced for matroids; Dias da Silva
associated to each matroid M without loops a partition of m, the rank partition of M.
The rank partition of x1; : : : ; xm is the rank partition of the vector matroid defined
by x1; : : : ; xm.
Having in mind readers not familiar with Matroid Theory, we chose to present
concepts and results of Sections 2 and 3 in the usual context of Linear Algebra (to
support this decision, note that the applications of the rank partition we referred to
need only vector matroids). In Section 4 we establish the relationship between the
concepts introduced in Section 2 and the corresponding concepts in Matroid Theory,
and we recall some results needed in Section 5. Finally, in Section 5, we give the
proofs of all results stated in Section 3.
2. Preliminaries
Let m be a positive integer. A partition of m is a sequence of nonnegative integers
 D .1; : : : ; r / satisfying
1 > 2 >    > r
and
rX
iD1
i D m:
If  D .1; : : : ; r / is a partition of m and r > 0 we say that r is the length of 
(i.e., the greatest k such that k > 0). We do not distinguish between two partitions
that differ only in the number of trailing zeros. In particular, we can consider a
partition  of m as an m-tuple  D .1; : : : ; m/ (by removing or adding a string
of zeros).
If  D .1; : : : ; m/ is a partition of m, the m-tuple 0 D .01; : : : ; 0m/, defined
by
0i D jfj V j > igj;
is also a partition of m called the partition conjugate to .
Let  D .1; : : : ; m/ be a partition of m and let  D .1; : : : ; t / be a partition
of t . We define  C  to be the partition of mC t ,
.1 C 1; : : : ; k C k/;
where k D maxfm; tg.
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Let V be a vector space over an arbitrary field F:
Let I be a finite set. A family .xi/i2I of vectors of V is a mapping i −! xi from
I into V. The cardinality of the family .xi/i2I is the cardinality of I. If J  I; the
family .xi/i2J is a subfamily of .xi/i2I ; this subfamily is defined by the restriction
to J of i −! xi .
Let .xi/i2I be a family of vectors of V . We say that a family .xj /j2J is a copy of
.xi/i2I if I \ J D ; and there exists a bijection  V I ! J such that xi D x.i/ for
every i 2 I .
Let k be a positive integer. A subfamily .xi/i2J of .xi/i2I is k-independent if it is
the union of k subfamilies each of which is linearly independent, that is, if there exist
subsets I1; : : : ; Ik such that
1. J D I1 [    [ Ik ;
2. .xi/i2Ij is linearly independent, j D 1; : : : ; k.
The k-dimension of .xi/i2I is the maximum cardinality of the k-independent
subfamilies of .xi/i2I . As a subfamily is 1-independent if and only if it is lin-
early independent, the 1-dimension of .xi/i2I is the dimension of hxi V i 2 I i, where
hxi V i 2 I i denotes the subspace spanned by .xi/i2I .
A subfamily .xi/i2J of .xi/i2I is a k-basis of .xi/i2I if it is k-independent and jJ j
is equal to the k-dimension of .xi/i2I :
If I D f1; : : : ;mg, the family .xi/i2I is simply denoted by x1; : : : ; xm.
The k-dimension of x1; : : : ; xm is denoted by dk.x1; : : : ; xm/: By convention,
d0.x1; : : : ; xm/ D 0.
Let x1; : : : ; xm be a family of nonzero vectors of V . It was proved in [3] that the
sequence
.d1.x1; : : : ; xm/− d0.x1; : : : ; xm/; : : : ; dm.x1; : : : ; xm/− dm−1.x1; : : : ; xm//
is a partition of m. This partition is called the rank partition of x1; : : : ; xm and is
denoted by .x1; : : : ; xm/.
Example 2.1. Let e1; e2; e3; e4 be a linearly independent family of vectors of a
vector space V. Let m D 7, and define
x1 D e1; x2 D e2; x3 D e1 C e2; x4 D e2; x5 D e2; x6 D e3; x7 D e4:
Then,
d1.x1; : : : ; x7/ D dimhx1; : : : ; x7i D 4:
The subfamily .xi/i2f1;2;3;5;6;7g is 2-independent since, for instance,
f1; 2; 3; 5; 6; 7g D f1; 2; 6; 7g [ f3; 5g
and .xi/i2f1;2;6;7g, .xi/i2f3;5g are linearly independent subfamilies. This family is also
3-independent since, for instance,
f1; 2; 3; 5; 6; 7g D f1; 2; 6; 7g [ f3; 5g [ ;
and .xi/i2f1;2;6;7g, .xi/i2f3;5g and ; are linearly independent subfamilies.
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On the other hand, it is easy to conclude that the cardinality of the 2-independent
subfamilies of x1; : : : ; x7 is less or equal to 6, so
d2.x1; : : : ; x7/ D 6:
The family .xi/i2f1;2;3;4;5;6;7g is 3-independent since, for instance,
f1; 2; 3; 4; 5; 6; 7g D f1; 2; 6; 7g [ f3; 5g [ f4g:
The family .xi/i2f1;2;3;4;5;6;7g is also 4-independent and 5-independent. There-
fore,
d3.x1; : : : ; x7/ D d4.x1; : : : ; x7/ D d5.x1; : : : ; x7/ D 7:
Hence, the rank partition of x1; : : : ; x7 is .4; 2; 1/ :
Let n be a positive integer and f be a mapping from f1; : : : ;mg into f1; : : : ; ng.
We denote by Mf the multiplicity partition of f, that is, the partition of m that is
obtained by reordering the n-tuple
.jf−1.f1g/j; jf−1.f2g/j; : : : ; jf−1.fng/j/;
where j j denotes cardinality.
Remark 2.2. Let e1; : : : ; en be a linearly independent family of vectors of V and
f be a mapping from f1; : : : ;mg into f1; : : : ; ng. Then it is not difficult to conclude
that
.ef .1/; : : : ; ef .m// D .Mf /0:
Let .xi/i2I be a family of vectors of V and let r be a positive integer. A subfamily
.xi/i2J of .xi/i2I is called an r-transversal of .xi/i2I if there exist pairwise disjoint
subsets J1; : : : ; Jr of J such that
1. J D J1 [    [ Jr ;
2. .xi/i2Js is a basis of hxi V i 2 J i, s D 1; : : : ; r .
It is easy to conclude that a subfamily .xi/i2J is an r-transversal if and only if it
is r-independent and jJ j D r  dim.hxi V i 2 J i/:
Example 2.3. Let x1; : : : ; x7 be the family considered in Example 2.1. The sub-
family .xi/i2f1;2;3;5g is a 2-transversal of x1; : : : ; x7. The subfamily .xi/i2f2;4;5g is a
3-transversal of x1; : : : ; x7. The subfamily ; is the only 4-transversal of x1; : : : ; x7.
It was proved in [2] that, if .xi/i2J and .xi/i2J 0 are maximal r-transversals of
.xi/i2I , then
hxi V i 2 J i D hxi V i 2 J 0i:
If .xi/i2L is a k-transversal and r < k, then there exists an r-transversal .xi/i2T
satisfying
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T  L and hxi V i 2 Li D hxi V i 2 T i:
Using these facts we can conclude that, if r < k, .xi/i2J is a maximal r-transversal
of .xi/i2I and .xi/i2L is a maximal k-transversal of .xi/i2I , then
hxi V i 2 Li  hxi V i 2 J i:
The previous remarks allow the following notation: If x1; : : : ; xm is a family of
vectors of V , we denote byTr .x1; : : : ; xm/ the dimension of the subspace spanned
by the maximal r-transversals of x1; : : : ; xm:
We have
dim.hx1; : : : ; xmi/ DT1.x1; : : : ; xm/ >T2.x1; : : : ; xm/
>    >Tm.x1; : : : ; xm/:
3. Main results
Let m be a positive integer. Let V be a vector space over an arbitrary field F and
assume that the dimension of V is greater than or equal to m.
Consider the problem:
Problem 3.1. Given a family x1; : : : ; xp of nonzero vectors of V and a partition γ
of m, with m > p, under what conditions do there exist vectors of V , xpC1; : : : ; xm
such that .x1; : : : ; xp; xpC1; : : : ; xm/ D γ ?
A first aproach to the problem can be done using [4, Theorem 4.8 and Corollary
4.10], which establish the connection between the rank partition of a matroid and the
rank partitions of its restrictions.
Theorem 3.2 [4]. Let x1; : : : ; xm be a family of vectors of V and let p < m. If
.x1; : : : ; xp; xpC1; : : : ; xm/ D .γ1; : : : ; γm/
and
.x1; : : : ; xp/ D .1; : : : ; p/
then, for every i D 1; : : : ; p;
γiC.m−p/ 6 i 6 γi: (1)
Observe now that part of Condition (1) is superfluous.
Lemma 3.3. Suppose that m and p are positive integers, p < m; .γ1; : : : ; γm/ is a
partition of m and .1; : : : ; p/ is a partition of p. Then
γiC.m−p/ 6 i 6 γi; i D 1; : : : ; p;
if and only if
i 6 γi; i D 1; : : : ; p:
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So, returning to Problem 3.1, given a family x1; : : : ; xp with rank partition
.1; : : : ; p/ and a partition γ D .γ1; : : : ; γm/ of m; with m > p, the condition
i 6 γi; i D 1; : : : ; p;
is necessary for the existence of vectors xpC1; : : : ; xm satisfying
.x1; : : : ; xp; xpC1; : : : ; xm/ D γ:
Therefore, Problem 3.1 can be reduced to the following:
Problem 3.4. Let x1; : : : ; xp be a family of nonzero vectors of V with rank partition
.1; : : : ; p/ and let 1; : : : ; t be a sequence of nonnegative integers such that
.1 C 1; : : : ; k C k/
is a partition ofm, where k D maxfp; tg and if k > t , tC1 D    D k D 0.
Under what conditions do there exist vectors of V , xpC1; : : : ; xm, satisfying
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; : : : ; k C k/? (2)
If the sequence 1; : : : ; t is nonincreasing the existence of xpC1; : : : ; xm satisfy-
ing (2) is guaranteed.
Theorem 3.5. Let x1; : : : ; xp be a family of nonzero vectors of V with rank partition
.1; : : : ; s/; where s =D 0.
If 1; : : : ; t are nonnegative integers such that
1 >    > t ;
then there exist vectors of V, xpC1; : : : ; xm; where m D p CPtiD1 i; satisfying
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; : : : ; k C k/
.k D maxfs; tg and if k > t; tC1 D    D k D 0/.
More generally:
Theorem 3.6. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V
with rank partition .1; : : : ; s/; where s =D 0:
Suppose that 1; : : : ; t are nonnegative integers such that
2 > 3 >    > t
and
.1 C 1; : : : ; k C k/
is a partition of m (where k D maxfs; tg and if k > t; tC1 D    D k D 0/.
Then there exist vectors of V, xpC1; : : : ; xm; satisfying
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; : : : ; k C k/:
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Observe that Theorem 3.5 may be obtained as corollary to Theorem 3.6. However
we decided to give an independent proof which uses the following fact. In Theorem
3.5 the sequence .1; : : : ; t / is a partition of m− p and therefore
.1 C 1; : : : ; k C k/ is the sum of the partitions .1; : : : ; s/ and .1; : : : ; t /.
This is relevant in a proof done by constructing a family xpC1; : : : ; xm satisfying
.xpC1; : : : ; xm/ D .1; : : : ; t /
and
hx1; : : : ; xpi \ hxpC1; : : : ; xmi D f0g:
This type of argument cannot be used to prove Theorem 3.6.
Corollary 3.7. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V
with rank partition .1; : : : ; s/; where s =D 0.
If 1 and 2 are nonnegative integers such that
.1 C 1; 2 C 2; 3; : : : ; s/;
is a partition of m; then there exist xpC1; : : : ; xm such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; 2 C 2; 3; : : : ; s /:
Example 3.8. Let e1; e2; e3; e4 be a linearly independent family of vectors of V and
define
x1 D e1; x2 D e2; x3 D e3; x4 D e4; x5 D e1 − e2; x6 D e1 C e2 C e3:
It is easy to conclude that .x1; : : : ; x6/ D .4; 2/ and there is no x7 in V such that
.x1; : : : ; x6; x7/ D .4; 2; 1/.
Lemma 3.9. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V with
rank partition .1; : : : ; s /; where s =D 0. Let k 2 f1; : : : ; sg and let  be a positive
integer such that
.1; : : : ; k; kC1 C ; kC2; : : : ; s/
is a partition of m.
There exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1; : : : ; k; kC1 C ; kC2; : : : ; s/
if and only if
Tk.x1; : : : ; xp/ > kC1 C :
Corollary 3.10. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V
with rank partition .1; : : : ; s/; where s =D 0: Let  be a positive integer such that
.1; : : : ; s ; /
is a partition of m.
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There exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1; : : : ; s ; /
if and only if
Ts.x1; : : : xp/ > :
Theorem 3.11. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of
V with rank partition .1; : : : ; s/; where s =D 0. Let 1; : : : ; sC1 be nonnegative
integers such that
.1 C 1; : : : ; s C s; sC1/
is a partition of m.
If
Ti .x1; : : : ; xp/ > iC1 C iC1; i D 2; : : : ; s;
there exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; : : : ; s C s; sC1/:
Theorem 3.12. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V
with rank partition .1; 2/. Let 1; 2; 3 be nonnegative integers such that
.1 C 1; 2 C 2; 3/
is a partition of m.
If
T2.x1; : : : ; xp/ > 3 − 2;
there exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1 C 1; 2 C 2; 3/:
Remark 3.13. (1) The converse of the previous theorem does not hold: let e1; e2; e3;
e4 be a linearly independent family of vectors of V and define
x1Dx8De1; x2Dx6Dx9De2; x3 D e3; x4 D e1 − e2; x5 D x7 D x10 D e4:
We have that .x1; : : : ; x4/ D .3; 1/ andT2.x1; : : : ; x4/ D 0: However
.x1; : : : ; x10/ D .4; 3; 3/:
(2) Theorem 3.12 cannot be extended to families x1; : : : ; xp with rank partition
.1; 2; 3/, where 3 =D 0: let e1; e2; e3; e4 be a linearly independent family of
vectors of V and define
x1De1; x2De2; x3De3; x4Dx7Dx8De4; x5De1Ce2 C e3; x6 D e1 − e2:
In these conditions .x1; : : : ; x8/D.4; 3; 1/ andT2.x1; : : : ; x8/D1. However there
is no x9 2 V such that .x1; : : : ; x9/ D .4; 3; 2/.
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Theorem 3.14. Let p < m and let x1; : : : ; xp be a family of nonzero vectors of V
with rank partition .1; : : : ; s/; where s =D 0.
Let i1; : : : ; ir 2 f1; : : : ; s C 1g be nonnegative integers such that
ij C 1 < ijC1; j D 1; : : : ; r − 1;
and let 1; : : : ; r be nonnegative integers such that
γ D.1; : : : ; i1C1; i1C1; : : : ; i2C2; i2C1; : : : ; irCr; irC1; : : : ; sC1/
is a partition of m.
Then there exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D γ
if and only if, for every j 2 f1; : : : ; rg such that ij > 2;
Tij−1.x1; : : : ; xp/ > ij C j :
The following proposition establishes relationship between j-maximal transvers-
als of x1; : : : ; xp and j-maximal transversals of x1; : : : ; xm, which is essential in the
proof of Theorem 3.14.
Proposition 3.15. Let x1; : : : ; xp be a family of nonzero vectors of V with rank
partition .1; : : : ; s /; where s =D 0. Suppose that xpC1; : : : ; xm are vectors of V
such that
.x1; : : : ; xm/ D .1 C 1; : : : ; s C s; sC1; : : : ; m/:
If j 2 f1; : : : ;mg is such that j D 0; then every j-maximal transversal of x1; : : : ;
xp is also a j-maximal transversal of x1; : : : ; xm.
4. Background on Matroid Theory
For standard terms in Matroid Theory, see [1,7,8].
Let M be a matroid on a nonempty finite set S of cardinality m with no loops. Let
A  S. The restriction of M to A is denoted by MjA. The closure of A is denoted
by clM.A/ or simply by cl.A/, if there is no ambiguity to avoid. The rank of A is
denoted by rkM.A/ or simply by rk.A/.
Let k be a positive integer. The set of parts of S
fI1 [    [ Ik V Ii is an independent set of M; i D 1; : : : ; kg
is the set of independents of a matroid (the sum of k copies of M). We denote this
matroid by M.k/. Obviously,M.1/ D M . Let rkM.0/ .S/ D 0. It is known [3], that the
sequence
.M/ D .rkM.1/.S/− rkM.0/.S/; : : : ; rkM.m/.S/− rkM.m−1/.S//
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is a partition of m called the rank partition of M. The least positive integer c such that
rkM.c/ .S/ D jSj; is called the covering number of M. If c is the covering number of
M and .M/ D .1; : : : ; m/, then cC1 D    D m D 0 and we can write .M/ D
.1; : : : ; c/:
The following theorem is contained in [3].
Theorem 4.1. If B is a basis ofM.k/ there exist k pairwise disjoint independent sets
of M, B1; : : : ; Bk; such that
(i) B1 [    [ Bt is a basis of M.t/; t D 1; : : : ; kI
(ii) B1 [    [ Bk D B.
Moreover, clM.B1/  clM.B2/      clM.Bk/.
Let B be a basis of M.k/. A sequence .B1; : : : ; Bk/, where B1; : : : ; Bk satisfy the
conditions of Theorem 4.1 is called a factorization of B. If c is the covering number
of M then S is a basis ofM.c/; a c-factorization of S is called a complete factorization
of S. Remark that, if M is a matroid on S,  D .1; : : : ; c/ is the rank partition of M
and .B1; : : : ; Bc/ is a complete factorization of S, then
jBj j D j ; j D 1; : : : ; c:
A subset T of S is an r-transversal of M if there exists a family of r pairwise
disjoint subsets of T, I1; : : : ; Ir , satisfying:
(1) T D I1 [    [ Ir ;
(2) Ii is a basis of MjT ; i D 1; : : : ; r .
It is easy to conclude that T is an r-transversal if and only if T is independent in
M.r/ and jT j D r  rkM.T /.
Lemma 4.2 [2].
(1) If T is an r-transversal of M then
clM.T / D clM.r/ .T /:
(2) If T1 and T2 are maximal r-transversals of M (for the inclusion order) then
cl.T1/ D cl.T2/:
The set of r-transversals contained in a basis of M.r/ is a lattice.
Theorem 4.3 [2]. Let M be a matroid on S and let B be a basis ofM.r/. The following
hold:
(1) If T1 and T2 are r-transversals contained in B; then T1 \ T2 and
T1 [ T2 are also r-transversals. The set of r-transversals contained in B has a
maximum for the inclusion order.
(2) If T is the maximum r-transversal contained in B, then T is a maximal r-transversal
of M and
S n B D clM.T / n T :
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Remark 4.4. From the previous results we can conclude that, if .B1; : : : ; Br / is a
factorization of a basis of M.r/ and T is a maximal .r − 1/-transversal, then
rkM.T / > jBr j:
Let I be a nonempty finite set and let .xi/i2I be a family of vectors of V. We say
that the matroid M on I is the vector matroid of .xi/i2I if A  I is independent in M
if and only if .xi/i2A is linearly independent in V. We denote this matroid by MTI U.
Let .xi/i2I be a family of vectors of V and let .xj /j2J be a subfamily of .xi/i2I .
Let MTI U be the vector matroid of .xi/i2I . It follows that the vector matroid of
.xj /j2J , MTJ U, is the restriction of MTI U to J .
Remark 4.5. Let x1; : : : ; xm be a family of nonzero vectors of V and let M D
MTf1; : : : ;mgU be the vector matroid of x1; : : : ; xm: Clearly:
 A subfamily .xi/i2J is k-independent if and only if J is independent in M.k/.
 A subfamily .xi/i2J is a k-basis of x1; : : : ; xm if and only if J is a basis of M.k/.
 The rank partition of x1; : : : ; xm (.x1; : : : ; xm/) coincides with the rank partition
of M .
 A subfamily .xi/i2T is an r-transversal (a maximal r-transversal) of x1; : : : ; xm if
and only if T is an r-transversal (respectively, a maximal r-transversal) of M : If T
is a maximal r-transversal of M then
rkM.T / D Tr .x1; : : : ; xm/:
 If .x1; : : : ; xm/ D .1; : : : ; m/; then, for every r 2 f1; : : : ;m− 1g;
Tr .x1; : : : ; xm/ > rC1:
5. Proofs
Proof of Lemma 3.3. Assume that m and p are positive integers, p<m; .γ1; : : : ;γm/
is a partition ofm, .1; : : : ; p/ is a partition of p, and
i 6 γi; i D 1; : : : ; p:
Suppose that there exists k 2 f1; : : : ; pg such that
γkC.m−p/ > k:
Then, for every j 2 fk; : : : ; k C .m− p/g,
γj > γkC.m−p/ > k > j ;
which implies
γj − j > 1:
Therefore,
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m− p D
mX
jD1
.γj − j / >
kC.m−p/X
jDk
.γj − j / > m− p
is a contradiction. 
Proof of Theorem 3.5. Let x1; : : : ; xp be a family of nonzero vectors of V with rank
partition .1; : : : ; s/ where s =D 0:
Let 1; : : : ; t be nonnegative integers such that
1 >    > t :
Define
m D
tX
iD1
i C p:
Then  D .1; : : : ; t / is a partition of m− p. Let 0 D .01; : : : ; 0r / be its conjugate
partition and assume that 0r =D 0.
Let e1; : : : ; er be a linearly independent family of vectors of V satisfying
hx1; : : : ; xpi \ he1; : : : ; er i D f0g: (3)
Define a mapping f from f1; : : : ;m− pg into f1; : : : ; rg by the following way:
f .i/ D 1 for every i 2 f1; : : : ; 01g, and f .01 C    C 0j−1 C i/ D j for every j 2
f2; : : : ; rg and every i 2 f1; : : : ; 0j g.
Consider the family xpC1; : : : ; xm where xpCh D ef .h/. By Remark 2.2,
.xpC1; : : : ; xm/ D . Using (3) it is easy to conclude that
.x1; : : : ; xp; xpC1; : : : ; xm/D.1; : : : ; s/C .1; : : : ; t /
D.1 C 1; : : : ; k C k/;
where k D maxfs; tg. 
Proof of Theorem 3.6. Let p < m and let x1; : : : ; xp be a family of nonzero vectors
of V with rank partition .1; : : : ; s/, where s =D 0.
Suppose that 1; : : : ; t are nonnegative integers such that
2 > 3 >    > t ;
and
.1 C 1; : : : ; k C k/;
is a partition of m (k D maxfs; tg). Assume, w.l.o.g., that t =D 0.
Consider the vector matroid of x1; : : : ; xp,M1DMTf1; : : : ; pgU. Let .B1; : : : ; Bs/
be a complete factorization of f1; : : : ; pg. Define
BsC1 D    D Bk D ;:
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Let X1 D fp C 1; : : : ; p C 1g and let xpC1; : : : ; xpC1 be vectors of V such that
.xi/i2B1[X1
is a linearly independent family. Let M2 D MTf1; : : : ; p C 1gU.
Since B2 is independent in M2, there exists X02  B1 [X1 such that X02 \ B2 D;, jX02 [ B2j D 2 C 2 and X02 [ B2 is independent in M2.
Define B 01 D B1 \X02 and X2 D fp C 1 C 1; : : : ; p C 1 C 2g. Let .xi/i2X2 be
a copy of .xi/i2X02 . Now define recursively a sequenceX
0
3; : : : ; X
0
t satisfying
X0iC1  X0i and jX0iC1j D iC1:
For i D 2; : : : ; t − 1, let
XiC1 D fp C 1 C    C i C 1; : : : ; p C 1 C    C iC1g
and let .xi/i2XiC1 be a copy of .xi/i2X0iC1 .
Let S D f1; : : : ;mg and let M DMTSU be the vector matroid of x1; : : : ; xm.
We have that B1 [X1 is independent in M and
.B2 [    [ Bs/ [ .X2 [    [Xt/  clM.B1 [X1/;
so B1 [X1 is a basis of M and rkM.1/.S/ D 1 C 1.
By the construction of X1; : : : ; Xt we know that, for every i D 2; : : : ; t ,
.B1 [X1/ [    [ .Bi [Xi/ is independent in M.i/ so
rkM.i/ .S/ > 1 C 1 C    C i C i :
To prove that
rkM.i/ .S/ 6 1 C 1 C    C i C i
consider a basis B ofM.i/ satisfying B1 [    [ Bi  B:
We have that
BDB \ .B1 [    [ Bi [X1 [    [Xt/
D.B1 n B 01/ [ B2 [    [ Bi [ .B \ .B 01 [X1 [    [Xt//:
Since B \ .B 01 [X1 [    [Xt/ is independent inM.i/, then, bearing in mind the
definitions of X2; : : : ; Xt , we can conclude that
jB \ .B 01 [X1 [    [Xt/j 6 jB 01j C jX1j C    C jXi j:
So,
jBj 6 jB1jCjB2jC  CjBi jCjX1jC  CjXijD1C  CiC1 C    C i :
Hence, for every i D 1; : : : ; t ,
rkM.i/ .S/ D 1 C 1 C    C i C i :
If t < s, it is easy to conclude that, for every i D t C 1; : : : ; s,
rkM.i/ .S/ D 1 C 1 C    C t C t C tC1 C    C i
D 1 C 1 C    C i C i : 
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Proof of Corollary 3.7. Consequence of Theorem 3.6. 
Proof of Lemma 3.9. Let p < m and let x1; : : : ; xp be a family of nonzero vectors
of V with rank partition .1; : : : ; s/, where s =D 0: Let k 2 f1; : : : ; sg and let  be
a positive integer such that
.1; : : : ; k; kC1 C ; kC2; : : : ; s/;
is a partition ofm.
Suppose that there exist xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D .1; : : : ; k; kC1 C ; kC2; : : : ; s/:
Consider MTf1; : : : ; pgU, the vector matroid of x1; : : : ; xp, and let B be a basis
.MTf1; : : : ; pgU/.k/. Since
dk.x1; : : : xp/ D 1 C    C k D dk.x1; : : : ; xp; xpC1; : : : ; xm/
we can conclude that B is also a basis of .MTf1; : : : ;mgU/.k/.
Let T be the maximum k-transversal of MTf1; : : : ;mgU contained in B; then T is
also a maximum k-transversal of MTf1; : : : ; pgU. Hence, by Remark 4.5,
Tk.x1; : : : ; xp/ DTk.x1; : : : ; xm/ > kC1 C :
Conversely, suppose that
Tk.x1; : : : ; xp/ > kC1 C :
LetMDMTf1; : : : ;pgU and let .B1; : : : ; Bs/ be a complete factorization of f1; : : : ;
pg. If k D s, define BkC1 D ;. Let T be the maximum k-transversal contained in
B1 [    [ Bk . In these conditions, T \ Bk is a basis of MjT . Thus
jT \ Bkj D rkM.T / DTk.x1; : : : ; xp/ > kC1 C :
By Theorem 4.3,
BkC1  clM .T / D clM .T \ Bk/
so, there existsX0  T \ Bk such that,BkC1 \X0 D ;, jBkC1 [X0j D kC1 C  and
BkC1 [X0 is independent in M.
Let .xj /j2fpC1;:::;mg be a copy of .xj /j2X0 . Let N be the vector matroid of x1; : : : ;
xm. To complete the proof we calculate .N/.
Let X D fp C 1; : : : ;mg: Consider the factorization of T,
.T \ B1; T \ B2; : : : ; T \ Bk/:
Let i 2 f1; : : : ; kg. The set .T \ B1/ [ .T \ B2/ [    [ .T \ Bi/ is an i-transversal
of N and by Lemma 4.2,
clN.T / D clN.T \ B1/ D clN.i/ ..T \ B1/ [    [ .T \ Bi//:
So, since .xj /j2X is a copy of .xj /j2X0 and X0  clM.T /, we can conclude that
X  clN.T /. Therefore,
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X  clN.i/ ..T \ B1/ [    [ .T \ Bi//  clN.i/ .B1 [    [ Bi/:
Now, since f1; : : : ; pg  clN.i/ .B1 [    [ Bi/, we have
f1; : : : ;mg  clN.i/ .B1 [    [ Bi/:
Thus, B1 [    [ Bi is a basis of N.i/ and
rkN.i/ .f1; : : : ;mg/ D 1 C    C i :
By the definition of .xj /j2X; we know that BkC1 [X is independent in N and
therefore
C D B1 [    [ Bk [ .BkC1 [X/
is independent in N.kC1/:
Let D be a basis of N.kC1/ satisfying C  D. If C  D, then
B1 [    [ Bk [ BkC1 D C nX  D nX
which is a contradiction, sinceD nX is an independent set inM.kC1/ and B1 [    [
BkC1 is a basis of M.kC1/. So, C is a basis of N.kC1/ and
rkN.kC1/ .f1; : : : ;mg/ D 1 C    C kC1 C :
Finally, it is also easy to prove that, for every i > k C 1;
rkN.i/ .f1; : : : ;mg/ D 1 C    C k C kC1 C  C kC2 C    C i :
Hence
.N/ D .1; : : : ; k; kC1 C ; kC2; : : : ; s/: 
Proof of Corollary 3.10. Consequence of Lemma 3.9. 
Proof of Theorem 3.11. Let p < m and let x1; : : : ; xp be a family of nonzero vectors
of V with rank partition .1; : : : ; s/, where s =D 0. Let 1; : : : ; sC1 be nonnegative
integers such that
.1 C 1; : : : ; s C s; sC1/;
is a partition ofm. 
We begin to prove the following Claim by induction on z:
Claim. If
Ti .x1; : : : ; xp/ > iC1 C iC1; i D .s C 1/− z; : : : ; s;
then there exist xpC1; : : : ; xpC.z/ 2 V; where
.z/ D .s−z/C2 C .s−z/C3 C    C sC1
such that
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.x1; : : : ; xp; xpC1; : : : ; xpC.z//
D .1; : : : ; .sC1/−z; .sC1/−zC1 C .sC1/−zC1; : : : ; s C s; sC1/:
Proof of the Claim. The case z D 1 is an immediate consequence of Corollary 3.10.
Suppose now that
Ti .x1; : : : ; xp/ > iC1 C iC1; i D .s C 1/− .zC 1/; : : : ; s: (4)
Then, in particular,
Ti .x1; : : : ; xp/ > iC1 C iC1; i D .s C 1/− z; : : : ; s
so, by the induction hypothesis, there exist xpC1; : : : ; xpC.z/ 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xpC.z//
D .1; : : : ; .sC1/−z; .sC1/−zC1 C .sC1/−zC1; : : : ; s C s; sC1/:
Now, by (4),
T.sC1/−.zC1/.x1; : : : ; xpC.z//>T.sC1/−.zC1/.x1; : : : ; xp/
>.sC1/−z C .sC1/−z;
so, by Lemma 3.9, there exists xpC.z/C1; : : : ; xpC.z/C.sC1/−z such that
.x1; : : : ; xp; xpC1; : : : ; xpC.z/; xpC.z/C1; : : : ; xpC.z/C.sC1/−z/
D .1; : : : ; .sC1/−.zC1/; .sC1/−z C .sC1/−z; : : : ; s C s; sC1/:
Therefore, since .zC 1/ D .z/C .sC1/−z, we can derive the existence of
xpC1; : : : ; xpC.zC1/ satisfying
.x1; : : : ; xpC.zC1//
D .1; : : : ; .sC1/−.zC1/; .sC1/−z C .sC1/−z; : : : ; s C s; sC1/;
which finishes the proof of the Claim. 
Returning to the proof of Theorem 3.11, assume that
Ti .x1; : : : ; xp/ > iC1 C iC1; i D 2; : : : ; s:
Applying the Claim (case z D s − 1) we can derive the existence of
xpC1; : : : ; xpC3CCsCsC1
such that
.x1; : : : ; xp; xpC1; : : : ; xpC3CCsCsC1/
D .1; 2; 3 C 3; : : : ; sCs; sC1/:
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Now, Corollary 3.7 guarantees the existence of
xpC3CCsCsC1C1; : : : ; xm
satisfying
.x1; : : : ; xm/ D .1 C 1; 2 C 2; : : : ; s C s; sC1/: 
Proof of Theorem 3.12. Let p < m and let x1; : : : ; xp be a family of nonzero vectors
of V with rank partition .1; 2/. Let 1; 2; 3 be nonnegative integers such that
.1 C 1; 2 C 2; 3/
is a partition of m and suppose that
T2.x1; : : : ; xp/ > 3 − 2:
If 2 > 3, the result is an immediate consequence of Theorem 3.6. Assume that
2 < 3. By Theorem 3.11, there exist vectors
xpC1; : : : ; xpC1C3−2
such that
.x1; : : : xp; xpC1; : : : ; xpC1C3−2/ D .1 C 1; 2; 3 − 2/:
Now, by Theorem 3.6, there exist
xpC1C3−2C1; : : : ; xm
such that
.x1; : : : xm/ D .1 C 1; 2 C 2; 3/: 
Proof of Proposition 3.15. Using Lemma 4.2 we can conclude that all the maximal
r-transversals of a matroid have the same cardinality. Therefore, since every maximal
j-transversal of x1; : : : ; xp is a j-transversal of x1; : : : ; xm; to prove the proposition
it is sufficient to show that the maximal j-transversals of x1; : : : ; xp and the maximal
j-transversals of x1; : : : ; xm have the same cardinality. To show this fact we prove
that there exists a maximal j-transversal of x1; : : : ; xp which is also a maximal j-
transversal of x1; : : : ; xm.
Consider the vector matroid of x1; : : : ; xm,M D MTf1; : : : ;mgU and its restriction
Mjf1; : : : ; pg D MTf1; : : : ; pgU.
Let B be a basis of .MTf1; : : : ; pgU/.j/ and let B 0 be a basis of M.j/ satisfying
B  B 0.
Let T be the maximum j-transversal contained in B and let T 0 be the maximum
j-transversal contained in B 0. It is clear from Theorem 4.3 that T  T 0. Our task is
now to prove that T D T 0. Suppose that T =D T 0. Then, there exists y 2 T 0 such that
y =2 B.
Let .B1; : : : ; Bj / be a factorization of B 0. Let y 2 T 0 be such that y =2 B and let
p 2 f1; : : : ; j g such that y 2 T 0 \ Bp. We have
T 0 D .T 0 \ B1/ [    [ .T 0 \ Bj/:
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Define
B 0p D .T 0 \ Bj / [ .Bp n T 0/;
B 0j D .T 0 \ Bp/ [ .Bj n T 0/;
and
B 0i D Bi; if i 2 f1; : : : ; jg n fp; j g:
It is easy to conclude that .B 01; : : : ; B 0j / is a factorization of B 0. Therefore
jB 0i j D i C i; i D 1; : : : ; j:
In particular, since j D 0,
jB 0j j D j :
Hence, as y 2 B 0j , and y =2 B, we have jB \ B 0j j < j , which implies
jB \ .B 01 [    [ B 0j−1/j > 1 C    C j−1:
This is a contradiction, since B \ .B 01 [    [ B 0j−1/ is an independent set in
.MTf1; : : : ; pgU/.j−1/ and .MTf1; : : : ; pgU/ D .1; : : : ; s/: 
Proof of Theorem 3.14. Let p < m and let x1; : : : ; xp be a family of nonzero vectors
of V with rank partition .1; : : : ; s/; where s =D 0.
Let i1; : : : ; ir 2 f1; : : : ; s C 1g be nonnegative integers such that
ij C 1 < ijC1; j D 1; : : : ; r − 1;
and let 1; : : : ; r be nonnegative integers such that
γ D .1; : : : ; i1 C 1; i1C1; : : : ; i2 C 2;
i2C1; : : : ; ir C r; irC1; : : : ; sC1/;
is a partition ofm.
Suppose that, for every j 2 f1; : : : ; rg such that ij > 2,
Tij−1.x1; : : : ; xp/ > ij C j :
Then, by Theorem 3.11, there exist xpC1; : : : ; xm such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D γ:
Conversely, suppose that there exists xpC1; : : : ; xm 2 V such that
.x1; : : : ; xp; xpC1; : : : ; xm/ D γ:
Then, by Remark 4.5, for every j 2 f1; : : : ; rg such that ij > 2,
Tij−1.x1; : : : ; xm/ > ij C j ;
which, using Proposition 3.15, completes the proof. 
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