In the wake of large-scale DNA sequencing projects, accurate tools are needed to predict protein structures. The problem of predicting protein structure from DNA sequence remains fundamentally unsolved even after more than three decades of intensive research. In this paper, fundamental theory of the protein structure will be presented as a general guide to protein secondary structure prediction research. An overview of the state-of-the-art in sequence analysis and some principles of the methods involved will be described.
INTRODUCTION
Proteins, the fundamental molecules of all organisms have three-dimensional structures that are fully specified by sequence of amino acids. The three-dimensional protein structure determines the functional properties of the protein. Proteins have many different biological functions; they may act as enzymes or as building blocks (muscle fibers) or may have transport function (for example, transport of oxygen). Determining protein structure from its amino acid sequence would greatly help understand the structure-function relationship. Hence, functions could be added or removed by changing their structure or synthesizing new proteins to obtain desired functions. For instance, by determining the structures of viral proteins it would enable researchers design drugs for specific viruses [1] .
At present, 100% accurate protein structures are determined experimentally using X-ray crystallographic or Nuclear Magnetic Resonance (NMR) techniques. However, these methods are not feasible because they are tedious and time consuming, taking months or even years to complete [2] . In addition, large-scale sequencing projects (such as the Human Genome Project) produce protein sequences at a very fast pace [3] . As a result, the gap between the number of known protein sequences (>150,000) [4] and the number of known structures (>4,000) [5] is getting larger. Protein structure prediction aims at reducing this sequence-structure gap. Until now however, the protein structure cannot be predicted 100% accurately theoretically. This is due to the fact that there are 20 different amino acids and thus there are too many ways in which similar structures can be generated in protein by different amino acid sequences [6] .
PROTEIN STRUCTURE THEORY
There are four types of nucleotides (also called bases). They are Adenine (A), Thymine (T), Cytosine (C) and Guanine (G). Nucleotide sequences (also called DNA sequences) do not determine the biological functions of the system. As stated previously, the functions are determined by the protein structure. There are three levels of protein structures: primary, secondary and tertiary structures which are one, two and three-dimensional respectively. The primary structure is the sequence of amino acids obtained from the nucleotide sequence. Table  1 lists the 20 amino acids and their corresponding nucleotide sequences. Table 2 lists the three main classes of the amino acids. The secondary structure is the spatial relationship of amino acid residues that are close to one another in the primary structure. The tertiary structure is the spatial relationship of residues that are far apart in the primary structure. 
PROTEIN SECONDARY STRUCTURE THEORY
The secondary structure has 3 regular forms: alpha (α) helices, beta (β) sheets (combination of beta strands) and loops (also called reverse turns or coils). In the problem of the protein secondary structure prediction, the inputs are the amino acid sequences while the output is the predicted structure (also called conformation, which is the combination of alpha helices, beta sheets and loops). A typical protein contains about 32% alpha helices, 21% beta sheets and 47% loops or non-regular structure. Figure 1 shows a basic amino acid structure, which consists of an amino group (NH 2 ), a carboxyl group (COOH), a hydrogen atom (H) and the side chain, all bonded to a carbon atom called alpha carbon (C α ). Each one of the 20 amino acids has the same structure except for its side chain. Peptide bonds join the carboxyl group of one amino acid to the amino group of another by eliminating water (H 2 O). Figure 2 shows a peptide unit. A polypeptide is an unbranched structure of many amino acid sequence bonded with peptide bonds. An amino acid unit in the polypeptide chain is called a residue. The polypeptide chain starts at its amino terminus and ends at its carboxyl terminus [6] . Phi is the rotation angle around the N-C α bond while psi is the rotation angle around the C α -C bond. The rotations determine each protein's structure (i.e. alpha helix, beta sheet or loop). Amino acids in the interior of the protein molecule come from the hydrophobic class while amino acids from the polar class are at the surface of the molecule. Proteins evolved from a common ancestor are called homologous proteins and they usually have similar amino acid sequences and conformations, and hence similar properties and functions. Researchers usually select nonhomologuos proteins from the protein data bank as working data for structure prediction research.
CHARACTERISTICS OF ALPHA HELICES
In alpha helices, all residues have phi and psi angle approximately -60° and -50° respectively. There are 3.6 residues per turn (one turn/coil of helix). A hydrogen bond exists between the NH group of residue n and the CO group of residue n+3, which stabilizes the helix. Alpha helix has partial positive charge at the amino end and a partial negative charge at the carboxyl end. This in turn causes both ends of alpha helices to be polar and therefore they are always at the surface of protein molecules. The lengths of alpha helices vary from 4 or 5 residues to over 40 residues. However, the average length is about 10 residues. The rise (height) per residue of alpha helix is 1.5Å along the helical axis. Side chains do not interfere with the alpha helix because they project out from it except for Proline where the last atom of the side chain bonds to the main chain N. Furthermore, Proline residue may cause a bend in an alpha helix. Alanine, Glutamic acid, Leucine and Methionine are good alpha helix formers while Proline, Glycine, Tyrosine and Serine are very poor alpha helix formers. In the protein molecule, alpha helices can be totally buried (all hydrophobic residues), partially buried (hydrophobic, polar and charged residues) and completely exposed (polar and charged residues). One problem is that short helices are difficult to predict [6] .
CHARACTERISTICS OF BETA SHEETS
Beta sheet is built from a combination of several polypeptide chains called beta strands. Beta strands are usually 5 to 10 residues long. They are aligned to each other such that hydrogen bonds can form between CO groups of one beta strand and NH groups on an adjacent beta strand and vice versa. Side chains point alternatively above and below the beta sheet. There are three ways to form beta sheet: parallel (all beta strands are in same direction), antiparallel (beta strands alternate in direction) and mixed (combination of parallel and antiparallel strands). However, mixed beta sheets occur rarely. All beta sheets have their strands twisted once. The twist always has the same handedness as shown in Figure 3 , which is defined as right-handed twist. 
CHARACTERISTICS OF LOOPS
Loop regions occur at the surface of the protein molecule. The main chain CO and NH groups of the loop regions, which generally do not form hydrogen bonds with each other, are exposed to the solvent and can form hydrogen bonds with water molecules. Loop regions exposed to solvent have large quantities of charged and polar hydrophilic residues. It is possible to predict loop regions with higher accuracy than alpha helices or beta sheets. In homologous amino acid sequences, it is found that insertions or deletions of a few residues occur almost only in the loop regions. This is because during evolution protein cores are much more stable than loops (which are at the surface).
SECONDARY STRUCTURE PREDICTION RESEARCH
The most widely used accuracy index for secondary structure prediction is the three-state per-residue accuracy (Q 3 ), which gives the percentage of correctly predicted residues in either of the three states (classes), alpha helix, beta strand or loop region [8] :
where P α , P β and P loop are number of residues predicted correctly in state alpha helix, beta strand and loop respectively while T is the total number of residues.
There are three simple measures for assessing the quality of predicted secondary structure segments (or states): the number of segments in the protein, the average segment length and the distribution of the number of segments with length. Prediction methods need to meet four requirements. Firstly, no significant pair wise sequence identity between proteins used for training and test set (<25%). Secondly, all available unique proteins should be used for testing (since proteins vary in structural complexity, certain features are easier to predict than others). Regardless of which data sets are used for a particular evaluation, a standard set should be used for which results are also reported. Finally, test set should never be used before the method is set up [8] .
The Protein Structure Prediction Center at Lawrence Livermore National Laboratory, California, USA occasionally organizes experiments on the Critical Assessment of Techniques for Protein Structure Prediction (CASP). It has held three such experiments since 1994. The goal is to obtain indepth and objective assessment of current abilities and inabilities in the area of protein structure prediction.
METHODS OF SECONDARY STRUCTURE PREDICTION
Basically there are three generations of secondary structure prediction methods. Each new generation has overall accuracy of about ten percent higher than methods from previous generation [8] .
FIRST GENERATION
Most methods of the first generation were based on single residue statistics. From the limited protein databases (in 1960-1970s), evidence was obtained for the preference of particular residues for particular secondary structure states. The performance accuracy of these methods had been overstated, examples include ChouFasman algorithm [9] and GOR algorithm [10] .
In Chou-Fasman algorithm, from the 15 amino acid sequences and the corresponding conformations known at the time (1974), Chou and Fasman computed frequencies with which each amino acid appears in alpha helices, in beta sheets and beta turns. For an alpha helix for example, each amino acid was classified as helix-former, helix-neutral or helix-breaker based on the computed frequencies. The same was done for beta sheets and turns.
Chou and Fasman used this information to predict statistically the secondary structures in other proteins given their primary sequences. Their prediction was claimed to be 50-60 percent correct.
In GOR algorithm, the prediction of secondary structures is a way of assigning each residue in the primary sequence one of four states -alpha helix, beta sheet, beta turn or loop -and it is completely determined statistically by the residues within the same primary sequence. This algorithm gave a better prediction than Chou-Fasman method. They claimed Q 3 is 57.0% while CASP2 Q 3 is 54.4%.
SECOND GENERATION
The main improvement of the second generation of prediction techniques was a combination of a larger database of protein structures and the use of statistics based on segments. The accuracy levels were slightly higher than 60%. Mainly used algorithms were based on statistical information, physico-chemical properties, sequence patterns, multi-layered neural networks, graph-theory, multivariate statistics, expert rules and nearestneighbour algorithms.
In GOR3 algorithm [11] , the framework of information theory provides a means to formulate the influence of local sequence upon the conformation of a given residue. The first-level approximation drawn from the theory, involving single-residue parameters, is marginally improved (compared to GOR algorithm) by an increase on the database. The second-level approximation, involving pairs of residues, provides a better model. This new version of the GOR method claimed Q 3 is 63.0%.
Qian and Sejnowski used neural network based algorithm to predict the secondary structure in 1988 [12] . They used the backpropagation algorithm to predict the alpha helix and beta sheets of 15 test proteins. The neural network they used had three layers and with an optimal number of 40 hidden units and 13 input residues. They added a second network whose inputs were sequences of outputs from the first network. The claimed Q 3 is 64.3%.
The first and second generation methods shared at least two of the following problems (mostly all three) i.e. three-state per-residue accuracy was below 70%, beta strands were predicted at levels of 28-48% and predicted helices and strands were too short [8] .
The first problem (<100% accuracy) may have arisen from two sources, i.e. secondary structure differ even between different crystals of the same protein, secondary structure formation is partially determined by long range interactions, i.e. contacts between residues that are not visible by any method based on segments of 11-21 adjacent residues. The second problem (beta strands <50% accuracy) is caused by the fact that beta sheet formation is determined by more non-local contacts than is alpha helix formation.
THIRD GENERATION
Methods in the third generation are superior (in terms of accuracy) to their predecessors because information from homologous sequences is used. In addition, problems of first and second generation methods were addressed.
In Zvelebil algorithm, information available from a family of homologous sequences is used [13] . The approach is based on averaging GOR secondary structure preferences for aligned residues and on the observation that insertions and high sequence variability tend to occur in loop regions between secondary structures [10] . As a result, a statistical algorithm first aligns a family of sequences and a value for the extent of sequence conservation at each position is obtained. This value modifies a GOR prediction on the averaged sequence to yield the improved prediction. This algorithm claimed Q 3 to be at 66.1%.
DSC algorithm used linear statistics in its implementation. It identifies residue conformational propensities, sequence edge effects, moments of hydrophobicity, position of insertions and deletions in aligned homologous sequence, moments of conservation, auto-correlation, residue ratios, secondary structure feedback effects, and filtering [14] . It uses simple and explicit structure of the prediction, which allows the method to be reimplemented easily. This algorithm claimed Q 3 is 70.1% while CASP2 Q 3 is 69.5%.
In PREDATOR algorithm, the secondary structure prediction is based on local pairwise alignment of the sequence to be predicted with each related sequence rather than utilization of a multiple alignment [15] . Secondary structure propensities are based on both local and long-range effects, utilization of similar sequence information in the form of carefully selected pairwise alignment fragments, and reliance on a large collection of known protein primary structures. Its claimed Q 3 is 75%.
NNSSP is a program that predicts secondary structure based on neural networks and nearest-neighbour techniques [16] . The main idea of the nearest-neighbour approach is the prediction of the secondary structure state of the central residue of a test segment, based on the secondary structure of similar segments from proteins with known three-dimensional structure. The information coming from the different templates is scored according to their similarity (according to the sequence or other properties) with the test segment. NNSSP is an enhancement of the algorithm designed by Yi and Lander, which selects the neighbours by the mean environmental score and combines by the mean of neural network predictions made with different parameters (environmental scores, length of nearest-neighbors) [17] . In addition, it incorporates information coming from multiple aligned sequences (by averaging their scores for the weighting of each nearest-neighbor). Q 3 of this method is 72.2% while its CASP Q 3 is 67.7%.
PHD is a program that is composed of several cascading neural networks (previously trained on proteins of known structures) [18] . A first network takes as input a set of vectors representing the sequences present in a window sliding along the multiple alignment. Its output is composed of a vector representing the probabilities for each of the three states of the residue central to the window. Since the secondary structure of a residue is not independent to that of its neighbors, a second step takes into account these local interactions. A neural network takes as input the vectors present in a window sliding along the previous output. Its output is a refined threestates probabilities vector. Another step consist of averaging (for each state) the outputs from independently trained networks. Finally a "winner take all" decision assigns the secondary structure state. No explicit rules are included in the algorithm. PHD may generate its own alignment with the submitted sequence. PHD's claimed Q 3 is at 72.2% while its CASP2 Q 3 is 71.6%.
CONCLUSIONS
Looking at the recent and more accurate algorithms, it is evident that they are based on neural network architectures. Hybrid techniques incorporating neural networks and others such as expert systems or genetic algorithms would be a good ground for further research, as there has not been much work done on this area.
After more than three decades of research, theoretical biology still cannot predict protein structure from DNA sequence with 100% accuracy. Nevertheless, most breakthroughs in protein structure prediction were achieved over the last seven years. Hence, although general prediction problem cannot be solved, significant progress has been made. Only continued perseverance in structure prediction research can contribute to a better accuracy in the prediction.
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