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Abstract—We consider several reliability problems that
arise when allocating applications to processing resources in
a Cloud computing platform. More specifically, we assume
on the one hand that each computing resource is associated
to a capacity constraint and to a probability of failure.
On the other hand, we assume that each service runs as a
set of independent instances of identical Virtual Machines,
and that the Service Level Agreement between the Cloud
provider and the client states that a minimal number of
instances of the service should run with a given probability.
In this context, given the capacity and failure probabilities
of the machines, and the capacity and reliability demands
of the services, the question for the cloud provider is to find
an allocation of the instances of the services (possibly using
replication) onto machines satisfying all types of constraints
during a given time period.
In this paper, our goal is to assess the impact of the
reliability constraint on the complexity of resource allocation
problems. We consider several variants of this problem,
depending on the number of services and whether their
reliability demand is individual or global. We prove several
fundamental complexity results (#P’ and NP-completeness
results) and we provide several optimal and approximation
algorithms. In particular, we prove that a basic randomized
allocation algorithm, that is easy to implement, provides
optimal or quasi-optimal results in several contexts, and we
show through simulations that it also achieves very good
results in more general settings.
I. INTRODUCTION
A. Reliability Issues in Cloud Computing
This paper considers several reliability problems that
arise when allocating Virtual Machines (VMs) onto Phys-
ical Machines (PMs) in a Cloud computing platform.
Cloud Computing [1], [2], [3], [4] has recently emerged
as a new paradigm for service providing over the Internet.
Using virtualization, it is possible to run several Virtual
Machines on top of a given Physical Machine. Since
each VM hosts its complete software stack (Operating
System, Middleware, Application), it is moreover possible
to migrate VMs from a PM to another.
The problem of mapping VMs having heterogeneous
computing demands onto PMs having heterogeneous ca-
pacities can be modeled as a multi-dimensional bin-
packing problem. In this context, each physical machine
is characterized by its computing capacity (i.e. the number
of flops it can process during one time-unit), its memory
capacity (i.e. the number of different VMs that it can
handle simultaneously, given that each VM comes with
its complete software stack) and its failure rate (i.e. the
probability that the machine will fail during the next time
period).
In order to deal with capacity constraints in resource
allocation problems, several sophisticated techniques have
been developed in order to optimally allocate VMs onto
PMs, either to achieve good load balancing [5], [6], [7]
or to minimize energy consumption [8], [9]. Most of
the works in this domain have therefore concentrated on
designing offline [10] and online [11], [12] solutions of
Bin Packing variants.
The reliability constraints have received much less
attention in the context of Cloud computing, as underlined
by Walfredo Cirne in [13]. On the other hand, in the
last few years, these questions have been addressed in
the context of Peer-to-Peer networks. Indeed, efficient
data sharing in such systems is complicated by erratic
node failure, unreliable network connectivity and limited
bandwidth. In this context, replicating data on multiple
nodes can improve both availability and response time and
the question is to determine when and where to replicate
data in order to meet performance goals in large-scale
systems [14], [15], [16], [17], [18]. Reliability issues have
also been addressed by High Performance Computing
community. Indeed, a lot of efforts is done to build sys-
tems capable of reaching the Exaflop performance [19],
[20] and exascale systems are expected to gather billions
of processing units, thus increasing the importance of
fault tolerance issues [21]. The main solutions considered
for fault tolerance in Exascale systems are based on
replication strategies [22] and rollback recovery relying
on checkpointing protocols [23], [24].
To assess the complexity introduced by reliability con-
straints, we will stick to a simple context, that neverthe-
less captures the main difficulties. First, we will consider
that the applications running on the Cloud platform can
be seen as a set of independent services, and that services
themselves consist in a number of identical (in terms of
capacities) and independent instances. Therefore, we do
not consider the problems introduced by heterogeneity,
that has already been considered (see for instance [6],
[7]), since heterogeneity implies that allocation problems
are amenable to bin packing problem and are therefore
intrinsically difficult. Then, we consider static allocation
problems only, in the sense that our goal is to find the
allocation that optimizes the reliability during a time pe-
riod, instead of relying on VM migration and creation to
ensure that a minimal number of instances of each service
is running whatever the machine failures. Therefore, our
work allows to assess precisely the complexity introduced
by machine failures and service reliability demands.
The characteristics of the applications and their require-
ments have been negotiated between a client and the
provider through a Service Level Agreement (SLA). In
the SLA, each service is characterized by its demand in
terms of processing capability (i.e. the minimal number of
instances of VMs that must be running simultaneously)
and in terms of reliability (i.e. the maximal probability
that the service will not benefit from this number of
instances at some point during the next time period). Our
goal is to find an allocation of the instances of services
so as to enforce capacity and reliability constraints, given
the reliabilities of the machines and the capacities of ma-
chines. In general, the overall capacity of the machines is
larger than the demands of the services, but the reliability
constraint for the services is higher than the reliability
of individual machines, so that we will allocate more
services than the actual demand, i.e. use replication, so
as to enforce reliability.
B. Paper Outline
In Section II, we present the model and the different
problem formulations that will be addressed in this paper,
in the context of a single service (in Section III), of
several grouped services (in Section IV), or of several
independent services (in Section V). In all three differ-
ent situations, we assess the complexity introduced by
reliability constraints by proving complexity results (NP-
Completeness or #P’-Completeness results), we prove
optimality results for special cases, and we propose
heuristics and approximation algorithms that we compare
through extensive average-case experimentations. Finally,
we provide concluding remarks in Section VI.
II. MODELS
In this section, we introduce the notations that will
be used throughout the paper and define precisely the
optimization problems that we will consider. Our tar-
get cloud platform is made of m physical machines
M1,M2, . . . ,Mm. Machine Mj is able to store CAPAj
instances of services. On this cloud, our goal is to run n
services S1,S2, . . . ,Sn. DEMi identical and independent
instances of service Si are required. In practice, instances
of services would run as Virtual Machines. Several in-
stances of the same service can run concurrently and
independently on the same physical machine. We will
denote by Ai,j the number of instances of Si running
on Mj . Therefore,
∑
i Ai,j represents the number of
instances running on Mj and has to be smaller than
CAPAj . On the other hand,
∑
j Ai,j represents the overall
number of running instances of Si and is in general larger
than DEMi since replication (i.e. over-reservation) of
services is used in order to enforce reliability constraints.
More precisely, each machine Mj comes with a failure
rate FAILj , that represents the probability of failure of
Mj during a fixed period a time (say, one day). During
the time period, we will not reallocate instances of
services to physical machines but rather provision extra
instances for the services (replicas) that will actually be
used if some machine fails. We will denote by ALIVE the
set of running machines and by ALIVEi the number of
instances of service i running on alive machines after the
time period (in the case of OneService, this last number
is denoted by ALIVEs).
On the other hand, each service Si comes with some re-
liability requirement. The problem comes into two flavors,
depending on the nature of the requirement: either each
service Si comes its own reliability requirement RELi,
or the whole group of services comes with some global
reliability requirement REL.
OneService(m, CAPA, DEM, REL): Find an alloca-
tion A of instances of service S to machines
M1,M2, . . . ,Mm such that P(ALIVEs ≥ DEM) ≥
REL, i.e. the probability that at least DEM instances are
running on alive machines after the time period is larger
than the reliability requirement REL.
GroupedServices(m, CAPA, n, DEM, REL): Find an
allocation A of instances of services S1,S2, . . . ,Sn to
machines M1,M2, . . . ,Mm such that P(∀i, ALIVEi ≥
DEMi) ≥ REL, i.e. the probability that all services
have at least DEMi instances running on alive machines
after the time period is larger than the overall reliability
requirement REL.
IndependentServices(m, CAPA, n, DEM, REL): Find
an allocation A of instances of services S1,S2, . . . ,Sn to
machines M1,M2, . . .Mm such that ∀i, P(ALIVEi ≥
DEMi) ≥ RELi, i.e. the probability that a least DEMi
instances of Si are running on alive machines after the
time period is larger than the reliability requirement RELi.
For each of those three problems we define the cor-
responding reliability estimation problem POneService
(respectively PGroupedServices and PIndependentServices)
as the problem of computing the reliability probability of
a given allocation for a given instance of OneService
(resp. GroupedServices and IndependentServices),
i.e. the probability that at least DEM instances are running
on alive machines after the time period.
Note that in the case when there is only one service, the
problem is somehow degenerate in the sense that finding
the best allocation is trivial (simply allocate as much
instances as possible on each machine). Nevertheless, we
prove in Section III that estimating if the reliability of the
resulting allocation is larger than the requirement REL is
#P ′-complete. We prove in Section IV that the situation
is in fact very similar in the case of grouped services,
i.e. that finding the best (fractional) allocation is easy but
estimating its reliability is #P ′-complete. At last, in Sec-
tion V, we prove that in the case of several independent
services, finding the optimal allocation is NP-Complete
and estimating the reliability of an allocation is #P ′-
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complete.
III. CASE OF A SINGLE SERVICE
A. Introduction
We consider the problem
OneService(m, CAPA, DEM, REL): Find an alloca-
tion A of instances of service S to machines
M1,M2, . . . ,Mm such that P(ALIVE ≥ DEM) ≥ REL,
i.e. the probability that at least DEM instances are running
on alive machines after the time period is larger than the
reliability requirement REL.
Clearly, in order to maximize the reliability, one pos-
sible solution consists in allocating as many instances
of S (up to DEM, obviously) on each machine. It is
worth noting that we consider that the resources of the
Cloud are assumed to be reserved, and we can use them
completely to run S (or the set of services S1,S2, . . . ,Sn
in the following sections). The question of determining a
minimal amount of resources is not meaningful in this
context and is left out of the scope of this paper.
B. How to Estimate the Reliability of an Allocation?
In this section we consider the POneService problem.
Let us assume that the allocation A is given. In order to
compute what is the reliability induced by the allocation,
it is necessary to estimate the probability of each possible
configuration of machines states (dead or alive) after the
time period.
A configuration is completely defined by the set of












Therefore, the reliability of an allocation A is given by
the sum of the probabilities of the configurations (defined
by their ALIVE set) satisfying
∑
j∈ALIVE Aj ≥ DEM















Of course, there are 2m possible ALIVE sets and
therefore, above method to estimate the reliability of an
allocation has an exponential computing cost. In Sec-
tion III-C, we prove that in fact, the counting problem
associated to the estimation of the reliability is #P ′-
Complete. Nevertheless, we give in Section III-D a dy-
namic programming algorithm that computes the reliabil-
ity in pseudo-polynomial time (and even in polynomial
time for a large class of instances).
C. Complexity of Reliability Computation
When studying an NP decision problem, the question
is to determine whether there exists a solution to a given
instance. However, in many contexts, one is interested
in knowing not only whether a solution exists, but also
the number of solutions. For instance, in our context,
we are interested in evaluating the (weighted) number of
valid ALIVE sets in order to compute the reliability of
an allocation. The #P complexity class, introduced by
Valiant [25], captures this notion.
More precisely, since we are dealing with non integer
values (outputs of our problems are probabilities in [0, 1]),
we work with the #P ′ complexity class, derived from
the #P class by Bodlaender et al. [26], that has been
specifically designed to work with probabilities.
Several #P ′-completeness results have been estab-
lished in the context of graphs and reliability. For in-
stance, let an undirected, simple graph G be given with
a number pe ∈ [0, 1] associated to each edge e of G
and corresponding to the probability that the edge e is
present in the surviving subgraph. Then, the problem of
computing the probability that there is a path between
two distinguished vertices s and t has been proven #P ′-
complete [27], and the problem of computing the prob-
ability that all vertices remain connected has also been
proven #P ′-complete [28]. More recently, these results
have been extended to node failures in the context of
allocations between clients and servers [26]. A problem
closely related to our context, in which the complexity
of computing the reliability of a task graph schedule in
presence of task replication is studied, has been proved
#P ′-complete by Benoit et al. [29], .
In what follows we prove that
Theorem 3.1: POneService is #P
′-Complete.
Proof: First, we have to prove that POneService
belongs to #P ′. To do so, we consider the function h
that takes as input an instance of POneService, i.e. an
allocation on a given instance of OneService, and that
outputs the reliability probability of this allocation. We
need to prove that h consists in a function f ∈ #P , that
takes as input the instance and that outputs an integer
value, and a polynomial-time function g that takes as
input an integer value (the output of f ) and the instance,
and that outputs non-integer value. In our case, the output
of f is the number of valid ALIVE sets on a given instance
of POneService, and the output of g, which is also the
output of h, is the reliability of the allocation, i.e. a
probability in [0, 1].
The failure probability FAILj of each machine during




x = (xj)1≤j≤m defines the ALIVE set : if 0 ≤ xj ≤ nj ,
then machine j fails, while if nj < xj ≤ dj , machine j
does not fail.
The NP decision problem corresponding to
POneService is the following : given an allocation
A, is there a vector x such that at least DEM instances of
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the service are running on alive machines at the end of
the time period? This problem belongs to NP since the
vector x of size O(m) constitutes the certificate. Indeed,
to check whether x is a satisfying vector, we compute
the number of instances of the service running on alive
machines, that can be identified with x.
The corresponding #P problem consists in comput-
ing how many distinct vectors x correspond to valid
allocations, what defines the function f evoked above.
Moreover, there are
∏
1≤j≤m dj distinct vectors and each
of them defines a possible final configuration at the end of
the time period. We obtain the reliability of an allocation
by dividing the number of successful vectors (i.e. the
output of function f ) by the total number of possible
scenarios. This operation corresponds to the function g
required to prove that POneService is in #P
′.
In order to prove that POneService is #P
′-Complete,
we have to prove that POneService #P
′-Hard. To do so,
we propose a reduction to the Knapsack problem.
Given a list of non-negative integer weights w1, . . . wn,
and an integer capacity C, the counting variant of Knap-
sack consists in counting the number of subsets of items
whose overall weight is strictly smaller than C. This
variant is known to be #P -complete [30].
To perform the reduction from the Knapsack count-
ing problem, we consider an instance w1, . . . , wn of
the Knapsack problem, and we build an instance of
POneService consisting in m machines such that ∀1 ≤
j ≤ m, CAPAj = wj and FAILj = 1/2. Let us set
DEM = C, and let us consider optimal solutions such
that all machines are filled at their maximum capacity.
Each vector x corresponds to a set of alive machines
at the end of the time period. Therefore, since the whole
capacity of each machine is used, the number of running
instances is given by the sum of the capacities of alive
machine. The number of vectors x such that at least
DEM = C instances of the service are alive is the
difference between the overall number of possible x
vectors and the number of vectors corresponding to a
number of instances strictly smaller than DEM.
Since all failures rates are equal to 12 , all vectors x have
exactly the same probability 12
n
, and therefore, this last
term of the difference corresponds exactly to the solution
of the Knapsack counting problem for this instance.
Since the Knapsack counting problem is #P -Hard,
computing the number of vectors x that provide enough
alive instances of the service is also #P -Hard. From [26],
this implies that it is also #P ′-Hard, and thus that
POneService is #P
′-Complete.
D. Pseudo-Polynomial algorithm via Dynamic Program-
ming
Despite this #P ’-hardness result, it is possible to com-
pute the reliability of an allocation with heterogeneous
failure probabilities in pseudo-polynomial time, using
dynamic programming. Indeed, let us denote by F (i, s)
the probability that at least s instances of the service are
alive (i.e. run on alive machines) using the first i machines
(M1, . . . ,Mi) only. It is possible to derive the following
recursive equation
F (i+1, s) = F (i, s)×FAILi+1+F (i, s−Ai+1)×(1−FAILi+1),
that states the following property: in the allocations built
from the set of the first i+ 1 machines,
• under the condition that machine i + 1 is not alive
(what happens with probability FAILi+1), s instances
of the service are available on the i+1 first machine
if and only if they are available on the first i
machines (F (i+ 1, s) = F (i, s));
• under the condition that machine i+1 is alive (what
happens with probability (1 − FAILi+1)), having s
instances on the first i+1 machines is equivalent to
having s − Ai+1 instances available with the first i
machines only (F (i+ 1, s) = F (i, s−Ai+1).
With the initial conditions stating that F (i, s) = 1 for all
s ≤ 0 and F (0, s) = 0 for all s > 0, this equation allows
to compute the values of F (i, s) for all 1 ≤ i ≤ n and
0 ≤ s ≤ DEM, in time O(n × DEM). In particular, the
value F (n, DEM) is the reliability of allocation A. This
complexity is not in contradiction with the result stated
in Theorem 3.1. Indeed, the complexity of the dynamic
programming algorithm is of order n × DEM, whereas
an instance of POneService is of size n + log DEM, so
that the algorithm has a pseudo-polynomial complexity
only. Nevertheless, if the number of instances per machine
is bounded by a constant, above algorithm provides the
reliability of an allocation very quickly.
ï»¿
IV. CASE OF SEVERAL APPLICATIONS WITH A
SHARED RELIABILITY GOAL
A. Introduction
In this section, we consider the case of several services,
and our goal is to find an allocation A such that the
probability of having at least DEMi surviving instances
of any service Si is at least REL.
GroupedServices(m, CAPA, n, DEM, REL): Find an
allocation A of instances of services S1,S2, . . . ,Sn to
machines M1,M2, . . . ,Mm such that P(∀i, ALIVEi ≥
DEMi) ≥ REL, i.e. the probability that all services
have at least DEMi instances running on alive machines
after the time period is larger than the overall reliability
requirement REL.
In Section IV-B, we prove that if one can allocate
a fractional number of a service on a machine, the
proportional mapping strategy, that allocates on each
machine a number of instances of Si proportional to its
overall weight (in terms of demand) provides the optimal
solution. In the more realistic setting where only full
instances of services can be allocated to machines, we
prove in Section IV-C that the problem is #P ′-Complete
even if the demand of each service is 1 and we provide in
Section IV-D a deterministic algorithm and a randomized
4
algorithm inspired by the Proportional Mapping strategy
and that achieve very good results in practice.
B. Fractional Solution
Let us assume that A is allowed to allocate a fractional
number of services to a machine.
Theorem 4.1: Let us consider the proportional map-




CAPAj . Then, A is opti-
mal, even in the fully heterogeneous case (where both
the capacities and the failure rates of the machines are
heterogeneous).
Proof: Let us consider any possible set of alive
machines ALIVE. A necessary condition for ALIVE to be























Therefore, the necessary condition for the validity of
ALIVE is also a sufficient condition for APM to provide
a valid allocation for ALIVE, what achieves the proof.
As in the one-machine case, it is therefore possible (in
the fractional case) to determine an optimal allocation in
polynomial time.
C. Complexity Results
As in the case of a single service, the problem of deter-
mining if an allocation satisfies the reliability constraint
falls into the conditions of Theorem 3.1 and is therefore
#P ′-complete.
Corollary 4.2: of Theorem 3.1 GroupedServices is
#P ′-Complete.
Proof: Clearly, the computation of the reliability of
an allocation in GroupedServices is actually harder than
in OneService, because every instance of OneService is
an instance of GroupedServices consisting in only one
service.
Nevertheless, and contrarily to what happens in the
case of a single service, PGroupedServices remains #P
′-
Complete even if the demand for each service is 1, i.e.
∀i, DEMi = 1). Therefore, the following result shows the
intrinsic difficulty when several services are considered
simultaneously.
Theorem 4.3: PGroupedServices restricted to the case
where ∀i, DEMi = 1 is #P
′-Complete.
Proof: Following the proof of Theorem 3.1,
PGroupedServices belongs to #P
′. In order to prove that
it is #P ′-Hard, we perform a reduction to Monotone-
2SAT [25], by considering only instances where DEMi =
1. Note that this reduction implies in particular that it
is not possible to derive a pseudo-polynomial algorithm
for PGroupedServices just as we did for POneService in
Section III-D.
In Monotone-2SAT, we are given a satisfiability for-
mula F = c1 ∧ c2 ∧ · · · ∧ cr, ci = yi1 ∨ yi2, where yijs
are taken from a set of variables X , and the problem is
to compute the number of truth assignments to variables
that make the formula true.
Given an instance of Monotone-2SAT, i.e. a formula,
it is possible to build the following instance of the
PGroupedServices problem:
• There is one machine for each variable in X , whose
failure probability pi is
1
2 ;
• There is one service for each clause cj , whose
demand DEMj is 1;
• Ai,j = 1 if variable xi appears in clause cj and
Ai,j = 0 otherwise.
If we denote by x the {0, 1} vector where xi = 1
if and only if machine Mi is alive, the set of vectors
x such that ∀j,
∑
i ALIVEi ≥ DEMj is exactly the set
of vectors x such that the original formula is true and
all these vectors have exactly the same probability since
the failure probability is 12 . Hence, computing this set of
vectors is #P -Hard and computing the reliability of A,
that is exactly the number of such vectors divided by 2m,
is #P ′-Complete.
D. Integer Solutions
In this section, we propose and study the behavior of
two algorithms that compute integer allocations, with the
goal of reproducing the good properties of the Propor-
tional Mapping allocations described in Section IV-B.
In order to propose solutions that behave nicely in
an on-line environment where services may stop or
start over time, we focus our attention on random-
ized algorithms. Our first algorithm is FullRandom, in
which all available slots of a given machine are con-
sidered separately: machine j is seen as CAPAj slots of
size 1. FullRandom mimics the Proportional Mapping
scheme by allocating to each service Si a number of
slots proportional to its demand DEMi. To achieve this,
we cut the (0, 1] interval into n consecutive disjoint
intervals of size proportional to each service demand











], . . . , ( 1−DEMn∑
u
DEMu
, 1]. Then, for each
slot we pick uniformly at random a number in (0, 1]
and use it to define the service to allocate to this slot.
Doing this, each slot is used by exactly one service,





. The intuition behind this algorithm is that
when the demand of the services are large enough, the
actual number of slots alloted to service Si on machine
j is very likely to be very close to CAPAjri, and thus
the reliability of this allocation is close to the reliability
achieved by Proportional Mapping.
Theorem 4.4: On instances with homogeneous ma-
chines (in terms of capacity CAPA and failure rate FAIL),
FullRandom with a small resource augmentation guar-
antees to reach the required reliability.
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Proof: Let us compute the probability that the al-
location computed by FullRandom fails to achieve the
required demands for each service. For a given service
i, its allocation ratio is αi, so the average number of
allocated slots is nαiCAPA. Since machines fail with
probability p, the average number of alive instances for
service i is nαiCAPAp. Let us denote by Ai the number
of alive instances for service i and by M the number
of alive machines (both are random variables).For given
positive ǫ1 and ǫ2, we can bound the probability that the
actual number of alive slots deviates too much from this
average using twice Chernoff inequality [31]:
F = P (∃i,Ai < n(αi − ǫ1)CAPA(p− ǫ2))
≤ P (M < n(p− ǫ2))+





















By picking ǫ2 ≥
−2 log(r/(k+1))












Furthermore, if we assume that DEMi = αinCAPAp
(which is necessary for the original instance to be feasi-
ble), we can compute the number β of additional nodes
required to compensate for this ǫ error. If we make sure
that (n + β)(αi − ǫ1)CAPA(p − ǫ2) ≥ di, then F is not
smaller than the probability that the demand of at least
one service is not satisfied, and since F ≤ r, we can
ensure that all services are satisfied with probability 1−r.
It is easy to see that it is enough to set
β = n
pǫ1 + αiǫ2 − ǫ1ǫ2
(αi − ǫ1)(p− ǫ2)
.
When n grows to infinity, both ǫ1 and ǫ2 are O(
1
n2 ,
and hence β = O( 1n ) is enough to guarantee the required
reliability requirement.
Another, more deterministic approach is Round-
Down: on each machine j, RoundDown first allocates
⌊riCAPAj⌋ slots to service Si. Then, the remaining slots
(if any) are allocated using the same procedure as Full-
Random.
To analyze and compare the behavior of these two
heuristics, we present experiments in which we compare
their performance to the optimal Proportional Mapping
strategy. Specifically, we randomly generate instances
with various parameter values (described below), and for
each instance, we compute the "cost of integrity", i.e. how
many additional resources are required for FullRandom
and RoundDown to achieve the same level of reliability
as Proportional Mapping.















































Figure 1. Augmentation ratios with respect to Proportional Mapping
required for each algorithm to achieve the target reliability, with n = 15,
m = 5 and 50 services.
Instances are generated as follows: we consider three
parameters, namely the average service demand d, the
number of services m, and a target reliability REL. In all
experiments, the number of machines is fixed to n = 15
(since computing the reliability of an allocation takes time
2n, it is difficult to consider significantly higher values),
and the machine failure rates are set to FAIL = 0.05. From
these parameters, we can compute an average machine
capacity c = dmn . Individual service demands Si are then
generated as uniform values between d/2 and 3d/2, and
similarly machine capacities CAPAj have uniform values
between c/2 and 3c/2. For each instance, we compute
for each algorithm A the smallest augmentation ratio αA
such that the allocation produced by A when the capacity
of all machines is multiplied by αA achieves the target
reliability REL.
The results are depicted on Figure 1, where we plot
the augmentation ratio of each algorithm with respect to
Proportional Mapping (i.e. we plot αAαPM ). We can see that
the average service demand is the most critical parameter:
as expected, when the average service demand increases,
the performance of both algorithms gets closer and closer
to the optimal behavior. RoundDown actually reaches
this quasi-optimal performance as soon as d ≥ 100.
The case when n = 10 and n = 18 are respectively
depicted in Figure 2 and Figure 3, and they show very
little difference with the case n = 15.
V. CASE OF SEVERAL INDEPENDENT APPLICATIONS
A. Introduction
In this section, we consider the context where we are
given several services to run, each with a target reliability,
and the goal is to find an allocation such that the reliability
of each service is not smaller than its target.
IndependentServices(m, CAPA, n, DEM, REL): Find
an allocation A of instances of services S1,S2, . . . ,Sn to
machines M1,M2, . . . ,Mm such that ∀i, P(ALIVEi ≥
DEMi) ≥ RELi, i.e. the probability that a least DEMi
6






















































Figure 2. Same as Figure 1 with n = 10, m = 5 and 50 services.
















































Figure 3. Same as Figure 1 with n = 18, m = 5 and 50 services.
instances of Si are running on alive machines after the
time period is larger than the reliability requirement RELi.
This formulation strongly differs from the grouped
case depicted in Section IV. As an example, let us con-
sider a simple instance with two machines with identical
capacity c = 10 and failure rate p, and two services
with demand d = 10. An homogeneous allocation, as
would be produced by Proportional Mapping, consists in
allocating 5 instances of each service on each machine.
The reliability of each service in that allocation is (1−p)2
(both machines need to be alive). In contrast, allocating
10 instances of service 1 on machine 1, and 10 instances
of service 2 on machine 2 yields a reliability of 1− p for
each of the services, which is strictly better. Of course,
in both cases, the grouped reliability, i.e. the probability
that both services are satisfied, is (1− p)2.
B. Complexity results
Theorem 5.1: IndependentServices is NP-Complete
in the Strong Sense.
In this paper, until now, we have only proven
#P-Completeness results: for POneService and
PGroupedServices (in the fractional case), finding an
allocation with optimal reliability is not difficult.
However, computing its reliability is a difficult problem,
as assessed by #P-Completeness results.
In the case of IndependentServices, the problem is
more difficult in the sense that computing an optimal
allocation turns out to be an NP-complete problem. To
prove Theorem 5.1, we will use a reduction to the
3-Partition problem [10].
3-Partition: Given 3n integer numbers a1, . . . , a3n and











is there a partition of {1, . . . , 3n} into n groups of exactly
3 elements, such that each group sums up exactly to B?
Proof: In order to prove the NP-Completeness of
IndependentServices, let us consider the following set of
instances, that consist of 3n services S1,S2, . . . ,S3n to be
run on n machines M1,M2, . . . ,Mn. Let ai denote the
demand of Si. At last, let both the failure probability of
a machine and the reliability requirement for any service
be p.
• Let us suppose that there exists a solution to the
3-Partition instance. Then, let us allocato each
group of ais summing up to B to a single machine.
Then, any service runs on exactly one machine
whose reliability is p, and therefore, its reliability
requirement is satisfied.
• Let us suppose that there exists a solution to the
IndependentServices instance.
Let us first remark that these instances are tight, in
the sense that the overall demand of the services
is exactly the capacity of the machines. In this
case, if replication is used for one of the services,
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then another one will not reach its demand, and
its reliability will become 0 < p. Therefore, no
replication is allowed.
Let us now prove that a service can be run on
at most one machine. Indeed, since no replication
is allowed, if a service runs on k > 1 machines,
then it will fail if any of the k machines fails, i.e.
with probability pk < p. Therefore, each service is
associated to exactly ai instances running on a single
machine. Since ∀i, B4 < ai <
B
3 and since the whole
capacity of each machine must be used (instances
are tight), then each machine must hold exactly 3
services whose demands sum up to exactly B.
This achieves the proof of NP-Completeness of
IndependentServices.
In fact, above proof enables us to state a more powerful
result
Corollary 5.2: IndependentServices is not in APX.
Proof: Indeed, above proof states that for considered
instances, it is impossible to determine in polynomial
time (unless P=NP) if each service can be allocated to
exactly 1 machine. Moreover, if a service is allocated
to more than 1 machine, its reliability probability will
drop by a factor 1− p (at least from 1− p to (1− p)2).
Therefore, determining if the best achievable reliability is
1 − p or (1 − p)2 is NP-Complete in the strong sense,
thus achieving the proof of the corollary.
C. Approximation Algorithm based on Resource Augmen-
tation for Tight Instances
Nevertheless, in the case of tight instances, i.e. in-
stances where the overall demand is exactly the overall
capacity of the machines, and where all machines have
the same failure probability p (but machines can have
heterogeneous capacities and services can have heteroge-
neous reliability demands (1− p)k, for any k, thus more
general ones than those used in above negative result),
we can obtain an approximation algorithm based on
resource augmentation on the reliability of the services,
by adapting the algorithm SEQ proposed in [7] in the
context of client-server allocations.
The algorithm SEQ takes as input a set of servers
SERVi with heterogeneous bandwidth capacities b
serv
i and
maximal degree di (the degree being the maximal num-
ber of services that can be connected simultaneously to
SERVi) and list of clients with their bandwidth demands
bclientj . The goal is to allocate clients to servers (a client
can be allocated to several servers) so as to satisfy both
capacity and degree constraints. Above problem is NP-
Complete [7] but if such an allocation exist, then SEQ
finds a valid allocation where the degree of servers is at
most di + 1.
In order to adapt SEQ to the context of
IndependentServices, let us associate each service
Si with demand DEMi and reliability RELi = (1 − p)
ki
to a server SERVi with bandwidth capacity b
serv
i = DEMi
and maximal degree di = ki, and each machine with
capacity CAPAj to a client with bandwidth demand
bclientj = CAPAj .
Then, if there exists a valid allocation, SEQ provides
an allocation where the degree of the servers is at most
di + 1, i.e. where the reliability of service Si is at least
(1− p)ki+1 (instead of (1− p)ki ).
D. Heuristics and Simulation Experiments
In order to address the (more realistic) case of non
tight instances, we have designed several heuristics for
this problem, and more specifically for the case where
machines are homogeneous (same capacity and same reli-
ability). On the other hand, services can be heterogeneous,
both in terms of demand and reliability requirements.
In order to make it easier to compare the solutions, we
formulate the problem as a minimization problem: given
the demand and reliability requirements for the services,
and given the number of machines, the output for each
heuristic is the minimal capacity of the machines needed
to find a correct allocation. Therefore, a smaller capacity
means that the heuristic is more efficient.
Throughout this section, we will use the following
instance as a toy example to explain the behavior the
algorithm. The instance consists of 4 machines with
capacity 7 and failure rate 0.1 and 2 services, S1 with
demand 10 and reliability 0.9892 and S2 with demand 8
and reliability 0.81.
In what follows, we propose two types of heuristics:
• randomized heuristics based on the ideas developed
in Section IV
• and deterministic heuristics.
Several heuristics are based on the (pre-)computation of
the Px,y values, where Px,y is the probability that among








(1− p)ipy−i, and these n2 values
can actually be precomputed once n and p are known.
Px,y values will be used in the heuristics to determine
valid allocations, as stated in the following lemma.
Lemma 5.3: If Px,y ≥ RELi, then assigning ⌈
DEMi
x ⌉
instances of service Si to any set of y machines is enough
to satisfy its demand and reliability constraints.
Proof: By construction, the probability that at least
x machines are alive at the end of the period is at least
Px,y ≥ RELi, and the number of instances on these x
machines is ⌈DEMix ⌉×x ≥ DEMi, what achieves the proof.
For our toy example, the set of valid pairs
are {(2, 4); (1, 4); (1, 3); (1, 2)} for S1 and
{(3, 4); (2, 4); (1, 4); (2, 3); (1, 3); (2, 2); (1, 2); (1, 1)}
for S2.
1) Deterministic Heuristics:
• The Homogeneous Allocation Heuristic produces
only homogeneous allocations. The same number of
instances is allocated to a service on all n machines.
For each service Si, we compute the largest value
8





for each machine j. Lemma 5.3 ensures that resulting
allocation is valid.
In the case of our toy example, ⌈ 102 ⌉ = 5 instances
of S1 are allocated on each server and ⌈
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3⌉ = 3
instances of S2 are allocated on each server.
• The Packing Heuristic produces semi-homogeneous
allocations, in the sense that, for any service Si, the
number of allocated instances is either 0 or Ai (that
does not depend on the processor j).
– In the first step of the Packing Heuristic, we
choose the pair (xi, yi) that minimizes the num-
ber of necessary instances among all possible
semi-homogeneous allocations, i.e. among all
valid pairs (x, y) such that Px,y ≥ RELi, we





In the case of our toy example, allocating 5
instances to all 4 machines or 10 instances to 2
machines are equivalent for S1, and allocating
8 instances of S2 to 1 machine or 4 to two
machines is equivalent for S2. In both cases,
we favor the more "spread out" allocations.
– In the second step, we greedily allocate services
to machines in non-increasing order of Ai =
⌈DEMixi ⌉. Then, Ai instances of Si are allocated
to the yi least loaded machines.
In the case of our toy example, we therefore end
up with 4 instances of S2 on Machines 1 and 2,
and 5 instances of S1 on all machines. Because
of the imbalance between the machines, this
solution actually requires more capacity (9) than
the completely homogeneous allocation.
The toy example used in this section also illustrates
an interesting result: semi-homogeneous allocations are
not a dominant class of allocations for this problem.
Indeed, the reliability requirement of S1 can be reached
by allocating 7 instances of S1 on two machines, and 3 on
the two other machines. This leaves 4 instances available
on two machines, which allows S2 to achieve reliability
0.81. However, there is no semi-homogeneous allocation
that achieves reliability requirements on machines with
capacity 7.
2) Random Heuristics: We also propose three random-
ized heuristics. For each heuristic, we first determine the
ratio αi ∈ [0, 1] of instances that should be allocated to
each service Si. Then, the interval [0, 1] is decomposed
in pieces of length proportional to the αis and, as in
Section IV-D, for each slot we pick a random uniform
number in [0, 1] and assign that slot to the corresponding
service. These three heuristics only differ in the definition
of αi.
• In the Randomized Demand Heuristic, αi is pro-






• In the Randomized Demand-Log Heuristic, αi is
proportional to the relative demand of Si, weighted












• The Randomized Allocation Heuristic is based
on Px,y values. For each service Si, as in the
Packing Heuristic, we compute the pair (xi, yi) that
minimizes the number of necessary instances among











At last, all three heuristics take as an additional pa-
rameter the machine capacity CAPA, and a binary search
over this parameter is performed to identify the smallest
value of CAPA such that the heuristic outputs a valid
solution (the reliability of each service is computed using
the dynamic programming algorithm described in Sec-
tion III-D).
3) Experimental evaluation: To evaluate the behavior
of those heuristics, we generate random instances in the
following way: we first fix the number of machines n
to 100 and their failure rate p = 0.05 (tests with larger
values of n yield the same conclusions).
Then, we consider two different parameters: the num-
ber of services and the distribution of the reliability
requirement for the different services (see Figure 4).
• The number of services m can be either 5, 10, 50
or 250. Once m is fixed, the number of instances
associated to each service is chosen uniformly at






m ], so that the average load
per machine is mn
10n
m = 10, throughout all the
simulations.
• Different probability distributions for service relia-
bility are considered.
– in Constant p1 (resp. Constant p5), all services
have the same reliability requirement 1− 10−1
(resp. 1− 10−5).
– in Bi-valued, the reliability associated to a ser-
vice is either very low 1 − 10−1 or very high
1− 10−5 (both with probability 12 ).
– in Uniform, for each service, an integer i is
chosen uniformly at random in [1, 5] and the
reliability of the service is chosen as 1− 10−i.
Therefore, each entry in Figure 4 is associated to a
couple (m,reliability distribution). For each such couple,
and each heuristic, we compute (using binary search again
on the size of the machines) the capacity of the ma-









































Figure 5. Machine capacity required for each algorithm for m = 10
and for different distributions of service reliability requirements.
constraint for each service. Each entry corresponds to
the average value of the capacity with error bars (for
20 experiments). Therefore, the smaller the capacity is,
the better is the allocation scheme, since it requires less
resources to enforce the same reliability level.
We can see that when the number of services is
low, most heuristics behave similarly, and only Demand-
Log requires a much larger machine capacity. Actually,
Demand-Log gives a very (too) high priority to services
with high reliability requirements, and thus needs a large
capacity to allocate enough instances for the other ser-
vices. The Homogeneous heuristic is forced by design
to allocate at least one instance of each service on each
machine. Hence it requires a machine capacity of at least
m, and when m becomes large, the minimum capacity of
each machine also becomes large.
The behaviors of the Demand and Allocation random
heuristic are very close to each other; actually the xiyi
values are very close to 1, so that both heuristics use
very similar αi values. Similarly to what happens in the
grouped case described in Section IV-D, when the average
demand of the services is small (i.e. when m is large),
these random heuristics need a larger capacity to reach
the reliability requirements. They still largely outperform
Homogeneous even for low values of m.
Finally, the performance of Packing is very good, even
for high values of m. When the reliability requirement
is low (see Constant p1 with reliability = 0.9), then
services are fully allocated on a single machine, what
is optimal in terms of overall capacity. Then, a small
resource augmentation is required when the demand of
each service is small (i.e. when m is large) since the
associated bin packing problem is easy (many small
items) and more difficult when the demand is large (i.e.
when m is small) since there are few larger items to pack.
A more detailed view of the previous graph, restricted
to m = 10, is shown on Figure 5 and illustrates the
fact that even for small values of m, random heuristics
outperform Homogeneous and that Packing is clearly the
best heuristic.
VI. CONCLUSION
In this paper, we considered several variants of service
allocation problems in Cloud platforms under reliability
constraints, and we analyzed their complexity. In order
to assess precisely the difficulty introduced by the re-
liability constraints, we considered a simplified setting,
where applications are services running as homogeneous
independent instances and we considered the static allo-
cation problem only, where the allocation is computed
once for a given time period. On the other hand, we
considered 3 different situations (one single service, sev-
eral grouped services or several independent services),
that correspond well to the typology of situations in
Clouds. For each problem, we proved complexity re-
sults (NP-Completeness or #P’-Completeness depending
on the context), we provided optimal or approximation
algorithms for special cases and we proposed a set of
heuristics for the most general settings, that we compared
through extensive simulations.
An important conclusion of this paper is that although
reliability introduces an extra complexity, several heuristic
achieve good performance, especially in the case of
large instances, i.e. the most realistic context for Cloud
platforms. Moreover, many of the algorithms that we
propose are randomized, and could therefore easily be
adapted to more dynamic settings. At last, this paper
opens many perspectives. For instance, the model of
failures could be extended to non-independent failures
(with massive failures occurring at the level of one rack
or one site for instance), to more dynamic settings where
task migration and task creation could be used to enforce
the reliability constraint, and to services consisting of
non-homogeneous memory footprint instances.
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