The signal, reflected from the object surface with shape z(x,y) is given by
where x, y are the lateral coordinates, and 2kz is the phase cp of the reflected signal.
At a smooth surface, the local phase variations are much smaller than unity, hence by eq. (1): u(x,y) "'1 + 2ikz(x,y).
(2)
Because of the diffraction limited resolution, we do not see the "local" signal u(x, y), but a laterally averaged signal Usmooth = 1 + 2ik(z(x,y)). The consequence is, that with less lateral resolution the measured signal becomes smoother and smoother. The linear averaging makes the system quite robust and it turns out that with classical WLI the measurement uncertainty is not given by the object under test, but by technological Iimits ( as far as we do not reach quantum Iimits ). Presently, sub-nanometer uncertainty can be achieved. This is quite different at rough surfaces. Here, the approximation of eq. (2) cannot be done. Instead, we get: Urough = (exp [2ikz(x,y)]). (3) This averaging ( over the diffraction spot) is a highly nonlinear and nonmonotonic function of z. The corresponding signal Urough depends in a "chaotic" way on the true shape z(x,y). As a consequence, it is not possible to measure the true shape. We have to cope with an intrinsic "noise" which turns out to be equal to the roughness of the surface [4] . It is remarkable that this "noise" does not depend on the size of the diffraction spot ( or the aperture of the observation). In other words, we can measure the roughness even if we cannot laterally resolve the microstructure of the surface.
The consequence of these considerations is that we cannot build "rough surface interferometers" (we call this type "coherence radar" [2] ) with an accuracy much better than the surface roughness. We can make a virtue of necessity from this drawback: Since we cannot get longitudinal nanometer-accuracy, we may utilise low cost technology and "low cost algorithms" (i.e. fast and simple algorithms ).
The aim of this paper is to investigate the influence of the major components of WLI, which are the translation stage, the light source, and the evaluation algorithm, on the measuring uncertainty of the total system.
In this paper, we will not use the theoretical approach [4] , but supplement it by a "top-down" strategy and experimentally investigate the potential sources of errors. For this purpose we implement different experimental setups for WLI, as well as different decoding algorithms". We determine the measuring uncertainty of the different schemes and try to identify the major sources of those uncertainties. The goal of the investigation is to find an optimal device and evaluation algorithm under the given technicallimitations.
For these investigations we first use as a test object a smooth object, because the intrinsic errors caused by the nonlinear components of eq. (3) do not come into account. Hence, we can see directly which components display the best results. With the best "low cost setup" we will investigate in a second step the measuring uncertainty that can be achieved at rough surfaces.
Experimental setup
The setup is shown in fig. 1 . Light from the source is split into two separate beams. One beam is reflected by the test object, the other by a reference mirror. After recombination of the beams the resulting interference pattern is recorded by a CCD camera. The object is moved along the z-axis and the images are captured at different positions zn. White light interferometry uses a broadband light source with a small coherence length lc. Interference fringes are localized within a small range of optical path differences smaller than lc. Typical light sources used in white light interferometry are broadband LEDs with a Gaussian spec- tral distribution or incandescent lamps like halogen lamps. The resulting intensity in one camera pixel can be described as Depending on the lateral resolution, different interferometric setups can be used. For large areas [5] up to 10 x 10 cm 2 , a Michelsan setup is used. For high magnifications, Mirau or Linnik microscope setups are used.
Evaluation algorithms
In recent years a variety of algorithms has been developed to evaluate the correlograms. We distinguish "real time methods" and "post processing methods". "Real time methods" deliver the depth map of the surface immediately after finishing the scan, whereas "post processing methods" need the whole dataset for the analysis and start with the evaluation just after the scan. An extensive list of evaluation algorithms was discussed by J. Schraud [6] . We will briefly sketch the algorithms that are suited to be compared in our study.
Real time methods

"Contrast method"
The "contrast method" utilizes the intensity difference C between two consecutive sample points captured at zn and zn+l. We allocate the measured height value Zm to the distance zm with the highest difference C = II(zm+l) -I(zm) I· The results are sensitive to the sampling distance, to the phase of the correlogram, and to noise. However, because of the intrinsic uncertainty mentioned in the introduction, this uncertainty may be neglected for very rough objects. The filtering reduces the noise. Like sensitivity to the contrast method, this algorithm is not accurate enough to measure with nanometer uncertainty, however, it can be easily implemented to work in real time. Our experience is that this algorithm works with sufficient accuracy for rough objects.
"Maximum method"
The maximum method only utilizes just the maximum of all measured intensity values. An improvement can be achieved by finding the true maximum via an interpolation over the highest intensity value and its neighbouring points.
It should be noted that the maximum method is prone to "outliers", since it may occasionally happen that there are two maxima of nearly equal intensity -and then the noise will determine which of these maxima is chosen by the algorithm. However, this error can be compensated by a proper unwrapping algorithm.
Post processing methods
" Single Side Band Demodulation" The "Single Side Band Demodulation Method" is derived from the weil known AM -demodulation. It consists of subsequent band pass filtering, rectifying and low pass filtering. The result is the envelope of the correlogram. Its maximum is used to find Zm· This method requires considerable computing time. However, the computing time can be reduced by storing only a certain number of samples in a range around the maximum of the envelope. This range can approximately be found by one of the real time methods.
There are other post processing methods such as the evaluation of the correlogram phase or of the phase slope [7] . These will not be discussed here, because they are mainly used to achieve sub-nanometer accuracy.
Description of the performed experiments
In order to investigate the influence of the different components mentioned above, we use a microscopic white-light interferometer in a Michelsan setup. The optical path difference z can be varied by a piezo. The whole setup was mounted on a mechanical translation stage. This allows the direct comparison of the results achieved by a mechanical and a piezo driven setup. We use two different light sources: A super luminescent diode (SLD, wavelength 837 nm, coherence length 15 f!m) and a halogen lamp (wavelength 733 nm, coherence length 3 f!m).
To obtain sampled correlograms that satisfy the Nyquist theorem, at least 4 sample points in one oscillation period have tobe recorded. For our video camera with a frame rate of 50 Hz the maximum scanning speed is 4f,lm/s. We also use scanning speeds of 1 f!rnls and 2 f!m/s.
A step gauge with calibrated steps from the PTB Braunschweig [8] is used as a "gold standard" test object. The object is measured 25 times with the same setup, i.e. the same scanning speed, translation stage and light source. The number of 25 datasets measured under the same conditions fulfils the MSA standard for the characterization of measuring processes [9] .
For each measurement the shape of the object is evaluated by using the algorithms described above. The standard deviation of the measured step height is calculated from the series of measurements. By varying one of the mentioned parameters (scan speed, light source, translation stage) we achieve different standard deviations that are used to characterize the measuring uncertainty of each modification.
The standard deviation is taken as a measure for the repeatability.
Measurements on smooth surfaces
The primary goal of the measurements is to obtain an overview over the parameters that may have an influence on the measuring uncertainty. Independently from of the evaluation algorithm the best results are achieved by using a halogen lamp as light source. The reason is the narrow visibility envelope function with gives a clear maximum of the correlogram. Yet, the use of an LED is often justified because it is less sensitive to dispersion [10] and bacause its Ionger coherence length is more suitable for high speed scanning, e.g. sample distances greater than ).j4.
B: A piezo should be used as translation stage:
The use of a mechanical translation stage causes small position errors. They result from the interaction of the mechanical parts like cogwheels and therefore cannot be avoided. For high accuracy results a broadband light source should be used in combination with a piezo. However, for certain objects like deep holes requiring long distance translation, a mechanical translation stage has to be used. C: Post processing evaluation algorithms display higher stability: For all scanning speeds the single side band demodulation provides the best repeatability. Apart from the experiments with the halogen lamp, where the best results of the whole experiment were acquired, the single side band algorithm delivers a very good repeatability, too, using an LED in contrast to the other evaluation algorithms. Nevertheless, the results become worse by using a mechanical translation stage. Since this behaviour is independent from the light source, we may conclude that the algorithm is sensitive to position errors. D: The influence of the scanning speed is nearly negligible: Since all three are figures show equal behaviour, i.e. the good values are on the left side and the bad ones on the right, the scanning speed seems to have only a minor influence. With higher speed the repeatability becomes worse. By taking a closer look a few exceptions can be seen, but they can be explained by the characteristics of the evaluation algorithms. E: The behaviour of the real time evaluation algorithms strongly depends on the experimental setup: As can be easily seen, that the contrast method delivers the worst repeatability, especially with the LED. Since this algorithm looks for the highest intensity difference between two consecutive sample points, usually not the maximum but one of the zero-crossings of the oscillation is detected and the noise determines which one. The best combination of a real time algorithm and the experimental setup can be obtained from the three figures. For low scanning speeds the maximum method is a good choice, especially when a halogen lamp is used. For higher scanning speeds the use of the sliding average algorithm is advantageous.
To summarize these results and to provide a basis for further measurements on rough surfaces we conclude:
For high quality results a halogen lamp should be used in combination with either the maximum method or a post processing method.
The post processing method is sensitive to position errors and should therefore not be used with a mechanical translation stage.
The use of an LED in combination with the contrast method should be avoided. Hence we did not use this algorithm in our further measurements.
Measurements on rough surfaces
According to our goal, further investigations are now done on rough surfaces. With the best 'low cost setups' derived from the results of the previous chapter, i.e. a piezo in combination with a halogen lamp, we examine the measuring uncertainty that can be achieved. We replace the step gauge by a rough diffusing ground glass with gold coating having a surface roughness of Ra= 0.74 f.tm. Additionally, we use an LED to compare the results with those obtained for the halogen lamp.
Before we state the results, we shall briefly discuss some principal problems of WLI on rough surfaces. Fig. 5 displays the measured correlogram intensity for a few pixels along the x-direction versus the z-position. We therefore get the correlograms for different speckles. In each correlogram, the phase of the speckle and of the correlogram is arbitrary. Between the speckles the phase varies strongly or even "jumps". Dark speckles cause low interference contrast. In fig. 5 the black and white lines display the profile z(x) from two evaluation algorithms. In fig. 6 we show the superposition of 10 measured profiles at the same line along x. The repeatability for some speckles is quite good, while other positions display a big uncertainty. Two exemplary pixels are Iabelied with A and B in the two figures. "A" derrotes a bright speckle with high contrast leading to a good repeatability as in fig. 6 . "B" derrotes a dark speckle with low contrast displaying a big uncertainty in fig. 6 .
In the following we measure the standard deviation of a height value at a camera pixel from 25 measurements. The figs. 7 to 10 need some further explanation: The signal generation mechanism causes statistical errors as discussed in the introduction. Hence, we consider not only one pixel to determine the repeatability but display a statistics over all pixels; figs. 7 to 10 display the accumulated probability of the repeatability below a certain value. For example, in fig. 7 , 90% of all pixels display a repeatability better than 0,74 ~-tm (vertical line) using the sliding average algorithm. The other 10% of the pixels display bigger uncertainties, because these are speckles with very low brightness. In all four figures the maximum evaluation algorithm attracts attention. In cantrast to the measurements on smooth surfaces it gives only a bad repeatability and even the change of the light source or the scanning speed does not improve the results. This is due to the low cantrast within the modulation. For correlograms with several nearly equal maxima, noise will decide which one is taken. Another difference between the results on rough and smooth surfaces is that the sliding average method displays a performance nearly as good as the single side band demodulation algorithm.
Since outliers have a strong influence on the shape of the curves in the region close to 100% probability, fig. 11 shows a bar chart of the standard deviations for a probability of 90%, i.e. 90% of all measured standard deviations are smaller or equal than the length of the bar. In cantrast to the maximum evaluation algorithm, sliding average and single side band algorithm display satisfying results. The repeatability achieved by the sliding average algorithm is nearly as good as the repeatability of the single side band algorithm. Since the sliding average algorithm is a real time method and delivers the result immediately after the scan, it seems to be the most suitable algorithm for measuring rough surfaces. In fact, the results with the single side band algorithm are slightly better, but this improvement is caused by an increase of computing time.
On rough surfaces the influence of the light source is nearly negligible. This is different on smooth surfaces, where there is a strong influence of the light source. However, it is in good agreement with theoretical Observations [11 ] . As on smooth surfaces, the influence of the scanning speed is negligible. The higher value of the sliding average algorithm using a halogen lamp and a scanning speed of 2 ~-tm/s can be explained by looking at fig. 8 : In the region around the 90% probability the curve shows a flat slope causing a comparatively high standard deviation.
To summarize these results we can say that for measurements on rough surfaces the choice of the light source does not matter as long as it fulfils the basic conditions for white light interferometry [2] . Best results can be achieved using post processing algorithms. However, they are only negligibly better than the results achieved with a suitable real time evaluation algorithm. The sliding average method has proven to be the best real time algorithm.
Conclusions
An experimental analysis of the influence of essential parameters on the repeatability of white light interferometry was performed. The parameters under test were the light source, the translation stage and the evaluation algorithm. We used a "low cost setup" causing typical errors of a white light interferometer. As test objects we used a smooth and a rough object: The smooth surface to identify the best combination of the given parameters and the rough surface to investigate the measuring uncertainty with these parameters. A Iist of the results is given below. It can be seen as an "instruction to use" for different measuring problems:
Smooth surfaces
• Light Source:
A halogen lamp should be used, particularly for real time evaluation algorithms. LEDs should only be used if only low accuracy is required.
• Translation Stage:
For high accuracy measurements with post processing evaluation algorithms, the use of a piezo is essential since these algorithms are sensitive to position errors caused by a mechanical translation stage.
• Evaluation algorithms:
In combination with a halogen lamp best results are achieved by using the maximum method or a post processing method.
Rough surfaces
• Light source:
The influence of the light source on rough surfaces is negligible.
• Evaluation algorithms:
Post processing methods barely improve the repeatability compared to a suitable real time method, e.g. the sliding average method.
