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Linear differential equations are ubiquitous in science and engineering. Quantum computers can
simulate quantum systems, which are described by a restricted type of linear differential equations.
Here we extend quantum simulation algorithms to general inhomogeneous sparse linear differential
equations, which describe many classical physical systems. We examine the use of high-order meth-
ods to improve the efficiency. These provide scaling close to ∆t2 in the evolution time ∆t. As with
other algorithms of this type, the solution is encoded in amplitudes of the quantum state, and it is
possible to extract global features of the solution.
I. INTRODUCTION
Differential equations are used for an enormous variety of applications, including industrial design and weather
prediction. In fact, many of the main applications of supercomputers are in the form of large systems of differential
equations [1]. Therefore quantum algorithms for solving differential equations would be extraordinarily valuable. A
quantum algorithm for differential equations was proposed in Ref. [2], but that algorithm had very poor scaling in
the time. The complexity of the simulation scaled exponentially in the number of time-steps over which to perform
the simulation.
The algorithm in Ref. [2] may have been overly ambitious, because it aimed to solve nonlinear differential equations.
A more natural application for quantum computers is linear differential equations. This is because quantum mechanics
is described by linear differential equations. We find that, when we restrict to linear differential equations, it is possible
to obtain an algorithm that is far more efficient than that proposed in Ref. [2].
We consider sparse systems of first-order linear differential equations. Using standard techniques, any linear differ-
ential equation with higher-order derivatives can be converted to a first-order linear differential equation with larger
dimension. A first-order ordinary differential equation may be written as
x˙(t) = A(t)x(t) + b(t), (1)
where x and b are Nx-component vectors, and A is an Nx ×Nx matrix (which we take to be sparse). Classically, the
complexity of solving the differential equation must be at least linear in Nx. The goal of the quantum algorithm is to
solve the differential equation in time O(poly logNx).
Quantum mechanics is described by differential equations of this form, except they are homogeneous (b(t) = 0),
and A(t) = iH(t), where H(t) is Hermitian. For physical systems where the Hamiltonian is a sum of interaction
Hamiltonians, the Hamiltonian is sparse. The solutions in quantum mechanics only include oscillating terms, whereas
more general differential equations have solutions that may grow or decay exponentially. Quantum algorithms for
simulating quantum mechanical systems have been extensively studied [3–11].
Classical physics is described by more general differential equations. Large sparse systems of ordinary differential
equations are produced by discretization of partial differential equations. Many equations in physics are linear partial
differential equations, where the time derivative depends linearly on spatial derivatives and the value of a quantity
at some point in physical space. Examples include Stokes equations (for creeping fluid flow), the heat equation, and
Maxwell’s equations. Discretization of the partial differential equation on a mesh of points results in a sparse ordinary
differential equation with a very large value of Nx.
In the case where A and b are time independent, then one can find the steady-state solution of the differential
equation by solving
Ax = −b. (2)
A quantum algorithm for this problem was given by Harrow, Hassidim and Lloyd (HHL) [12], with runtime that is
polynomial in the condition number of A and the log of the dimension. In particular, its runtime is O˜(log(N)s4κ2/ǫL),
where s is the sparseness of the matrix A, κ is its condition number, N is the dimension, and ǫL is the allowable error.
The O˜ in that work is taken to mean that arbitrarily small powers are ignored, so scaling as t1+δ for arbitrarily small
δ is O˜(t). Ambainis has presented an alternative technique using variable time amplitude amplification [13–15]. In
this work we primarily concentrate on the HHL algorithm, but also examine the technique of [13–15] in Sec. VII.
2We show how to solve the full time evolution under sparse linear differential equations on a quantum computer.
The goal of this work is to not only provide an algorithm that is efficient in that it scales as the log of the dimension,
but to provide efficient scaling in the evolution time ∆t. To improve the efficiency of the algorithm, we consider
high-order linear multistep methods. Given reasonable conditions on the problem, the complexity scales as O˜(∆t2).
In comparison, high-order methods for Hamiltonian simulation yield scaling close to linear in ∆t [6]; this is close to
optimal, due to the no–fast-forwarding theorem [6]. There is an interesting open question whether the scaling in ∆t
for differential equations can be further improved. As in Ref. [12], the final solution is encoded in the amplitudes
of a state vector. The solution is not given explicitly, but in many cases of interest it is expected that useful global
information can be extracted from the state. Methods to achieve this are discussed in Ref. [16].
II. LIE-TROTTER FORMULA APPROACH
Before explaining the main approach, we first describe an approach using Lie-Trotter formulae, and the drawback
to that approach. This will not be described rigorously, because it is not the main proposal for solving differential
equations.
The homogeneous case, where b = 0, is analogous to Hamiltonian evolution. If A is antiHermitian, then we can
take A = iH , where H is a Hermitian Hamiltonian. Evolution under this Hamiltonian can be solved by methods
considered in previous work [6, 8]. Another case that can be considered is where A is Hermitian. In this case, the
eigenvalues of A are real, and A can be diagonalized in the form A = V DV −1, where D is a real diagonal matrix and
V is unitary. The formal solution is then, for A independent of time, x(t) = V eD(t−t0)V −1x(t0).
The differential equation can be solved using a similar method to that used in Ref. [12]. The value of x is encoded
in a quantum state proportional to
|x〉 :=
Nx∑
j=1
x[j]|j〉, (3)
where |j〉 are computational basis states of the quantum computer, and x[j] are the components of the vector x.
It is convenient to omit the normalization for this state. The state can be written in a basis corresponding to the
eigenvectors of A:
|x〉 =
∑
j
ψj |λj〉. (4)
Using methods for Hamiltonian simulation, iA can be simulated. By using phase estimation, if the state is an
eigenstate |λj〉, then the eigenvalue λj can be determined. Given maximum eigenvalue λmax, we would change the
amplitude by a factor of e(t−t0)(λj−λmax). See Ref. [12] for the method of changing the amplitude. If this is done
coherently, then the final state will encode x(t).
For more general differential equations, A will be neither Hermitian nor antiHermitian. In this case, one can break
A up into Hermitian (AH) and antiHermitian (AaH) components. The evolution under each of these components
can be simulated individually, and the overall evolution simulated by combining these evolutions via the Lie-Trotter
formula. The drawback to this approach is that it appears to give a complexity that increases exponentially with the
time interval ∆t = t− t0 (though the complexity is still greatly improved over Ref. [2]).
If A were just Hermitian, then the eigenvector (or eigenspace) corresponding to the largest eigenvalue would not
decay, and the system would end up in that state. Therefore the amplitude would not drop below the amplitude
on the eigenspace corresponding to the largest eigenvalue. That is not the case when A is a more general matrix,
because usually the maximum real part of an eigenvalue of A will be strictly less than the maximum eigenvalue of
AH . The amplitude must therefore decay exponentially, because we must allow for the maximum eigenvalue of AH
in simulating evolution under AH .
The result of this is that the complexity of the simulation will scale exponentially in the time that the differential
equation needs to be simulated over, ∆t. The scaling will be considerably improved over that in Ref. [2], but it
is desirable to obtain scaling that is polynomial in ∆t. Another drawback is that this approach does not enable
simulation of inhomogeneous differential equations.
III. LINEAR SYSTEMS APPROACH
To avoid this problem we propose an approach based on the algorithm for solving linear systems from Ref. [12].
The trick is to use a “Feynman’s clock”, where an additional register encodes the time [17, 18]. Then we encode
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proportional to
|ψ〉 :=
Nt∑
j=0
|tj〉|xj〉. (5)
The number Nt is the number of time steps, tj is the time t0 + jh, where h is the time interval in the discretization
of the differential equation, xj is the approximation of the value of x at time tj , and ∆t is the total time interval
over which the differential equation is to be solved. We use the subscript j to index the vectors, and superscript for
components of these vectors.
Once this state has been created, the state encoding the solution at the final time t0 +∆t can be approximated by
measuring the register encoding the time and getting that time. Just using this method, the probability of obtaining
the final time is small (1/(Nt + 1)). To obtain a significant probability of success, one can add times beyond t0 +∆t
where x is constant. We take x to be constant for t0 + ∆t to t0 + 2∆t, so Nt = 2∆t/h. Then any measurement
result for the time in this interval will give the state corresponding to the solution. By this method, the probability
of success can be boosted significantly, without changing the scaling for Nt.
To numerically solve differential equations, the simplest method is the Euler method, which discretizes the differ-
ential equation as
xj+1 − xj
h
= A(tj)xj + b(tj). (6)
For times after t0 +∆t, we set xj+1 = xj to ensure that x is constant. It is straightforward to encode this method
as a linear system
A~x = ~b. (7)
Here ~x is the vector of blocks xj , ~b is a vector of the blocks b and an initial condition xin, and A is a matrix describing
the discretised differential equation. For A and b independent of time a simple example may be expressed as


1 0 0 0 0
−(1 +Ah) 1 0 0 0
0 −(1 +Ah) 1 0 0
0 0 −1 1 0
0 0 0 −1 1




x0
x1
x2
x3
x4

 =


xin
bh
bh
0
0

 . (8)
Each entry of A is a block of the dimension of A, and each entry of ~x and~b is a block of the dimension of x. The first
row sets the initial value, x0 = xin. The next rows give xj+1− (xj +Axjh) = bh, corresponding to the discretization
of the differential equation via the Euler method. The final rows indicate equations where xj+1 − xj = 0. This is for
the times where x is required to be constant.
The Euler method yields an error that scales as O(h2) for a single time step. Therefore, we expect that the error
in the total simulation is O(Nth
2) = O(∆t2/Nt). To achieve error bounded by ǫ, we can take Nt = O(∆t
2/ǫ). Here ǫ
is the error in the solution of the differential equation, whereas the error in the solution of linear systems is denoted
ǫL. To determine the scaling for solving this system via the HHL algorithm then requires the condition number to be
determined.
As a rough estimate of the condition number, ‖A−1‖ can be estimated by considering how large ~x can be for a
given ~b. Intuitively, we can consider each component of ~b as an excitation, which can result in an increase in ~x for
later times. Because there are O(Nt) times that can be considered, this means that we expect ~x can be increased
by a factor of O(Nt) over ~b. It is easy to see that ‖A‖ is close to 1, and so the condition number is O(Nt). This
then results in a scaling of the complexity of at least O(∆t4) (this argument will be made rigorous in the following
sections).
This scaling in ∆t is unexpectedly poor, in comparison to Hamiltonian simulation where the scaling is linear (or
close to linear) in ∆t. As in the case of Hamiltonian simulation, it can be expected that higher-order methods can
improve the scaling. In the case of differential equations, the appropriate higher-order methods are linear multistep
methods. In Sec. IV we introduce multistep methods, then in Sec. V we explain how to bound the condition number.
Then in Sec. VI we explain how the HHL algorithm is applied and the resulting complexity.
4IV. MULTISTEP METHODS
General linear multistep methods have the form [19, 20]
k∑
ℓ=0
αℓxj+ℓ = h
k∑
ℓ=0
βℓ[A(tj+ℓ)xj+ℓ + b(tj+ℓ)]. (9)
Multistep methods can be chosen such that the error is of higher order in h, but there is the problem that the method
may not be stable. To bound the error it is necessary that the eigenvalues of A(tj) have no positive real part, because
otherwise the error can grow exponentially. In cases where A(tj) does have an eigenvalue with positive real part, one
can simply subtract a multiple of the identity, and rescale the solution. Even then, when the exact solution of the
differential equation is bounded, the solution of the difference equation may be unbounded.
To examine the stability, one defines the generating polynomials
ρ(ζ) =
k∑
j=0
αjζ
j , σ(ζ) =
k∑
j=0
βjζ
j . (10)
The stability can be examined via the roots of the equation
ρ(ζ)− µσ(ζ) = 0. (11)
One defines the set S by
S :=
{
µ ∈ C; all roots ζj(µ) of (11) satisfy |ζj(µ)| ≤ 1
multiple roots satisfy |ζj(µ)| < 1
}
. (12)
S is called the stability domain or stability region of the multistep method. In addition, if the roots of σ(ζ) all satisfy
|ζ| ≤ 1, and repeated roots satisfy |ζ| < 1, then the method is said to be stable at infinity.
A linear multistep method is said to be order p if it introduces local errors O(hp+1). This means that, if it is
applied with exact starting values to the problem x˙ = tq (0 ≤ q ≤ p), it integrates the problem without error. A
linear multistep method has order p if and only if [19]
ρ(eh)− hσ(eh) = O(hp+1). (13)
A useful property of linear multistep methods is for them to be A-stable [20, 21].
Definition 1. A linear multistep method is called A-stable if S ⊃ C−, i.e., if
Reλ ≤ 0 =⇒ numerical solution for x˙ = λx is bounded. (14)
This definition means that, if the solution of the differential equation is bounded, then the approximation given
by the multistep method is bounded as well. For a scalar differential equation, the multistep method is bounded
whenever λ is in the left half of the complex plane. The Euler method is A-stable, but it is not possible to construct
arbitrary order A-stable multistep methods. The second Dahlquist barrier is that an A-stable multistep method must
be of order p ≤ 2 [20, 21]. As we wish to consider higher-order multistep methods, we relax the condition and require
that the linear multistep method is A(α)-stable [20, 22].
Definition 2. A linear multistep method is A(α)-stable, 0 < α < π/2, if
S ⊃ Sα = {µ; | arg(−µ)| < α, µ 6= 0}. (15)
This definition means that, in the case of a scalar differential equation, the multistep method is bounded whenever
λ is within a wedge in the left half of the complex plane. For a vector differential equation, the eigenvalues of A should
be within this wedge. It is known that, for any α < π/2 and k ∈ N, there is an A(α)-stable linear k-step method of
order p = k [19, 23].
The error in the total solution of the differential equation will be O(Nt(∆t)
p+1). In order to obtain a rigorous
result, we specialize to the case that A and b are independent of time. The relevant bound is given in Theorem 7.6 in
Chapter V of Ref. [20].
5Theorem 3. Suppose a linear multistep method is of order p, A(α)-stable and stable at infinity. If the matrix A is
diagonalizable (i.e. there exists a matrix V such that V −1AV = D = diag(λ1, . . . , λn)) with eigenvalues satisfying
| arg(−λi)| ≤ α for i = 1, . . . , Nx, (16)
then there exists a constant M (depending only on the method) such that for all h > 0 the global error satisfies
‖x(tm)− xm‖ ≤MκV
(
max
0≤j<k
‖x(tj)− xj‖+ hp
∫ tm
t0
‖x(p+1)(ξ)‖dξ
)
, (17)
where κV = ‖V ‖ · ‖V −1‖ is the condition number of V .
Here the superscript with round brackets denotes repeated derivative. We can use this result to show a lemma on
the scaling of the error.
Lemma 4. Suppose a linear multistep method is of order p, A(α)-stable and stable at infinity. If the matrix A is
diagonalizable (i.e. there exists a matrix V such that V −1AV = D = diag(λ1, . . . , λn)) with eigenvalues satisfying
| arg(−λi)| ≤ α for i = 1, . . . , Nx, (18)
and b is constant, then the global error satisfies
‖x(tm)− xm‖ = O
(
κ2V (‖xinit‖+ ‖b‖/‖A‖)
[
κV (h‖A‖)2 +m(h‖A‖)p+1
])
, (19)
where κV = ‖V ‖ · ‖V −1‖ is the condition number of V .
Proof. The linear multistep method requires a starting method to obtain the values of xj for 0 < j < k. The term
max0≤j<k ‖x(tj)− xj‖ arises from the inaccuracy in this procedure. One can simply use the Euler method, in which
case the error is O(h2). It is also possible to use higher-order starting methods, but there is not a convenient rigorous
result that can be used. To determine the error in the Euler method, one can simply use Theorem 3. Because k = 1
and p = 1 for the Euler method, and for the initial point there is zero error (x(t0) = x0), Theorem 3 gives
‖x(tj)− xj‖ ≤MEκV h
∫ tj
t0
‖x(2)(ξ)‖dξ, (20)
where ME is the constant for the Euler method. Using this expression for 0 ≤ j < k yields
max
0≤j<k
‖x(tj)− xj‖ ≤MEκV h2(k − 1) max
ξ∈[t0,t0+(k−1)h]
‖x(2)(ξ)‖. (21)
In using these results, it is necessary to place upper bounds on the values of ‖x(p+1)(ξ)‖ and ‖x(2)(ξ)‖. In general
these will depend on the value of b(t), and its time-dependence. It is well-behaved if b is a constant, in which case
the exact solution is
x(t) = eA(t−t0)(xinit +A
−1b)−A−1b. (22)
Then
x(ℓ)(t) = eA(t−t0)(Aℓxinit +A
ℓ−1b), (23)
so
‖x(ℓ)(t)‖ = ‖V eD(t−t0)V −1(Aℓxinit +Aℓ−1b)‖
≤ κV (‖A‖ℓ‖xinit‖+ ‖A‖ℓ−1‖b‖) (24)
In the first line we have used the diagonalization of A, and in the second line we have used the condition that
| arg(−λi)| ≤ α. Using Theorem 3, the error is bounded as
‖x(tm)− xm‖ ≤MκV
(
max
0≤j<k
‖x(tj)− xj‖+ hp
∫ tm
t0
‖x(p+1)(ξ)‖dξ
)
≤MκV
[
MEκ
2
V h
2k(‖xinit‖+ ‖b‖/‖A‖)‖A‖2 + hp(tm − t0)κV (‖xinit‖+ ‖b‖/‖A‖)‖A‖p+1
]
= O
(
κ2V (‖xinit‖+ ‖b‖/‖A‖)
[
κV (h‖A‖)2 +m(h‖A‖)p+1
])
. (25)
6This result means that, disregarding the dependence on many of the quantities, and omitting the error due to the
starting method, the error scales as O((‖A‖h)p‖A‖∆t) for total time ∆t. To achieve error bounded by ǫ, we then use
Nt = O
(
(‖A‖∆t)1+1/p
ǫ1/p
)
. (26)
That is, the number of time steps required is close to linear in the time.
Now we consider how to encode the multistep method in a linear system A~x = ~b. Earlier we described how this
can be done for the Euler method. More generally, we use the Euler method as a starting method, then continue with
a higher-order method, then for the final rows again have xj+1 − xj = 0 to ensure that all the final values are equal.
Therefore, we set the blocks of A as, for Nt ≥ 2k,
Aj,j = 1 , 0 ≤ j < k, Nt/2 < j ≤ Nt,
Aj,j−1 = −(1 +Ah), 1 ≤ j < k,
Aj,j−k+ℓ = αℓ1 − βℓAh, k ≤ j ≤ Nt/2, 0 ≤ ℓ ≤ k.
Aj,j−1 = −1 , Nt/2 < j ≤ Nt.
(27)
We will always require Nt ≥ 2k when using A, because otherwise there are not enough time steps to start the linear
multistep method. We also set the blocks of ~b as
b0 = xin,
bj = bh, 1 ≤ j < k,
bj =
∑k
ℓ=0 βℓbh, k ≤ j ≤ Nt/2,
bj = 0, Nt/2 < j ≤ Nt.
(28)
We require A, b, and xin to be sparse, with no more than s nonzero elements in any row or column. We assume
that the oracles are of the same form as in Ref. [8]. That is, the oracle for A is a unitary operator acting as
OA|j, ℓ〉|z〉 = |j, ℓ〉|z ⊕A[j,ℓ]〉. (29)
Here the ⊕ represents modular addition, and A[j,ℓ] is given in some binary representation. Note that the superscript
denotes indexing within the block A. We also require an oracle for the sparseness, that locates the nonzero elements.
Given a function f(j, ℓ) that gives the row index of the ℓth nonzero element in column j, we require a unitary oracle
OF |j, ℓ〉 = |j, f(j, ℓ)〉. (30)
Because A is not Hermitian, we require a similar oracle to give the positions of the nonzero elements in a given row.
We also require oracles to give the values and locations of nonzero elements for b and xin. These oracles ensure that
the initial state corresponding to ~b can be prepared efficiently. Alternatively, it is also possible to consider b and xin
such the efficient preparation procedure of Ref. [24] can be used.
A linear system of equations can be solved using the algorithm of Ref. [12] with complexity O˜(log(N)s4κ2/ǫL),
where κ is the condition number of the matrix A, and ǫL is the allowable error. (Note that the power of s should
be 4, not 2 as given in Ref. [12].) Recall that ǫL indicates the allowable error for the solution of the linear systems,
which is distinct from the allowable error for the solution of the differential equation, ǫ.
V. BOUNDING THE CONDITION NUMBER
To determine the complexity it is necessary to determine the value of the condition number κ. To bound this
condition number we first determine bounds on the norms of ‖A‖ and ‖A−1‖.
Lemma 5. The matrix A, with blocks given by Eq. (27), satisfies ‖A‖ = O(1) provided h = O(1/‖A‖).
Proof. To determine the upper bound on ‖A‖, we express A as a sum of block-diagonal matrices, and use the triangle
inequality. Let us define A{ℓ} to be the block diagonal matrix with all entries zero, except
A{ℓ}j,j−ℓ = Aj,j−ℓ. (31)
We then have
A =
k∑
ℓ=0
A{ℓ}, (32)
7so, via the triangle inequality,
‖A‖ ≤
k∑
ℓ=0
‖A{ℓ}‖. (33)
The norm of a block-diagonal matrix is just the maximum norm of the blocks, so we find
‖A{0}‖ ≤ max(1, |αk|+ |βk|h‖A‖),
‖A{1}‖ ≤ max(1 + h‖A‖, |αk−1|+ |βk−1|h‖A‖),
‖A{ℓ}‖ ≤ |αℓ|+ |βℓ|h‖A‖, 1 < ℓ ≤ k. (34)
Because we require that h = O(1/‖A‖), each of these norms is O(1), and hence the overall norm is O(1).
Lemma 6. Suppose that the multistep method is A(α)-stable, the matrix A may be diagonalised as A = V DV −1,
and the eigenvalues of A all satisfy | arg(−λi)| ≤ α. Then the matrix A, with blocks given by Eq. (27), satisfies
‖A−1‖ = O(NtκV ), where κV is the condition number of V .
Proof. To upper bound ‖A−1‖, we use a method analogous to that used to bound the error in Ref. [20]. As in the
condition for Theorem 3, we assume that A may be diagonalised as
A = V DV −1. (35)
Note that A need not be Hermitian, so V need not be unitary. If we define V to be to the block matrix with V on the
diagonal, and D to be the matrix corresponding to A except with A replaced with D, then A = VDV−1. We obtain
‖A−1‖ ≤ ‖V‖ · ‖D−1‖ · ‖V−1‖ = κV ‖D−1‖. (36)
To bound ‖A−1‖ we therefore just need to bound ‖D−1‖.
The matrix D corresponds to the linear multistep solution of decoupled scalar differential equations. That is, taking
z = V −1x, the differential equation becomes Nx decoupled differential equations
z˙[j](t) = λjz
[j](t) + [V −1b][j]. (37)
The matrix D gives decoupled linear multistep solutions of each of these differential equations. It may therefore be
written in block-diagonal form, with each block corresponding to solution of each of these decoupled equations. The
value of ‖D−1‖ can therefore be bounded by the maximum of the norm of the inverse of each of these blocks.
To bound the norm of the inverse, we can take D~z = ~y, and determine a bound on the norm of ~z for a given norm
of ~y. We can determine this by separately examining the uncoupled blocks in D. For each of these blocks (labelled
by j) we have the linear multistep equation, for m = 0, . . . , Nt/2− k,
k∑
i=0
(αi − hλjβi)z[j]m+i = y[j]m+k. (38)
We also have, for the initial condition, z
[j]
0 = y
[j]
0 , and for the Euler method as the starting method with 0 ≤ m < k−1,
z
[j]
m+1 − (1 + hλj)z[j]m = y[j]m+1. (39)
For the end of the simulation, we have for Nt/2 ≤ m < Nt,
z
[j]
m+1 − z[j]m = y[j]m+1. (40)
We can see that Eq. (38) is equivalent to Eq. (7.11) in the method used to bound error in Ref. [20]. We identify
z
[j]
m+i as equivalent to em+i in Ref. [20], and y
[j]
m+k as equivalent to δh(xm) in Ref. [20]. As in that method, we can
define
Em := (z
[j]
m+k−1, . . . , z
[j]
m+1, z
[j]
m )
T ,
∆m := (y
[j]
m+k/(αk − hλjβk), 0, . . . , 0)T . (41)
8As the problem is equivalent to that considered in Ref. [20], the result given in Eq. (7.24) of that reference holds:
‖Em+1‖ ≤M
(
‖E0‖+
m∑
ℓ=0
‖∆ℓ‖
)
, (42)
where M is a constant depending only on the method. Using the definition of ∆ℓ gives
‖Em+1‖ ≤M
(
‖E0‖+
m∑
ℓ=0
|y[j]ℓ+k|/|αk − hλjβk|
)
≤M
(
‖E0‖+
m∑
ℓ=0
|y[j]ℓ+k|/|αk|
)
. (43)
In the last line we have used the fact that the condition of A(α) stability means αk ·βk > 0, so |αk−hλjβk|−1 ≤ |αk|−1.
For the starting method, we have used the Euler method, and the result is simpler. For the Euler method, Em and
∆m are scalars, and are just z
[j]
m and y
[j]
m+1. The corresponding result is therefore, for 0 < m < k,
|z[j]m | ≤ME
(
|z[j]0 |+
m−1∑
ℓ=0
|y[j]ℓ+1|
)
=ME
m∑
ℓ=0
|y[j]ℓ |. (44)
Here ME is the corresponding constant for the Euler method. For the end of the simulation, we have for Nt/2 ≤ m <
Nt, z
[j]
m+1 − z[j]m = y[j]m+1, so
|z[j]m | ≤ |z[j]Nt/2|+
m∑
ℓ=Nt/2+1
|y[j]ℓ |. (45)
The norm of E0 can be bound as
‖E0‖ ≤
√√√√ k−1∑
m=0
|z[j]m |2
≤ME
√
k
k−1∑
ℓ=0
|y[j]ℓ |. (46)
Using this result, |z[j]m | can be bound as, for k ≤ m ≤ Nt/2,
|z[j]m | ≤ ‖Em+1−k‖
≤M
(
‖E0‖+
m−k∑
ℓ=0
|y[j]ℓ+k|/|αk|
)
≤M
(
ME
√
k
k−1∑
ℓ=0
|y[j]ℓ |+
m∑
ℓ=k
|y[j]ℓ |/|αk|
)
. (47)
For convenience we define the quantity
MT := max(MME
√
k,M/|αk|,ME , 1). (48)
Then we find that, for all 0 ≤ m ≤ Nt,
|z[j]m | ≤MT
m∑
ℓ=0
|y[j]ℓ |. (49)
9Hence we can determine an overall upper bound on the norm of ~z[j] as
‖~z[j]‖2 ≤M2T
Nt∑
m=0
(
m∑
ℓ=0
|y[j]ℓ |
)2
≤M2TN2t ‖~y[j]‖2. (50)
Summing over j, this then gives
‖~z‖ ≤MTNt‖~y‖. (51)
This result means that ‖D−1‖ ≤MTNt, where MT depends only on the method. This then bounds the norm of A−1
as
‖A−1‖ = O(NtκV ). (52)
We can now use these results to bound the condition number of A.
Theorem 7. Suppose that the multistep method is A(α)-stable, the matrix A may be diagonalised as A = V DV −1,
the eigenvalues of A all satisfy | arg(−λi)| ≤ α, and h = O(1/‖A‖). Then the matrix A, with blocks given by Eq. (27),
has condition number κ = O(NtκV ), where κV is the condition number of V .
Proof. The condition number is given by the formula
κ =
(
max
~x
‖A~x‖
‖~x‖
)(
max
~x
‖~x‖
‖A~x‖
)
= ‖A‖ · ‖A−1‖. (53)
The conditions of this theorem ensure that the conditions of Lemmas 5 and 6 hold. Therefore we can use the bounds
on ‖A‖ and ‖A−1‖ from those lemmas to obtain κ = O(NtκV ).
This result for the condition number can be explained in a more intuitive way. Each value of y
[j]
ℓ is equivalent to an
excitation of the differential equation at a single time. Therefore ~z is close to the solution of the differential equation
with each of those individual excitations. An excitation can not cause a growing solution, because of the stability
condition. This means that the worst that an excitation can do is cause a solution that is displaced by a proportional
amount for the remaining time. Therefore the norm of ~z can not be more than a factor of Nt times the norm of ~y.
VI. ALGORITHM FOR SOLVING LINEAR SYSTEMS
Next the bound on the condition number will be used to estimate the complexity of the quantum algorithm. We
will first explain the scaling in a simple way, then give a more rigorous result. Using Eq. (26) for the number of time
steps, we have (ignoring dependence on many of the quantities)
κ = O
(
(‖A‖∆t)1+1/p
ǫ1/p
)
. (54)
Using this expression in the result for the complexity of solving linear systems from Ref. [12] gives
O˜(log(N)s4(‖A‖∆t)2+2/p/(ǫ2/pǫL)). (55)
Before obtaining the overall scaling, another factor that needs to be considered is the scaling for creating the state
encoding ~b. This is because the algorithm of Ref. [12] uses an amplitude amplification approach, which requires the
preparation of this state at each step. Therefore, the overall complexity is multiplied by the complexity of performing
this state preparation. We assume that we have oracles that give the elements of xin and b in the computational
basis, and that these vectors are s-sparse. We find the following result.
Lemma 8. The state encoding ~b,
|~b〉 ∝
∑
j,ℓ
b
[ℓ]
j |j, ℓ〉, (56)
can be prepared using O(
√
s+ log(Nt)) calls to the oracles for xin and b, provided the normalizations of xin and b are
known.
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Proof. For this preparation we can assume that the normalizations of xin and b are known. That is because this
normalization can be determined with complexity O(s), and need only be determined once. Because the overall
complexity of the simulation is greater than this, it can just be assumed that the normalization is known.
A state of dimension s can be prepared with complexity O(
√
s) using the method of Ref. [25]. We take the oracle
that gives the positions of the nonzero elements to be of the form given in Eq. (30). This form is the same as in
Ref. [8], and is slightly stronger than the form given in Ref. [6]. To obtain an oracle of this form, one simply needs to
be able to invert the function for the positions of the nonzero elements. This inversion can be performed efficiently
if the positions are given sequentially. Using an oracle of this form simplifies the problem, because it only requires
one oracle call to prepare an s-sparse state from a dimension s state with the same coefficients [8]. Therefore the
complexity of preparing an s-sparse state is also O(
√
s).
Let us encode the state in three registers (which may themselves be composed of multiple qubits). The first is one
qubit encoding |0〉 for the times t1, . . . , tNt/2, and |1〉 for the times t0, tNt/2+1, . . . , tNt . The second register provides
the remainder of the encoding of the time. The third register is of dimension Nx, and encodes b or xin.
By performing a rotation on the first qubit, based on the normalizations of xin and b, we obtain the correct relative
weighting of the two time ranges. Then, conditional on the qubit being in the state |0〉, we can prepare a superposition
of times t1, . . . , tNt/2 in the second register, as well as a state encoding b in the third register. Conditional on the
qubit being in the state |1〉, we can prepare the time t0 in the second register, and xin in the third register. The
complexity of these controlled state preparations will be O(
√
s). The complexity of preparing the superposition of
times can be made O(log(Nt)) simply by choosing Nt to be a power of two (which does not change the scaling).
We now translate the complexity of solving linear systems into the complexity of obtaining a state corresponding
to the solution of the differential equation.
Theorem 9. (Main result) Suppose that the multistep method is order p and A(α)-stable, the matrix A may be
diagonalised as A = V DV −1, the eigenvalues of A all satisfy | arg(−λi)| ≤ α, and
max
t∈[t0,t0+∆t]
‖x(t)‖ = O(‖x(t0 +∆t)‖), (57)
ǫ = o(‖xin‖). (58)
Then a state encoding the solution of the differential equation at time t0+∆t to within trace distance ǫ may be obtained
using
O˜
(
log(Nx)s
9/2(‖A‖∆t)2+2/pκ5V (‖xin‖+ ‖b‖/‖A‖)/ǫ2
)
(59)
calls to the oracles for A, b, and xin.
Proof. There are two main issues that need to taken into account in determining the complexity of obtaining the
solution of the differential equation. The first is the relation between the allowable error for solving the differential
equation and the allowable error for the solution of the linear systems, and the second is the probability of obtaining
the correct time.
The error in the algorithm for the solution of linear systems [12] is the error in the state produced. Denoting the
exact desired normalized (indicated by the tilde) state by |ψ˜〉 and the actual state produced by ρ, we therefore have
δ(ρ, |ψ˜〉〈ψ˜|) ≤ ǫL, (60)
where δ denotes the trace distance. The trace distance is non-increasing under channels, so the channel that (non-
destructively) measures the time does not increase the trace distance. Hence
ǫL ≥ δ

 Nt∑
j=0
|tj〉〈tj |〈tj |ρ|tj〉,
Nt∑
i=0
|tj〉〈tj |〈tj |ψ˜〉〈ψ˜|tj〉


=
Nt∑
j=0
δ
(
〈tj |ρ|tj〉, |xj〉〈xj |〈ψ|ψ〉
)
≥ δ

 Nt∑
j=Nt/2
〈tj |ρ|tj〉, (Nt/2 + 1)|xNt〉〈xNt |〈ψ|ψ〉

 . (61)
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To obtain the correct final state, one would need to measure the time in the ancilla register, and obtain a value in
the range t0 +∆t to t0 + 2∆t. This is equivalent to obtaining j in the range Nt/2 to Nt.
The probability of successfully obtaining the time in the correct range is given by
psucc :=
Nt∑
j=Nt/2
Tr(〈tj |ρ|tj〉). (62)
Then the state we obtain after measuring the time in the correct range is
ρpost = p
−1
succ
Nt∑
j=Nt/2
〈tj |ρ|tj〉. (63)
It is also convenient to define
pex :=
(Nt/2 + 1)〈xNt |xNt〉
〈ψ|ψ〉 . (64)
This is the probability of success if the linear system was solved exactly. Then Eq. (61) yields
δ (psucc, pex) ≤ ǫL, (65)
and hence
δ
(
psuccp
−1
ex , 1
) ≤ ǫLp−1ex . (66)
Next, using the triangle inequality for trace distance, we obtain
δ (ρpost, |x˜Nt〉〈x˜Nt |) ≤ δ
(
psuccp
−1
ex , 1
)
+ δ

p−1ex
Nt∑
j=Nt/2
〈tj |ρ|tj〉, |x˜Nt〉〈x˜Nt |


= O
(
ǫLp
−1
ex
)
, (67)
where |x˜Nt〉 is the normalized form of |xNt〉. Next we consider how to place a lower bound on pex. The normalization
of the state |ψ〉 is given by
〈ψ|ψ〉 =
Nt∑
j=0
‖xj‖2
=
Nt∑
j=0
[‖x(t0 + hj)‖+O(ǫ)]2
= O
(
Nt max
t∈[t0,t0+∆t]
‖x(t)‖2
)
= O
(
Nt‖x(t0 +∆t)‖2
)
. (68)
Here we have bounded the error in x(t) all times by ǫ. This is because we choose parameters that bound the error at
time t0+∆t by ǫ. The bound on the error increases monotonically with time, so the error at earlier times will also be
bounded by ǫ. The conditions (57) and (58) ensure that ǫ = o(‖x(t0 +∆t)‖). Using this result for 〈ψ|ψ〉 we obtain
pex = Ω
( 〈xNt |xNt〉
‖x(t0 +∆t)‖2
)
= Ω(1). (69)
As a result, Eq. (67) gives
δ (ρpost, |x˜Nt〉〈x˜Nt |) = O (ǫL) . (70)
To obtain trace distance error O(ǫ), we can therefore take ǫL = Θ(ǫ). Moreover, because δ (psucc, pex) ≤ ǫL, the
probability of success is also Ω(1).
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Using ǫL = Θ(ǫ) in the scaling from Ref. [12], together with κ = O(NtκV ) from Theorem 7, and the complexity of
state preparation from Lemma 8, the number of oracle calls is
O˜(log(Nx)s
9/2N2t κ
2
V /ǫ). (71)
Note that we can omit log(Nt) from Lemma 8, because the O˜ notation omits logarithmic factors. For the same reason,
we have replaced N = NxNt with Nx. We use a value of Nt that is sufficient to ensure that the error is no greater
than ǫ, and that h = O(1/‖A‖), which is a condition needed to use Theorem 7. If we take
Nt = Θ
(
‖A‖∆t
√
κ3V (‖xin‖+ ‖b‖/‖A‖)
ǫ
+ (‖A‖∆t)1+1/p
(
κ2V (‖xin‖+ ‖b‖/‖A‖)
ǫ
)1/p)
, (72)
then using Lemma 4, the error will be bounded by ǫ. In addition, because ǫ = o(‖xin‖), we obtain Nt = Ω(‖A‖∆t),
which ensures that h = O(1/‖A‖).
We can simplify the result by taking
Nt = Θ
(
(‖A‖∆t)1+1/p
√
κ3V (‖xin‖+ ‖b‖/‖A‖)
ǫ
)
. (73)
Then the overall scaling of the number of black-box calls is as in Eq. (59).
This result is somewhat conservative, because we have included the term due to the error in starting the linear
multistep method. If we assume that this error is negligible, then we obtain
O˜
(
log(Nx)s
9/2(‖A‖∆t)2+2/pκ2+4/pV (‖xin‖+ ‖b‖/‖A‖)1/p/ǫ1+2/p
)
. (74)
This has the same scaling in ‖A‖∆t, but improved scaling in other quantities.
VII. VARIABLE TIME AMPLITUDE AMPLIFICATION
The algorithm that has been presented scales close to ∆t2; it is likely that this is suboptimal, because the lower
bound is linear scaling. The factor that increases the scaling with ∆t is that the HHL algorithm scales as κ2, whereas
the lower bound is linear scaling in κ. A proposed technique to improve the scaling to close to linear in κ was given
in [14, 15]. There the scaling was (see Theorem 3 of [14])
O
(
κ log3 κǫL
ǫ3L
log2
1
ǫL
)
. (75)
Here only scaling in κ and ǫL has been included. As above, κ scales linearly in Nt, which is close to linear in ∆t. This
would appear to yield an algorithm with scaling close to linear in ∆t.
However, there is an additional contribution to the complexity from the Estimate procedure that prevents this
scaling being obtained. In Algorithm 3 of Ref. [14] the Estimate procedure is used to determine pi from algorithm
Bi. That is then used to determine the value of k to use in Algorithm 2 to define algorithm Ai. Then Ai is used to
define Bi+1 and so forth in a recursive way.
To determine the complexity for this recursive procedure, one needs to find the complexity for Ai, denoted Ti,
in terms of Ti−1. In point 1 of the proof of Lemma 2 of Ref. [14] the complexity due to amplitude amplification
is taken account of, but not the complexity of the Estimate procedure. To obtain a bound on the contribution of
the complexity of the Estimate procedure, note that the complexity in Theorem 4 of Ref. [14] scales at least as
1/
√
p, and from Algorithm 2, 1/p should be at least m. Multiplying the factor of
√
m by itself m times to account
for the number of steps of the recursion yields mm/2. As m = logTmax, m
m/2 scales as T
(log log Tmax)/2
max . As used for
solving linear systems, Tmax = O(κ/ǫL), which would yield scaling as (κ/ǫL)
[log log(κ/ǫL)]/2. In the limit of large κ/ǫL,
the double log becomes large, and the scaling is significantly larger than linear in κ/ǫL. As a result it appears that
variable time amplitude amplification does not yield improved scaling in ∆t.
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VIII. CONCLUSIONS
A quantum computer may be used to solve sparse systems of linear differential equations, provided the result may
be encoded in a quantum state, rather than given explicitly. By encoding the differential equation as a linear system,
and using the algorithm of Ref. [12] for solving linear systems, the complexity is (including only scaling in ‖A‖ and
∆t),
O˜
(
(‖A‖∆t)2) . (76)
This improves upon previous results for nonlinear differential equations, which were exponential in the number of time
steps [2]. This algorithm has an enormous range of possible applications, because large systems of differential equations
are ubiquitous in science and engineering. In particular they arise from the discretization of partial differential
equations. There is an interesting open question of whether the scaling can be improved, because the best known
lower bound is O(‖A‖∆t) from the no–fast-forwarding theorem.
These results are for constant coefficients, because that enables an analytic error analysis. This approach can also
be used to solve linear differential equations with time-dependent coefficients, though the error analysis will be more
difficult. Another interesting direction for future research is the problem of nonlinear differential equations. It is likely
that the exponential scaling obtained in Ref. [2] is fundamental, because quantum mechanics is linear. However, it
may potentially be possible to improve the constant of the exponential scaling.
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