Abstract. The paper describes a pre-processing technique to normalize contextually-dependent data before appling Lachine Learning algorithm. Unlike many previous methods, our approach to normalization does not assume that the learning task is a classi cation task. We propose a data pre-processing algorithm which modi es the relevant attributes so that the e ects of the contextual attributes on the relevant attributes are cancelled. These e ects are modeled using a novel approach, based on the analysis of variance of the contextual attributes. The method is applied on a massive data repository in the area of aircraft maintenance. The task at hand is to predict the need to change a faulty component of an engine. Preliminary empirical results indicate a highly signi cant improvement in one of the main requirements of the application -the number of false predictions of a component fault.
Introduction
In this paper, we address the problem of learning models from contextual data, i.e. data acquired from a system operating in a dynamic environment. We assume that the contextual data contains information on both the environment and the system under study. A wide variety of real world industrial applications generate such contextual data. The information on the environment is typically represented by a limited set of contextual attributes such as humidity, temperature, and pressure while the domain speci c information is described by a set of relevant attributes. Domain experts, who are the nal recipients and users of the models, expect the learned models to be expressed in terms of the relevant attributes only. A simple solution to this problem consists of ignoring the contextual attributes during learning. However, this solution is inappropriate in most cases since the obtained models are not su ciently general to perform well over di erent status of the environment. What we need is a learning approach that will learn appropriate models while taking into account the e ects of the contextual attributes on the relevant attributes.
To address this problem, we propose a domain independent pre-processing technique that will be used before applying the learning algorithm. The preprocessing method proposed is a form of feature selection/extraction approach in which we normalize the relevant attributes with respect to the contextual attributes. In this manner their in uence will be taken into account by a onetime transformation of the values of performance attributes, which will remove the dependency. The output of our pre-processing method is a new set of relevant attributes that are no longer a ected by contextual attributes. Only the new set of normalized attributes is used for learning. The models obtained from the new normalized attributes will be more general than the ones obtained without normalization, since they are independent from the variations in the contextual attributes.
Normalization and feature selection techniques proposed in the machine learning literature typically assume the presence of a class attribute. The normalization is almost always done according to the probability distribution of the class attribute. Consequently, the normalization process has to be repeated every time a di erent classi cation task is undertaken on the same data. Our approach addresses the normalization problem with a di erent perspective: we pre-process the data once and for all by compressing all the information into a minimum set of relevant attributes (also referred to as performance attributes). We believe that such normalization will improve the quality of the data with respect to a variety of performance tasks in the domain considered, including (but not limited to) the classi cation task.
The paper describes our approach for handling contextual data as well as results obtained from experiments with a large volume of commercial aircraft engine data. The data used have been automatically acquired from sensors on the auxiliary power units (APU) of 34 Airbus A320 over the last two years. In addition to the sensor data, we have textual descriptions of all repairs done on these aircraft engines for the period of time considered. The end goal of the project is to discover patterns from these data that can be used to predict component failures. In this speci c application, the problem of context sensitivity is very important since the aircraft are continuously exposed to di erent operating conditions (e.g. altitude, temperature, humidity, age of the engine, etc.) Variations in these conditions have a big impact on the performance attributes such as the exhaust-gas temperature and the start-time of the engine.
One of the advantages of our application was the existence of engineering normalization formulas which have been developed by the manufacturer of the APU. Most of the manufacturer's normalization formulas come from statistical experiments with real engines operating in a controlled environment. This kind of normalization process requires a considerable investment, but it is usually very reliable. For the purpose of evaluation, we have cast the prediction of an engine component failure as a classi cation task. We have ran a standard inductive learner on this task using non-normalized data, normalized data with manufacturer's formulas, and normalized data obtained with our approach. We have compared the results with respect to the standard accuracy. We have also compared the results of learning from di erent datasets with respect to the numbers of false positives, as this type of errors is critically important in our application.
The paper is organized as follows. In Section 2, we give a brief overview of related work. Section 3 describes the normalization approach. Section 4 describes the data used for validation as well as the results. Section 5 discusses limitations of the approach and Section 6 concludes the paper.
Related work
The problems related to context-sensitive applications are fairly new to the machine learning community. Widmer and Kubat 9] emphasize that e ective learning in environments with hidden contexts and concept drift requires a learning algorithm that can detect context changes without being explicitly informed about them, can quickly recover from a context change and adjust its hypotheses to a new context, and can make use of previous experience in situations where old contexts and corresponding concepts reappear. They reported a series of experiments with di erent implementations of FLORA, that has the capability of dynamic windowing search to take into account the e ects of concept drift and hidden contexts.
Within the scope of meta-learning, Widmer 8 ] introduces a general two-level learning model, and the results of implementing the approach in two systems that can learn to detect such contextual clues, and can react accordingly when a change in context is suspected. In this approach a base level learner performs the regular on-line learning and classi cation, and a meta-learner identi es attributes and features that might provide contextual clauses.
From the point of view of dynamic environments, Urbancic & Bratko 7] view the role of learning as a method for control of dynamic systems and propose several approaches. They argue that when controllers are built without having an accurate mathematical model of the system to be controlled, two problems arise: how to establish the structure of the controller and how to choose the numerical values for the controller parameters. It is obvious that some of the controller parameters would be context sensitive and this has to be taken into account.
Also related to dynamic environments, Taylor & Nakhaeizadeh 3] describe in general the state of the art in learning in dynamically changing domains. They review both the statistical and machine learning approaches. They list a number of directions for further research, leading to the the development of robust, scalable systems for dynamic environments. Our work belongs to two of the three fundamental subproblems raised by them: drift/change detection, adaptation/classi er update, characterization and/or explanation of change.
Turney & Halasz 6] describe a project in which contextual normalization is applied to the diagnosis of engine faults. The normalization in that work is performed by a transformation based on the average and standard deviations of the contextual parameters.
Turney 4] provides a formal de nition of contextual features. This applies to learning classi cation rules, which is not the task that we are handling in this paper. Features are divided into primary, contextual, and relevant features. In an accompanying paper Turney 5] discusses ve methods for managing the context. These methods are: normalization, expansion, classi er selection, classi cation adjustment, and weighting. According to this classi cation, our work belongs in the rst and the last category.
The normalization approach
The normalization approach proposed here is a pre-processing technique that transforms the contextual sensitive data in order to cancel the e ects of the contextual attributes. As usual a xed set of attributes is used to represent the data. The attributes are divided in two categories: the performance attributes The goal here is to removed the e ects of the contextual attributes on the performance attributes, and not the e ects of the contextual attributes on the class attribute. In that sense, our approach is independent of the classi cation task that will be performed after the normalization.
In industrial and engineering applications, p 1 ; : : : ; p m are usually easy to identify since they are often related to some performance criteria. In the aerospace domain, for instance, the exhaust-gas temperature of the engine is a performance attribute since it is related to the quantity of energy lost, a fundamental performance measure. Note that formal de nitions proposed by other researchers to categorize attributes (such as those proposed by Turney 5] and John et al. 1]) are not applicable here since those required the use of a class attribute.
The normalization approach is composed of two steps: the contextual analysis and the normalization. In the contextual analysis, we model the e ects of each contextual attribute on the performance attributes. During the normalization step, we use the output of the contextual analysis to cancel the e ects of the contextual attributes. Depending on the complexity of the contextual e ects, we may need to repeat these two steps more than once to completely cancel the e ects of contexts. Figure 1 presents the global algorithm of our pre-processing approach to remove the contextual e ects in the data. The following sections describe the contextual analysis and the normalization processes.
Contextual Analysis
The aim of the contextual analysis is to model the e ects of the contextual attributes on the performance attributes. We perform this step using the analysis Algorithm RemoveContextE ects Input : A dataset in which each of the N instances is described by a set of attributes fp1; : : : ; pm; c1; : : : ; c k g, where pi and ci are the performance and contextual attributes, respectively. As output, the contextual analysis returns a set of k contextual matrices CM 1 ,. . . ,CM k , where CM i describes the contextual e ects of attribute c i on the performance attributes p 1 ; : : : ; p m . Table 1 shows an example of a matrix obtained during the analysis of APU data. This table presents the e ects of contextual attribute acyc (a counter that re ects the age of the engine) on three APU's performance attributes STA, EGP, and NPA (which respectively stand for the starting duration, the exhaust-gas temperature, and the shaft speed at peak of the APU). The rst column gives the set of intervals obtained for acyc, the second gives the number of observations in each interval, and the last three columns present the clustering of intervals according to each performance attribute. For a given performance attribute, all intervals with the same label belong to the same cluster. For example, the contextual analysis for the e ects of acyc on STA (starting duration in sec) lead to the de nition of three clusters. As explained bellow, this means that the di erences between the expected starting durations for these three clusters are statistically signi cant. The normalization procedure uses this information to normalize the performance attributes. Partitioning a contextual attribute into a set of intervals This step can be viewed as a form of discretization in which we try to create interval cells that are appropriate for ANOVA. The performance attributes are not used during the partitionning step. The partition for c i will therefore depend only on the distribution of c i . The number of intervals created may di er from one contextual attribute to another. A sligthly di erent approach is used for numerical and symbolic attributes. When c i is symbolic, an interval is de ned for each observed outcome (i.e. each interval corresponds to a value). All intervals that do not have a su cient number of observations to make the ANOVA analysis meaningful are simply not considered. When c i is numeric, the intervals are built in such a way that i) the intervals are not too disproportional in terms of the number of observations, and ii) each interval has a su cient number of elements. We introduce these conditions due to their impact on the results of the ANOVA. A minimum of 50 observations in each interval, and a maximal ratio of three between the number of observations in the largest interval and the number of observations in the smallest one are usually appropriate for the ANOVA. The e ects of varying these attributes are addressed in Section 5. Before going into details of the approach, let us de ne the following notation.
Intervals Number
We use r (obtained as described in section 3.1.1) as the number of levels of c 0 i .
We denote any one of these levels by the index l (l = 1; : : : ; r). The number of cases in the lth level of the factor is denoted by n l . Finally, the total number of cases is N, where N = P r l=1 n l . Table 1 . Eventhough this simple strategy seems to work well in the application considered here, we are planning to experiment with other strategies to cluster the intervals based on the matrix M.
Given this notation, we build the clusters of intervals that

Normalization
The normalization step leads to a new set of performance attributes fp As shown in Figure 3 , required the computation of the set C and the value . C is the list of k cluster names that de ne the contextual status of p j i] according to the k contextual attributes. The lth element in C, denoted clu l , is the cluster name of p j in CM l associated with the interval in which c l i] belongs to. We use p j;clu l to denote the mean of p j in cluster clu l . We compute , the expected value of p j i] given C, by averaging the p j;clu l for l = 1; : : : ; k. is nothing else than a spooled mean that combines the e ects of the contextual attributes. It is therefore reasonable to use to approximate the expected value of p j i] given C. However, we think that this approximation could be improved by the use of a weighting average that would take into account the relative importance of each contextual attribute on p i . The information contained in the CM i seems to have some potential to weigh the contextual attributes, but this issue hasn't been investigated yet.
Finally, the context penalty number is simply de ned as the di erence between the expected value of p j i] given C (i.e. ) and the overall mean of p j . The normalized value p j i] 0 is obtained by adding the penality number to its corresponding p j i].
As shown in Figure 1 , more than one iteration over the two steps of the approach (contextual analysis and the normalization) may be required to completely cancel the contextual e ects. To perform the second (and following) it- 
Data used and Experimental results
The data used in our exprimentation comes from the aerospace domain. Specifically, the data represents measurements made by sensors and aircraft on-board computers at di erent stages of the aircraft operation. A typical Airbus A-320 can generate between 1.5-3 Megabytes of data per month. This data consists of: (i) parametric measurements, (ii) messages that are automatically generated by aircraft on-board computers when certain operation conditions occur, and (iii) messages in the form of free text that are entered by operators. The particular data that we used comes from one of the aircraft engines (known as APU or Auxiliary Power Unit). A typical observation (case) consists of 23 attributes (2 symbolic, 19 numeric, and 2 for date and time of the event). At the time of the experiment, we had 31059 cases available to us.
The task was to develop classi ers to predict starter motor failures. As usual in diagnosis problem, early predictions would have been appreciated, but the client insisted on the fact that false alarms (i.e. prediction of a problem when there is no problem) should be avoided as much as possible. To address these issues, we have selected four targets for prediction: 45 days, 30 days, 15 days, and 10 days. Classi ers for each of these targets have been developed. We used two classes failling and not-failling to respectively denote cases that are related to a starter failure within the selected number of days and the others. Domain experts have identi ed three performance attributes for the starter problem:
STA, EGP, and NPA. Those are the ones that they want to appear in any predictive model for the starter failure. All of these attributes, however, are a ected by variations in the environment (pressure, temperature, altitude, ect.) We used our normalization approach to normalize these performance attributes according to the remaning 18 contextual attributes (2 symbolic and 16 numeric, the date and time attributes were not considered). Not all of these 16 attributes are in fact important in terms of contextual e ects. Our normalization program has to nd the important contextual attributes in order to apply appropriate corrections to each performance value.
We consider this application appropriate to evaluate our approach for two reasons: i) it is a di cult task that involved a large amount of real world data, and ii) we have the opportunity to contrast our results with results from correction formulas developed by the manufacturer of the APUs for these three performance attributes. The manufacturer's correction formulas mostly come from extensive statistical experiments in test cells. These formulas are currently used by the airlines to monitor their data. The evaluation methodology was as follow: The normalization approach has been implemented using SAS. A total of 109 iterations were required to completely cancel the e ects of the contextual attributes. However, much of the normalization was observed after the 15th iteration. We used a 2 fold cross-validation technique to get the accuracy and the number of false alarms for each run. Considering the number of instances used, the cross-validation was not really required but we decided to use it as a tool to verify consistency between the runs. Results are summarized in Table 2 . The last four columns present results for the four prediction tasks considered. Since the four di erent experiments use di erent data, one should only compare results within one colum. Comparing just the accuracies for di erent classi ers is not of great help for two reasons: i) the accuracies of the classi ers in each task are very close, and ii) no classi er consistently outperformed the others over the four learning tasks. The inadequacy of simple accuracies for this problem can be explained by the fact that our data sets are imbalanced 2]. In terms of number of false alarms, values obtained from our approach performed very well. In two cases (30 and 15 days), they have lead to the minimum number of false alarms. In the other two cases (45 and 10 days), the numbers of false alarms with the new values were close to the minimum number obtained. It is also interesting to note that the classi er obtained with values from our approach generates fewer false alarms than the one obtained with the manufacturer's formulas in all four cases. The approach presented in this paper rests on the same assumptions as ANOVA, which are: i)normality of the data, ii)equal variances for the di erent groups, and iii) the error component of the data in the groups are assumed to be independent. Violation of these assumptions are likely to result in errors during pairwise mean comparisons. In the context of the analysis of variance, it is preferable to verify the validity of these assumptions before applying the approach since the nal inferences may be completely wrong. In our case, errors in pairwise mean comparisons do not have such a big impact. In the worst case, these errors will slow down the process so much that it will be near impossible to converge. Limiting the process to a maximum number of iterations is probably enough to solve this problem. Two important parameters during the contextual anaylsis are: alpha and minimum number of observations in each group. Parameter alpha controlled the power of the statistical test used during pairwise mean comparisons. Typical values for alpha are 0.1, 0.05, 0.025, 0.01, etc. A very small value for alpha will speed up the normalization process but will also result in a more rough normalization. For the experiments reported above, we xed alpha at 0.025. The minimum number of observations in each group will also have an impact on the normalization process; a high value will result in rough but fast normalization and inversely for a small value. Using a minimum of 50 elements in each group is a good way to ensure a resonable level of robustness.
Attributes
Conclusion
In this paper, we have addressed the problem of dealing with contextual attributes in a real world dynamic system and use of machine learning to build a model of the system. The main criteria for this research was to generate and evaluate models that are robust with respect to the changing contexts.
To achieve this goal, we have developed a pre-processing method that cancels the e ects of contextual attributes. This method includes two algorithms: one for contextual analysis and the other for normalization. Evaluating our approach, we have developed classi ers for prediction tasks. Results showed that the number of false alarms would be substantially lower when we used our normalized attributes instead of using the ones obtained from manufacturer-supplied formulas.
We believe that our approach has a lot of potential for performing advanced data analysis in context sensitive domains where the class attribute is not known ahead of time. We also believe that our approach could be applied for timely prediction of failures that in most cases is very expensive to deal with. Another application could be in domains where a large volume of noisy data has to be analyzed. Finally, our approach can be used for dimensionality reduction so that data analysis is performed more precisely.
