Accurately predicting the turbulent transport properties of magnetically confined plasmas is a major challenge of fusion energy research. Validation of transport models is typically done by applying so-called "synthetic diagnostics" to the output of nonlinear gyrokinetic simulations, and the results are compared to experimental data. As part of the validation process, comparing two independent turbulence measurements to each other provides the opportunity to test the synthetic diagnostics themselves; a step which is rarely possible due to limited availability of redun- This provides experimental validation of the low-wavenumber region of the PCI calibration, and also helps validate the low-wavenumber portions of the synthetic PCI diagnostic that has been used in gyrokinetic model validation work in the past. We discuss possibilities to upgrade FTCI, so that a similar comparison could be done at higher-wavenumbers in the future.
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I. INTRODUCTION
One of the major challenges of magnetic fusion energy research is to develop the capability to predict plasma transport properties from first principles, in particular turbulent transport. Unless a theory can accurately predict all aspects of turbulence in today's experiments, there can be little confidence in predictions for future devices. A complete theory must be able to predict not only the level of turbulent transport, but also details such as the amplitudes and wavenumber spectra of the fluctuations which induce the transport.
Predictions of fluctuation levels and spectra are compared to experimental measurements to validate advanced nonlinear gyrokinetic codes that model turbulence and transport. 
II. DIAGNOSTICS
PCI is one of the primary electron density fluctuation diagnostics on Alcator C-Mod.
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Initially constructed to study wave physics, PCI has been providing high-quality turbulence measurements on Alcator C-Mod since the mid-2000s. [18] [19] [20] [21] Both the new FTCI diagnostic and the PCI diagnostic on Alcator C-Mod measure line-integrated electron density fluctuations in the same region of plasma. The parameters of both systems for the experiments described in this paper are summarized in Table I . The maximum wavenumber, k R , and wavenumber resolution, ∆k R , are estimated using spatial Fourier transforms of the lineintegrated electron density fluctuation data. 
A. Phase-contrast imaging
The phase-contrast imaging system has an array of N = 32 detectors which image lineintegrated electron density fluctuations from 0.65 m < R < 0.74 m (R 0 ≈ 0.70 m) with a spacing of ∆R P CI = 2.83 mm, as determined from a pre-plasma calibration. 16 Resolution in wavenumber space is related to the chord spacing,
The wavenumber resolution is ∆k R ≈ 0.7 cm −1 with k R,max ≈ 10.8 cm The PCI wavenumber response due to the phase plate has been calculated analytically for a Gaussian beam profile. 8, 22 In the low-k R limit, the response at the center of the Gaussian beam can be approximately modeled by,
Here, erf is the error function,
w = 8 cm is the Gaussian beam width, and k 1,2 are wavenumbers associated with the edges of the groove in the phase plate. Wavenumbers between k 1 < k R < k 2 are effectively cut off by the phase plate. When PCI is optimized to measure turbulence,
Finite sample volume effects reduce the response of the PCI diagnostic at high k R . Plasma turbulence with high k R will result in intensity variations on the detector smaller than the detector elements, hence these small-scale variations are in effect averaged out. The cutoff is roughly at 2π/k R = D/M , where D is the detector size and M is the optical magnification.
The general wavenumber response due to finite sample volume effects has been approximated for a circular detector by assuming that a detector signal is proportional to the surface average of the power flux incident on a circle of radius r in the plasma. 22 The result is,
where J 1 is a first order Bessel function. We note that for a rectangular detector of area A = w × l, the response due to finite sample volume effects is,
where k s = 2M/w. The approximate PCI wavenumber response, taking into account the combined effects of the phase plate and the finite sample volume, is the product of Eqs. 2 and 4,
The accuracy of the model is tested by performing calibrations. A sound wave with a known k R and pressure is sent into gas and the response of the system is measured. The full PCI wavenumber response is determined by scanning the frequency of the sound wave, thus scanning its wavenumber. An example of a complete calibration is shown in Fig.   2 .
The sound wave amplitude (right axis) and the measured amplitude (left axis) is shown as a function of the wavenumber of the sound wave in Fig. 2(a) . Multiple data points are provided for each k R , giving an estimate of the uncertainty in the measurement (∼ 25%).
The measured data is normalized to the sound wave amplitude in Fig. 2(b) . The solid curve is the theoretical response model using the rectangular detector formulation (Eq. 5) adjusted to fit the data (the solid curve and data points in here is also discussed in more detail in Refs. [7] and [8] .
Adjusting r in Eq. 6 brings the theoretical PCI response model into agreement with the calibration data and the adjusted rectangular response model taken from Ref. [8] , as shown in Fig. 2(b) . The need for the adjustment is likely due to several approximations 
B. Fast two-color interferometry
The PCI calibration is checked using measurements from the FTCI diagnostic. FTCI has an array of nine operational detectors spanning from 0.66 m < R < 0.74 m with a spacing of ∆R F T CI = 8.7 mm. The wavenumber resolution for the FTCI system is calculated with,
The FTCI wavenumber resolution is nearly the same as the PCI resolution, with ∆k R ≈ 0.8 cm −1 . The maximum resolvable wavenumber of the FTCI system is considerably lower than that of PCI, with k R,max ≈ 3.2 cm −1 . Importantly, FTCI has no low-k R cutoff in the wavenumber response because there is no phase plate. As a result, the calibration factor at k R = 0 is well-known, and is given by, φ +φ = 2r e λ (n e +ñ e )dz,
where φ +φ is the electron density-induced phase measurement, r e = 2.82 × 10 −15 m is the classical electron radius, λ = 10.6 µm is the CO 2 probe beam wavelength, and the factor of two arises from the two-pass Michelson configuration of the FTCI system on Alcator C-Mod.
Here we will highlight an important difference between FTCI and other interferometry techniques. 25 The principle difference is that FTCI detector signals contain information about the total background electron density-induced phase shift, as well as fluctuations.
Detector signals are proportional to cos(∆ω LO +φ+φ), where ∆ω LO is a heterodyne frequency offset between the plasma and reference arms. The electron density-induced phase, φ +φ, is extracted using a high bandwidth analog demodulator and then reconstructed in software.
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In contrast, other systems use various techniques to remove the non-fluctuating component of the phase, giving detector signals that are directly proportional to density fluctuations and eliminating the need to demodulate and reconstruct the phase. PCI uses an internal reference and a phase plate. Another example is a homodyne interferometric imaging system, which uses feedback control to hold the non-fluctuating phase (below ∼ 1 kHz) at π/2. 25 The detector signal of such a system is proportional to cos(φ −φ), so by holding φ = π/2 and assuming thatφ << 1 (typical for tokamaks), the detector signal is proportional to onlyφ.
Systems that do not measure the background density have been necessary in the past because of the limited bandwidth of phase demodulators and the computational demands of reconstructing the measured phase at high time resolution for long plasma discharges.
However, high-bandwidth analog phase demodulators and advances in high speed computing mean that it is no longer prohibitive to measure the background phase and fluctuating phase 
where M = 2.5 is the magnification of the FTCI system and d R = 2.0 mm is the detector width. Other models similar to those used in the PCI analysis presented above were applied to FTCI, but over the low wavenumber region sampled by FTCI these models did not deviate substantially from the Gaussian model presented here.
III. QUANTITATIVE COMPARISON
PCI and FTCI measurements of the quasi-coherent mode (QCM) amplitude are compared to validate the PCI calibration. The QCM is a robust and well-characterized feature of enhanced D α H-mode plasmas in Alcator C-Mod. 27, 28 The mode has been localized to the pedestal region by reflectometry 29 and scanning probe 30 measurements, and has a well-known wavenumber, with |k R | ∼ 3 − 6 cm
The QCM amplitude is found by first calculating the two-dimensional frequency and wavenumber spectrum,
where ∆R is the chord spacing, ∆t = t 2 − t 1 is the time interval over which the fluctuations are computed (∆t < 1 ms), x is the line-integrated density signal from a single chord at R, and N is the number of chords in the array. Examples of S(f, k R ) spectra measured by PCI and FTCI are given in Figs. 3 and 4 . The QCM is clearly visible in the PCI spectrum from 100 kHz < f < 130 kHz and 3 cm −1 < |k R | < 6 cm −1 . Only the low-k R component is visible in the FTCI spectrum due to its limited k R range, but a significant QCM amplitude from −2 cm −1 < k R < 2 cm −1 can be seen, which is not detected by PCI due to its low-k R cutoff.
The QCM amplitude is calculated by integrating the S(f, k R ) spectrum over the (timevarying) QCM frequency and the entire k R range that each diagnostic is sensitive to,
The QCM amplitudes measured by PCI and FTCI disagree significantly, as shown in Fig. 5 . This is not surprising. The QCM is strongest at wavenumbers which exceed the range where FTCI is sensitive, so a significant component of the mode is not measured. PCI, however, sees the strongest part of the mode from 3 cm −1 < |k R | < 6 cm −1 , and hence measures a much larger fluctuation amplitude than FTCI.
A more realistic comparison would account for the different wavenumber responses of the two diagnostics. PCI has a strong cutoff at low wavenumbers but is sensitive to high-k R fluctuations, effectively acting like a high-pass filter in wavenumber space. FTCI has no The QCM is visible from 100 kHz < f < 130 kHz and 3 cm −1 < |k R | < 6 cm −1 . low-k R cutoff, but is not sensitive to fluctuations above |k R | ≈ 3 cm −1 , so it acts like a low-pass filter in wavenumber space. By low-pass filtering the PCI spectra and high-pass filtering the FTCI spectra, a much more accurate comparison can be made between the two diagnostics. Figs. 6 and 7 show the appropriately filtered S(f, k R ) spectra. The PCI spectra is low-pass filtered by Eq. 9 and the FTCI spectra is high-pass filtered by Eq. 6 (with r adjusted to match the PCI calibration data).
The filtered spectra in Figs. 6 and 7 are integrated over the QCM frequency and the 
IV. CONCLUSIONS
The results of the first quantitative comparison between PCI and FTCI measurements of long-wavelength line-integrated density fluctuations have demonstrated the accuracy of the PCI calibration and low-wavenumber response. This is very important for gyrokinetic code validation efforts. The accuracy of synthetic diagnostics depends on the accuracy of the models and calibration factors they contain, so these models and calibration factors require careful testing. FTCI has been shown to be useful as a fluctuation diagnostic despite very high levels of uncorrelated noise, which can be seen in the spectra shown in this paper. We believe that FTCI could be optimized to provide better turbulence measurements in the future.
Noise levels could be reduced by increasing the laser power throughput, improving beam alignment, and by adjusting the CO 2 beam profile. Small changes to the optics design could increase the laser power, improving signal-to-noise levels and reducing the uncorrelated noise appearing in the fluctuation spectra. Noise levels are also sensitive to the overall system alignment and can be improved by eliminating beam shear, which occurs when the plasma and reference beams are not perfectly co-axial at the detector plane. Eliminating beam shear would reduce beam incoherence on the detector face and increase the signal. Adjustments to the CO 2 beam profile could also improve system performance by reducing crosstalk between adjacent channels.
One critical issue to highlight in this work is that the wavenumber response of FTCI at Alcator C-Mod is at the moment very limited, and thus, we could only compare with PCI data over a restricted, low wavenumber range. The wavenumber resolution of the 
