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1. Introduction
The study of the asymptotic growth behavior of holomorphic and meromorphic functions in one and several complex
variables is one of the central topics in complex analysis. This line of investigation started early in the beginning of the
twentieth century with works of E. Lindelöf [20], A. Pringsheim [23], A. Wiman [26] and G. Valiron [25]. It was extended
by the school of R. Nevanlinna [22] and many upfollowers. Basic tools to study the growth behavior of entire holomorphic
functions are entities like growth orders and type, the maximum term and the central index. These entities determine the
growth behavior of a transcendental function, such as the leading term in a polynomial expression is responsible for the
asymptotic growth of an entire algebraic function. Besides quantitative statements on the asymptotic growth, it was also
possible to derive structural results on the non-existence of transcendental solutions for boundary value problems that arise
in 2D harmonic analysis, cf. [14,16].
In [5,6,8,4] we recently developed a similar toolkit to address analogous problems for null-solutions to higher dimen-
sional polynomial Dirac and Cauchy–Riemann type equations with arbitrary complex coeﬃcients in Euclidean ﬂat space Rn
with n > 2. This function class includes important higher dimensional PDEs from physics such as the Maxwell system, the
Helmholtz and the Klein–Gordon equation as particular cases.
In this paper we turn to develop basic tools in order to study the asymptotic growth behavior of paravector valued
functions f (z) = f0(z) +∑ni=1 ei f i(z) that satisfy the Dirac–Hodge equation
xn
(
n∑
i=0
∂
∂xi
ei
)
f (z) + (n − 1) fn(z) = 0 (1)
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D. Constales et al. / J. Math. Anal. Appl. 378 (2011) 238–251 239on upper half-space H+(Rn+1) := {z = x0 + e1x1 + · · · + enxn ∈ R ⊕ Rn | xn > 0}. Solutions to this equation are often called
hypermonogenic functions and are studied by a growing community, cf. [1,12,19]. In turn, the Dirac–Hodge equation is
a linearization of the Laplace–Beltrami equation. Each component of a hypermonogenic function is hyperbolic harmonic.
Hyperbolic harmonic functions play an important role in analytic number theory, in particular in the context of higher
dimensional Maaß forms, cf. e.g. [11]. Number theorists are interested in the boundary behavior of modular forms and
especially in Maaß forms, in particular in the asymptotic growth behavior towards xn → 0+ . See for instance [3]. This also
provides a motivation to develop a generalization of Wiman and Valiron’s theory for hypermonogenic functions on upper
half-space.
In Section 3 we apply the Cauchy integral formula for hypermonogenic functions to establish a Cauchy type estimate for
these functions. This estimate provides us with a lower bound for the maximum modulus of a hypermonogenic function.
To get a useful upper bound estimate we need to look at canonical series representations.
In the context of entire monogenic functions it was natural to work with Taylor series representations as these are
adapted to radially symmetric domains, including of course the whole space Rn+1 as a limit case. Therefore, we described
the growth of the functions in terms of particular leading Taylor coeﬃcients that dominated the asymptotic growth of the
function, such as the leading term in a polynomial expression does.
In the context of hypermonogenic functions deﬁned on upper half-space, an adequate setting is to work with Fourier
series representations instead, and to describe the growth behavior of the function in terms of certain leading frequencies
in the Fourier spectrum.
In Section 4 we describe the Fourier images of hypermonogenic functions on upper half-space. In Section 5 we introduce
in terms of the Fourier images lower and upper growth orders and generalizations of the maximum term and central index
in the context of general hypermonogenic functions on upper half-space.
In the remaining part of this paper we concentrate ourselves on n-fold periodic solutions to the Dirac–Hodge equation.
Here, one has a discrete Fourier series representation. This is the closest analogy to the discrete Taylor series representation
that one uses in the classical Wiman–Valiron study. In Section 6 we construct for every arbitrary growth order non-trivial
examples of n-fold periodic hypermonogenic functions.
Then we present a generalization of the Valiron inequality for n-fold periodic solutions to the Dirac–Hodge equation on
upper half-space. This provides us with an explicit lower and ﬁnally also with an upper bound estimate of the maximum
modulus M(xn, f ) in terms of the maximum term and the central index. This paper also provides an extension and a
counterpart work to the classical works by D.S. Srivastava and O.P. Juneja [24], by K. Nandan [21] and by O.P. Juneja and
K. Nandan [15], where the authors studied the growth behavior of holomorphic Dirichlet series on the complex upper
half-plane.
Finally, this paper should be regarded as a starting point to derive similar existence and non-existence theorems of
solutions to the Dirac–Hodge system and the hyperbolic Laplace–Beltrami equation as we managed to set up for polynomial
Dirac equations in our preceding work [4].
2. Preliminaries
2.1. Clifford algebras
For details about Clifford algebras and their related function theory see for instance [10,13]. Let {e1, e2, . . . , en} be stan-
dard basis of Rn . By Cln we then denote its associated real Clifford algebra in which eie j + e jei = −2δi j , holds where δi j is
the Kronecker symbol. In particular, e2i = −1 for i = 1, . . . ,n. A vector space basis for Cln is given by {eA: A ⊆ {1, . . . ,n}}
with eA = el1el2 · · · elr , where 1  l1 < · · · < lr  n, e∅ := e0 := 1. Each a ∈ Cln can be written in the form a =
∑
A aAeA
with aA ∈ R. The conjugation anti-automorphism Cln is deﬁned by a = ∑A aAeA , where eA = elr elr−1 · · · el1 and e j = −e j
for j = 1, . . . ,n, e0 = e0 = 1. Besides the conjugation, we also consider another automorphism ∗ : Cln → Cln , deﬁned by
e∗n = −en , e∗i = ei for all i = 0,1, . . . ,n − 1 and (ab)∗ = a∗b∗ . The set spanR{1, e1, . . . , en} = R ⊕ Rn ⊂ Cln is the space of
paravectors z = x0 + x1e1 + x2e2 + · · · + xnen which we identify with Rn+1. The element x0 =: Sc(z) is the scalar part of z
and x := x1e1 + · · · + xnen =: Vec(z) the vector part. Its ∗-invariant part is denoted by x := x0 + x1e1 + · · · + xn−1en−1.
The Clifford norm of some a =∑A aAeA is deﬁned by ‖a‖ = (∑A |aA |2)1/2. Each z ∈ Rn+1\{0} has an inverse of the form
z−1 = z/‖z‖2.
By Cln ⊗RC we obtain the complex Clifford algebra Cln(C). The imaginary complex unit i from C commutes with all
elements from Cln and the conjugation automorphisms deﬁned above leave the complex imaginary unit i invariant.
2.2. Hypermonogenic functions on the upper half-space
Subject of this paper are real-differentiable functions deﬁned on the upper half-space H+(Rn+1) with values in the
paravector space Rn+1 that satisfy the Dirac–Hodge equation (1). These functions are often called hypermonogenic. The
operator Dhyp f := xnD f + (n − 1) fn , where D :=
∑n
i=0 ∂∂xi ei , is called the Dirac–Hodge operator. An important property of
these functions is that one has a close analogy to the famous Cauchy integral formula that we know from classical complex
analysis. We recall from [12]:
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boundary ∂K lying completely in Ω . If f : Ω → Rn+1 is hypermonogenic, then we have for all z ∈ K :
f (z) = 2
n−1xn−1n
An+1
(∫
∂K
(ζ − z)−1 dσ(ζ ) f (ζ )
‖ζ − z‖n−1‖ζ ∗ − z‖n−1 −
∫
∂K
(ζ ∗ − z)−1 dσ ∗(ζ ) f ∗(ζ )
‖ζ − z‖n−1‖ζ ∗ − z‖n−1
)
(2)
where dσ =∑ni=0(−1)ieid̂xi with d̂xi := dx0 ∧ · · · ∧ dxi−1 ∧ dxi+1 ∧ · · · ∧ dxn is the oriented surface element and An+1 the surface
area of the unit sphere in Rn+1 .
Many times we consider for K the closure of an open ball of radius r that lies completely in H+(Rn+1). The open ball
with radius r and center z0 will be denoted by B(z0, r) = {z ∈ Rn+1: ‖z − z0‖ < r}.
Remark. If n + 1 is even, then all solutions to the Dirac–Hodge equation f also satisfy D(n−1)/2 f = 0, as pointed out
in [1]. Solutions to D(n−1)/2 f = 0 are also called holomorphic Cliffordian functions, cf. [18].
2.3. Special notation in this paper
For an n-dimensional multi-index m= (m0, . . . ,mn−1) ∈ Nn0 we write
xm := xm00 · · · xmn−1n−1 , m! :=m0! · · ·mn−1!, |m| :=m0 + · · · +mn−1.
By τ (i) we denote the particular multi-index (m0, . . . ,mn−1) with mj = δi j for 0 j  n− 1.
3. Cauchy estimate of hypermonogenic functions on upper half-space
In this section we give a lower bound estimate for the maximum modulus of a hypermonogenic function. This estimate
together with the upper bound estimate that we are going to prove later in this paper allows us to get useful estimates on
the asymptotic growth behavior of a transcendental hypermonogenic function.
In order to obtain such a lower bound estimate we establish a Cauchy type estimate for hypermonogenic functions. This
will be obtained by applying the Cauchy estimates that we developed earlier in [2] for k-monogenic functions for k = 1 or
k = 2. For convenience we recall:
Deﬁnition 1. Suppose U ⊂ Rn+1 is open. Let k be a positive integer. Then a real differentiable function f : U → Cln is
called k-monogenic at z ∈ U if D(k−1)/2 f (z) = 0 for odd k = 1,3, . . . resp. k-monogenic at z ∈ U if k/2 f (z) = 0 for even
k = 2,4, . . . .
1-monogenic functions are often called monogenic for short.
The fundamental solution of the Cauchy–Riemann operator is the monogenic Cauchy kernel function. Up to a constant
this one has the form q0(z) = z‖z‖n+1 . Its partial derivatives are denoted by qm(z) = ∂
|m|
∂x
m0
0 ···∂x
mn−1
n−1
q0(z).
Analogously, in the 2-monogenic case (which is the harmonic case), the fundamental solution reads up to a constant
q(2)0 (z) = 1‖z‖n−1 . Its partial derivatives are denoted by q
(2)
m (z) = ∂ |m|
∂x
m0
0 ···∂x
mn−1
n−1
q(2)0 (z). An optimal upper bound estimate for
‖qm(z)‖ and for ‖q(2)m (z)‖ has been proved in [17]:∥∥qm(z)∥∥ n(n + 1) · · · (n + |m| − 1)‖z‖n+|m| , ∥∥q(2)m (z)∥∥ (n − 1)n · · · (n + |m| − 2)‖z‖n+|m|−1 . (3)
The Cauchy integral formula for hypermonogenic functions (2) can be rewritten in terms of q0 and q
(2)
0 as follows
f (z) = 2
n−1xn−1n
An+1
(∫
∂K
Q (1)0
(
ζ, ζ ∗, z
)
dσ(ζ ) f (ζ ) −
∫
∂K
Q (2)0
(
ζ, ζ ∗, z
)
dσ ∗(ζ ) f ∗(ζ )
)
, (4)
where
Q (1)0
(
ζ, ζ ∗, z
)= (ζ − z)−1‖ζ − z‖n−1‖ζ ∗ − z‖n−1 = q0(ζ − z)q(2)0 (ζ ∗ − z),
Q (2)0
(
ζ, ζ ∗, z
)= (ζ ∗ − z)−1
n−1 ∗ n−1 = q0
(
ζ ∗ − z)q(2)0 (ζ − z).‖ζ − z‖ ‖ζ − z‖
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partial derivatives of Q (1)0 (ζ, ζ
∗, z) and Q (2)0 (ζ, ζ ∗, z) with respect to z in terms of the partial derivatives of the 1- and
2-monogenic Cauchy kernel. We write:
Q (1)m
(
ζ, ζ ∗, z
)= ∂ |m|
∂xm
Q (1)0
(
ζ, ζ ∗, z
)
, Q (2)m
(
ζ, ζ ∗, z
)= ∂ |m|
∂xm
Q (2)0
(
ζ, ζ ∗, z
)
.
Applying the properties of qm(z) and q
(2)
m (z) and the Leibniz rule, leads to:
Proposition 1. Let m= (m0,m1, . . . ,mn−1) ∈ Nn0 . Then we have
Q (1)m
(
ζ, ζ ∗, z
)= ∑
0jm
(
m
j
)
qm−j(ζ − z)q(2)j
(
ζ ∗ − z), (5)
Q (2)m
(
ζ, ζ ∗, z
)= ∑
0jm
(
m
j
)
qm−j
(
ζ ∗ − z)q(2)j (ζ − z) (6)
for some ﬁxed ζ, ζ ∗ .
This formula allows us to deduce:
Proposition 2. Let B(z0, r) ⊂ H+(Rn+1) and ζ ∈ ∂B(z0, r). For all z ∈ B(z0, r) and R :=min{‖ζ − z‖,‖ζ ∗ − z‖} we have∥∥Q (1)m (ζ, ζ ∗, z)∥∥ 1R2n+|m|−1 (|m| + 2n − 2)!(2n − 2)! , ∥∥Q (2)m (ζ, ζ ∗, z)∥∥ 1R2n+|m|−1 (|m| + 2n − 2)!(2n − 2)! .
Proof. Using Proposition 1 and the inequalities (3), we obtain∥∥∥∥ ∂ |m|∂xm Q (1)0 (ζ, ζ ∗, z)
∥∥∥∥ ∑
0jm
(
m
j
)∥∥qm−j(ζ − z)∥∥∥∥q(2)j (ζ ∗ − z)∥∥

∑
0jm
(
m
j
)
n(n + 1) · · · (n + |m| − |j| − 1)
‖ζ − z‖n+|m|−|j|
(n − 1)n · · · (n + |j| − 2)
‖ζ ∗ − z‖n+|j|−1 .
Next we compute that∑
0jm
(
m
j
)
n(n + 1) · · · (n + |m| − |j| − 1) · (n − 1)n · · · (n + |j| − 2)
= 1
(n − 1)!(n − 2)!
+∞∫
0
+∞∫
0
∑
0jm
(
m
j
)
tn+|m|−|j|−1un+|j|−2e−t−u dt du
= 1
(n − 1)!(n − 2)!
+∞∫
0
+∞∫
0
tn−1un−2(u + t)|m|e−(t+u) dt du.
Substituting t = τ 2 and u = ν2, leads to dt = 2τ dτ and du = 2ν dν . Therefore the right-hand side of the previous equation
simpliﬁes to
4
(n − 1)!(n − 2)!
+∞∫
0
+∞∫
0
τ 2n−1ν2n−3
(
τ 2 + ν2)|m|e−(τ 2+ν2) dν dτ .
Finally, using polar coordinates, we obtain that∑
0jm
(
m
j
)
n(n + 1) · · · (n + |m| − |j| − 1) · (n − 1)n · · · (n + |j| − 2)
= 4
(n − 1)!(n − 2)!
( π/2∫
sin2n−1(θ) cos2n−3(θ)dθ
)( +∞∫
ρ4n−4+2|m|+1e−ρ2 dρ
)
= (|m| + 2n − 2)!
(2n − 2)! .
0 0
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∥∥∥∥ 1R2n+|m|−1 (|m| + 2n − 2)!(2n − 2)! .
Analogously, we obtain the following upper bound estimate for∥∥∥∥ ∂ |m|∂xm Q (2)0 (ζ, ζ ∗, z)
∥∥∥∥ 1R2n+|m|−1 (|m| + 2n − 2)!(2n − 2)! . 
Using Proposition 2, we ﬁnally obtain the main result of this section.
Proposition 3 (Cauchy estimate for hypermonogenic functions). If f is a hypermonogenic function in an open ball B(z, R) ⊂
H+(Rn+1), then for all z0 ∈ B(z, r) where 0 < r < R and for any multi-index m= (m0,m1, . . . ,mn−1) ∈ Nn0 we have∥∥∥∥ ∂ |m| f (z0)
∂xm00 · · · ∂xmn−1n−1
∥∥∥∥ 2nM(r, f ) (|m| + 2n − 2)!(2n − 2)! rnRn+|m| (7)
where M(r, f ) = maxζ∈∂B(z,r) ‖ f (ζ )‖ and R =min{‖ζ − z‖,‖ζ ∗ − z‖, 1|xn| }.
Proof. Applying Cauchy’s integral formula for hypermonogenic functions in B(z, R) ⊂ H+(Rn+1) yields
f (z) = 2
n−1xn−1n
An+1
( ∫
∂B(z,r)
Q (1)0
(
ζ, ζ ∗, z
)
dσ(ζ ) f (ζ ) −
∫
∂B(z,r)
Q (2)0
(
ζ, ζ ∗, z
)
dσ ∗(ζ ) f ∗(ζ )
)
.
Take am = ∂ |m| f (z0)∂xm for a z0 ∈ B(z, r). Then we have
‖am‖ 2
n−1|xn|n−1
An+1
∫
∂B(z,r)
∥∥Q (1)m (ζ, ζ ∗, z)∥∥∥∥dσ(ζ )∥∥∥∥ f (ζ )∥∥
+ 2
n−1|xn|n−1
An+1
∫
∂B(z,r)
∥∥Q (2)m (ζ, ζ ∗, z)∥∥∥∥dσ ∗(ζ )∥∥∥∥ f ∗(ζ )∥∥.
Let us deﬁne M(r, f ) := maxζ∈∂B(z,r) ‖ f (ζ )‖ = maxζ∈∂B(z,r) ‖ f ∗(ζ )‖ and R := min{‖ζ − z‖,‖ζ ∗ − z‖, 1|xn | }. Applying
Proposition 2, leads to
‖am‖ 22
n−1|xn|n−1
An+1
M(r, f )
∫
∂B(z,r)
1
R2n+|m|−1
(|m| + 2n − 2)!
(2n − 2)!
∥∥dσ(ζ )∥∥
 2
n|xn|n−1
An+1
M(r, f ) 1
R2n+|m|−1
(|m| + 2n − 2)!
(2n − 2)! An+1r
n
 2nM(r, f ) (|m| + 2n − 2)!
(2n − 2)!
rn
Rn+|m|
. 
This kind of Cauchy’s estimate allows us to draw the following two important conclusions:
• Suppose that f : Rn+1 → Rn+1 is an entire hypermonogenic function. If there exists a non-negative integer m such that
lim inf
r→∞
M(r, f )
rm
= L < ∞
then f must be a hypermonogenic polynomial of total degree m. This statement provides us with a generalization of
the famous Liouville theorem from complex analysis.
• Furthermore, the expression
logM(r, f )
log r
remains bounded if and only if f is a hypermonogenic polynomial.
Notice that the latter relation provides us with a characterization of hypermonogenic polynomials by the property of asymp-
totic growth. This motivates us to also introduce growth orders for larger classes of functions, which will be done in the
following part of this paper where we try to establish more powerful results for transcendental functions.
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In our preceding papers [5,8] we observed that particular Taylor series coeﬃcients determined the asymptotic growth
behavior of the entire monogenic functions in Rn+1. In the case of a polynomial this is always the leading term. Taylor
series are adequate series representations when working in domains with radial symmetry, such as balls or polydiscs, or
the entire space (in the limit case). In the context of hypermonogenic functions deﬁned on upper half-space the adequate
analogy of the study of the Taylor coeﬃcients is to study their Fourier images. We shall see that a leading frequency will
determine the asymptotic growth of the function. We start by ﬁrst describing the structure of the Fourier images. As a
consequence of the fact that a hypermonogenic function satisﬁes the Dirac–Hodge equation, the Fourier images satisfy a
differential equation, too. This in turn leads to the fact that the Fourier images have a special structure.
Suppose that f (z) = f0(z)+ f1(z)e1 + · · · + fn(z)en is a paravector valued real differentiable solution to the Dirac–Hodge
equation (1) on H+(Rn+1). As a direct consequence of Cauchy’s integral formula for hypermonogenic functions proved in
[1,12] one can immediately infer that f is a C∞-function on the upper half-space. As a consequence one can represent any
upper half-space solution to (1) that additionally satisﬁes
sup
xn>0
∫
R⊕Rn−1
∥∥ f (z)∥∥dx0 · · ·dxn−1 < ∞ (8)
by the following Fourier integral
f (z) =
∫
R⊕Rn−1
α(ω, xn)e
i〈ω,x〉 dω0 · · ·dωn−1, (9)
where x = x0 + x1e1 + · · · + xn−1en−1 and ω = ω0 + ω1e1 + · · · + ωn−1en−1. Here, α(ω, xn) denotes the Fourier transform of
f with respect to the variables x0, x1, . . . , xn−1, i.e.
α(ω, xn) := 1
(2π)n
∫
R⊕Rn−1
e−i〈ω,x〉 f (z)dx0 · · ·dxn−1.
Remark. As a simple example of a hypermonogenic function that satisﬁes the condition (8) serves the function f (z) =
(z + en)−1. We have supxn>0{‖ f (z)‖} = 1 < ∞. Other simple functions satisfying (8) are the negative powers (z + aen)−m
for any arbitrary positive integer m > 0 and any arbitrary positive real a. An important large class of examples that satisfy
condition (8) are the hypermonogenic Eisenstein type series∑
w∈Ω
(z + w)−m, m > n + 1,
where Ω is a k-dimensional period lattice (with k < n+ 1) where all lattice points satisfy Sc(enΩ) < 0, i.e. a lattice that lies
below the xn = 0 plane. These functions are studied in our forthcoming paper [7].
We now establish the following structural result, which provides an adaptation and reﬁnement of the results given in
[9] to the case of paravector valued functions. For the paravector valued case which we consider here, we can provide a
simpler and more elegant proof than for the Clifford algebra valued case treated in [9].
Theorem2. Let f : H+(Rn+1) → Rn+1 be a solution to (1) satisfying (8). Then the Fourier images of the Fourier integral representation
(9) have the form
α(ω, xn) = Φ(ω)α˜(ω, xn) (10)
where Φ(ω) is a complex valued function and α˜(ω, xn) is given by
α˜(ω, xn) =
(‖ω‖xn)n/2[Kn/2−1(‖ω‖xn)en + i ω‖ω‖ Kn/2(‖ω‖xn)
]
. (11)
Proof. Since f is paravector-valued, its Fourier image α(ω, xn) has to be paravector-valued, too. As one can directly deter-
mine, the Fourier images α(ω, xn) of an upper half-space solution to xnD f + (n − 1) fn = 0 satisfy the differential equation
xn
(
iωα(ω, xn) + en ∂α(ω, xn)
∂xn
)
+ (n − 1)αn(ω, xn) = 0 (12)
which equivalently reads for all xn > 0,
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∂xn
= ienωα + n − 1
xn
αnen, (13)
where we write for simplicity α = α(ω, xn).
Since both expressions ∂α
∂xn
and n−1xn αnen are paravector-valued, the expression enωα has to be paravector-valued as well.
As a consequence α(ω, xn) can be written in the form
α(ω, xn) = L(ω, xn)ω + N(ω, xn)en (14)
where L(ω, xn) and N(ω, xn) are two scalar-valued functions that are to be determined next.
As a consequence of (14) one has
∂α
∂xn
= ∂L
∂xn
ω + ∂N
∂xn
en. (15)
Applying (13) leads to the relation
∂α
∂xn
= ienωωL + ienωenN + n − 1
xn
Nen. (16)
In view of ienωen = −iω and ωω = ‖ω‖2 Eq. (16) can further be rewritten in the form
∂α
∂xn
= ien‖ω‖2L − iωN + n − 1
xn
Nen. (17)
A comparison with (16) next leads to the following system of differential equations for the scalar valued functions L(ω, xn)
and N(ω, xn):
∂L
∂xn
= −iN, (18)
∂N
∂xn
= i‖ω‖2L + n − 1
xn
N. (19)
This system can now be solved easily. For all (ω, xn) ∈ R ⊕ Rn−1 ⊕ R+ one obtains as solution:
L(ω, xn) = i‖ω‖ x
n/2
n Kn/2
(‖ω‖xn), (20)
N(ω, xn) = xn/2n Kn/2−1
(‖ω‖xn). (21)
Notice that only the Bessel K solutions are properly decreasing for xn → +∞ to guaranty the ﬁnitude of the supremum of
the expression in (8). The general admissible solution for α(ω, xn) thus has the form
α(ω, xn) = Φ(ω)α˜(ω, xn)
with α˜(ω, xn) as proposed in (11). 
Remarks.
• The functions L and N are solved up to a constant. Here, this will be a power of ‖ω‖. Actually, we could have opted to
include the factor ‖ω‖n/2 in the deﬁnition of L and N . Notice that the single value ω = 0 is of measure zero and has
no inﬂuence for the Fourier treatment.
• Φ is indeed a scalar valued function. This is because both expressions α and α˜ are paravector valued.
Simple examples of functions that are hypermonogenic on the whole upper half-space that satisfy (8) are for instance the
negative power functions z−α for α > n. All these satisfy limxn→+∞ f (z) = 0.
The function α˜(ω, xn)e−i〈w,x〉 is necessarily the Cauchy–Kowalewski extension of e−i〈x,w〉 of the operator Dhyp in the xn
direction. It provides the analogue of the monogenic plane wave exponential function from [10] in the hypermonogenic
setting. It also satisﬁes α˜(ω, xn)e−i〈x,w〉 → 0 for xn → 0+ .
Periodic solutions. In particular, one obtains that every hypermonogenic function on the upper half-space that is n-fold
periodic with respect to the orthonormal standard lattice Λn = Z + Ze1 + · · · + Zen−1 has a particular Fourier series repre-
sentation of the special form
f (z) = 1
(2π)
n
2
∑
ω∈Λn
e−2π i〈ω,x〉Φ(2πω)
(
2π‖ω‖xn
)n/2[
Kn/2−1
(
2π‖ω‖xn
)
en + i ω‖ω‖ Kn/2
(
2π‖ω‖xn
)]
. (22)
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case of n-fold periodicity, we needn’t additionally claim the condition (8). The property of being C∞ is suﬃcient for the
normal convergence of the Fourier series towards f .
5. Growth orders and analogues of the maximum term and the central index
In the asymptotic growth analysis of entire real-analytic functions deﬁned in whole Rn+1 one considers their behavior
outside a ball with a very large radius. This kind of asymptotic analysis has a radial symmetric character. Therefore, as
mentioned earlier, it is natural to describe entire real-analytic functions in terms of its Taylor series expansion.
In the upper half-space setting the appropriate analogue is to consider the growth behavior of the function when ap-
proaching non-tangentially to the hyperplane xn = 0 from above.
This motivates us to deﬁne the adequate analogues of the maximum term and the central index by means of the Fourier
images, as these are the natural analogues of the Taylor coeﬃcients in the half-space setting. The maximum term then
realizes the maximum frequency that one has within a ﬁxed hyperplane being parallel to the hyperplane xn = 0.
Under this point of view we introduce:
Deﬁnition 2. Let f : H+(Rn+1) → Rn+1 be a hypermonogenic function with Fourier integral representation as described in
Theorem 2. Then its order of growth is deﬁned by
ρ( f ) := limsup
‖ω‖→+∞
−‖ω‖ log‖ω‖
log‖Φ(ω)‖ . (23)
The lower growth order is deﬁned by
λ( f ) := lim inf‖ω‖→+∞−
‖ω‖ log‖ω‖
log‖Φ(ω)‖ . (24)
If ρ( f ) = λ( f ), then we say that f is a function of regular growth. If ρ( f ) > λ( f ), then f is said to be of irregular growth.
The maximum term in the Fourier integral representation is deﬁned by
μ(xn, f ) := sup
ω∈R⊕Rn−1
{∥∥α(ω, xn)∥∥}. (25)
The associated central index is deﬁned by
ν(xn, f ) := lim
ε→0+
inf
‖α(w,xn)‖μ(xn, f )−ε
{|w|}. (26)
Remark. The expression μ(w, xn) is well deﬁned in view of
μ(w, xn) = sup
ω∈R⊕Rn−1
{∥∥α(ω, xn)∥∥}
 1
(2π)n
∫
R⊕Rn−1
∥∥ f (x, xn)∥∥ sup
ω∈R⊕Rn−1
{∥∥e−i〈w,x〉∥∥}dx0 · · ·dxn−1
 1
(2π)n
∫
R⊕Rn−1
∥∥ f (x, xn)∥∥dx0 · · ·dxn−1 < +∞,
due to property (8) and relying on ‖e−i〈w,x〉‖ = 1.
If f is a hypermonogenic function on H+(Rn+1), then all the partial derivatives f i := ∂ f∂xi with i ∈ {0,1, . . . ,n − 1}
turn out to be hypermonogenic in H+(Rn+1) again, cf. e.g. [19]. In view of Cauchy’s integral formula for hypermonogenic
functions, every hypermonogenic function f is automatically a C∞-function on H+(Rn+1). All its partial derivatives fm(z) =
∂m0+···+mn−1
∂x
m0
0 ···∂x
mn−1
n−1
f (z) (exclusively in the directions of the coordinates x0, . . . , xn−1) are consequently hypermonogenic functions
on the whole upper half-space. By classical Fourier analysis arguments we can readily set up.
Theorem 3. Suppose that f : H+(Rn+1) → Rn+1 is a hypermonogenic function. Letm= (m0, . . . ,mn−1) be an arbitrary multi-index
from Nn. Then ρ( f ) = ρ( fm).0
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ρ( f ) = limsup
‖ω‖→∞
−‖ω‖ log‖ω‖
log‖Φ(ω)‖ .
In view of
αm(ω, xn) = 1
(2π)n
∫
R⊕Rn−1
fm(z)e
−i〈ω,x〉 dx0 · · ·dxn−1
= i
m0+···+mn−1ωm00 · · ·ωmn−1n−1
(2π)n
∫
R⊕Rn−1
f (z)e−i〈ω,x〉 dx0 · · ·dxn−1
= i|m|ωmα(ω, xn).
We hence obtain
1
ρ( fm)
= limsup
‖ω‖→+∞
− log‖i
|m|ωmΦ(ω)‖
‖ω‖ log‖ω‖
= limsup
‖ω‖→+∞
{
− log‖ω
m‖
‖ω‖ log‖ω‖︸ ︷︷ ︸
−→0
− log‖Φ(ω)‖‖ω‖ log‖ω‖
}
= 1
ρ( f )
. 
Concluding, once we have determined the growth order of a hypermonogenic function, we can immediately draw conclu-
sions on the growth of all its partial derivatives. Notice that we cannot draw similar conclusions for the more general case
dealing with arbitrary real analytic functions. The fact that we are dealing with solutions to an elliptic partial differential
equation, from which we actually obtain the validity of a Cauchy integral formula, is crucial in obtaining this result.
Remark. In complete analogy we can establish the same result for the lower growth order λ( f ).
6. The case of a discrete Fourier series
In this section we focus on the special case where f is an n-fold paravector valued periodic solution to the Dirac–Hodge
equation on the upper half-space H+(Rn+1). As already pointed out in Section 4, these functions then are represented as a
discrete Fourier series of the form
f (z) = 1
(2π)n
∑
ω∈Λn
Φ(2πω)α˜(2πω, xn)e
−2π i〈ω,x〉,
where
α˜(2πω, xn) =
(
2π‖ω‖xn
)n/2[
Kn/2−1
(
2π‖ω‖xn
)
en + i ω‖ω‖ Kn/2
(
2π‖ω‖xn
)]
.
For n-fold periodic hypermonogenic functions with a discrete Fourier series representation of the form (22) the previously
introduced notion of the maximum term then simpliﬁes to the expression
μ(xn, f ) := max
ω∈Λn
{∥∥α(2πω, xn)∥∥}. (27)
The notion of the central index that we introduced in the previous section then is equal to the value of |ω| where ω is (are)
exactly that (those) discrete lattice point(s) for which the equality ‖α(2πω, xn)‖ = μ(xn, f ) is attained. These particular
lattice point(s) is (are) then called the central index lattice point(s). If we have p many of them, then these will be denoted
by ν i(xn, f ) for i = 1, . . . , p in all that follows. Notice that p  n. If there is only one central lattice point we denote that
one by ν(xn, f ). Anyway, if there exists more than one central index lattice point, then all of these have the same 1-norm.
Consequently, the scalar expression ν(xn, f ) = |ν1(xn, f )| = · · · = |ν p(xn, f )| is a well-deﬁned non-negative integer.
Furthermore, in the n-fold periodic case we have that
M(xn, f ) := max
x∈R⊕Rn−1
{∥∥ f (x, xn)∥∥}.
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closer to the theory of entire monogenic functions, in which one considers discrete Taylor series. The lattice points ω then
correspond to the multi-indices m ∈ Nn0 over which the summation of the multiple Taylor series is extended.
To start we ﬁrst want to construct for any arbitrary growth order 0  ρ  +∞ non-trivial examples of n-fold periodic
hypermonogenic functions on upper half-space. In fact, at the very ﬁrst glance it is a justiﬁed question to ask if one can
really construct to any arbitrary growth order a non-trivial hypermonogenic function.
Again we use the abbreviation:
α˜(2πω, xn) =
(
2π‖ω‖xn
)n/2[
Kn/2−1
(
2π‖ω‖xn
)
en + i ω‖ω‖ Kn/2
(
2π‖ω‖xn
)]
.
(i) The function
f1(z) = 1
(2π)n
∑
ω∈Λn
e−2π i〈ω,x〉+‖ω‖ log(‖ω‖)α˜(2πω, xn)
has evidently growth order ρ( f1) = 1. This follows by making the identiﬁcation Φ(2πω) = e‖ω‖ log(‖ω‖) and inserting
this expression into the deﬁnition (23).
(ii) Let 0 < β < +∞. Then the function
f2(z) = 1
(2π)n
∑
ω∈Λn
‖ω‖− ‖ω‖β α˜(2πω, xn)e−2π i〈ω,x〉
turns out to exhibit ρ( f2) = β .
(iii) Let 0 < σ < +∞, and consider the function
f3(z) = 1
(2π)n
∑
ω∈Λn
‖ω‖−‖ω‖σ α˜(2πω, xn)e−2π i〈ω,x〉.
If 0 < σ < 1, then we have ρ( f2) = 0. In the case σ = 1, the function f3(z) coincides with the function f1(z), having
growth order ρ( f3) = 1. If σ > 1, then ρ( f3) = +∞.
Remark. For all these examples we obtain for the lower growth order the same value. All these examples thus serve as
hypermonogenic functions of regular growth.
In the previous part of the paper, we established a lower bound estimate for the maximum modulus of a hypermono-
genic function. As mentioned before, the main aim of this remaining part is to prove an upper bound estimate of the
maximum modulus of an n-fold periodic hypermonogenic function on the half-space in terms of the maximum term and
the generalized central indices. To proceed in this direction we ﬁrst establish the following:
Proposition 4. Suppose that f : H+(Rn+1) → Cln is hypermonogenic and n-fold periodic with respect to the orthonormal lattice
Λn = Z + Ze1 + · · · + Zen−1 . Then there exists an Xn > 0 such that μ(xn, f ) decreases for xn  Xn strictly monotonic.
Proof. Since f is a non-constant function, there exists an Xn > 0 such that ν(xn, f )  1 for xn  Xn . Now let 0 < yn <
xn  Xn and let us denote |ω∗| := ν(xn, f ) and |Ω∗| := ν(yn, f ). We have per deﬁnition:
μ(xn, f ) =
∥∥Φ(2πω∗)∥∥(2π∥∥ω∗∥∥xn) n2 ∥∥∥∥K n2−1(2π∥∥ω∗∥∥xn)en + i ω∗‖ω∗‖ K n2 (2π∥∥ω∗∥∥xn)
∥∥∥∥.
Since the term K n
2−1(2π‖ω∗‖xn)en lies completely in spanR{en} and the other term i
ω∗
‖ω∗‖ K n2 (2π‖ω∗‖xn) in spanR{i, ie1,
. . . , ien−1}, which is hence orthogonal to the ﬁrst one, we have
μ(xn, f ) =
∥∥Φ(2πω∗)∥∥(2π∥∥ω∗∥∥xn) n2√∥∥K n
2−1
(
2π
∥∥ω∗∥∥xn)∥∥2 + ∥∥K n
2
(
2π
∥∥ω∗∥∥xn)∥∥2.
In the sum, the term K n
2
is the dominating one. The term K n
2
is strictly monotonic suﬃciently exponentially fast decreasing
on the whole positive real semi-axis, such that the function
R
+ → R+ : x → (2π∥∥ω∗∥∥x) n2√∥∥K n
2−1
(
2π
∥∥ω∗∥∥x)∥∥2 + ∥∥K n
2
(
2π
∥∥ω∗∥∥x)∥∥2
is also strictly monotonic decreasing on the whole set R+ . So, we may infer that for all 0< yn < xn  Xn:
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∥∥Φ(2πω∗)∥∥(2π∥∥ω∗∥∥yn) n2√∥∥K n
2−1
(
2π
∥∥ω∗∥∥yn)∥∥2 + ∥∥K n
2
(
2π
∥∥ω∗∥∥yn)∥∥2

∥∥Φ(2πΩ∗)∥∥(2π∥∥Ω∗∥∥yn) n2√∥∥K n
2−1
(
2π
∥∥Ω∗∥∥yn)∥∥2 + ∥∥K n
2
(
2π
∥∥Ω∗∥∥yn)∥∥2
= ∥∥Φ(2πΩ∗)∥∥(2π∥∥Ω∗∥∥yn) n2 ∥∥∥∥K n2−1(2π∥∥Ω∗∥∥yn)en + i Ω∗‖Ω∗‖ K n2 (2π∥∥Ω∗∥∥yn)
∥∥∥∥
= μ(yn, f ),
where we applied the property of the central index. 
Remark. We have seen that μ(xn, f ) is strictly monotonic decreasing for all 0 < xn  Xn . We further observe that the
dominating term xn/2n Kn/2(xn) remains bounded for xn → 0+ . We may readily infer that there is a strictly positive real
C ∈ R such limxn→0+ μ(xn, f ) = C . This is an important qualitative difference to the case of entire monogenic functions
whose maximum term μ(r, f ) tends to inﬁnity if r → +∞.
Finally, we are able to prove the following upper bound estimate, generalizing the classical Valiron inequality of holo-
morphic entire functions.
Theorem 4. Suppose that f is an n-fold periodic hypermonogenic function on H+(Rn+1) with period lattice Λn = Z + Ze1 + · · · +
Zen−1 . Then there exist real constants L and Xn such that for all 0 < yn < xn  Xn:
M(xn, f )μ(xn, f )
(
2ν(xn, f ) − 1
)n + μ(xn, f )2nL( xn
yn
) n−1
2
e
− 2π√
n
ν(yn, f )(yn−xn)(1− e− 2π√n (xn−yn))−n.
Proof. Since f is an n-fold periodic hypermonogenic function on the upper half-space, it has a Fourier series representation
of the special form
f (z) = 1
(2π)n
∑
ω∈Λn
Φ(2πω)α˜(2πω, xn)e
−2π i〈ω,x〉 = 1
(2π)n
∑
ω∈Λn
α(2πω, xn)e
−2π i〈ω,x〉.
We know from the previous proposition that there exists an Xn > 0 such that ν(xn, f )  1 for all xn  Xn . Now we take
ﬁxed values 0 < yn < xn  Xn . Then we obtain∥∥ f (z)∥∥ 1
(2π)n
∑
ω∈Λn
∥∥α(2πω, xn)∥∥∥∥e−2π i〈ω,x〉∥∥ 1
(2π)n
∑
ω∈Λn
∥∥α(2πω, xn)∥∥
 μ(xn, f )
(2π)n
∑
ω∈Λn
|ω|ν(xn, f )−1
‖α(2πω, xn)‖
μ(xn, f )
+ 1
(2π)n
∑
ω∈Λn
|ω|ν(xn, f )
∥∥α(2πω, xn)∥∥
 μ(xn, f )
(2π)n
( ∑
ω∈Λn
|ω|ν(xn, f )−1
1
)
+ 1
(2π)n
∑
ω∈Λn
|ω|ν(xn, f )
∥∥α(2πω, xn)∥∥. (28)
The ﬁrst sum of the right-hand side of this inequality equals∑
ω∈Λn
|ω|ν(xn, f )−1
1 = (2ν(xn, f ) − 1)n. (29)
To obtain an upper bound estimate for the expression∑
ω∈Λn
|ω|ν(xn, f )
∥∥α(2πω, xn)∥∥
we consider ν(xn, f ) := |ν(xn, f )| and ν(yn, f ) := |ν(yn, f )| and apply μ(xn, f ) = ‖α(2πν(xn, f ), xn)‖  ‖α(2πν(yn, f ),
xn)‖. Here ν(xn, f ) is the central index lattice point deﬁned below Eq. (27). In the case of having several central index lattice
points we simply choose one arbitrary out of them and denote that particular one by ν(xn, f ). Similarly, the expressions
ν(yn, f ) need to be understood.
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point, since in the case of existing several ones, all of them have the same norm. So, these expressions are well deﬁned and
do not dependent on the particular choice of the central index lattice point. Therefore,
μ(xn, f )
∑
ω∈Λn
|ω|ν(xn, f )
‖α(2πω, xn)‖
‖α(2πν(yn, f ), xn)‖
= μ(xn, f )
∑
ω∈Λn
|ω|ν(xn, f )
‖α(2πω, xn)‖
‖α(2πν(yn, f ), xn)‖
‖α(2πν(yn, f ), yn)‖
‖α(2πω, yn)‖
‖α(2πω, yn)‖
‖α(2πν(yn, f ), yn)‖ . (30)
Again, applying the deﬁnition of maximum term, we obtain that
μ
(
2πν(yn, f ), yn
)= ∥∥α(2πν(yn, f ), yn)∥∥ ∥∥α(2πω, yn)∥∥,
one has
‖α(2πω, yn)‖
‖α(2πν(yn, f ), yn)‖  1. (31)
Applying the deﬁnition of the functions α(·,·) one obtains∥∥α(2πω, .)∥∥= ∥∥Φ(2πω)∥∥∥∥α˜(2πω, .)∥∥ (32)
and ∥∥α(2πν(yn, f ), .)∥∥= ∥∥Φ(2πν(yn, f ))∥∥∥∥α˜(2πν(yn, f ), .)∥∥. (33)
Therefore, applying (31), (32) and (33) to (30) leads to∑
ω∈Λn
|ω|ν(xn, f )
‖α(2πω, xn)‖
‖α(2πν(xn, f ), xn)‖ =
∑
ω∈Λn
|ω|ν(xn, f )
‖α˜(2πω, xn)‖
‖α˜(2πω, yn)‖
‖α˜(2πν(yn, f ), yn)‖
‖α˜(2πν(yn, f ), xn)‖ . (34)
Next we apply the following estimates∥∥α˜(2πω, xn)∥∥ C(1+ 2π‖ω‖xn) n−12 e−2π‖ω‖xn , ∥∥α˜(2πω, xn)∥∥ C0(1+ 2π‖ω‖xn) n−12 e−2π‖ω‖xn
where C,C0 ∈ R+ are properly chosen real constants. The existence of these two constants follows from the fact that both
summands of Bessel K functions have no zeroes in common and that they have the appropriate asymptotic behavior for
large resp. for small values. Furthermore, in view of
1
(
1+ 2π‖ω‖xn
1+ 2π‖ω‖yn
) n−1
2

(
xn
yn
) n−1
2
we obtain that
‖α˜(2πω, xn)‖
‖α˜(2πω, yn)‖ 
C
C0
(
1+ 2π‖ω‖xn
1+ 2π‖ω‖yn
) n−1
2
e−2π‖ω‖(xn−yn)  C
C0
(
xn
yn
) n−1
2
e−2π‖ω‖(xn−yn). (35)
Analogously, we have
‖α˜(2πν(yn, f ), yn)‖
‖α˜(2πν(yn, f ), xn)‖ 
C
C0
(
1+ 2π‖ν(yn, f )‖yn
1+ 2π‖ν(yn, f )‖xn
) n−1
2
e−2π‖ν(yn, f )‖(yn−xn). (36)
Since 0 < yn < xn  Xn it follows that(
1+ 2π‖ν(yn, f )‖yn
1+ 2π‖ν(yn, f )‖xn
) n−1
2
 1.
Next we apply this estimate in (36). This directly leads to
‖α˜(2πν(yn, f ), yn)‖
‖α˜(2πν(yn, f ), xn)‖ 
C
C0
e−2π‖ν(yn, f )‖(yn−xn). (37)
250 D. Constales et al. / J. Math. Anal. Appl. 378 (2011) 238–251Applying the estimates given in (35) and (37) in (34) ﬁnally leads to
∑
ω∈Λn
|ω|ν(xn, f )
‖α(2πω, xn)‖
‖α(2πν(xn, f ), xn)‖ 
(
C
C0
)2( xn
yn
) n−1
2
e−2π‖ν(yn, f )‖(yn−xn)
∑
ω∈Λn
|ω|ν(xn, f )
e−2π‖ω‖(xn−yn).
It remains to study the expression∑
ω∈Λn
|ω|ν(xn, f )
e−2π‖ω‖(xn−yn).
We have ‖ω‖ (|w1| + |w2| + · · · + |wn−1|) = |ω|√n‖ω‖. Hence, we obtain that∑
ω∈Λn,|ω|ν(xn, f )
e−2π‖ω‖(xn−yn) 
∑
ω∈Λn,|ω|ν(xn, f )
e
− 2π√
n
|ω|(xn−yn) 
∑
ω∈Λn,|ω|ν(xn, f )
(
e
− 2π√
n
(xn−yn))|ω|

∑
|ω1|ν(xn, f )
· · ·
∑
|ωn−1|ν(xn, f )
(
e
− 2π√
n
(xn−yn))|ω1| · · · (e− 2π√n (xn−yn))|ωn−1|
 2n
(
e−2π
√
n(xn−yn))ν(xn, f )(1− e− 2π√n (xn−yn))−n. (38)
This leads to
∑
|ω|ν(xn, f )
‖α(2πω, xn)‖
‖α(2πν(xn, f ), xn)‖  2
n
(
C
C0
)2( xn
yn
) n−1
2
e
− 2π√
n
ν(yn, f )(yn−xn)e−2π
√
n(xn−yn)ν(xn, f )(1− e− 2π√n (xn−yn))−n
 2n
(
C
C0
)2( xn
yn
) n−1
2
e
− 2π√
n
ν(yn, f )(yn−xn)(1− e− 2π√n (xn−yn))−n, (39)
after having applied the estimate(
e−2π
√
n(xn−yn))ν(xn, f )  1
in the last line.
Applying the inequalities (29) and (39) in (28), then we ﬁnally obtain that
M(xn, f )μ(xn, f )
(
2ν(xn, f ) − 1
)n + μ(xn, f )2nL( xn
yn
) n−1
2
e
− 2π√
n
ν(yn, f )(yn−xn)(1− e− 2π√n (xn−yn))−n,
where we deﬁned L := ( CC0 )2. The assertion is hereby proven. 
Remarks. In the case dealing with entire monogenic functions Valiron’s inequality simpliﬁes to as follows, cf. [8],
M(r)μ(r)
[∣∣ν(R)∣∣(1+ ∣∣ν(R)∣∣)n−1 +( R
R − r
)n]
where 0 < r < R . In the complex case it reduces to
M(r)μ(r)
[∣∣ν(R)∣∣+( R
R − r
)]
which is the classical Valiron inequality, see for instance [14].
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