Central WENO schemes are a natural candidate for higher-order schemes for non-local conservation laws, since the underlying reconstructions do not only provide single point values of the solution but a complete (high-order) reconstruction in every time step, which is beneficial to evaluate the integral terms. Recently, in [C. Chalons et al., SIAM J. Sci. Comput., 40(1), A288-A305 ], Discontinuous Galerkin (DG) schemes and Finite Volume WENO (FV-WENO) schemes have been proposed to obtain high-order approximations for a certain class of non-local conservation laws. In contrast to their schemes, the presented CWENO approach neither requires a very restrictive CFL condition (as the DG methods) nor an additional reconstruction step (as the FV-WENO schemes). Further, by making use of the well-known linear scaling limiter of [X. Zhang and C.-W. Shu, J. Comput. Phys., 229, p. 3091-3120 ], our CWENO schemes satisfy a maximum principle for suitable non-local conservation laws.
Introduction
We are interested in the numerical solution of conservation laws with non-local flux function, i.e., the flux function does not only depend on the solution in a single point but on the solution in a (spatial) neighborhood of the considered point. Such type of equations occur within several applications, e.g. to model supply chains [3] , sedimentation [4] , conveyor belts [14] , crowd motion [9] or traffic flow [5, 13] . The well-posedness of the Cauchy problem for certain non-local conservation laws has for instance been investigated in [1, 2, 5, 8, 10, 13] .
Within this work, we consider scalar non-local conservation laws of the form
with given initial conditions ρ(0, x) = ρ 0 (x), x ∈ R.
In particular, referring to [7] , we will consider a non-local traffic flow model given by g(ρ) = ρ, v(ρ) = 1 − ρ, (ρ * w η )(t, x) = x+η x w η (y − x)ρ(t, y)dy
with different non-increasing, non-negative kernel functions w η on [0, η] for some η > 0 such that η 0 w η (x)dx = 1. Further, we consider a non-local sedimentation model given by
w η (y)ρ(t, x + y)dy,
where n ≥ 1, α = 0 or α ≥ 1, and w η is a symmetric, non-negative and piecewise smooth kernel function with support on [−2η, 2η], fulfilling R w η (x)dx = 1. Solutions to (1)-(2) may contain complex but at the same time non-smooth components. This makes high-resolution numerical schemes desirable but also a very challenging task. Recently, in [7] , Discontinuous Galerkin (DG) schemes and Finite Volume WENO (FV-WENO) schemes have been proposed to obtain high-order approximations for a certain class of non-local conservation laws. The results of the DG schemes are very accurate but they require a very restrictive CFL condition. On the other hand, the presented FV-WENO schemes can be applied with larger time steps but they need an additional reconstruction step and are less accurate. Within this work, we propose several high-order central WENO (CWENO) schemes for the numerical solution of non-local conservation laws. We consider CWENO as a natural candidate for this problem class since the underlying reconstructions do not only provide single point values but a complete spatial reconstruction in every time step, which is beneficial to evaluate the integral terms. This way we want to achieve the same accuracy as the DG schemes of [7] but without severe restrictions on the CFL condition and also without additional reconstruction steps as the FV-WENO schemes of [7] . Further, by making use of the well-known linear scaling limiter of [22, 23] , our CWENO schemes satisfy a maximum principle for suitable non-local conservation laws.
This work is organized as follows. In Section 2, we introduce a class of CWENO schemes for non-local conservation laws of the form (1)- (2) . The requirements and the proof of a maximum principle are presented in Section 3. Section 4 is devoted to numerical results confirming the stability and the convergence rates of the proposed schemes, and also the fulfillment of the maximum principle.
CWENO schemes for non-local conservation laws
The CWENO schemes considered in this work are based on a class of CWENO reconstructions recently presented in [11] . In general, to solve (1)-(2), we apply a spatial semi-discretization on a uniform grid with spatial mesh size h, grid points x j = x 0 + jh and corresponding finite volumes
]. Accordingly, integration over I j gives from (1)
an ordinary differential equation for the evolution of the cell averages
and from (2) averaged initial conditions
We will denote the semi-discrete numerical approximation of those cell averages byρ j (t), i.e.,
To evaluate an approximation of the right-hand side of (5), we will make use of CWENO reconstructions based on the cell averagesρ j (t), which is described in the following section. Afterwards, we explain all further ingredients to achieve a fully discrete scheme, beginning with the choice of a suitable quadrature rule to approximate the initial cell averages (7) and to evaluate the convolution term contained in (5).
CWENO reconstruction procedure
For the considered spatial semi-discretization, i.e., to approximate the convolution terms and to evaluate the fluxes at the cell interfaces in (5), we require a (high-order) reconstruction technique based on cell averages. Since the presented procedure is independent of the time variable, we consider ρ = ρ(x) as function of the spatial variable only within this section to improve readability. Thus, based on cell averagesρ j over all I j ,
the aim is to reconstruct the underlying function ρ by a piecewise polynomial approximation P . Within each interval I j , P is built as convex combination of several polynomials. According to [11] , for a CWENO reconstruction of order 2g + 1 (g ∈ {1, 2, 3} within this work), we consider in each interval a polynomial P opt of degree G = 2g and m = g + 1 polynomials P 1 , . . . , P m of degree g. For a fixed cell I j those fulfill the following properties:
and for k ∈ {1, . . . , m}
For the third-order method CWENO3 (g = 1) P opt is the unique parabola conserving the three cell averagesρ j−1 ,ρ j andρ j+1 over I j−1 , I j and I j+1 , respectively. P 1 and P 2 are one-sided linear reconstructions conservingρ j andρ j−1 respectivelyρ j+1 . In general, if the underlying data is smooth enough, P opt is a reconstruction of order 2g + 1 and the polynomials P 1 , . . . , P m are (g + 1)th order accurate. Next, one has to choose positive real coefficients c 0 , . . . , c m ∈ (0, 1) such that m k=0 c k = 1 and we build
Finally, the reconstruction in I j is given by
with weights
and suitable smoothness indicator S(P k ), where we apply the one of Jiang and Shu [16] ,
Note that explicit expressions for S(P k ) based on the given cell averagesρ j are available. Further, based on the results in [11, 18, 19] , one should use ε = ε(h) = h q with q ∈ {1, 2} and p ≥ 2. Actually, we apply p = 2 and q = 2 throughout this work and choose the coefficients c k according to [11] with c 0 = 0.5.
Choice of a suitable quadrature rule
Another important ingredient for our numerical scheme is a suitable quadrature rule for the initial cell averages (7) and the approximation of the convolution terms in (5) . We denote by R the number of quadrature nodes y ν ∈ [0, 1] (ν ∈ {1, . . . , R}) with corresponding weights γ ν > 0 such that R ν=1 γ ν = 1. To obtain the desired order of accuracy for the entire scheme, we make use of quadrature rules of at least the same order of accuracy as the applied CWENO reconstruction procedure. In particular, we require that the applied quadrature rule is exact for the polynomials of the reconstruction step, which will become important for the maximum principle in Section 3. Additionally, we later require that one quadrature node lies on the right-hand boundary of the interval. This makes Radau-Legendre quadrature rules a suitable candidate since they achieve the maximum degree of exactness (2R − 2) under this condition. Without loss of generality we assume y R = 1.
To achieve the desired orders of accuracy, we apply the Radau-Legendre quadrature rules with R = 2, 3, 4 for CWENO3 (g = 1), CWENO5 (g = 2) and CWENO7 (g = 3), respectively. Note that without regard to the maximum principle, which comes with a more restrictive CFL condition, one could as well apply any other quadrature rule of sufficient accuracy to approximate the initial cell averages and to evaluate the convolution term -like the Gauß-Legendre formulas as used in [7] .
Based on a given quadrature rule, we directly get an approximation of the initial cell averages
Computation of the convolution term
Next, we consider the approximation of the convolution term contained in (5) . Therefore, we apply the recently proposed Godunov/upwind type numerical flux function of [12] to achieve the semi-discrete system
Note that one could alternatively apply the (non-local) Lax-Friedrichs type numerical flux function as used in [7] -in particular, in case that the requirements for the Godunov type flux function (as v ≥ 0) are not fulfilled. In (17) , all required density values are taken from the CWENO reconstruction of the respective time level. In particular,
) and ρ
where P j−1 and P j are the reconstructed polynomials in the intervals I j−1 and I j based on the cell averages at time t. The evaluation of V j± (t) makes use of the above mentioned quadrature rule and reconstructed polynomials in a sufficiently large neighborhood of I j .
For the non-local traffic flow model, with N h = η (N ∈ N), the approximate convolution term is given by
with ρ
and
Analogously, we have for the non-local sedimentation model
with 2N h = 4η.
Remark 2.1. Note that the choice N h = η for the traffic flow model and 2N h = 4η for the sedimentation model is only applied here to simplify notation. To keep the formal order of accuracy for η/h ∈ N (or 2η/h ∈ N), one has to apply the provided formulas with N = ⌊η/h⌋ (or N = ⌊2η/h⌋) and further use the underlying quadrature rule within the resulting subintervals [x j+ + η] for the sedimentation model. Beside the convergence rate also all later results concerning the maximum principle stay valid this way.
Remark 2.2. In the case that the applied quadrature rule is not exact for the considered kernel function w η , we replace w
This way, since the kernel function is non-negative and we assumed γ ν > 0 for the quadrature weights, we ensure that v in (19) and (22) is evaluated at a convex combination of the reconstructed density values ρ ν l , which can be controlled to lie in a desired range (see Section 3). Further, replacing w ν,k η byw ν,k η does not change the order of accuracy for the approximate "mean density" since
for the traffic flow model and analogously with ±2η as integration bounds for the sedimentation model. In particular,w
if the applied quadrature rule is exact for the considered kernel function.
Time discretization
Within the previous sections, we have described a complete spatial semi-discretization of the original problem (1)- (2), resulting in an ordinary differential equation (17) for the approximate cell averagesρ j (t) together with initial conditions (16) . Thus it remains to specify an appropriate time integration scheme. For the third-order method CWENO3, we apply the well-known thirdorder TVD Runge-Kutta scheme of [15] with CFL restrictions according to [12] and the analysis in Section 3. Unfortunately, no one-step TVD/SSP Runge-Kutta schemes (with solely non-negative coefficients) are available for orders larger than four [20] . Only a fourth-order method is possible, unless one can provide a suitable semi-discretization for the backwards-in-time problem of the original problem.
Therefore, we will apply non-TVD Runge-Kutta methods of orders five [6, §3.2.5] and seven [6, p. 196] below to demonstrate the convergence rates of the proposed CWENO schemes CWENO5 and CWENO7. Nevertheless, to guarantee the maximum principle as stated in the following section, SSP schemes must be applied. Here we use the mentioned third-order scheme of [15] for CWENO3 and the two-step Runge-Kutta methods [17] of order five with four stages and of order seven with nine stages * for CWENO5 and CWENO7, respectively. For the initialization of the two-step Runge-Kutta methods, we compute the first step with the fourth-order SSP scheme of [21] (with five stages) and a suitably reduced step size.
Maximum principle
The aim of this section is to modify the CWENO schemes presented so far in such a way that, while keeping the high order of accuracy, the resulting numerical approximations fulfill a maximum principle. Certainly, such a property is only desirable if the analytical solution of the underlying problem fulfills a maximum principle as it is the case for the considered non-local traffic flow problem. The following analysis covers a more general case, namely under the assumptions
Under these conditions, for ρ 0 ∈ BV (R; [0, ρ max ]), the following maximum principle holds (see e.g. [8] ) : inf
To achieve the same property for the approximate cell averages computed by our CWENO schemes, two modifications are necessary. First, by applying the well-known linear scaling limiter of [22, 23] , we achieve that the resulting modified CWENO reconstruction only delivers points within the desired range -without worsening the convergence rate. Secondly, also similar to the results in [22, 23] , we have to adapt the CFL condition to ensure the maximum principle for the fully discrete scheme.
Linear scaling limiter of Zhang and Shu
As noted above, we apply the linear scaling limiter of [22, 23] to force our CWENO reconstructions into the desired range without worsening the convergence rate. Therefore, we assume that the analytical solution as well as the approximate cell averagesρ j at a certain time lie in the interval [ρ m , ρ M ]. Then, we modify any reconstructed polynomial P j (x) in the following way:
where
Note that it is sufficient to determine M j and m j based on evaluations of P j in all points that are actually used within the scheme, i.e., in our case, evaluations of P j in the quadrature nodes and in x j+ (for the Godunov type numerical flux function).
Main result
Based on the modified CWENO reconstructions, we will next prove that approximate solutions of the semi-discretized problem (17) computed by the first-order Euler forward scheme fulfill a maximum principle. Then, the same property directly follows for arbitrary SSP methods (with * For the implementation of these methods we used the coefficients given by http://www.sspsite.org/msrk.html.
solely non-negative coefficients) for a suitably adapted CFL condition. Note that the proof of [23] cannot be applied in the context of non-local problems since we do not deal with monotone schemes here.
Theorem 3.1. Let the convolution term in (17) be given by (19) , where the underlying quadrature rule is exact for polynomials of the applied CWENO reconstruction and y R = 1, and letρ
where . denotes the L ∞ norm over the respective domain.
Proof. Before consideringρ n+1 j
, we show some general inequalities, where we leave out the time dependency for a better readability, except for the cell averagesρ n j andρ n+1 j . First, (19) and the mean value theorem yield
Since v ′ (ξ) ≤ 0, γ ν > 0, w η (x) ≥ 0 and monotonically decreasing (and ρ ν l ≤ ρ M ), we get
Analogously, we obtain from (32)
By multiplying inequality (33) by g(ρ M ), subtracting V j+
) and applying the mean value theorem, we obtain
In the final step we used that ρ − j+ 
≥ 0 under the given assumptions, ρ
) .
Since we assumed a quadrature rule that is exact for the polynomials applied in the CWENO reconstruction procedure, we knowρ
and get from (37) together with (35)
Now, under the CFL condition (31) (note the monotonicity of w η ), we achieveρ n+1 j ≤ ρ M . Analogously, we obtain from (34)
to showρ n+1 j ≥ ρ m , which completes the proof.
Given Theorem 3.1 and a SSP method for the time integration, we may directly deduce a maximum principle for the complete fully discrete scheme, since the discretized initial conditions (16) fulfill the maximum principle and the applied SSP scheme can be rewritten as composition of Euler forward steps. Theorem 3.2. Let a SSP method with SSP constant c SSP be given and approximate initial conditions according to (16) . Then, under the assumptions of Theorem 3.1 together with the CFL condition
the approximate solutions based on the presented CWENO semi-discretizations with linear scaling limiter satisfy ρ m = inf
for all t n = nτ , n ∈ N. , respectively. Thus, to ensure the maximum principle a priori comes with a certain price regarding the time step size restriction (factor 4, 9 and 16, respectively). Of course, one can alternatively only apply the inexpensive linear scaling limiter to ensure high-order reconstructions within the given bounds and project the result of each evolution step in time back into the feasible domain, resulting in a violation of the conservation property, or rerun the evolution step with a smaller step size only in case of a (significant) violation of the maximum principle.
Further note that for other numerical flux functions than the applied Godunov type flux function, e.g. Lax-Friedrichs, the reconstructed polynomials are typically evaluated at both ends of each interval, which makes Gauß-Lobatto quadrature rules a reasonable choice (as in [23] for hyperbolic conservation laws). The latter could also be applied together with the Godunov type numerical flux function and come with similar step size restrictions as the Radau-Legendre formulas,
, but in our case we would have to choose a by one larger R to fulfill the accuracy requirement, leading to a stricter step size restriction.
Numerical results
Within this section we consider four numerical test cases, where the first three directly refer to [7] . We begin with a non-smooth example to test the stability as well as accuracy of the proposed CWENO schemes in the presence of discontinuities. Afterwards, we consider two smooth examples to check the formal convergence rates. Each one of the smooth scenarios is based on the non-local traffic flow model and the non-local sedimentation model. The fourth example is designed to show that the proposed CWENO schemes with linear scaling limiter fulfill the maximum principle while keeping the high convergence rates.
Non-smooth test case
This non-smooth test case (including the applied spatial mesh size h) is taken from [7] : For the non-local traffic flow model (1)- (3) 
together with periodic boundary conditions and compute the numerical solution at time T = 0.1 with w η (x) = 3(η 2 − x 2 )/(2η 3 ) for η = 0.1. Figure 1 shows the numerical results for h = 1/800 and τ ≈ 0.9h/(hw η (0) + 1) with CWENO3, CWENO5 and CWENO7 in comparison to a reference solution computed with CWENO7 and h = 1/3200. All schemes accurately capture the discontinuities, where CWENO7 gives the sharpest result (see zoomed view of the dash-dotted region on the right-hand side of Figure 1 
Convergence tests
As noted above, also the following two test cases are adapted from [7] and are supposed to demonstrate that the formal order of accuracy is achieved for the proposed CWENO schemes.
Non-local traffic flow model
For the traffic flow model we consider the initial conditions
in the interval [−1, 1] (with periodic boundary conditions) and are interested in the numerical solution at time T = 0.15. Here, we make use of different kernel functions,
all with η = 0.2. The mesh size h is given by h = 1/20 · 2 −n with n ∈ {0, . . . , 5}. The time step size τ is given by τ ≈ 0.9h/(hw η (0) + 1). Tables 1 and 2 show the L 1 and L ∞ errors of the corresponding numerical schemes in comparison to a reference solution computed with CWENO7 and h = 1/20 · 2 −7 . Obviously, CWENO3, CWENO5 and CWENO7 achieve their formal convergence rates (c.r.) for all considered kernels -until machine precision is reached.
Non-local sedimentation model
For the sedimentation model we consider
and initial conditions ρ 0 (x) = 0.8 sin(πx)
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(46) in the interval [0, 1] (with zero boundary conditions). The convolution kernel is given by a truncated parabola,
with K(y) = We are interested in the numerical solution at time T = 0.04 for η = 0.05. The mesh size h is given by h = 1/20 · 2 −n with n ∈ {0, . . . , 5}. The time step size τ is given by τ ≈ 0.9h/(3ηw η (0) + 1). Tables 3 and 4 show the L 1 and L ∞ errors of the corresponding numerical schemes in comparison to a reference solution computed with CWENO7 and h = 1/20 · 2 −7 . Again, the formal convergence rates are achieved, even though rather late for CWENO7 here and the final precision due to machine accuracy seems to be lower.
Maximum principle
Within the final example, we want to demonstrate the maximum principle and that the accuracy of the CWENO schemes is maintained also when the limiter is active. Therefore, we consider again the non-local traffic flow model with w η (x) = 3(η 2 − x 2 )/(2η 3 ). The initial conditions are piecewise defined by
q 1 and q 2 are polynomials of degree 17, chosen in such a way that the transitions are sufficiently smooth. We consider periodic boundary conditions and are interested in the numerical solution at time T = 0.05 for η = 0.05. The mesh size h is given by h = 1/20 · 2 −n with n ∈ {0, . . . , 6}. The time step size τ for CWENO3 in combination with the third order TVD Runge-Kutta method of [15] is given by τ ≈ 0.9· 1 4 h/(hw η (0)/4+1). For CWENO5 and CWENO7 we apply the two-step Runge-Kutta methods of [17] with the corresponding orders with four and nine stages, respectively. The step sizes are then given by τ ≈ 0.9 · 0.21354 · Tables 5 and 6 show the L 1 and L ∞ errors of the corresponding numerical schemes in comparison to a reference solution computed with CWENO7 and h = 1/20 · 2 −7 . Due to the steep gradients, convergence rates close to the formal convergence rates are observed rather late here. Figure 3 shows a comparison of the numerical solution of CWENO3 for h = 0.025 once with and once without applying the linear scaling limiter. While slight violations of the bounds can be observed when the limiter is not applied, the density stays within [0, 1] when the limiter is used.
Remark 4.1. While the linear scaling limiter is very important to preserve the maximum principle, the additional restrictive factor γ R for the time step τ in Theorems 3.1 and 3.2 seems to be relaxable. For both CWENO5 and CWENO7, the solution in the test case above stays within [0, 1] (up to machine precision) if this factor is neglected. For CWENO7 even (additionally) neglecting the SSP constant leads to similar results. Both observations give rise to apply rather aggressive strategies for the time stepping as mentioned in Remark 3.3. Similarly, applying non-SSP Runge-Kutta methods in the final example only leads to very small violations of the maximum principle (as long as the linear scaling limiter is applied). 
Conclusion
Within this work we have presented high-order CWENO schemes for a class of non-local conservation laws. In contrast to the recently proposed Discontinuous Galerkin and Finite Volume WENO schemes, the proposed schemes neither require a very restrictive CFL condition nor an additional reconstruction step since the underlying CWENO reconstructions already provide stable high-order approximations for arbitrary points. By considering similar test cases as in [7] , we demonstrated that the proposed CWENO schemes are able to accurately resolve solutions containing discontinuities as well as that they achieve their formal convergence rates for sufficiently smooth solutions. Further, by making use of the well-known linear scaling limiter of [22, 23] , we proved a maximum principle for the approximate solutions of suitable non-local conservation laws under a refined CFL condition. To guarantee the maximum principle, SSP time integration methods (with non- negative coefficients) must be applied. Within the class of Runge-Kutta methods, those are only available up to order four. For higher orders, we applied appropriate SSP two-step Runge-Kutta methods [17] . For suitably chosen time step sizes, the proposed CWENO schemes achieved high convergence rates within a test case where the rescaling due to the scaling limiter is permanently active. Altogether, CWENO schemes seem to be a very promising class of schemes for non-local conservation laws. Within future work we intend to consider multi-dimensional problems as well as networks governed by non-local partial differential equations.
