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A Reference-less Evaluation Metric Based on
Grammaticality, Fluency, and Meaning Preservation in
Grammatical Error Correction
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In grammatical error correction (GEC), the automatic evaluation of system perfor-
mance is thought to be an essential driving force. Previous methods for automated
system assessment require gold-standard references, which have to be created man-
ually and thus tend to be both expensive and limited in coverage. To address this
problem, a reference-less approach has recently emerged; however, previous reference-
less metrics, which only consider the grammaticality of system outputs, have not
performed as well as reference-based metrics. In this study, we explore the potential
of extending a prior grammaticality-based method to establish a reference-less eval-
uation method for GEC systems. We empirically show that a reference-less metric
that combines both uency and meaning preservation with grammaticality provides
a better estimate of manual scores than that of commonly used reference-based met-
rics. Additionally, we show that the reference-less metric can provide appropriate
evaluation at the sentence-level and that it can be applied to GEC systems.
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1 序論








網羅することは現実的ではない．この問題に対処するため，Napoles, Sakaguchi, and Tetreault
(2016)は参照文を使わず訂正文の文法性に基づき訂正を評価する手法を提案した．しかし参照
有り手法であるGLEU (Sakaguchi, Napoles, Post, and Tetreault 2016)を上回る性能での評価は
実現できなかった．
そこで本論文ではNapoles et al. (2016)の参照無し手法を拡張し，その評価性能を調べる．具
















るとされている (Banerjee and Lavie 2005)．このため，評価尺度の良さは人手との相関係数で
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評価されるのが一般的である．機械翻訳の評価尺度の shared taskであるWMT 2017 Metrics








と自動評価スコアの相関によって検証されてきた (Grundkiewicz, Junczys-Dowmunt, and Gillian













とが一般的である．この参照有り評価はM2 (Dahlmeier and Ng 2012)，I-measure (Felice and




1 WMT 2017 Metrics Shared Taskでは人手評価で同順とされた文対を除外する計算法が使用された．
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M2 文法誤り訂正の初期の研究では，訂正システムが行った編集操作がどの程度正解の編集
と一致しているかを F値で評価していた (Dale and Kilgarri 2011; Dale, Anisimo, and
Narroway 2012)．しかし，長いフレーズの編集が必要な場合などに訂正システムを過小
評価してしまうという問題があった．この問題を解決するためにM2は \edit lattice" を
用いることにより，システムが行った編集操作を正解と最大一致するように同定する．







GLEU 機械翻訳の標準的な評価尺度である BLEU (Papineni et al. 2002)を GECのために改
善した評価尺度である．GLEUは訂正文 (H)と参照文 (R)で一致する n-gram数から，原
文 (S)に現れるが参照文に現れない n-gram数を減算することによって計算される．形式
的には次式で表される．






pn0 = N(H;R)  [N(H;S) N(H;S;R)]
N(H)
(2)
ただし，N(A;B;C; :::)は集合間での n-gram重なり数を表し，BPはBLEUと同様の brave
penaltyを表す．brave penaltyは入力文に対して出力文が短い場合に n-gram適合率を減
点する項である．これまでに提案された参照有り手法の中では最も人手評価との相関が
高い (Napoles et al. 2016)．
3.2 参照無し手法
機械翻訳の分野では，参照文を用いずに翻訳の品質を評価する品質推定（Quality Estimation）
と呼ばれるタスクも行われており，近年は shared taskも開催されている (Bojar, Chatterjee,
Federmann, Graham, Haddow, Huck, Jimeno Yepes, Koehn, Logacheva, Monz, Negri, Neveol,
Neves, Popel, Post, Rubino, Scarton, Specia, Turchi, Verspoor, and Zampieri 2016; Bojar, Chat-
terjee, Federmann, Graham, Haddow, Huang, Huck, Koehn, Liu, Logacheva, Monz, Negri, Post,
Rubino, Specia, and Turchi 2017)．機械翻訳の品質推定タスクでは，翻訳システムの出力の良さ
を測るために，Human-targetd Translation Error Rate (HTER) (Snover, Dorr, Schwartz, Micci-







文法誤り訂正の分野では，参照文を用いずに訂正の品質を評価する手法をNapoles et al. (2016)
が初めて提案した．文法誤り訂正では訂正システムの入出力文に対して訂正の品質が付与され
たデータが十分にないため，訳文品質推定の標準的な手法を用いることができない．そこで
Napoles et al. (2016)は，訂正システムの出力文の文法性を評価する３つの手法を提案した．１
つ目は e-rater®による文法誤り検出数に基づく評価，２つ目は Language Tool (Mi lkowski 2010)




とはできない 2．そこで，本研究では e-rater®を用いず，Language Toolおよび Heilman et al.
(2014)のモデルなどを組み合わせることで性能向上を図る．
4 提案手法








先行研究でも用いられた (Napoles et al. 2016)．流暢性は，GECシステムの出力がどの程度自




2 e-rater®はEnglish Testing Service (ETS)の作文評価サービスCriterionの 1機能として提供されており，Criterion
は教育機関向けの有償サービスであるため．
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では，ある入力文 sに対する訂正文が hであったとき (s; h)に対するスコアを，文法性のスコ
ア SG，流暢性のスコア SF，意味保存性のスコア SM の重み付き和によって求める．
Score(h; s) = SG(h) + SF(h) + SM(h; s); (3)
ただし SG, SF, SMの値域は [0,1]であり，++ = 1である．システムのスコアは各 Score(h; s)
の平均を用いる．各観点は参照文を用いずに以下の手法によりモデル化する．
4.1 文法性
Napoles et al. (2016)が参照無し評価に用いたモデルのうち，Heilman et al. (2014)の言語学的
な素性に基いたモデルを行う手法をベースに用いる．具体的には，文法性のスコア SG(h)は言語




モデルの学習は GUGデータセット (Heilman et al. 2014)に対して Napoles et al. (2016)の
実装 4 を用いた．さらに，言語モデルの学習のために Gigaword (Parker, Gra, Kong, Chen,
and Maeda 2011)と TOEFL11 (Blanchard, Tetreault, Higgins, Cahill, and Chodorow 2013)を
用いた．
GUGデータセットのテストセットにおいて文法性２値予測タスクを行ったところ，元々の
Napoles et al. (2016)実装の正解率が 77.2% だったのに対し，我々が修正を加えたモデルの正解
率は 78.9%であった．
4.2 流暢性
文法誤り訂正における流暢性の重要性は (Sakaguchi et al. 2016; Napoles et al. 2017)におい
て示されたが，流暢性を考慮する参照無し評価手法はこれまでに提案されていない．流暢性は
言語モデルによってとらえることができる (Lau, Clark, and Lappin 2015)．具体的には，訂正





本研究では，言語モデルには Recurrent Neural Network (RNN) 言語モデル (Mikolov 2012)
3 https://languagetool.org
4 https://github.com/cnap/grammaticality-metrics/tree/master/heilman-et-al
5 SN は多くの場合 0 以上 1 未満であるが，0 未満のとき SN = 0, 1 以上のとき SN = 1 とする
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を採用し，実装は faster-rnnlm6を用いた．学習には British National Corpus (BNC Consortium





(1) a. It is unfair to release a law only point to the genetic disorder. (original)
b. It is unfair to pass a law. (revised)































































Napoles et al. (2016)と同様に，各自動評価手法で訂正システムの出力文を評価し，各文に対
するスコアの平均を訂正システムに対するスコアとし，図 1のように人手評価と比較すること
で評価尺度のよさを調査した．人手評価との近さを測るためにピアソンの相関係数とスピアマ
ンの順位相関係数を用いた．各相関係数は (Grundkiewicz et al. 2015) のTable 3cの人手評価を
用いて計算した．
この実験では，CoNLL 2014 Shared Task (Ng, Wu, Briscoe, Hadiwinoto, Susanto, and Bryant
2014)のデータセット，およびそれに対して Grundkiewicz et al. (2015)が作成した人手評価を
用いた．このデータセットは，テストデータ 1,312文と，それに対する参加 12システムの訂正
結果を含む．このデータに対し，Grundkiewicz et al. (2015)は人手で文ごとに評価した少量の
データを使い，レーティングアルゴリズムであるTrueSkill (Herbrich, Minka, and Graepel 2007)
を用いて訂正システム単位の人手評価スコアを算出した．また，このテストデータに対しては
多くの参照文が作成されている．公式の参照文が 2個，Bryant and Ng (2015)による参照文が
8個，Sakaguchi et al. (2016)による参照文が 8個作成されている．本実験では，従来の参照有
り手法の性能を最大にするためにこれら 18個全ての参照文を用いた．
















質の大きく異なるデータセットを使った場合にも一方で調整した ; ; が他方でもうまく働く







いる．このことは，一方のデータセットで調整した ; ; がもう一方のデータセットでも有効に
働くことを意味している．そこで，JFLEGデータセットを使って適当な ; ; を選択し，その
重みが CoNLLデータセットにおいても有効であるかを実験する．具体的には，JFLEGデータ
セットにおいて相関が 0.9以上となっている; ; の領域（図 2を z軸から見た図 3）の中心の点
の重み，およびその周辺 4点の重みを用いた．中心の重みは (; ; ) = (0:35; 0:35; 0:3)，周辺の
4点の重みはそれぞれ (; ; ) = (0:25; 0:35; 0:4); (0:25; 0:45; 0:3); (0:45; 0:25; 0:3); (0:45; 0:35; 0:2)
を使用した．
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いると考えられる．また，3観点を全て組み合わせるとさらに性能が向上 ( = 0:885)した．こ
の結果の意義は，参照無しでも参照有り手法であるGLEUよりも人手に近い評価ができる可能
性を初めて示したことである．また，我々の知る限りこの値は参照無し手法の最高性能である．
また，中心点の周辺の点の重みで実験した結果，相関が最も高い点では  = 0:912となり，相










評価尺度 Spearman's  Pearson's r













は文構造を完全には捉えられないと言われているが (Linzen, Dupoux, and Goldberg 2016)，学
習者の文の大半は単純な構造であることと，一般に流暢な文は文法的であることが多いことか
ら，流暢性モデルが文法性モデルを包含している部分があり，文法性モデルを用いなくても十
分正確な評価ができたと考えられる．流暢性を除いた場合の相関が  = 0:786，意味保存性をの
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図 4 文単位評価が不適切な例
入力文
s: Genetic diseases costs highly for the treatment.
訂正文 人手評価
h1: Genetic diseases cost highly for treatment. 1
h2: Genetic diseases cost higher for the treatment. 5
h3: Genetic diseases cost high for the treatment. 3
h4: Genetic diseases costs highly for treatment. 3
表 2 入力文 sに対する複数の訂正システムの出力 hと人手評価．5が最も良く，1が最も悪い．
5.2.1 文単位評価の実験設定
文単位評価の性能調査のためには，訂正システムの出力それぞれに対して人手評価が付与さ








であるMFGの重み ; ; を調整した．今回は CoNLLデータセットをおよそ 1:9の割合で dev
セットと testセットに分割し，devセット上で後述の正解率が最大となる重みを 0.01刻みのグ
















例えば，表 2の例では，(h1; h2)，(h1; h3)，(h1; h4)，(h2; h3)，(h2; h4)の 5つの組み合わせが人
手評価の異なるペアである．自動評価尺度がこのうち２つのペアの大小関係を適切に評価でき








動評価スコア同士の平均絶対誤差 (Mean Absolute Error; MAE)で評価した．
MAE =
P jscore1   score2j
人手評価が同順のペア数 (10)




テストデータとして用いる Grundkiewicz et al. (2015)の人手評価は，8人の評価者がそれぞ
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表 4 人手評価が同じ 2文に対するスコアの平均絶対誤差
手法は参照有り手法よりも高い性能を示した．参照有り手法の中では I-measureが最も高い 
値を示した．提案手法と I-measureの  値の差についてブートストラップ検定を行ったところ，
5%水準で統計的に有意であった．




















On the other hand, the viewers, are not the listeners.
リファレンス
On the other hand, the viewers are not the listeners.
訂正文 A On the other hand, the viewer, is not the listener.
人手評価 提案手法 M2 I-measure GLEU
3 0.892 0.00 -0.391 0.414
訂正文 B On the other hand, viewer are not listeners.
人手評価 提案手法 M2 I-measure GLEU
2 0.651 0.714 -0.096 0.496
表 5 リファレンスベース手法の優劣判定の誤り例．人手評価は 5が最も良く，1が最も悪い．
原文
In the view of my point , a carrier of a known genetic risk should not
be obligated to tell his or her relatives.
リファレンス
In my point of view, a carrier of a known genetic risk should not be
obligated to tell his or her relatives.
訂正文 A In view of my point, the carrier of  known genetic risk
should not be obligated to tell his or her relatives.
人手評価 提案手法 M2 I-measure GLEU
4 0.857 0.476 -0.789 0.269
訂正文 B In view of my point, a carrier of a known genetic risk
should not be obligated to tell his or her relatives.
人手評価 提案手法 M2 I-measure GLEU
5 0.851 0.625 0.222 0.348
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原文
With the improvements of technology, a new life with genetic risk can
be detected.
リファレンス
With the improvements in technology, a new life with genetic risk can
be detected.
訂正文 A With the improvement of technology, a new life with ge-
netic risk can be detected.
人手評価 提案手法 M2 I-measure GLEU
5 0.884 0.0 -0.114 0.449
訂正文 B With the improvements in technology, a new life with ge-
netic risk can be detected.
人手評価 提案手法 M2 I-measure GLEU













Task on GECのテストセットを使用した．アンサンブルするシステムとしては，CoNLL 2014
Shared Task on GEC参加 12システムの訂正結果を使用する．7
5.3.2 評価方法
アンサンブルによりGECシステムの性能が向上するかどうかを調べるために，Grundkiewicz
et al. (2015)や Napoles et al. (2017)がシステム単位の人手評価値を求めるために使った方法を
使用する．彼らと同様に，システム単位の人手評価をGrundkiewiczらのデータセットを用いて








































































ム・第 234回自然言語処理研究会 (浅野，水本，松林，乾 2017)および The 8th International
Joint Conference on Natural Language Processing (Asano, Mizumoto, and Inui 2017)で発表し
たものです．
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