Density estimation, especially multivariate density estimation, is a fundamental problem in nonparametric inference. Dirichlet mixture priors are often used in practice for such problem. However, asymptotic properties of such priors have only been studied in the univariate case. We extend L 1 -consistency of Dirichlet mixutures in the multivariate density estimation setting. We obtain such a result by showing that the Kullback-Leibler property of the prior holds and that the size of the sieve in the parameter space in term of L 1 -metric entropy is not larger than the order of n. However, it seems that the usual technique of choosing a sieve by controlling prior probabilities is unable to lead to a useful bound on the metric entropy required for the application of a general posterior consistency theorem for the multivariate case. We overcome this difficulty by using a structural property of Dirichlet mixtures. Our result is general and can be applied to a multivariate normal kernel even when the kernel has a general variance-covariance matrix.
Introduction
Density estimation, especially multivariate density estimation, is a fundamental problem in nonparametric inference. It serves as the basis of many other statistical methods including semi-parametric regression, nonparametric regression estimation (Müller et al. [8] ), clustering, discriminant analysis (Fraley and Raftery [2] ) and robust estimation (Woo and Sriram [14] ). A Bayesian approach to density estimation often uses Dirichlet mixtures as prior as in Lo [7] . On the space R d , the d-dimensional normal density function φ d (x, Σ) = (2π) −d/2 (|Σ| −1/2 exp{− 1 2
with mean (0, . . . , 0) and variance-covariance matrix Σ is often chosen to be the kernel function. West et al. [13] developed algorithm to calculate posterior distributions for Dirichlet mixtures priors with multivariate normal density as kernel. There are some other algorithms for such model in literature, such as Orminent and Tresp [9] . We formulate the Dirichlet mixture models in detail and introduce the notations used in this paper as follows. Let F be the space of all densities on R d with respect to Lebesgue measure. Let Π be a prior on F . Given f ∈ F , let X 1 , X 2 , . . . , X n denote a set of d-dimensional observations, which are independent and identically distributed (i.i.d.) with the density function f . Also, let X n stand for (X 1 , X 2 , . . . , X n ). Let F and F 0 stand for the probability measure corresponding respectively to density function f and f 0 . We denote [−a, a] × · · · × [−a, a] by B a . Though any parametric family of probability densities can be considered as kernel in Dirichlet mixtures, we restrict our attention to the multivariate normal kernel in this paper. Let φ d (x, S) be as described before, and φ(x, σ 2 ) denotes φ 1 (x, σ 2 ), the one dimensional normal density function with mean 0 and standard deviation σ. Let λ 1 (S), . . . , λ d (S) be the eigenvalues of matrix S in the order from the smallest to the largest. Let Θ = R d and M be the set of probability measures on Θ. If P ∈ M , then f S,P will stand for the convolution of φ S and P , i.e.,
We consider the model that consists of a prior µ for S and a prior Π * on M . The prior µ × Π * through the map (S, P ) → f S,P induces a prior on F . We denote this prior by Π. Thus (S, P ) ∼ µ × Π * and given (S, P ),
Recall that an L 1 -neighborhood of probability density f 0 is a set containing {f ∈ F : f − f 0 < }, where f − f 0 = |f (x) − f 0 (x)|dx. By L 1 -consistency of the posterior at f 0 , we mean that Π(V |X n ) → 1 either in P f0 -probability or almost surely (a.s.) [P f0 ] for any L 1 -neighborhood V of f 0 . Note that the Hellinger distance is equivalent to L 1 -distance, so "Hellinger consistency" is equivalent to L 1 -consistency of posterior. For any f 0 ∈ F , we denote by K (f 0 ), the Kullback-Leibler neighborhood {f : f 0 log(f 0 /f ) < }. We say that Kullback-Leibler (KL) property holds at f 0 , or f 0 is in the KL support of Π, if Π(K (f 0 )) > 0 for all > 0.
For the Dirichlet mixture of multivariate normal priors as described above, however, asymptotic properties have not been studied. For the univariate case, L 1 -posterior consistency and rate of convergence results for Dirichlet mixtures of univariate normal kernel have been thoroughly studied in the literature. For the univariate normal mixture, Ghosal et al. [3] gave conditions, under which the consistency of the Dirichlet mixtures models for estimating univariate density functions will hold. Tokdar [11] significantly weakened their conditions for consistency, especially if the true density is not compactly supported. Ghosal and van der Vaart [4] and [5] gave the rate of convergence for Bayesian univariate density estimation using Dirichlet mixtures of normal distribution as prior.
The conditions for posterior consistency of Dirichlet mixture in univariate density estimation are obtained by balancing the size of some sieves in the parameter space and the prior probability of the component of the sieve. Such a balancing technique cannot be applied to some widely used Dirichlet mixtures in multivariate density estimation, e.g., the Dirichlet mixture of multivariate normal densities with multivariate normal distribution as the base measure of the Dirichlet process. The technique only applies to some very restricted priors, e.g. the Dirichlet process with a base measure compactly 2 supported or the tail mass extremely small. This is due to the fast rate of increase of metric entropies of the component of the sieve with increasing dimension; see Remark 4 in Section 4 for details. In this paper, we use a different technique to control the size of the sieve, which allows us to address L 1 -consistency in the multivariate setting with only mild restriction on the tail of the base measure of the Dirichlet process prior. The paper is organized as follows. In Section 2, we state a theorem, which is similar to Theorem 2 of Ghosal et al. [3] . It applies to general Bayesian density estimation and is the key result towards the L 1 -consistency for Dirichlet mixtures in the multivariate setting. In Section 3, we give sufficient conditions under which the Kullback-Leibler peroperty holds. By a theorem of Schwartz [10] , this implies weak consistency. Note that Theorem 5 of Wu and Ghosal [15] for the Dirichlet mixture with a scaled type multivariate normal density as its kernel is a special case of Theorem 2 in this paper. In Section 4, we first state a lemma which gives bounds for metric entropies, then state another lemma which gives the sufficient conditions to satisfy Condition A1. As a consequence of these, our main result, Theorem 3, gives a sufficient conditions under which the Dirichlet mixtures are L 1 -consistent for multivariate density estimation. In the end, we show by an example that a Dirichlet mixture prior frequently used in practice is L 1 -consistent at some appropriate f 0 .
L 1 -Consistency
The size of a space can be measured by the number of small balls required to cover the space. Let G ⊂ F . For δ > 0, the L 1 -metric entropy is denoted by log N (δ, G ), where N (δ, G ), the δ-covering number of G in L 1 , is the minimum of all k such that there exist
Theorem 1. Let f 0 belong to the KL support of Π. For any > 0, if there exist constants η < /4, β < 2 /8, ξ 1 > 0 and sequences a n , h n ↓ 0, such that
, Proposition 4.4.2 of Ghosh and Ramamoorthi (2003). Since Π(F
c n |X n ) ≤ Π({f S,P : λ 1 (S) < h n }|X n ) + Π({f S,P : P (B c 2an ) > η}|X n ), by Condition A1, we have Π(F c n |X n ) → 0 in P ∞ f0 . By Lemma 3 in the Appendix, we have Π( f − f 0 < |X n ) → 1 in P f0 -probability. Remark 1. If Condition (A1) is strengthened to ∞ i=1 E f0 Π{P : P (B c 2an ) > η|X n }) < ∞, then the conclusion will be strengthened to Π( f − f 0 < |X n ) → 1 a.s. [P ∞ f0 ].
Kullback-Leibler Property
Consider the mixture model with normal density as its kernel function. In Theorem 2 below, we give conditions, under which the KL property holds. Such a property plays a very important role in consistency. The result generalizes Theorem 5 of Wu and Ghosal [15] .
Theorem 2. Let f 0 (x) be the true density. Let a prior Π * be given on the mixing distribution P , and independently a prior µ is assigned to S on a space of d × d matrix. Let Π stand for the prior on F induced via the map (P, S) → f S,P (x), where f S,P is a normal mixture as in (1) . Assume that the following conditions hold:
Then f 0 is in the KL support of the prior.
Note that the following corollary is Theorem 5 of Wu and Ghosal [15] . It applies to the kernel mixture models with a multivariate normal density as kernel function while the the variance-covariance matrix for the density function is restricted to a scalar identity matrix. Therefore the prior for such model is given on the mixing probability P and the scale parameter. [15] .) Assume that the weak support of prior
Corollary 1. (Theorem 5 of Wu and Ghosal
Proof of Theorem 2. First, we bound the multivariate normal density function with general variance-covariance matrix S by multivariate normal density function with variancecovariance matrix of the form hI d , where I d stands for the identity matrix of order d.
For any x ∈ R d and any real symmetric positive definite matrix S,
Hence,
The proofs of Theorem 5 and Theorem 2 of Wu and Ghosal [15] imply that, for any > 0, we have an open set P ⊂ M and H ⊂ R + such that for any P ∈ P and h ∈ H,
Let
. By (2) and (3), we have that, if
Recall that the eigenvalues of a real symmetric matrix depend continuously on the matrix, see Tyrtyshnikov [12] for more details. Hence, we can choose any open set S containing hI d in the space of all positive definite matrices such that for any S ∈ S , (λ 1 (S),
L 1 -Consistency of Dirichlet Mixtures
For a Dirichlet normal mixture prior, Theorem 3 below gives sufficient conditions under which the posterior is L 1 -consistent. Before this theorem, we present two lemmas. The first lemma gives the size of the parameter space measured in terms of L 1 -metric entropy. The second one calculates the posterior probability of the complement of a sieve. The latter is the key step in controlling the size of the sieve in higher dimensions. Lemma 1. Let a n and h n be positive sequences and F n = ∪{f P,S :
where K is a constant that depends on and M, but not a n or h n .
The proof of this lemma is given in the Appendix. The following lemma, generalizing Lemma 11 of Chosal and van der Vaart [5] , gives a very important tool for bounding posterior probability of the complement of a sieve.
Lemma 2. Let X 1 , X 2 , . . . , X n be i.i.d. with true density f 0 . Let a Dirichlet process D α prior be given on the mixing distribution P with the base measure α on R d , and independently let a prior µ is assigned to S on a space of d × d matrix with smallest eigenvalue bounded below by M −2d . Let Π stand for the prior on F induced via the map (P, S) → f S,P (x), where f S,P is a normal mixture as in (1). Let δ n denote a lower bound for the density ofᾱ on B an . Assume that α has a positive and continuous density on R d . If there exists a positive sequence a n → ∞ and a positive sequence n that satisfies 5 a 2d n n /n → ∞, such that Conditions (B2), (B4) and the following condition holds:
Proof. Given θ 1 , θ 2 , . . . , θ n , the observation X n is independent of P . Hence,
where N (A) = n 1 1l {θi∈A} . By Markov's inequality,
The first term on the right hand side (RHS) of the above inequality converges to zero by assumption. To complete the proof, we shall show that E[Pr(θ n ∈ B c 2an |X n )]/ n → 0 as a n → ∞.
To this end, we let θ −n = θ 1 , . . . , θ n−1 , H(θ 1 , . . . , θ n ) be the joint distribution of (θ 1 , . . . , θ n ), H n (θ n |θ −n ) be the conditional distribution of θ n given θ −n and H −n (θ −n ) be the marginal distribution of θ −n . Bayes' formula then gives Pr(θ n ∈ B c 2an |X n ) = A(X n )/B(X n ), where A(X n ) equals to
and B(X n ) equals to
Now, equation (4) could be written as E f0
A(Xn B(Xn) / n → 0. It is sufficient to show (4) holds by showing that some upper bound of E f0
We upper bound E f0 A(Xn) B(Xn) / n by splitting it into two parts:
We first calculate a upper bound for the first part
To this end, we lower bound B(y 1 , . . . , y n ) when (y 1 , . . . , y n ) ∈ B n an/(2M ) . Observe that the conditional distribution H n (·|θ −n ) of θ −n can be structurally described as
Therefore, by letting δ n is defined as in Lemma 2, we have
This leads to
for all (y 1 , . . . , y n ) ∈ (B an/(2M ) ) n . Now for (y 1 , . . . , y n ) ∈ B n an/(2M ) , an upper bound for A(y 1 , . . . , y n ) will be obtained. Note that, for X ∈ B an and t ∈ B c 2an , when n is large such that a n > 2M (log 2M − log M ), then for normal density function, we have
Therefore,
for all (y 1 , . . . , y n ) ∈ (B an/(2M ) ) n . Combining (6) and (7), an upper bound for the first term on the RHS of (5) is
By Condition (B5), the the first term on the RHS of (5)
Now, we compute the last term in (5). Obviously, we have
B(y1,...,yn) ≤ 1, and
Hence, if
then by (8) , (9) and (10), (4) holds and the proof is completed. By Condition (B2), we have that
n ). Now, by the assumption a 2d n n /n → ∞), we have that (10) holds.
Remark 2.
To replace the convergence in probability by a.s. convergence in the result of this lemma, we need to replace Condition (B5) by (B5 )
and assume that a 2d n n /n 1+ρ → ∞ for some ρ > 0.
Now we have our main theorem by combining the above results.
Theorem 3. For a the prior Π described as in Lemma 2, if for any > 0 and any β < 2 /8, there exist sequences a n → ∞, h n ↓ 0 and β 1 > 0, such that Conditions (B1)-(B5) and the following conditions hold:
Remark 3. In the above theorem, we consider the kernel function to be a multivariate normal density function with a general variance-covariance matrix S and a prior µ is given for S. Note that the model with kernel function being the multivariate normal density function with variance-covariance matrix hI d , where I d is the d-dimensional identity matrix and h is given a prior µ, is a special case covered by this theorem.
Remark 4. One of the major differences between Theorem 3 in this paper and Theorem 7 of Ghosal et al. [3] is that we only require E[Π({P (B c 2an ) > n }|X n )] → 0 here, while a stronger condition for the prior on the space of the mixing distribution P , D α {P [−a n , a n ] < 1 − δ} < e −nβ0 (11) for some β 0 > 0, was used for the univariate case. However, such condition cannot be applied for some common choice of α in the multivariate cases. For example, if α is chosen multivariate normal, then a n must be at least the order of √ n to satisfy (11) . With h n ↓ 0, now Condition (B7) cannot be satisfied for this choice of a n . Now we give an example of a prior for which L 1 -consistency holds. We show this in the following corollary by applying the above theorem.
First, we define a distribution that will be used as the prior for the variance-covariance matrix of the multivariate normal density kernel. Let W (Σ, q) denote the distribution of 
We say that S −2d ∼ µ * follows a truncated Wishart distribution with parameters (Σ, q, M ). 
Proof. We need to show that there exist sequences {a n } and {h n } such that Conditions (B5)-(B7) are satisfied. Let a n = C 1 n 1/(2d)+ and h n = C 2 n −1/(2d)+ for some suitable C 1 , C 2 and 0 < < 1/2d. Condition (B7) is obviously satisfied. Condition (B5) is satisfied by
for some constant c.
Remark 5. Further, if we assume f 0 has sub-Gaussian tails, then with the base measure of the Dirichlet process being multivariate standard normal distribution with dispersion matrix I d , we can choose a n to be of the order √ log n and h n ∼ n
A. Appendix Lemma 3. Let Π be a prior on
If there is η < /4, β < 2 /8 and F n ⊂ F such that for all n sufficiently large
To prove this lemma, we use a result of Barron [1] , which is slightly differently stated in the following lemma.
Lemma 4. Let Π be a prior on F , f 0 ∈ F be in the KL support of Π and U n be a sequence of neighborhoods of f 0 . Then (i) and (ii) below are equivalent.
There exist subsets V n , W n of F , and a sequence of tests {ϕ n (X n )} such that
(c) there exist a sequence of tests, such that ϕ n (X n )
−nβn , where c and β n are positive.
The proof of Lemma 3 follows along almost the same line as in the proof of Theorem 2 in Ghosal et al. [3] . The only difference is that we verify the conditions of Lemma 4 here instead of the result of Barron [1] in its original form.
Proof of Lemma 1. We prove this lemma through the following three lemmas.
Lemma 5. For any , a > 0 and S positive definite,
where F S,a = ∪{f P,S : P (B a ) = 1}.
where y = L −1 Ax, A is an orthogonal matrix such that
, . . . ,
and L = diag( λ 1 (S) , . . . , λ d (S)).
Given , let k be the smallest integer greater than i=1 = 1} be the N -dimentional probability simplex, and let P * N be anet in P N , that is, given P ∈ P N , there is P * = (P * 1 , . . . , P * N ) ∈ P * N such that
i φ θi,S : (P * 1 , . . . , P * N ) ∈ P * N }. We shall show that F * is a 2 net in F h , a. If f P,S = φ S * P ∈ F h,a , set P i = P (E i ). Let (P * 1 , . . . , P * N ) ∈ P * N such that
1l Ei (θ)φ θi,S dP (θ) + The following two lemmas are similar to Lemma 2 and 3 of Ghosal et al. [3] respectively and can be proved along similar lines.
Lemma 6. Let F S,a, = {f S,P : P (B a ) > 1 − }. Then J(3 , F S,a, ) ≤ J( , F S,a ). 
