We investigate the problem of the rate of convergence to equilibrium for ergodic stochastic differential equations driven by fractional Brownian motion with Hurst parameter H > 1/2 and multiplicative noise component σ. When σ is constant and for every H ∈ (0, 1), it was proved in [9] that, under some mean-reverting assumptions, such a process converges to its equilibrium at a rate of order t −α where α ∈ (0, 1) (depending on H). The aim of this paper is to extend such types of results to some multiplicative noise setting. More precisely, we show that we can recover such convergence rates when H > 1/2 and the inverse of the diffusion coefficient σ is a Jacobian matrix. The main novelty of this work is a type of extension of Foster-Lyapunov like techniques to this non-Markovian setting, which allows us to put in place an asymptotic coupling scheme as that of [9] without resorting to deterministic contracting properties.
Introduction
Stochastic Differential Equations (SDEs) driven by a fractional Brownian motion (fBm) have been introduced to model random evolution phenomena whose noise has long range dependence properties. Indeed, beyond the historical motivations in Hydrology and Telecommunication for the use of fBm (highlighted e.g in [14] ), recent applications of dynamical systems driven by this process include challenging issues in Finance [8] , Biotechnology [17] or Biophysics [12, 13] . The study of the long-time behavior (under some stability properties) for fractional SDEs has been developed by Hairer [9] , Hairer and Ohashi [10] , and by Hairer and Pillai [11] (see also [1, 5, 7] for another setting called random dynamical systems and [2, 3] for some results of approximations of stationary solutions) who built a way to define stationary solutions of these a priori non-Markov processes and to extend some of the tools of the Markovian theory to this setting. In particular, criterions for uniqueness of the invariant distribution are proved in the three above papers in some different settings, respectively: additive noise, multiplicative noise with H > 1/2 and multiplicative noise with H ∈ (1/3, 1/2) in the last one (in an hypoelliptic context).
When uniqueness holds for the invariant distribution, a challenging question is that of the rate of convergence to this equilibrium. In [9] , the author proved that in the additive noise setting, 1 2 , 1). Note that under some Hölder regularity assumptions on the coefficients (see e.g. [16, 4] for background), (strong) existence and uniqueness hold for the solution to (1.2) starting from x 0 ∈ R d . Introducing the Mandelbrot-Van Ness representation of the fractional Brownian motion,
where (W t ) t∈R is a two-sided R d -valued Brownian Motion and α H is a normalization coefficient depending on H, (X t , (B s+t ) s≤0 ) t≥0 can be realized through a Feller transformation (Q t ) t≥0 on the product space R d × W θ,δ (θ ∈ (1/2, H) and θ + δ ∈ (H, 1)) whose definition is recalled in (2.4) (we refer to [10] for more rigorous background on this topic). In particular, an initial distribution of this dynamical system is a distribution µ 0 on R d × W θ,δ . With probabilistic words, an initial distribution is the distribution of a couple (X 0 , (B s ) s≤0 ) where (B s ) s≤0 is an R d -valued fBm on (−∞, 0]. Then, such an initial distribution is classically called an invariant distribution if it is invariant by the transformation Q t for every t ≥ 0. However, the concept of uniqueness of invariant distribution is slightly different of the classical setting. Actually, one says that uniqueness of the invariant distribution holds if the stationary regime, we mean, the distributionQµ of the whole process (X µ t ) t≥0 with initial distribution µ, is unique (in other words, this concept of uniqueness corresponds to the classical one conditioned by the equivalence relation: µ ∼ ν ⇐⇒Qµ ∼Qν, see [10] for background). In harmony with the previous concept, coupling two paths issued of µ 0 and µ where the second one denotes an invariant distribution of (Q t ) t≥0 consists (classically) in finding a stopping time τ ∞ such that (X µ0 t+τ∞ ) t≥0 = (X µ t+τ∞ ) t≥0 . Thus, the rate of convergence in total variation will be obtained by some bounds on P(τ ∞ > t), t ≥ 0. Now, let us briefly recall the coupling strategy of [9] . First, one classically waits that the paths get close. Then, at each trial, the coupling attempt is divided in two steps. First, one tries in Step 1 to cluster the positions on an interval of length 1. Then, in Step 2, one tries to ensure that the paths stay clustered until +∞. Actually, oppositely to the Markovian case where the paths stay naturally together after a clustering (by putting the same noise on each coordinate), the main difficulty here is that, due to the memory, staying together is costly. In other words, this property can be ensured only with the help of a non trivial coupling of the noises. One thus talks of asymptotic coupling. If one of the two previous steps fails, we will begin a new attempt but only after a (long) waiting time which is called Step 3. During this step, one again waits that the paths get close but one also expects the memory of the coupling cost to vanish sufficiently in order to begin the new trial with a weak weight of the memory.
In the previous construction, the fact that σ is constant is fundamental for ensuring the two following properties:
• If two paths B 1 and B 2 of the fBm differ from a drift term, then two paths X 1 and X 2 of (1.2) respectively directed by B 1 and B 2 also differ from a drift term, which allows in particular to use Girsanov Theorem to build the coupling in Step 1.
• Under some "convexity" assumptions on the drift apart from a compact set, two paths X 1 and X 2 directed by the same fBm (or more precisely, by two slightly different paths) get closer and the distance between the two paths can be controlled deterministically.
In the current paper, σ is not constant and the two above properties are no longer valid. The challenge then is to extend the applicability of the previous scheme of coupling to such a situation. To cope with the lack of the first property, we will need to introduce an assumption on the function x → σ(x) which ensures the existence of an injective function of the path which does have it. The most natural assumption is that x → σ −1 (x) is (well-defined and is) a Jacobian matrix. We note that without such an assumption, the lack of smoothness of the difference between two paths seems to yield a cost of coupling which could be problematical for Step 2.
As concerns a suitable substitution of the second lacking property, a natural (but to our knowledge so far not explored) idea would be to try to extend Meyn-Tweedie techniques (see e.g. [6] for background) to the fractional setting. More precisely, even if the paths do not get closer to each other deterministically, one could expect that some Lyapunov assumption could eventually make the two paths return in some compact set simultaneously. The main contribution of the present paper is to incorporate such a Lyapunov-type approach into the study of long-time convergence in the fractional diffusion setting. As one could expect, compared to the Markovian case, the problem is much more involved. Actually, the return time to a compact set after a (failed) coupling attempt does not only depend on the positions of the processes after it, but also on all the past of the fBm. Therefore, in order that the coupling attempt succeeds with lower-bounded probability, one needs to establish some controls on the past behavior of the fBms that drive the two copies of the process, conditionally to the failure of the previous attempts. This point is one of the main difficulties of the paper, since, in the corresponding estimates, we carefully have to take into account all the deformations of the distribution that previously failed attempts induce. Then, we show that after a sufficiently long waiting time, conditionally on previous fails the probability that the two paths be in a compact set and that the influence of past noise on the future be controlled, is lower-bounded. Bringing all the estimates together yields a global control of the coupling time and a rate of convergence which is similar to the one in [9] in the additive noise case.
In Section 2 we detail our assumptions and state our main result, namely Theorem 2.1. The scheme of its proof, based on the previous described coupling strategy, is then given. The proof of Theorem 2.1 is achieved in Sections 3, 4 and 5, which are outlined at the end of Section 2.
Assumptions and main result
We begin by listing a series of notations and definitions.
• The scalar product and the Euclidean norm on R d are respectively denoted by ( | ) and | . |.
• The non explicit constants will be usually denoted by C and may change from line to line.
• The space C([0, +∞), R d ) denotes the space of continuous functions on [0, +∞) endowed with the topology of uniform convergence on compact spaces.
• For some given a, b ∈ R, with a, b,
• For some positive θ and δ such that θ ∈ (1/2, H) and θ + δ ∈ (H, 1), W θ,δ denotes the Polish space W θ,δ which is the completion of
with compact support and f (0) = 0) for the norm
• For some real a < b and for θ ∈ (0, H), we denote by
be a C 1 -function and 0 < γ < 1. We say that σ is (1 + γ)-Lipschitz if for every i, j ∈ {1, . . . , d}, the following norm is finite:
where for a given
• We also denote by EQ(R d ) the set of Essentially Quadratic functions, that is
where C is a positive constant. Note that these assumptions ensure that inf V = min V is positive and that √ V is Lipschitz continuous (since it has a bounded gradient) which in turns implies that V is subquadratic. This condition ensures existence and uniqueness of solutions for (1.2). Note that the condition on the derivative of σ only plays a role for uniqueness and in particular, is not fundamental for what follows. However, for the sake of simplicity, we choose to assume this assumption throughout the paper. Now, we turn to some more specific assumptions (H 1 ) and (H 2 ). The first one is a Lyapunovstability assumption:
, there exists some positive β 0 and κ 0 such that
REMARK 2.1. The above assumption will be used to ensure that the paths live in a compact set with a high probability. Note that in the classical diffusion setting, such a property holds with some less restrictive Lyapunov assumptions. Here, the assumptions essentially allow us to consider only (attractive) drift terms whose growth is linear at infinity. On the one hand, due to (H 0 ), one can not consider drift terms with (strictly) superlinear growth at infinity and on the other hand, Assumption (H 1 ) combined with the fact that V is subquadratic implies more or less that b can not have (strictly) sublinear growth at infinity (this would be possible if V had an exponential growth). These restrictions are mainly due to the lack of martingale property for the integrals driven by fBms.
Then, when the paths are in this compact set, one tries classically to couple them with positive probability. But, as mentioned before, the specificity of the non-Markovian setting is that the coupling attempt generates a cost for the future (in a sense made precise later). In order to control this cost or more precisely in order to couple the paths with the help of a controlled drift term, we need to ensure the next assumption:
Indeed, under these assumptions, ∇h is invertible everywhere and x → [(∇h)(x)] −1 = σ(x) is bounded on R d . Then, the property (which will be important in the sequel), follows from the Hadamard-Lévy theorem (see e.g. [18] ).
✄ As mentioned before, the main restriction here is to assume that x → σ −1 (x) is a Jacobian matrix. However, note that there is no assumption on h (excepted smoothness). In particular, σ −1 does not need to bounded. This allows us to consider for instance some cases where σ vanishes at infinity. Let us exhibit some simples classes of SDEs for which (H 2 ) is fulfilled. First, it contains the class of non-degenerated SDEs for which each coordinate is directed by one real-valued fBm. More precisely, if for every i ∈ {1, . . . , d},
holds. Now, let us also remark that since, for a given constant matrix, ∇(P h) = P ∇h, we have the following equivalence:
One deduces from this property that (H 2 ) also holds true if:
where P is a given invertible d × d-matrix and for every i ∈ {1, . . . , d} σ i has the same properties as before.
We are now able to state our main result. One denotes by L((X µ0 t ) t≥0 ) the distribution of the process on C([0, +∞), R d ) starting from an initial distribution µ 0 and byQµ the distribution of the stationary solution (starting from an invariant distribution µ). The distributionμ 0 (dx) denotes the first marginal of µ 0 (dx, dw). THEOREM 2.1. Let H ∈ (1/2, 1). Assume (H 0 ), (H 1 ) and (H 2 ). Then, existence and uniqueness hold for the invariant distribution µ (up to equivalence). Furthermore, for every initial distribution µ 0 for which there exists r > 0 such that
REMARK 2.3. In the previous result, the main contribution is the fact that one is able to recover the rates of the additive case. Existence and uniqueness results are not really new. However, compared with the assumptions of [10] , one observes that when x → σ −1 (x) is a Jacobian matrix (assumption which does not appear in [10] ), our other assumptions are slightly less constraining. In particular, b is assumed to be locally Lipschitz and sublinear (instead of Lipschitz continuous) and, as mentioned before, x → σ −1 (x) does not need to bounded.
Scheme of coupling
As explained before, the proof of Theorem 2.1 is based on a coupling strategy similar to that of [9] . Let (B 
and
The novelty here is the event defined in (2.12). Since, contrarily to the additive noise case, we are not able to reduce here the distance between the positions deterministically, we ask X x1 and X x2 to be in the compact setB(0, K) = {y, |y| ≤ K} with positive probability. The same type of assumption is needed on the past of the fractional Brownian motion (which is represented by the functionals ϕ τ,ε θ (W j ), j = 1, 2). Note that, oppositely to the event Ω 1 α,τ , which comes from [9] , Ω 2 K,τ can certainly not have a probability equal to 1. We will attempt the coupling on [τ k−1 , τ k−1 + 1] only if ω ∈ Ω K,α,τ k−1 . Otherwise, we set g w (t) = 0 on [τ k−1 , τ k−1 + 1] (and, in this case, we certainly say that Step 1 fails).
✄ If
Step 1 fails (which includes the case where one does not attempt the coupling), one begins
Step 3 (see below). Otherwise, one begins Step 2.
Step 2 is in fact a series of trials on some intervals I ℓ with length
where c 2 is a constant greater than one which will be calibrated in the sequel. More precisely, one successively tries to keep X 1 and X 2 as being equal on intervals
2 k ] (with the convention ∅ = 0). The exponential increase of the length of the intervals will be of first importance to ensure the success of Step 2.
Step 2 fails at trial ℓ with ℓ ≥ 0 (ℓ = 0 corresponds to the case where Step 1 fails), one begins Step 3. We denote by τ 3 k , the beginning of Step 3. As mentioned before, the aim on this interval is to wait a sufficiently long time in order to be in an (K, α)-admissible state with positive probability (Step 3 ends at time τ k , i.e. at the beginning of the next attempt). This has two natural consequences. On the one hand, one assumes that
(2.14)
On the other hand, the waiting time will strongly depend on the length of Step 2. Longer is Step 2, longer is the waiting time. We set
Step 2 fails after ℓ attempts}. (2.15) We assume in the sequel that
where c 3 ≥ 2c 2 , β ∈ [1, +∞) and (a k ) k≥1 is an increasing deterministic sequence. We will calibrate these quantities later (see Proposition 4.6). At this stage, we can however remark a useful property for the sequel: conditionally to A k,ℓ , the length of each step is deterministic. We are now ready to begin the proof. In Section 3, we focus on Steps 1 and 2 and prove that we can achieve the coupling scheme in such a way that for every positive K and α, the probability of coupling can be lower-bounded by a constant which does not depend on k. Then, in Section 4, we focus on the (K, α)-admissibility condition. In particular, we show that for K large enough, (2.12) holds with high probability (which does not depend on k). Finally, in Section 5, we prove Theorem 2.1.
3 Lower-bound for the successful-coupling probability
In this section, we detail the construction of Steps 1 and 2 with the aim of proving that if the system is (K, α)-admissible at time τ k−1 , then the probability that ∆τ k be infinite (i.e. that the coupling be successful) can be lower-bounded. The main result of this section is the next proposition.
hold. Then, for every K > 0 and α ∈ (0, H), Steps 1 and 2 can be achieved in such a way that there exists δ 0 and
The (uniform) upper-bound is almost obvious. Actually, at the beginning of Step 1, it is always possible (if necessary) to attempt the coupling with probability 1 − δ 1 only (and to put
. This upper-bound may appear of weak interest but in fact, it will play an important role in Section 4. The lower-bound is a consequence of the combination of Equation (3.30) with Lemmas 3.1 and 3.2 below.
Step 1
LEMMA 3.1. Assume that (H 0 ) and (H 2 ) hold. Let K and α denote two positive constants and
such a way that the following properties hold:
(a) There existsδ 0 > 0 depending only on K, α and θ ∈ (1/2, H) such that for all k ≥ 0,
where C is a deterministic constant which does not depend on k.
Proof. (a) The proof of this statement is divided in five parts: (i) Let θ ∈ (1/2, H) and set ε θ = H−θ 2 . LetK be a positive constant. Then, there exists a deterministic constant depending only on θ, K andK denoted C(K,K) such that
The proof of this property (whose arguments are close to some of the next sections) is given in Appendix A.
(ii) Building a function g B to couple (X 1 t ) and (X 2 t ) at time τ k−1 + 1. First, note that this step is strongly based on Assumption (H 2 ) and that the construction is a modified version of Lemma 5.8 of [9] . For a given past on (−∞, τ k−1 ] and a given innovation path (W
. Also, with the same conditions as before, set (B ). The aim is now to build, conditionally to Ω K,α,τ k−1 and (X
. In fact, it is more convenient to build the associated function f h which is defined by dB
With the previous notations, we deduce from Assumption (H 2 ) and from a change of variable formula for Hölder functions with exponent greater than 1/2 (see e.g. [20] , Theorem 4.3.1) that, for every t ∈ [0, 1],
where κ 1 and κ 2 are some positive constants, and with x → x/ |x| extended by 0 at
We thus assume without loss of generality that ρ h (0) = 0. By the global inversion theorem, h :
The function ρ → F (t, ρ) being locally Lipschitz continuous on R d \{0}, one deduces from CauchyLipschitz Theorem that (ρ h (t)) is well-defined on an interval [0, t 0 ] with t 0 > 0. To extend it on [0, 1], we are going to define κ 1 in order to ensure that (ρ h (t)) does not explode. For M ≥ 0, set
, sup
Remark that with the notations of (i), {w 1 , w 1 ≤K} ⊂ A C(K,K) (one will come back on this
). At the price of a potential removal of a negligible set in its definition, one can assume without loss of generality that A M is an intersection of closed subsets of
For a given M , we define κ 1 as follows:
The constant κ 1 is finite since b, ∇h and h −1 are locally Lipschitz continuous functions. From the definition, if
In particular, the function t → |ρ h (t)| 2 is non-increasing on [0, t 1 ] and thus, ∀t ∈ [0, t 1 ], |h(x w2 (t))| ≤ M +K. Then, a classical argument about maximal solutions of ordinary differential equations shows that existence and uniqueness of solutions of (3.17) holds on whole the interval [0, 1] and that the previous inequality is true with t 0 = 1. A standard computation yields
Then, we set κ 2 = 4 √K in order that ρ h (t) = 0 on [1/2, 1] (which implies that f h (t) = 0 on [1/2, 1]; this fact will be used in Step 2). This concludes the construction of the function f h . (iii) About f h and g h : let ω ∈ Ω K,α,τ k−1 and w 1 ∈ A M and consider the C 1 -function (f h (t)) t∈[0,1] built in the previous subsection. Given this function, let us recall how one defines a function (g h (t)) t∈[0,1] which is such that
Then, by an inversion formula (see (4.11a) of [9] ), one obtains a unique g w on (−∞, τ k−1 + 1] (where g w is defined in (2.8)). Then, g h can be defined by
In fact, it can be shown (see proof of Lemma 5.9 of [9] for details) that the function g h is given by
Note that owing to the (K, α)-admissibility condition and to the differentiability of f h , the function g h is measurable and integrable on [0, 1]. We can thus define φ 1 :
where ρ h is the unique solution of (3.17) . But by construction, (ρ h (t)) t∈[0,1] is also the unique solution of
Thus, f h and g h defined above can be obtained as some measurable functions of w 2 . Denote them byf h andg h and set φ 2 (w 2 ) = w 2 (.) − . 0g h (s)ds. By construction, we have φ 2 • φ 1 (w 1 ) = w 1 so that φ 1 is a bijection from A M to φ 1 (A M ) with measurable inverse φ 2 . Now, remark that, owing to the definition ofF and to the arguments of (ii), existence and uniqueness for the solutions of (3.22) also hold on [0, 1] (since the solutions do not explode) so that one can definef h andg h on A M . In other words, one can extend φ 2 into a measurable function
Owing to the same arguments as above, ψ is injective. The function φ 1 can in turn be extended into a bijective measurable function ϕ :
Once again, ϕ −1 = ψ is measurable and ∀(w 1 , w 2 ) such that ϕ(w 1 ) = w 2 with
Note that with this construction, we have built a function ϕ which is well-defined on ϕ −1 (A M ) and which satisfies
The inclusion holds since |h(x w2 t )| ≤ |h(x w1 t )| + |ρ h (0)| ≤ M +K, when w 2 = ϕ(w 1 ) with w 1 ∈ A M . Note that these properties are important for the sequel. If (∇hb) • h −1 was Lipschitz continuous, the function ϕ could be defined on the whole space and it would simplify the construction of the coupling (see (v)).
(iv) Control of the function g h and Girsanov: For ω ∈ Ω K,α,τ k−1 and w 1 ∈ A M ∪ ψ(A M ), consider the explicit expression of g h given by (3.20) .
By (2.9), the L 2 -norm of ((R 0 g τ k−1 w )(t)) t∈(0,1] is bounded by 1. As concerns that of the second term in (3.20) , it follows from Lemma 5.1 of [9] that it is enough to bound f h (0) and |df h /dt|. But, by (3.17) and (3.19) , one can check that there exists a deterministic constantC depending on K, M and θ such that |f h (0)| ≤C and
We deduce that for every positive M and K, there exists another finite constantC(M, K) such that
In particular,
this allows us to apply Girsanov
Theorem. More precisely, extend ϕ into a measurable applicationφ on
c . Then, denoting by P W the Wiener measure and byφ * P W the image measure of P W by the applicationφ, one deduces from Girsanov Theorem thatφ * P W (dw) = Dφ(w)P W (dw) where
We can now explicit the coupling strategy.
(in this case, attempting a coupling would generate a too important cost for the future). Now, if ω ∈ Ω K,α,τ k−1 , the construction follows the lines of [9] but with the constraint that one can attempt the coupling only on a subset of
With the help of the function ϕ introduced in (iii) (see (3.23)), we define a non-negative measure P
where ϕ 1 and ϕ 2 are the functions from respectively A M ∪ψ(A M ) and
defined by ϕ 1 (w) = (w, ϕ(w)) and ϕ 2 (w) = (ϕ −1 (w), w),
and B M = ϕ −1 (A M ) (note that A M and B M are Borel sets since A M is closed and ϕ −1 is measurable).
Using that the restriction ofφ to ϕ −1 (A M ) is equal to ϕ and that 
By (3.27) and Lemma C.1. of [15] (applied to p = 2, µ 1 =φ * P W , µ 2 = P W and X = A M )
We will now show that M can be chosen in such a way that the above quantity is bounded away from 0 independently of k ∈ N. On the one hand, by exhibiting an exponential martingale and by using (3.25),
On the other hand,
For every M >K, we deduce from (3.24) that ϕ(
. Furthermore, we get from (i) for the choice ,
Step 1 is attempted and fails, it follows from the above construction of the coupling that w 1 = w 2 or w 2 = ϕ −1 (w 1 ) with w 1 ∈ A M . Then, since the control of the functionsf h (defined in (iii)) and its derivative are similar to that of f h in (iv), we deduce that the L 2 -norm ofg h (t) = g w (t +
Step 2
As explained before, Step 2 is a series of trials on some intervals I ℓ of length c 2 2
ℓ (the first one of length 2c 2 , the second one of length 4c 2 ,. . . ). We denote by s k,ℓ the left extreme of each interval I ℓ . More precisely, for every k ≥ 1, we define (s k,ℓ ) ℓ≥0 by
Also denote by ℓ * k , the (first) trial after time τ k−1 where Step 2 fails. The case ℓ * k = 0 and ℓ * k = +∞ correspond respectively to the failure of Step 1 and to the success of Step 2. For some given positive α and K, we set
With this definition,
Consequently, the aim is now to lower-bound P(B k,ℓ |B k,ℓ−1 ). This is the purpose of the next lemma. Before doing so, let us introduce some notations. Owing to the one-to-one correspondence between g w and g B , there is a unique choice for function g w in [τ k−1 + 1, ∞) which ensures that g B (t) = 0 after τ k−1 + 1 (or equivalently that B 1 t = B 2 t after τ k−1 + 1). We denote it by g S in the next lemma (see the proof for an explicit expression of g S ).
LEMMA 3.2. Let K > 0 and assume that α ∈ (0, H). There exists a constant C K ≥ 1 which does not depend on k such that,
Step 2 in such a way that for all k and ℓ,
and ∀ℓ ∈ {2, . . . , ℓ * k },
and if ℓ * k = 1,
REMARK 3.5. The lower-bounds obtained in (3.31) ensure the strict positivity of P(τ k = +∞|Ω K,α,τ k−1 ). The other properties will be needed for the sequel. Note that c 2 can be chosen in such a way that the involved quantities do not depend on K except if ℓ = 1.
Proof. We first remark that if at a positive stopping time T 1 one has X [9] , and its proof, this condition is satisfied if and only if
The interesting point is that the above function is F T1 -measurable (the context is thus different from Step 1, where the function denoted by g h was defined in a dynamic way). In particular, by conditioning on F s k,ℓ one can write:
where for positive T and a (deterministic) measurable function g on [0, +∞) we denote
). Following carefully the proof of Lemma 5.12. of [9] (see in particular (5.36) therein), one deduces from Lemma 3.1(b) and Condition (2.9) that on B k,0 ,
for some positive constant C K . Without loss of generality, we can assume that C K ≥ 1. This yields the first property of the lemma and this easily implies that for every ℓ ≥ 1,
It remains to apply Lemma 3.4 ((i) for ℓ = 1 and (ii) for ℓ ≥ 2) to obtain (3.31). Finally, the bound for . REMARK 3.6. In order to ensure the (K, α)-admissibility condition at the next trials, one needs to control the increments of W 1 and W 2 during Step 2. In particular, when
Step 2 fails, we will need the probability of success to be not too large. This explains the property of domination of the probability of success P(U 2 = U 1 + a) (and P(W 2 = W 1 + g) in the next result) which may appear of poor interest. For the same reason, we give in the following result an explicit construction of W 1 and W 2 during Step 2.
Proof.
(ii) is almost the statement of Lemma 5.13 of [9] . The only new points are the deterministic control of |U 1 | and |U 2 | on the event {U 2 = U 1 + a} and the domination of the probability of success by ρ
With the notations of [9] , the first property follows from the construction of the measure N 3 which is such that for every
For the second one, it is enough to note that the probability of success introduced in Lemma 5.13 of [9] and denoted by N 3 (L 3 ) is a non-decreasing continuous function of M and equal to 0 if M b = 0. Thus, the domination of this probability can be obtained by reducing sufficiently the value of M . On the other hand, (i) is in some sense a rough version of (ii). Its proof can also be done by following the lines of the lemma of [9] and by checking that for every b > 0, we can choose M b large enough such that inf
The following lemma is a slightly modified version of Corollary 5.14 of [9] . 
Furthermore, there exists a triple (U 1 , U 2 , V ) of standard normally distributed random variables and a Brownian motionW such that (U 1 , U 2 ) and (V,W ) are independent,
33)
and moreover . In some probability space (Ω ′ , F ′ , P ′ ) let (U 1 , U 2 ) be a couple of random variables satisfying the properties of Lemma 3.3(i) and (ξ k ) k≥2 be a sequence independent of (U 1 , U 2 ) of i.i.d. random variables with L(ξ 2 ) = N (0, 1). Defining for i = 1, 2 the process W
is the isometry of Hilbert spaces such that
W i (f 1 ) = U i and W i (f k ) = ξ k , k ≥ 2,
one easily checks (by computing covariances) that
and that (W i t ) is a standard Brownian Motion. It follows from Lemma 3.3(i) and from the previous construction that (3.32) holds. Furthermore, introducing artificially a last standard normally distributed random variable V independent of σ(U 1 , U 2 , ξ k , k ≥ 2), we can write W i as follows
ds is a standard Brownian motion independent of (U 1 , U 2 ). Finally, the boundedness property of U i on {W (ii) The proof is identical using the properties of Lemma 3.3(ii) instead of those of (i).
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In this section, we assume that Steps 1 and 2 are carried out as described previously, and the aim is to ensure that the system is (K, α)-admissible with positive probability at every times τ k . This is the purpose of the next proposition: K (where C K is a constant greater than 1 defined in Lemma 3.2) and that for every k ≥ 1 and
βℓ with β > (1 − 2α) −1 , a k = ς k for some (arbitrary) fixed ς > 1, and c 3 an appropriate constant depending on the previous parameters (see Proposition 4.6 and Remark 4.8 for details). Then, for every ε > 0, there exists K ε > 0 such that for every k ≥ 0,
The proof of this proposition is divided into two parts corresponding respectively to Conditions (2.9) and (2.10). The first concerns the coupling function g w and the proof corresponding to this condition easily follows from [9] (see Subsection 4.4 for details).
REMARK 4.7. In the sequel of this section, we always assume that α is a fixed number in (0, 1/2) and that c 2 = C 1 2α
K . These properties are not recalled again in each statement. The lower-bound for the second condition is obtained in the next subsections.
(K, α)-admissibility and Lyapunov
We denote in what follows
Let α ∈ (0, 1/2). We want to prove that for every ε > 0, there exists K ε > 0 such that
But since for every events
it is enough to prove that for every ε > 0, there exists K ε > 0 such that for j = 1, 2,
Since the arguments to prove (4.34) are contained in those needed for the (4.35), we defer the proof of the former to the appendix (see Appendix B) and we only focus on the second statement. The proof of this property is based on a Lyapunov-type argument: owing to the Markov inequality, it is obvious that (4.35) will be true if one exhibits a positive function Ψ : R d → R such that lim |x|→+∞ Ψ(x) = +∞ and for which there exists a finite positive constant C such that for every k ∈ N ∪ {0} and for every K > 0,
(4.36)
Note that since the construction of Step 1 depends on K, the independence of C with respect to K is primordial. To this end, we first introduce the following contraction assumption depending on θ ∈ (1/2, H). In the previous assumption, (X t ) t≥0 denotes a solution of (1.2) and subquadratic means that there exists C > 0 such that for every x ∈ R d , Ψ(x) ≤ C(1 + |x| 2 ). In Subsection 4.2, we will prove that, under the Lyapunov assumption (H 1 ), H ′ 1 (θ) is true. As detailed in the next proposition, H ′ 1 (θ) leads to (4.36) if the following condition, which will be proved in subsection 4.3, is also true: For every ρ ∈ (0, 1) , there exists C ρ > 0 such that for every k ∈ N and K > 0
is a positive number which does not depend on k) and that ∆τ k ≥ log(δ1/2) log ρ . Then, there exists a positive constant C such that for every k ∈ N ∪ {0} and K > 0, Proof. By H ′ 1 (θ) and an induction
Assumption H ′ 2 (θ) combined with an induction then yields
whereC ρ neither depends on k and j nor on the starting conditionμ. Noticing that E 0 = Ω, it remains to bound E[Ψ(X j τ0 )]. By the definition of τ 0 (which is F 0 -measurable) and the CauchySchwarz inequality,
On the one hand, checking that for ε > 0, there exists C ε > 0 such that for all u, v of R d , |u + v| 2 ≤ (1 + ε)|u| 2 + C ε |v| 2 , one deduces from H ′ 1 (θ) that there exists 0 <ρ < 1 and Cρ such that for every starting point x,
Thus, it again follows from an induction and from the stationarity of the increments of the fBm that
It remains to control the queue of τ 0 . We havẽ
Plugging the previous inequality in yields the boundedness of Eμ[Ψ(X j τ0 )].
As a consequence, it remains now to prove H ′ 1 (θ) and H ′ 2 (θ). This is the purpose of the next subsections.
Proof of H
Proof. The proof is divided in four steps. In all of them, we assume that 0 ≤ s < t ≤ 1.
Step 1. We prove the following statement: there exists C > 0 such that
Actually, using that b is a sublinear function,
The result then follows from Gronwall lemma (note that the time-dependence of the Gronwall constant does not appear since s, t ∈ [0, 1]).
Step 2. Control of the Hölder norm of X in a small (random) interval : Let θ ∈ (1/2, H). We show that there exist some positive constants c 0 and C such that for every 0 ≤ s < t ≤ 1, satisfying
Let us prove this property. Owing to the classical controls of Young integrals (see e.g. [19] , Inequality (10.9)), for every (p, q) ∈ (0, 1] 2 with p + q > 1, there exists C p,q > 0 such that for every p-Hölder and q-Hölder functions f and g (respectively), for every 0 ≤ s < t ≤ 1,
Applying the previous inequality with p = q = θ and using that σ is Lipschitz continuous and bounded, we deduce that for every 0 ≤ s ≤ u < v ≤ t ≤ 1,
Using again that B 0,1
Then, it is enough to plug this control in (4.40) to obtain (4.44).
Step 4. Use of the Lyapunov assumption. Let V be such that Assumption (H 1 ) holds. Let θ ∈ (1/2, H). Then, there existsρ ∈ (0, 1) and C > 0 such that for every
Let us prove this statement. By e.g. [20] (see Theorem 4.3.1) and Assumption (H 1 ),
Using that the functions ∇V and σ are Lipschitz continuous, that σ is bounded and that u → e κ0u is bounded and Lipschitz continuous on [0, 1], we obtain that for every 0 ≤ u < v ≤ 1,
By (4.42), it follows that
From now on, assume that (1+ B 0,1
Owing to (4.41) and to some reductions implied by the previous inequality, we obtain
and on the other hand,
in order that for every 0 ≤ s < t ≤ 1 such that t − s ≤ η,
For such s, t, we finally obtain (using that 1/2 ≥θ and that 2(θ −θ)
whereβ is a positive constant. Plugging this control into (4.46), we deduce: for every 0
in a right neighborhood of 0 and that
Thus, for every 0 ≤ s < t ≤ 1 such that t − s ≤η := η ∧ u 0 ,
In particular, applying this control on [kη,
It follows from standard computations that
We can assume without loss of generality that u 0 ≤ κ 0 /4 so that
Finally, since 2/θ ≥ 1/θ, one can check that there exists C > 0 such that
Since 2/θ = 4 2θ−1 , this concludes the proof of Step 4. To prove the proposition, it remains now to set Ψ = Vθ and to apply the inequality |u + v|p ≤ |u|p + |v|p (which holds for every real numbers u, v andp ∈ (0, 1]) withp =θ.
Proof of H
The main result of this section is Proposition 4.5. Before, we need to establish several lemmas related to the control of the past of the fBm. Let j ∈ {1, 2}. We recall that for every 0 ≤ s < t,
This can be rewritten
where, setting h = t − s,
Let k ≥ 1. Assume that τ k−1 < +∞ and that τ k−1 ≤ s < t ≤ ⌊s⌋ + 1. Setting τ −1 = −∞, we choose to decompose the first right-hand member with respect to the sequence (τ k ) k≥−1 :
Note that for i = 1, 2, 3, Γ i is related to the local behavior of the fBm whereas for m = 0, . . . , k, Λ m,k is a memory term. The idea of the sequel of the proof is to bound B u,u+1 θ (u ∈ {τ k−1 , . . . , τ k }) through the study of the Γ i and the Λ m,k . With a slight abuse of notation, we will sometimes write
The starting point of the study of the Λ m,k is the following lemma:
LEMMA 4.5. Let a < b < s < t. Let W be a two-sided Brownian motion. Then,
Proof. By an integration by parts,
(4.50)
On the one hand, by the elementary inequality (1 + x) ρ ≥ 1 + x for every x ∈ (−1, 0] and ρ ∈ (0, 1], we remark that
On the other hand, by the inequality (1 + x) ρ ≥ 1 + ρx for x ≥ 0 and ρ < 0, we obtain similarly
The result follows (using that (3/2 − H)(H − 1/2) ≤ 1/2).
In the next lemma, we propose to bound some quantities which are related to those which appear in the previous lemma on some sub LEMMA 4.6. Assume that there exists δ 1 > 0 such that for all m ∈ N and K > 0 P(E m+1 |E m ) ≥ δ 1 > 0. Then, for every p ≥ 1 and ε ∈ (0, 1), there exists C p,ε,δ1 ∈ R * + such that for every m ∈ N, i ∈ {0, . . . , 3}, j ∈ {1, 2} and K > 0,
REMARK 4.9. The proof of this lemma could be shortened by using some rougher arguments similar to those of the proof of Proposition 4.5 below (see (4.69)). However, such arguments do provide an understanding of what implies the conditioning by {τ m < +∞}, or in other words, to how the distribution of the Wiener process is deformed by the coupling attempt. To this end and when it is possible (especially in the case i = 1), we thus choose an approach by which we try to make explicit these distortions.
Proof. (i) By a change of variable, for every i ∈ {0, 1, 2, 3},
where for a given c > 0,
Noticing that ν([0, c]) ≤ ε −1 , we deduce from Jensen inequality that for every p ≥ 1,
Now, we focus successively on cases i = 0, 1, 2, 3:
m is deterministic and is equal toc := 1 + 2c 2 . Using that E m ⊂ E m−1 and the Cauchy-Schwarz inequality, we have for every u ∈ [0,c] and m ≥ 1,
Plugging this control into (4.53) yields the result when i = 0 with C p,ε,δ1 = δ (1 + u)
where C p,ε,δ1 does not depend on k, m, ℓ and K. With the notations of Lemma 3.2, we know that on the event A m,ℓ with ℓ ≥ 2, we have for all v ∈ {1, . . . , ℓ − 1},
where g S is a F τm−1+1 -measurable function (defined in Lemma 3. 
(4.56)
We focus successively on each term of the right-hand side of the above inequality. First,
where U stands for a normally distributed random variable. For the first right-hand member term of (4.56), we deduce from the Cauchy-Schwarz inequality that
Using that v → log(2 αv ) is non-decreasing and that
we deduce that
Using that for all ℓ ≥ 3, s m,ℓ − s m,2 = c 2 2 ℓ−1 with c 2 ≥ 1, one deduces that for every positive p and ε, there exists C p,ε such that for every ℓ ≥ 3,
ε p (we recall that α is a fixed number of (0, 1/2)). As a consequence, the first right-hand member term of (4.56) satisfies for every
where C p,ε is the constant defined above. Finally, for the second right-hand member term of (4.56), let us define (X Due to the memory, τ 0 is not independent of the past of the Brownian Motion before τ 0 . But the assumption onμ leads to a control of the queue of τ 0 which is sufficient to overcome the non-independence property.
✄ The fact that the quality of the estimate strongly decreases with m − k may appear surprising.
The main problem is that we do not have a sharp idea of the distribution of L(W t −W τm−1 , τ m−1 ≤ t ≤ τ m ) conditionally to the event {∆τ l < +∞, m ≤ l < k} and thus, we compensate this failure by some Hölder-type inequalities. ✄ The second statement says that if one waits sufficiently between each trial, the influence of the past decreases geometrically with m. Note that this waiting time increases geometrically. This may be a problem for the sequel and the fact that ς can be chosen arbitrarily close to 1 will be of first importance.
Proof. First, note that if (4.64) is true, (4.65) easily follows: let ς > 1 and let γ 1 ∈ (0, +∞) be such that ς = δ −γ1 1
. It is now sufficient to remark that for every m ∈ {1, . . . , k − 2}, 
Let us now prove (4.64). We consider three cases: The interesting point is that Ξ m,ε,i does not depend on k. Furthermore, by Lemma 4.6, for every p > 1, ε ∈ (0, 1 − H) and i ∈ {0, 1, 2, 3},
where C does only depend on p, ε and H. Set Ξ m,ε = 3 i=0 Ξ m,ε,i . Summing up the previous controls (on i), we deduce from Hölder inequality that for every p > 1 and q > 1 such that The result follows in this case by noticing that for every ρ ∈ (0, 1), there exists q ∈ (1, +∞) such that ρ = 1 − 1/q. We do not detail it. Thanks to the stationarity of the increments of the Brownian motion, we deduce from a change of variable that if ς is chosen in such a way that ς p < (1 − δ0 2 ) −1 (This is possible since ς is an arbitrary number greater than 1). Finally, for every α ∈ (0, 1/2), for every p ∈ α(1 − 2α), there exists C > 0 such that P(τ ∞ > t) ≤ Ct −p . To conclude the proof, it remains to optimize in α.
