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SECONDARY MULTIPLICATION IN TATE COHOMOLOGY
OF GENERALIZED QUATERNION GROUPS
MARTIN LANGER
Abstrat. Let k be a eld and let G be a nite group. By a theorem of D. Benson, H. Krause
and S. Shwede, there is a anonial element in the Hohshild ohomology of the Tate oho-
mology γG ∈ HH
3,−1Hˆ∗(G) with the following property: Given any graded Hˆ∗(G)-module
X, the image of γG in Ext
3,−1
Hˆ∗(G)
(X,X) is zero if and only if X is isomorphi to a diret
summand of Hˆ∗(G,M) for some kG-module M . In partiular, if γG = 0 then every module
is a diret summand of a realizable Hˆ∗(G)-module.
We prove that the onverse of that last statement is not true by studying in detail the
ase of generalized quaternion groups. Suppose that k is a eld of harateristi 2 and G is
generalized quaternion of order 2n with n ≥ 3. We show that γG is non-trivial for all n, but
there is an Hˆ∗(G)-module deteting this non-triviality if and only if n = 3.
1. Introdution
Let k be a eld, G a nite group, and let Hˆ∗(G) denote the graded Tate ohomology algebra of
G over k. The starting point of this paper is the following theorem of D. Benson, H. Krause and
S. Shwede:
Theorem 1.1. [2℄ There exists a anonial element in Hohshild ohomology of Hˆ∗(G)
γG ∈ HH
3,−1Hˆ∗(G),
suh that for any graded Hˆ∗(G)-module X, the following are equivalent:
(i) The image of γG in Ext
3,−1
Hˆ∗(G)
(X,X) is zero.
(ii) There exists a kG-module M suh that X is a diret summand of the graded Hˆ∗(G)-
module Hˆ∗(G,M).
Let us all an Hˆ∗(G)-module realizable if it is isomorphi to a module of the form Hˆ∗(G,M) for
some kG-module M . As an immediate onsequene we get the following:
Corollary 1.2. If γG = 0, then every Hˆ
∗(G)-module is a diret summand of a realizable module.
At this point it is natural to ask for the onverse of that statement. That is, given the fat that
γG 6= 0, is there some Hˆ
∗(G)-module deteting the non-triviality of γG? Theorem 1.1 works
more generally in the situation of dierential graded algebras, and in that setup the onverse
of the orresponding orollary is known to the false: Benson, Krause and Shwede provide an
example of a dg algebra A suh that the anonial lass γA ∈ HH
3,−1(H∗A) is non-trivial, but
every H∗A-module is realizable (see [2℄, Proposition 5.16). Nevertheless, the author believes
that the question whether there is suh an example oming from Tate ohomology of groups is
still open.
In this paper we will ompute γG expliitly for the generalized quaternion groups G. In what
follows, let t ≥ 2 be a power of 2, and let G = Q4t be the group of generalized quaternions
Q4t =
〈
g, h | gt = h2, ghg = h
〉
.
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Let k be a eld of harateristi 2, and denote by L = kG the group algebra of G over k. Then
the Tate ohomology ring Hˆ∗(G) is well-known; it is given by
Hˆ∗(Q4t) = Êxt
∗
L(k, k)
∼=
{
k[x, y, s±1]/(x2 + y2 = xy, y3 = 0) if t = 2,
k[x, y, s±1]/(x2 = xy, y3 = 0) if t ≥ 4,
with degrees |x| = |y| = 1, |s| = 4 (see e.g. [4℄, Chapter XII  11, and [1℄, IV Lemma 2.10). Our
main goal is to prove the following theorem.
Theorem 1.3. The element γQ8 ∈ HH
3,−1Hˆ∗(Q8) is non-trivial, and the okernel of the map
Hˆ∗(Q8)[−1]⊕ Hˆ
∗(Q8)[−1]
“
y x+y
x y
”
−−−−−−→ Hˆ∗(Q8)⊕ Hˆ
∗(Q8)
is a graded Hˆ∗(Q8)-module whih is not a diret summand of a realizable one. For t ≥ 4 the
element γQ4t ∈ HH
3,−1Hˆ∗(Q4t) is non-trivial, but every graded Hˆ
∗(Q4t)-module is a diret
summand of a realizable one.
The plan is as follows: In the rst setion we will briey reall the denitions needed in
Theorem 1.1; most of this part is taken from [2℄, and the reader interested in details should
onsult that soure. In the seond setion we turn to the omputation of a Hohshild oy-
le m representing the anonial lass γG. In the third setion we prove the statements about
realizability of modules. Theorem 1.3 will then follow from Theorems 2.8, 2.11, 3.3, and Propo-
sitions 3.7 and 3.9.
Aknowledgments. Part of this paper is part of a Diploma thesis written at the Mathematial
Institute, University of Bonn. I would like to thank my advisor Stefan Shwede for suggesting
the subjet and all the helpful 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t. I would also like to thank the referee
of an earlier version of this paper for some helpful remarks.
1.1. Notations and onventions. All ourring modules will be right modules. We shall often
work over a xed ground eld k; then ⊗ means tensor produt over k. Whenever onvenient,
we write (a1, a2, . . . , an) instead of a1⊗ a2⊗ · · · ⊗ an. If G is a group, then k is often onsidered
as a trivial kG-module.
Let R be a ring with unit, and let M be a Z-graded R-module. The degree of every (homoge-
neous) elementm ∈M will be denoted by |m|. For every integer n the moduleM [n] is dened by
M [n]j = Mn+j for all j. Given two suh modulesM and L, a morphism f : L −→M is a family
f j : Lj −→M j of R-module homomorphisms. The group of all these morphisms is denoted by
HomR(L,M). Furthermore, we have Hom
m
R (L,M) = HomR(L,M [m]), the morphisms of degree
m. The graded module L⊗M is given by (L⊗M)m =
⊕
i+j=m L
i ⊗M j. If M is a dierential
graded R-module with dierential d, then the dierential of M [n] is given by (−1)nd.
1.2. Tate Cohomology. Let us reall briey the denition and basi properties of Tate oho-
mology. Let k be a eld, and let G be a nite group. Then L = kG is a self-injetive algebra
(i.e. the lasses of projetive and injetive right-L-modules oinide). For any L-module N we
get a omplete projetive resolution P∗ of N by spliing together a projetive and an injetive
resolution of N :
. . . P−2oo P−1oo P0oo


P1oo P2oo . . .oo
N
/ O
__????
Given another L-moduleM , we an apply the funtor HomL(−,M) to P∗; then Tate ohomology
is dened to be the ohomology groups of the resulting omplex:
(1.4) Êxt
n
L(N,M) = H
n(HomL(P∗,M)) for all n ∈ Z.
For arbitrary L-modules X,Y and Z, we have a up produt
(1.5) Êxt
m
L (Y, Z)⊗ Êxt
n
L(X,Y ) −→ Êxt
m+n
L (X,Z),
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see e.g. [3℄,  6. Therefore, Hˆ∗(G) = Hˆ∗(G, k) = Êxt
∗
kG(k, k) is a graded algebra, and Hˆ
∗(G,M) =
Êxt
∗
kG(k,M) is a graded Hˆ
∗(G)-module for every kG-module M . We all a graded Hˆ∗(G)-
module X realizable if it is isomorphi to Hˆ∗(G,M) for some kG-module M .
There is another way of desribing the produt of Hˆ∗(G), in terms of P∗. Consider the dierential
graded algebra A = Hom∗L(P∗, P∗), whih (in degree n) is given by
An =
∏
j∈Z
HomL(Pj+n, Pj),
and the dierential d : An −→ An+1 is dened to be
(df)j = ∂ ◦ fj+1 − (−1)
nfj ◦ ∂.
Here ∂ denotes the dierential of P∗. A is alled the endomorphism dga of P . With this
denition, the oyles of A (of degree n) are exatly the hain transformations P [n]→ P , and
two oyles dier by a oboundary if and only if they are hain homotopi. Using standard
arguments from homologial algebra, one shows that the following map is an isomorphism of
k-vetor spaes:
HnA
∼=
−→ Êxt
n
L(k, k)
[f ] 7→ [ǫ ◦ f0]
(1.6)
Here ǫ : P0 −→ k is the augmentation. This isomorphism is ompatible with the multipliative
strutures. We will often write a¯ for elements of the endomorphism dga; if a¯ is a oyle, then
a denotes the orresponding ohomology lass.
1.3. Hohshild Cohomology. We now give a short review of Hohshild ohomology. Let Λ
be a graded algebra over the eld k, and let M be a graded Λ-Λ-bimodule, the elements of k
ating symmetrially. Dene a ohain omplex C•,∗(Λ,M) by
Cn,m(Λ,M) = Hommk (Λ
⊗n,M),
with a dierential δ of bidegree (1, 0) given by
(δϕ)(λ1, . . . , λn+1) = (−1)
m|λ1|λ1ϕ(λ2, . . . , λn+1)
+
n∑
i=1
(−1)iϕ(λ1, . . . , λiλi+1, . . . , λn+1) + (−1)
n+1ϕ(λ1, . . . , λn)λn+1.
The Hohshild ohomology groups HH∗,∗(Λ,M) are dened as the ohomology groups of that
omplex:
HHs,t(Λ,M) = Hs(C∗,t(Λ,M)).
In partiular, we an regard M = Λ as a bimodule over itself; then one writes HHs,t(Λ) =
HHs,t(Λ,Λ). For example, an element of HH3,−1(Λ) is represented by a family of k-linear maps
m = {mi,j,l : Λ
i ⊗ Λj ⊗ Λl −→ Λi+j+l−1}i,j,l∈Z
satisfying the oyle relation
(−1)|a|a ·m(b, c, d)−m(ab, c, d) +m(a, bc, d)−m(a, b, cd) +m(a, b, c) · d = 0
for all a, b, c, d ∈ Λ.
Whenever X and Y are Λ-Λ-bimodules, one has a up produt pairing
∪ : HomΛ(X,Y )⊗HH
∗,∗Λ −→ Ext∗,∗Λ (X,Y ).
Here Exts,tΛ (X,Y ) is dened to be Ext
s
Λ(X,Y [t]). In partiular, we have the map
HH3,−1Hˆ∗(G) −→ Ext3,−1
Hˆ∗(G)
(X,X)
φ 7→ idX ∪φ
for every Hˆ∗(G)-module X . This is the map ourring in the statement of Theorem 1.1.
4 MARTIN LANGER
1.4. The anonial element γ. We are now going to desribe the onstrution of the element
γ mentioned in Theorem 1.1. More generally, we will onstrut an element γA ∈ HH
3,−1H∗A for
every dierential graded algebra A over k; then we an take A to be the endomorphism algebra
of a omplete projetive resolution of k as a trivial kG-module to get γG ∈ HH
3,−1Hˆ∗(G).
For a dg-algebraA onsiderH∗A as a dierential graded k-module with trivial dierential. Then
hoose a morphism of dg-k-modules f1 : H
∗A −→ A of degree 0 whih indues the identity in
ohomology. This is the same as hoosing a representative in A for every lass in H∗A in a k-
linear way. For every two elements x, y ∈ H∗A, f1(xy)−f1(x)f1(y) is null-homotopi; therefore,
we an hoose a morphism of graded modules
f2 : H
∗A⊗H∗A −→ A
of degree −1 suh that for all x, y ∈ H∗A we have
df2(x, y) = f1(xy) − f1(x)f1(y).
Then for all a, b, c ∈ H∗A,
(1.7) f2(a, b)f1(c)− f2(a, bc) + f2(ab, c)− (−1)
|a|f1(a)f2(b, c)
is a oyle in A, the ohomology lass of whih will be denoted by m(a, b, c). This denes a map
m : (H∗A)⊗3 −→ H∗A of degree −1. An expliit omputation shows that m is a Hohshild
oyle, thereby representing a lass γA ∈ HH
3,−1H∗A. This lass is independent of the hoies
made.
2. Computation of the anonial element
From now on, let k be a eld of harateristi 2. Let t ≥ 2 be a power of 2, and let G = Q4t be
the group of generalized quaternions
Q4t =
〈
g, h | gt = h2, ghg = h
〉
.
We denote by kG the group algebra of G over k, and F = kG denotes the free module of rank 1
over that algebra. In this setion, we are going to expliitly ompute a Hohshild ohain m
representing the anonial lass γG.
2.1. The lass of a map. We begin with an observation that will redue the subsequent
omputations somewhat. Let us reall the onstrution of a representative of γG. First of all,
we have to onstrut a projetive resolution P , and we will atually nd a minimal projetive
resolution. Then we have to hoose a yle seletion-homomorphism f1 : Hˆ
∗(G)→ Hom∗kG(P, P )
suh that any lass a is mapped to a representative f1(a). We an nd a k-linear map f2 :
Hˆ∗(G) ⊗ Hˆ∗(G) → Hom∗kG(P, P ) of degree −1 satisfying df2(a, b) = f1(a)f1(b) − f1(ab) for all
a, b. Finally, we are interested in terms of the form
(2.1) f2(a, b)f1(c) + f2(a, bc) + f2(ab, c) + f1(a)f2(b, c);
this is a oyle in Hom∗kG(P, P ). In order to determine the lass of this oyle, it is enough to
know the degree 0 map of it (f. (1.6)). This observation leads to the following denition.
Denition 2.2. For every f ∈ HomnkG(P, P ), i.e., a family of maps fj : Pj+n → Pj (j ∈ Z), not
neessarily ommuting with the dierential, we denote by C(f) the lass of the map ǫ◦f0 : Pn → k
in HnHomkG(P∗, k) = Hˆ
∗(G).
Note that the omplex HomkG(P∗, k) has trivial dierential; thus, every element in HomkG(P∗, k)
and in partiular ǫ ◦ f0 is a oyle. The denition above gives a map
C : HomnkG(P, P ) −→ Hˆ
n(G)
f 7→ [ǫ ◦ f0]
Proposition 2.3. The map C has the following properties:
SECONDARY MULTIPLICATION IN TATE COHOMOLOGY OF GENERALIZED QUATERNION GROUPS 5
(i) If f ∈ HomnkG(P, P ) is a oyle, then C(f) is the ohomology lass of f ; in partiular
C ◦ f1 = id.
(ii) The map C is k-linear.
(iii) If C(f1) = C(f2) for some f1, f2 ∈ Hom
n
kG(P, P ), then C(f1g) = C(f2g) for all g ∈
HommkG(P, P ).
(iv) If a ∈ HommkG(P, P ) is a oyle and f ∈ Hom
n
kG(P, P ) is arbitrary, then C(fa) =
C(f)C(a).
Proof. (i) follows from (1.6), (ii) holds by denition.
Ad (iii): If C(fi) = 0, then ǫ ◦ fi = 0. This implies ǫ ◦ fi ◦ g = 0, hene C(fig) = 0. For
general f1, f2 note C(f1 − f2) = 0; by what we just proved C((f1 − f2)g) = 0 and therefore
C(f1g) = C(f2g).
Ad (iv): Choose a oyle h ∈ HomnkG(P, P ) satisfying C(h) = C(f). Then by (iii)
C(fa) = C(ha) = C(h)C(a) = C(f)C(a). 
The following orollary will simplify omputations later on.
Proposition 2.4. The map f2 an be hosen in suh a way that C ◦ f2 = 0.
Proof. Choose any f˜2 (satisfying df˜2(a, b) = f1(a)f1(b)−f1(ab)). Put f2 = f˜2−f1 ◦C ◦ f˜2. Sine
df1 = 0, we get
df2(a, b) = df˜2(a, b) = f1(a)f1(b)− f1(ab),
and from C ◦ f1 = id follows that
C ◦ f2 = C ◦ f˜2 − C ◦ f1 ◦ C ◦ f˜2 = 0. 
Consider (2.1) with this simplied version of f2. By applying C, we get the term
C(f2(a, b)f1(c)) + C(f2(a, bc)) + C(f2(ab, c)) + C(f1(a)f2(b, c))
This is the ohomology lass of (2.1). Note that the individual terms f2(a, b)f1(c), f2(a, bc) . . .
will not be oyles in general, but the map C assigns ohomology lasses to them in suh a way
that the sum will be the lass we are looking for.
By our hoie of f2 (suh that C ◦ f2 = 0), the rst three terms in the sum vanish (note that
C(f2(a, b)f1(c)) = C(f2(a, b))c by Proposition 2.3.(iv)). Thus we are interested in terms of the
form C(f1(a)f2(b, c)), where a, b, c run through all elements of a k-basis of Hˆ
∗(G).
2.2. Generating oyles and homotopies. Now we start the atual omputation of γ. We
begin with the onstrution of a minimal projetive resolution P and some oyles in the
endomorphism dga of P . Let us dene some elements of the group algebra kG as follows. Put
a = g + 1, b = h+ 1 and c = hg + 1. Furthermore, we write N =
∑
j∈G j for the norm element.
Here are some formulae we will frequently use:
at = b2 = c2 a2t = b4 = 0
ba = ac = a+ b+ c N = a2t−1b
c = a+ bg gc = a+ b
N = ca2t−2b = ca2t−1 N = a2t−1 + a2t−2b+ ca2t−2
cat−1b = cat−1 + at−1b
Also note that a2t−1, a2t−2 and a2t−4 lie in the enter of kQ4t. Now a 4-periodi omplete
projetive resolution of the trivial kG-module k is given as follows (see [4℄, Chapter XII 7):
. . . P0 = F
Noo P1 = F
2
(a b)
oo P2 = F
2
“
at−1 c
b a
”
oo P3 = F
(ac)
oo P4 = F
Noo . . .oo
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Sine the resolution is minimal, the dierential of the omplex HomkG(P∗, k) vanishes; therefore,
we immediately get the well-known additive struture of Hˆ∗(G):
Hˆ4n(G) ∼= Hˆ4n+3(G) ∼= k, Hˆ4n+1(G) ∼= Hˆ4n+2(G) ∼= k2.
Let us write s¯ : P → P [4] for the shift map, given by the identity map in every degree. This
is an invertible oyle; thus, multipliation by a suitable power of s yields an isomorphism
Hˆ4n+u(G) ∼= Hˆu(G) for u = 0, 1, 2, 3 and n ∈ Z. Now we are heading for expliit generators
x, y of Hˆ1(G) ∼= H1Hom∗kG(P, P ), whih are represented by hain maps x¯, y¯ : P [1] → P . By
onstrution we have P1 = F
2
and P0 = F . We extend the two projetions P1 → P0 to hain
transformations P [1]→ P as follows: For x¯ : P → P [1] we take
. . . Foo
a2t−2b

F 2
(a b)
oo
(1 0)

F 2
“
at−1 c
b a
”
oo
“
at−2 1
0 g
”

F
(ac)
oo
(11)

F
Noo
a2t−2b

. . .oo
. . . Foo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo F
(ac)
oo . . .oo
and extend this 4-periodially. The 4-periodi hain map y¯ : P → P [1] is dened as follows:
. . . Foo
a2t−1

F 2
(a b)
oo
(0 1)

F 2
“
at−1 c
b a
”
oo
(0 11 0)

F
(ac)
oo
(01)

F
Noo
a2t−1

. . .oo
. . . Foo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo F
(ac)
oo . . .oo
Sine these oyles are 4-periodi, they ommute with s¯. Let us determine the pairwise produts
of these maps. We start with x¯y¯:
. . . Foo „
a2t−1
a2t−1
«

F 2
(a b)
oo
(0 a2t−2b)

F 2
“
at−1 c
b a
”
oo
(0 1)

F
(ac)
oo
“
1
g
”

F
Noo
„
a2t−1
a2t−1
«

. . .oo
. . . F 2oo F
(ac)
oo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo . . .oo
The produt y¯x¯ is given as follows:
. . . Foo
“
0
a2t−2b
”

F 2
(a b)
oo
(a2t−1 0)

F 2
“
at−1 c
b a
”
oo
(0 g)

F
(ac)
oo
(11)

F
Noo
“
0
a2t−2b
”

. . .oo
. . . F 2oo F
(ac)
oo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo . . .oo
Next, we ompute x¯2:
. . . Foo „
a2t−2b
a2t−2b
«

F 2
(a b)
oo
(a2t−2b 0)

F 2
“
at−1 c
b a
”
oo
(at−2 1)

F
(ac)
oo
“
at−2+1
g
”

F
Noo
„
a2t−2b
a2t−2b
«

. . .oo
. . . F 2oo F
(ac)
oo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo . . .oo
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And now y¯2:
. . . Foo
“
0
a2t−1
”

F 2
(a b)
oo
(0 a2t−1)

F 2
“
at−1 c
b a
”
oo
(1 0)

F
(ac)
oo
(10)

F
Noo
“
0
a2t−1
”

. . .oo
. . . F 2oo F
(ac)
oo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo . . .oo
In eah of these oyles, the map P2 → P0 determines the ohomology lass by the isomorphism
(1.6); in k2, they orrespond to (0 1), (0 1), (ǫ(at−2) 1) and (1 0), respetively. Hene Hˆ2(G) is
generated by x2 and y2, and we have xy = yx. Furthermore, we also see from this desription
that
xy =
{
x2 + y2 if t = 2,
x2 otherwise.
But we will need expliit hain homotopies for all these relations later on, so let us start with
the ommutator relation xy = yx. Let p¯ be the 4-periodi null-homotopy for x¯y¯+ y¯x¯ dened as
follows:
. . . Foo
a2t−2
$$H
HH
HH
HH
HH
H F 2
(a b)
oo
0
$$H
HH
HH
HH
HH
H F
2
“
at−1 c
b a
”
oo
(0 10 0)
$$H
HH
HH
HH
HH
F
(ac)
oo
(01)
$$H
HH
HH
HH
HH
H F
Noo . . .oo
. . . F 2oo F
(ac)
oo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo . . .oo
Now let us ompute y¯3:
. . . Foo
0

F
Noo
“
a2t−1
0
”

F 2
(a b)
oo
“
0 0
0 a2t−1
”

F 2
“
at−1 c
b a
”
oo
(a2t−1 0)

F
(ac)
oo
0

. . .oo
. . . Foo F 2
(a b)
oo F 2“
at−1 c
b a
”oo F
(ac)
oo F
N
oo . . .oo
Then we nd a null-homotopy for that map in two steps: First onsider the 4-periodi extension
of the map
. . . Foo
0
!!C
CC
CC
CC
CC
CC
CC
F
Noo
„
bh−1
at−1h−1
«
""D
DD
DD
DD
DD
DD
DD
F 2
(a b)
oo
„
cg−1
at−1
«
T
h−1
""D
DD
DD
DD
DD
DD
DD
F 2
“
at−1 c
b a
”
oo
0
!!C
CC
CC
CC
CC
CC
CC
F
(ac)
oo . . .oo
. . . Foo F 2
(a b)
oo F 2“
at−1 c
b a
”oo F
(ac)
oo F
N
oo . . .oo
and all it w¯′. Note that this will not quite be a homotopy for y¯3, beause it yields the wrong
result in degrees P4n+2 → P4n−1 for all n ∈ Z. But if we put
P8n+j+3 → P8n+j : w¯8n+j =
{
w¯′8n+j if j = 0, 1, 2, 3,
(w¯′ + y¯2)8n+j if j = 4, 5, 6, 7,
then we get an 8-periodi null-homotopy for y¯3 whih will be alled w¯ and satises s¯w¯+ w¯s¯ = y¯2.
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2.3. Computation for the quaternion group. Due to the dierent multipliative relation in
Hˆ∗(G) we need to onsider the ases t = 2 and t ≥ 4 separately. We start with t = 2. In this
ase, the map
. . . F 2oo
0
$$H
HH
HH
HH
HH
H F
2
(a cb a)oo
0
$$H
HH
HH
HH
HH
F
(ac)
oo
0
$$H
HH
HH
HH
HH
H F
Noo
a3+a2+ab
$$H
HH
HH
HH
HH
H F 2
(a b)
oo . . .oo
. . . Foo F
N
oo F 2
(a b)
oo F 2
(a cb a)
oo F
(ac)
oo . . .oo
an be extended (as we did with w¯ above) to an 8-periodi null-homotopy r¯ for x¯2 + x¯y¯ + y¯2
satisfying s¯r¯ + r¯s¯ = x¯ + y¯. Notie that x¯y¯2 : P3 → P0 is the identity map, whih implies that
xy2 6= 0 ∈ Hˆ3(G). Gathering the results we obtained so far, we reover the known fat that
Hˆ∗(G) ∼= k[x, y, s±1]/(x2 + y2 = xy, y3 = 0).
Let us remark here that all monomials in x and y of degree bigger than 3 vanish in this ring.
Proposition 2.5. Let α, β, γ be monomials in the (non-ommutative) variables x¯, y¯, and assume
that the degree |β| ≥ 3. Then we have the following formulae:
C(p¯α) = 0 C(r¯α) = 0 C(w¯α) = 0
C(x¯p¯α) = xyC(α) C(γr¯α) = 0 C(γw¯α) = 0
C(y¯p¯α) = 0
C(x¯2p¯α) = x2yC(α)
C(y¯2p¯α) = 0
C(βp¯α) = 0
Proof. By Proposition 2.3.(iii) we an assume that the degree of β is at most 3. Furthermore,
we an assume α = 1 by Proposition 2.3.(iv). In order to determine C(a¯w¯) for any given oyle
a¯ of degree n, we onsider the omposition
Pn+2
w¯n−−→ Pn
a¯0−→ P0
ǫ
−→ k
as an element of Hn+2HomkG(P∗, k). Notie im(w¯n) ⊂ ker(ǫ) · Pn. Therefore, im(a¯0 ◦ w¯n) ⊂
ker(ǫ) · P0 = ker(ǫ), hene ǫ ◦ a¯0 ◦ w¯n = 0. The same proof works for r¯ instead of w¯, so we are
left with p¯. For C(x¯p¯) onsider x¯p¯ in degree 0, i.e.,
P2
p¯1
−→ P1
x¯0−→ P0
(0 10 0) (1 0)
that is (0 1) : P2 −→ P0, whih orresponds to xy. The remaining ases an be shown analogously.

Remark 2.6. Using C, we an prove that there is no 4-periodi null-homotopy for x¯2 + x¯y¯ + y¯2
as follows: Suppose there is a 4-periodi null-homotopy; all it rˆ. Sine d(rˆ − r¯) = 0, q¯ = rˆ − r¯
is a oyle, representing some lass q. By onstrution, s¯r¯ = (r¯+ x¯+ y¯)s¯. Sine rˆ is 4-periodi,
we have C(s¯q¯) = C(q¯s¯) − C((x¯ + y¯)s¯) = qs − (x + y)s by Proposition 2.3. On the other hand,
C(s¯q¯) = sq, hene (x + y)s = 0, a ontradition. In a similar way one shows that there is no
4-periodi null-homotopy for x¯3.
As a next step, we are going to dene the funtions f1 and f2. A k-basis of Hˆ
∗(G) is given by
C = {si, xsi, ysi, x2si, y2si, x2ysi | i ∈ Z}. Dene the k-linear map f1 on the basis C by
f1 : Hˆ
∗(G) → Hom∗kG(P, P )
xεyδsi 7→ x¯εy¯δ s¯i
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for all i, ε, δ ∈ Z for whih the expression on the left hand side lies in C. Let us dene the
set B = {1, x, y, x2, y2, x2y}. For all b, c ∈ B and i, j ∈ Z we have f1(bs
icsj) = f1(bc)s¯
i+j
and
f1(bs
i)f1(cs
i) = f1(b)f1(c)s¯
i+j
, sine s¯ ommutes with both x¯ and y¯. This implies that we an
dene f2 on B × B and then extend it to C× C via f2(bs
i, csj) = f2(b, c)s¯
i+j
. Now dene f2 on
B × B as follows:
f2(b, c)
c
1 x y x2
b
1 0 0 0 0
x 0 0 r¯ x¯r¯ + r¯y + w¯
y 0 p¯+ r¯ 0 p¯x¯+ x¯p¯+ x¯y¯
x2 0 x¯r¯ + r¯y¯ + w¯ 0 x¯r¯x¯+ r¯y¯x¯+ w¯x¯
y2 0 y¯p¯+ y¯r¯ + w¯ + p¯x¯+ x¯p¯+ x¯y¯ w¯ y¯2r¯ + y¯2p¯+ w¯x¯+ w¯y¯
x2y 0 x¯2p¯+ x¯r¯y¯ + r¯y¯2 + w¯y¯ + x¯2y¯ r¯y¯2 + x¯w¯ + y¯w¯ ∗
y2 x2y
b
1 0 0
x r¯y¯ + w¯ x¯r¯y¯ + r¯y¯2 + w¯y¯
y w¯ y¯r¯y¯ + p¯y¯2 + x¯w¯ + y¯w¯
x2 r¯y¯2 + x¯w¯ + y¯w¯ ∗
y2 w¯y¯ ∗
x2y ∗ ∗
Diret veriation shows that df2(b, c) = f1(bc) − f1(b)f1(c) for all b, c for whih f2 is dened.
Eah ∗ an be replaed by a suitable polynomial expression in x¯, y¯, p¯, r¯, w¯ suh that df2(b, c) =
f1(bc) − f1(b)f1(c) holds for all b, c; as will turn out, it does not matter whih hoie we make
here. Our f2 will then already be simplied in the sense of Proposition 2.4, whih is why some
apparently unneessary terms our (e.g., the x¯y¯ in f2(y, x
2)). Indeed, C ◦ f2 = 0, as one an
hek using Proposition 2.5.
As a nal step, we need to investigate the term
m(a, b, c) = C(f1(a)f2(b, c))
for all a, b, c ∈ C. Sine f2(b, c) is 8-periodi, we have m(as
2h, bsi, csj) = m(a, b, c)s2h+i+j
for all integers h, i, j and a, b, c ∈ C. Therefore it is enough to onsider all triples (a, b, c) ∈(
B ∪ Bs
)
× B × B.
Consider the ase a ∈ B. If a = 1, then C(f1(a)f2(b, c)) = C(f2(b, c)) = 0. If a ∈ {y
2, x2y}, then
f1(a)f2(b, c) is a sum of terms βp¯α, βr¯α, βw¯α and βx¯y¯α, where α and β are monomials in x¯ and
y¯, and the degree of β is at least 2 and β 6= x¯2. Hene C(f1(a)f2(b, c)) = 0 by Proposition 2.5.
Next, onsider a = x. By Proposition 2.5 we get C(x¯f2(b, c)) from f2(b, c) by the following rule:
Put an x¯ in front of all monomials in x¯ and y¯. Then remove all summands ontaining p¯, r¯ or w¯,
exept those beginning with p¯, x¯p¯ or y¯p¯, where we replae the p¯ by xy, and x¯p¯ and y¯p¯ by x2y.
Finally, replae all x¯ and y¯ by x and y, respetively. Using this proedure, we get the following
table for C(x¯f2(b, c)):
C(x¯f2(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 0 0 0 0
y 0 xy 0 xyx+ x2y + x2y 0 ∗
x2 0 0 0 ∗ ∗ ∗
y2 0 x2y + xyx+ x2y + x2y 0 ∗ ∗ ∗
x2y 0 ∗ ∗ ∗ ∗ ∗
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Here eah ∗ stands for some homogeneous polynomial in x, y of degree at least 4. Almost all
these expressions vanish, the only remaining terms are
m(x, y, x) = xy,
m(x, y, x2) = x2y.
For the ase a = y we use a similar method resulting from Proposition 2.5, and we end up
with m(y, b, c) = 0 for all b, c ∈ B. Finally, for a = x2 we nd that the only non-zero term is
m(x2, y, x) = x2y.
The ase a ∈ Bs is slightly more diult. Consider the map
h(b, c) = s¯f2(b, c)s¯
−1 − f2(b, c),
measuring how far away f2 is from 4-periodiity. From the equations
s¯p¯s¯−1 = p¯
s¯r¯s¯−1 = r¯ + x¯+ y¯
s¯w¯s¯−1 = w¯ + y¯2
we get the following table for h:
h(b, c)
c
1 x y
b
1 0 0 0
x 0 0 x¯+ y¯
y 0 x¯+ y¯ 0
x2 0 x¯(x¯+ y¯) + (x¯+ y¯)y¯ + y¯2 0
y2 0 y¯(x¯+ y¯) + y¯2 y¯2
x2y 0 x¯(x¯+ y¯)y¯ + (x¯+ y¯)y¯2 + y¯2y¯ (x¯+ y¯)y¯2 + x¯y¯2 + y¯y¯2
x2 y2 x2y
b
1 0 0 0
x x¯(x¯+ y¯) + (x¯+ y¯)y¯ + y¯2 (x¯+ y¯)y¯ + y¯2 x¯(x¯+ y¯)y¯ + (x¯+ y¯)y¯2 + y¯2y¯
y 0 y¯2 y¯(x¯+ y¯)y¯ + x¯y¯2 + y¯y¯2
x2 x¯(x¯+ y¯)x¯+ (x¯+ y¯)y¯x¯+ y¯2x¯ (x¯ + y¯)y¯2 + x¯y¯2 + y¯y¯2 ∗
y2 y¯2(x¯ + y¯) + y¯2x¯+ y¯2y¯ y¯2y¯ ∗
x2y ∗ ∗ ∗
where ∗ denotes ertain homogeneous polynomials in x¯ and y¯ of degree at least 4. Applying C
to this table and using relations in Hˆ∗(G), we get
C(h(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 x+ y x2 x2 + y2 x2y
y 0 x+ y 0 0 y2 0
x2 0 x2 0 0 0 0
y2 0 x2 + y2 y2 0 0 0
x2y 0 x2y 0 0 0 0
By denition of h we have h(b, c)s¯ = s¯f2(b, c)− f2(b, c)s¯, hene
C(h(b, c))s = C(s¯f2(b, c))− C(f2(b, c))︸ ︷︷ ︸
0
s = m(s, b, c).
Therefore, this table shows the values m(s, b, c) with b, c ∈ B. On the other hand, we know that
m is a Hohshild-oyle, in partiular for all a, b, c ∈ B
am(s, b, c) +m(as, b, c) +m(a, sb, c) +m(a, s, bc) +m(a, s, b)c = 0.
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Using m(a, s, b)c = m(a, 1, b)sc = 0, m(a, s, bc) = m(a, 1, bc)s = 0 and m(a, sb, c) = m(a, b, c)s,
we get
(2.7) m(as, b, c) = am(s, b, c) +m(a, b, c)s
We know the right hand side for all a, b, c ∈ B. Gathering all results, we get the following
theorem.
Theorem 2.8. The anonial element γG is represented by the Hohshild oyle m whih is
given by the formula
m(x, y, x) = xy,
m(x, y, x2) = x2y,
m(x2, y, x) = x2y,
m(a, b, c) = 0 for all other a, b, c ∈ B,
m(sa, b, c) = sm(a, b, c) + aC(h(b, c)) where C(h(b, c)) is given by the table above,
m(s2ia, sjb, slc) = s2i+j+lm(a, b, c).
The element γ ∈ HH3,−1Hˆ∗(G) represented by m is non-trivial.
Proof. It remains to prove the non-triviality of γ. Assume m = δg for some Hohshild (2,−1)-
ohain g. Then,
m(a, b, c) = (δg)(a, b, c) = a g(b, c) + g(ab, c) + g(a, bc) + g(a, b)c
for all a, b, c. In partiular,
0 = m(y, x, y) = yg(x, y) + g(yx, y) + g(y, xy) + g(y, x)y
0 = m(x, y, y) = xg(y, y) + g(xy, y) + g(x, y2) + g(x, y)y
0 = m(y, y, x) = yg(y, x) + g(y2, x) + g(y, yx) + g(y, y)x
0 = m(x, x, x) = xg(x, x) + g(x2, x) + g(x, x2) + g(x, x)x
xy = m(x, y, x) = xg(y, x) + g(xy, x) + g(x, yx) + g(x, y)x
Adding up these equations we get (using x2 + y2 = xy)
xy = x · (g(x, y) + g(y, x)).
This implies g(x, y) + g(y, x) = y. On the other hand, interhanging the roles of x and y we get
g(x, y) + g(y, x) = x, a ontradition. 
2.4. Computation for the generalized quaternion group. From now on, we assume that
t ≥ 4. Then there is an 8-periodi null-homotopy v¯ for x¯2 + x¯y¯, partially given by
. . . F 2oo
0
$$H
HH
HH
HH
HH
H F
2
“
at−1 c
b a
”
oo
“
at−3 0
0 0
”
$$H
HH
HH
HH
HH
F
(ac)
oo
0
$$H
HH
HH
HH
HH
H F
Noo
u
$$H
HH
HH
HH
HH
H F 2
(a b)
oo . . .oo
. . . Foo F
N
oo F 2
(a b)
oo F 2“
at−1 c
b a
”oo F
(ac)
oo . . .oo
satisfying s¯v¯ + v¯s¯ = x¯. Here we write u = ca2t−2 + ba2t−3 and need to prove
au = a2t−2b+ a2t−1, cu = a2t−2b+ a2t−1,
ua = a2t−2b+N, ub = a2t−2b.
For instane, to prove the rst formula, note that
au+ aca2t−2 = aba2t−3 = a2t−3ba = a2t−3ac = ca2t−2 = (a+ b+ ac)a2t−2.
The other formulae an be proved similarly.
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Again one veries that x2y 6= 0, so that we reover the well-known struture of Hˆ∗(G) to be
Hˆ∗(G) ∼= k[x, y, s±1]/(y3, x2 + xy).
Using the variable z = x+ y, we obtain the isomorphism
Hˆ∗(G) ∼= k[x, z, s±1]/(xz, x3 + z3).
In the following, we will frequently swith between these two desriptions.
Proposition 2.9. We have the following formulae.
C(p¯α) = 0 C(v¯α) = 0 C(w¯α) = 0
C(x¯p¯α) = x2C(α) C(γv¯α) = 0 C(γw¯α) = 0
C(y¯p¯α) = 0
C(x¯2p¯α) = x2yC(α)
C(y¯2p¯α) = 0
C(βp¯α) = 0
for any α, β, γ monomials in x¯, y¯ with |β| ≥ 3.
We omit the straightforward proof and turn to the denition of the maps f1 and f2. As before
let B = {1, x, y, x2, y2, x2y}; we dene f1 as
f1(s
ixayb) = s¯ix¯ay¯b
for all a, b, i ∈ Z for whih xayb lies in B. Now we dene f2 on B × B as follows:
f2(b, c)
c
1 x y x2
b
1 0 0 0 0
x 0 0 v¯ x¯v¯
y 0 p¯+ v¯ 0 p¯x¯+ x¯p¯+ x¯2
x2 0 x¯v¯ 0 x¯2v¯ + x¯v¯y¯ + v¯y¯2 + x¯w¯
y2 0 y¯p¯+ p¯y¯ + v¯y¯ w¯ y¯2v¯ + y¯2p¯+ w¯x¯
x2y 0 x¯2p¯+ x¯v¯y¯ + v¯y¯2 + x¯w¯ + x¯2y¯ v¯y¯2 + x¯w¯ x¯2p¯x¯+ x¯v¯y¯x¯+ v¯y¯2x¯+ x¯w¯x¯
y2 x2y
b
1 0 0
x v¯y¯ x¯v¯y¯ + v¯y¯2 + x¯w¯
y w¯ y¯v¯y¯ + p¯y¯2 + x¯w¯
x2 v¯y¯2 + x¯w¯ x¯2v¯y¯ + x¯v¯y¯2 + x¯2w¯
y2 w¯y¯ y¯2v¯y¯ + y¯2p¯y¯ + w¯x¯y¯
x2y x¯2w¯ x¯2y¯v¯y¯ + x¯2p¯y¯2 + x¯3w¯
Also put f2(s
ia, sjb) = f2(a, b)s¯
i+j
for all i, j ∈ Z and a, b ∈ B. This funtion is hosen in suh
a way that C(f2(a, b)) = 0 for all a, b ∈ B. One veries that
m(x, y, x) = x2,
m(x2, y, x) = x2y,
m(x, y, x2) = x2y
and m vanishes on all other triples (a, b, c) ∈ B×3. Let us dene m′ as follows:
m′(sia, sjb, skc) = si+j+km(a, b, c) for all a, b, c ∈ B,(2.10)
and dene h(a, b) = s¯f2(a, b)s¯
−1 − f2(a, b). Then C(h(b, c)) is given by the following table:
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C(h(b, c))
c
1 x y x2 y2 x2y
b
1 0 0 0 0 0 0
x 0 0 x x2 x2 x2y
y 0 x 0 0 y2 0
x2 0 x2 0 0 0 0
y2 0 x2 y2 0 0 0
x2y 0 x2y 0 0 0 0
So we get the following expliit desription of m:
Theorem 2.11. The anonial element γG is represented by the Hohshild oyle m whih is
given by the formula
m(x, y, x) = x2,
m(x2, y, x) = x2y,
m(x, y, x2) = x2y,
m(a, b, c) = 0 for all other a, b, c ∈ B,
m(sa, b, c) = sm(a, b, c) + saC(h(b, c)) where C(h(b, c)) is given by the table above,
m(s2ia, sjb, slc) = s2i+j+lm(a, b, c).
The element γ ∈ HH3,−1Hˆ∗(G) represented by m is non-trivial.
Proof. It remains to prove the non-triviality of γ. Suppose that m is a Hohshild oboundary;
then m = δg for some g : Λ⊗2 → Λ[−1]. Adding up the equations
x3 = m(x, z, x2) = xg(z, x2) + g(x, z)x2
0 = m(x2, x, z) = x2g(x, z) + g(x3, z) + g(x2, x)z
0 = m(z, x2, x) = zg(x2, x) + g(z, x3) + g(z, x2)x
0 = m(z, z2, z) = zg(z2, z) + g(z3, z) + g(z, z3) + g(z, z2)z
0 = zm(z, z, z) = z2g(z, z) + zg(z2, z) + zg(z, z2) + zg(z, z)z
and simplifying, we get the ontradition x3 = 0. 
3. Realizability of modules
3.1. Massey produts. There is a strong onnetion between the anonial lass γ and triple
Massey produts over Hˆ∗(G). This has already been noted in [2℄, Lemma 5.14, and we will
generalize this fat to Massey produts of matries (as introdued by May, [5℄). We start with
some notation. Let Λ be a graded k-algebra, and suppose that I is a graded set, that is, a set
together with a funtion | · | : I → Z. For every suh set, we dene I[n] to be the shifted graded
set given by the same set with new grading |i|[n] = |i| + n for all i ∈ I. We denote by Λ
I
the
shifted free Λ-module
ΛI =
⊕
i∈I
Λ[|i|].
Then ΛI [n] = ΛI[n]. If J is another graded set, we an onsider morphisms f : ΛJ → ΛI . Every
suh map an be represented by a (possibly innite) matrix (fi,j)i∈I,j∈J with |fi,j | = |i| − |j|.
Suh a matrix is olumn-nite, that is, for every j there are only nitely many non-zero fi,j 's.
Let us denote by ΛI,J the set of suh matries. Every suh yields a map f : ΛJ → ΛI .
A triple of matries (A,B,C) will be alled omposable if there are graded sets I, J,K, L with
A ∈ ΛI,J , B ∈ ΛJ,K , C ∈ ΛK,L. Every morphism m : Λ⊗3 → Λ[−1] an be extended to the
module of all omposable triples by putting
m(A,B,C) ∈ ΛI[−1],L : m(A,B,C)i[−1],l =
∑
j∈J
∑
k∈K
m(aij , bjk, ckl).
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From now on we assume Λ = H∗A ∼= Hˆ∗(G), where A is the endomorphism-dgA of some
projetive resolution of the trivial kG-module k. Also let m : Λ⊗3 → Λ[−1] be some Hohshild
oyle representing the anonial element γ ∈ HH3,−1Hˆ∗(G). Reall that (see e.g. [5℄) for
every omposable triple of matries (A,B,C) with AB = 0 and BC = 0 the triple matri
Massey produt 〈A,B,C〉 is dened and a oset of A ·ΛJ[−1],L +ΛI[−1],K ·C. Notie that there
is no obstrution to generalizing May's denition to innite matries.
Proposition 3.1. For every omposable triple (A,B,C) with AB = 0 and BC = 0 we have that
m(A,B,C) ∈ 〈A,B,C〉.
Proof. We have
m(A,B,C) = f1(A)f2(B,C) + f2(AB,C) + f2(A,BC) + f2(A,B)f1(A)
= f1(A)f2(B,C) + f2(A,B)f1(C),
and the last term represents one element of the Massey produt. 
A triple (A,B,C) will be alled exat if it is omposable and the sequene
ΛI
A
←− ΛJ
B
←− ΛK
C
←− ΛL
is exat.
Proposition 3.2. Let A ∈ ΛI,J be any matrix, and dene M = cokerA. Then the following
are equivalent:
(i) The module M is a diret summand of a realizable module.
(ii) For every omposable triple (A,B,C) with AB = 0 and BC = 0, we have that 0 ∈
〈A,B,C〉.
(iii) For some exat triple (A,B,C) we have 0 ∈ 〈A,B,C〉.
Proof. For (i) ⇒ (ii), let M be a diret summand of H∗N , where N is some dg-A-module.
Then there are maps M
i
−→ H∗N
r
−→M with ri = idM . Let π : Λ
I →M be the projetion map,
and put W = iπ. Then WA = 0, so that 〈W,A,B〉 is dened, and the juggling formula (see
Corollary 3.2.(iii) of [5℄) yields W 〈A,B,C〉 = 〈W,A,B〉C as osets of WΛI[−1],KC. Let E :
ΛK → H∗N [−1] be some element in 〈W,A,B〉. Sine ΛK is free, we know that the omposition
r ◦ E lifts as ΛK
S
−→ ΛI[−1]
π
−→M [−1] for some matrix S. But then
πSC = rEC ∈ r 〈W,A,B〉C = rW 〈A,B,C〉 = π 〈A,B,C〉 .
This means that there is some matrix T suh that AT + SC ∈ 〈A,B,C〉, whih implies 0 ∈
〈A,B,C〉 .
The impliation (ii)⇒ (iii) is obvious. For (iii)⇒ (i), note that
M ← ΛI
A
←− ΛJ
B
←− ΛK
C
←− ΛL
is the beginning of a (shifted) free resolution of M . We have m(A,B,C) ∈ ΛI[−1],L, and a
representative of γ ∪ idM ∈ Êxt
3,−1
Λ (M,M) is given by the omposition
g : ΛL
m(A,B,C)
−−−−−−→ ΛI[−1] → (cokerA)[−1] = M [−1].
By assumption and Proposition 3.1 m(A,B,C) = AX+Y C for some matries X and Y , so that
this omposition equals
ΛL
C
−→ ΛK
Y
−→ ΛI[−1] →M [−1],
whih in turn says that g is the oboundary of ΛK
Y
−→ ΛI[−1] →M [−1]; hene γ ∪ idM = 0. By
Theorem 1.1 of [2℄, M is a diret summand of some realizable module. 
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3.2. The group of quaternions. Let G = Q8. We shall make use of one of the impliations of
Proposition 3.2 to prove the existene of a Hˆ∗G-module whih detets the non-triviality of γG:
Theorem 3.3. The okernel of the map
Λ[−1]⊕ Λ[−1]
0
@y x+ y
x y
1
A
−−−−−−−−−→ Λ⊕ Λ
is not a diret summand of a realizable Hˆ∗G-module.
Proof. Let A =
(
y x+y
x y
)
; then A2 = 0 and therefore the Massey produt 〈A,A,A〉 is dened.
We laim that it does not ontain 0. An expliit alulation using the desription of m given in
Theorem 2.8 yields
m(A,A,A) =
(
x2 0
x2 x2
)
.
Let us denote the latter matrix by B, then by Proposition 3.2 we need to prove that B is not of
the form B = AQ + RA for some 2 × 2-matries Q and R. To do so, dene D =
( x y
x+y x
)
; then
AD = DA = 0. If we denote by tr the trae of a matrix, then we have
tr(BD) = tr(AQD) + tr(RAD) = tr(QDA) + tr(RAD) = 0
(note that these omputations take plae in a ommutative ring). But
tr(BD) = tr
(
0 ∗
∗ x2y
)
= x2y 6= 0,
a ontradition. 
Remark 3.4. The triple (A,A,A) is atually exat, but we do not need this.
In order to onstrut a module whih is not a diret summand of a realizable one, it is often
enough to onsider 'ordinary' Massey produts, i.e., the ase of 1 × 1-matries; this is true for
example in the ases G = Z/2Z× Z/2Z ([2℄, Example 7.7) and G = Z/3Z (harateristi 3, [2℄,
Example 7.6). In our present ase, it is not that easy:
Proposition 3.5. Let k = F2 be the eld with 2 elements. For all a, b, c ∈ Hˆ
∗(Q8) satisfying
ab = 0 and bc = 0 we have 0 ∈ 〈a, b, c〉.
Proof. By [2℄, Lemma 5.14, the lass m(a, b, c) is ontained in the Massey produt 〈a, b, c〉.
Therefore, it is enough to show that m(a, b, c) is an element of the indeterminay
a · Hˆ |b|+|c|−1(G) + Hˆ |a|+|b|−1(G) · c
for all a, b, c. By onstrution of m it is enough to do so for those triples (a, b, c) and (sa, b, c)
with a, b, c ∈
{
1, x, y, x+ y, x2, y2, x2 + y2, x2y
}
whih satisfy ab = 0 and bc = 0.
If |a|, |b| ≤ 1, then ab = 0 implies a = 0 or b = 0 (here we use that k = F2). If |b| ≥ 2, then
m(a, b, c) = 0 unless b ∈ {y2, y2 + x2} and a, c ∈ {x, x + y}, in whih ase m(a, b, c) = x2y is
divisible by a. So we an assume that |b| = 1 and therefore |a| ≥ 2 and |c| ≥ 2, whih implies
m(a, b, c) = 0 by Theorem 2.8.
For m(sa, b, c) we have by (2.7)
m(sa, b, c) = am(s, b, c) +m(a, b, c)s.
We have already seen that the seond summand lies in the indeterminay; the rst summand is
ontained in
a · Hˆ |s|+|b|+|c|−1(G) = sa · Hˆ |b|+|c|−1(G)
and therefore in the indeterminay. 
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Remark 3.6. Note that the Proposition is not true for arbitrary elds of harateristi 2: If the
eld k ontains an element α ∈ k satisfying α2 + α+ 1 = 0, then the Massey produt〈
αx+ y, α2x+ y, αx+ y
〉
is dened and does not ontain 0.
3.3. Generalized quaternions. The piture hanges as soon as we onsider generalized quater-
nion groups G = Q4t with t ≥ 4. It turns out that there is no module deteting the non-triviality
of the anonial element γG.
Let m be as in Theorem 2.11, and write m = m′ +m′′, where m′ is dened in (2.10). Notie
that m′ is a Hohshild oyle, beause it is dened to be s-periodi, so it is enough to hek
the oyle ondition on elements in B. But on these elements, m′ agrees with m. Hene m′ is
a oyle, and so is m′′. Let γ′ and γ′′ be the orresponding elements in HH3,−1Hˆ∗(G). In the
next two propositions we will show that, for every module M , γ′ ∪ idM = 0 and γ
′′ ∪ idM = 0
in Ext3,−1(M,M), respetively. It will then follow that M is a diret summand of a realizable
module.
Proposition 3.7. For every Λ-module M we have γ′ ∪ idM = 0.
Proof. Notie that every matrix A ∈ ΛI,J an be uniquely written as a sum
A = A1 +Axx+Ayy +Ax2x
2 +Ay2y
2 +Ax2yx
2y,
where the six matries on the right hand side lie in k[s±1]I,J[?]. The rst step in our proof will
be to nd a suitable free resolution
M ← ΛI
A
←− ΛJ
B
←− ΛK
C
←− ΛL
of M . We begin with the denition of A. Let I be a minimal set of generators of the right
Λ-module M , that is, I generates M but any proper subset of I does not generate M (in ase
that M is not nitely generated one has to use Zorn's lemma to prove the existene of I). The
inlusion I ⊆ M indues a surjetion ΛI → M . Let J be a minimal set of generators for the
kernel of that map; then we obtain an exat sequene ΛJ
A
−→ ΛI → M . Taking K to be a
minimal set of generators for the kernel of A, we get a map ΛK
B
−→ ΛJ onto that kernel, and
nally we let L be a minimal set of generators for the kernel of B to obtain an exat sequene
M ← ΛI
A
←− ΛJ
B
←− ΛK
C
←− ΛL.(3.8)
We laim that A1 = 0. Assume the ontrary and let i ∈ I, j ∈ J be suh that (A1)i,j 6= 0. Then
I − {i} generates M whih ontradits the hoie of I. Similarly one shows that B1 = 0 and
C1 = 0, and therefore ByCy = (BC)y2 = 0.
Now dene W = AxByx+Ax2Byx
2
and V = ByCy2y
2
. Then
AV = AxByCy2x
3,
WC = AxByCxx
2 +AxByCy︸ ︷︷ ︸
0
x2 +AxByCx2x
3 +AxByCy2x
3
+Ax2ByCxx
3 +Ax2 ByCy︸ ︷︷ ︸
0
x3.
Therefore, m′(A,B,C) = AV +WC, and by Proposition 3.2 we get γ′ ∪ idM = 0. 
Proposition 3.9. For every Λ-module M we have γ′′ ∪ idM = 0.
Proof. We start with a slight modiation of the representativem′′. Put B = {1, x, z, x2, z2, x3},
and let us dene the funtion g as follows: For all integers i, put
g(s−1x2, six) = si−1z2,
g(s−1x2, siz) = si−1x2,
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and g(a, b) = 0 on all other elements a, b in {sic | c ∈ B}. Then m˜ = m′′ + ∂g denes a new
representative for the element γ′′. For all a, b, c ∈ B and i, j ≥ 1 we have
m˜(a, sib, sjc) = m′′(a, sib, sjc) + ag(sib, sjc) + g(siab, sjc) + g(a, si+jbc) + g(a, sib)sjc,
and by denition of m′′ and g eah summand on the right hand side vanishes. We also have that
m˜(s−1a, sib, sjc) = m′′(s−1a, sib, sjc) + s−1a g(sib, sjc)︸ ︷︷ ︸
0
+ g(si−1ab, sjc)︸ ︷︷ ︸
0
+ g(s−1a, si+jbc) + g(s−1a, sib)sjc.
We laim that this is zero if |a| ≥ 2, |b| ≥ 1 and |c| ≥ 1. In that ase, we have |bc| ≥ 2 and
therefore g(s−1a, si+jbc) = 0, so that it remains to show m′′(s−1a, sib, sjc) = g(s−1a, sib)sjc, or
equivalently
m′′(s−1a, b, c) = g(s−1a, b)c.
To see this, we onsider the several ases for a separately. If a = x3, then
m′′(s−1a, b, c) = s−1x3C(h(b, c)),
where h is as in Theorem 2.11. But |h(b, c)| ≥ 1, so the last expression vanishes, as does
g(s−1a, b)c. For a = z2 we get
m′′(s−1a, b, c) = s−1z2C(h(b, c)),
but |h(b, c)| ≥ 2 or C(h(b, c)) is divisible by x, and therefore again the right hand side vanishes.
The last ase is a = x2 where we need to show
s−1x2C(h(b, c)) = g(s−1x2, b)c.
Both sides vanish for degree reasons unless |b| = |c| = 1, and in that ase both sides will equal
s−1x3 if b 6= c, and 0 otherwise.
The rest is easy. We start with a free resolution of M as in the proof of Proposition 3.7. We an
(and do) assume that the degree |i| of every element i ∈ I lies in {0, 1, 2, 3}. Also, we assume that
the degree of every element of J lies in {−1, 0, 1, 2}, the degree of every element of K belongs
to {−8,−7,−6,−5}, and the degree of every element of L is in {−15,−14,−13,−12}. Then we
know that every non-zero entry of B and C is a linear ombination of terms of the form sib with
i ≥ 1 and b ∈ B, |b| ≥ 1. Furthermore, every non-zero entry of A is a linear ombination of
elements in B ∪ {s−1x2, s−1z2, s−1x3}. By what we have shown above, m˜(A,B,C) = 0, and we
are done. 
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