Abstract. In this paper, we re-examine the RSSI measurement model for location estimation and provide the first detailed formulation of the probability distribution of the position of a sensor node. We also show how to use this probabilistic model to efficiently compute a good estimation of the position of the sensor node by sampling multiple readings from the beacons (where we do not merely use the mean of the samples) and then minimizing a function with an acceptable computational effort. The results of the simulation of our method in TOSSIM indicate that the location of the sensor node can be computed in a small amount of time and that the quality of the solution is competitive with previous approaches.
Introduction
Estimating the location of a roaming sensor is a fundamental task for most sensor networks applications. For example, if a sensor network has been deployed to provide protection against fire (in this case, sensor nodes report a sudden increase in temperature), we want to know the location of the sensor that triggers an alert so that action can be taken accordingly. Additionally, some routing protocols for sensor networks, such as geographical routing [15, 44] , make routing decisions based on the knowledge of the locations of the sensor nodes. Common location estimation protocols that are widely adopted in practice assume that there are some fixed nodes (base stations) that know their location which are called beacons. These nodes send a signal to the sensor nodes that want to determine their location. According to the intensity (or for example the angle) of this signal, the sensor node can have an estimate of the distance between them and the beacons.
After performing a certain number of such measurements for different beacons, the sensor node has to combine all this information (for RSSI (Received Signal Strength Indicator), this information is the power of each individual signal and the coordinates of the corresponding transmitter) in order to estimate its location. However one could ask the following question: Why cannot we use a Geographic Positioning System (GPS) to efficiently achieve the task of localization? The answer is that a GPS requires a strong computing platform which is not available in sensor networks. Sensor nodes are typically very low-computing sensor node. However, they do not describe how their algorithms can be implemented on a sensor node to estimate its own location. Moreover, their method does not take into account the basic parameters of the RSSI model (standard deviation and path loss exponent) and thus gives incorrect results.
In this paper, we formulate the correct probability distribution of the position of a sensor node based on one reading produced with the RSSI model. Due to the errors implicit in the RSSI model, it is unrealistic to try to compute a good estimation of the location of the sensor node based only on a single measurement (or even few measurements) from each beacon. Such an approach would be so inaccurate to make the estimate practically worthless. Notwithstanding this difficulty, we show that a reliable estimation of the location can be achieved by processing a reasonably small number of readings of the signals.
Especially for indoor positioning systems, this is an assumption that has been extensively used. For example, in [13, 14] , the position estimation is based on a
where N is the number of beacons and t i (i = 1, . . . , N) is the mean value of the received signal strength over a certain time window. Also, in [3, 9, 20, 42] , experiments with various sample sizes are presented where the samples are used to compute certain features of the signal strength such as the standard deviation and the path loss exponent. Finally, [12] presents simulations that use various number of samples, where more than 50 samples to filter out the errors in the probability distribution are used.
We show that using only the mean of the measurements is not a correct procedure, due to the lognormal distribution of the distance from the beacon (see Theorem 3). Instead of using directly the mean value, we use another value that is adequate according to the specific underlying probability distribution of the distance. The number of samples that are used vary from 20 to 60 and obviously the accuracy of the computed location grows with the number of samples. Finally, once the sampling has been performed, we show how to seek the minimum of a function that approximates the actual location with small computational effort.
Our Contributions
The main contributions of this paper are as follows:
1. We evaluate the probability that a sensor node lies within a certain region, given that the power received from the beacons is modeled with RSSI. To the best of our knowledge, this is the first detailed formulation of the probability distribution of the position of a sensor node. We show that unlike the normal distribution of the received power, the probability distribution of the actual position is lognormal. Thus, we give evidence to the role of the parameters σ and n in the probability distribution of the actual distance, where σ is the standard deviation of the normal variable that models the power received by the sensor and n is a parameter, called path loss exponent, that depends on the transmission medium. In previous approaches [17] , the probability distributions used did not exhibit dependency on these two variables. 2. We present a method for estimating the location of a node from multiple sample power readings from the beacons. Our method computes the expected value of the received power and combines it with the mean and the standard deviation of the sample readings using a steepest descent approach [37] . We show that our method is simple and efficient and provides a good estimation of the position. Note that using multiple sample readings is necessary for a reliable location estimation since the probability distribution of the location for a single sample implies that the domain within which the sensor lies with high probability has large area. 3. We describe an implementation of our location estimation algorithm that is suitable for execution on standard sensor hardware and we analyze the results of an extensive simulation of the execution of the algorithm in TOSSIM [10, 18] . Our simulation shows that our method has accuracy that is comparable to or better than that of previous methods.
Organization of the Paper
The rest of this paper is organized as follows. In Section 2, we overview the RSSI model, give formulas for the probability distribution of the position of a sensor node due to power measurements, and show how to estimate the actual distance given a set of sample power readings. We develop an efficient algorithm for location estimation and analyze its running time in Section 3. Finally, in Section 4, we report the results of the simulation and present a comparison (in terms of localization error) of our method with previous approaches. Concluding remarks are in Section 5.
Theoretical Framework
This section provides a formal probabilistic framework for estimation of the position of a sensor node from power measurements.
RSSI Model
Suppose we are given a region of the plane with k beacon nodes b 1 , b 2 , . . . , b k (nodes of known location). The coordinates of the beacons are (x i , y i ) for i = 1, . . . , k. The beacons transmit information about their location with a signal of normalized intensity to a sensor node s that does not know its location. Based on the locations of the beacons and the estimated distances from the beacons (computed from the received signals), the sensor is to compute its actual location. Among the several models proposed for estimating the distance between a beacon and a sensor node, the most realistic and commonly used one is the received signal strength indicator model (RSSI) [31] . In this model, the beacon broadcasts signal to all sensors and the sensors can estimate the distance between them and the beacons on the basis of the strength of the signals they receive.
Let b i be a beacon located at (x i , y i ) and s a sensor node located at (x, y). We define the relative error i pertaining to b i as follows. Suppose that s reads a distancer i , while the actual distance is r i . The relative error is
The commonly accepted transmission model [31] expresses the received power p i (in dBm) as
where p 0 is the received power in dBm at a reference distance r 0 and n is the path loss exponent which is a constant depending on the transmission medium (indoors, outdoors) and ranges typically from 2 to 4. In some environments, such as buildings, stadiums and other indoor environments, the path loss exponent can reach values in the range of 4 to 6. On the other hand, a waveguide type of propagation may occur in tunnels, where the path loss exponent drops below 2. We recall that if the received power in mW at a point k is P k , and P k is the received power at some reference point k (again in mW), then the received power p k in dBm at point k is defined as
The measured power, however, differs from that given in Equation (2); due to channel fading (variation of the received signal power caused by changes in transmission medium or path), the measured power isp i = p i +x. The random variable x represents the medium-scale channel fading and is typically modelled as Gaussian zero-mean with variance σ 2 (in dBm). Typically, σ is as low as 4 and as high as 12 (this implies that the error may be large). Insertingp i andr i into (2), we getp
where now the measured powerp i in dBm relates to the measured distancer i by the sensor. By combining the above equations, we get that the relation between the measured distance and the actual distance iŝ
which gives
Probability Distributions
In this section, we present the probability distribution of the position of the sensor node based on measurements of one or more beacons. We denote e x with exp(x). Theorem 1. Let b i be a beacon node located at (x i , y i ) sending information to a sensor node under the RSSI model with standard deviation σ and path loss exponent n. Letr i be the measured distance from beacon node b i at the sensor node. We have that the probability density function of the actual position (x, y) of the sensor node is given by
To simplify the notation, we denote the probability distribution due to beacon 
where Φ bi (x, y) is the probability distribution due to beacon b i , as defined in Theorem 1.
As we will see later, if we use only one measurement, we may end up with a density function having more than one maximum. Moreover, the computation of this maximum on a sensor node is a difficult task since there is no simple analytical expression for the maximum of the probability distribution. Also, there is no suitable analytical expression for the integrals needed to compute the probability for a certain region. Due to space limitations, the proofs of the two theorems can be found in the full version of the paper.
Samples of Measurements
In the previous sections, we have examined the probability distribution of the sensor's position based on a single measurement. This setting, however, can give rise to unacceptable errors for the values of σ (σ = 4, 6, 8) reported in the literature [31] . A consequence of this situation is that we may be unable to define a disk containing the sensor's location with an acceptable degree γ of confidence (say, γ > 0.9). Additionally, if our practice is based on only one reading, there is no way for the sensor to estimate the standard deviation σ (this is actually the standard deviation of the Gaussian random variable x introduced in Section 2.1) of each beacon. This parameter σ-conveniently assumed to be known in Section 2.1-must be estimated in practice as it is needed in the computations (see below).
To overcome these difficulties, we show in this section how we can obtain a good estimate of the location of the sensor node based on small number of readings. Especially for indoor positioning systems, this is an assumption that has been extensively used. For example, in [13, 14] , the position estimation is based on a location fingerprint t = [t 1 t 2 . . . t N ] , where N is the number of beacons and t i (i = 1, . . . , N) is the mean value of the received signal strength from the i-th beacon over a certain time window. Note that t i denotes the measured power p i that appears in Equation 4. Hence, the "measured power" location fingerprint t can be transformed to a location fingerprint r of "measured radii" by using Equation 4 , since the reference values p 0 and d 0 are known. The number of samples that are used vary from 20 to 60 and obviously this number affects the accuracy of the computed location. Also, in [3, 9, 20, 42] , experiments with various sample sizes are presented where the samples are used to compute certain features of the signal strength such as the standard deviation and the path loss exponent.
Suppose Note that the above theorem indicates that the quality of estimation of the actual distance is heavily dependent on the estimation of the distribution of the measured radii.
Location Estimation
In this section, we develop an algorithm for location estimation based on several samples. This algorithm does not involve any complex calculations (such as square roots) which is very important to consider when we develop algorithms to be executed on sensor nodes, due to the sensor's modest computing power.
Algorithm
As we saw in the previous section, after completing the sampling procedure, we derive estimates for r , given by Theorem 3. Our aim is to formulate a function whose minimum will yield a good approximation of the sensor's location. This function should be convex and also its derivatives should not include roots. Suppose now we have three beacons located at (x 1 , y 1 ), (x 2 , y 2 ), (x 3 , y 3 ). Let f (x, y) be the function
Note that if all 3 circles intersect at the same point (x 0 , y 0 ), this function has minimum 0 at (x 0 , y 0 ). Unfortunately, minimizing that function is not an easy task, if we are restricted on the available primitives. Hence we are going to use methods that are based on the gradient of the function. The good feature about such methods is that we can get to a point very close to the minimum in a small number of computationally simple iterations. Indeed, let
and
be the partial derivatives of f . Note that the above expressions are computable on a sensor node. The function z = f (x, y) describes a convex solid surface with obvious definitions of "interior" and "exterior". Initially, we make a guess for our point (this is required by all steepest descent methods [37] ). Suppose, for uniformity, we choose as our initial point (x 0 , y 0 ) the centroid of the beacon triangle. We compute the vector v which is orthogonal to the tangent plane T and pointing toward the exterior. Hence v = α(x 0 , y 0 ) β(x 0 , y 0 ) −1 T . Let now P be the vertical plane containing v applied to (x 0 , y 0 , f(x 0 , y 0 )). Since P is a vertical plane, any normal vector w of P will have a zero z-component. Additionally, w is orthogonal to v and therefore may be chosen as
We seek the vector q pointing towards the minimum of the function. Such vector belongs to P and is orthogonal to v (q is orthogonal both to v and w), i.e.,
Now we compute the intersection point (x 0 , y 0 ) of the line (with the surface z = 0) passing by (x 0 , y 0 , f(x 0 , y 0 )) which is collinear with the direction q and the xy-plane. The parametric equation of this line is (x, y, z) = (x 0 + tq x , y 0 + tq y , f(x 0 , y 0 ) + tq z ) for all t ∈ R. The new point (x 0 , y 0 ) is then given by
The described process gives a new point (x 0 , y 0 ). This point is expectedly closer to the point that corresponds to the minimum of f as we follow the direction of the gradient as long as the products α(x 0 , y 0 )α(x 0 , y 0 ) > 0 and β(x 0 , y 0 ) β(x 0 , y 0 ) > 0. When this condition no longer holds, we have "overshot"; to remedy, we backtrack to the previous point referred here as (x, y) and apply a typical steepest descent method with very small rate λ. We therefore compute our new point (x , y ) by setting
We continue this process until the gradients α(x, y), β(x, y) change sign. At that point we stop and we report the final point as our estimation. Here we should emphasize the fact that it is important to take samples of adequate size. Taking samples implies a better behavior for f , meaning that there would be only one minimum and therefore the algorithm will quickly converge to the minimum. As far as the value of the variable λ is concerned, this variable is chosen to be small enough and inversely proportional to the size of the grid since these features of λ force the second repeat loop of the algorithm to converge quickly. This has been observed in the experiments. For the experiments, the value of λ is equal to 1000 −m/100 .
Complexity and Limitations
The most expensive part of the presented algorithm is the sampling procedure and the computation of the estimatesr i 2 ands i 2 . These steps take time O(k), where k is the number of samples. There is an obvious trade-off between accuracy and power consumption. Also, the computation executed on the sensor nodes depends on the time the gradient methods take to converge, which is generally small for a well-behaved function. For the other parts of the algorithm there are closed formulas, so we can assume that they take time O (1) . We can also see that the exact number of multiplications needed by the presented program is (7k + 8) + 10n 1 + 4n 2 , where is k is the size of the sample, n 1 is the number of iterations of the first repeat loop and n 2 is the number of iterations of the second repeat loop.
The size of the code of the program (ROM) written in NesC [10] is 47K whereas the amount of memory (RAM) needed to execute this program in TOSSIM [18] (see Section 4) is 637K. As far as the complexity of the closed formulas computation is concerned it is realistic to assume that the involved in closed-formula calculation can be executed on a sensor node (essentially floating point operations). For example, there are micro-controllers, such as the ATMMega128L [2] and MSP430 [39] , which have very rich instruction sets. Finally, a hardware multiplier allows floating-point arithmetic to be carried out [21] .
Simulation
In this section, we present and analyze extensive simulation results of our method. We have run our experiments with TOSSIM [10, 18] , a widely used simulator of the TinyOS operating system for sensor networks.
We executed our simulations in a square of area m × m cells, where m = 50, 100, 200. The three beacons are placed in positions that form a well conditioned triangle (well-conditioning is synonymous with the fact that the function f (x, y) has a single global minimum). Namely, the first beacon is placed at (0, 0), the second beacon is placed at (m, 0) and the third beacon is placed at (m/2, 3m/4). The standard deviations of the three beacons σ 1 , σ 2 , σ 3 are set to 4 and the path loss exponent n is set to 2. We also recall that we set the variable λ that appears in Equation 10 equal to 1000 − m 100 , where m is the dimension of the grid. Finally the measured distance is computed using Equation 5 .
We measure the execution time of the algorithm implemented in NesC [10] (that runs in TinyOS) and the average number of iterations of the repeat loops over 1000 runs. We also determine the mean of the distance d between the actual point and the computed point. We use the ratio d m to evaluate the quality of the solution computed by the algorithm. Note that this metric was proposed in [41] .
The results obtained for different numbers of samples and different sizes of grids are shown in Table 1 , where m is the dimension of the square region, k is the number of samples, the time is counted in milliseconds (we count the exact time that the simulated processor in TOSSIM takes to execute this program), n 1 is the number of iterations of the first repeat loop, n 2 is the number of iterations of the second repeat loop and d is the mean of the distance between the actual point and the computed point.
The simulation results with TOSSIM show that the sensor node can execute the algorithm in a small amount of time. This time is proportional to the number of samples we use each time, which indicates that the sampling procedure dominates the execution time on the sensor node. Only up to six iterations (n 1 + n 2 ) are enough to compute an estimation of the actual point and the quality of the estimation is dependent on the number of the samples. Additionally, note that for various grid sizes, the algorithm has a uniform behavior since the ratio We show in Figure 1 the probability distribution of the distance of the computed point from the actual point derived for 1000 runs and for m = 50. In particular, we show the plot of the distribution of the error of the estimation (which we define as the distance of the computed point from the actual point) for sample size k = 50. The mean of the error for these measurements is about 3 for k = 50. Also, we observe that the distribution of the error appears to follow a lognormal distribution.
Finally, Table 2 compares location estimation algorithms. We present the average localization error d, the area A of the field where the experiments are executed and the ratio
. We use as a comparison measure the quantity
, which for our algorithm is bounded by 0.1 (this is what we get for the smallest number of samples k = 20). However, for a number of samples k = 300 (though not so practical) we can get even smaller values (for example for k = 300 and for an area 1000 × 1000 we get Table 2 , we see that our method gives always better or as good results as the results obtained by the existing methods (except for [38] where, however, the time needed for localization ranges from 10 milliseconds to 2 minutessomething that is also observed in [22] -where the precision is even better). Also, if we slightly increase the number of the samples we use, we get very good results and the ratio drops substantially (for example for k = 60 we get a ratio = 0.06). Note that previous methods use more than three beacon nodes (see for example [28] where O(m) beacons are placed in the area of localization for an m × m grid).
Conclusions
In this paper, we have analyzed the RSSI model for location estimation in sensor networks. Given a normal distribution for the error in dBm, we compute the correct probability distribution of the sensor's location and then we adopt this probability distribution in a theoretical analysis of sampling the measurements for location estimation. We finally give a simple algorithm that can be executed on sensor nodes; its complexity, for a constant number of beacons, is proportional to the size of the sample.
Location estimation in sensor networks presents several trade-offs. If higher accuracy is desired, one has to deploy more beacons or use more samples. Using a large number of beacons and samples causes significant energy consumption. The energy-optimal case occurs when only three beacons are deployed and an estimation of the actual point is based on the probability distribution computed by taking into consideration only one measurement. This solution, however, gives unacceptable errors. Additionally, performing computations with the exact probability distribution is unrealistic, since it involves complex formulas. Hence, were we to depend on few measurements, off-line computed data must be stored as tables within the sensor, which immediately creates a storage problem. However, one can use more samples, thus increasing energy consumption.
