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Consider observing an undirected network that is ‘noisy’ in the sense that
there are Type I and Type II errors in the observation of edges. Such errors
can arise, for example, in the context of inferring gene regulatory networks in
genomics or functional connectivity networks in neuroscience. Given a single
observed network then, to what extent are summary statistics for that network
representative of their analogues for the true underlying network? Can we in-
fer such statistics more accurately by taking into account the noise in the
observed network edges? In this paper, we answer both of these questions.
In particular, we develop a spectral-based methodology using the adjacency
matrix to ‘denoise’ the observed network data and produce more accurate
inference of the summary statistics of the true network. We characterize per-
formance of our methodology through bounds on appropriate notions of risk
in the L2 sense, and conclude by illustrating the practical impact of this work
on synthetic and real-world data.
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1. Introduction. Driven by applications in the natural, physical and informa-
tion sciences, statistical models, methods and theory for analyzing network data
have received increasing attention in the past decade (Alon 2006; Jackson 2008;
Newman 2010; Goldenberg et al. 2009; Kolaczyk 2009). Arguably, one of the most
common paradigms in network analysis consists of the following steps: (i) collect-
ing measurements on a complex system of interest, (ii) constructing a network
representation using these measurements, and (iii) characterizing the structure of
the network through various network summary statistics. Importantly, errors in the
original measurements induce structured errors in the network, and hence uncer-
tainty associated with summaries of the network. In this paper, we explore the
effects of error propagation from raw measurements to network representation, to
summary statistics. We develop a nonparametric strategy to control inferential er-
rors for a number of summary statistics, we characterize the way in which error
levels and the underlying network structure impact the performance of the pro-
posed strategy, and we illustrate how our theory can inform applications to gene
regulatory networks and protein-protein interaction networks.
In a number of applications, the step of network construction is frequently ap-
proached as an inferential task, in which with the goal is making inference on the
edges (and possibly the edge weights) in a true, underlying network.1 Importantly,
in the process of inferring such a network, errors of both Type I, i.e., declaring an
edge where none exists, and Type II, i.e., omitting an edge when it exists, can be
expected to happen. Applications where network data are expected to contain er-
rors due to errors in the raw measurements include the analysis of gene regulatory
networks using microarray data (e.g., Emmert-Streib et al. (2012); Lee and Tzou
(2009); Pham et al. (2011); Finegold and Drton (2011)), protein-protein interac-
tion networks using mass spectrometry or tandem affinity purification data (e.g.,
Airoldi et al. (2006); Jiang et al. (2008); Telesca et al. (2012)), and various related
1See Kolaczyk (2009, Ch 7.3) for an overview of the statistical approaches to this problem.
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“-omics” networks constructed from multiple simultaneous measurements in sys-
tems biology (e.g., Katenka and Kolaczyk (2012)), as well as functional connec-
tivity networks using fMRI data (e.g., Smith et al. (2011); Priebe et al. (2012)).
After constructing the network, scientists are typically most interested in char-
acterizing it, quantitatively. Numerical summaries of all sorts are used to this end,
which range from vertex degrees to more general notions of vertex ‘importance’,
often called centrality measures, to more global measures of network coherence,
such as the density of edges or the extent to which ‘flows’ can move throughout the
network, often summarized through the so-called conductance. See, for example,
(Kolaczyk 2009, Ch 4), for an overview.
However, such network summaries are almost always presented without any
quantification, nor acknowledgement, of the uncertainty they inherit from the in-
ferential procedure in the network construction step. The most likely reason for
this omission would appear to be the lack of tools and techniques for understand-
ing the propagation of error, from measurements to network summary statistics.
To the best of our knowledge, the inferential issues we have raised have not even
received a formal treatment to date.
The primary contribution of this paper is to study a general formulation of this
problem and, within this context, to characterize the performance of certain estima-
tors of network summaries in terms of bounds on their statistical risk. Here we are
concerned with undirected, {0, 1}-valued, networks represented by means of the
corresponding adjacency matrix, W . We assume that we are given a single noisy
instance
Wobs = Wtrue +Wnoise
of some true network Wtrue. For a given a statistic g(W ) on the network, our goal
is to construct an estimator ĝ of g(Wtrue) such that
E
[
(ĝ − g (Wtrue))2
]≪ E [ (g (Wobs)− g (Wtrue))2 ] .
The approach we develop to find ĝ is rooted in the literature on a related problem
in signal processing – that of nonparametric function estimation, or ‘denoising’.
There, given a single instance of
fobs = ftrue + fnoise,
the goal is to construct an estimator f̂ so that
E||f̂ − ftrue||22 ≪ E||fobs − ftrue||22 ,
where || · ||2 refers to the L2 norm measuring the mean-square error. A classical
approach to this problem is to assume that the true signal ftrue is compressible in
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some set of basis functions, e.g., a Fourier or wavelet orthonormal basis (e.g., see
Strang and Nguyen 1996). The estimate f̂ is then constructed by projecting fobs
onto this basis and thresholding the corresponding coefficients, discarding higher
‘frequency’ components, and typically obtaining a much better reconstruction of
ftrue than fobs, under suitable assumptions on ftrue.
We adopt a similar strategy here, based on spectral analysis of the network,
through its adjacency matrix Wobs (Chung 1996; Bai and Silverstein 2010). Specif-
ically, in our approach, we construct an estimator Ŵ of Wtrue by projecting the
noisy observation Wobs onto a carefully chosen basis containing most of the en-
ergy of the original signal, Wtrue. The compression of information of Wtrue in this
basis allows one to keep some of the projections while discarding the remaining
ones, resulting in an improved reconstruction of the original signal with minimal
error. We find that for sufficiently smooth summaries g, the accuracy of estimation
of Wtrue by Ŵ translates to accuracy in estimation of g(Wtrue) by g(Ŵ ).
The organization of this paper is as follows. In Section 2, we provide back-
ground and notation, discussing assumptions on the noise Wnoise and sketching
our overall approach. In Section 3, we present our main results: (i) characterization
of Wobs and g(Wobs) as naive estimators, (ii) characterization of our proposed Ŵ
and g(Ŵ ), in comparison, and (iii) a partial characterization of common choices of
network summary statistics to which our method does and does not pertain. Finally,
in Section 4, we evaluate our methods on simulated data and we demonstrate how
our theory can inform data analysis in applications to protein interaction networks
and gene regulatory networks.
2. Background and approach.
2.1. Background and notation. Let Gtrue = (Vtrue, Etrue) be a (fixed) graph
representing an underlying network of interest, defined on n = |Vtrue| vertices with
m = |Etrue| edges. We assume that Gtrue is undirected, and has no multi-edges
or self-loops. This last condition is not necessary, but makes certain computations
such as the moments of the random spectral radius, easier. See Section 3 for details.
Denote by Wtrue the n× n adjacency matrix for Gtrue, where Wij = 1 if (i, j) ∈
Etrue, and zero otherwise.
Similarly, let Gobs represent a version of Gtrue observed with noise, and Wobs,
the corresponding n × n adjacency matrix. We specify the precise nature of this
noise through the form of the adjacency matrix, writing
(2.1) Wobs = Wtrue +Wnoise ,
where Wnoise is an additive noise such that
1. Wnoise(i, j) ∼ −Bern(p), if Wtrue(i, j) = 1;
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2. Wnoise(i, j) ∼ Bern(q), if Wtrue(i, j) = 0.
Here q can be interpreted as the probability of a Type I error (false positive), and
p, as the probability of a Type II error (false negative), which are the same fixed
values across all edges. These assumptions of homogeneous Type I and II error
probabilities (i.e. across edges) allow for the construction of an unbiased version
of Wobs, denoted W˜obs (see Theorem 1), which in turn will prove useful in pro-
ducing interpretable bounds on the accuracy of estimation of Wtrue by Ŵ . These
assumptions are not necessary, but rather are a simplifying feature of our analysis.
We note that we have made no assumptions on the dependency of the noise.
Indeed, our work can accommodate dependency under suitable assumptions on its
effect on the observed maximum degree squared and on the correlation coefficients
of edge observations (see Section 3.3 for details). To date, however, the precise
nature of this and similar dependencies arising in practice is largely unknown, and
we therefore leave the exploration of that topic for future work.
We will represent a (real-valued) summary statistic of a network as a function
g applied to an adjacency matrix W . Since our approach is one of spectral-based
estimation of Wtrue, we are interested in continuous, particularly (locally) Lips-
chitz continuous, statistics since it allows us to control the accuracy in estimating
g (Wtrue) by the accuracy in estimating Wtrue. More formally, we will restrict our
attention to the class of Lipschitz statistics g(W ), for which
(2.2) |g(W1)− g(W2)| ≤ C||W1 −W2||1 ,
where || · ||1 denotes the L1 norm, i.e.,
||A||1 =
∑
i,j
|A(i, j)|
and the constant C can depend on n. Hence, for sufficiently close W1 and W2, the
values g(W1) and g(W2) will be close as well.
As a result of this last fact, we will approach the study of estimators ĝ of g
through the study of estimators Ŵ of Wtrue, with
ĝ = g(Ŵ ).
We will evaluate the loss in estimating g(Wtrue) by g(Ŵ ) using squared-error
loss, and analogously, we will evaluate the loss in estimating Wtrue by Ŵ using
the Frobenius norm, i.e.,
||A||2F =
∑
i,j
|A(i, j)|2.
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As shall be seen, our rationale for choosing this norm is that it equals the sum
square of eigenvalues for symmetric matrices, which upon truncation at a certain
eigenvalue we will use as a complexity parameter in a bias-variance tradeoff.
We normalize the corresponding risks by appropriate powers of the order n of
the network graph Gtrue. Because (Horn and Johnson 1985)
(2.3) |g(W1)− g(W2)| ≤ C||W1 −W2||1 ≤ C · n · ||W1 −W2||F ,
we have that
(2.4)
{
E
[
g
(
Ŵ
)
− g (Wtrue)
]2} 12
n2
≤ C
{
E
[
||Ŵ −Wtrue||2F
]} 1
2
n
,
which suggests normalization by a factor of n−2 on the scale of g, and of n−1,
on the scale of W . For notational convenience, we write for two (random) n × n
matrices A and B, d(A,B) =
(
E
[||A−B||2F ])1/2.
It might seem strange that while the natural setting for Lipchitz continuity of
statistics g is given with respect to the L1 norm on W in (2.2), we measure the
mean-squared error of g with respect to the mean-squared error of W . Indeed,
comparing (2.3) and (2.4), one could argue that our scaling could be improved
by keeping the L1 norm without passing to the Frobenius norm. However, since
our approach is spectral with symmetric matrices, the Frobenius norm is invariant
under orthogonal transformations while the L1 norm is not. Under an orthogonal
base change then, errors of estimators using the Frobenius norm are unchanged,
while they undergo distortions with respect to the L1 norm.
2.2. Spectral-based approach using W . We now outline our approach of con-
struction of Ŵ mentioned in the previous section.
First, recall that the adjacency matrix W = [W (i, j)] can be thought of as a
linear operator on Rn represented in the natural basis Φ = {1v}v∈V , consisting of
indicator functions on vertices. To uniquely define this operator, however, we can
choose any basis.
If P is an n × n matrix whose columns form a new orthonormal basis for Rn,
then in the notation of Section 2.1,
W˜obs,P = P
T W˜obsP, W˜obs,P (i, j) =
〈
P (·, i), W˜obs(·, j)
〉
is the matrix representation of W˜obs in the basis B = {P (:, v)}v∈Vtrue and similarly
for Wtrue,P .
So, in the norm d(A,B) =
(
E
[||A−B||2F ])1/2, if we choose to keep entries
(i, j) ∈ S of W˜obs,P and transform back, obtaining the estimator ŴP,S , then
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(2.5)
d
(
ŴP,S,Wtrue
)2
=
∑
(i,j)∈S
E
{(
W˜obs,P (i, j) −Wtrue,P (i, j)
)2}
+
∑
(i,j)∈Sc
E
[
Wtrue,P (i, j)(i, j)
2
]
=
∑
(i,j)∈S
E
{(
W˜obs,P (i, j) −Wtrue,P (i, j)
)2}
+
∑
(i,j)∈Sc
〈P (·, i),WtrueP (·, j)〉2
Note three things about this representation:
1. It holds in the case of independent and dependent noise.
2. Taking S to be all pairs of indices (i, j),
d
(
ŴP,S,Wtrue
)2
= d(W˜obs,P ,Wtrue,P )
2 = d
(
W˜obs,Wtrue
)2
,
since the Frobenius norm is invariant under orthogonal transformations. Thus,
we achieve no improvement over W˜obs.
3. The form of (2.5) reflects a trade off between the variance and bias terms,
the first and second terms in (2.5), respectively.
In choosing a basis then, we want to simultaneously minimize both terms in
(2.5). Thus, we want:
1. E
{(
W˜obs,P (i, j) −Wtrue,P (i, j)
)2}
to be large for (i, j) ∈ Sc, so that the
projection of the noise onto these subspaces is large, so we can discard them;
2. 〈P (·, i),WtrueP (·, j)〉2 for (i, j) ∈ Sc to be as small as possible, so that
the bulk of the signal lives on the subspace corresponding to projections
(i, j) ∈ S;
3. For practical considerations, we want to minimize the number of such pro-
jections to compute, i.e., |S|.
Ideally, a natural way to achieve these goals is by choosing the columns of P to
be the first few dominant eigenvectors of Wtrue, assuming that its squared eigen-
values are ordered descending. That way, both (2) and (3) in the above list are
satisfied, and we need only verify (1). In addition, we show that, while this basis
will not be known in practice, one can instead use the first few dominant eigenvec-
tors of W˜obs to approximate the corresponding dominant eigenvectors of Wtrue, at
the cost of incurring an additional error term that under suitable conditions on the
8 P. BALACHANDRAN ET AL.
noise and the size of the network tends to zero as n→∞. In particular, we will be
interested in the limit of large n with p, q ∼ O(1), but our results allow for more
general considerations on p and q.
In the context of statistical estimation, we have in comparison to (2.4) that
(2.6){
E
[
g
(
ŴP,S
)
− g (Wtrue)
]2} 12
n2
≤ C
d
(
ŴP,S,Wtrue
)
n
= C
d
(
ŴP,S,Wtrue
)
d
(
W˜obs,Wtrue
) · d
(
W˜obs,Wtrue
)
n
.
Thus, the quantity d
(
ŴP,S,Wtrue
)
/d
(
W˜obs,Wtrue
)
defines the error of our es-
timator relative to the raw data, and when less than 1, determines how much better
our estimator is guaranteed to perform in estimating statistics g(·) over the raw data
Wobs. As we will see in Theorem 1, d
(
W˜obs,Wtrue
)
/n ∼ O(1), and so the focus
of the paper will be on bounding the relative error.
3. Main results. In this section, we present our main results. First, we define
our estimator Ŵ of Wtrue. We then outline our program in bounding the relative
error in estimating Wtrue, explaining its rationale. Finally, we proceed to a system-
atic analysis.
As a preliminary step in defining our estimator Ŵ , we define
W˜obs =
Wobs − qWKn
1− (p+ q) ,
where WKn is a matrix of ones with zero diagonals. The matrix W˜obs is a centered
and rescaled version of the original Wobs, and will be seen (i.e., Theorem 1 below)
to be an unbiased estimator of Wtrue. This step may be viewed as a pre-processing
step in the overall definition of our estimator and assumes, in principle, knowledge
of the Type I and II error probabilities q and p. This assumption is made largely
for theoretical convenience and improved interpretability of results, and is roughly
analogous to assuming that one knows the noise level in a standard regression
model, a not-uncommon assumption in theoretical calculations for regression.
In practice, of course, the values of q and p must be obtained from context. In
Section 4 we present examples of how this may be done in two real-world settings,
through (i) the use of experimentally reported error probabilities in the context of
protein-protein interaction networks, and (ii) the estimation of error probabilities,
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using empirical null principles, in the context of gene regulatory networks inferred
from microarray expression profiles.
Now let {φi, µi}ni=1 be the eigensystem of W˜obs, ordered descending in {µ2i }ni=1.
Define our estimator of Wtrue, using the first s modes of W˜obs, to be
Ŵs =
s∑
i=1
〈
φi, W˜obsφi
〉
φiφ
T
i .
Our program in bounding the relative error of Ŵs in estimating Wtrue is as
follows.
1. sth order spectral projection: ideal basis
Let {ψi, λi}ni=1 be the eigensystem of Wtrue ordered decreasing in {λ2i }ni=1,
and define
Ŵideal,s =
s∑
i=1
〈
ψi, W˜obsψi
〉
ψiψ
T
i .
We will bound
d
(
Ŵideal,s,Wtrue
)
where d is the norm on n× n matrices, d(A,B) =
√
E
[||A−B||2F ].
2. sth order spectral projection: empirical basis
Then, we will proceed to bound
d
(
Ŵs, Ŵideal,s
)
so that the final bound on the relative error of Ŵs then becomes
(3.1)
d
(
Ŵs,Wtrue
)
d
(
W˜obs,Wtrue
) ≤ d
(
Ŵs, Ŵideal,s
)
d
(
W˜obs,Wtrue
) + d
(
Ŵideal,s,Wtrue
)
d
(
W˜obs,Wtrue
) .
The rationale for this program is as follows. We call Ŵideal,s the sth order ideal
estimator of Wtrue since it assumes that we have access to the true eigenbasis of
Wtrue. As mentioned in Section 2, there is a bias-variance tradeoff due to the choice
of the parameter s, and up to this choice, we show in Theorem 2 that the relative
error of this ideal estimator is small.
In practice, however, we do not have the eigenbasis of Wtrue. But since the
relative error in estimating Wtrue by W˜ideal,s is small up to the choice of s, the
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remaining part of the relative error of Ŵs to Wtrue is determined by estimating
Ŵideal,s by Ŵs. Both of these estimators use the same W˜obs, but project them in
directions determined by the eigenbases of W˜obs andWtrue. This part of the relative
error then is completely determined by the alignment of the eigenspaces of W˜obs
and Wtrue, and Theorem 3 implies that under suitable assumptions on p, q, n and
the maximum degree of Wtrue, this error is small.
The next few sections state our results in the above program. First, in Section 3.1,
we characterize the performance of the naive estimator g
(
W˜obs
)
in estimating
g (Wtrue). Specifically, we provide exact expressions for how well we can do in
mean-square error using just the raw data Wobs. Second, in Section 3.2, we bound
d
(
Ŵideal,s,Wtrue
)
and show that it is possible to do substantially better than the
naive estimator, depending on the structure of the underlying network graph Gtrue,
and discuss situations where this could occur. Third, in Section 3.3, we bound
d
(
Ŵs,Wtrue
)
. Finally, in Section 3.4, we present a list of various network sum-
mary statistics, characterized as to whether their corresponding functions g are or
are not Lipshitz, thus indicating to which choices of summary in practice our re-
sults pertain.
3.1. Performance of the naı¨ve estimator. In practice, network summary statis-
tics g(Wtrue) are frequently estimated through a simple plug-in estimator, i.e., us-
ing g(Wobs). The following theorem characterizes the mean-square error perfor-
mance of this estimator, appropriately renormalized.
THEOREM 1. Under the model Wobs = Wtrue+Wnoise defined in (2.1), define
p = P [Wnoise(i, j) = −1|Wtrue(i, j) = 1]
and
q = P [Wnoise(i, j) = 1|Wtrue(i, j) = 0]
as the Type I and Type II errors, respectively, for all 1 ≤ i < j ≤ n. Furthermore,
let
W˜obs =
Wobs − qWKn
1− (p + q)
where Kn is the all-ones matrix with zero diagonals. Then,
1. E
[
W˜obs
]
= E [Wtrue] in any fixed basis.
2. The expected mean square error of W˜obs is,
(3.2) d
(
W˜obs,Wtrue
)2
=
2
(
p(1− p)m+ q(1− q) [(n2)−m])
(1− (p+ q))2 ,
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so that for any Lipschitz continuous statistic g (see equation 2.4)
(3.3)
n−4E
{
[g(W˜obs)− g(Wtrue)]2
}
≤ 2C
2
n2
(
p(1− p)m+ q(1− q) [(n2)−m])
(1− (p+ q))2 .
The proof of this theorem is given in Appendix A. Note that since
(
n
2
) ∼ n2/2,
the right-hand side of (3.3) behaves like
p(1− p) · den(Gtrue) + q(1− q) · (1− den(Gtrue)) ,
where den(Gtrue) = m/
(n
2
)
is the density of the graph Gobs. Hence, the perfor-
mance of the naive estimator is driven by a combination of (i) the Type I and II error
rates, q and p respectively, and ii) the network structure, i.e. via the edge density.
It has been observed in practice that frequently network graphs are sparse, mean-
ing that den(Gobs) = O
(
n−1
)
. In such cases, we can then expect the performance
of the naive estimator be dominated by the behavior of the Type I and II error rates
q and p, respectively. Importantly, however, whether sparse or non-sparse, we note
that there is no advantage in larger networks, i.e., as n tends to infinity, if the error
rates p and q are fixed relative to n, the accuracy in estimation of g (Wtrue) in terms
of its Lipschitz continuity is O(1). This observation motivates our construction of
a estimator Ŵ based on principles of denoising.
3.2. Estimation through spectral denoising: The ideal estimator. We now present
the ideal estimator, i.e. in the case where we know the true eigenbasis {ψi}ni=1 of
Wtrue, and characterize its performance. We give several forms of the error bound,
which vary with respect to what information about Wtrue is assumed.
THEOREM 2. Let {ψi, λi}ni=1 be the orthonormal eigenvectors and associated
eigenvalues of Wtrue ordered decreasing according to {λ2i }ni=1. Furthermore, de-
fine the n2 × n2 covariance matrix C((x, y), (z, w)) := C(x, y, z, w) by
C(x, y, z, w) = E [(Wnoise(x, y)− q + (p+ q)Wtrue(x, y))
· (Wnoise(z, w) − q + (p+ q)Wtrue(z, w))] ,
and define
Ŵideal,s =
s∑
j=1
〈
ψj, W˜obsψj
〉
ψjψ
T
j .
Then,
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1. (Spectral Moment Error Bound)
d
(
Ŵideal,s,Wtrue
)2
=
1
(1− (p + q))2
s∑
j=1
〈
ψjψ
T
j , Cψjψ
T
j
〉
+
n∑
j=s+1
λ2j
≤ σmax
(1− (p + q))2 s+
n∑
j=s+1
λ2j ,
where σmax is the spectral radius of C . Furthermore, the minimum of the
bound is given by the value of s such that
λ2s+1 =
σmax
(1− (p+ q))2 ,
if it exists; otherwise, the function is monotone decreasing and s = n.
2. (Degree Error Bound)
n∑
j=s+1
λ2j ≤
n∑
j=s+1
d¯(j)
where {d¯(i)}ni=1 is the degree sequence ordered descending. Thus,
(3.4) d
(
Ŵideal,s,Wtrue
)2
≤ σmax
(1− (p+ q))2 s+
n∑
j=s+1
d¯(j)
where again, the minimum of the bound (if it exists) is attained at the value
of s for which
d¯(s+ 1) =
⌊
σmax
(1− (p + q))2
⌋
.
3. (Spectral Radius for Independent Noise) If Wnoise is independent across
edges,
σmax = max{p(1− p), q(1 − q)}.
4. (Asymptotic Relative Error for Power Law Networks) Let s0 be the index
where equation (3.4) holds. If p, q ∼ O(1), and Wtrue has a power law
degree distribution with exponent γ > 2, then
(3.5)
d
(
Ŵideal,s0 ,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O( 1n ·
(
1
d¯(n)γ−2
− σmax
d¯(1)γ−1
))
.
In particular, if the noise is independent, this quantity is O(1/n).
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The proof of these results are given in Appendix B.1. Intuitively, the theorem
says that the projection of the noise onto each eigenspace of the true eigenbasis
is approximately the same value σmax, so that one can achieve a minimum mean
squared error, provided the cost of projecting the noise onto the first smodes offsets
the bias incurred by ignoring the last n− s modes.
For numerical simulations and validation of these results, see Section 4.
3.3. Estimation through spectral denoising: The empirical estimator. The ideal
estimator is useful in helping provide important insight into our estimation prob-
lem. However, clearly it is of limited practical use, since we typically do not know
the eigenfunctions of Wtrue. If we instead try to use the empirical basis of Wobs,
then (3.1) implies
(3.6)
d
(
Ŵs,Wtrue
)
d
(
W˜obs,Wtrue
) ≤ d
(
Ŵs, Ŵideal,s
)
d
(
W˜obs,Wtrue
) + d
(
Ŵideal,s,Wtrue
)
d
(
W˜obs,Wtrue
) .
In the previous section, we bounded d
(
Ŵideal,s,Wtrue
)
. In this section, we
proceed to bound d
(
Ŵs, Ŵideal,s
)
, and in the same spirit as the previous section,
give several forms of the bound depending on what information is available.
THEOREM 3. Let {φi, µi}ni=1 be the orthonormal eigenvectors and associated
eigenvalues of W˜obs, ordered decreasing according to {µ2i }ni=1. Define
Ŵs =
s∑
i=1
〈
φi, W˜obsφi
〉
φiφ
T
i .
Then,
1. (Expected Sum of Spectral Moments & Maximum Degree Bounds)
d
(
Ŵs, Ŵideal,s
)2
≤ 2
s∑
i=1
E
[
µ2i
] ≤ 2sE [d˜2max]
where d˜max = maxi=1,...,n{d˜(i)} and d˜(i) =
∑n
j=1 W˜obs(i, j).
2. (Bound on the Expected Maximum Degree Squared for Independent Noise)
Let δ denote the maximum degree of Wtrue. If the noise is independent,
p+ q < 1,
and
log(n) ≤ δ(1 − p) + q(n− 1− δ),
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then
E
[
d˜2max
]
≤
(
δ +
1 +
√
7
1− (p+ q)
√
log(n) · [δ(1 − p) + q(n− 1− δ)]
)2
+
[
max{q, 1 − q}
1− (p+ q)
]2
.
3. (Asymptotic Relative Error for Power Law Networks and Independent Noise)
Combining the bound above with that of Theorem 2, and applying (3.6),
the smallest resulting error bound for d
(
Ŵs,Wtrue
)
is achieved if s = 1.
Furthermore, if p, q ∼ O(1), and Wtrue has a power law degree distribution
with exponent γ > 2, then
(3.7)
d
(
Ŵ1,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O
((
δ
n
)2
+
log(n)
n
)
.
In particular, if
δ ∼ o
(√
n log(n)
)
,
this becomes O (log(n)/n) .
The proof of this theorem is given in Appendix B.2.
A few things are worth pointing out in this theorem:
1. (Concentration of Degree and Noise) The first part holds in full generality,
while the second part holds for independent noise only. However, one can
straightforwardly extend these latter results to general noise models. The
key ingredient to bounding E
[
d˜2max
]
in any extension is a concentration
inequality for the degree i of W˜obs to the degree i of Wtrue. In our work, we
have used the concentration inequality for sums of independent Bernoulli
random variables found in Chung and Lu (2006).
2. (Comparison of the Ideal and Empirical Estimators) When p, q ∼ O(1),
Wtrue has a power law degree distribution with exponent γ > 2, and in
addition, the noise is independent, then equations (3.5) and (3.7) imply
d
(
Ŵideal,s0 ,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O( 1n
)
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and
d
(
Ŵ1,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O
((
δ
n
)2
+
log(n)
n
)
,
where δ is the maximum degree of Wtrue. Combining this with equation
(2.6), we have with respect to estimation of the statistic g, that{
E
[
g
(
Ŵideal,s0
)
− g (Wtrue)
]2} 12
n2
∼ O
(
1
n
)
and {
E
[
g
(
Ŵ1
)
− g (Wtrue)
]2} 12
n2
∼ O
((
δ
n
)2
+
log(n)
n
)
.
We see that in the case of independent noise, the optimal rate for the ideal
estimator in this case is 1/n. In the empirical estimator, we find that if δ ∼
o
(√
n log(n)
)
, then the rate becomes log(n)/n and (δ/n)2 otherwise.
The dependence on δ is not surprising since the bound depends on the ex-
pected maximum degree squared. The presence of the factor log(n)/n is due
to the concentration inequality for the independent noise and is related to the
window in the concentration in which tail probabilities scale like 1/n2. It is
because of this reason that we are forced to choose s = 1. For different types
of dependencies, one can expect this to change.
3. It is interesting to note that in interpreting Theorem 3, the expected Frobenius
norm squared between the projection of a matrix onto its first s-dimensional
largest eigenspaces and its projection onto the first s-dimensional largest
eigenspaces of its expected value is dominated by the sth partial second
spectral moment. To date, the only estimate to be found on this quantity
is in the form of the extreme partial trace formula of Tao (2012), but more
useful bounds akin to Theorem 2, where one can bound this quantity by, say,
the more interpretable first few dominant degrees, are unknown.
One can expect to obtain a more refined bound akin to this partial second
spectral moment bound that includes the angles between the true eigenvec-
tors of Wtrue and the empirical ones of W˜obs, so that in the limit as p, q → 0,
the error in approximating the true eigenbasis by the empirical one tends to
zero. For our purposes, however, since p, q ∼ O(1) and n is growing, the
dominant term in the error is those of the expected square eigenvalues which
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we find in the bound. In improving the bound by including eigenvectors an-
gles, one would find s := s(p, q) for any kind of condition on p, q, however
we leave such improvements for future work.
We should note, however, that in the case of the ideal estimator Wideal,s, we
do have s := s(p, q, n) since by Theorem 2, the smallest error occurs when
λ2s+1 =
σmax
(1− (p+ q))2 .
For numerical simulations and validation of these results, see Section 4.
3.4. Continuity of network summary statistics. The results of the previous sec-
tions establish that it is possible to estimate g (Wtrue) substantially better when the
argument to g, rather than being simply the observation Wobs (as is common in
practice), is instead an appropriately denoised version of Wobs, i.e., Ŵs. There are
many such network summary statistics g used in applications. As mentioned ear-
lier, however, our results apply only to those that are sufficiently smooth in W .
While we have not attempted to provide an exhaustive survey of the numerous
(and still growing) list of network summary statistics available, the following re-
sult characterizes a representative collection.
THEOREM 4. Consider the class of adjacency matrices W for all connected,
undirected (possibly weighted) graphs G.
1. The following network summary statistics are not continuous functions of the
adjacency matrix in any norm:
(a) Geodesic distances;
(b) Betweenness centrality;
(c) Closeness centrality.
2. The following network summary statistics are continuous functions of W in
any norm:
(a) Degree centrality;
(b) The number of k paths between vertices;
(c) Conductance of a set S ⊂ V on the set of graphs for which S contains
at least one edge with weight δ > 0;
(d) Eigenvector Centrality in the metric
d(v1, v2) =
√
1− |〈v1, v2〉|2;
(e) Density.
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In particular in (2), (a), (c) and (e) are Lipschitz while (b) and (d) are locally
Lipschitz.
The proof of these results is given in Appendix C. Note that for the three sum-
mary statistics where continuity fails, all are functions of shortest paths. The geodesic
distance between pairs of nodes is the length of the (not necessarily unique) short-
est path from one to the other. Betweenness centrality is a vertex-specific quantity,
which effectively counts the number of shortest paths between vertex pairs that
pass through a given vertex. Finally, closeness centrality is simply the inverse of
the total distance of a vertex to all others in the graph. In all cases, essentially,
continuity fails due to the sensitivity of shortest paths to perturbations.
In contrast, the summary statistics for which continuity holds are representative
of a number of different types of quantities. Degree centrality is in fact just ver-
tex degree, while density was defined earlier, as m/
(
n
2
)
, which is proportional to
the average vertex degree over the entire graph. Hence, our results on estimation
pertain to degree, a fundamental quantity in graph theory and network analysis, on
both local and global scales. On the other hand, the number of k-paths between
vertices and the conductance of a set S are both relevant to the study of flows
in networks. Finally, eigenvector centrality of a given vertex refers to the corre-
sponding entry of the eigenvector of W associated with the largest eigenvalue. It is
intimately related to the stationary probabilities of a random walk on the graph G,
and is a measure of vertex ‘importance’ that, among other uses, plays a role in the
ranking of results from a Google search.
4. Numerical results. In this section we present three sets of numerical illus-
trations of our work. Section 4.1 addresses the case where one can use the ideal
estimator Ŵideal,s in circumstances where one knows the true eigenbasis of Wtrue.
Although artificial, from a practical point of view, these results both provide addi-
tional insight into the theory developed in Section 3.2 for the ideal estimator and
establish a useful baseline. In Sections 4.2 and 4.3 we then give examples using
real-world data sets. The protein-protein interaction network of Jiang et al. (2008)
(gleaned from BioGRID) is used in Section 4.2 to illustrate the performance that
might be expected of our estimator when knowledge of the Type I and II error
probabilities q and p are taken from the experimental literature (Traver Hart et al.
2006). In particular, using simulation with a range of realistic error values, we
demonstrate a strong robustness of the superiority of our proposed estimator Ŵs
over the observed Wobs to misspecification of the true q and p. In contrast, a gene
regulatory network for the pheromone response pathway of Roberts et al. (2000),
constructed using gene expression data of Brem and Kruglyak (2005b), is used in
Section 4.3 to illustrate the application of our proposed method in the situation
where there is no other recourse but to estimate q and p from the same data used to
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infer the network Gobs (and hence Wobs) itself.
4.1. Evaluation of Ŵideal,s on simulated data. Motivated by the success in
using Ŵideal,s over the raw data W˜obs in Section 3.2, we confine ourselves to this
choice of the optimal basis and ask how well we can denoise the observation W˜obs.
Note that this choice represents an ideal situation, in which we already know a basis
defined explicitly in terms of the object we seek to recover – but we do not know
the values of the coefficients to assign to the elements of this basis. As such, our
results below should be understood as providing insight into the best we might hope
to do in our estimation problem. We begin by providing examples of constructions
of networks from simpler ones where this information is known.
Let Gi denote a family of graphs on the vertices Vi with |Vi| = ni and adjacency
matrices Wi. There exist very general Cartesian type operations (Cvetkovic et al.
2012) on these graphs to obtain graphs on the vertex set
V = V1 × · · · × Vn.
Let B ⊆ {0, 1}n − {(0, . . . , 0)} = Hn0 . The non-complete extended p-sum,
(NEPS) of G1, . . . , Gn, GB , on V is defined by,
(x1, . . . , xn) ∼ (y1, . . . , yn) if and only if there exists β ∈ B such that xi = yi
whenever βi = 0 and xi ∼ yi whenever βi = 1
Intuitively, the nontrivial elements of the hypercube B indicate in which compo-
nents two points x, y ∈ V are joined. Of particular interest are:
1. The Cartesian product, or sum, G1+ · · ·+Gn with B consisting of the stan-
dard basis vectors in Rn. This guarantees that for each n-tuple, if we travel
in each direction ej (fixing all vertices with the same component except j),
we trace out Gj .
By taking Gi = Pk, a path graph on k vertices, this include k-lattices in Rn.
By taking Gi = Ck−1, the cycle on k− 1 vertices, this also includes toroidal
lattices.
2. The tensor product, or product, G1 ⊗ · · · ⊗ Gn with B = {(1, . . . , 1)}. In
contrast to the Cartesian product, this guarantees that an n-tuple x ∈ V is
connected to all other n-tuples provided the corresponding component ver-
tices are connecting in their graphs.
3. The strong product, G1 ∗ · · · ∗Gn with B = Hn0 , which is a union of the two
previous graphs.
We have the following results (Cvetkovic et al. 2012)
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PROPOSITION 1. The NEPS GB has adjacency matrix
W =
∑
β∈B
W β11 ⊗ · · · ⊗W βnn ,
where W 0k is the identity matrix of the same size as Wk and W 1k = Wk.
PROPOSITION 2. Using the same notation as in proposition 1, let GB be a
NEPS graph with
W =
∑
β∈B
W β11 ⊗ · · · ⊗W βnn .
If λi1, . . . , λiki are the eigenvalues of Gi for i = 1, . . . , n, then the spectrum of
the NEPS of G1, . . . , Gn with basis B consists of all possible values
Λi1,··· ,in =
∑
β∈B
λβ11i1 · · ·λ
βn
nin
, ih = 1, . . . , kn; h = 1, . . . , n.
If xi,j , j = 1, . . . , ki are the linearly independent eigenvectors of Gi with
Wixi,j = λijxi,j , then
x = x1i1 ⊗ · · · ⊗ xnin
is an eigenvector of W with eigenvalue Λi1,...,in .
We now present applications of these results relevant to when we can assume
knowledge of the true eigenfunctions of an underlying graph.
1. For the toroidal k-lattice in Rn, T kn =
∑n
j=1Ck−1. For Ck−1, note that each
vertex has degree 2. Note that WCk−1 = P +P−1 where P is a permutation
matrix determined by a cyclic permutation of length k − 1. If ω is a k − 1
root of unity, then
xω = (1, ω, ω
2, . . . , ωk−2)T
is an eigenvector of P with eigenvalue ω. From this, we immediately see that
the eigenvalues of WCk−1 are
λj = 2cos
(
2πj
k − 1
)
j = 1, . . . , k − 1
with eigenvectors
(yj)(ℓ) = Cj cos
(
2πjℓ
k − 1
)
j = 1, . . . , k − 1
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where Cj is a normalization constant. We now apply proposition 2 for the
eigenvectors and eigenvalues of the toroidal lattice. One should note that
most of the eigenvalues have multiplicity 2, so that the eigenspaces are actu-
ally two-dimensional.
2. For a k-lattice in Rn, Lkn =
∑n
j=1 Pk. From (Mieghem 2011), the eigenval-
ues of Pk are given by
λj = 2cos
(
π
k + 1
j
)
, j = 1, . . . , k.
The nontrivial eigenvectors are given by
(xm)ℓ = Cm sin
(
πmℓ
k + 1
)
, 1 ≤ ℓ ≤ k
where Cm is a normalization constant. We can now apply proposition 2 for
the eigenvectors and eigenvalues of the lattice.
Using these results, we consider the simple case of a genus five toroidal lattice
obtained from an undirected 5 cycle,
∑5
j=1C5, using independent noise and p =
0.3, q = 0.4. This graph has n = 3, 125 vertices with m = 15, 625 edges.
In Figure 1 we plot the histogram of the log10-squared deviation of the density
of edges in the network using Wobs from that of Wtrue obtained over 500 samples
in the top panel. In the bottom panel, we plot a histogram of the log10-squared
deviation of the density of edges using our estimator Ŵideal,1,845 from that ofWtrue
for the same 100 samples. As we will see in the next figure, the relative error for
Ŵideal,s is minimized at s = 1, 845 which motivates this choice, and we choose
to plot the log10-squared errors for visual clarity. We note that our estimator has
a mean-squared error of 5.83 × 10−7 with standard deviation 8.218 × 10−7 in
measuring the true density while Wobs has a mean-squared error of 1.582 × 10−1
with standard deviation 1.825×10−4 in measuring the true density. In other words,
our estimator yields, on average, an improvement of six orders of magnitude over
a naive estimator that simply uses the observed network.
In Figure 2, we plot the relative error curves from Section 3, Theorem 2 for
Wideal,s in this data set using the eigenvectors given above for
∑5
j=1C5 across all
3, 125 modes. We note that when using the ideal estimator, the true relative error
and the relative error through the spectral bound are nearly identical, and achieve a
minimum relative error at s = 1, 845 of approximately 0.0154. The degree bound
on the relative error, however, while more interpretable, is worse, with an approxi-
mate error of 0.027, since it linearly interpolates between the relative error at s = 1
and s = 3, 125 since
∑5
j=1C5 has constant degree 10 everywhere.
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FIG 1. Histograms of log10-squared deviations of densities for the genus five toroidal lattice using
an undirected five cycle. Top: histogram of log10-squared deviations of the densities for Wobs to
Wtrue. Bottom: histogram of log10-squared deviations of the densities for Ŵideal,1,845 to Wtrue.
Simulations are over N = 500 samples with p = 0.3 and q = 0.4 using independent noise.
22 P. BALACHANDRAN ET AL.
500 1000 1500 2000 2500 3000
0.016
0.018
0.02
0.022
0.024
0.026
0.028
0.03
0.032
0.034
s (Number of Modes Kept)
R
e
la
ti
v
e
 E
rr
o
r
Ideal Estimator Relative Error
 
 
Truth
Partial Spectral Moment Bound
Degree Bound
FIG 2. Plot of the relative errors bounds on d
(
Ŵideal,s,Wtrue
)
/d
(
W˜obs,Wtrue
)
from theorems
2 and 2 for Wtrue taken from a genus 5 toroidal lattice using an undirected five-cycle using p = 0.3
and q = 0.4 with independent noise. We note that the blue curve is underneath the red curve,
indicating the estimate on the true value of the relative error is very precise.
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4.2. Application of Ŵs to protein-protein interaction networks. Here we present
an illustration of our method using a version of the yeast protein-protein interac-
tion (PPI) network, as extracted from BioGRID and analyzed in Jiang et al. (2008).
The declaration of ‘edge’ or ‘non-edge’ status in such networks is typically based
on experiments aimed at assessing the affinity of protein pairs for binding to each
other. Such measurement of interactions among proteins is widely recognized to
be extremely noisy. Traver Hart et al. (2006) recently have summarized the fairly
substantial literature on quantifying the Type I and Type II error probabilities q
and p that can be expected in practice for yeast PPI under standard experimental
regimes. We use this network and the error rates drawn from this literature in a
quasi-simulation study that will illustrate the robustness that can be expected of
our method to misspecification of q and p, since such misspecification is nearly
certain in practice. (We present a full application to real data in the next section, in
the context of gene regulatory networks.)
The original PPI network has n = 5, 151 vertices and m = 31, 201 edges.
In their Table 1, Traver Hart et al. (2006) summarize (average) false-positive rates
found in the literature. Using what appears to be their preferred value, we set q =
0.35. Similarly, in their Table 2 is found a summary of various projections of the
overall network size (i.e., number of edges) in the true yeast interactome. Given
their mean projected size of 52, 500 edges, and the observed size of 31, 201 in our
own network, we are led to use a false-negative rate of p = 0.40 (i.e., (52, 500 −
31, 201)/52, 500 = 0.4057).
We then simulated noisy versions of the protein-protein interaction network
of Jiang et al. (2008) in the same manner as described in Section 4.1, using the
values q = 0.35 and p = 0.40. Equipped with knowledge of these true values
of q and p, we find that our estimator Ŵ1 has an average mean-squared error of
5.516 × 10−6 with standard deviation 8.8 × 10−8 in measuring the true density,
while Wobs has an average mean-squared error of 1.213 × 10−1 with standard de-
viation 9.54 × 10−5. That is, our estimator yields, on average, an improvement of
roughly five orders of magnitude.
Motivated by the success of Ŵ1 over Wobserved for the true values of p = 0.4
and q = 0.35, we may ask how robust it is with respect to these parameters since
they will not be known precisely in practice. Rather, an experimentalist typically
will be more comfortable stating that these parameters lie within a certain range
of values. In Table 1, therefore, we give the mean-squared error and the standard
deviation of squared errors in estimating the density using Ŵ1, for values of p and
q that deviate from their true values by ±0.05, using the same 500 samples for
each choice. Examing the results, we see that performance seems to be driven most
strongly by the accuracy to which we know the Type I error probability q, and that
when this value is known accurately, we maintain our five orders of magnitude
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improvement. This result is encouraging, because the Type I rate will likely be
more laboratory-dependent and therefore should be known with some reasonable
accuracy. On the other hand, even when we misspecify q by as much as±0.05 (i.e,
more than 10%), we generally still observe an order of magnitude improvement,
except in the case when both q and p are specified 0.05 too high.
TABLE 1
Mean-squared Errors and Standard Deviation Summaries for Ŵ1 for the Protein-Protein
Interaction Network of Jiang et al. (2008) from BioGRID for different values of Misspecified Type I
and Type II Errors using 500 Samples
q = 0.3 q = 0.35 q=0.4
p = 0.35 (2.02 × 10−2, 1× 10−4) (5.519 × 10−6, 7.3 × 10−8) (4× 10−2, 2× 10−4)
p = 0.4 (2.76 × 10−2, 2× 10−4) (5.516 × 10−6, 8.8 × 10−8) (6.22 × 10−2, 3× 10−4)
p = 0.45 (4× 10−2, 2× 10−4) (5.512 × 10−6, 1.09 × 10−7) (1.1× 10−1, 6× 10−4)
4.3. Application of Ŵs to gene regulatory networks. In this section, we con-
sider the fully realistic scenario where one is given only one observation ofWobserved
of the network, and, moreover, the Type I and Type II error rates q and p must be
obtained from the same data used to create the network itself.
The network we use here, i.e., Wobserved, is built from the gene expression data
of Brem and Kruglyak (2005a) on a set of genes from the pheromone response
pathway, as selected by Roberts et al. (2000). A visualization of this network is
shown in Figure 3. There are 63 nodes and 554 edges in this network. It is an ex-
ample of an association network, in that the edges are meant to indicate that there
is a nontrivial association between the expression levels of the incident genes. Such
association networks, in turn, are felt to be indicative of gene regulatory relation-
ships.
We used a testing-based approach to constructing this network, wherein suffi-
ciently ‘large’ values of a test statistic are taken as evidence against a null hypoth-
esis that there is no edge. (See (Kolaczyk 2009, Ch 7.3) for a general summary of
this and other such methods for inference of association networks.) The test statis-
tic used here is simply the empirical Pearson moment correlation of expression
between pairs of genes over the set of experiments. Following standard practice
in this area, the threshold for declaring significance of a given test statistic value
(i.e., for declaring an edge in the network) was chosen so as to control for mul-
tiple testing. A common framework in which to execute such control is through
false discovery rate principles. While there are many approaches to doing so, we
find it convenient here to employ empirical null principles (Efron 2010), as imple-
mented in the fdrtool package of Strimmer (2008). In particular, fdrtool assumes a
two-component mixture model for the marginal distribution of the empirical cor-
relations across all pairs of nodes, and produces estimates of the distribution under
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FIG 3. A visualization of the gene regulatory network described in the text.
26 P. BALACHANDRAN ET AL.
the null and alternative, as well as the mixing parameter. Applying this approach
to our data, using the default settings, and the specification of ‘correlation’ as the
statistic in calling fdrtool, and accepting the threshold resulting from the software,
we obtained estimates of p = 0.008886004 and q = 0.00407613.
Given this observed network, and using these estimates of q and p in comput-
ing Ŵ1, we then calculated, by way of illustration, the corresponding estimates
of the summary statistics of density, eigenvector centrality, and degree centrality.
We summarize these estimates in Table 2. For density, we report the values ob-
tained by using Wobserved and Ŵ1. However, since eigenvector centrality and de-
gree centrality are vector quantities, we report, for a given centrality measure, just
a single-measure summary, the so-called centralization (Freeman 1979). The latter
is a measure of how central is the most central node of a network in relation to
how central all the other nodes are. That is, if Cx (v) is any centrality measure x
evaluated at the node v, and Cx (v∗) is the largest such measure in the network,
then the centralization of the network is given by
Cx =
∑n
v=1 [Cx (v
∗)− Cx (v)]
maxall graphs with n nodes
∑n
v=1 [Cx (v
∗)− Cx (v)] .
We note that in the definition of centralization, the denominator is maximized when
considering a single disconnected node, and has value n in this case.
In summarizing the results from Table 2, we find that the estimates of the den-
sity decreases but that the centralizations of both eigenvector and degree centrality
stay approximately the same. (We note, however, that the estimates of individual
eigenvector and degree centralities differ for the two estimators (not shown).)
TABLE 2
Summary statistics for the gene regulatory network of Figure 3.
Wobserved Ŵ1
Density 0.1418 0.1095
Eigenvector Centrality 0.0862 0.0860
Degree Centrality 12.2063 13.5619
5. Concluding Remarks. While it is now common across the various sci-
entific disciplines to construct network-based representations of complex systems
and to then summarize those representations with various statistics (e.g. density,
betweenness, conductance, etc.) there has to date been little to no acknowledge-
ment of the necessary propagation of error from network construction to network
summary. Effectively, in simply reporting the statistics of their “noisy” networks,
investigators are using plug-in estimators.
In this paper, we formalize this problem and lay an initial formulation for its so-
lution. Specifically, we have constructed several spectral-based estimators of net-
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work adjacency matrices in order to more accurately estimate Lipschitz continuous
network summary statistics in mean square error{
E [g (W1)− g (W2)]2
} 1
2
n2
≤ C d (W1,W2)
n
.
where d (W1,W2) =
{
E
[||W1 −W2||2F ]} 12 /n.
Under the additive noise model Wobs = Wtrue +Wnoise that has Wtrue fixed
and Type I and II errors the same across edges, we first construct an unbiased
estimator, W˜obs that can be computed directly from the observed data, and use
spectral projection onto its first s dominant modes in absolute value to obtain our
empirical estimator, Ŵs, treating s as a model selection parameter that controls
a bias/variance tradeoff. We bound the performance of Ŵs to Wtrue by compar-
ing it through the performance of another estimator, the oracle estimator Ŵideal,s,
in which the unbiased estimator is projected onto the eigenbasis of the true net-
work. By bounding the performance of both the oracle and empirical estimator,
we show how to choose s, and obtain asymptotic results on the relative error,
d
(
Ŵ ,Wtrue
)
/d
(
W˜obs,Wtrue
)
. We conclude by giving several network sum-
mary statistics that are and are not continuous with respect to any norm, and give
numerical examples employing Ŵideal,s and Ŵs, to both synthetic and real-world
data.
Our work is significant in laying a critical new foundation stone in the general
area of network inference. At the same time, it should be remembered that our the-
oretical work makes the important assumption that the Type I and II error probabil-
ities (i.e., q and p) are known. While this assumption, analogous to claiming knowl-
edge of the noise level in traditional regression modeling, is undoubtedly false in
practice, it is particularly useful in allowing us to work with centered versions of
the network adjacency matrix which, in turn, allows for a noticeably greater level
of interpretation of the various results we produce. Furthermore, we have demon-
strated, through our numerical work that not only does knowledge of exact Type I
and II error rates yield substantial improvements over naive plug-estimation (i.e.,
by multiple orders of magnitude), but in addition, these improvements appear to
be rather robust to misspecification (with our examples involving misspecification
by more than 10% at particularly high error rates). Finally, we have shown that
it is possible, using techniques and tools standard to the inference of association
networks in computational biology, to estimate the Type I and II error rates.
An important next step, building upon our work here, would be to develop an
analogous set of theoretical bounds on the risk of estimators like ours that explic-
itly take into account the uncertainty due to any estimation of q and p. We note,
however, that to date the development of methods for network inference (which
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spans the literatures of numerous fields) far outstrips the formal assessment of the
corresponding theoretical properties, i.e., including, in particular, a formal char-
acterization of resulting Type I and Type II error rates. For example, even in the
context of regression-based methods of network inference based on principles of
ℓ1 penalization, which are recently popular in the statistics literature, even the ac-
curate estimation of p-values (which could, for instance, be used as input to some-
thing like fdrtool in a manner similar to our analysis in Section 4.3) is still an open
challenge, with methods like that of Liu et al. (2012) beginning to make some early
progress.
Our work is also significant in using the spectral theory of both the eigenvec-
tors and eigenvalues of W to solve real-world problems. To the best knowledge of
the authors, eigenvectors of W for most classes of graphs of practical interest are
poorly understood to date. This is the first work in which these bases are given an
applied interpretation in statistical estimation of network summary statistics. Fur-
thermore, it also shows that the so-called eigenvector centrality vector (the domi-
nant eigenfunction of a network) not only can be used to rank vertices (as is done),
but contains substantially more information when combined with its corresponding
eigenvalue; indeed, we see this in our work using the empirical estimator where the
minimal relative error is achieved with s = 1. The histograms of density, for ex-
ample, illustrate that by simply projecting the observed signal onto this centrality
vector, several orders of magnitude of improved accuracy can be achieved.
Some additional, technical comments are in order for future extensions of this
work. First, it is straightforward to remove the assumption of the same Type I and
Type II errors (p and q) across all edges, at the cost of increasing all relative error
bounds. However, one would still require knowledge of the number of edges since
this controls how many Type II errors are being committed. In this spirit, it is the
belief of the authors that much of this can be extended straightforwardly to directed
networks using SVD in lieu of an eigendecomposition.
Second, we have shown that Ŵideal,s is substantially better than Ŵs in esti-
mating Wtrue and hence all Lipschitz continuous statistics. This raises the ques-
tion as to whether one can estimate the eigenbasis of Wtrue better than just using
the eigenbasis of W˜obs. For example, if one uses a spanning set of vectors that
still parametrize the eigenspaces that are linearly dependent, redundancy can make
projection onto certain subspaces more stable and hence might make estimation
of the eigenspaces more tenable. Further considerations are so-called star bases in
(Cvetkovic et al. 2012).
Third, when bounding the relative error of Ŵs to Ŵideal,s, we neglected the
analysis of the angles between the eigenspaces of W˜obs, and Wtrue since in the
limit of large n the dominating effect is in the eigenvalues. Indeed, if one were to
consider the limit of p, q → 0 for fixed n, then these angles must be taken into
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account, and as a result, s := s(p, q). In the general case then, we can expect
s := s(p, q, n) and a more careful analysis might reduce all relative error bounds,
even in the case we have been considering, p, q ∼ O(1) and n → ∞. Such an
analysis, however, requires a detailed understanding of the concentration of the
angles cos2 (φi, ψj) where {φi}ni=1 are the eigenbasis of W˜obs and {ψi}ni=1 are the
eigenbasis of Wtrue both sorted descending according to their respective squared
eigenvalues.
Fourth, and perhaps most interesting, would be a further detailed analysis of the
covariance matrix C appearing in theorem 2 for dependencies in the noise across
edges and its spectral properties, since most noise in many real-world applications
are in fact dependent. Indeed, at the time of this writing, dependencies in additive
noise has been poorly understood in the context of C and this object has appeared
nowhere explicitly in the literature. Once the nature of this dependency is under-
stood, it would also allow for an extension of the relative error of Ŵideal,s to Ŵs
and would yield a more nontrivial bias/variance tradeoff than simply taking s = 1
in the empirical estimator.
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APPENDIX A: PROOF OF THEOREM 1
1. In the original basis,
E
[
W˜obs(i, j) −Wtrue(i, j)
]
= E
[
Wobs(i, j) − qWKn(i, j)
1− (p + q) −Wtrue(i, j)
]
=
1
1− (p+ q)E [Wnoise(i, j) − q + (p + q)Wtrue(i, j)]
= 0.
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Changing bases using a deterministic base change proves the result, as the
corresponding entries are linear combinations of mean zero random vari-
ables.
2. By the previous result,
E
[
||W˜obs −Wtrue||2F
]
=
n∑
x,y=1
E
[ ∣∣∣W˜obs(x, y)−Wtrue(x, y)∣∣∣2]
=
p(1− p)2m+ q(1− q) [n(n− 1)− 2m]
(1− (p + q))2
=
2
(
p(1− p)m+ q(1− q) [(n2)−m])
(1− (p+ q))2 .
The inequality (3.3) follows in turn from the Lipschitz property,
|g(W1)− g(W2)| ≤ C||W1 −W2||1 ≤ C · n · ||W1 −W2||F ,
since
|g(W ) − g(W0)|
n2
≤ C ||W −W0||F
n
.

APPENDIX B: PROOFS OF THEOREMS 2 & 3
B.1. Proof of Theorem 2.
1. Using that
Ŵideal,s =
s∑
j=1
〈
ψj , W˜obsψj
〉
ψjψ
T
j
and
Wtrue =
n∑
j=1
〈ψj ,Wtrueψj〉ψjψTj
we collect the first s terms and use orthonormality of {ψj}nj=1 to obtain,
32 P. BALACHANDRAN ET AL.
E
[
||Ŵideal,s −Wtrue||2F
]
= E
∣∣∣∣∣∣
∣∣∣∣∣∣
s∑
j=1
〈
ψj , W˜obsψj
〉
ψjψ
T
j −
n∑
j=1
〈ψj,Wtrueψj〉ψjψTj
∣∣∣∣∣∣
∣∣∣∣∣∣
2
F

= E
∣∣∣∣∣∣
∣∣∣∣∣∣
s∑
j=1
〈
ψj ,
(
W˜obs −Wtrue
)
ψj
〉
ψjψ
T
j −
n∑
j=s+1
〈ψj ,Wtrueψj〉ψjψTj
∣∣∣∣∣∣
∣∣∣∣∣∣
2
F

=
s∑
j=1
E
[∣∣∣〈ψj , (W˜obs −Wtrue)ψj〉∣∣∣2]+ n∑
j=s+1
λ2j
=
1
(1− (p+ q))2
s∑
j=1
E
[
|〈ψj , (Wnoise − qWKn + (p+ q)Wtrue)ψj〉|2
]
+
n∑
j=s+1
λ2j
where in the last equality, we have used the definition of
W˜obs =
Wobs − qWKn
1− (p + q) .
Now,
1
(1− (p+ q))2
s∑
j=1
E
[
|〈ψj , (Wnoise − qWKn + (p+ q)Wtrue)ψj〉|2
]
=
1
(1− (p+ q))2
s∑
j=1
E
∣∣∣∣∣∣
n∑
x,y=1
(Wnoise(x, y)− q
+(p+ q)Wtrue(x, y))ψj(x)ψj(y)|2
]
=
∑s
j=1
∑n
x,y,z,w=1C(x, y, z, w)ψj(x)ψj(y)ψj(z)ψj(w)
(1− (p+ q))2
=
∑s
j=1
〈
ψjψ
T
j , Cψjψ
T
j
〉
(1− (p+ q))2
≤ σmax
(1− (p+ q))2 s
where in the last line, σmax is the spectral radius of C . Thus,
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E
[
||Ŵideal,s −Wtrue||2F
]
≤ σmax
(1− (p+ q))2 s+
n∑
j=s+1
λ2j .
If we call the bound f(s), notice that
f(s+ 1)− f(s) = σmax
(1− (p+ q))2 − λ
2
s+1.
Since {λ2k}nk=1 are ordered descending, it is clear that the minimum value
will occur when λ2s+1 = σmax/(1− (p + q))2.
2. We use the following result from (Mieghem 2011).
PROPOSITION 3. Let A be a real symmetric n×n matrix with eigenvalues
λn(A) ≤ · · · ≤ λ1(A)
and ordered diagonal elements
d(n) ≤ · · · ≤ d(1).
Then, for any 1 ≤ k ≤ n, it holds that
k∑
j=1
d(j) ≤
k∑
j=1
λj(A).
Now, consider the matrix W 2 with diagonal entries W 2(i, i) = d(i). By in-
variance of the trace,
∑n
j=1 λ
2
j =
∑n
j=1 d(j) = 2|E| = 2m, so that applying
the above proposition,
n∑
j=k+1
d¯(j) = 2E −
k∑
j=1
d¯(j) ≥ 2E −
k∑
j=1
λ2j =
n∑
j=k+1
λ2j .
The result now follows immediately from the bound in (1). The statement
about the minimum follows the same argument as that in (1).
3. If Wnoise is independent across edges, the definition of C implies that C is
diagonal, with diagonal entries either p(1 − p) or q(1 − q). Thus, σmax =
max{p(1− p), q(1− q)}.
4. Using theorem 1, and the above results (2)
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(B.1)
d
(
Ŵideal,s,Wtrue
)2
d
(
W˜obs,Wtrue
)2
≤
s
(
σmax
(1−(p+q))2
)
+
∑n
j=s+1 d¯(j)
d
(
W˜obs,Wtrue
)2

=
(1− (p+ q))2
2
 s
(
σmax
(1−(p+q))2
)
+
∑n
j=s+1 d¯(j)
p(1− p)m+ q(1− q) [(n2)−m]

the minimization condition⌊
σmax
(1− (p+ q))2
⌋
= d¯(s+ 1)
implies that this occurs precisely when we choose s to be the value when the
(s + 1)st largest degree grows as fast as
⌊
σmax/(1− (p+ q))2
⌋
, implying
that s is the number of vertices in the network whose degree grow faster than⌊
σmax
(1−(p+q))2
⌋
. We take s to be the first index, s0, for which this occurs.
If Wtrue has a power-law degree distribution, i.e. P (x) = π/xγ with γ > 2
where P (x) is the fraction of vertices in Wtrue with degree x, the fraction of
vertices whose degree is larger than d¯(s0 + 1) is given by∑
d¯(s0+1)<k≤d¯(1)
k degree of Wtrue
P (k) =
∑
d¯(s0+1)<k≤d¯(1)
k degree of Wtrue
π
kγ
≤ π
∫ d¯(1)
d(s0+1)
dx
xγ
=
π
γ − 1 ·
[
1
d¯(s0 + 1)γ−1
− 1
d¯(1)γ−1
]
so that
s0 = n ·
∑
d¯(s0+1)<k≤d¯(1)
P (k) ≤ πn
γ − 1 ·
[
1
d¯(s0 + 1)γ−1
− 1
d¯(1)γ−1
]
Similarly,
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1
n
n∑
j=s0+1
d¯(j) =
∑
d¯(n)≤k≤d¯(s0+1)
P (k)k
= π
∑
d¯(n)≤k≤d¯(s0+1)
1
kγ−1
≤ π
[
1
d¯(n)γ−1
+
1
γ − 2
(
1
d¯(n)γ−2
− 1
d¯(s0 + 1)γ−2
)]
so that
n∑
j=s0+1
d¯(j) ≤ πn
[
1
d¯(n)γ−1
+
1
γ − 2
(
1
d¯(n)γ−2
− 1
d¯(s0 + 1)γ−2
)]
Substituting these into equation B.1,
(B.2)
d
(
Ŵideal,s0 ,Wtrue
)2
d
(
W˜obs,Wtrue
)2
≤
s0
(
σmax
(1−(p+q))2
)
+
∑n
j=s0+1
d¯(j)
d
(
W˜obs,Wtrue
)2

=
(1−(p+q))2
2 · nπ
p(1− p)m+ q(1− q) [(n2)−m]
·
[
1
γ − 1 ·
[
1
d¯(s0 + 1)γ−1
− 1
d¯(1)γ−1
](
σmax
(1− (p+ q))2
)
+
1
d¯(n)γ−1
+
1
γ − 2
(
1
d¯(n)γ−2
− 1
d¯(s0 + 1)γ−2
)]
≤
(1−(p+q))2
2 · nπγ−2
p(1− p)m+ q(1− q) [(n2)−m]
·
[
3
d¯(n)γ−2
− σmax
(1− (p+ q))2d¯(1)γ−1
]
∼ O
(
1
n
·
(
1
d¯(n)γ−2
− σmax
d¯(1)γ−1
))
when p, q ∼ O(1).
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If the noise if independent, σmax ∼ O(1) since p, q ∼ O(1), so that the
asymptotic becomes O (1/n).

B.2. Proof of Theorem 3.
1. For notational convenience, set bk =
〈
ψk, W˜obsψk
〉
. Then,
||
s∑
n=1
µkφkφ
T
k −
s∑
k=1
bkψkψ
T
k ||2F
=
n∑
x,y=1
∣∣∣∣∣
s∑
n=1
µkφk(x)φk(y)−
s∑
k=1
bkψk(x)ψk(y)
∣∣∣∣∣
2
=
s∑
k=1
µ2k + b2k − 2∑
k,ℓ
µkbℓ 〈φk, ψℓ〉2

Grouping the last two terms together and using
bk =
〈
ψk, W˜obsψk
〉
=
n∑
ℓ=1
µℓ cos
2 (φℓ, ψk) ,
s∑
k=1
µ2k + b2k − 2∑
k,ℓ
µkbℓ 〈φk, ψℓ〉2

=
s∑
ℓ=1
µ2ℓ +
s∑
ℓ=1
bℓ
[
n∑
k=s+1
µk cos
2 (φk, ψℓ)−
s∑
k=1
µk cos
2 (ψℓ, φk)
]
=
s∑
ℓ=1
µ2ℓ +
s∑
ℓ=1

(
n∑
k=s+1
µk cos
2 (φk, ψℓ)
)2
−
(
s∑
k=1
µk cos
2 (φk, ψℓ)
)2
Dropping the third term and bounding the middle by pushing µk → µs+1,
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=
s∑
ℓ=1
µ2ℓ +
s∑
ℓ=1

(
n∑
k=s+1
µk cos
2 (φk, ψℓ)
)2
−
(
s∑
k=1
µk cos
2 (φk, ψℓ)
)2
≤
s∑
ℓ=1
µ2ℓ +
s∑
ℓ=1
µ2s+1
(
n∑
k=s+1
cos2 (φk, ψℓ)
)2
≤
s∑
ℓ=1
µ2ℓ +
s∑
ℓ=1
µ2ℓ · 1
= 2
s∑
ℓ=1
µ2ℓ .
where in the penultimate inequality, we have used that {µ2i }ni=1 is monotone
decreasing and
∑n
k=1 cos
2 (φkψℓ) = ||ψℓ||2 = 1. Thus,
||
s∑
n=1
µkφkφ
T
k −
s∑
k=1
bkψkψ
T
k ||2F ≤ 2
s∑
ℓ=1
µ2ℓ
so that taking expected values yields,
d
(
Ŵs, Ŵideal,s
)2
≤ 2
s∑
ℓ=1
E
[
µ2ℓ
]
.
Since there are no self loops, Gerschgorin’s theorem (Mieghem 2011) im-
plies for i = 1, . . . , n,
−d˜max ≤ µi ≤ d˜max
so that
d
(
Ŵs, Ŵideal,s
)2
≤ 2
s∑
ℓ=1
E
[
µ2ℓ
] ≤ 2sE [d˜2max] .
2. We prove the bound on E
[
d˜2max
]
since the final statement is a direct result
of it and (1) above. First, we need the following lemma on a concentration
inequality for the maximum degree.
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LEMMA 1. Let δ denote the maximum degree of Wtrue and d˜max denote
the maximum column sum for W˜obs. Define
ǫ =
1 +
√
7
1− (p+ q)
√
log(n) · [δ(1 − p) + q(n− 1− δ)]
and suppose that the noise is independent across edges.
If
p+ q < 1
and
log(n) ≤ δ(1 − p) + q(n− 1− δ)
then
P
[
d˜max > δ + ǫ
]
≤ 1
n2
.
Proof of Lemma 1:
Let δ denote the maximum degree of Wtrue with individual degrees d(i), and
d˜max denote the maximum column sum for W˜obs with individual column
sums d˜(i). Then for any ǫ > 0,
P
[
d˜max − δ > +ǫ
]
= P
[
d˜max > δ + ǫ
]
= P
[
n⋃
i=1
{
d˜(i) > δ + ǫ
}]
≤
n∑
i=1
P
[
d˜(i) > δ + ǫ
]
≤
n∑
i=1
P
[
d˜(i) > d(i) + ǫ
]
=
n∑
i=1
P
 n∑
j=1
Wobs(i, j) > d(i)(1 − p)
+q(n− 1− d(i)) + ǫ(1− (p+ q))]
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≤
n∑
i=1
exp
[
−1
2
ǫ2(1− (p + q))2
d(i)(1 − p) + q(n− 1− d(i)) + ǫ(1−(p+q))3
]
=
n∑
i=1
exp
[
−1
2
ǫ2(1− (p+ q))2
d(i)(1 − (p+ q)) + q(n− 1) + ǫ(1−(p+q))3
]
≤ n exp
[
−1
2
ǫ2(1− (p + q))2
δ(1 − (p+ q)) + q(n− 1) + ǫ(1−(p+q))3
]
= n exp
−1
2
· 1
δ(1 − (p+ q)) + q(n− 1) ·
ǫ2(1− (p+ q))2
1 + ǫ(1−(p+q))3[δ(1−(p+q))+q(n−1)]

where the last inequality follows because p + q < 1, and in the penultimate
inequality we have used the concentration inequality from Chung and Lu
(2006).
With the choice of
ǫ =
1 +
√
7
1− (p+ q)
√
log(n) · [δ(1 − p) + q(n− 1− δ)]
and since
log(n) ≤ δ(1 − (p+ q)) + q(n− 1) = δ(1 − p) + q(n− 1− δ)
this implies
P
[
d˜max − δ > +ǫ
]
≤ n exp
−1
2
· (1 +
√
7)2 log(n)
1 + 1+
√
7
3
√
log(n)
δ(1−(p+q))+q(n−1)

≤ n exp
[
−1
2
· (1 +
√
7)2 log(n)
1 + 1+
√
7
3
]
= n exp [−3 log(n)]
=
1
n2
△
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COROLLARY 1. In the same notation and conditions as theorem 1,
E
[
d˜2max
]
≤
(
δ +
1 +
√
7
1− (p+ q)
√
log(n) · [δ(1 − p) + q(n− 1− δ)]
)2
+
[
max{q, 1− q}
1− (p+ q)
]2
.
Proof of Corollary 1:
By theorem 1,
E
[
d˜2max
]
= E
[
d˜2max
∣∣∣d˜max ≤ δ + ǫ]P [d˜max ≤ δ + ǫ]
+ E
[
d˜2max
∣∣∣d˜max > δ + ǫ]P [d˜max < δ + ǫ]
≤ (δ + ǫ)2 + E
[
d˜2max
∣∣∣d˜max > δ + ǫ] · 1
n2
To complete the proof, note that W˜obs =
Wobs−qWKn
1−(p+q) implies,
− q(n− 1)
1− (p + q) ≤
d(i)− q(n− 1)
1− (p+ q) = d˜(i) ≤
(1− q)(n− 1)
1− (p+ q)
so that
− q(n− 1)
1− (p+ q) ≤ d˜max ≤
(1− q)(n− 1)
1− (p+ q)
and d˜2max ≤
[
max{q,1−q}(n−1)
1−(p+q)
]2
.
△
3. To gain insight into the asymptotic nature of d
(
Ŵs,Wtrue
)
we first replace
the triangle inequality in equation 3.6,
d
(
Ŵs,Wtrue
)
d
(
W˜obs,Wtrue
) ≤ d
(
Ŵs, Ŵideal,s
)
d
(
W˜obs,Wtrue
) + d
(
Ŵideal,s,Wtrue
)
d
(
W˜obs,Wtrue
)
with the statement of convexity
d
(
Ŵs,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ≤ 2
d
(
Ŵs, Ŵideal,s
)2
d
(
W˜obs,Wtrue
)2 + d
(
Ŵideal,s,Wtrue
)2
d
(
W˜obs,Wtrue
)2

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to obtain
(B.3)
d
(
Ŵs,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ≤ 2
d
(
Ŵs, Ŵideal,s
)2
d
(
W˜obs,Wtrue
)2 + d
(
Ŵideal,s,Wtrue
)2
d
(
W˜obs,Wtrue
)2

≤ 2
s
(
σmax
(1−(p+q))2 + 2E
[
d˜2max
])
+
∑n
j=s+1 d¯(j)
d
(
W˜obs,Wtrue
)2

where we have used convexity to add the two error bounds in theorems 2
and 3 and d¯ is the ordered decreasing degree sequence of Wtrue. Minimizing
over s by finding a critical point, we find that the first order difference is
given by (
σmax
(1− (p+ q))2 +
(
δ +
√
n log n
)2)
− d¯(s + 1)
Note that this difference is always positive so that the bound in equation B.3
is always monotone increasing and we are forced to choose s = 1 as the
argmin. Since p, q ∼ O(1),
d
(
Ŵs,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O
 σmax(1−(p+q))2 + (δ +√n log n)2 +∑nj=2 d¯(j)
n2

Since we are in the regime of independent noise, and p, q ∼ O(1), we have
from theorem 2 σmax ∼ O(1) and so σmax/[n2(1− (p+ q))2] ∼ O(1/n2).
If Wtrue has a power law degree distribution with P (k) = π/kγ with γ > 2
equal to the fraction of vertices with degree k,
1
n
n∑
j=2
d¯(j) = π
∑
d¯(n)≤k≤d¯(2)
k degree of Wtrue
P (k)k
= π
∑
d¯(n)≤k≤d¯(2)
k degree of Wtrue
1
kγ−1
≤ π
[
1
d¯(n)γ−1
+
1
γ − 2
(
1
d¯(n)γ−2
− 1
d¯(2)γ−2
)]
42 P. BALACHANDRAN ET AL.
where in the last inequality we have used an integral bound after isolating
the k = d¯(n) term in the sum. Thus,
1
n2
n∑
j=2
d¯(j) ∼ O
(
1
n
)
.
Finally then, using convexity on (δ +
√
n log n)2 ≤ δ2 + n log n,
d
(
Ŵs,Wtrue
)2
d
(
W˜obs,Wtrue
)2 ∼ O
((
δ
n
)2
+
log(n)
n
)
.
If
δ = d¯(1) ∼ o
(√
n log(n)
)
this becomes O
(
log(n)
n
)
.

APPENDIX C: PROOF OF THEOREM 4
(a) The below results concerning the lack of continuity of various statistics
in any matrix norm are based on the following simple observation. If
the statistic uses the geodesic distance between two vertices in its def-
inition, it cannot be continuous in any matrix norm, as we show more
precisely below.
i. For any two vertices x, y,
dG(x, y) = inf{k : W k(x, y) > 0}.
The following example illustrates how to proceed in the general
case.
Consider a dumbbell graph with adjacency matrix W with a sin-
gle edge, e connecting the two bells. Define Wǫ to be this graph
with with W (e) = ǫ. Since all norms on Rn are equivalent, it’s
clear that in any norm, Wǫ → W0 as ǫ ↓ 0 but that dWǫ(x, y) is
constant for any ǫ > 0 for any x in one bell and y on the other and
dW0(x, y) =∞ so that dG isn’t continuous in G.
In the general case, restrict to a connected graph, and two vertices
x and y. If there are many geodesics of the same length connecting
x and y, proceed as above perturbing by ǫ as many edges necessary
to sever these geodesics. The argument is the same.
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ii.
CB(v) =
∑
s 6=v 6=t∈V
σs,t(v)
σs,t
where σs,t are the number of geodesics connecting s and t and
σs,t(v) are the number of these geodesics passing through v. From
(1) of this theorem, geodesic distances aren’t continuous functions
of W , so neither is σs,t, and hence, σs,t(v).
iii.
CC(v) =
∑
t∈V−v dG(v, t)
n− 1
where |V | = n. Again from (1) of this theorem, geodesic distances
aren’t a continuous function of W , so we can apply the methods
of (1) directly to this quantity to conclude that CC isn’t continuous
in W in any norm.
(b) The ”in any norm” part is a consequence of the fact that any two matrix
norms are equivalent (Horn and Johnson 1985). Thus, we may show
the results for any particular matrix norm.
i.
CD(W,x) = deg(x)
where deg(x) =
∑
yW (x, y). So,
∣∣CD(W,x) − CD(W ′, x)∣∣ =
∣∣∣∣∣∑
y
W (x, y)−
∑
y
W ′(x, y)
∣∣∣∣∣
≤
∑
y
∣∣W (x, y)−W ′(x, y)∣∣
≤ max
x
(∑
y
∣∣W (x, y)−W ′(x, y)∣∣) := |||W −W ′|||1
ii. Let W1 = W0 + E with ||W1 − W0|| = |m| < ǫ. Using the
binomial theorem, and some algebra,
||W k1 −W k0 || ≤
k∑
ℓ=1
(
k
ℓ
)
|m|ℓ||W0||k−ℓ
= |m|
k−1∑
ℓ=0
(
k − 1
ℓ
)
· k
ℓ+ 1
|m|ℓ||W0||k−1−ℓ
≤ k|m| (|m|+ ||W0||)k−1 .
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Thus,
||W k1 −W k0 || ≤ k|m|||W0||k−1
(
1 +
|m|
||W0||
)k−1
.
iii. To simplify notation, fix S ⊂ V and define
f(W ) =
∑
x∈S,y∈Sc
W (x, y)
and
g(W ) = min{V olS, V olSc}.
First, note that f and g are Lipschitz.
|f(W1)− f(W2)| =
∣∣∣∣∣∣
∑
x∈S,y∈Sc
W1(x, y)−
∑
x∈S,y∈Sc
W2(x, y)
∣∣∣∣∣∣
≤
∑
x∈S,y∈Sc
|W1(x, y)−W2(x, y)|
≤ ||W1 −W2||1
For g, since
g(W ) =
1
2
[V olS + V olSc − |V olS − V olSc|]
we have
g(W1)− g(W2) = 1
2
(V ol1S + V ol1S
c − |V ol1S − V ol1Sc|
− [V ol2S + V ol2Sc − |V ol2S − V ol2Sc|])
so that grouping terms and using the reverse triangle inequality,
|g(W1)− g(W2)| ≤ 2||W1 −W2||1.
So, when S contains at least one edge of weight δ > 0,
min{g(W1), g(W2)} > δ,
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|φS(W1)− φS(W2)|
=
∣∣∣∣f(W1)g(W1) − f(W2)g(W2)
∣∣∣∣
=
1
g(W1)g(W2)
|g(W2)f(W1)− f(W2)g(W1)|
≤ 1
g(W1)g(W2)
g(W2) [|f(W1)− f(W2)|
+f(W2) |g(W1)− g(W2)|]
≤ ||W1 −W2||1
g(W1)
[
1 + 2
f(W2)
g(W2)
]
≤ 3
δ
||W1 −W2||1
iv. If W is the adjacency matrix of a connected, undirected, network
then it is symmetric. By the spectral theorem, the eigenvalues of
W are real valued, and there exist an orthonormal basis of eigen-
vectors. Order the eigenvalues in descending order, and let v be the
unique, positive, eigenvector with largest eigenvalue withL2 norm
1 (by the Perron-Frobenius theorem). The value v(i) at vertex i is
the eigenvector centrality of vertex i.
Now, let W1 and W2 be two such matrices, with eigenvector cen-
trality v1 and v2. Define,
d(v1, v2) =
√
1− |〈v1, v2〉|2
which is the sine of the angle between v1 and v2.
PROPOSITION 4. d(v1, v2) is a metric on the set of all eigenvec-
tor centraliities.
Proof of Proposition 4:
Symmetry is obvious, and is positiveness. Definiteness comes from
the fact that if d(v1, v2) = 0, then v1 and v2 are parallel, but being
completely positive and having L2 norm 1, they must be equal.
The triangle inequality is a little more subtle:
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d(a+ b, c)2 = 1− |〈a+ b, c〉|2
= 1− |〈a, c〉|2 − |〈b, c〉|2 − 2 〈a, c〉 〈a, b〉
= d(a, c)2 + d(b, c)2 − 2 〈a, c〉 〈a, b〉 − 1
= (d(a, c) + d(b, c))2 − 2 〈a, c〉 〈a, b〉
− 1− 2d(a, c)d(b, c)
≤ (d(a, c) + d(b, c))2
where we’ve used that < a, c >,< a, b >≥ 0.

We now need an important theorem regarding eigenvector per-
turbation known as the Davis-Kahan Theorem (Stewart and Sun
1990),(von Luxburg 2007).
PROPOSITION 5. (Davis-Kahan) Let A and B be two symmetric
matrices. For any such matrices, let λ(A) and λ(B) denote their
eigenvalues. For any subset S ⊆ R, let
δ = min
λ∈λ(A)∩Sc,s∈S
{|λ− s|}.
Let XA be an orthonormal matrix whose column space is equal to
the eigenspace of A corresponding to eigenvalues in λS(A) and
similarly for XB . Then,
d(XA,XB) ≤ ||A−B||F
δ
where || · ||F denotes the Frobenius norm, and d(XA,XB) is the
Frobenius norm of the singular values of X ′AXB .
To prove the result then, take A and B be two adjacency matrices
for two undirected, connected, networks. Then,
d(vA, vB) ≤ ||A−B||F
δ
.
v. If there are E(W ) = 12
∑
i,j W (i, j) edges in a network W , the
density is defined as,
d(W ) =
E(W )(n
2
) .
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Thus,
|d(W1)− d(W2)| ≤ ||W1 −W2||1(n
2
) .

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