ABSTRACT This paper presents a novel technique called correspondence selection for rigid transformations in order to effectively refine keypoint matches in rigid image registration. The proposed technique mainly lies in the following two components. First, keypoint matches are ranked and selected by the distance ratio between the best match and the second best match. Second, keypoint matches are further selected by ranking the geometric similarity between corresponding keypoint triplets. These two components enhance the discriminative power of potential keypoint matches in a progressive way. The proposed technique is generally applicable to affine rigid image registration. Experiments have been conducted using a set of benchmark datasets in the field of image registration, indicating that the proposed technique is very effective and achieves the state-of-the-art performance in refining keypoint matches for affine rigid image registration.
I. INTRODUCTION
Image registration is an important process in computer vision and image processing applications. It is the process of finding the correct spatial alignment between two or more images that have been acquired in different imaging conditions [1] . Image registration can be classified into two categories, i.e. rigid and non-rigid registration, according to the geometric transformations the images undergo [2] .
This work is focused on refining keypoint matches in registering images which geometrically involve transformations in scale, rotation and translation. In the field of image registration, correspondence selection is a process of refining keypoint matches which have been obtained by building and matching local descriptors. To select correspondences effectively, Random Sample Consensus (RANSAC) [9] and its variants such as [12] , [17] , and [22] have been serving as a good choice. However, a common problem existing in RANSAC-like techniques is the incompetence in dealing with those cases in which the percentage of inliers is small [10] .
To address the aforementioned issue and to refine keypoint matches effectively in rigid image registration, we propose Correspondence Selection for Rigid Transformations (CSRT). Its main idea is summarized as follows.
First, the initial keypoint matches are narrowed down to a small set by ranking and selecting matches. Second, keypoint triplets are generated, followed by calculating the geometric similarity of each pair of keypoint triplets. Third, keypoint triplets are ranked and selected in terms of their geometric similarities, leading to the refined keypoint matches. The proposed correspondence selection technique is evaluated on a set of image registration benchmark datasets. Experiments will demonstrate the great effectiveness of the proposed technique in refining keypoint matches for rigid image registration.
The rest of this paper is organized as follows. In Section II, related work is briefly reviewed. Section III describes the proposed technique in details, followed by a performance study in Section IV. The paper is concluded in Section V.
II. RELATED WORK
This section briefly summarizes feature-based image registration techniques, the use of keypoint triangles and RANSAC as well as its notable improvements.
A. FEATURE-BASED IMAGE REGISTRATION TECHNIQUES
A feature-based image registration technique establishes correspondences between interest points in the query and target images [5] - [8] , [24] , [28] , [33] , [34] . With these correspondences, a geometric transformation is estimated and then used to align two images [24] . In general, the following steps are performed in a feature-based image registration technique [5] .
i. In the query and target images, feature points are detected in a scale-invariant and rotation invariant manner. ii. The detected feature points are represented. Given a feature point, a local descriptor is built by encoding local image information surrounding this point. iii. Feature points of the query and target images are matched, leading to initial matches. iv. The initial matches are refined and an image transformation is hence estimated to finally align the query and target images.
To obtain initial matches of feature points, Scale Invariant Feature Transform (SIFT) [3] and Symmetric SIFT (SSIFT) [4] will be used for registering monomodal and multi-modal images respectively. The reason why these two feature detection and description techniques are selected for performance evaluation will be given in Section V.
B. KEYPOINT TRIANGLES
Keypoint triangles or triplets have been studies in [36] - [38] . In [36] , a similarity measurement called Triangle Constraint Measurement (TCM) was proposed. TCM works as follows. First, a set of seed points is obtained in two images by adopting a bi-matching process. There is a one-to-one relationship between the seed points from the two images. Second, these seed points are organized by the Delaunay triangulation algorithm. Third, a triangle and feature points inside the triangle are related through three parameters. In other words, these three parameters transform a feature point to its corresponding triangle. Lastly, how a pair of candidate points is matched is measured by comparing two sets of parameters that transform two candidate points of a potential match to their corresponding triangles. If the error between these two sets of parameters is within an acceptable range, this pair of candidate points is decided to be a correct match.
In [37] and [38] , a multimodal image registration framework was proposed by making use of spatial and geometrical relationships of keypoint triplets. Its main idea is summarized as follows.
i. An initial keypoint mapping is obtained by performing a feature detection and description technique such as the widely-used Scale Invariant Feature Transform (SIFT). ii. Keypoint triplets are generated in the query and target images. iii. For each keypoint from query image, its best match is determined. This is achieved by iteratively searching and comparing all related pairs of keypoint triplets. To evaluate the transformation calculated from a pair of keypoint triplets, the similarity metric is defined to be the Number of Overlapped Pixels (NOP) between edges of the two entire images, which allows for Global Information (GI) to be incorporated. The higher the NOP value is, the better. iv. All keypoint matches are ranked by their NOP values.
A threshold is set to select keypoint matches that hold highest NOP values. v. RANSAC is used to refine keypoint matches. vi. A transformation is estimated from the refined keypoint matches and is used to finally align the query and target images.
C. RANDOM SAMPLE CONSENSUS AND ITS IMPROVEMENTS
Random sample consensus (RANSAC) was originally proposed in [9] to estimate parameters of a mathematical model from a set of data that contains outliers [10] , [11] . Given a set of data, RANSAC is performed as follows [10] , [11] .
i. A random subset of the input data is selected and is called the hypothetical inliers. ii. A model is fitted to the hypothetical inliers. iii. The remaining data is tested against the fitted or estimated model. Those points that fit the estimated model with an acceptable error are considered as part of the consensus set. iv. The estimated model is returned as the final solution if a sufficient number of points have been classified into the consensus set. Otherwise, the hypothetical inliers are updated by including new members of the consensus set and Steps 2 to 4 are repeated.
Since RANSAC was proposed, it has been well investigated and used. Below are a few significant improvements of RANSAC. Progressive Sample Consensus (PROSAC) [12] exploits the ordering of tentative correspondences. Based on the following assumption that a pair of correspondences with a high similarity are more likely to be inliers than a second pair of correspondences with a low similarity [13] , PROSAC draws samples from progressively larger sets of top-ranked correspondences. In comparison to RANSAC, PROSAC is significantly faster and is able to generate better hypotheses [12] . In [13] , Adaptive Real-Time Random Sample Consensus (ARRSAC) was proposed to adapt RANSAC to real time vision applications. A high computational efficiency of ARRSAC is achieved by adaptively determining the number of hypothesized inliers. Moreover, ARRSAC is capable of providing accurate estimation over a wide range of inlier ratios. The efficiency of RANSAC is improved by Randomized RANSAC (R-RANSAC) [14] by evaluating only a fraction of data points for models that are contaminated by outliers. In [16] and [17] , Sequential Probability Ratio Test (SPRT) [15] is adapted to RANSAC and then applied into R-RANSAC. As presented in [16] and [17] , R-RANSAC with the adapted SPRT is 2 to 9 times faster than RANSAC. In [18] , the proposed Universal RANSAC (USAC) framework incorporates the advantages of RANSAC [9] , RANSAC 
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with SPRT [16] , [17] , PROSAC [12] and RANSAC with local optimization [18] . USAC is able to provide more accurate and stable solutions as compared to employing each of the aforementioned four techniques.
In [21] and [22] , a novel robust estimation technique, called the Generalized Projection-Based M-estimator (gpbM), was proposed to estimate multiple, linearized inlier structures in the presence of unstructured outliers. The gpbM technique is completely user independent and has obvious advantages over previous RANSAC-like techniques and pbM (the prior work of gpbM) [19] , [20] , as experimentally shown in [21] and [22] . Moreover, gpbM has shown great effectiveness in homography and fundamental matrix estimation [23] , which perfectly fits this work in refining keypoint matches. Hence, gpbM will be used as one of the benchmark techniques for performance comparisons in Section IV.
III. PROPOSED TECHNIQUE
This section elaborates the proposed technique. An overview of the proposed technique is first given, followed by details of each step. For the referencing purpose, the proposed technique is called Correspondence Selection for Rigid Transformations (CSRT).
A. OVERVIEW
Major steps of the proposed technique are as follows.
i. If the number of keypoint matches is large, keypoint matches are selected by ranking the distance ratio between the best match and the second best match (Section III-B). ii. Keypoint triplets are generated in the query and target images. (Section III-C) iii. The geometric similarity of each pair of keypoint triplets is calculated. (Section III-D) VOLUME 6, 2018 iv. Keypoint triplets are ranked and selected by their geometric similarities. (Section III-E)
B. STEP 1: SELECTING MATCHES BY DISTANCE RATIO
In the proposed technique, keypoint triplets are thoroughly searched and compared. If the number of keypoint matches is large, the computational cost would be huge. In such cases, it is necessary to select keypoint matches reasonably, thereby reducing the computational cost. When the number of keypoint matches is small, it is unnecessary to select matches. One important philosophy of selecting keypoint matches is that the accuracy of keypoint matches should not be decreased after the selection process. We propose to select keypoint matches by ranking the distance ratio between the best match and the second best match. In the Nearest Neighbor Distance Ratio (NNDR) matching [5] , [24] , [39] , a keypoint match is decided if
where 
|| is, the more distinct the nearest neighbor D 1 is from the remaining descriptors in target image. Thus we rank keypoint matches using
in an ascending order. Those highly-ranked keypoint matches are preserved for further operations in the following steps.
This work is not the first to obtain more discriminative matches by ranking and selecting potential keypoint matches. In [35] , a measure of support for a candidate match was proposed and called strength of the match (SM). With SM, potential matches are ranked in the following two channels. The first channel uses the strength of each potential match, i.e. SM. The second channel uses the SM ratio between the best match and the second best match. Those potential matches which are ranked highly in both of the two channels are selected as correct matches.
By comparison, the first component of the proposed CSRT is ranking and selecting keypoint matches by the distance ratio between the best match and the second best match. Admittedly, both [35] and this work use the ratio between the best match and the second best match. The difference between these two papers can be actually seen in light of what ratio between the best match and the second best match is ranked. In the field of matching local image features, the NNDR matching strategy [5] , [24] , [39] has been widely used. The first component of the proposed CSRT can be seen as a strategy of refining keypoint matches which generally suits those techniques using NNDR for matching local image features. 
C. STEP 2: GENERATING KEYPOINT TRIPLETS

After
Step 1 is performed, it is assumed that there are N keypoint matches. Corresponding to these keypoint matches, let P i q (i = 1, 2, . . . , N ) denote keypoints in query image, and P i t (i = 1, 2, . . . , N ) denote keypoints in target image. P i q and 
P i
t are two keypoints in a match. We use P i q → P i t to denote a keypoint match.
In both of query and target images, there exist C 3 N combinations of keypoint triplets. As N goes up, the number of keypoint triplets C 3 N increases dramatically. Table 1 shows the changing trend of the number of keypoint triplets along with the number of keypoint matches. Taking into account the computational cost of the proposed technique, it is vital to limit the number of keypoint triplets. To this end, if the number of keypoint matches is large, 50 matches are selected in Step 1 in the implementation.
Three keypoint matches, e.g. the i th , j th and k th matches, lead to a pair of keypoint triplets. For the referencing purpose, this pair of keypoint triplets is denoted as ( In the proposed technique, the first property mentioned above is applied to measure the similarity of two keypoint triplets. For the purpose of image registration, an acceptable pixel error is generally allowed when determining a keypoint match [5] , [26] . Hence, corresponding angles of geometrically similar keypoints triplets are not exactly equivalent.
Let θ i q , θ j q and θ k q denote the angles at three vertices of the keypoint triplet (P i q , P j q , P k q ) in query image. Likewise, θ i t , θ j t and θ k t denote the angles at three vertices of the keypoint triplet (P i t , P j t , P k t ) in target image. Here, there is a one-to-one correspondence between angle and keypoint. These two keypoint triplets are geometrically similar 
where θ e is an acceptable error between corresponding angles of keypoint triplets.
E. STEP 4: RANKING AND SELECTING KEYPOINT TRIPLETS
When calculating the geometric similarity of two keypoint triplets using Eq. (2), the smaller the difference between the corresponding angles is, the more similar these two keypoint triplets are likely to be. Specifically, the total angle error, θ te , is used to rank all compared keypoint triplets, where
In Eq. (3), each θ has been defined in Section III-D. The smaller θ te is, the more highly two keypoint triplets are ranked, meaning a higher probability that the corresponding keypoints are truly matches. Then, top-ranking N keypoint triplets are selected, thereby generating the final keypoint matches. Keypoint triangles are used in this work and [36] - [38] . Their differences are briefly explained as follows.
i. In [36] , a pair of keypoint triangles by transformation parameters which are computed by making use of the relationship between a triangle and feature points inside the triangle. ii. In [37] and [38] , a pair of keypoint triangles is used to estimate a geometric transformation between two images. This transformation is used to transform the query image. Then, the Number of Overlapped Pixels (NOP) between edges of the transformed query image and target image is computed. iii. The second component of the proposed technique in this paper uses the geometric similarity between keypoint triangles to rank and select keypoint matches. The rationale behind the idea is: if two keypoint triangles are very geometrically similar, the three pairs of keypoints are likely to be correct matches.
IV. PERFORMANCE STUDY
In this section, the proposed CSRT will be evaluated on a set of benchmark datasets. CSRT is compared with RANSAC [9] 
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and gpbM [21] , [22] with regards to correspondence selection. When evaluating CSRT, top-ranking 5 and 10 keypoint triplets are selected, as discussed in Section III-E. SIFT [3] and SSIFT [4] will be used as the benchmark image registration technique for mono-modal and multi-modal images respectively. Table 2 clearly lists the compared techniques for registering mono-modal and multi-modal images respectively.
A. EVALUATION METRIC
The accuracy of an image registration technique depends highly on the matching accuracy. The higher the matching accuracy is, the more accurate the final registration will be. Thus the proposed technique is evaluated using accuracy = number of correct matches number of total matches × 100%. (4) In the test datasets, the ground truth for each image pair is known. A maximum error of four pixels is used in determining a keypoint match, which is consistent with [6] and [26] .
B. TEST DATASETS
In registering mono-modal images, we use the Oxford dataset [24] 1 which is a benchmark dataset in image registration (Dataset 1). In this dataset, there are five different transformations: scale and rotation, viewpoint, blur, illumination and JPEG compression. Note that this work is focused on refining keypoint matches in registering images which geometrically involve transformations in scale, rotation and translation. Viewpoint changes are beyond rigid transformations. Hence, image pairs involving viewpoint changes are not considered in experiments. There are totally 30 image pairs which stem from six base images by undergoing an increasing magnitude of transformations. These six images are shown in Fig. 1 .
In registering multi-modal images, the following four datasets are tested. The first dataset consists of 18 NIR (Near Infra-Red) vs EO (Electro-Optical) image pairs from several sources [24] , [27] , [30] , [31] (Dataset 2). The second dataset is SYM dataset [32] (Dataset 3). In the SYM dataset, 19 image pairs which undergo rigid transformations are selected for the experiments. The third and fourth datasets are transverse and coronal T1 vs T2 weighted MRI brain images respectively (transverse for Datasets 4 and VOLUME 6, 2018 FIGURE 5. Comparisons in matching results for a pair of multi-modal images from SYM dataset (Fig. 2 (c) and (d) ). Green (solid) and red (dashed) lines indicate correct and incorrect matches respectively. coronal for Dataset 5). These two datasets were collected from McConnell Brain Imaging Center. 2 There are 87 and 101 image pairs in Datsets 4 and 5 respectively. In total, Datasets 2 to 5 include 225 image pairs. Fig. 2 shows sample image pairs of these four datasets.
In RANSAC, the number of iterations k is an important parameter affecting the inliers finally generated. To set this parameter properly, the following equation [9] , [10] is used: where n is the number of points needed for estimating a model, p is a probability that RANSAC produces a useful result, ω denotes the percentage of inliers in the data, and ω n means a probability that all n points selected are inliers.
As ω is unknown beforehand, ω n is usually specified in Eq. (5). In the implementation, p and ω n are set to 0.99 and 0.70 respectively. Fig. 3 shows matching accuracy when registering image pairs of the Oxford dataset (Dataset 1). Each sub-figure in Fig. 3 shows matching accuracy for the five pairs associated with the corresponding based image. Fig. 4 presents matching accuracy when registering image pairs of Datasets 2 to 5. By analyzing the comparisons in matching accuracy shown in Figs. 3 and 4 , the following conclusions can be drawn.
D. EXPERIMENTAL RESULTS AND ANALYSIS 1) COMPARISONS IN ACCURACY
i. The matching accuracy achieved by the original image registration technique (SIFT for mono-modal cases and SSIFT for multi-modal cases) is largely enhanced by RANSAC. For mono-modal images, the average accuracy of SIFT is improved from 82.56% to 94.85% by RANSAC-SIFT, whereas RANSAC-SSIFT increases SSIFT from 77.59% to 90.23% when registering multimodal images. VOLUME 6, 2018 ii. On the whole, gpbM outperforms RANSAC in selecting correspondences. In mono-modal cases, the average 94.85% achieved by RANSAC-SIFT goes up to 96.71% when gpbM-SIFT is applied. In multi-modal cases, gpbM-SSIFT achieves 91.07% on average, increasing RANSAC-SSIFT by 0.84%. iii. Overall, the proposed CSRT is able to achieve higher matching accuracy as compared to RANSAC and gpbM.
In registering mono-modal images, the CSRT (top 5) and CSRT (top 10) achieve 98.85% and 98.94% in terms of the average accuracy. For multi-modal images, the average 91.07% achieved by gpbM-SSIFT comes to 96.76% and 96.26% respectively when CSRT (top 5) and CSRT (top 10) are used. iv. We cannot draw the conclusion that CSRT (top 5) achieves a higher accuracy than CSRT (top 10) with 100% confidence. As discussed in Section III-E, the more highly a pair of keypoint triplets is ranked in terms of geometric similarity, the more likely the corresponding keypoints are to be truly matched. Moreover, an acceptable error is allowed when deciding a correct match, as mentioned in Section IV-A. Thus, it is possible that CSRT (top 10) outperforms CSRT (top 5) in some cases.
Moreover, Fig. 5 compares keypoint matching of the five compared techniques when registering a pair of multi-modal images from the SYM dataset. In this example, SSIFT only achieves a 18.42% accuracy. RANSAC-SSIFT and gpbM-SSIFT improve the accuracy up to 42.42% and 50.00% respectively. However, the accuracy is still undesirable. By comparison, the proposed CSRT perfectly achieves a 100% accuracy, making substantial improvements over RANSAC and gpbM.
Furthermore, Fig. 6 compares the registration results obtained by each of the compared technique when doing reg- istration on the sample image pair shown in Fig. 2 (c) and (d) . It is the same image pair which has been used in Fig. 5 . Based on a set of keypoint matches, a transformation is estimated and used to align these two images. The MATLAB function, cp2tform, is used in the implementation. By visually comparing Fig. 6 (b) to (f) with Fig. 6 (a) , misalignments can be easily discerned in Fig. 6 (b) to (d) . Clearly, the proposed technique aligns these two images perfectly as a 100% matching accuracy is achieved by both CSRT-SSIFT (top 5) and CSRT-SSIFT (top 10). Note that, though it is hard to visually see the difference between the three images shown in Fig. 6 (a) , (e) and (f), there actually exist very slight displacements due to the localization error which has arisen from the keypoint detection stage.
2) COMPARISONS IN EFFICIENCY
Although this work focuses on better selecting correspondences in rigid image registration, we have analyzed the efficiency of the compared techniques. The runtime experiment was implemented in MATLAB R2014b on a Windows 10 laptop with Intel Core i7 CPU of 2.6GHz and 12GB memory. Fig. 7 compares the runtime of all five techniques when registering image pairs of Datasets 4 and 5. For Datasets 1 to 3, the runtime varies to a large extent. Consequently, it is difficult to make a clear comparison if a figure similar to Fig. 7 (a) and (b) is plotted. Thus, we have only selected the runtime results of Datasets 4 and 5 for the purpose of clear illustration. Table 3 lists the average runtime for each dataset when each compared technique is applied. As indicated in Table 3 , techniques without (S) and with (S) are for mono-modal and multi-modal image registration respectively. Among these five compared technique, (S)SIFT is the most efficient because there is no need to perform correspondence selection. CSRT-(S)SIFT (top 10) and CSRT-(S)SIFT (top 5) are the worst efficient, but the computational complexities of these two proposed techniques are only slightly higher as compared to RANSAC-(S)SIFT and gpbM-(S)SIFT.
V. CONCLUSIONS
In this paper, we have presented a novel correspondence selection technique called CSRT for rigid image registration. The initial keypoint matches are first refined by ranking the distance ratio between the best match and the second best match. Furthermore, keypoint matches are selected by calculating the geometric similarity of corresponding keypoint triplets and only preserving those top-ranking keypoint triplets, thereby generating the final keypoint matches. The proposed CSRT is evaluated on a set of benchmark datasets against the well-known RANSAC and its noted variants gpbM. Experiments show that CSRT outperforms both RANSAC and gpbM in registering both mono-modal and multi-modal images.
SIFT and SSIFT have been used to evaluate the proposed technique for registering mono-modal and multi-modal images respectively, which is based on the following two considerations. First, as a feature detection and description technique, SIFT has gained the most popularity in the past decade since it was proposed. It has been widely used and improved in computer vision and image processing. These improvements include SIFT-GM (GM: Gradient Mirroring) [27] , PIIFD (Partial Intensity Invariant Feature Descriptor) [28] , Edge SIFT [29] and MOG-SIFT (MOG: Magnitudes and Occurrences of Gradient) [6] , to name just a few. To address the limitation of SIFT in registering multi-modal images, SSIFT was proposed and it can be seen as a noted multi-modal version of SIFT. Second, the proposed technique focuses on refining the keypoint matches which have been obtained by performing feature detection, feature description and feature matching in two images. Admittedly, there are a number of choices for selecting a feature detection and description technique [5] . However, it is necessary to highlight that the proposed technique is independent of feature detection and description techniques such as SIFT and SSIFT. Technically, the proposed technique should make similar improvements if another feature detection and description technique is used rather than SIFT or SSIFT which has been used in this paper.
As indicated by the experimental results, the proposed technique is robust to changes in scale, rotation, translation, blur, illumination, JPEG compression and imaging modality. Without loss of generality, the proposed technique is applicable to affine rigid image registration. Inspired by this work, it may be worthwhile to investigate the correspondence selection for projective and non-rigid image transformations by considering more complicated geometric models instead of triangles used in this paper. The source code of the proposed technique was written in MATLAB and will be available at https://www.researchgate.net/profile/Guohua_Lv3.
