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PROBABILISTIC MAPPINGS AND BAYESIAN
NONPARAMETRICS
JU¨RGEN JOST, HOˆNG VAˆN LEˆ, DUC HOANG LUU, AND TAT DAT TRAN
Abstract. In this paper we develop a functorial language of probabilis-
tic mappings and apply it to some basic problems in Bayesian nonpara-
metrics. First we extend and unify the Kleisli category of probabilistic
mappings proposed by Lawvere and Giry with the category of statistical
models proposed by Chentsov and Morse-Sacksteder. Then we introduce
the notion of a Bayesian statistical model that formalizes the notion of
a parameter space with a given prior distribution in Bayesian statistics.
We give a formula for posterior distributions, assuming that the under-
lying parameter space of a Bayesian statistical model is a Souslin space
and the sample space of the Bayesian statistical model is a subset in a
complete connected finite dimensional Riemannian manifold. Then we
give a new proof of the existence of Dirichlet measures over any measur-
able space using a functorial property of the Dirichlet map constructed
by Sethuraman.
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1. Introduction
In Bayesian statistics, we start with a formulation of a model that we
hope is adequate to describe the situation of interest. Unlike in the classical
statistics, where the parameters are deterministic and can be estimated from
the data, the parameters in Bayesian statistics are random variables on the
parameter space. Due to experience, we then formulate a prior distribution
for these parameters of the model, which is meant to capture our beliefs
about the situation before seeing the data. After observing some data we
apply Bayes’ formula to obtain the posterior distribution for these param-
eters. From this posterior distribution we compute predictive distributions
for future observations. In particular, this posterior can then be used as a
new prior before seeing the next data.
While Bayesian parametric statistics, i.e., when the statistical model is finite
dimensional, is very well established, the Bayesian nonparametric statistics,
i.e., when the statistical model is infinite dimensional, became a serious
methodology only after the introduction of the Dirichlet process by Fergu-
son in 1973 [Ferguson1973]. In this paper, Ferguson stated that the most
difficulty in Bayesian nonparameretrics is to choose a good prior in the sense
that the support of the prior should be large and the posterior should be
manageable analytically. In fact, the prior is the theoretically most subtle
part of Bayesian nonparametric statistics. Formally, the prior is a proba-
bility distribution on a family of probability distributions, and to handle
that formally, functional analytic concepts and methods are needed. The
class of most known priors in Bayesian nonparametrics are Dirichlet pro-
cesses/measures which are also introduced in [Ferguson1973]. By using our
setting, we also show in Theorem 4.6 the existence of Dirichlet measures over
any measurable space (also see [Sethuraman1994] for another approach).
Another important problem in Bayesian nonparametrics is if the Bayes’
formula is still true? In [Schervish1997, Theorem 1.31, p. 16], Schervish
gave out the Bayes’ formula for parametric case and claimed in the footnote
that the result works also for nonparametric case. However, in his result and
most of similar results later (see, e.g., [OT2011]), one needs to impose the
assumption of a dominated measure on Bayesian parameter models which is
not available in many models of Bayesian nonparametrics. In fact, the fam-
ily of posterior distributions of a Dirichlet process on R is not dominated,
see e.g., [Orbanz2008, Remark 60], in particular the family P(R) of all prob-
ability measures on R is not dominated, see also [HS1949] for a necessary
condition for a family of distributions to be a dominated measure family.
To overcome this problem, by using the functorial language of probabilistic
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mappings, we derive a new Bayes’ formula, relaxing the condition of a dom-
inated measure model. The only assumption we pose in our new formula
is that the underlying parameter space of a Bayesian statistical model is a
Souslin space and the underlying sample space X is a subset of a finite di-
mensional complete Riemannian manifold (Mn, g) with the induced distance
generated by g on Mn. Recall that a Souslin space is a Hausdorff space ad-
mitting a surjective continuous mapping from a complete metrizable space.
In particular, every Polish space (a complete separable metrizable space) is
a Souslin space, and more general, every standard Borel space (a measur-
able space admitting a bijective, bimeasurable correspondence with a Borel
subset of a Polish space) is a Souslin space [Bogachev2007, Corolary 6.6.7,
p. 22, vol.2], see [Bogachev2007, §6.6, vol. 2] for more detailed discussions
on Souslin spaces.
To give an overview of the remainder of our paper let us fix some notations.
For a measurable space X , which sometimes we shall denote by (X ,ΣX ) if
we wish to specify the underlying σ-algebra ΣX , let S(X ) (resp. M(X )
and P(X )) denote the space of finite signed measures on X (resp. the
space of non-negative measures and the space of probability measures on
X ). We also set M∗(X ) := M(X ) \ {0} and denote by L(X ) 1 the space
of measurable bounded functions on X . Furthermore, we denote by 1A the
indicator (characteristic) function of a measurable set A. For a σ-additive
measure µ we denote by µ∗ its outer measure.
In the second section we extend the Kleisli category of probabilistic map-
pings proposed by Lawvere [Lawvere1962] and Giry [Giry1982] and unify it
with the category of statistical models proposed by Chentsov [Chentsov1965],
[Chentsov1972] and by Morse-Sacksteder [MS1966]. In the third section, us-
ing the results in the second section, we introduce the notion of a Bayesian
statistical model that formalizes the notion of a parameter space with a
prior distribution in Bayesian statistics. Then we give a formula for the
posterior distribution without the dominated measure model condition. In
the fourth section we give a new proof of the existence of Dirichlet measures
over any measurable space using a functorial property of the Dirichlet map
constructed by Sethuraman. This paper also contains an Appendix where
we give a proof of a theorem used in the third section.
2. Probabilistic mappings and category of statistical models
In this section, first, we extend Lawvere’s natural σ-algebra on P(X ) to
the spaces S(X ), M(X ), M∗(X ), L(X ). Then we prove their important
properties (Propositions 2.3, 2.10, 2.11, 2.12) that shall be needed in later
sections. We extend and survey related results due to Lawvere, Chentsov,
Giry and Morse-Sacksteder (Theorem 2.14, Remark 2.19) concerning the
1In [Chentsov1972, p. 74] Chentsov used the notation L(X ,ΣX ) which is equivalent
to our notation, and in [Bogachev2007, p. 371, vol. 2] Bogachev used the notation L∞ΣX
instead of our notation L(X ).
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Kleisli category of probabilistic mappings. At the end of this section we em-
bed the Kleisli category of probabilistic mappings into the category of statis-
tical models introduced by Chentsov and Morse-Sacksteder (Definition 2.20,
Remark 2.21). We recall the notion of sufficient morphisms, sufficient prob-
abilistic mappings and their relevance to the notion of equivalence between
statistical models (Definition 2.22, Examples 2.24, 2.25, Proposition 2.26,
Remark 2.27). Finally we prove a structure theorem on the subcategory
of equivalent statistical models whose morphisms are defined by sufficient
probabilistic mappings (Theorem 2.28, Remark 2.29).
2.1. Weak topology and σ-algebra onM(X ). Given a measurable space
X , let Fs(X ) denote the linear space of simple (step) functions on X . There
is a natural homomorphism I : Fs(X )→ S
∗(X ) := Hom(S(X ),R), f 7→ If ,
defined by integration: If (µ) :=
∫
X fdµ for f ∈ Fs(X ) and µ ∈ S(X ).
Following Lawvere [Lawvere1962], we shall denote by Σw the smallest σ-
algebra on S(X ) such that If is measurable for all f ∈ Fs(X ). We also
denote by Σw the restriction of Σw to M(X ), M
∗(X ) and P(X ). Since
If : P(X ) → R is bounded, if f is bounded, by the Lebesgue dominated
convergence theorem, the σ-algebra Σw on P(X ) is the smallest σ-algebra
on P(X ) such that If is measurable for all f ∈ L(X ).
Remark 2.1. (1) Lawvere [Lawvere1962] and later authors [GH1989], [Kallenberg2017]
2 defined the σ-algebra on P(X ) as the smallest σ-algebra for which the eval-
uation map evA : P → [0, 1], µ 7→ µ(A), is measurable for all A ∈ ΣX . It is
not hard to see that their definition is equivalent to ours, since {I1A |A ∈ ΣX }
generate the vector space Fs. The later space leads directly to the space
L(X ), which is a good object in the Kleisli category of probabilistic map-
pings as we shall see later.
(2) Any element in S(X ) (resp. inM(X ) and in P(X )) can be considered
as an element in the space RΣX (resp. in (R≥0)
ΣX and in [0, 1]ΣX ), which
carries the canonical product σ-algebra ΣΠ. Clearly the restriction of ΣΠ to
S(X ) (resp. M(X ) and P(X )) is Σw. The subsets S(X ),M(X ) and P(X )
of RΣX satisfy the σ-additivity constraint and it is known that P(R) is not
a measurable subset of [0, 1]ΣR [GR2003, 2.3.2, p. 64].
For a topological space X we shall consider the natural Borel σ-algebra
B(X ), unless otherwise specified. Let Cb(X ) ⊂ L(X ) be the space of
bounded continuous functions on X . We denote by τv the smallest topol-
ogy on S(X ) such that for any f ∈ Cb(X ) the map If : (S(X ), τv) → R
is continuous. We also denote by τv the restriction of τv to M(X ) and
P(X ), which is also called the weak topology. It is known that (P(X ), τv)
is separable, metrizable if and only if X is [Bogachev2018, Theorem 3.1.4,
2Kallenberg in [Kallenberg2017, p.1] defined Σw on the space of all locally finite mea-
sures on X as in [Lawvere1962].
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p. 104], [Parthasarathy1967, Theorem 6.2, p.43] 3. If X is separable and
metrizable then the Borel σ-algebra on P(X ) generated by τv coincides with
Σw [GH1989, Theorem 2.3].
In this paper we shall consider only three types of measurable spaces:
• X is a measurable space with a σ-algebra ΣX ,
• X is a separable metrizable space with the associated Borel σ-algebra
B(X ),
• Souslin spaces, denoted by Θ with Borel σ-algebra B(Θ), which we shall
consider in Subsection 3.2.
Example 2.2. Let Ωk be a discrete topological space with k elements
ω1, · · · , ωk. We regard Ωk as a measurable space with the Borel σ-algebra
B(Ωk) = 2
Ωk . The space (S(Ωk), τv) is homeomorphic to R
k with the stan-
dard topology. The space (M(Ωk), τv) is homeomorphic to the quadrant
R
n
≥0 and the space (P(Ωk), τv) is homeomorphic to the simplex ∆k :=
{(x1, · · · , xk) ∈ R
k| xi ≥ 0 and
∑k
i=1 xi = 1}. Furthermore Fs(Ωk) =
L(Ωk) = Cb(Ωk) = R
k.
Proposition 2.3. (1) Assume that ΣX has a countable generating algebra
AX . Then M(X ) is a measurable subset of S(X ), and P(X ) and M
∗(X )
are measurable subsets of M(X ).
(2) The addition a : (M(X )×M(X ),Σw⊗Σw)→ (M(X ),Σw), (µ, ν) 7→
µ + ν, is a measurable map. If X is a topological space, then the map a is
τv-continuous, i.e., continuous in the τv-topology.
Proof. 1. The σ-algebra Σw on S(X ) is generated by subsets 〈A,B
∗〉 :=
I−11A (B
∗) where A ∈ ΣX and B
∗ ∈ B(R). We have
M(X ) = ∩A∈AX 〈A,R≥0〉,
because an element ofM(X ) has to be nonnegative on every A ∈ AX . When
ΣX has a countable generating algebra AX , this is a countable intersection,
implying the measurability of M(X ). And since
M∗(X ) =M(X ) ∩ 〈X ,R>0〉
and
P(X ) =M(X ) ∩ 〈X , 1〉
we then also obtain the measurability ofM∗(X ) and P(X ). This proves (1).
2. To prove the measurability of the map a it suffices to show that for any
f ∈ Fs(X ) the composition If ◦ a : M(X ) ×M(X ) → R≥0 is measurable.
Using the formula
If ◦ a(µ, ν) = I1X (f · µ) + I1X (f · ν),
we reduce the measurability of If ◦ a to the measurability of the map a :
R≥0 × R≥0 → R≥0, (x, y) 7→ (x+ y), which is well-known.
3If X is infinite, then (S(X ), τv) is non-metrizable [Bogachev2018, p. 102] (warning:
Bogachev’s M(X ) is our S(X )).
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Similarly we prove the continuity of the map a, if X is a topological space.
This proves Proposition 2.3(2). 
By definition, any measure on M(X ) (resp. on M∗(X ) and on P(X )) is
obtained by restricting a measure on S(X ) to M(X ) (resp. to M∗(X ) and
P(X )). By Proposition 2.3 the restriction of any measure on S(X ) toM(X )
(resp. to M∗(X ) and P∗(X )) is a measure on M(X ) (resp. on M∗(X ) and
P∗(X )) if ΣX is countably generated.
2.2. Probabilistic mappings and associated functors.
Definition 2.4. A probabilistic mapping (or an arrow) from a measur-
able space X to a measurable space Y is a measurable mapping from X
to (P(Y),Σw).
Remark 2.5. Definition 2.4 agrees with the definition of morphisms in the
Kleisli category of the Giry probability monad, see Remark 2.19 below. At
this stage we have not defined the category where a probabilistic mapping
is a morphism, so we choose the word “arrow”. Furthermore we would like
to emphasize that a probabilistic mapping from X → Y is not a mapping
from X to Y but defines an arrow from X to Y. A probabilistic mapping is
equivalent to a Markov kernel, see also Remark 2.19.
We shall denote by T : X → (P(Y),Σw) the measurable mapping defin-
ing/generating a probabilistic mapping T : X ❀ Y. Similarly, for a measur-
able mapping p : X → P(Y) we shall denote by p : X ❀ Y the generated
probabilistic mapping. Note that a probabilistic mapping is denoted by a
curved arrow and a measurable mapping by a straight arrow.
Example 2.6. (1) Assume that X is separable and metrizable. Then the
identity mapping IdP : (P(X ), τv) → (P(X ), τv) is continuous, and hence
measurable w.r.t. the Borel σ-algebra Σw = B(τv). Consequently IdP gen-
erates a probabilistic mapping ev : (P(X ),B(τv))❀ (X ,B(X )) and we write
ev = IdP . Similarly, for any measurable space X , we also have an arrow (a
probabilistic mapping) ev : (P(X ),Σw) ❀ X generated by the measurable
mapping ev = IdP .
(2) Let δx denote the Dirac measure concentrated at x. It is known that
the map δ : X → (P(X ),Σw), x 7→ δ(x) := δx, is measurable [GR2003,
Proposition 2.2.4, p. 62]. If X is a topological space, then the map δ :
X → (P(X ), τv) is continuous, since the composition If ◦ δ : X → R is
continuous for any f ∈ Cb(X ). Hence, if κ : X → Y is a measurable
mapping between measurable spaces (resp. a continuous mapping between
separable metrizable spaces), then the map κ : X
δ◦κ
→ P(Y) is a measurable
mapping (resp. a continuous mapping). We regard κ as a probabilistic
mapping defined by δ ◦ κ : X → P(Y). In particular, the identity mapping
Id : X → X of a measurable space X is a probabilistic mapping generated
by δ : X → P(X ). Graphically speaking, any straight arrow (a measurable
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mapping) κ : X → Y between measurable spaces can be seen as a curved
arrow (a probabilistic mapping).
(3) We would like to present here a non-trivial construction of probabilistic
mappings, which comes from the theory of randommappings [Kif86], [Kif88].
Consider a probability space (Ω,F ,P) and a random mapping T , which is a
measurable mapping T : Ω× X → Y (in case X = Y, the random mapping
T is the source to generate a random dynamical system [Arnold1998]).
Such a random mapping T : Ω × X → Y then generates a measurable
mapping T : X → P(Y), defined by
(2.1) T (x)(B) := P{ω ∈ Ω : T (ω, x) ∈ B} = P{T−1(·, x)(B)}, ∀B ∈ ΣY .
Relation (2.1) shows that once a probabilistic sample space (Ω,F ,P) is given,
any random mapping would generate a probabilistic mapping. However,
since probabilistic mappings need not be constructed this way, the concept
of probabilistic mappings can be seen as a generalization of random map-
pings.
We are also interested in the inverse problem on the representation of prob-
ability measures, which can be formulated as follows: Given a probabilistic
mapping T : X ❀ Y, is there a probabilistic sample space (Ω,F ,P) such
that T can be written as a random mapping from Ω×X to Y? This question
appears in several contexts in Ergodic Theory [Kif86], [Kif88]. The answer
is affirmative if Y is a compact, oriented, connected manifold of class C2
and X is a C0 manifold with some additional assumptions on the decay of
the densities, where one can choose Ω := Y (see details in [JJRMJPCR16,
Theorem A]).
Given a probabilistic mapping T : X ❀ Y, we define a linear map T ∗ :
L(Y)→ L(X ) as follows
(2.2) T ∗(f)(x) := If (T (x)) =
∫
Y
fdT (x)
which coincides with the classical formula (5.1) in [Chentsov1972, p. 66] for
the transformation of a bounded measurable f under a Markov morphism
(i.e., a probabilistic mapping) T . In particular, if κ : X → Y is a measurable
mapping, then we have κ∗(f)(x) = f(κ(x)), since κ = δ ◦ κ.
Further, we define a linear map S∗(T ) : S(X )→ S(Y) as follows [Chentsov1972,
Lemma 5.9, p. 72]
(2.3) S∗(T )(µ)(B) :=
∫
X
T (x)(B)dµ(x)
for any µ ∈ S(X ) and B ∈ ΣY .
Remark 2.7. (1) If κ : X → Y is a measurable mapping then κ∗(Fs(Y)) ⊂
Fs(X ). For a general probabilistic mapping T : X ❀ Y, we don’t have the
inclusion T ∗(Fs(Y)) ⊂ Fs(X ), since the cardinal #(T
∗(1B)(x)|x ∈ X ) can
be infinite. For example, consider T = ev : X := P(Z) ❀ Y := Z for
some measurable space Z and ∅ 6= B 6= Z. Then ev∗(1B)(µ) = µ(B) for
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any µ ∈ X = P(Z). Therefore #(ev∗(1B)(µ)|µ ∈ P(Z)) = #(µ(B)|µ ∈
P(Z)) =∞, if Z = [0, 1] and B = [0, 1/2].
(2) Lawvere also defined P∗(T ) : P(X )→ P(Y) by (2.3) for µ ∈ P(X ).
Definition 2.8. Let Σ∗ be the smallest σ-algebra on L(X ) such that for
any µ ∈ P(X ) the evaluation function evµ : L(X ) → R, h 7→ Ih(µ), is
measurable. We shall regard L(X ) as a measurable space endowed with the
σ-algebra Σ∗.
Example 2.9. Identifying L(Ωk) = Cb(Ωk) with S(Ωk) via the Euclidean
metric, and noting that the σ-algebra Σw on S(Ωk) is the usual Borel σ-
algebra on Rk = S(Ωk), cf. [GH1989, Theorem 2.3], it is not hard to see
that the σ-algebra Σ∗ on L(Ωk) = R
k coincides with the Borel σ-algebra on
R
k.
In [Sturtz2015, §2.3] Sturzt introduced a σ-algebra, which we shall denote
by Σs, on the set Hom(X ,Y) in the category Meas of measurable mappings
to be the smallest σ-algebra such that for all x ∈ X the evaluation mapping
evx : Hom(X ,Y) → Y, κ 7→ κ(x), is measurable mapping. Sturzt proved
that the category Meas is a symmetric monoidal closed with the defined
σ-algebra Σs on Hom(X ,Y). In what follows we shall compare Σ∗ with the
restriction of Σs to L(X ), which we also denote by Σs.
Proposition 2.10. For any measurable space X we have Σs ⊂ Σ∗. If X is
a separable metrizable space then Σs = Σ∗.
Proof. Let X be a measureable space and x ∈ X . Since the restriction of the
evaluation mapping evx to L(X ) is equal to the evaluation mapping evδ(x),
we obtain immediately the first assertion of Proposition 2.10.
Now assume that X is a separable metrizable space. Then the convex
hull Conv(δ(x)|x ∈ X ) of Dirac measures is dense in the space (P(X ), τv)
[Le2017, Lemma 23]. Using the Lebesgue dominated convergence theorem,
we obtain immediately the second assertion of Proposition 2.10. 
Proposition 2.11. Assume that T : X ❀ Y is a probabilistic mapping.
(1) Then T induces a linear bounded map S∗(T ) : S(X ) → S(Y) w.r.t.
the total variation norm || · ||TV . The restriction M∗(T ) of S∗(T ) to M(X )
(resp. P∗(T ) of S∗(T ) to P(X )) maps M(X ) to M(Y) (resp. P(X ) to
P(Y)).
(2) If T is a measurable mapping, then S∗(T ) : (S(X ),Σw)→ (S(Y),Σw)
is a measurable map. It is τv-continuous if T is a continuous map between
separable metrizable spaces. Hence the maps M∗(T ) and P∗(T ) are measur-
able and they are τv-continuous if T is a continuous map between separable
metrizable spaces.
(3) If T1 : X → Y and T2 : Y → Z are measurable mappings then we have
(2.4) S∗(T2 ◦ T1) = S∗(T2) ◦ S∗(T1), P∗(T2 ◦ T1) = P∗(T2) ◦ P∗(T1).
(4) The map T also induces a linear measurable map T ∗ : L(Y)→ L(X ).
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Proof. 1. Proposition 2.11 (1) is due to Chentsov [Chentsov1972, Lemma
5.9, p.72].
2. Assume that T is a measurable mapping. To prove that S∗(T ) is a
measurable mapping, it suffices to show that for any f ∈ Fs(Y) the composi-
tion If ◦S∗(T ) : S(X )→ R is measurable. The latter assertion follows from
the identity If ◦ S∗(T ) = IT ∗f , taking into account that T
∗(f) ∈ Fs(X ). In
the same way we prove that S∗(T ) is τv-continuous, if T is continuous map
between separable metrizable spaces. The statement concerning M∗(T ) and
S∗(T ) is a consequence of the first two assertions of Proposition 2.11(2).
Note that the measurability of P∗(T ) has been first noticed by Lawvere
[Lawvere1962].
3. The first identity in (2.4) is obvious, the second one is a consequence
of the first one.
4. The linearity of T ∗ and the inclusion T ∗(L(Y)) ⊂ L(X ) have been
proved in [Chentsov1972, Corollary, p. 66]. Here we provide an alternative
shorter proof of the inclusion relation. Let T ∗ be defined by (2.2) and
f ∈ L(Y). Since
sup
x∈X
|T ∗(f)(x)| ≤ sup
y∈Y
|f(y)|
the function T ∗(f) is bounded on X .
Next we shall show that for any f ∈ L(Y) the map T ∗(f) : X → R is
measurable, i.e., for any Borel set I ⊂ R we have T ∗(f)−1(I) ∈ ΣX . Note
that
T ∗(f)−1(I) = {x ∈ X |T ∗(f)(x) ∈ I, i.e., If (T (x)) ∈ I}.
Since If : P(Y) → R is measurable, the set I
−1
f (I) is measurable. Since
T : X → P(Y) is measurable, the set (T ∗(f))−1(I) = T
−1
(I−1f (I)) is mea-
surable. Thus T ∗(L(Y)) ⊂ L(X ).
Finally we shall show that T ∗ : L(Y) → L(X ) is a measurable map. It
suffices to show that for any µ ∈ P(X ) the composition evµ ◦T
∗ : L(Y)→ R
is a measurable map. Let I ⊂ R be a Borel subset. Then
ev−1µ (T
∗)−1(I) = {g ∈ L(Y)|
∫
X
∫
Y
gdT (x) dµ(x) ∈ I}.
Setting
T µ :=
∫
X
T (x)dµ ∈ P(Y)
we get
ev−1µ (T
∗)−1(I) = ev−1
Tµ
(I)
which is a measurable subset of L(Y). This completes the proof of Proposi-
tion 2.11. 
Proposition 2.12. (1) The projection πX :M
∗(X )→ P(X ), µ 7→ µ(X )−1 ·
µ, is a measurable retraction. If X is a topological space then πX is τv-
continuous.
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(2) If ΣX is countably generated, then we have the following commutative
diagram
P2(X )
ip,m
//
P∗(ip,m)

M(P(X ))
im,s
//
M∗(ip,m)

S(P(X ))
S∗(ip,m)

P(M(X ))
ip,m
//
P∗(im,s)

M2(X )
im,s
//
M∗(im,s)

S(M(X ))
S∗(im,s)

P(S(X ))
ip,m
//M(S(X ))
im,s
// S2(X )
where all arrows are measurable embeddings. If X is a separable metrizable
space then the arrows are τv-continuous embeddings.
Proof. 1. Clearly πX is a retraction. The map πX is measurable, since the
mapping I1X : M
∗(X ) → R>0, µ 7→ µ(X ), is measurable, and hence the
map (I1X )−1 : M
∗(X ) → R>0, µ 7→ µ(X )
−1, is also measurable. Similarly
we prove that πX is continuous in the τv-topology, if X , Y are topological
spaces.
2. The measurability of the horizontal mappings ip,m and im,s follows
from Proposition 2.3(1). If X is a separable metrizable space, these maps
are inclusion maps, and hence they are continuous by definition.
The measurability (resp. the continuity) of the vertical mappings S∗(ip,m)
and S∗(im,s) follows from the measurability (resp. the continuity) of the
maps ip,m , im,s and Proposition 2.11(2). The measurability (resp. the
continuity) of the vertical mappings P∗(ip,m) and S∗(im,s) (resp. M∗(ip,m),
M∗(im,s)) follows from the corresponding assertion concerning the functor
P∗ and the measurability (continuity) for the horizontal mappings.
3. The commutativity of the diagram is obvious. This completes the
proof of Proposition 2.12. 
Let us recall the following result due to Giry.
Lemma 2.13. ( [Giry1982]) Let evP : P
2(X )→ P(X ) be defined by
(2.5) evP (νP )(A) :=
∫
P(X )
I1A(µ) dνP (µ)
for all νP ∈ P
2(X ) and A ∈ ΣX .
(1) The composition evP ◦ δ : P(X )→ P(X ) is the identity map.
(2) Assume that κ : X → Y is a measurable mapping. Then we have the
following commutative diagrams
P2(X )
P 2∗ (κ) //
evP

P2(Y)
evP

P(X )
P∗(κ)
// P(Y).
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(3) The mapping evP is a measurable mapping. It is τv-continuous, if X
is a separable metrizable space.
Note that Giry considered the smaller category of Polish spaces but his
proof is also valid for the category of separable metrizable spaces.
Theorem 2.14. (1) Probabilistic mappings T are morphisms in the category
of measurable spaces X . Furthermore M∗ and P∗ are functors from the
category of measurable spaces whose morphisms are probabilistic mappings to
the category of nonnegative finite measure spaces and the category probability
measure spaces resp., whose morphisms are measurable mappings. If T :
X → P(Y) is a continuous mapping between separable metrizable spaces then
M∗(T ) :M(X )→M(Y) and P∗(T ) : P(X )→ P(Y) are τv-continuous.
(2) If ν ≪ µ ∈ M∗(X ) then M∗(T )(ν)≪M∗(T )(µ).
Proof. 1. The statement of Theorem 2.14(1) concerning the functor P∗ is a
consequence of Giry’s theorem stating that the triple (P∗, δ, evP ) is a monad
in the category of measurable spaces whose morphisms are measurable map-
pings (resp. in the category of Polish spaces whose morphisms are contin-
uous mappings, see also the remark before Theorem 2.14 and Remark 2.19
below) [Giry1982, Theorem 1, p. 70] and his observation that the Kleisli cat-
egory of the monad (P∗, δ, evP ) is the category of measurable spaces whose
morphisms are probabilistic mappings. In other words, Giry’s theorem says
that Theorem 2.14 is valid in the subcategory of measurable spaces whose
morphisms are measurable mappings, δ is a natural transformation of the
functor IdX to the functor P∗ on this subcategory and evP is a natural trans-
formation of the functor P 2∗ to the the functor P∗ on the same subcategory.
Note that the last assertion is equivalent to the statement of Lemma 2.13(2)
(the associativity of evP follows from the identity (2.11) below).
Taking into account Giry’s theorem, the statement of Theorem 2.14 con-
cerning P∗ is a consequence of [MacLane1994, Theorem 1, p. 43] on the
structure of the Kleisli category of a monad. Since the proof of [MacLane1994,
Theorem 1, p.143] is only sketched, we shall prove Proposition 2.15 below,
which proves the functoriality of P∗. Since M∗(T )(c · µ) = c ·M∗(T )(µ) for
any c ∈ R≥0 and µ ∈ P(X ), the functoriality of M∗(T ) is a consequence of
the functoriality of P∗(T ), and the measurability of M∗(T ) is a consequence
of measurability of P∗(T ). We provide furthermore a new categorical proof
for the associativity of the composition of the Markov kernels (Proposition
2.17).
Proposition 2.15. Let Ti : Xi ❀ Xi+1 be probabilistic mappings for i = 2, 3.
Then we have
(2.6) P∗(T3 ◦ T2) = P∗(T3) ◦ P∗(T2).
Proof. The proof consists of two steps. In the first step, using (2.3) we
shall prove relations (2.7) and (2.8) below. (If we want to construct the
Kleisli category of a monad, we take these formulas as defining relations
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for the functor P∗ and for the composition rule of morphisms in the Kleisli
category.) Let T and Ti : Xi → Xi+1 be probabilistic mappings for i = 1, 2.
Then
(2.7) P∗(T ) = evP ◦ P∗(T ),
(2.8) T2 ◦ T1 = P∗(T2) ◦ T1.
Note that (2.7) is a consequence of the following straightforward compu-
tation for any B ∈ ΣY and any µ ∈ P(X ),
evP ◦P∗(T )(µ)(B) =
∫
P(Y)
I1BdP∗(T )µ =
∫
X
T (x)(B)dµ(x) = P∗(T )(µ)(B).
We leave the reader to verify (2.8), which has been verified by Giry
[Giry1982] as we mentioned above, (we prefer to consider (2.8) as a defining
relation and hence we did not recall the known composition rule for Markov
kernels in this paper).
In the second step we examine the following diagram:
P3(X4)
P∗(evP )

P2(X3)
P 2∗ (T3)
99ttttttttt
P 2∗ (T3)//
evP

P2(X4)
evP

P(X2)
P∗(T2)
::tttttttttP∗(T2)
//
ev

O
O
O
P(X3)
P∗(T3)
99ttttttttttP∗(T3)
//
ev

O
O
O
P(X4)
ev

O
O
O
X1
T1
<<①①①①①①①① T1 ///o/o/o/o X2
T2
99tttttttttt T2 ///o/o/o/o/o X3
T3
99ssssssssss T3 ///o/o/o/o/o/o X4,
(2.9)
By (2.7), (2.8), and using (2.4), we have
P∗(T3 ◦ T2) = evP ◦ P∗(T3 ◦ T2)
= evP ◦ P∗(P∗(T3) ◦ T2)
= evP ◦ P∗(evP ) ◦ P
2
∗ (T 3) ◦ P∗(T 2).(2.10)
Lemma 2.16. ([Giry1982, p. 71]) We have the following identity
(2.11) evP ◦ P∗(evP ) = evP ◦ evP .
From Lemma 2.13 (3) we obtain immediately the following identity
(2.12) evP ◦ P
2
∗ (T ) = P∗(T ) ◦ evP .
Plugging (2.11) and (2.12) into (2.10), taking into account (2.7), we obtain
immediately the first identity of (2.6), which also implies the second one.
This completes the proof of Proposition 2.15. 
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Proposition 2.17. Let Ti : Xi ❀ Xi+1 be probabilistic mappings for i =
1, 2, 3. Then we have
(2.13) T3 ◦ (T2 ◦ T1) = (T3 ◦ T2) ◦ T1.
Proof. Proposition 2.17 follows from known properties of Markov kernels.
Here we give another short algebraic (categorical) proof. Straightforward
computations using (2.8) and (2.7) yield
(2.14) T3 ◦ (T2 ◦ T1) = P∗(T3) ◦ (T2 ◦ T1) = P∗(T3) ◦ P∗(T2) ◦ T1,
(2.15) (T3 ◦ T2) ◦ T1 = P∗(T3 ◦ T2) ◦ T1.
By Proposition 2.15 the LHS of (2.14) equals the LHS of (2.15). This com-
pletes the proof of Proposition 2.17. 
Combining Proposition 2.15 with Propositions 2.17 and 2.11, we complete
the proof of Theorem 2.14(1).
2. Theorem 2.14(2) has been proved by Morse-Sacksteder [MS1966, Propo-
sition 5.1]. We also have an alternative proof that is a bit shorter. By the
(2.7) and the validity of Theorem 2.14(2) in the case T is a measurable
mapping, it suffices to verify that evP (ν) ≪ evP (µ) which is obvious. This
completes the proof of Theorem 2.14. 
Finally, using relations (2.7), (2.8) we shall prove the following Lemma,
which clarifies formula (2.7).
Lemma 2.18. For any probabilistic mapping T : X ❀ Y we have T = ev◦T .
Proof. To prove Lemma 2.18 it suffices to show the following identity
(2.16) T = (ev ◦ T ).
Applying (2.7) and (2.8), and noting that P∗(ev) = evP by (2.7), we conclude
that
(2.17) (ev ◦ T ) = P∗(ev) ◦ (T ) = evP ◦ (T ).
Using the‘ formula κ = δ ◦ κ from Example 2.6(2), we have
(2.18) evP ◦ (T ) = evP ◦ δ ◦ T .
By Lemma 2.13(2) the RHS of (2.18) is equal to T . This proves (2.16) and
completes the proof of Lemma 2.18. 
Remark 2.19. (1) Lawvere introduced the σ-algebra Σw on P(X ) and de-
fined the probabilistic map ev in terms of Markov kernels [Lawvere1962]. He
coined the term of a “probabilistic mapping” and noted that it is equivalent
to the notion of a Markov kernel. He also defined P∗(T ) by a formula equiv-
alent to (2.3). In [Giry1982] Giry considered the category of measurable
spaces whose morphisms are measurable mappings and the category of Pol-
ish spaces X whose morphisms are continuous mappings. He noticed that the
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space (P(X ), τv) is again Polish cf. [GH1989, Theorem 2.3]. He proved The-
orem 2.14 for the case that P is a measurable mapping and for the case that
X is a Polish space, respectively. The triple (P∗, δ, evP ) is now called Giry’s
probability monad. Giry noticed that the Kleisli category of the probability
monad (P∗, δ, evP ) is the category of measurable spaces whose morphisms
are probabilistic mappings. We refer the interested reader to [FP2017] and
references therein for other probability monads, to [Panangaden1999] for an
exposition of a part of Giry’s work [Giry1982], and to [MacLane1994, p.
143] for the Kleisli category of a monad.
(2) Chentsov called the category of Markov kernels the statistical category
and their morphisms -Markov morphisms. Chentsov also showed that S∗(T )
is a linear operator with ||S∗(T )|| = 1 for any Markov kernel T and that
S∗(T ) sends a probability measure to a probability measure [Chentsov1972,
Lemma 5.9, p.72]. Markov morphisms S∗(T ) have been investigated further
in [AJLS2015], [AJLS2017], [AJLS2018].
(3) Historically, Blackwell was the first who considered probabilistic map-
pings, which he called stochastic mappings, between parametrized statisti-
cal models, which he called statistical experiments[Blackwell1953]. LeCam
[LeCam1964] used the equivalent terminology randomized mapping and Chentsov
[Chentsov1965] used the equivalent notion of transition measure. All of them
are in use today. We decide to use the term probabilistic mapping, since we
consider the σ-algebra introduced by Lawvere important for the functorial
language of probabilistic mappings and its application in Bayesian statistics.
2.3. Category of statistical models and sufficient probabilistic map-
pings. Given a probabilistic mapping T (in particular a measurable map-
ping κ), we shall also use the short notation T∗ (resp. κ∗) for M∗(T ) (resp.
for M∗(κ)).
Definition 2.20. A statistical model is a pair (X , PX ) where X is a mea-
surable space and PX ⊂ P(X ). The category of statistical models consists
of statistical models as its objects whose morphisms ϕ : (X , PX )❀ (Y, PY )
are probabilistic mappings T : X ❀ Y such that T∗(PX ) ⊂ PY . A morphism
T : (X , PX )❀ (X , PX ) will be called a unit, if T∗ : PX → PX is the identity.
Two statistical models (X , PX ) and (Y, PY ) are called equivalent, if there
exist morphisms T1 : (X , PX ) ❀ (Y, PY ) and T2 : (Y, PY) ❀ (X , PX ) such
that T1 ◦ T2 and T2 ◦ T1 are units. In this case T1 and T2 will be called
equivalences.
Remark 2.21. (1) The Kleisli category of probabilistic mappings can be
realized as a subcategory of the category of statistical models by assigning
each measurable space X the pair (X ,P(X )).
(2) The notion of statistical models and their morphisms in Definition 2.20
is almost equivalent to the notion of statistical systems and their morphisms
introduced by Morse-Sackteder [MS1966], except that Morse-Sacksteder al-
lowed morphisms that need not to be induced from probabilistic mappings,
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and almost coincides with the Markov category of family of probability dis-
tributions introduced by Chentsov [Chentsov1972, §6, p. 76], except that
Chentsov considered only morphisms between statistical models whose prob-
ability sets PX , PY are parameterized by the same set Θ.
Among equivalences between statistical models there is an important class
of sufficient morphisms, introduced by Morse-Sacksteder, which we reformu-
late as follows.
Definition 2.22. (cf. [MS1966]) A morphism T : (X , PX ) ❀ (Y, PY ) be-
tween statistical models will be called sufficient if there exists a probabilistic
mapping p : Y ❀ X such that for all µ ∈ PX and h ∈ L(X ) we have
(2.19) T∗(hµ) = p
∗(h)T∗(µ), i.e., p
∗(h) =
dT∗(hµ)
dT∗(µ)
∈ L1(Y, T∗(µ)).
In this case we shall call T : X ❀ Y a probabilistic mapping sufficient for
PX and we shall call the measurable mapping p : Y → P(X ) defining the
probabilistic mapping p : Y ❀ X a conditional mapping for T .
Remark 2.23. (1) We call p : Y → P(X ) a conditional mapping because
of the interpretation of p as a regular conditional probability in the case T
is a measurable mapping, see (2.20) below.
(2) As in Remark 2.1 (1), we note that to prove the sufficiency of a
probabilistic mapping T w.r.t. PX ⊂ P(X ) it suffices to verify (2.19) for all
µ ∈ PX and for all h = 1A where A ∈ ΣX .
Example 2.24. Assume that κ : (X , PX ) ❀ (Y, PY ) is a sufficient mor-
phism, where κ : X → Y is a statistic. Let p : Y → P(X ), y 7→ py, be a
conditional mapping for κ. By (2.2), p∗(1A)(y) = py(A), and we rewrite
(2.19) as follows
(2.20) py(A) =
dκ∗(1Aµ)
dκ∗µ
∈ L1(Y, κ∗(µ)).
The RHS of (2.20) is the conditional measure of µ applied to A w.r.t. the
measurable mapping κ. The equality (2.20) implies that this conditional
measure is regular and independent of µ. Thus the notion of sufficiency of κ
for PX coincides with the classical notion of sufficiency of κ for PX , see e.g.,
[Chentsov1972, p. 28], [Schervish1997, Definition 2.8, p. 85]. We also note
that the equality in (2.20) is understood as equivalence class in L1(Y, κ∗(µ))
and hence every statistic κ′ that coincides with a sufficient statistic κ except
on a zero µ-measure set, for all µ ∈ PX , is also a sufficient statistic for PX .
Example 2.25. (cf. [Chentsov1972, Lemma 2.8, p. 28]) Assume that µ ∈
P(X ) has a regular conditional distribution w.r.t. to a statistic κ : X → Y,
i.e., there exists a measurable mapping p : Y → P(X ), y 7→ py, such that
(2.21) Eσ(κ)µ (1A|y) = py(A)
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for any A ∈ ΣX and y ∈ Y. Let Θ ⊂ P(X ) and P := {νθ| θ ∈ Θ} be a
family of probability measures dominated by µ. If there exist a function
h : Y ×Θ→ R such that for all θ ∈ Θ and we have
(2.22) νθ = h(κ(x))µ
then κ is sufficient for P , since for any θ ∈ Θ
p∗(1A) =
dκ∗(1Aνθ)
dκ∗νθ
does not depend on θ. The condition (2.22) is the Fisher-Neymann suffi-
ciency condition for a family of dominated measures [Neyman1935].
Let us assume that T : (X , PX ) ❀ (Y, PY ) is a sufficient morphism for
µ ∈ P(X ). Then for any A ∈ ΣX we have
(2.23)
µ(A)
(2.3)
= T∗(1Aµ)(Y )
Theorem2.14(2)
=
∫
Y
dT∗(1Aµ)
dT∗µ
dT∗µ
(2.19)
=
∫
Y
py(A)dT∗(µ).
Comparing (2.23) with (2.3), we conclude that µ = p
∗
◦ T∗(µ). Hence
T∗ ◦p∗(T∗µ) = T∗µ. It follows that (X , µ) is equivalent to (Y, T∗(µ)). Hence
we get the following
Proposition 2.26. ([MS1966, Proposition 5.2]) Two statistical models (X , PX )
and (Y, PY ) are equivalent if there exists a probabilistic mapping T : X ❀ Y
such that T is sufficient for PX and T∗(PX ) = PY .
Remark 2.27. (1) The converse of Proposition 2.26 is valid, if PX is a
dominated family [Sacksteder1967, Theorem 2.1], and it is false without the
dominated family condition [Sacksteder1967, §6].
(2) We refer the reader to [Pfanzagl2017, Chapter 2] for the history of the
concept of sufficiency in statistics. As Pfanzagl emphasized, the concept of
sufficiency of a statistic related to the question of the existence of a regular
conditional distribution [Pfanzagl2017, p. 13]. We also would like to refer
the reader to Theorem 3.6 below and [Bogachev2007, Chapter 10, vol. 2] for
discussions on the existence of regular conditional distributions. We also do
not discuss the related notion of Bayesian sufficiency in our paper and refer
the interested reader to [Schervish1997, Defintion 2.4, p.84, Theorem 2.20,
p.89].
(3) There are many characterizations of sufficiency of a statistic, see e.g.
[Pfanzagl2017, §2.9, p. 35]. In [AJLS2017, Proposition 5.6, p. 266] Ay-Jost-
Leˆ-Schwachho¨fer give a characterization of a sufficient statistic w.r.t. to a
regular set PX of dominated measures that is parameterized by a smooth
manifold via the notion of “information loss”.
We complete this section with the following theorem on the category of
sufficient morphisms.
Theorem 2.28. (1) A composition of sufficient morphisms between statis-
tical models is a sufficient morphism.
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(2) Assume that T : (X , PX ) ❀ (Y, PY ) is a sufficient morphism and
T∗(PX ) = PY . Let p : Y → P(X ) be a conditional mapping for T . Then
p : Y ❀ X is a sufficient probabilistic mapping for PY and T : X → P(Y)
is a conditional mapping for p.
Proof. 1. Assume that T1 : (X , PX ) ❀ (Y, PY ) and T2 : (Y, PY ) ❀ (Z, PZ)
are sufficient morphisms with conditional mappings p1 : Y → P(X ) and
p2 : Z → P(Y) for T1 and T2 respectively. Then we have for any h ∈ L(X )
and µ ∈ PX
(T2 ◦ T1)∗(hµ) = (T2)∗ ◦ (T1)∗(hµ)
= (T2)∗(p
∗
1
(h)(T1)∗(µ)) = p2
∗ ◦ p∗
1
(h)(T2 ◦ T1)∗(µ)
which proves the assertion (1) of Theorem 2.28.
2. Assume that T : (X , PX ) → (Y, PY ) is a sufficient morphism and
PY = T∗(PX ). Let p : Y → P(X ) be a conditional mapping for T , i.e., we
have for any h ∈ L(X ) and µ ∈ PX
(2.24) p∗(h) =
dT∗(hµ)
dT∗(µ)
.
To prove the assertion (2) of Theorem 2.28 it suffices to establish the fol-
lowing equality
(2.25) p
∗
(1BT∗µ)(A) = T
∗(1B)µ(A)
for any µ ∈ PX , B ∈ ΣY , A ∈ ΣX and h ∈ L(X ).
Straightforward computations yield
p
∗
(1BT∗µ)(A)
(2.3)
=
∫
Y
py(A)d(1BT∗µ)
=
∫
B
py(A)dT∗µ
(2.24)
=
∫
B
dT∗(1Aµ)
dT∗µ
dT∗µ
= T∗(1Aµ)(B)
(2.3)
=
∫
X
T x(B)d1Aµ
=
∫
A
T x(B)dµ.(2.26)
On the other hand we have
(2.27) T ∗(1B)µ(A) =
∫
A
T ∗(1B)(x)dµ
(2.2)
=
∫
A
Tx(B)dµ.
Comparing (2.26) with (2.27), we obtain (2.25). This completes the proof
of Theorem 2.28. 
Remark 2.29. Theorem 2.28 implies that in the subcategory of statistical
models equivalent to a given statistical model, whose morphisms are suf-
ficient morphisms, every object is a terminal object, so we don’t have the
notion of a “minimal sufficient probabilistic mapping” like the notion of a
minimal sufficient statistic. Note that a minimal sufficient statistic does not
always exist [Pfanzagl2017, §2.6, p. 24].
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3. Bayesian statistical models and Bayes’ formula
In this section we formalize the notion of a parameter space of a prob-
abilistic model in Bayesian machine learning via the notion of a Bayesian
statistical model (Definition 3.1, Example 3.2, Remark 3.3). Then we define
the notion of posterior distributions (Definition 3.4) and compare it with
the classical notion of a posterior distribution (Remark 3.5). Finally we give
a new formula for the posterior distributions (Theorem 3.6). We derive a
consequence (Corollary 3.14), compare our new formula with the classical
Bayes’ formula as well as other related results (Remarks 3.15, 3.17, 3.18)
and consider an example (Example 3.19).
3.1. Bayesian statistical models.
Definition 3.1. A Bayesian statistical model is a quadruple (Θ, µΘ,p,X ),
where p : Θ → P(X ) is a measurable mapping and µΘ ∈ P(Θ), called a
prior measure.
Note that we can also regard a Bayesian statistical model as a morphism
p : (Θ, µΘ)❀ (X ,P(X )) of statistical models.
Recall that if X is a topological space then ΣX is assumed to be the Borel
σ-algebra B(X ) and hence P(X ) consists of Borel measures, if not otherwise
specified.
Example 3.2. (1) Assume that (Θ, µΘ,p,X ) is a Bayesian statistical model.
Then (P(X ),p∗(µΘ), IdP ,X ) is a Bayesian statistical model.
(2) Let S(X )TV denote the Banach space S(X ) endowed with the total
variation norm and dH denote the Hellinger distance on P(X ), so the topol-
ogy on P(X ) induced by dH coincides with the topology on P(X ) induced
from the natural inclusion of i : P(X ) → S(X )TV . Assume that (M,µM )
is a smooth finite dimensional manifold endowed with a volume element
µM and p : M → (P(X ), dH ) is a continuous map, for instance, if p is a
smooth map, i.e., the composition i ◦ p : M → S(X )TV is a smooth map,
see e.g., [AJLS2017, p. 168], [Bogachev2010, p. 380]. We shall show that
(M,µM ,p,X ) is a Bayesian statistical model, i.e., we shall show that the
map p : (M,B(M))→ (P(X ),Σw) is measurable. Denote by τwthe smallest
topology on S(X ) such that for all f ∈ Fs(X ) the map If : S(X ) → R is
continuous. Clearly the topology τw is weaker than the strong topology gen-
erated by the total variation norm. Let τw also denote the induced topology
on P(X ). It follows that the map p : M → P(X ) is τw-continuous. Hence
the map p : (M,B(M)) → (P(X ),B(τw)) is measurable. It is not hard
to check that Σw ⊂ B(τw), and moreover B(τv) ⊂ B(τw) with the equality
B(τv) = B(τw) if and only if X is countable [GH1989]. We conclude that
p : (M,B(M))→ (P(X ),Σw) is a measurable mapping.
(3) Assume that (Θ, µΘ,p,X ) is a Bayesian statistical model and T : X ❀
Y is a probabilistic mapping. Then (Θ, µΘ, T∗◦p,Y) is a Bayesian statistical
model. If T ′ : Θ′ ❀ Θ is a probabilistic mapping, then (Θ′, µΘ′ , (p ◦ T ′),X )
is a Bayesian statistical model for any µΘ′ ∈ P(Θ
′).
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(4) Assume that (Θ, µΘ,p,X ) is a Bayesian statistical model. Then
(Θ, µΘ, δ ◦ p,P(X )) is a Bayesian statistical model.
(5) For any µP ∈ P
2(X ) the quadruple (P(X ), µP , IdP ,X ) is a Bayesian
statistical model. In particular, for any µ ∈ P(X ) (resp. for any ν ∈
P3(X )) the quadruples (P(X ), δ(µ), IdP ,X ), (P(X ), P∗(δ)(µ), IdP ,X ) are
Bayesian statistical models (resp. the quadruple (P(X ), evP2(ν)), IdP ,X ) is
a Bayesian statistical model).
(6) Assume that (Θ1, µ1,p1,P(X )) and (Θ2, µ2,p2,P(X )) are Bayesian
statistical models. Then (Θ1 × Θ2, µ1 × µ2,p1 ⋆ p2,P(X )) is a Bayesian
statistical model, where
(3.1) p1 ⋆ p2(θ1, θ2) := P∗(πX ) ◦ P∗(a)((ip,m)∗p1(θ1), (ip,m)∗p2(θ2)).
Similarly, (Θ1, µ1,p
2
1,P(X )) is a Bayesian statistical model, where p
2
1(θ) :=
p1 ⋆ p1(θ, θ).
(7) Let (Θ, µΘ,p,Ω∞) be a Bayesian statistical model, where Ω∞ :=
{ω1, · · · , ω∞}. Then the map p : Θ ❀ Ω∞ is a random partition of Θ. If
p is a measurable mapping then it is also called a measurable partition. In
the later case we compute easily the conditional probability distribution for
any A ∈ ΣΘ [Bogachev2007, p.345, vol.2]
(3.2) µi(A) := µΘ(A|p = ωi) =
µ(A ∩ {p = ωi})
µ(p = ωi)
if µ(p = ωi) 6= 0, otherwise we set µi(A) = 0. Therefore µ can be regarded
as a mixture distribution:
µ(A) =
∞∑
i=1
ν(ωi) · µi(A)
where we abbreviate p
∗
(µ) as ν. Let κ : Ωk → P(X ), κ(ωi) := µi ∈ P(Θ),
where µi 6= 0 is defined by the LHS of (3.2). Then (Ωk, ν, κ,Θ) also encodes
a measurable partition of (Θ, µΘ).
Remark 3.3. (1) We recover the classical (frequentist) definition of a (pa-
rameterized) statistical model from Definition 3.1 by applying the “forgetful
functor” from the category of measurable spaces to the category of sets.
(2) Definition 3.1 encompasses both parametric Bayesian models, which
usually consist of conditional density functions f(x|θ), see e.g. [Berger1993,
p. 4], and nonparametric Bayesian models. It is essentially equivalent to
the concept of a Bayesian parameter space defined in [GR2003, p. 16] but
we use the more compact functorial language of probabilistic mappings.
3.2. A formula for the posterior distribution. Let (Θ, µΘ,p,X ) be a
Bayesian statistical model. Then we define the joint distribution µ on the
measurable space (Θ× X ,ΣΘ ⊗ ΣX ) as follows
(3.3) µ(B ×A) :=
∫
B
pθ(A)dµΘ for all B ∈ ΣΘ, A ∈ ΣX ,
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where we re-denote p(θ) by pθ for interpreting θ as parameter of the distri-
bution. Let ΠΘ and ΠX denote the projections (Θ×X ,ΣΘ⊗ΣX )→ (Θ,ΣΘ)
and (Θ×X ,ΣΘ⊗ΣX )→ (X ,ΣX ) respectively. Clearly ΠΘ and ΠX are mea-
surable mappings. Using ΠX we express the marginal probability measure
µX on X as follows: µX = (ΠX )∗(µ). In other words µX (A) := µ(Θ × A)
for all A ∈ ΣX . Clearly µΘ = (ΠΘ)∗(µ). We note that µX|Θ(A|θ) := pθ(A)
is the conditional probability of the measure µ on (Θ× X ,ΣΘ ⊗ ΣX ) w.r.t.
the projection ΠΘ, i.e., we have the following equality
(3.4) µX|Θ(A|θ) =
d(ΠΘ)∗(1Θ×Aµ)
d(ΠΘ)∗µ
(θ),
where the equality should understood as equivalence class of functions in
L1(Θ, µΘ), since (3.4) is equivalent to the identity (3.3) for B = Θ.
Formula (3.4) motivates the following definition.
Definition 3.4. A family of probability measures µΘ|X (·|x) ∈ P(Θ), x ∈ X ,
is called a family of posterior distributions of µΘ after seeing the data x if
for all B ∈ ΣΘ we have
(3.5) µΘ|X (B|x) =
d(ΠX )∗(1B×Xµ)
d(ΠX )∗µ
(x),
where (3.5) should be understood as an equivalence class of functions in
L1(X , µX ).
Remark 3.5. Definition 3.4 coincides with the definition of a posterior dis-
tribution in classical Bayesian statistics see e.g. [Berger1993, §4.2.1, p. 126],
[Schervish1997, p. 16]. Note that in the both definitions of the mentioned
books the authors did not explicitly require that µΘ|X (·|x) must be a σ-
additive function on ΣΘ. The last requirement is trivially satisfied when
one considers only Bayesian statistical models of dominated measures, i.e. ,
there exists a measure ν0 ∈ P(X ) such that for all θ ∈ Θ we have p(θ)≪ ν0.
In other papers and books, e.g., in [Ferguson1973] and [GV2017], statis-
ticians also think of posterior distributions as regular conditional distri-
butions, which is equivalent to Definition 3.4. The existence of posterior
distributions is therefore equivalent to the existence of regular conditional
distributions.
Theorem 3.6. Suppose that X is a subset of a connected finite dimensional
complete Riemannian manifold (Mn, g) with the induced metric generated
by g on Mn and (Θ, µΘ,p,X ) is a Bayesian statistical model, where Θ is a
Souslin space. Let Dr(x) denote the open ball of radius r centered at x ∈ X .
Then there exists a measurable subset S ⊂ X of zero µX -measure, and a
family of posterior distributions µΘ|X (·|x) on Θ after seeing data x ∈ X
such that
(3.6) µΘ|X (B|x) = lim
r→0
∫
B pθ(Dr(x))dµΘ∫
Θ pθ(Dr(x))dµΘ
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for any B ∈ B(Θ) = ΣΘ, and for any x ∈ X \ S. For x ∈ S we have
µΘ|X (B|x) := 0 for any B ∈ ΣΘ.
Remark 3.7. Applying (3.3) we conclude that S is also of µ′X -zero measure
for any marginal measure µ′X defined by a posterior distribution µΘ|X (·|x)
computed by the recipe in Theorem 3.6. Hence the Bayes rule using the
recipe in Theorem 3.6 is well-defined, see also [GV2017, p. 6] for a related
discussion on requirements on posterior distributions.
Proof of Theorem 3.6. We shall prove Theorem 3.6 using the arguments in
the proof for the existence of regular conditional distributions in [Bogachev2007,
Theorem 10.4.5, p. 359, Corollary 10.4.15, p. 366, vol.2], combined with a
formula for differentiation of measures on X (Proposition 3.8).
In what follows we use shorthand notations ν1 for the measure µX =
(ΠX )∗µ and ν2 for (ΠX )∗(1(Θ×B)µ). Then ν2 ≪ ν1. We recall that
(3.7) ν1(Dr(x)) =
∫
Θ
pθ(Dr(x))dµΘ,
(3.8) ν2(Dr(x)) =
∫
B
pθ(Dr(x))dµΘ.
For any x ∈ X we set
Dν1ν2(x) := lim
r→0
sup
ν2(Dr(x))
ν1(Dr(x))
and Dν1ν2(x) := limr→0
inf
ν2(Dr(x))
ν1(Dr(x))
where we set Dν1ν2(x) = Dν1ν2(x) = +∞ if ν1(Dr(x)) = 0 for some r > 0.
Furthermore if Dν1ν2(x) = Dν1ν2(x) then we set
Dν1ν2(x) := Dν1ν2(x) = Dν1ν2(x)
which is called the derivative of ν2 with respect to ν1 at x.
Proposition 3.8. There is a measurable subset S(ν1, ν2) ⊂ X of zero ν1-
measure such that for any x ∈ X \ S(ν1, ν2) the function Dν1ν2 is well-
defined. Setting D˜ν1ν2(x) := 0 for x ∈ S(ν1, ν2) and D˜ν1ν2(x) = Dν1ν2(x)
for x ∈ X \ S(ν1, ν2). Then the function D˜ν1ν2 is measurable and serves as
the Radon-Nikodym density of the measure ν2 with respect to ν1.
Proof. We note that the inclusion map X → (Mn, g) is continuous and
hence measurable. Hence the measures i∗(ν1) and i∗(ν2) are Borel measures
on (Mn, g) and i∗(ν2)≪ i∗(ν1), since ν2 ≪ ν1. Now Proposition 3.8 follows
immediately from Theorem A.1 in the Appendix. 
Proposition 3.8 implies that for each B ∈ ΣX there exists a measurable
subset SB ⊂ X of zero µX -measure such that the RHS of (3.6) is well
defined for all x ∈ X \ SB and moreover it coincides with the RHS of (3.5)
as functions in L1(X , µX ). We express this fact in the following equivalent
statement.
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Corollary 3.9. Let B ∈ ΣΘ. For x ∈ X \ SB let p(B,x) := µΘ|X (B|x)
and for x ∈ SB we let p(B,x) := 0. Then the function P (B,x) : X → R is
measurable. Furthermore, for any A ∈ ΣX we have
(3.9) µ(B ×A) =
∫
A
p(B,x)dµX (x).
To complete the proof of Theorem 3.6 we shall show that there exist a
countable algebra UΘ generating B(Θ), a subset S ⊂ X of zero µX -measure
such that for each x ∈ X \S the RHS of (3.6) is well-defined for any B ∈ UΘ,
moreover it is a σ-additive set function on UΘ. To prove this statement we
need the assumption that Θ is a Souslin space, namely we shall use the
following
Proposition 3.10. ([Bogachev2007, Theorem 7.4.3, p. 85, vol. 2]) Every
Borel finite measure on a Souslin space Θ is Radon and concentrated on
a countable union of metrizable compact sets. In addition, for every B ∈
B(Θ) and every ε > 0 there exists a metrizable compact set Kε such that
µ(B \Kε) < ε.
The strategy of the remainder of the proof of Theorem 3.6 is as follows. By
[Bogachev2007, Corollary 6.7.5, p. 25, vol.2], there exists a countable algebra
UΘ generating B(Θ). In Lemma 3.12 we shall show the existence of a subset
S0 ⊂ X of zero µX -measure such that for any x ∈ X \S0 and any B ∈ UΘ the
RHS of (3.6) is well-defined and µΘ|X (·|x) = p(B,x), moreover µΘ|X (·|x) is
an additive function on UΘ. Then in Lemma 3.13 we shall apply Proposition
3.11 below to show that there is a subset S1 ⊂ (X \ S0) of zero µX -measure
such that for all x ∈ X \ (S0 ∪ S1) the function p(B,x) = µΘ|X (·|x) is
σ-additive on UΘ, and hence it defines a probability measure on Θ, since
p(Θ, x) = 1 for all x ∈ X . Since on X \ (S0 ∪ S1) the function p(B,x)
coincides with µΘ|X (B,x) this shall complete the proof of Theorem 3.6.
We recall that a family K of subsets of a set X is called a compact class,
if for any sequence Kn of its elements with ∪
∞
n=1Kn = ∅, there exists N such
that ∪Ni=1Kn = ∅ [Bogachev2007, Definition 1.4.1, p. 13, vol.1].
Proposition 3.11. [Bogachev2007, Theorem 1.4.3, p. 13, vol. 1] Let µ be a
nonnegative additive set function on an algebra A. Suppose that there exists
a compact class K approximating µ in the following sense: for every A ∈ A
and every ε > 0, there exist Kε ∈ K and Aε ∈ A such that Aε ⊂ Kε ⊂ A
and µ(A \ Aε) < ε. Then µ is countably additive. In particular this is true
if the compact class K is contained in A and for any A ∈ A one has the
equality
µ(A) = sup
K⊂A,K∈K
µ(K).
Continuation of the proof of Theorem 3.6. By Proposition 3.10 any family
K of compact sets in Θ is a compact class. Propositions 3.10 and 3.11 imply
that there exists a countable algebra UΘ generating B(Θ) such that UΘ
contains a countable union KΘ of metrizable compact sets on which the
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measure µΘ is concentrated, and for every B ∈ B(Θ) and every ε > 0 there
exists a metrizable compact set Kε such that µ(B \ Kε) < ε. Thus the
condition of [Bogachev2007, Theorem 10.4.5 (ii), p. 359, vol.2] is satisfied
for A = UΘ.
Lemma 3.12. There exists a measurable subset S0 ⊂ X of zero µX -measure
such that for all x ∈ X\S0 the function µΘ|X (·|x) is additive on UΘ, moreover
µΘ|X (·|x) = p(B,x).
Proof. Let UΘ consist of countably many sets Bn. Let S0 = ∪iSBi . Then S0
is measurable and it has zero measure set. By Corollary 3.9, µΘ|Xx(·|x) =
p(B,x) for any x ∈ X \ S0. Clearly the RHS of (3.6) is additive for on UΘ
for any x ∈ X \ S0. This completes the proof of Lemma 3.12 
Now for all x ∈ X we define a set function µΘ|X (·|x) on UΘ by setting
(3.10) µΘ|X (·|x) :=
{
0 for x ∈ S0,
p(·|x) for x ∈ X \ S0.
By Corollary 3.9 and Lemma 3.12, for any B ∈ UΘ the function µΘ|X (B|·) :
X → R is measurable.
Lemma 3.13. There exists a measurable subset S1 ⊂ X \ S0 of zero µX -
measure such that for any x ∈ X \ (S0 ∪ S1) the set function µΘ|X (·|x) is
σ-additive on UΘ.
Proof. Taking into account Lemma 3.12 and Proposition 3.11, to prove
Lemma 3.13, it suffices to show the existence of a measurable subset S1 ⊂
X \ S0 of zero µX -measure such that for any x ∈ X \ (S0 ∪ S1) the compact
class KΘ approximates the additive set function µΘ|X (·|x) on UΘ. This will
be proved using arguments in [Bogachev2007, p. 360, vol. 2]. By Proposi-
tion 3.11 for every n there are sets Cn,k ∈ KΘ such that
(3.11) Cn,k ⊂ Bn and µ(Bn \ Cn,k) < 1/k.
Claim. There exists a measurable subset S1 of zero µX -measure such that
for all x ∈ X \ S1 we have
(3.12) µΘ|X (Bn, x) = sup
k
µΘ|X (Cn,k, x) for all n ∈ N.
Proof of Claim (3.12). We define a function qn : X → R by setting qn(x)
equal to the RHS of (3.11), if x ∈ X \ S0 and qn(x) = 0 otherwise. Then
qn : X → R is measurable, since µΘ|X (Cn,k, ·) : X → R is measurable. Since
Cn,k ⊂ Bn for all k and for all x ∈ X \ S0 we have
(3.13) qn(x) ≤ µΘ|X (Bn, x) for all x ∈ X \ S0.
Since µΘ|X (Cn,k, x) ≤ qn(x) for x ∈ X \ S0, and S0 is a measurable subset
of zero µ-measure, taking into account ( 3.9) and (3.10), we have
(3.14) µ(Cn,k × X ) =
∫
X
µΘ|X (Cn,k, x)dµ ≤
∫
X
qn(x)dµ.
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Taking into account (3.13) and (3.11), we obtain from (3.14)
(3.15) sup
k
µ(Cn,k × X ) ≤
∫
X
qn(x)dµ ≤
∫
X
µΘ|X (Bn, x)dµ = µ(Bn × X ).
By (3.11), the LHS of (3.15) is equal to the RHS of (3.15). Taking into
account (3.13), we conclude that there exists a subset S1 ⊂ X \S0 such that
qn(x) = µΘ|X (x) for all x ∈ X \ (S0 ∪ S1). Since both the functions qn and
µΘ|X are measurable, the subset S1 is measurable. This proves Claim (3.12.
Claim (3.12) implies that for all x ∈ X \ (S0 ∪ S1) the additive function
µΘ|X (·|x) on the algebra UΘ has the property that the compact class KΘ
approximates p(·, x) on UΘ. This completes the proof of Lemma 3.13. 
Since µΘ|X (·|x) is σ-additive on UΘ, it extends to a measure on Θ. Since
µΘ|X (Θ, x) = 1 for any x ∈ X this completes the proof of Theorem 3.6. 
Corollary 3.14. Assume the conditions of Theorem 3.6. Given a point
x0 ∈ X \ S assume that pθ(x0) = 0 for all θ ∈ Θ. If the condition for
differentiation w.r.t. r at 0 under the integral
∫
C pθ(Dr(x0))dµΘ holds for
C ∈ UΘ ∪ {Θ}, then for any B ∈ UΘ we have
(3.16) µΘ|X (B|x0) =
∫
B
d
dr |r=0pθ(Dr(x0))dµΘ∫
Θ
d
dr |r=0pθ(Dr(x0))dµΘ
,
if the dominator in the RHS of (3.16) does not vanish.
Remark 3.15. If {pθ| θ ∈ Θ} is a family of dominated measures, then
(3.17) µ(B|x) =
∫
B
dµΘ|X
dµΘ
(θ|x)dµΘ
where, by Bayes’ formula we have [Schervish1997, Theorem 1.31, p.16]
(3.18)
dµΘ|X
dµΘ
(θ|x) =
fX|Θ(x|θ)∫
Θ fX|Θ(x|t)dµΘ(t)
for µX -a.e. x ∈ X . We regard both (3.6) and (3.18) as recipes for computing
the posterior distribution µ(B|x) under different assumptions.
Remark 3.16. Assume the conditions of Theorem 3.6. Given x0 ∈ X \ S,
assuming that pθ(x0) = 0 for all θ ∈ Θ, a sufficient condition for differenti-
ation under the integral sign for any C ∈ UΘ ∪Θ
(3.19) lim
r→0
1
r
∫
C
pθ(Dr(x0)) dµΘ =
∫
C
d
dr
|r=0pθ(Dr(x0)) dµΘ
is the differentiability in r of the function pθ(Dr(x0)) of the variable r in
a neighborhood of 0 ∈ [0, 1] and the existence of a µΘ-measurable function
F (θ, x0) of the variable θ such that |
d
drpθ(Dr(x0))| ≤ F (θ, x0) in this neigh-
borhood, see e.g. [Jost2005, Theorem 16.11, p. 213], which is also valid for
an arbitrary measurable space Θ.
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Remark 3.17. Formula (3.6) for the (regular) posterior distribution µΘ|X (B|x)
is obtained from Proposition 3.8, which gives a formula for the Radon-
Nykodym derivative dν/dµ. As a formula for a (not necessarily regular)
conditional distribution, (3.6) is also valid µX -a.e. without any assumption
on Θ.
Remark 3.18. We can slightly generalize Theorem 3.6 to the case of a
finite dimensional complete Riemannian manifold with a countable number
of connected components by setting the distance between two points from
different connected components to be ∞.
Example 3.19. Assume that X ⊂ (M,g) is a closed (resp. open) subset of
(M,g). Then X is a Polish space and P(X ) is a Polish space and hence a
Souslin space. Theorem 3.6 implies that for any (prior) measure µΘ ∈ P
2(X )
our formula (3.6) gives a posterior distribution of µΘ on Θ := P(X ) after
seeing data x ∈ X . If dimX ≥ 1 then P(X ) is not a family of dominated
measures and therefore we cannot apply Bayes’ formula for computing the
posterior distribution of µΘ after seeing data x.
In some cases, e.g., if p : Θ→ P(X ) is an exponential family, we can com-
pute the posterior distribution µΘ|X (B|x) without using Bayes’ formula, see
e.g., [Amari2016, §11.5. 1, p. 266] for a geometric explanation, or without
using formula (3.6) e.g., for Dirichlet prior nonparametric distributions on
P(X ), which we shall revisit in the last section.
4. Dirichlet measures revisited
In this section, first we discuss some functorial methods of generating
probability measures on P(X ). Then, using the functorial language of prob-
abilistic mappings, we revisit Dirichlet distributions, which are Dirichlet
measures on P(X ) where the X are finite sample spaces, see Definition 4.5
and the remark thereafter. Finally we give a new proof of the existence of
Dirichlet measures over any measurable space using a functorial property of
the Dirichlet map constructed by Sethuraman (Theorem 4.6).
4.1. Probability measures on P(X ). There are several known techniques
for construction of random measures, i.e., measures on P(X ), see [GV2017,
Chapter 3] for an extensive account. In this section we shall use probabilis-
tic mappings for construction of a probability measure on P(X ). The most
natural way is to look at a “simpler” measurable space Xs and construct a
probabilistic mapping T : Xs ❀ X together with a measure µ ∈ P(Xs),
a measure µP ∈ P
2(Xs), and examine if the measures P∗(T )(µ), evP ◦
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P 2∗ (T )(µP ), P
2
∗ (T )(µP ) ∈ P
2(X ) satisfy our requirement.
Xs
δ //
T

O
O
O T
""❊
❊❊
❊❊
❊❊
❊❊
P(Xs)ev
oo o/ o/ o/
δ //
P∗(T )

P∗(T )
$$■
■■
■■
■■
■■
P2(Xs)evP
oo
P 2∗ (T )

P 2∗ (T )
$$❏
❏❏
❏❏
❏❏
❏❏
X
δ // P(X )
ev
oo o/ o/ o/
δ // P2(X )
evP
oo
δ // P3(X )
evP
oo
By Lemma 2.13 (3), evP ◦ P
2
∗ (T )(µP ) = P∗(T )(evP (µP)), hence we need
only to look at P∗(T )(µ) and P
2
∗ (T )(µP ). Both these constructions are
utilized in the proof of Theorem 4.6, where we give an alternative proof of
the Sethuraman theorem.
Let us recall that the σ-algebra on P(X ) is generated by the subsets
〈A,B∗〉P := 〈A,B
∗〉∩P(X ) where A ∈ ΣX and B
∗ ∈ B([0, 1]) (see the proof
of Prop 2.3). Hence we obtain the following easy Lemma whose proof is
omitted.
Lemma 4.1. Any µP ∈ P
2(X ) is determined uniquely by its value on the
measurable subsets 〈A1, B
∗
1〉P∩· · ·∩〈An, B
∗
n〉P where Ai ∈ ΣX , B
∗
i ∈ B([0, 1])
and n ∈ N.
Note that the collection {(A1 × B
∗
1) × · · · × (An × B
∗
n)} of measurable
subsets generates the σ-algebra in Xuniv := ((X × [0, 1])
∞,ΣXuniv := (ΣX ⊗
B([0, 1]))∞), moreover any measure ν ∈ P(Xuniv) is determined uniquely by
its values on the subsets in this collection. This suggests that we could take
Xs := Xuniv to define a prior measure on P(X ) such that the obtained prior
measure on P(X ) satisfies Ferguson’s required properties: the support of
the prior distribution should be large and the posterior distributions should
be manageable analytically. A required probabilistic mapping Xuniv → X
has been constructed in Sethuraman’s proof of the existence of Dirichlet
measures [Sethuraman1994] which we shall revisit at the end of this section.
4.2. Dirichlet distributions. Dirichlet distributions are most commonly
used as the prior distribution over finite sample spaces in Bayesian statistics.
In this subsection, following [GR2003, §3.1.1] and [Ferguson1973], we recall
the notion of a Dirichlet distributionDir(α1, · · · , αk) on ∆k = P(Ωk), where
α := (α1, · · · , αk) ∈ R
k
≥0 \ {0} is a parameter of the distribution. Classi-
cally, Dirichlet distributions Dir(α) are defined for α ∈ Rk>0 but Ferguson’s
definition of a Dirichlet distribution (Definition 4.2) extends naturally to a
definition of a Dirichlet measure in general case (Definition 4.5) when X
need not be finite, while the classical definition doesn’t.
Definition 4.2. (cf. [GR2003, Definition 3.1.1, p. 89], [Ferguson1973, p.
211]) Given α ∈ M∗(Ωk) let Ω(α) := {ωj ∈ Ωk|α(ωj) 6= 0}. Let πα :
Ω(α)→ Ωk denote the natural inclusion. Let l(α) := #Ω(α). The Dirichlet
distribution Dir(α) ∈ P2(Ωk) = P(∆k) is the measure P
2
∗ (πα)Dir(α|Ω(α)),
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where Dir(α|Ω(α)) ∈ P
2(Ω(α)) is the classical (l(α)−1)-dimensional Dirich-
let distribution on ∆l(α) with the following density function with respect to
the (l(α) − 1)-dimensional Lebesgue measure on ∆l(α):
(4.1) Dir(xi1 , · · · , xil(α))|α|Ω(α)) :=
Γ(αi1 + · · ·+ αil(α))
Γ(αi1) · · ·Γ(αil(α))
Π
l(α)
j=1x
αij−1
ij
.
We summarize important known properties of Dirichlet distributions,
which shall be needed later, in the following
Proposition 4.3. (1) The map Dirk : (M
∗(Ωk), τv) → (P
2(Ωk), τv) : α 7→
Dir(α) is continuous [GR2003, 11(a), p. 93].
(2) If p ∈ ∆k is distributed by Dir(α1, · · · , αk) then for any partition
A1, · · · , Al of Ωk the vector (
∑
ωi∈A1
pi,
∑
ωi∈A2
pi, · · · ,
∑
ωi∈Al
pi) is dis-
tributed by Dir(α(A1), · · · , α(Al)) [GR2003, p. 90].
(3) Let α ∈ M∗(Ωk) and (P(Ωk),Dir(α), IdP ,Ωk) a Bayesian statistical
model. Then the posterior distribution of the prior distribution Dir(α) after
seeing the data x ∈ Ωk is Dir(α + δx) [Ferguson1973, p. 212], [GR2003, p.
92].
Remark 4.4. (1) Let X = A1∪˙ · · · ∪˙An be a measurable partition of X
into n disjoint measurable subsets. This partition induces a measurable
map π : X → Ωn := {A1, · · · , An}, π(x) := Ai if x ∈ Ai. We have
M∗(π)(α) = (α(A1), · · · , α(An)) for any α ∈ M(X ). Hence the assertion
(2) in Proposition 4.3 is equivalent to the commutativity of the following
diagram for any n ≥ k and any surjective mapping πnk : Ωn → Ωk
M∗(Ωn)
Dirn //
M∗(pink)

P2(Ωn)
P 2∗ (pink)

M∗(Ωk)
Dirk // P2(Ωk).
(2) Let k < l and πkl : Ωk → Ωl is an injection. Let πlk : Ωl → Ωk be a
left inverse of πkl. By the definition of Dir(α) it is not hard to see that the
following diagram is commutative
M∗(Ωk)
M∗(pikl)
//
Dirk

M∗(Ωl)
(pilk)∗
//
Dirl

M∗(Ωk)
Dirk

P2(Ωk)
P 2∗ (pikl) // P2(Ωl)
P 2∗ (pilk)// P2(Ωk).
It follows that for any map πkl : Ωk → Ωl we have
P 2∗ (πkl) ◦Dirk = Dirl ◦M∗(πkl).
Hence Dirk :M
∗(Ωk)→ P
2(Ωk) is a natural transformation of the functor
M∗ to the functor P
2
∗ in the category of finite sample spaces Ωk whose
morphisms are (measurable) mappings.
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(3) The converse statement of Remark 4.4(2) is also valid, assuming a
normalization condition. Namely for each n ∈ N+ there exists a unique
mapping Dirn :M
∗(Ωn)→ P
2(Ωn) satisfying the following properties.
(i) Normalization: for n = 2 we have Dir2(α) = Dir(α).
(ii) Naturality: for any n, k ≥ 1 and any mapping πnk : Ωn → Ωk the
following diagram is commutative
M∗(Ωn)
Dirn //
(pink)∗

P2(Ωn)
P 2∗ (pink)

M∗(Ωk)
Dirk // P2(Ωk).
4.3. Dirichlet measures.
Definition 4.5. (cf. [Ferguson1973, Definition 1, p. 214]) Let X be a
measurable space and α ∈ M∗(X ). An element D(α) ∈ P2(X ) is called a
Dirichlet measure on P(X ) parameterized by α, if for all surjective measur-
able mappings πk : X → Ωk we have
(4.2)
P 2∗ (πk)(D(α)) = Dir(α(π
−1
k (ω1), · · · , α(π
−1
k (ωk)) ∈ P
2(Ωk) = P(∆k),
whereDir(α1, · · · , αk) is the Dirichlet distribution with the parameter (α1, · · · , αk)
on ∆k defined in Definition 4.2. If D(α) is defined for all α ∈ M
∗ we shall
call D a Dirichlet map.
Proposition 4.3 (2) implies that Dir(α1, · · · , αn) is a Dirichlet measure
on P(Ωn).
Theorem 4.6. For any measurable space X there exists a measurable map-
ping D : M∗(X ) → P2(X ) such that D(α) is a Dirichlet measure param-
eterized by α. Moreover the mapping D is a natural transformation of the
functor M∗ to the functor P
2
∗ in the category of measurable spaces whose
morphisms are measurable mappings.
Proof. We shall show that the Dirichlet mapping D :M∗(X )→ P2(X ) con-
structed by Sethuraman [Sethuraman1994] satisfies the condition in Theo-
rem 4.6(1). Let us recall the construction of D. First we define a mapping
T :M∗(X )→ P(Xuniv) as follows
T (α) := (πX (α)× beta(1, α(X )))
∞ ∈ P((X × [0, 1])∞).
Here, beta is the usual beta distribution. Since α(X ) > 0, the map T1 :
M∗(X )→ P∗([0, 1]), α 7→ beta(1, α(X )) is a measurable map. Since πX is a
measurable map by Proposition 2.12, the map T is measurable.
Let πi : Xuniv → X × [0, 1] denote the projection on the i-factor of Xuniv.
Denote by j1 (resp. j2) the projection from X × [0, 1] to X (resp. to [0, 1]).
The we define for i ∈ N and n ∈ N the following measurable mappings:
• θi : Xuniv → R, θi(xuniv) := j2 ◦ πi(xuniv),
• qi : Xuniv → X , qi(xuniv) := j1 ◦ πi(xuniv),
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• p1 : Xuniv → R, p1(xuniv) := θ1(xuniv),
• pn : Xuniv → R, pn(xuniv) := θn(xuniv)Π
n−1
i=1 (1− θi(xuniv)), if n ≥ 2,
• puniv : Xuniv → P(X ), puniv(xuniv) :=
∑∞
i=1 pi(xuniv) · δqi(xuniv)
• D :M∗(X )→ P2(X ), D(α) := (puniv)∗(Tuniv(α)).
Remark 4.7. It is not hard to see that for any xuniv ∈ Xuniv we have∑∞
i=1 pi(xuniv) ∈ [0, 1]. Therefore the image of puniv(Xuniv) ⊂ M(X ).
Furthermore it is known it that there exists a measurable subset X reguniv
of full µuniv-measure for any µuniv = ⊗
∞(µX × ν) ∈ P(Xuniv), where
µX ∈ P(X ) and ν ∈ P([0, 1]) is dominated by the Lebesgue measure on
[0, 1], such that the map puniv(X
reg) ⊂ P(X ), see e.g. [GV2017, Lemma
3.4, p. 31]. Thus the expression (puniv)∗(T (α)) should be understood as
(puniv)∗ ◦r(αuniv) ∈ P
2(X ) where r : P(Xuniv)→ P(X
reg
univ) is the restriction
and αuniv := T (α).
Since the mappings pi are measurable, and
∑∞
i=1 pi(xuniv) = 1 for xuniv ∈
X reguniv, the map D(α) :M
∗(X )→ P2∗ (X ) is a measurable map.
Now we shall show that Sethuraman’s Dirichlet map D is a natural trans-
formation of the functor M∗ to the functor P
2
∗ .
Let κ : X → Y be a measurable mapping. Denote by κ∞ : Xuniv → Yuniv
the induced measurable mapping:
κ∞((x1, θ1), · · · , (x∞, θ∞)) := ((κ(x1), θ1), · · · , (κ(x∞), θ∞)).
Clearly we have κ∞(X
reg
univ) ⊂ Y
reg
univ. Let us consider the following diagram
(4.3) M∗(X )
r◦T //
κ∗

P(X reguniv)
(puniv)∗
//
(κ∞)∗

P2(X )
P 2∗ (κ)

M∗(Y)
r◦T // P(Yreguniv)
(puniv)∗
// P2(Y).
Assume that α ∈ M∗(X ). Since κ∗(α)(Y) = α(X ) we obtain
r ◦ T ◦ κ∗(α) = r ◦ ((πY(κ∗α)× β(1, α(X )))
∞
= (κ∞)∗r ◦ T (α) ∈ P(Yuniv).(4.4)
Let 〈Ai, B
∗
i 〉P ∈ ΣP(Y). Then
(4.5)
(puniv)∗(κ∞)∗(r(αuniv))(∩i〈Ai, B
∗
i 〉P ) = r(αuniv)(κ
−1
∞ (p
−1
univ(∩i〈Ai, B
∗
i 〉P ))),
P 2∗ (κ)(puniv)∗(r(αuniv))(∩i〈Ai, B
∗
i 〉P ) = r(αuniv)(p
−1
univ(κ∗)
−1(∩i〈Ai, B
∗
i 〉P ))
= r(αuniv)(p
−1
univ(∩i〈κ
−1(Ai), B
∗〉P )).(4.6)
Let 〈A,B∗〉P ∈ ΣP(Y). Then we have
(4.7) p−1univ(〈A,B
∗〉P ) = {yuniv ∈ Yuniv|
∞∑
i=1
pi(yuniv)δqi(yuniv)(A) ∈ B
∗}.
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Hence
κ−1∞ (p
−1
univ(〈A,B
∗〉P )) = {xuniv ∈ Xuniv|
∞∑
i=1
pi(κ∞(xuniv))δqi(κ∞(xuniv)) ∈ A}
= {xuniv ∈ Xuniv|
∞∑
i=1
pi(xuniv)δqi(xuniv) ∈ κ
−1(A)
= p−1univ(〈κ
−1(A), B〉P ).(4.8)
It follows from (4.8), (4.7) and (4.6) that
(4.9) κ−1∞ (p
−1
univ(∩i〈Ai, B
∗
i 〉P )) = p
−1
univ(κ∗)
−1(∩i〈Ai, B
∗
i 〉P ).
Taking into account Lemma 4.1, we obtain from (4.9) the following identity
(4.10) (puniv)∗(κ∞)∗(r(αuniv)) = P
2
∗ (κ)(puniv)∗(r(αuniv)).
Hence we deduce from (4.4) and (4.10) the naturality of the transformation
D which is expressed in the following identity
(4.11) D ◦M∗(κ)(α) = P
2
∗ (κ) ◦ D(α).
As in Remark 4.4, we observe that the functoriality of the map D implies
that D(α) is a Dirichlet measure, since it is known that the restriction of
the map D to the category of finite sample spaces is the Dirichlet map, see
e.g. [GV2017, §3.3.3]. (By Remark 4.4(3) we need only to show that the
Sethuraman map defined on M∗(Ω2) is the Dirichlet map). This completes
the proof of Theorem 4.6.

Remark 4.8. 1. Let Θ denote P(X ). Assume that D : M∗(X ) → P(Θ)
is a Dirichlet map. In [Ferguson1973, Theorem 1, p. 217] Ferguson proved
that the posterior (conditional) distribution DΘ|X (·|x) with prior D(α) is
equal to D(α+ δx).
2. In [Ferguson1973] Ferguson made use of Kolmogorov’s consistency
theorem. Since P(R,Σw) is not a measurable subset of [0, 1]
B(R), see e.g.,
[GR2003, p. 64], the Kolmogorov theorem does not apply directly and we
need a more refined technique [GV2017, Theorem 3.12, p.28]. Ferguson also
suggested a second proof of the existence of a Dirichlet map, which is close
to Sethuraman’s proof [Sethuraman1994].
3. We have shown the benefit of the functorial language of probabilistic
mappings in this paper. In particular, using the compact precise functorial
language of probabilistic mappings, we don’t need to use abstract generators
of random variables.
Appendix A. Differentiation of measures on complete
Riemannian manifolds
Let (M,g) be a Riemannian manifold. By the Nash embedding theorem,
there exists an isometric embedding f : (M,g)→ (Rn, g0) where g0 denotes
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the Euclidean metric. In general the embedding f is not easy to find ex-
plicitly. Observe that the distance ρg on (M,g) induced by g is larger or
equal to the distance ρg0 induced by the embedding f , moreover ρg = ρg0
if and and only if f(M) is an affine subset of Rn. If (M,g) is complete the
distances ρg and ρg0 generate the same topology on M .
In this section we extend Bogachev’ theorem on differentiation of Borel
measures on Rn ([Bogachev2007, Theorem 5.8.8, p. 368, vol. 1]) to the
case of Borel measures on a complete Riemannian manifold (Mn, g) where
the distance on Mn is induced by g (Theorem A.1). First we need some
notations.
Let ν1 and ν2 be locally finite Borel measures on (M
n, g) such that ν2 ≪
ν1. For x ∈ M
n we denote by Dr(x) the open geodesic ball of radius r in
M with center in x and we set
Dν1ν2(x) := lim
r→0
sup
ν2(Dr(x))
ν1(Dr(x))
,
Dν1ν2(x) := limr→0
inf
ν2(Dr(x))
ν1(Dr(x))
,
where we set Dν1ν2(x) = Dν1ν2(x) = +∞ if ν1(Dr(x)) = 0 for some
r > 0.
Furthermore if Dν1ν2(x) = Dν1ν2(x) then we set
Dν1ν2(x) := Dν1ν2(x) = Dν1ν2(x)
which is called the derivative of ν2 with respect to ν1 at x.
Theorem A.1. Let ν1 and ν2 be two nonnegative locally finite Borel mea-
sures on a complete Riemannian manifold (Mn, g) such that ν2 ≪ ν1. Then
there is a measurable subset S0 ⊂M
n of zero ν1-measure such that the func-
tion Dν1ν2 is defined and finite on M \S0. Setting D˜ν1ν2(x) := 0 for x ∈ S0
and D˜ν1ν2(x) := Dν1ν2(x) for x ∈ M \ S0, the function D˜ν1ν2 : M → R
is measurable and serves as the Radon-Nikodym density of the measure ν2
with respect to ν1.
Proof. The proof of Theorem A.1 uses the argument in the proof of [Bogachev2007,
Theorem 5.8.8, p. 368, vol. 1] with a slight modification to deal with a
general complete Riemannian metric g and, unlike Theorem 5.8.8 ibid., we
modify Dν1ν2 a bit to get a “better” function D˜ν1ν2 on M
n.
First we shall show that Dν1ν2(x) exists and is finite for ν1-a.e. x. Let
S := {x : Dν1ν2(x) = +∞}. To show ν1(S) = 0 we need the following
Proposition A.2. Let 0 < c <∞.
(i) If A ⊂ {x : Dν1ν2(x) ≤ c} then ν
∗
2(A) ≤ c ν
∗
1 (A).
(ii) If A ⊂ {x : Dν1ν2(x) ≥ c} then ν
∗
2(A) ≥ c ν
∗
1 (A).
Proposition A.2 is an extension of Lemma 5.8.7 ibid. and will be proved
in a similar way based on Lemmas A.3 and A.4 below. We shall say that
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an open geodesic ball Dr(x) ⊂ (M
n, g) is k-proper, if kr is at most the
injectivity radius of (M,g) at x.
Lemma A.3. Assume that F is a collection of open 4-proper geodesic balls
in a complete Riemannian manifold (Mn, g) such that the set A of the cen-
ters of the balls in F is bounded. Then for some finite number N one can find
subcollections F1, · · · ,FN ⊂ F each of which consist of at most countably
many disjoint balls such that A is covered by the balls from F1 ∪ · · · ∪ FN .
Lemma A.4. Let µ be a locally finite Borel measure on a complete manifold
(Mn, g). Suppose that F is a collection of open 4-proper geodesic balls in
(Mn, g) the set of centers of which is denoted by A, and for every a ∈ A and
every ε > 0, F contains an open 4-proper geodesic ball Dr(a) with r < ε. If
A is bounded then for every nonempty open set U ⊂Mn one can find an at
most countable collection of disjoint balls Dj ∈ F such that
∞⋃
j=1
Dj ⊂ U and µ
∗((A ∩ U) \
∞⋃
j=1
Dj) = 0.
Proof of Lemma A.3. Lemma A.3 is a version of the Besicovitch covering
theorem for (Rn, g0) [Besicovitch1945], which has been formulated as The-
orem 5.8.1 in [Bogachev2007, p. 361, vol. 1]. There are three differences
between Lemma A.3 and Theorem 5.8.1 ibid.: firstly we make the assump-
tion that A is bounded, secondly, the geodesic balls are 4-proper, and thirdly,
the balls are open instead of nondegenerate closed as in Theorem 5.8.1 ibid.
4.
Denote by A the set of the centers of the balls in F . Let R := sup{r :
Dr(a) ∈ F}. We can find D1 = Dr1(a1) ∈ F with r1 > 3R/4. The balls
Dj, j > 1, are chosen inductively as follows. Let Aj := A\∪
j−1
i=1Di. If the set
Aj is empty, then our construction is completed and, letting J = j − 1 we
obtain J balls D1, · · · ,DJ . If Aj is nonempty, then we choose Dj : Drj (aj) ∈
F such that
aj ∈ Aj and rj >
3
4
sup{r : Dr(a) ∈ F , a ∈ Aj}.
In the case of an infinite sequence of balls Dj we set J =∞.
Claim 1. The balls Dr(aj) satisfy the following properties
(a) if j > i then rj ≤ 4ri/3,
(b) the balls Drj/3(aj) are disjoint and if J =∞ then rj → 0,
(c) A ⊂ ∪Jj=1Drj (aj).
Proof of Claim 1. Property (a) follows by the definition of ri and the
inclusion aj ∈ Aj ⊂ Ai.
4The version of Besicovich’s theorem for open balls seems known [Bogachev2007, p.
344, vol2].
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Property (b) is a consequence of the following observation. If j > i then
aj 6∈ Dj and hence by (a) we have
(A.1) ρg(ai, aj) ≥ ri >
ri
3
+
rj
3
.
Since A is bounded, rj goes to 0 if J =∞.
Finally (c) is obvious if J < ∞. If J = ∞ and Dr(a) ∈ F then there
exists rj with rj < 3r/4 by (b). Hence a ∈ ∪
j−1
i=1Di by our construction of
rj. This completes the proof of Claim 1.
We fix k > 1 and let
(A.2) Ik := {j : j < k, Dj ∩Dk 6= ∅}, Mk := Ik ∩ {j : rj ≤ 3rk}.
Claim 2. There is a number c(A) independent of k such that #(Mk) ≤
c(A).
Proof of Claim 2. If j ∈ Mk and x ∈ B(aj , rj/3) then the balls Dj and
Dk have nonempty intersection and rj ≤ 3rk, hence
ρg(x, ak) ≤ ρg(x, aj) + ρg(aj, ak) <
rj
3
+ rj + rk < 5rk.
It follows that Drj/3(aj) ⊂ D5rk(ak). Denote by volg the Riemannian
volume on (Mn, g). By the disjointness of B(aj, rj/3) and the boundedness
of A, taking into account the Bishop volume comparison theorem [BC1964,
Theorem 15, §11.10], see also [Le1993] for a generalization, there exists a
number c1(A) such that
(A.3) volg(D5rk(ak)) ≥
∑
j∈Mk
volg(Drj/3(aj)) ≥ c1(A)
∑
j∈Mk
·(
rj
3
)n.
Using property (a) in Claim 1, we obtain from (A.3)
(A.4) volg(D5rk(ak)) ≥
∑
j∈Mk
c1(A)(
rk
4
)n = #(Mk)c1(A)(
rk
4
)n.
By the Bishop comparison theorem there exists a number c2(A) such that
volg(D5rk)(ak) ≤ c2(A) · (5rk)
n. Combining with (A.4) we obtain
(A.5) #(Mk) ≤
c2(A)
c1(A)
20n.
This completes the proof of Claim 2.
Claim 3. There exists a number d(A) independent of k such that #(Ik \
Mk) ≤ d(A).
Proof of Claim 3. Let us consider two distinct elements i, j ∈ Ik \Mk. By
(A.2) we have
(A.6) 1 < i, j < k, Di ∩Dk 6= ∅, Dj ∩Dk 6= ∅, ri > 3rk, rj > 3rk.
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For notational simplicity we shall redenote ρg(ak, ai) by |ai|. Then (A.6)
implies
(A.7) |ai| < ri + rk and |aj| < rj + rk.
Let θdef (ai, aj) ∈ [0, π] be the deformed angle between the two geodesic
rays (ak, ai) and (ak, aj), connecting ak with ai and aj respectively, which
is defined as follows
θdef (ai, aj) := arccos
|ai|
2 + |aj |
2 − ρg(ai, aj)
2
2|ai||aj |
.
We shall prove the estimate
(A.8) θdef (ai, aj) ≥ θ0 := arccos 61/64 > 0.
By the construction, see also (A.1), we have 0 = ak 6∈ Bi ∪Bj and ri ≤ |ai|,
rj ≤ |aj |. W.l.o.g. we assume that |ai| ≤ |aj |. By (A.2) and (A.7) we obtain
(A.9) 3rk < ri ≤ |ai| < ri + rk, 3rk < rj ≤ |aj | < rj + rk, |ai| ≤ |aj |.
We need two more claims for the proof of (A.8).
Claim 4. If cos θdef (ai, aj) > 5/6 then ai ∈ Bj.
Proof of Claim 4. It suffices to show that if ai 6∈ Bj then cos θdef (ai, aj) ≤
5/6. Assume that ai 6∈ Bj . We shall consider two possibilities, first assume
that ρg(ai, aj) ≥ |aj |. Then our assertion follows from the following esti-
mates
(A.10) cos θdef (ai, aj) =
|ai|
2 + |aj |
2 − ρg(ai, aj)
2
2|ai||aj |
≤
|ai|
2|aj |
≤
1
2
<
5
6
.
Now assume that ρg(ai, aj) ≤ |aj |. Then
cos θdef (ai, aj) =
|ai|
2 + |aj|
2 − ρg(ai, aj)
2
2|ai||aj |
≤
|ai|
2|aj |
+
(|aj | − ρg(ai, aj))(|aj |+ ρg(ai, aj))
2|ai||aj |
≤
1
2
+
|aj| − ρg(ai, aj)
|aj|
≤
1
2
+
rj + rk − rj
ri
≤
5
6
(A.11)
where in the second inequality we use the assumption |aj |+ρg(ai, aj) ≤ 2|aj |,
in the third inequality we use |aj | ≤ rj + rk and taking into account ai 6∈ Bj
we have rj ≤ ρg(ai, aj), we also use rj ≤ |aj | from (A.9), and in the last
inequality we use 3rk ≤ ri from (A.6). This completes the proof of Claim
4. 
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Claim 5. If ai ∈ Bj then
(A.12) 0 ≤ ρg(ai, aj) + |ai| − |aj | ≤
8
3
(1− cos θdef (ai, aj))|aj |.
Proof of Claim 5. We utilize the proof of [Bogachev2007, (5.8.3), p. 363, vol.
2] . Since ai ∈ Bj we have i < j. Hence aj 6∈ Bi and therefore ρg(ai, aj) ≥ ri.
Keeping our convention that |ai| ≤ |aj | we have
0 ≤
ρg(ai, aj) + |ai| − |aj |
|aj |
≤
ρg(ai, aj) + |ai| − |aj |
|aj |
ρg(ai, aj)− |ai|+ |aj |
ρg(ai, aj)
=
ρg(ai, aj)
2 − (|aj | − |ai|)
2
|aj |ρg(ai, aj)
=
2|ai|(1− cos θdef (ai, aj))
ρg(ai, aj)
≤
2(ri + rk)(1− cos θdef (ai, aj))
ri
≤
8
3
(1− cos θdef (ai, aj)).
Here in the inequality before the last we use the above inequality ri <
ρg(ai, aj) and |ai| < ri + rk from (A.9). This completes the proof of Claim
5.
Continuation of the proof of (A.8). If cos θdef (ai, aj) ≤ 5/6 then cos θdef (ai, aj) <
61/64. If cos θdef (ai, aj) > 5/6 then ai ∈ Bj by Claim 4. Then i < j and
hence aj ∈ Bi. It follows that ri ≤ ρg(ai, aj) < rj . Recall by Claim 1 (a)
rj ≤ 4ri/3. Taking into account rj > 3rk from (A.2) we obtain
ρg(ai, aj) + |ai| − |aj |
(A.9)
≥ ri + ri − rj − rk ≥
rj
2
− rk ≥
1
8
(rj + rk) ≥
1
8
|aj |
which in combination with (A.12) yields |aj |/8 < 8(1−cos θdef (ai, aj))|aj |/3.
Hence cos θdef (ai, aj) ≤ 61/64. This completes the proof of estimate (A.8).
In the next step we shall prove the existence of a lower bound for the
angle θak(ai, aj) between the two geodesic rays (ak, ai) and (ak, aj), namely
θak(ai, aj) is the angle between two vectors ~ai and ~aj on the tangent space
TakM
n provided with the restriction of the metric g to TakM
n, where ~ai
(resp. ~aj) is the tangent vector at ak of the geodesic (ak, ai) (resp. of the
geodesic (ak, aj).)
Claim 6. There exists a positive number α(A) independent of k, i, j such
that θak(ai, aj) ≥ α(A).
Proof of Claim 6. Since A is bounded, by the Bishop comparison theorem,
there exists a constant b(A) independent of ai, aj , ak such that θak(ai, aj) <
b(A) · θdef (ai, aj). Combining this with (A.8) this implies Claim 6.
Continuation of the proof of Claim 3.
• Let δ(A) be the largest positive number such that:
(i) δ(A) ≤ rA/8,
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(ii) For any x 6= y 6= z 6= x ∈ A satisfying the following relations
ρg(x, y) ≤
rA
4
and ρg(y, z) ≤ ρg(x, y) · δ(A)
we have θx(y, z) ≤ α(A).
The existence of δ(A) follows from the boundedness of A and Bishop’s
comparison theorem.
• Let d(A) be the smallest natural number such that for any x ∈ A
and any r ∈ (0, rA/4) we can cover the geodesic sphere S(x, r) of radius r
centered at x by at most d(A) balls of radius r · δ(A). The existence of d(A)
follows from the boundedness of A and Bishop’s comparison theorem.
Claim 6 implies that that #(Ik \Mk) ≤ d(A). This completes the proof
of Claim 3.
Completion of the proof of Lemma A.3. Claims 2 and 3 imply that
#(Ik) ≤ c(A) + d(A). Now we make a choice of Fi in the same way as
in the proof of Theorem 5.8.1 ibid. so we omit the details and refer the
reader to [Bogachev2007, p. 363, vol. 1]. 
Proof of Lemma A.4. The proof of Lemma A.4 is based on Lemma A.3 and
can be produced by repeating the proof of Corollary 5.8.2 ibid. word for
word so we omit it here. 
Proof of Proposition A.2. By the property of outer measures it suffices to
prove Proposition A.2 for bounded sets A. Now we derive Proposition A.2
from Lemma A.4 as in the proof of Lemma 5.8.7 ibid. and we leave the
details to the reader. 
Completion of the proof of Theorem A.1. Proposition A.2 implies that
ν∗1(S) = 0.
Next let 0 < a < b and set
S(a, b) : {x : Dν1ν2(x) < a < b < Dν1ν2(x) < +∞.
Proposition A.2 implies that
b ν∗1 (S(a, b)) ≤ ν2(S(a, b)) ≤ a ν
∗
1 (S(a, b)).
Hence ν∗1(S(a, b)) = 0 because a < b. The union S1 of S(a, b) over all
positive rational numbers a, b also has zero ν∗1 -measure. Hence there exists
a measurable subset S0 ⊂M of zero ν1-measure such that S∪S1 ⊂ S0. This
proves the first assertion of Theorem A.1.
Now let us show that D˜ν1ν2(x) is measurable. Clearly, it suffices to show
that Dν1ν2 :M
n \ S0 → R is measurable.
Lemma A.5. For each r > 0 the function fr(x) := ν1(Dr(x)) :M
n → R is
lower-semi continuous and hence measurable.
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Proof. Since limk→∞ ν1(Dr−1/k(x)) = ν1(Dr(x)), taking into account that
Dr−1/k(x) ⊂ Dr(y) if |x− y| < 1/k, we obtain
lim
y→x
inf ν1(Dr(y)) ≥ ν1(Dr(x))
which we needed to prove. 
Since S0 is measurable, we obtain immediately from Lemma A.5 the fol-
lowing
Corollary A.6. For each r > 0 the restriction fr|M\S0 is a measurable
function.
In the same way, the restriction of function f ′r(x) := ν2(Dr(x)) to M \S0
is measurable. For k ∈ N+ and x ∈M \ S0 we set
τk(x) :=
ν2(D1/k(x))
ν1(D1/k(x))
.
It follows that the function τk : M \ S0 → R is measurable. Hence the
function Dν1ν2(x) :M \ S0 → R is measurable, which we had to prove.
Finally we prove that D˜ν1ν2 serves as the Radon-Nikodym derivative of
ν2 w.r.t. ν1 by the same argument as for the case (M,g) = (R
n, g0) in
[Bogachev2007, p. 368, 369, vol. 1], noting that our function D˜ν1ν2 coincides
with the function Dν1ν2 defined in [Bogachev2007, p. 368, vol.2] up to a zero
ν∗1 -measure set, and hence we omit the details. This completes the proof of
Theorem A.1.
Acknowledgement
The authors thank Tobias Fritz for discussions on probability monads
and helpful comments on the e-print of this paper, Lorenz Schwachho¨fer
for helpful comments on an early version of this paper. HVL would like to
thank Domenico Fiorenza and XuanLong Nguyen for helpful comments on
the first version of this paper [Le2019]. She warmly thanks JJ, DHL and
TDT for hospitality during her visit to MPI MIS Leipzig in 2019 where a
part of this paper was discussed.
References
[AJLS2015] N. Ay, J. Jost, H. V. Leˆ, L. Schwachho¨fer, Information geometry and
sufficient statistics, Probability Theory and Related Fields 162(2015), 327-364.
[AJLS2017] N. Ay, J. Jost, H. V. Leˆ, L. Schwachho¨fer, Information geometry,
Springer, 2017.
[AJLS2018] N. Ay, J. Jost, H. V. Leˆ, L. Schwachho¨fer, Parametrized measure mod-
els, Bernoulli 24(2018), 1692-1725.
[Amari2016] S. Amari, Information Geometry and Its Applications, Springer, 2016.
[Arnold1998] L. Arnold, Random dynamical systems, Springer, 1998.
[BC1964] R. L. Bishop and R. J. Crittenden, Geometry of manifolds, Academy Press,
1964.
[Berger1993] J. O. Berger, Statistical decision theory and Bayesian analysis, Springer,
1993, Corrected reprint of the second (1985) edition.
38 JU¨RGEN JOST, HOˆNG VAˆN LEˆ, DUC HOANG LUU, AND TAT DAT TRAN
[Besicovitch1945] A. S. Besicovitch, A general form of the covering principle and relative
differentiation of additive functions, Proc. Cambridge Philos. Soc. 1945, v. 41, p.
103-110, 1946, v. 42, p. 1-10.
[Blackwell1953] D. Blackwell, Equivalent comparisons of experiments, Ann. Math.,
Statist., 24(1953), 265-272.
[Bogachev2007] V. I. Bogachev, Measure theory, vol I, II, Springer 2007.
[Bogachev2010] V. I. Bogachev, Differentiable Measures and the Malliavin Calculus,
AMS, 2010.
[Bogachev2018] V. I. Bogachev, Weak convergence of measures, AMS, 2018.
[Chentsov1965] N. Chentsov, Categories of mathematical statistics, Doklady of Acad.
U.S.S.R., 165(1965), 511-514.
[Chentsov1972] N. Chentsov, Statistical decision rules and optimal inference, Moscow,
Nauka, 1972 (in Russian), English translation in: Translation of Math. Monograph
53, AMS, 1982.
[Ferguson1973] T. S. Ferguson, A Bayesian analysis of some non-parametric problems,
The Annals of Statistics, vol. 1 (1973), 209-230.
[FP2017] T. Fritz and P. Perrone, A Probability Monad as the Colimit of Finite
Powers, arXiv:1712.05363.
[GH1989] M. Gaudard and D. Hadwin, Sigma-Algebras on Spaces of Probability Mea-
sures, Scand. J. Stat. 16:169-175, 1989.
[GR2003] J.K. Ghosh and R.V. Ramamoorthi, Bayesian Nonparametrics, Springer,
2003.
[Giry1982] M. Giry, A categorical approach to probability theory, In: B. Banaschewski,
editor, Categorical Aspects of Topology and Analysis, Lecture Notes in Mathe-
matics 915, 68- 85, Springer, 1982.
[GV2017] S. Ghosal and A. van der Vaart, Fundamentals of Nonparametric Bayesian
Inference, Cambridge University Press, 2017.
[HS1949] P. R. Halmos and L. J. Savage, Application of the Radon-Nikodym theorem
to the theory of sufficient statistics. Ann. Math. Stat., 20(1949), 225-241.
[Jost2005] J. Jost, Postmodern Analysis, Springer, 2005.
[JJRMJPCR16] J. Jost, R. Matveev, J. Portegies, and C. Rodrigues, On the
regular representation of measures, 2016, arXiv: 1610.02986; Comm.Anal.Geom.,
to appear
[Kallenberg2017] O. Kallenberg, Random measures, Theory and Applications, Springer
2017.
[Kif86] Yu. Kifer, Ergodic theory of random transformations, Birkha¨user, Boston, 1986.
[Kif88] Yu. Kifer, Random perturbations of dynamical systems, Birkha¨user,
Boston,1988.
[Lawvere1962] W. F. Lawvere, The category of probabilistic mappings (1962). Unpub-
lished, Available at https://ncatlab.org/nlab/files/lawvereprobability1962.pdf.
[Le1993] H. V. Leˆ, Curvature estimate for the volume growth of globally minimal sub-
manifolds, Math. Ann. 296(1993), 103-118.
[Le2017] H. V. Leˆ, The uniqueness of the Fisher metric as information metric, Annals of
the Institute of Statistical Mathematics 69(2017), 879-896.
[Le2019] H. V. Leˆ, Bayesian statistical models and Bayesian machine learning, preprint,
2019.
[LeCam1964] L. LeCam, Sufficiency and approximate sufficiency, Ann. Math. Statist.,
35(1964), 1419-1455.
[MacLane1994] S. MacLane, Categories for the Working Mathematician, 6th corrected
printing, Springer-Verlag, 1994.
[MS1966] N. Morse and Sacksteder, Statistical isomorphism, Annals of Math. Statis-
tics, 37(1966), 203-213.
PROBABILISTIC MAPPINGS AND BAYESIAN NONPARAMETRICS 39
[Neyman1935] J. Neyman, Sur un teorema concernente le considette statistische suffici-
enti, G. Ist. Ital. Attuari 6(1935), 320-334.
[Orbanz2008] P. Orbanz, Infinite-Dimensional Exponential Families in Cluster Analysis
of Structured Data, Dr.Sc. Thesis, ETH, 2008.
[OT2011] P. Orbanz, Y. W. Teh, Bayesian Nonparametric Models, in: Encyclopedia of
Machine Learning, 81-89, Springer, 2010.
[Panangaden1999] P. Panangaden, Category of Markov kernels, Electronic Notes in The-
oretical Computer Science, 22(1999), 171-187.
[Pfanzagl2017] J. Pfanzagl, Mathematical Statistics, Essays on History and Methodol-
ogy, Springer, 2017.
[Sacksteder1967] R. Sacksteder, A note on statistical equivalence, Ann. Math. Statis-
tics, 38(1967), 787-795.
[Parthasarathy1967] K. K. Parthasarathy, Probability measures on Metric Spaces,
Academy Press, 1967.
[Schervish1997] M. J. Schervish, Theory of Statistics, Springer, 2d corrected printing,
1997.
[Sethuraman1994] J. Sethuraman, A constructive definition of Dirichlet priors. Statis-
tica Sinica, 4:639650, 1994.
[Sturtz2015] K. Sturtz, Categorical Probability Theory, arXiv:1406.6030.
Max-Planck-Institute for Mathematics in the Sciences, Inselstrasse 22,
04103 Leipzig, Germany
E-mail address: jjost@mis.mpg.de
Institute of Mathematics of ASCR, Zitna 25, 11567 Praha 1, Czech Republic
E-mail address: hvle@math.cas.cz
Max-Planck-Institute for Mathematics in the Sciences, Inselstrasse 22,
04103 Leipzig, Germany & Institute of Mathematics, Viet Nam Academy of
Science and Technology, 18 Hoang Quoc Viet road, 10307 Hanoi, Vietnam
E-mail address: duc.luu@mis.mpg.de, lhduc@math.ac.vn
Max-Planck-Institute for Mathematics in the Sciences, Inselstrasse 22,
04103 Leipzig, Germany
E-mail address: Tran.Dat@mis.mpg.de
