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Abstract: The symmetric hypercycle with error tail has been widely studied both
numerically and analytically in the last years, but there are still many open ques-
tions. In this work we will continue the study we did in [10] and try to give an
answer for a few of these questions. Namely we reproduce in higher dimensions a
study of the possible coincidence of saddle-node bifurcations for equilibrium points
and periodic orbits done in [1] for n = 5, we finish the classification of the stability
of equilibrium points in any dimension (the case n = 4 was still not classified as far
as we know) and we try to give a more clear idea of the behaviour of the system in
low dimensions (n = 2 and n = 3). Apart from that, we reproduce results that can
also be found in [1], [4] or [5] concerning important properties of the hypercycle and
give part of the necessary background in dynamical systems that the reader might
need to be able to understand these results. Finally we contrast the ODE model
with a completely different approach to model hypercycles using cellular automata.
2
Introduction
The hypercycle model aims to describe the evolution of the relative concentration
of n molecular species. It was initially conceived to solve what is called the infor-
mation crisis in prebiotic evolution, which has a close relation with the origin of life.
Manfred Eigen and Peter Schuster discovered it (see [2]) when they were looking
for a mathematical model that was able to describe coexistence between different
molecular species that are able to replicate themselves (for example RNA), and also
such that they can “help” other species to do the same (they generate enzymes that
catalyze the autoreplication of other species). Therefore from the biological point
of view in these sort of models we expect to have stable coexistence states where
the concentration of all species is different from zero. If we denote by {I1, . . . , In}
these molecular species, the differential equation describing their concentrations
x = (x1, . . . , xn) is
x˙i = Aixi +Kixixi−1 − φ(x), i ∈ {1, . . . , n} , (0.0.1)
where x0 ≡ xn, Ai is the self-replicative rate for the ith template, Ki the rate of
catalysis of species Ii to species Ii+1 and φ(x) is a dilution term to keep the total
concentration constant. Instead of considering this first model on this work we will
study the hypercycle model with error tail, which has another component Ie that
represents all the mutant copies of the other hypercycle species.
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Figure 1: Elementary hypercycle for n = 5
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Figure 2: Hypercycle with error tail
The equations of the hypercycle with error tail are
x˙i = fi(x) = xi(AiQ+Kixi−1Q− Φ(x)), i = 1, . . . , n,
and
x˙e = fe(x) = xe(Ae − Φ(x)) + (1−Q)
n∑
i=1
xi(Ai +Kixi−1),
where x0 ≡ xn, Ki, Ai > 0 ∀i ∈ {1, . . . , n}, Q ∈ (0, 1) and
Φ(x) =
n∑
i=1
xi(Ai +Kixi−1) + Aexe,
where Q is the replicative accuracy.
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Chapter 1
Background in dynamical systems
In this chapter we introduce some theoretical background that has been used in
this work. Nevertheless we assume that the reader is familiar with basic concepts
in dynamical systems such as Lyapunov stability, the Stable Manifold Theorem,
results on the stability of hyperbolic equilibrium points, the definition of periodic
orbit, the Poincare´ map and others that can be found in [8] or [10].
1.1 Normal forms
Normal forms are useful to classify the stability of an equilibrium point which is
non hyperbolic. The idea is that, given a vector field, applying local changes of
variables one can “simplify” it around the equilibrium point to obtain the so called
normal form, which corresponds to this new simplified expression of the vector field.
We will restrict our study to the case of dimension 2 (but it can be generalized imme-
diately to any dimension) and assume that we have a C∞ vector field f : R2 −→ R2
with ~0 as equilibrium point (if the equilibrium point is located somewhere else one
can always find a topologically conjugate system with ~0 as equilibrium point by
doing a translation). We will call Hr the vector space of functions
h : R2 −→ R2
(x1, x2) 7−→ (h1(x1, x2), h2(x1, x2)) ,
with h1, h2 monomials of degree r over R.
Proposition 1.1. Suppose we have Taylor expanded our vector field f up to order
n around the origin and so that we have it expressed in the form
f(x) = Ax+X2(x) + . . .+Xn(x) +On+1.
For any change of variables of the type x = y + h(y) with h ∈ Hr for 2 ≤ r ≤ n if
we call the new vector field Y (y) = Y1(y) + . . .+ Yn(y) +On+1 we have
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Yr(y) = Xr(y)− LAh(y),
where LAh(y) = Dh(y)Ay − Ah(y). Furthermore the terms Yl for l < r remain
unchanged.
Proposition 1.1 can be used to simplify inductively our system order by order. In
particular we have that if LA is invertible on H
r we will be able to erase the term
of order r.
The problem then resides in which terms we can eliminate and which terms we
cannot. Under the assumption that A can be diagonalized one can conclude that
(after calculations)
LA (x
m1
1 x
m2
2 ei) = (m · λ− λi)xm11 xm22 ei, i = 1, 2,
for m = (m1,m2) for any m1,m2 ∈ N and λ = (λ1, λ2) with λ1, λ2 the eigenvalues
of A.
Definition 1.1. The terms xm11 x
m2
2 ei for m1 +m2 ≥ 2 such that m · λ− λi = 0 are
the so called resonant terms of our vector field f .
The resonant terms are the ones that will remain in the normal form, because
inductively one can erase all the non resonant ones using Proposition 1.1.
1.1.1 Hopf normal form
We will treat now the particular case in which the linear part of our system f is
A =
(
0 −β
β 0
)
,
with β ∈ R. Since in this case the matrix is not diagonal, in principle we cannot
apply the previous results, so we apply the change{
z = x1 + ix2,
z = x1 − ix2.
Then we obtain that the new system can be expressed as

dz
dt
= iβz +O2(z, z),
dz
dt
= −iβz +O2(z, z),
(1.1.1)
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so now we can apply the previous results on normal forms because we have a diagonal
matrix for the linear part. The only difference now is that we are working on C2,
but this does not change the fact that all the results we have stated until now about
normal forms are still true. The resonant terms of (1.1.1) are(
(zz)mz
0
)
,
(
0
(zz)mz
)
, m ∈ N.
Therefore the normal form can be written as

dz
dt
= iβz + c1(zz)z + c2(zz)
2z + . . .
dz
dt
= −iβz + d1(zz)z + d2(zz)2z + . . .
Now we can look again at the real and imaginary part of z to recover the original
normal form which is

x˙ = −βy + (a1x− b1y)(x2 + y2) + . . .+ (anx− bny)(x2 + y2)n +On+1,
y˙ = βx+ (b1x+ a1y)(x
2 + y2) + . . .+ (bnx+ any)(x
2 + y2)n +On+1,
where ck = ak + ibk, 1 ≤ k ≤ n.
The following proposition is useful to determine the stability of equilibrium points
in the previous hypothesis.
Proposition 1.2. Assume we have a C∞ vector field
f : R2 −→ R2
(x, y) 7−→ f(x, y)
with an equilibrium point (x∗, y∗) having both eigenvalues with zero real part, and
so such that using normal forms it can be written in the form

x˙ = −βy + (a1x− b1y)(x2 + y2) + . . .+ (anx− bny)(x2 + y2)n +On+1,
y˙ = βx+ (b1x+ a1y)(x
2 + y2) + . . .+ (bnx+ any)(x
2 + y2)n +On+1,
for n > 0 as big as we like with the equilibrium point translated to the origin.
(i) If there exists i > 0 such that aj = 0, 0 < j < i and ai > 0, then the
equilibrium point is repelling.
(ii) If there exists i > 0 such that aj = 0, 0 < j < i and ai < 0, then the
equilibrium point is attracting.
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Proof. We do the polar change of coordinates{
x = r cos(θ)
y = r sin(θ)
to calculate the derivative of the squared modulus, whose sign determines whether
the equilibrium point is attracting or repelling. We have
(r2)′ = 2xx˙+ 2yy˙ = 2r cos(θ)(a1r cos(θ)− b1r sin(θ))r2+
2r sin(θ)(b1r cos(θ) + a1r sin(θ))r
2 + . . . = 4a1r
4 + 4a2r
6 + . . .+ 4anr
2(n+1) +O(r2(n+2)).
Therefore the sign of the first ai different from zero determines the stability of the
equilibrium point. 
1.2 Center manifold theory
In this section we want to give a couple of results on center manifolds that have
been used in this work. The first result we give is the Center Manifold Theorem.
Assume that we have a Cr vector field f : Ω ⊆ Rn −→ Rn, Ω an open set.
Theorem 1.1. Given a non hyperbolic equilibrium point x∗ of the vector field f
with m < n eigenvalues of Df(x∗) with zero real part. Then
(i) there exists an invariant manifold Wc of dimension m which is locally of class
Cr.
(ii) Wc is quadratically tangent to Ec at x
∗, where Ec is the vector space associated
with the eigenvalues of real part 0.
We illustrate the fact that the center manifold Wc is not necessarily unique in the
following example.
Example 1.1. Consider the differential equation{
x˙ = x2,
y˙ = −y. (1.2.1)
Notice that the y and x axis for the previous equation are invariant. If we look at
the equation of the orbits for this differential equation
dy
dx
= − y
x2
, we realize that
it can be solved by integrating
∫ yt
y0
−1
y
dy =
∫ xt
x0
1
x2
dx
to finally obtain
yt = y0 exp
(
1
xt
− 1
x0
)
. (1.2.2)
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In this case there exist infinitely many center manifolds apart from the obvious one
which corresponds to y = 0. We have that
y(x) = y0 exp
(
1
x
− 1
x0
)
, x < 0,
y(x) = 0, x ≥ 0,
(1.2.3)
also correspond to center manifolds for every (x0, y0), x0 < 0 (some might be the
same).
y
x
Figure 1.1: Phase portrait of (1.2.1)
The other result that we need is the reduction to the center manifold theorem. We
assume that x∗ = ~0 and that the linear part of f is expressed in its Jordan form{
x˙ = Ax+ f(x, y),
y˙ = By + g(x, y),
(1.2.4)
where x ∈ Rn−m and y ∈ Rm. By the Center Manifold Theorem we can assume
that locally around ~0 there exists h : Rn−m −→ Rm a Cr function such that h
parametrizes locally the center manifold and so y(t) = h (x(t)).
Then the chain rule gives us
y˙(t) = Dh(x(t))x˙(t),
and then using (1.2.4) we obtain
Bh(x(t)) + g(x(t), h(x(t))) = Dh(x(t)) [Ax(t) + f(x(t), h(x(t)))] ,
which evaluated at t = 0 and denoting x(0) = x gives
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Bh(x) + g(x, h(x)) = Dh(x) [Ax+ f(x, h(x))] .
From this last equation we can obtain conditions to find the coefficients of the
Taylor approximation of h up to a certain order (locally we can assume that h is at
most Cr, so it only makes sense to look for the first r terms of the Taylor series).
The differential equation
x˙ = Ax+ f(x, h(x))
is called the reduced equation.
Theorem 1.2. If all the eigenvalues with real part different from 0 have negative
real part, then the character of the origin for the reduced equation is the same as
the one of the original system.
These last results will be applied further on in this work to classify the stability of
a non hyperbolic equilibrium point of the hypercycle in dimension 4. We will have
to reduce our study to the center manifold, use normal forms to be able to classify
the equilibrium point for the reduced equation and then classify the stability of the
corresponding point in dimension 4 by means of Theorem 1.2.
1.3 Lyapunov functions
Lyapunov functions are also a widely used tool to classify the stability of equilibrium
points. Sometimes they can even give us global information about the system.
We will recall first what is a positive definite function.
Definition 1.2. A function V : Ω ⊆ Rn −→ R is positive definite if it satisfies
(i) V (x) ≥ 0, ∀ x ∈ Ω.
(ii) V (x) = 0⇔ x = ~0.
We can now define what a Lyapunov function is. The first thing to say is that they
are defined associated to an equilibrium point of a C1 vector field f : Ω ⊆ Rn −→ Rn.
We will assume Ω open and connected and the fixed point to be ~0 ∈ Ω.
Definition 1.3. A C1 function V : Ω ⊆ Rn −→ R is said to be a Lyapunov function
if it satisfies the following conditions.
(i) V is positive definite.
(ii) V˙ (x) = ∇V (x) · f(x) ≤ 0, ∀ x ∈ Ω.
We will now see how we can exploit having such a function in our benefit. We need
a couple of theorems.
Theorem 1.3. If there exists a Lyapunov function V for our system then the origin
is Lyapunov stable.
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Proof. We must prove that for any set Bε = {x ∈ Ω | ‖x‖ < ε} there exists a δ > 0
such that for any x ∈ Bδ = {x ∈ Ω | ‖x‖ < δ } we have φx(t) ∈ Bε ∀ t ∈ I, where I
is the maximal domain for φx (φ denotes the solution of the differential equation).
Since V is continuous it attains a minimum c > 0 on the boundary of Bε (assuming
ε small enough so that the boundary is in Ω). But since V is continuous and
V (~0) = 0 it also happens that there exists a 0 < δ < ε such that ∀ x ∈ Bδ we have
V (x) < c. Assume now that there exists a τ > 0, τ ∈ I such that φx(τ) attains the
boundary of Bε. Clearly since V decreases on the trajectories this cannot happen,
we would start at a point x ∈ Bδ where the value of V is smaller than c, and then
V (φx(τ)) ≥ c, which is a contradiction. Thus we obtain that the solutions cannot
leave Bε, but we also need that these solutions we are talking about are defined for
I = R so that the definition of being Lyapunov stable makes sense. This is actually
a consequence of the fact that these solutions are bounded. 
Theorem 1.4. Suppose we have a vector field f : Ω ⊆ Rn −→ Rn, ~0 an equilibrium
point and a Lyapunov function V satisfying V˙ (x) < 0 ∀x ∈ Ω \
{
~0
}
. Then the
origin is Lyapunov asymptotically stable.
Proof. The Lyapunov stability comes as a consequence of Theorem 1.3. Assume
that V (φx(t)) does not tend to 0 as t → ∞, where φx(t) is the solution for any
initial condition x ∈ Bδ for δ small enough so that the solutions are defined for all
time. Then there must be an ε > 0 such that limt→∞ V (φx(t)) = ε. Take T > 0,
then
V (φx(T )) =
∫ T
0
V˙ (φx(t))dt+ V (x). (1.3.1)
Since {y ∈ Bδ | ε ≤ ‖V (y)‖ ≤ V (x)} is a compact set and V˙ a continuous function,
V˙ attains a maximum value c < 0. Therefore (1.3.1) implies
V (φx(T )) ≤ cT + V (x) < ε
for T big enough, leading to a contradiction. Thus limt→∞ V (φx(t)) = 0 and since
V (x) = 0⇔ x = ~0 and V is continuous we must have limt→∞ φx(t) = ~0. 
The definition of Lyapunov function for sets which are not necessarily equilibrium
points but satisfy V˙ = 0 can be extended.
In Chapter 2 we will use a function which is not exactly a Lyapunov function but
that will play exactly the same role and will help us to characterize regions where
we can have periodic orbits.
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1.4 Derivative of the Poincare´ map
In this section our intention is to find a better way to approximate the derivative
of the Poincare´ map than using its numerical derivative. Assume as before that we
have a C1 vector field f : Ω ⊆ Rn −→ Rn and call φ its corresponding solution.
The approach we will use involves working with the variational equations of φ
d
dt
Dxφ = Dxf ◦ φ Dxφ, (1.4.1)
that we will suppose that the reader is familiar with.
Given an initial condition x0 we can consider the solution for x0 + . We have that
ξ(t) = φ (t, x0 + )− φ (t, x0) satisfies
Dxf(φ(t, x0)) ξ(t) +O
(
ξ(t)2
)
= f (φ(t, x0 + ))− f (φ(t, x0)) = ξ˙(t)
and φ is differentiable with respect to the initial conditions (ξ(t) = O()), so we
have
ξ˙(t) = Dxf(φ(t, x0)) ξ(t) +O
(
2
)
.
Therefore by differentiability with respect to parameters we obtain
ξ(t) = M(t, x0)+O
(
2
)
,
where M(t, x0) is the solution of the variational equation in (1.4.1). Having found
this formula we have
φ (τ(x0), x0 + )− φ (τ(x0), x0) = M(τ(x0), x0)+O
(
2
)
, (1.4.2)
and applying Taylor with respect to time to the first term on the left we obtain
φ (τ(x0 + ), x0 + )− φ (τ(x0), x0 + ) = Dtφ(τ(x0), x0 + )∆t+O(∆t2) (1.4.3)
where ∆t = τ(x0 + ) − τ(x0). It follows from adding (1.4.3) and (1.4.2) and the
fact that f is differentiable that
φ (τ(x0 + ), x0 + )− φ (τ(x0), x0) = M(τ(x0), x0)+ f (φ(τ(x0), x0)) ∆t+O(2),
(1.4.4)
where we have also used that O(∆t) = O() (we are implicitly using that τ
is differentiable). Assume now that the Poincare´ section is Σ = {x | xn = c}.
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Then T = (1, . . . , n−1, 0) and from the last component of (1.4.4) if we denote
M(τ(x0), x0) = (mi,j)i,j and f (φ(τ(x0), x0)) = (fi)i we obtain
∆t = − 1
fn
n−1∑
i=1
mn,i i.
Then
M+ f∆t =
 m1,1 −
f1
fn
mn,1 . . . m1,n − f1fnmn,n
...
...
mn,1 − fnfnmn,1 . . . mn,n −
fn
fn
mn,n


1
...
n−1
0
 ,
and since

P (x0 + )− P (x0) = φ(1,...,n−1) (τ(x0 + ), x0 + )− φ(1,...,n−1) (τ(x0), x0) ,
P (x0 + )− P (x0) = DxP (x0)+O(2),
we conclude that
DxP (x0) =
 m1,1 −
f1
fn
mn,1 . . . m1,n−1 − f1fnmn,n−1
...
...
mn−1,1 − fn−1fn mn,1 . . . mn−1,n−1 −
fn−1
fn
mn,n−1
 .
This way to obtain the Poincare´ map when working numerically will only require
to integrate the variational equations and to use the previous formula. This is
something we have been forced to use because of the limitations of the usual nu-
merical derivative for our particular problem in Chapter 2 when we implement the
Euler-Newton method to continue equilibrium points of the Poincare´ map.
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1.5 Continuation of implicit curves: The Euler-
Newton method
The Euler-Newton method is a method of continuation of implicit curves given by
the zeros of some function f : Rn+1 → Rn of class Cr with r ≥ 1 once we know a
point x∗ ∈ Rn+1 such that f(x∗) = 0.
The whole idea of this method consists in finding the derivative of the implicit
curve (we know that it exists locally if rank (Dfx(x
∗)) = n by the Implicit Function
Theorem), apply the Euler method to find a first approximation of the following
point of the curve in the desired direction and then refine this approximation using
a Newton-like method. A more detailed explanation of how does this method work
can be found in [7] or [10].
If we call g : I ⊆ R→ Rn+1 the implicit curve parametrized by the arc length then
it can be proved that
dgj
ds
= (−1)j Aj√∑k=n
k=0 A
2
k
,
where Aj is the determinant of Dfx(x
∗) without the jth column. It can also be
proved that then the sequence {xi}i defined by
xi+1 = xi −Df(xi)T (Df(xi)Df(xi)T )−1f(xi),
where x0 = x
∗ + h∇g, does converge to {x ∈ Rn+1 | ∃t ∈ I with g(t) = x} if h is
small enough (see [6]). To obtain the whole curve as long as it is regular we only
have to apply these steps repeatedly.
The Euler Newton method can be used to study bifurcations of equilibrium points,
as we try to illustrate in the following example.
-1
-0.5
 0
 0.5
 1
-0.4 -0.2  0  0.2  0.4  0.6  0.8  1
Figure 1.2: Pitchfork bifurcation for fa(x) = x− ax+ x3
Example 1.2. Let us consider the discrete dynamical system on R given by fa(x) =
x − ax + x3. In this system a Pitchfork bifurcation occurs for a0 = 0. It can be
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easily seen that the curves with trace {(a, x) | x = √a }, {(a, x) | x = −√a } and
{(a, x) | x = 0 } correspond to curves of fixed points for fa. Using the Euler-Newton
method applied to fa(x) − x we have found the curves shown in Figure 1.2, which
clearly coincide with the previously mentioned ones.
As we have already mentioned in earlier sections our particular interest in this
method is to apply it to do the continuation of fixed points for the Poincare´ map
and therefore to study possible bifurcations of periodic orbits. To clarify how the
method works we give the corresponding algorithm below.
Algorithm 1 Euler-Newton Continuation method
function ENCmethod(x0, maxiter, h)
set: s = 0, countmax, count = 0, tol
for i = 0 to i = maxiter do
Calculate Df(x0)
Calculate Aj, j ∈ {1, . . . , n}
for j = 0 to j = n+ 1 do
dgj
ds
= (−1)j Aj√∑k=n
k=0 A
2
k
x1 = x0 + h · dgj
ds
end for
while count < countmax or |f(x1)| > tol do
x0 = x1
x1 = x0 −Df(x0)T (Df(x0)Df(x0)T )−1f(x0)
count = count+ 1
end while
if count = countmax then
output error message
end if
output x1
x0 = x1
count = 0, i = i+ 1
end for
end function
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1.6 Circulant matrices
In this section we give the definition of circulant matrix and characterize its eigen-
values.
Definition 1.4. A circulant matrix (ai,j) = A ∈ Rn×n is a matrix satisfying
ai,j = a(i−j) mod n,
so that it only has n different coefficients
A =

a0 a1 . . . an−2 an−1
an−1 a0 a1 an−2
... an−1
. . . . . .
...
a2
. . . a1
a1 a2 . . . an−1 a0
 .
The useful property of circulant matrices is that there exists a formula giving their
eigenvalues and eigenvectors. The next lemma is important for the proof of Theo-
rem 1.5, and although we will not explain this proof here we will state it anyway
because it will be also useful for other purposes further on in this work.
Lemma 1.1. Given ρ 6= 1 an nth root of unity then ∑n−1k=0 ρk = 0.
Proof. We just need to use that this sum is a geometric progression so
n−1∑
k=0
ρk =
ρn − 1
ρ− 1 = 0,
where in the second equality we are using that ρ is a root of unity different from 1
(otherwise the denominator would be 0). 
The following theorem will allow us to classify the stability for most of the fixed
points of the hypercycle further on in this work (Chapter 2). The proof can be
found in [3].
Theorem 1.5. Every circulant matrix A diagonalizes and has eigenvectors
~vj = (1, exp (2pii · j/n), . . . , exp (2pii · j (n− 1) /n))
with corresponding eigenvalues
λj =
n−1∑
k=0
ak exp (2pii · jk/n), j ∈ {1, . . . , n} . (1.6.1)
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Chapter 2
The hypercycle with error tail
In this section we will first do a quick review of the main results concerning the
dynamics of the hypercyle with error tail. The details of the proofs for these first
results can be found in [10] or any of the classic references like [4]. After that we will
talk about the stability of equilibrium points (specially about the non hyperbolic
case for n = 4) and we will also explain some results related to the existence of
periodic orbits and the relation between saddle-node bifurcations for equilibrium
points and periodic orbits. Finally we will see how invariant manifolds and the
basins of attraction for the attracting equilibrium points of the system are related
for low dimensions.
Definition 2.1. We will call a hypercycle model of dimension n the dynamical
system defined by the following system of differential equations
x˙i = fi(x) = xi(AiQ+Kixi−1Q− Φ(x)), i = 1, . . . , n (2.0.1)
and
x˙e = fe(x) = xe(Ae − Φ(x)) + (1−Q)
n∑
i=1
xi(Ai +Kixi−1)
where x0 ≡ xn, Ki, Ai > 0 ∀i ∈ {1, . . . , n}, Q ∈ (0, 1) and
Φ(x) =
n∑
i=1
xi(Ai +Kixi−1) + Aexe.
Proposition 2.1. The hyperplane H = {x ∈ Rn+1|∑ni=1 xi + xe = 1} is invariant
by f .
By means of the previous result one can forget about the error tail. From now on
we will restrict our study to the solutions in H, and we will often omit the term xe
because it is given implicitly by xe = 1−
∑n
i=1 xi. It is clear then that studying the
differential equation
x˙i = fˆi(x) = xi(AiQ+Kixi−1Q− Φˆ(x)), i = 1, . . . , n,
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where Φˆ(x) =
∑n
i=1 xi(Ai +Kixi−1) + Ae(1 −
∑n
i=1 xi) with x = (x1, . . . , xn) ∈ H
allows us to understand the dynamics of our system inside H.
Proposition 2.2. The set
S =
{
(x1, . . . , xn, xe) ∈ H | xi ∈ [0, 1] ∀i ∈ {1, . . . , n} ,
n∑
i=1
xi ≤ 1
}
is positively invariant under the action of the hypercycle model.
Corollary 2.1. For any x0 ∈ S the hypercycle solution φx0(·) is defined ∀t ∈ [0,∞).
As usual we restrict our study inside S, which is the region which is meaningful
from the biological point of view. The previous results are interesting because they
give us that the flow will never come out from our region of interest S and that it
exists for infinite time. In the following sections we will assume K = 1 to simplify
the model.
2.1 The symmetric hypercycle
We will consider Ai = a = Ae ∀i ∈ {1, . . . , n}, for some a > 0. This model is called
the symmetric hypercycle, and assumes that all hypercycle elements are selectively
neutral. The following proposition tells us how are its equilibrium points for any
dimension. A proof of this fact can be found in [10].
Proposition 2.3. For the values of (a,Q) such that Q2/(1 − Q) = 4na there are
two fixed points x∗+ and x
∗
− in S given by
x∗i,+ =
Q+
√
Q2 − 4na(1−Q)
2n
, (2.1.1)
x∗i,− =
Q−√Q2 − 4na(1−Q)
2n
, (2.1.2)
for all i ∈ {1, . . . , n}. These are the only fixed points in S apart from the origin.
The components of the non trivial equilibrium points are actually the two solutions
of nx2i − Qxi + a(1 − Q) = 0. Notice that for Q2/(1 − Q) = 4na a saddle-node
bifurcation occurs, basically the two equilibrium points x∗+ and x
∗
− appear. It is
easy to see that the saddle-node bifurcation occurs at Q = 2
(√
na(1 + na)− na
)
.
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2.1.1 Stability of the equilibrium points
In this section we will classify the character of the fixed points. Let us first introduce
the notation
fi(x) = xiFi(x), i ∈ {1, . . . , n} ,
where Fi(x) = a(Q− 1) +Qxi−1 −
∑n
j=1 xjxj−1. We can calculate the derivative of
Fi with respect to xj,
∂Fi
∂xj
(x) =

Q− xi−2 − xi, j = i− 1,
−xj+1 − xj−1, j /∈ {i− 1, i} ,
−xi+1 − xi−1, j = i,
(2.1.3)
and it is straightforward to see that the Jacobian of f verifies
∂fi
∂xj
(x) = δijFi(x) + xi
∂Fi
∂xj
(x),
so using (2.1.3) we get
∂fi
∂xj
(x) =

xi(Q− xi−2 − xi), j = i− 1,
xi(−xj+1 − xj−1), j /∈ {i− 1, i} ,
Fi(x) + xi(−xi+1 − xi−1), j = i.
(2.1.4)
We assume that the reader knows that the stability of hyperbolic fixed points is
given by the eigenvalues of Df(x∗). We will start by x∗ = ~0. Substitution into
(2.1.4) leads to
Df(~0) =

a(Q− 1) 0 . . . 0
0 a(Q− 1) ...
...
. . . 0
0 . . . 0 a(Q− 1)
 .
Therefore the eigenvalues of Df(~0) are all equal to a(Q − 1) < 0 so x∗ = ~0 is
an attracting fixed point independently of the parameter values (a,Q), a > 0,
Q ∈ (0, 1).
In the same way we will analyze the stability of the fixed points x∗+ and x
∗
− from
Proposition 2.3.
Using again equation (2.1.4) together with the fact that all the components are
equal we obtain the following expression for the Jacobian matrix
∂fi
∂xj
(x∗±) =

x∗1,±(Q− 2x∗1,±), j = i− 1,
−2(x∗1,±)2, j /∈ {i− 1, i} ,
Fi(x
∗
1,±)− 2(x∗1,±)2, j = i.
(2.1.5)
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Notice that F (x∗1,±) = a(Q−1)+Qx∗1,±−n(x∗1,±)2 = 0 because the components x∗1,±
are found by proposition 2.3 exactly as the solutions of n(x∗i )
2−Qx∗i +a(1−Q) = 0.
Therefore if we call b± = −2(x∗1,±)2 and d± = x∗1,±(Q− 2x∗1,±)
Df(x∗±) =

b± . . . b± d±
d± b± . . . b±
b±
. . . . . .
...
... . . . d± b±
 ,
which is a circulant matrix. Then we can use formula (1.6.1) given in Theorem 1.5
to find its eigenvalues
λ±j =
n−2∑
k=0
−2(x∗1,±)2 exp (2pii · jk/n) + x∗1,±(Q− 2x∗1,±) exp (2pii · j(n− 1)/n),
for j ∈ {0, . . . , n− 1}. If j 6= 0 we know by Lemma 1.1 that∑n−1k=0 exp (2pii · jk/n) = 0
so we can simplify the term −2(x∗,±1 )2
∑n−1
k=0 exp (2pii · jk/n) to obtain
λ±j = x
∗
1,±Q exp (2pii · j(n− 1)/n), j ∈ {1, . . . , n− 1} .
For j = 0 we get
λ±0 = x
∗
1,±(Q− 2x∗1,±)− 2(n− 1)(x∗1,±)2 = Qx∗1,± − 2n(x∗1,±)2.
First of all for x∗− we have that λ
−
0 > 0, so x
∗
− is unstable independently of what
happens with the other eigenvalues. The only possible changes can happen for x∗+,
where we need to see what happens with λ+j for 0 < j ≤ n. As it is illustrated in
Figure 2.1 we have that for n ≤ 3 all eigenvalues have negative real part so x∗+ is an
attractor, and for n ≥ 5 we will always have eigenvalues with positive real part so
the equilibrium x∗+ is unstable. It remains the discussion in the case n = 4, where
x∗+ is non hyperbolic.
In the cases n = 4 and x∗1,± = Q/2n for n < 4 the fixed points are non hyperbolic
so to classify the stability we must carry out a more detailed study. Nevertheless
we would like to classify the stability only in a meaningful region of the parameter
space. This means that we will forget about the sets of parameter values which
have zero Lebesgue measure. Then the only remaining case where the fixed point is
non hyperbolic is the case n = 4. We already know the fixed point x∗− is unstable,
so we only need to study the fixed point x∗+. In order to ease the notation we will
denote x1 = x, x2 = y, x3 = z and x4 = t. In this new notation our differential
equation f becomes
x˙ = xa(Q− 1) +Qxt− x(xt+ yx+ zy + tz)
y˙ = ya(Q− 1) +Qyx− y(xt+ yx+ zy + tz)
z˙ = za(Q− 1) +Qzy − z(xt+ yx+ zy + tz)
t˙ = ta(Q− 1) +Qtz − t(xt+ yx+ zy + tz).
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(a) n = 3 (b) n = 4 (c) n = 5
Figure 2.1: Eigenvalues λ+j for 0 < j ≤ n on the circle of radius x∗1,±Q in C
Denoting k := Qx∗1,+ (recall all components are equal for x
∗
+) we know already that
the eigenvalues of the Jacobian evaluated at x∗+ are
λ1 = ke
2pii· 3
4 = −ik,
λ2 = ke
2pii· 3
2 = −k,
λ3 = ke
2pii· 9
4 = ik,
λ4 = k − 8(x∗1,+)2 =: c,
and its corresponding eigenvectors are
v1 =

1
i
−1
−i
 , v2 =

1
−1
1
−1
 , v3 =

1
−i
−1
i
 , v4 =

1
1
1
1
 .
The invariant subspace generated by v1, v3 (thought as a vector space over C) is
also generated by u, w with v1 = u+ iw and v3 = u− iw. Then if we denote by A
the Jacobian of our differential equation evaluated at x∗+ then
Au = A
(
1
2
(v1 + v3)
)
= − i
2
kv1 +
i
2
kv3 = kw,
Aw = A
(
i
2
(v3 − v1)
)
= −1
2
kv1 − 1
2
kv3 = −kv.
This information is useful in the following sense. Translations and invertible linear
maps are diffeomorphisms so if we do the translation that brings the point x∗+ to ~0
and then the linear change
LB : R4 −→ R4
x 7−→ Bx,
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where
B =

1 0 1 1
0 1 −1 1
−1 0 1 1
0 −1 −1 1
 ,
then the new vector field will be topologically conjugate to the previous one. This
vector field is by definition
g(~y) = B−1f (B~y + x∗) .
Doing the whole calculation one obtains the new system (we will use the same name
for the variables and we will denote the components of x∗ also by x∗)

x˙ = xa(Q− 1) +Q(x(t− z)− y(t+ z) + (x− y)x∗)− x (4(t2 − z2) + 8x∗t+ 4(x∗)2)
y˙ = ya(Q− 1) +Q(x(t− z) + y(t+ z) + (x+ y)x∗)− y (4(t2 − z2) + 8x∗t+ 4(x∗)2)
z˙ = za(Q− 1)−Qxy − z (4(t2 − z2) + 8x∗t+ 4(x∗)2)
t˙ = (t+ x∗)a(Q− 1) +Q ((t2 − z2) + 2x∗t+ (x∗)2)− (t+ x∗) (4(t2 − z2) + 8x∗t+ 4(x∗)2)
which, due to the fact that a(Q − 1) + Qx∗ − 4(x∗)2 = 0, can be simplified to (we
also drop the primes)
x˙ = −Qx∗y +Q(x(t− z)− y(t+ z))− x (4(t2 − z2) + 8x∗t)
y˙ = Qx∗x+Q(x(t− z) + y(t+ z))− y (4(t2 − z2) + 8x∗t)
z˙ = −Qx∗z −Qxy + 8x∗zt− z (4(t2 − z2))
t˙ = (Qx∗ − 8(x∗)2)t−Qz2 + (Q− 8x∗)t2 − 4t (t2 − z2)) .
(2.1.6)
Notice that now the linear part of the system corresponds to the expected one.
The resulting system, in fact as a direct consequence of the fact that the initial
vector field was a polynomial, is also a polynomial and therefore a C∞ function.
Thus applying the Center Manifold Theorem we know that close enough to ~0 the
center manifold is locally parametrized by a Cr function h for r as large as we want.
We will denote its Taylor approximation at second order also by h, that in general
should be
h(x, y) =
(
a10x+ a01y + a11xy + a20x
2 + a02y
2
b10x+ b01x+ b11xy + b20x
2 + b02y
2
)
.
From the Center Manifold Theorem we know that the center manifold must be tan-
gent to the vector space generated by the corresponding eigenvalues to the complex
eigenvectors in the original system, so a10 = b01 = a01 = b10 = 0. Therefore if we
only want h at second order we must find a11, a02, a20, b11, b02, b20 by imposing
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Bh(x, y) + g(x, y, h(x, y)) = Dh(x, y)
[
A
(
x
y
)
+ f(x, y, h(x, y))
]
, (2.1.7)
where A is the matrix for the linear part of the two first equations and B the one
for the last ones. The f and g represent now the higher order terms of both pairs
of equations respectively.
There is no need to consider the terms at order 4 because we have enough conditions
to find aij, bij only imposing (2.1.7) at order 2.
Since in (2.1.7) the term Dh(x)f(x, h(x)) and most of the terms in g(x, h(x)) are
of order 4, the last consideration simplifies a lot the calculations. We have
B
(
a20x
2 + a02y
2 + a11xy
b20x
2 + b02y
2 + b11xy
)
−
(
Qxy
0
)
= Dh (x, y)A
(
x
y
)
,
where
Dh (x, y) =
(
a11y + 2a20x a11x+ 2a02y
b11y + 2b20x b11x+ 2b02y
)
, A =
(
0 −k
k 0
)
, B =
( −k 0
0 c
)
.
After the calculations we have
( −ka20x2 − ka02y2 − (ka11 +Q)xy
cb20x
2 + cb02y
2 + cb11xy
)
=
(
ka11x
2 − ka11y2 + 2k(a02 − a20)xy
kb11x
2 − kb11y2 + 2k(b02 − b20)xy
)
,
from where we obtain
a11 = −
Q
5k
, a20 =
Q
5k
, a02 = −
Q
5k
,
b11 = 0, b20 = 0, b02 = 0.
Thus our function h will be
h(x, y) =

Q
5k
(−xy + x2 − y2)
0
 .
By substitution into A
(
x
y
)
+ f(x, y, h(x, y)) we obtain the following simplified
system
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
x˙ = −ky + Q
2
5k
(y3 + 2xy2 − x3) +O5,
y˙ = kx− Q
2
5k
(y3 − 2x2y + x3) +O5.
(2.1.8)
A good attempt to analyze now the stability of ~0 is to change to polar coordinates
and analyze the derivative of r2 = x2 + y2 close to 0. Nevertheless if we denote
θ = arcsin
(y
x
)
when we do the change we obtain
(r2)′ = 2r4
Q2
5k
(
cos(θ)
(
sin(θ)3 − cos(θ)3)+ sin(θ) (cos(θ)3 − sin(θ)3)+ 2 cos(θ)2 sin(θ)2) ,
whose sign depends on θ (see Figure 2.2). This gives us no information concerning
stability.
θ
0 1 2 3 4 5 6 7 8
˙
(r
2
)(
θ
)
-1.2
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
Figure 2.2: Plot of (r2)′ with respect to θ
This is not the end of our quest though and if we have exposed this last discussion
is only for the sake of completeness and to show the questions that arise naturally
throughout the process. To convince the reader that it makes sense to continue with
this discussion we plot the flow of the vector field of system (2.1.8) in Figure 2.3,
where we see that it is a plausible conjecture that the equilibrium point is stable.
Our next and final strategy is to use normal forms to reduce the vector field (2.1.8)
to one of the form given in Proposition 1.2. For doing so we have to go to the
complex plane C. Consider{
z = x+ iy
z = x− iy ,
{
x = (z + z)/2
y = i(z − z)/2 ,
then
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Figure 2.3: Flow of system (2.1.8) for negative time around ~0 for a = 0.5, Q = 0.95.
z˙ = ikz − Q
2
5k
(
i(z − z)3
8
+
(z2 − z2)(z − z)
4
+
(z + z)3
8
)
+
iQ2
5k
(
i(z − z)3
8
+
i(z2 − z2)(z + z)
4
− (z + z)
3
8
)
+O(z5).
We know that using a change of variables we can obtain a Hopf normal form such
that only the term (zz)z is preserved, so the previous system is conjugate to
z˙ = ikz − Q
2 (2i+ 1)
10k
z2z +O(z5),
which changing to x and y again becomes

x˙ = −ky − Q
2
10k
(x− 2y) (x2 + y2) +O5,
y˙ = kx− Q
2
10k
(2x+ y) (x2 + y2) +O5.
(2.1.9)
Finally now using Proposition 1.2 we conclude that ~0 is an attracting equilibrium
point of system (2.1.9) and so it is for system (2.1.8). Recall that when we apply
normal forms we go to locally topologically conjugate systems of the original one,
and as we already know then most important properties like the stability of the
fixed points are preserved. We plot again the flow of the vector field (2.1.9) in
Figure 2.4 to illustrate the fact that it is attracting and also that it really looks
topologically conjugate to the one in Figure 2.3.
To end the discussion we only have to use Theorem 1.2, that tells us that the
dynamics for this reduced system are the same as the dynamics of the original
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Figure 2.4: Flow of system (2.1.9) for negative time around ~0 for a = 0.5, Q = 0.95.
fourth dimensional system, so finally we can say that the fixed point in our original
system is an attractor.
A summary of the character of the different fixed points for any dimension can
be found in the Table 2.1. Finally we just want to remark that this last result is
coherent with the numerical experiments in [4].
origin x∗− x
∗
+
n ≤ 4 attracting unstable attracting
n > 4 attracting unstable unstable
Table 2.1: Stability of the equilibrium points.
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2.1.2 Periodic orbits and saddle-node bifurcations
In this section we aim at studying the periodic orbits of the hypercycle and more
specifically the saddle-node bifurcation of periodic orbits that occurs for the param-
eter Q.
The existence of periodic orbits is important from the biological point of view,
because it provides a non trivial state of coexistence for the different templates in
the hypercycle.
We will prove first that there cannot be periodic orbits for n = 2.
Proposition 2.4. There are no periodic orbits for the hypercycle in dimension 2.
Proof. The set D := {(x0, x1) | x0 = x1} is invariant and all the fixed points are
contained inD. Therefore since any periodic orbit in dimension two should surround
a fixed point (by Poincare´ Bendixson) it should also intersect D, but this would
contradict the Existence and Uniqueness Theorem. Therefore there cannot be any
periodic orbit in dimension 2. 
Although we have not been able to prove the non existence of periodic orbits for
n = 3 and n = 4, numerical evidence seems to indicate that it is true that there
are no periodic orbits in these cases. There is a first analytical approach to study
periodic orbits analytically given in [1] that we will now explain.
Proposition 2.5. Let α−n , α
+
n ∈ R be as defined in (2.1.10) and V (x) =
∑n
i=1 xi.
Then every initial condition on the two disjoint connected sets of S \ A with A =
{x ∈ S | α−n ≤ V (x) ≤ α+n } where
α±n =
Q±√Q2 − 4n(1−Q)
2
, n = 2, 3, 4,
α±n =
Q±√Q2 − 16(1−Q)
2
, n > 4.
(2.1.10)
satisfies having as w-limit set the origin or a subset of A.
Proof. In fact V happens to play the same role as a Lyapunov function in the
two disjoint connected components of S \ A. Notice that V satisfies V (x) > 0
in S \ A except in the origin, where it is equal to zero. We will now prove that
V˙ (x) < 0 ∀x ∈ S \
(
A ∪
{
~0
})
, which is the condition we had in Section 1.3 for a
function to be a “strict” Lyapunov function. We want to see then
V˙ = ∇V · f = V (x)a(Q− 1) + (Q− V (x))
n−1∑
j=1
xjxj−1 < 0, ∀x ∈ S \
(
A ∪
{
~0
})
.
Since a(Q − 1) < 0 if V (x) > Q the result is automatically true. We need to see
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what happens when V (x) < Q. One can prove that if Hα =
{
x ∈ S | ∑nj=1 xj = α}
then

maxHα
∑n
j=1 xjxj−1 =
α2
n
, n = 2, 3, 4,
maxHα
∑n
j=1 xjxj−1 =
α2
4
, n > 4.
(2.1.11)
We will prove this first. It is a conditioned extrema problem with the restriction
g(x) =
∑n
i=1 xj − α = 0. The Lagrangian associated to this problem
L(x, λ) =
n∑
j=1
xjxj−1 − λ
n∑
j=1
xj
leads to the equations 
xj−1 + xj+1 = λ, j = 1, . . . , n,∑n
j=1 xj = α.
These equations can be solved to obtain xj = λ/2 = α/n for j = 1, . . . , n. Never-
theless this is not always a maximum, in fact it can be seen that it is only a maximum
for n = 2, 3, 4. For n > 4 in the boundary of Hα we have
∑n
j=1 xjxj−1 = α
2/4 for
x1 = x2 = α/2 and xj = 0 for j = 2, . . . , n, obtaining the second equation in
(2.1.11).
Using this fact we obtain that on Hα
V˙ <
(−α2 +Qα + n2a(Q− 1)) α
n
, n = 2, 3, 4,
V˙ <
(−α2 +Qα + 4na(Q− 1)) α
n
, n > 4.
(2.1.12)
The roots of the second degree polynomials in (2.1.12) are the ones in 2.1.10, which
ensures that V˙ is negative in S \
(
A ∪
{
~0
})
. We should distinguish now two dif-
ferent cases for each one of the disjoint connected components of S \A, but we will
only prove that the ω-limit set for the initial conditions in the component of S \A
that contains the origin (let us denote it by S0) must be the origin. In the other
case one has to use a very similar argument.
Suppose then that ~0 is not the ω-limit set for some initial condition x ∈ S0.
Since V is strictly decreasing and positive on the solutions of the system we have
limt→∞ V (φx(t)) = ε for some ε > 0. But since Cε,δ := {x ∈ S0 | ε ≤ V (x) ≤ ε+ δ}
for 0 < δ < α− such that Cε,δ ⊂ S0 is compact V˙ attains a negative maximum on
it and then one can easily prove that the solutions leave Cε,δ because V (φx(t)) < ε
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for t big enough. This leads to a contradiction, so V (φx(t)) must tend to 0 as
time tends to infinity. Since V is continuous and it only satisfies V (x) = 0 in the
origin then limt→∞ φx(t) = ~0. This is a very similar argument as the one we used
in Theorem 1.4. 
Proposition 2.5 has the following consequences:
(i) If there are periodic orbits they must be in A.
(ii) If α+, α− /∈ R then ~0 is a global attractor.
(iii) For n ≤ 4 the existence of periodic orbits implies the existence of an unstable
fixed point, because nx∗− = α− and nx
∗
+ = α+, so when these values are
complex there cannot be periodic orbits nor equilibrium points different from
~0, but if there is a periodic orbit for sure it must happen α−, α+ ∈ R and
therefore the equilibrium point x∗− exists. This is a conjecture that was done
in [4].
Proposition 2.6. The linear map
LR : Rn −→ Rn
x 7−→ Rx
where
R =

0 . . . 0 1
1 0 . . . 0
0 1 0 . . . 0
...
. . . . . .
...
0 0 1 0

is a conjugation between the hypercycle symmetric model and itself.
Numerical results and Proposition 2.6 come together to provide a strong evidence
that there exists only one stable periodic orbit invariant by LR for n ≥ 5.
Applying the Euler-Newton method to continue the zero of f(x,Q) = P (x,Q)− x
corresponding to the attracting periodic orbit in Figure 2.5 one can see that there is
a saddle node bifurcation. Here P is the Poincare´ map so the zeros of f correspond
to points belonging to a periodic orbit. Once the periodic orbit disappears, then
numerical evidence shows that ~0 becomes a global attractor except in a set of
measure 0 (recall that the stable invariant manifolds of the fixed points cannot go
to ~0).
There is a conjecture announced in [5] about the coincidence of the Q for which
the saddle-node bifurcation for the equilibrium point and the periodic orbit occur.
Nevertheless, even if it is true that they seem to be close, the numerical results in
[1] for n = 5 indicate that this conjecture is probably false (see Figure 2.6).
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Figure 2.5: Attracting periodic orbit for a = 0.5, Q = 0.99, n = 5.
We have reproduced the calculations of the distance in terms of the Q at which these
bifurcations occur for the cases n = 6 and n = 8 in order to reinforce the negation
of the conjecture. What we have found is that the results are not only analogous
to the case n = 5, in fact the distance seems to increase with the dimension of the
hypercycle (see Figure 2.7). More specifically we have that this distance increases
more than one order from n = 5 to n = 8.
There is one difficulty that one must overcome somehow when we increase the
dimension, that is that since numerical computations indicate that the periodic
orbit passes extremely close to the origin, computing the derivative of the Poincare´
map using
DP (x) =
P (x+ h)− P (x− h)
2h
it might happen that x−h has some negative component, in which case we are not
anymore in S and the flow will probably never come back to it (even if it did and
crossed the Poincare´ section again the solution would have nothing to do with the
expected one). One could think that decreasing h would solve the problem, but
doing so will lead to a huge numerical error in the derivative (as it always happens
when we have a small value in the denominator).
This is why we have been forced to find better ways to approximate the derivative
of the Poincare´ map in order to apply correctly the Euler-Newton method so that
we can find the distance between saddle-node bifurcations. This alternative way
is explained in Section 1.4. Notice that, as we explained previously, we have an
analytical expression for the Q at which the saddle-node bifurcation for fixed points
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Figure 2.6: Distance between SN bifurcations, a = 0.5, n = 5
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Figure 2.7: Distance between SN bifurcations for n = 5, n = 6 and n = 8
occurs, so all these numerical computations are only necessary for periodic orbits.
To program this we simply check the Q for the iteration at which the sign of the
derivative of Q with respect to the arc length changes and then compare it with
the Q of the saddle-node for the fixed points which is Q = 2
(√
na(1 + na)− na
)
.
As long as we use a small step size when applying the Euler-Newton method the
error should be negligible (for example using as step size 10−6, which is what we
have done).
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2.1.3 Invariant manifolds and global dynamics in low di-
mensions
In this section we aim at describing as much as possible the global dynamics of
the hypercycle for dimensions n = 2, 3 in the case when x∗+,− exist. Otherwise we
already know by Proposition 2.5 that the origin becomes a global attractor.
In the case n = 2 the dynamics of the system can be understood. The stable
manifold W sx∗− plays an important role because it splits S into two disjoint sets (see
Remark 2.1.3), one of them containing the attracting equilibrium point x∗+ and the
other one the origin. Since by Proposition 2.4 there cannot be periodic orbits the
sets separated by W sx∗− are the basins of attraction of the two attracting equilibrium
points respectively (see figure 2.8).
W sx∗−
x∗+
x∗−
Figure 2.8: Global dynamics for n = 2 after the saddle-node bifurcation occurs.
Remark. Notice that to say that W sx∗− does split S into two disjoint sets contain-
ing each one a different fixed point we do not rely on any numerical result, not
even the numerical computation of W sx∗− . This is because the Poincare´ Bendixson
Theorem ensures that W sx∗− must have its α-limit outside S (inside there are only
attracting equilibrium points and it cannot coincide with W ux∗− because W
u
x∗−
lives
on the invariant line D).
Although we have not been able to prove it analytically, the behaviour of the system
for n = 3 apparently is the same. We have computed numerically W sx∗− , which
seems to be a hyperboloid separating S into two disjoint sets containing x∗+ and ~0
respectively. Since there is no evidence of the presence of a periodic orbit or any
other kind of attractor apart from x∗+ and ~0 these two sets must be again the basins
of attraction of these equilibrium points (see Figure 2.9).
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(a) Plot of W sx∗−
, computed numerically for Q = 0.95, a = 0.5.
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(b) Numerical computation of W sx∗−
∩ ∂S for Q = 0.95, a = 0.5.
Figure 2.9: Stable manifold for x∗−.
It is remarkable that W sx∗− separates the basins of attraction of the two attracting
fixed points of the system and one could wonder if the system might have a similar
behaviour for higher dimensions. In dimension n = 4 the center-stable manifold for
x∗− could play this same role. Notice that we have already proved that x
∗
+ is also
asymptotically stable in this case. For n ≥ 5 and Q big enough there is an unstable
periodic orbit (the one from the saddle-node bifurcation of periodic orbits that we
saw previously). We have seen (numerically for n = 5) that this periodic orbit has
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an n− 1 dimensional stable manifold that could play the same role as Wx∗− for the
basins of attraction of the origin and the attracting periodic orbit respectively, but
due to the fact that it is in dimension 5 we have not been able to verify it.
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Chapter 3
Modeling the hypercycle with
cellular automata
3.1 The model
In this section we will model the symmetric hypercycle with a cellular automata,
which enables us to take into account the spatial distribution of the hypercycle
species. This is something that we cannot do with a differential equation. We will
give first some basic definitions regarding the concepts involved.
Definition 3.1 (Stochastic cellular automata). A stochastic cellular automata con-
sists of a six tuple C = 〈τ, S, s, s0, N,Φ〉 where
(i) τ -tesselation of R2 of cells ci, i ∈ N.
(ii) S is a finite set of states, S ⊆ N.
(iii) The output function s : τ ×N −→ S gives us the value of the cells at different
times, s(ci, t).
(iv) s0 : τ −→ S is the initial state of the cells, s0(ci, 0).
(v) The neighbourhood function N maps a cell to a finite sequence of τ .
(vi) The family of functions Φ = {φ}i∈N defines the transition from one time to
the next one.
We will have to define more specifically which cellular automata we will use to
model the hypercycle. We will take as tesselation a regular one of 200 times 200
cells and we will identify the boundaries, so that what we really have is a torus (this
is a usual way to simulate a process in a tesselation with no boundaries). We will
take as N the Moore neighbourhood (consisting of the eight neighbouring cells, see
Figure 3.1), and since we have five species and the mutating one the possible states
will be S = {0, 1, 2, 3, 4, 5, 9}, where each different number represents the different
species (i stands for xi except for i = 9 which is identified with xe and i = 0 which
indicates that the cell is empty).
In order to define the transition function we deviate a little from the previous defi-
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cij
Figure 3.1: Moore neighbourhood for the cell cij
nition of stochastic cellular automata (the idea remains the same but the transition
function for us will affect the whole Moore neighbourhood instead of affecting only
to the particular cell). We aim at translating the conditions of autoreplication,
catalytic aid from the xi−1 species to the xi one, the possibility of any of the species
mutating into xe when replicating and also we want to model diffusion and degra-
dation. After fixing initial conditions (number of cells that will have each kind of
component before the first iteration) we apply the following steps.
(i) Autoreplication: For a given cij if s(cij, t) = k ∈ {1, 2, 3, 4, 5} take two ran-
dom cells in its Moore neighbourhood (c1ij, c
2
ij). If s(c
2
ij, t) = 0 and s(c
1
ij, t) =
s(cij, t) then
s(c2ij, t+ 1) = s(cij, t), with probability Ps(cij ,t),
s(c2ij, t+ 1) = 9, with probability Pmutation,
s(c2ij, t+ 1) = 0, with probability 1− Pmutation − Ps(cij ,t).
(3.1.1)
(ii) Catalytic aid: For a given cij if s(cij, t) = k ∈ {1, 2, 3, 4, 5} take two random
cells in its Moore neighbourhood (c1ij, c
2
ij). If s(c
2
ij, t) = k−1 (for k = 2, 3, 4, 5)
or s(c2ij, t) = 5 (for k = 1) then
s(c2ij, t+ 1) = s(cij, t), with probability Pcat,
s(c2ij, t+ 1) = 9, with probability Pmutation,
s(c2ij, t+ 1) = 0, with probability 1− Pmutation − Pcat.
(3.1.2)
(iii) Degradation: For a given cij such that s(cij, t) = k ∈ {1, 2, 3, 4, 5, 9} we
have {
s(cij, t+ 1) = s(cij, t), with probability 1− Pdeg,
s(cij, t+ 1) = 0, with probability Pdeg.
(3.1.3)
(iv) Diffusion: For a given cij take two random cells in its Moore neighbourhood
(c1ij, c
2
ij). Then with probability Pdif do{
s(c1ij, t+ 1) = s(c
2
ij, t),
s(c2ij, t+ 1) = s(c
1
ij, t).
(3.1.4)
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This is an alternative way to model the hypercycle, therefore the first thing we
have to ask ourselves is whether the original ODE model and this one are coherent.
An important property which is certainly preserved is the general tendency of the
solutions, they can either go to extinction or be periodic.
In Figure 3.2 one can see how does the automata evolve for certain initial conditions.
For our simulations we have used Pdif = 0.5, Pi = 0 for i = 1, . . . , 5, Pcat = 0.25
and Pdeg = 0.005. As we have just said it can either happen that the solutions keep
on oscillating up to a limit of iterations that we impose (and then we consider that
there is a stable coexistence state analogous to the periodic orbit in the continuous
case) or that the solutions start to oscillate but then go to the origin (all components
xi for i = 1, . . . , 5 vanish) as it happens for the initial conditions of Figure 3.3.
3.2 Extracting information through Bayesian statis-
tics
In order to obtain information from the simulations with cellular automata we can
use statistical methods. This is what we will do in this section. First we will give a
very brief explanation of the main ideas of Bayesian inference. For more details we
recommend the reader to have a look at [9].
Imagine we have a parametric statistical model
M = {P (Y | θ) | θ ∈ Θ} .
The main difference between frequentist statistics and bayesian statistics is that in
the bayesian model we are allowed to assume that θ follows an initial distribution
Π(θ) that we call prior distribution. This enables us to use the data y and the
Bayes Theorem to obtain a posterior distribution for θ
Π(θ | y) = P (y | θ) Π(θ)
P (y)
. (3.2.1)
Intuitively the data influences the prior so that we obtain a posterior according
to the data that we have observed. Usually the prior should be chosen according
to the kind of phenomena that we are trying to model but if we do not have any
information about it we can always choose a non informative prior (big variance or
even flat).
Finally one can find a predictive distribution for Y using the equation
P (Y = y | y) =
∫
Θ
P (Y = y | θ)Π(θ | y)dθ. (3.2.2)
Both formulas (3.2.1) and (3.2.2) usually cannot be computed analytically so we
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Figure 3.2: Evolution in time of the cellular automata until 10000 iterations for
xi = 0.15 = x and q = 0.95. Each color represents a different species. Between
each pair of figures going from left to right and from the top to the bottom there
is an increase of 500 iterations in time. The oscillatory dynamics generates spatial
patterns.
either integrate using Monte Carlo methods or we use numerical integration. In
our case we will use a program called WinBugs that uses a method called MCMC
(Markov Chain Monte Carlo).
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Figure 3.3: Evolution of the corresponding mean field of Figure 3.2
We are interested in how do some parameters influence the steady state of the so-
lution. To this end we have simulated several times the evolution of the system for
different values of q = 1− Pmutation, x and σ(x). These last two parameters corre-
spond to the mean of the initial condition (x1, . . . , x5) and its absolute deviation.
We use a bayesian model corresponding to a logistic regression
Y ∼ Bernoulli(θ), log
(
θ
1− θ
)
= β0 + β1x+ β2σ(x) + β3q
β0 ∼ N(0, 10), β1 ∼ N(0, 10), β2 ∼ N(0, 10), β3 ∼ N(0, 10)
(3.2.3)
where Y = 0 will mean extinction of all species and Y = 1 that they survive. In this
sense θ can be understood as the probability of survival. Then once we introduce
the data in the model, the posterior distribution for β1, β2 and β3 should explain
the influence of x, σ(x) and q on the result (survival or extinction).
Using data for 8 different q’s in the interval [0.65, 1] and 40 different x′s with different
means and absolute deviations one obtains the posterior distributions for β0, β1, β2
and β3 that can be observed in Figure 3.4.
The posterior distribution for β2 indicates that there is a small influence of the
absolute deviation of the initial conditions on whether we go to extinction or not.
On the other hand we have that q seems to have a big influence on the survival
probability according to the distribution of β3.
We will now illustrate better how does the distribution of the probability of survival
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Figure 3.4: Distribution of β0, β1, β2 and β3 for model (3.2.3).
θ depend on q. To this end we have simulated the posterior distributions of θ
for different values of q (see Figure 3.5). As expected for increasing values of q
the survival probability increases (notice that the densities move to the right as q
increases its value). A good way to summarize this same information is shown in
Figure 3.6.
The distribution for β1 shown in Figure 3.4 also shows that there is a certain influ-
ence of the mean on the probability of extinction (the higher it is the higher is the
survival probability θ). One can see the posterior distribution of θ for fixed values
of σ(x) and q and different values for x in Figure 3.7, showing the effect that the
mean has on the survival probability.
Model checking: In this case there exists a very intuitive way to check whether
our model is accurate or not in the light of the simulated data. We can get the
posterior predictive distribution for Y for all the scenarios given by a fixed x, σ(x)
and q in the data and count how many of them make sense according to y. That is
If Ppi(θ | y) (Yi = k | x, σ(x), q) > 0.5 and yi = k then count it as a plausible result.
Otherwise, count it as a non plausible result.
Recall that k ∈ {0, 1} and y denotes the vector of initial data. Doing so we have
obtained 265 plausible results out of 320 possible scenarios. This is a good result
because the probability of obtaining the opposite value of the one in the data in a
lot of cases is still very high, so we take it as an indicator that the model is good
enough.
In general if the number of non plausible results seems suspicious then it is advisable
to change your model, since probably it is not good to describe the behaviour of
your data.
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Figure 3.5: Distributions of survival probability depending on q.
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Figure 3.6: Expectation of θ depending on q for x = 0.1 and σ(x) = 0.05.
From the study we have made we can extract two main conclusions:
(i) There is a clear positive effect of the q value on θ, that is when we increase q
then the survival probability increases.
(ii) The mean of the initial conditions has also a positive effect on the survival
probability.
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Figure 3.7: Distributions for the survival probability for x = 0.05, 0.15 and
σ(x) = 0.03 fixed.
These two conclusions are coherent with the classic way to model the hypercycle
with a system of ODEs. Here the accuracy of the replication (q) has again a strong
influence on whether or not the species will survive. Also when the mean is higher
we start at a point which is far from the origin so it is less likely that the system
goes to extinction. If we make an analogy with the ODEs model this means that it
is more probable not to be inside the basin of attraction of the origin. Therefore we
conclude that the two models are coherent in the sense that they share their main
properties.
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Conclusions and further work
In the present work the results that we have obtained can be summarized in the
following points.
(i) For the case n = 4 we have a non trivial asymptotically Lyapunov stable
equilibrium point, and therefore the same holds for n ≤ 4 (the existence of
non trivial attracting equilibrium points for n = 2, 3 was already clear). For
n ≥ 5 there are no such equilibrium points, but there is an attracting periodic
orbit.
(ii) Our numerical computations to measure the distance between saddle-node
bifurcations for periodic orbits and fixed points in terms of Q indicate that
the conjecture about their coincidence in [4] is very unlikely to be true, because
this distance increases with the dimension of the hypercycle.
(iii) The stable manifold of the unstable equilibrium point coincides with the
boundary of the basins of attraction of the origin and the non trivial attractor
for dimensions 2 and 3.
(iv) The coherence between the hypercycle properties when we model it using a
system of ODEs and a cellular automata enhances the validity of the ODEs
model.
To continue with this work it would make sense to try to see what happens in higher
dimensions for points (ii) and (iii). It would be interesting as well to prove the
non existence of periodic orbits for n ≤ 4, which seems even more plausible once
we know analytically that there is one attracting equilibrium point for n ≤ 4 and
none for n ≥ 5, when the periodic orbit plays the role of the non trivial attractor.
43
Acknowledgements: I would like to express my gratitude to Antoni Guillamon
and Ernest Fontich for their valuable help and contributions to this work. I would
also like to thank Josep Sardanye´s for his help and for providing me with a program
to do the simulations with cellular automata. Finally I would also like to thank
Xavier Puig for his help in choosing an adequate Bayesian model in the final part
of this work.
44
Bibliography
[1] Antoni Guillamon, Ernest Fontich, Josep Sardanye´s. Bifurcations analysis of
oscillating hypercycles, Journal of Theoretical Biology. 2015, 387, p. 23-30.
[2] M.Eigen, P.Schuster. The Hypercycle: A principle of Natural Self-Organization,
Berlin-Heidelberg-New York, Springer-Verlag, 1979, ISBN 3-540-09293-5.
[3] Robert M.Gray. Toeplitz and Circulant Matrices: A review.
(http://ee.stanford.edu/ gray/toeplitz.pdf).
[4] Campos, P.R.A., Fontanari, J.F., Stadler, P.F. Error propagation in the hyper-
cycle, Phys. Rev. 2000, E 61, p. 2996-3002.
[5] D.A.M.M. Silvestre, J.F. Fontanari. The information capacity of hypercycles,
Journal of Theoretical Biology. 2008, 254, p. 804-806.
[6] E.L.Allgower, Kurt Georg. Introduction to Numerical Continuation Methods,
Society for Industrial and Applied Mathematics, 1987, ISBN 089871544X.
[7] C. Simo´. On the Analytical and Numerical Approximation of Invariant Man-
ifolds. D.Benest, C.Froeschle´. Modern Methods in Celestial Mechanics, Paris,
Editions Frontie`res, 1990, ISBN 2863320912, p. 285-330.
[8] D.K.Arrowsmith and C.M.Place. An introduction to Dynamical Systems, Cam-
bridge, Cambridge University Press, 1990, ISBN 0-521-31650-2.
[9] Peter M Lee. Bayesian Statistics: An Introduction, New York, Oxford Univer-
sity Press, 1989, ISBN 0-85264-309-8.
[10] Gerard Farre´ Puiggal´ı. A Dynamical Study of the Hypercycle, Universitat de
Barcelona, 2015.
45
