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Chiral kinetic theory in curved spacetime
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Many-body systems with chiral fermions exhibit anomalous transport phenomena originated from
quantum anomalies. Based on quantum field theory, we derive the kinetic theory for chiral fermions
interacting with an external electromagnetic field in a background curved geometry. The resultant
framework is U(1) gauge invariant and local Lorentz and diffeomorphism covariant. It is particularly
useful to study the gravitational or non-inertial effects for chiral fermions. As the first application,
we study the chiral dynamics in a rotating coordinate and clarify the roles of the Coriolis force and
spin-vorticity coupling in generating the chiral vortical effect. We also show that the chiral vortical
effect is an intrinsic phenomenon of a rotating chiral fluid, and thus independent of the observer’s
frame.
I. INTRODUCTION
Quantum anomaly is a prominent concept in the trans-
port phenomena of chiral fermions. One of its most novel
consequences is the generation of parity-breaking cur-
rents, typified by the chiral magnetic effect (CME) [1, 2]
and chiral vortical effect (CVE) [3–6]. A crucial feature
of these anomalous currents is that they are insensitive
to the details of interactions and are thus universal. For
this reason, such phenomena have received a lot of atten-
tion in a wide context of physics ranging from the high-
energy nuclear physics [7–10] and astrophysics [11–13] to
condensed matter physics [14–16].
To study the real-time dynamics of the anomalous
transport phenomena, the chiral kinetic theory (CKT) is
a promising approach which is applicable when the sys-
tem is dilute and the external fields are weak [17–24]. In
CKT, the chiral anomaly is encoded through the Berry
curvature [25], which modifies the Boltzmann equation
and the phase space measure. Recently, various aspects
of the CKT were investigated, including the Lorentz
covariance [22, 23, 26, 27], consistent versus covariant
anomalies [28, 29], particle collisions [22, 27, 30, 31], etc.
Despite these developments, so far the CKT is re-
stricted to flat spacetime and thus not conventional to
explore the anomalous transport phenomena induced by
gravitational or non-inertial effects [4, 5, 32–36]. Al-
though the classical Boltzmann equation is readily ex-
tended to curved spacetime, the formulation of the CKT
in curved spacetime is highly nontrivial. The very few
attempts so far [37–39] considered only a special curved
spacetime, that is, the rotating coordinate 1, and lacked
the diffeomorphism (i.e., the general coordinate transfor-
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1 In this paper, the rotating coordinate will be regarded as a curved
spacetime even though its Riemann curvature is zero, while the
term “flat spacetime” is specifically referred to as the Minkowski
spacetime.
mation) covariance. The more rigorous derivation should
start from quantum field theory in curved spacetime.
In this paper, we derive the CKT in an arbitrary curved
spacetime and external electromagnetic field, based on
the Wigner function formalism that respects the U(1)
gauge invariance, and the local Lorentz and diffeomor-
phism covariance [40–42]. We apply the resultant frame-
work to a rotating coordinate and examine the frame
dependence of the CVE, which is so far unclear. We
show that, depending on the observer’s frame, the Cori-
olis force and spin-vorticity coupling (and the side-jump
effect) can be responsible to the generation of the CVE,
but the total CVE current is always independent of the
observer’s frame.
Throughout this paper, we choose the unit c = kB =
e = 1 (with e the electric charge), but keep ~ ex-
plicit; (un)hatted Greek indices denote local flat (curved)
spacetime coordinates; ηαˆβˆ = diag(1,−1,−1,−1) is the
Minkowski metric; ∇µ denotes the covariant derivative
with respect to the diffeomorphism and local Lorentz
transformation, e.g., for scalars ∇µf = ∂µf , for vectors
∇µVν = ∂µVν − Γ
λ
µνVλ, for spinors ∇µψ = (∂µ + Γµ)ψ,
where the spin connection is Γµ = −
i
4σ
αˆβˆgρσe
ρ
αˆ(∂µe
σ
βˆ
+
Γσµνe
ν
βˆ
), with the spin matrix σαˆβˆ = i2 [γ
αˆ, γβˆ], vierbein
eµαˆ, and the Christoffel symbol Γ
ρ
µν = Γ
ρ
νµ; the Levi-
Civita symbol is εµνρσ =
√
−g(x)εµˆνˆρˆσˆ with ε0ˆ1ˆ2ˆ3ˆ =
−ε0ˆ1ˆ2ˆ3ˆ = 1 and g = det(gµν); the Dirac matrices
satisfy {γµ, γν} = 2gµν and γ5 is defined as γ5 =
(−i/4!)εµνρσγ
µγνγργσ.
II. PHASE SPACE AND HORIZONTAL LIFT
In curved spacetime the definition of the phase space
is subtle because a global notion of momentum is usually
not permitted. This means that for each position x on the
spacetime manifold M, one can introduce a momentum
space Px attached toM. The phase space is then the col-
lection of (x,Px), which constitutes a fiber bundle. One
2of the natural choices for Px is the tangent or cotangent
space so that the usual momentum space is reproduced
in Minkowski spacetime. In this paper, we employ the
latter. That is, we define the momentum variable pµ as
a point in the cotangent space (that is, pµ is a covariant
vector on M), and the corresponding phase space is the
cotangent bundle T∗M. Similarly, a point yµ in the tan-
gent space Yx (that is, y
µ is a contravariant vector onM)
is defined as the position variable canonically conjugate
to pµ. The set of (x,Yx) builds the tangent bundle TM.
The Wigner function W (x, p) for Dirac fermions that
we will introduce in next section is required to transform
covariantly under the U(1) gauge transformation, local
Lorentz transformation, and the diffeomorphism. The
U(1) covariance is ensured when W (x, p) is suitably con-
structed with ∂µ+ iAµ/~, instead of ∂µ, see next section
and Ref. [43, 44]. Consequently, W (x, p) is transformed
as W (x, p) → S(x)W (x, p)S−1(x), where S is the repre-
sentation matrix of the U(1) gauge transformation. In a
similar manner, the local Lorentz covariance can be kept
by introducing the spin connection Γµ and replacing ∂µ
by the covariant derivative ∇µ; W (x, p) is thus trans-
formed as a bispinor, W (x, p) → U(Λ)W (x,Λp)U−1(Λ),
where Λ is the local Lorentz transformation at x and
U(Λ) is its spinorial representation. The diffeomorphism
covariance ofW (x, p) needs more careful treatment. This
is because the diffeomorphism affects functions in TM or
T
∗
M in a very nontrivial way. In fact, the proper covari-
ant derivative on T∗M is defined as follows [42, 45]:
Dµ = ∇µ + Γ
λ
µνpλ∂
ν
p (1)
with ∂µp = ∂/∂pµ. The derivation of Eq. (1) based on the
parallel displacement is shown in Appendix A. In differ-
ential geometry, such defined Dµ is called the horizontal
lift of ∇µ on M to T
∗
M. Similarly to Eq. (1), the covari-
ant derivative in TM is defined by Dµ = ∇µ − Γ
λ
µνy
ν∂yλ.
The implementation of the horizontal lift brings a great
advantage in analysis. That is, we can regard pµ and y
µ
as “x-independent” variables under the parallel transport
by Dµ, because of
Dµpν = Dµy
ν = 0 . (2)
As a result, for an arbitrary function Ψ(x) onM, its lifted
image in TM is represented as the function translated by
Dµ: Ψ(x, y) ≡ Ψ(x) + y
µ∇µΨ(x) +
1
2y
µyν∇µ∇νΨ(x) +
· · · = exp(y · D)Ψ(x). Furthermore, the Fourier trans-
formation from TM to T∗M is expressed as Ψ(x, p) =∫
d4y
√
−g(x) exp(−ip · y/~)Ψ(x, y).
III. QUANTUM TRANSPORT IN CURVED
SPACETIME
With the above preparation, we define the fermionic
Wigner function covariantly under the U(1) gauge, local
Lorentz transformations, and diffeomorphism, as follows:
W (x, p) =
∫
d4y
√
−g(x) e−ip·y/~ ρ(x, y) ,
ρ(x, y) = 〈ψ¯(x, y/2)⊗ ψ(x,−y/2)〉
(3)
with ψ(x) being the Dirac spinor on M, ψ¯(x) ≡ ψ†(x)γ 0ˆ,
ψ¯
←−
O ≡ [Oψ]†γ 0ˆ for an operator O, ψ(x, y) = exp(y ·
D)ψ(x), ψ¯(x, y) = ψ¯(x) exp(y ·
←−
D), and [ψ¯⊗ψ]ab = ψ¯bψa
(a, b = 1 − 4). Note that Dµ acting on the Dirac spinor
involves Aµ to keep the U(1) gauge covariance:
Dµψ(x, y) =
(
∇µ − Γ
λ
µνy
ν∂yλ + iAµ/~
)
ψ(x, y) , (4)
where we recall that ∇µψ further involves the spin con-
nection, i.e., ∇µψ = (∂µ + Γµ)ψ. In Minkowski space-
time, Eq. (3) is reduced to a simple form with the
Wilson line [46]: ρ(x, y) = 〈ψ¯(x+) ⊗ P exp[
−i
~
∫ x+
x
−
dz ·
A(z)]ψ(x−)〉 with x± = x ± y/2 and P the path order-
ing symbol. In this paper, we focus on the collisionless
fermions, so the spinor field obeys the Dirac equation
γµ(∇µ + iAµ/~)ψ(x) = ψ¯(x) (
←−
∇µ − iAµ/~)γ
µ = 0 . (5)
Computing Dµρ(x, y) and ∂
y
µρ(x, y) with the help of
the Dirac equation (5), we derive:
γµ
(
pµ +
i~
2
Dµ
)
W = i~γµ
∫
d4y
√
−g(x) e−ip·y/~
×
〈
ψ¯(x, y/2)⊗ (−Hµ + Gµ
)
ψ(x,−y/2)
− ψ¯(x, y/2)
←−
G µ ⊗ ψ(x,−y/2)
〉
,
Hµψ(x, y) = −
iyν
~
∞∑
n=0
[
C(y ·D)
]n
(n+ 1)!
Gµν ψ(x, y) ,
Gµψ(x, y) = −
iyν
2~
∞∑
n=0
[
C(y ·D)
]n
(n+ 2)!
Gµν ψ(x, y) ,
(6)
where C(X)Y ≡ [X,Y ] represents a commutator. The
details of the derivation of Eq. (6) can be found in
Appendix C; see also Ref. [42]. We defined Gµν ≡
−i~[Dµ, Dν ] as the total curvature tensor on TM or
T
∗
M. For instance, we have Gµν ψ(x, y) = (Fµν +
~
4Rµναβσ
αβ − i~Rρσµνy
σ∂yρ )ψ(x, y), where the Riemann
tensor is Rρσµν = 2∂[νΓ
ρ
µ]σ + 2Γ
ρ
λ[νΓ
λ
µ]σ with X[µYν] =
1
2 (XµYν − YνXµ). The transport equation (6) involves
the full quantum correction coupled with electromag-
netic field and curved background. In Minkowski space-
time, Eq. (6) reproduces the transport equation derived
in Ref. [46].
In practice, Eq. (6) is a powerful tool for the semiclassi-
cal analysis with the systematic expansion in terms of ~.
Let us adopt the power counting scheme with pµ = O(1)
and yµ ∼ i~∂µp = O(~). After a lengthy but straightfor-
ward calculation (see Appendix D), the transport equa-
tion for the Wigner function up to O(~2) is written down,
3as follows: 2
γµ
(
Πµ +
i~
2
∆µ
)
W
=
i~2
32
γµ
(
Rµναβ +
i~
6
∂p · ∇Rµναβ
)
∂νp
[
W, σαβ
]
,
(7)
with
Πµ = pµ −
~
2
12
(∇ρFµν)∂
ν
p∂
ρ
p +
~
2
24
Rρσµν∂
σ
p ∂
ν
ppρ +
~
2
4
Rµν∂
ν
p ,
∆µ = ∇µ +
(
−Fµλ + Γ
ν
µλpν
)
∂λp −
~
2
12
(∇ρRµν)∂
ρ
p∂
ν
p
−
~
2
24
(∇λR
ρ
σµν )∂
ν
p∂
σ
p ∂
λ
p pρ +
~
2
8
Rρσµν∂
ν
p∂
σ
pDρ
+
~
2
24
(∇α∇βFµν + 2R
ρ
αµνFβρ)∂
ν
p∂
α
p ∂
β
p ,
(8)
where Rµν = R
ρ
µρν is the Ricci tensor. Further we de-
compose Eq. (7) with the basis of the Clifford algebra:
W = 14 [F + γ
5P + γµVµ+ γ
5γµAµ+
1
2σ
µνSµν ]. Then we
obtain
∆ · R =
~
2
24
(∇ρRµν)∂
ρ
p∂
µ
pR
ν , (9)
Π · R =
~
2
8
Rµν∂
µ
pR
ν , (10)
~∆[µRν] − εµνρσΠ
ρRσ = −
~
2
16
εµναβR
αβρσ∂pρRσ ,(11)
with Rµ = (Vµ +Aµ)/2 (see Appendix E for the deriva-
tion). The first equation will be the kinetic equation for
right-handed Weyl fermions, while the second and third
serve as constraints. The equations for Lµ = (Vµ−Aµ)/2
are the same, except for a sign change in front of the first
term of Eq. (11).
IV. CHIRAL KINETIC EQUATION AT O(~)
Now we focus on the kinetic equation for Rµ(x, p) at
O(~). Equations (9)-(11) are reduced to
∆ · R = 0 , (12)
p · R = 0 , (13)
~∆[µRν] − εµνρσp
ρRσ = 0 (14)
with ∆µ = ∇µ +
(
−Fµλ + Γ
ν
µλpν
)
∂λp . Thanks to the
horizontal-lift prescription, we can solve Eqs. (12)-(14) in
the same manner as that in flat spacetime. The general
solution is given by [22, 23]
Rµ = 4πδ(p2)
[
pµ−
~
p2
F˜µνpν+~Σ
µν
n ∆ν
]
f+O(~2) (15)
2 We actually keep the O(~3) terms, which are necessary to derive
Eqs. (9)-(11) at O(~2).
with F˜µν = εµνρσFρσ/2 and f = f(x, p) being the dis-
tribution function. The last term is called the side-
jump term [26]; we introduced the spin tensor Σµνn ≡
εµνλρpλnρ/(2 p · n), where n
µ(x) is an arbitrary vector
to satisfy n · p 6= 0 and n2 = 1. This vector field ac-
counts for an ambiguity in defining the spin for mass-
less particles [27]. Different nµ’s correspond to different
spin-frames and they are connected via n′µ = Lµνn
ν =
e µαˆ Λ
αˆ
βˆe
βˆ
νn
ν with Λαˆβˆ being a matrix representation of
the local Lorentz transformation.
Plugging Eq. (15) into Eq. (12), we eventually obtain
δ
(
p2 − ~FαβΣ
αβ
n
)[
p ·∆+ ~
(
nµF˜
µν
p · n
+∆µΣ
µν
n
)
∆ν
+
~
2
Σµνn
(
∇ρFµν − pλR
λ
ρµν
)
∂ρp
]
f = 0 .
(16)
This is the curved-spacetime generalization of the con-
ventional chiral kinetic equation [22, 23]. Several com-
ments are in order. (I) In the classical limit ~ → 0 we
reproduce the Einstein-Vlasov equation: δ(p2) pµ
[
∂µ +
(−Fµν + Γ
λ
µνpλ)∂
ν
p
]
f = 0. (II) The spin connection
Γµ is unrelated to Σ
µν
n . Indeed, since R
µ is a vec-
tor, such a connection can never appear in Eq. (12).
(III) The Riemann curvature naively seems to be an
O(~2) correction, as Eqs. (9)-(11) show. However, once
coupled with the side-jump term, it emerges even at O(~)
in Eq. (16). This term represents the so-called spin-
curvature force [47, 48] for chiral fermions. (IV) On
the other hand, the curvature does not appear in the
delta function, which designates the on-shell condition.
However, this would not be the case at O(~2). In fact,
from the viewpoint of field theory, the dispersion relation
(without U(1) gauge field) reads p2 − ~2R/4 = 0 due to
(−i~γµ∇µ)
2ψ = −~2(∇µ∇
µ + R/4)ψ = 0 [49] (see also
Ref. [50] for a curvature correction to the CVE).
V. EQUILIBRIUM STATE
To reveal the physical content of Eq. (16), we con-
sider the equilibrium state. We drop Aµ for simplicity.
At equilibrium, f is generally written as a function of the
linear combination of the collisional conserved quantities,
i.e., the particle number, the linear momentum, and the
angular momentum. Therefore we have f = feq(g) with
g = α(x) + βµ(x)pµ + ~γµν(x)Σ
µν
n . Note that the or-
bital angular momentum is involved in the second term.
Plugging feq(g) into Eq. (16) and requiring it to hold for
arbitrary pµ, we arrive at the following constraints:
∇µβν +∇νβµ = gµνφ(x) , (17)
∇µα = 0 , γµν =
1
2
∇⊥[µβν] , (18)
where φ is an arbitrary scalar function and ⊥ represents
the component perpendicular to nµ. In Appendix F we
present the derivation of Eq. (17) and Eq. (18).
4We have three comments about the above equations.
(I) Equation (17) is the conformal Killing equation.
Choosing a timelike βµ, we define the fluid velocity and
temperature via βµ = βUµ (with U2 = 1) and T = 1/β,
respectively. The physical meaning of φ is the expansion
rate of the fluid: φ = 12∇·β, which follows from Eq. (17).
Thus the fluid is kept equilibrium under such an expan-
sion. This is understood as the conformal invariance in
the massless Dirac theory. Note that for massive parti-
cles φ must vanish, as the expansion can drive the system
out of equilibrium. (II) From Eq. (18), we find that α
is a constant scalar. We define the chemical potential
through α = −βµ. (III) The equilibrium distribution is
eventually given by f = feq(g) with
g = β(−µ+ p · U) +
~
2
Σµνn ∇µ
(
βUν
)
. (19)
The last term expresses the spin-vorticity coupling.
VI. ROTATING COORDINATE
As the first application, we use our framework to re-
visit the derivation of the CVE by considering a rotating
coordinate. Let us choose a constant angular velocity
ω = (ω1, ω2, ω3) and hereafter set Aµ = 0. The corre-
sponding metric tensor reads
g00 = 1− u
2 , g0i = u
i , gij = −δij (20)
with u = (u1, u2, u3) = x×ω. The nonzero components
of the Christoffel symbol are Γi00 = −x
iω2 + (x ·ω)ωi =
(u×ω)i and Γi0j = Γ
i
j0 = −ε
ijkωk (with ε123 = 1), which
lead to Rρσµν = 0. The metric has an infinite red-shift
surface at distance r = 1/|ω| away from the rotating axis.
We focus on the spacetime region inside this surface, and
thus ignore the boundary effect of the system. Such an
assumption works as long as the angular velocity is small
enough compared with other characteristic scales of the
system [3, 51]. Therefore in the following analysis of the
CVE, we consider the slowly rotating coordinate with
|ω| ≪ T or |ω| ≪ µ.
In this case, the metric (20) admits two timelike Killing
vectors; Kµin = g
µ0 and Kµrot = δ
µ
0 . Note that the former
(latter) corresponds to the inertial (rotating) observers 3.
The velocities of these two observers are
Uµin = (1,u) , U
µ
rot = (g00)
− 1
2 δµ0 , (21)
which are normalized as U2 = 1. From the on-shell con-
dition p2 = gµνpµpν = 0, we obtain
ǫp ≡ K
µ
rotpµ = p0 = |p|+ u · p , (22)
vp =
∂ǫp
∂p
= pˆ+ u , (23)
3 To be more specific, the rotating (Minkowski) coordinate is con-
sidered as the coordinate chart of the rotating (inertial) observer.
where vp denotes the group velocity and the three-
momentum is defined as p = −(p1, p2, p3). Similarly, we
can obtain ǫin
p
≡ Kµinpµ = p
0 = |p| and vin
p
= ∂ǫin
p
/∂p =
pˆ. Thus p is identified as the momentum observed by the
inertial observer. Note that the second terms in Eqs. (22)
and (23) correspond to the rotating energy and velocity
shifts, respectively. In the following, we analyze the CKT
with several choices of nµ and Uµ.
A. Inertial fluid
First of all, we consider an inertial fluid (i.e., a fluid
at rest in flat spacetime) with a rotating observer. We
set Uµ = nµ = Uµin and K
µ = Kµrot. Performing the p0-
integration of Eq. (16), we find (for the particle channel
only; antiparticle channel is similar)[
∂
∂t
+ vp ·
∂
∂x
+ (p× ω) ·
∂
∂p
]
f(t,x,p) = 0 (24)
with f(t,x,p) = f(t,x,p, p0 = ǫp). From the above
equation, we identify x˙ = vp and p˙ = p × x, which
reproduce the Coriolis and centrifugal force: x¨ = 2x˙ ×
ω − ω × (ω × x). From Eq. (15), the particle number
current reads
Jµ = (J0 ,J) ≡
∫
d4p
(2π)4
√
−g(x)
Rµ , (25)
J =
∫
p
[
vp − ~|p|Ωp ×
∂
∂x
]
f(t,x,p) (26)
with
∫
p
=
∫
d3p (2π)−3 and Ωp = pˆ/(2|p|
2) being the
Berry curvature. Note that due to ∇µU
ν
in = 0, at equi-
librium all the O(~) corrections disappear in Eq. (26),
and thus it is just the classical Liouville current: J =∫
p
vpfeq. Also from Eqs. (15) and (19) for U
µ = Uµin, we
can check that the same is true for arbitrary nµ. There-
fore, the CVE is never induced by an inertial fluid, in-
dependently of the observer’s reference frame and the
spin-frame choosing vector nµ.
B. Rotating fluid
In this case we adopt Uµ = Uµrot, that is, we consider a
fluid at rest in the rotating coordinate. Hereafter let us
focus on the small ω limit to simplify the discussions.
First, we choose nµ = Uµin, which leads to the ki-
netic equation and the current as the same forms as
Eq. (24) and (26), respectively. However, physical quan-
tities are affected by quantum corrections. When we take
f = feq(g) = 1/(e
g+1) and append the antiparticle con-
tribution (for which µ is replaced with −µ), the O(ω)
terms in Eq. (26) yield
JCVE = ~ω
(
µ2
4π2
+
T 2
12
)
, (27)
5which is the well-known CVE current. The spin-vorticity
coupling term in Eq. (19) are prominent to induce JCVE.
Because of this coupling, the first term in Eq. (26) gives
1/3 of JCVE, while the second yields 2/3 [26, 39].
Second, we employ nµ = Uµrot. It is more conve-
nient to work with a new three-momentum defined as
q = (p1, p2, p3) 4 , whose physical meaning will be ex-
plained later. After the p0 integration, the kinetic equa-
tion reads[
(1 + 2~ |q|ω ·Ωq)
∂
∂t
+
{
v˜q + 2~|q|(v˜q ·Ωq)ω
}
·
∂
∂x
+ 2|q|(v˜q × ω) ·
∂
∂q
]
f(t,x, q) = 0
(28)
with the modified velocity v˜q = ∂ǫ˜q/∂q and energy dis-
persion
ǫ˜q = |q| −
~
2
qˆ · ω . (29)
The above kinetic equation exhibits an analogy be-
tween magnetism and rotation under two types of the
correspondence, i.e., |q|ω ↔ B in ǫ˜q (and so in v˜q),
and 2|q|ω ↔ B elsewhere, reflecting the fact that the
Lande´ g factor is 2 for spin-1/2 particles. In other words,
the spin-vorticity coupling plays a role of the magneti-
zation coupling, and the Coriolis force can be regarded
as a fictitious Lorentz force. This suggests that q is the
momentum observed by the rotating observer. Indeed,
Eq. (29) shows that the classical dispersion is linear to
|q|. For this reason, Eq. (28) are represented only with
quantities in the rotating coordinate. We note that the
factor in front of ∂/∂t in Eq. (28) represents the quantum
modification to the phase space measure [38, 39].
From Eq. (15), we compute the particle number cur-
rent as
J =
∫
q
[
v˜q + 2~|q|(v˜q ·Ωq)ω
]
f(t,x, q) +O(ω2) , (30)
which, once substituted with f = feq(g) = 1/(e
g + 1),
reproduces Eq. (27) again. Note that the first term does
not contribute to the CVE current. In other words,
the Coriolis force is responsible for generating the CVE
whereas the spin-vorticity coupling is not. This explains
why the heuristic replacement B → 2|q|ω works cor-
rectly [17] in computing the CVE current.
Some comments are in order. (I) The above anal-
ysis shows that the origin of the CVE can be inter-
preted differently for different nµ. For the inertial (ro-
tating) spin-frame vector nµ = Uµin (U
µ
rot), the CVE is
4 This is the change of the phase space variables that yields a
nontrivial Jacobian which calls for ∂µ → ∂µ + (∂µpν)∂
p
ν .
induced through the spin-vorticity coupling (the Cori-
olis force). This is a clear demonstration for the na-
ture of spinning massless particles: the total angular
momentum is frame-dependently decomposed into the
spin and the orbital parts [27, 52, 53]. (II) However,
in both cases with nµ = Uµin and n
µ = Uµrot, we de-
rive the same CVE current (27). Indeed, the choice of
nµ is superficially irrelevant to the CVE, as it is com-
pensated by the side-jump effect. This is confirmed
from the fact that for arbitrary nµ, the equilibrium cur-
rent is derived as a spin-frame-independent form: for
f = feq(g) = f
(0)
eq +
~
2Σ
µν
n ∇µβν(df
(0)
eq /dg) + O(~2) with
f
(0)
eq = f(g = −βµ+ p · β), Eq. (25) is reduced to
Jµeq =
∫
d4p 2δ(p2)
(2π)3
√
−g(x)
[
pµ − ~β
ωµ
2
(p · U)
d
dg
]
f (0)eq ,
(31)
with ωµ = 12ǫ
µνρσUν∇ρUσ. At the same time, we note
that Eq. (31) also holds for arbitrary curved spacetime.
This explains why the CVE current (27) is the same as
that in Minkowski coordinate [27, 54, 55]. The CVE is
hence intrinsic for rotating fluid, of which the velocity
configuration satisfies ωµ 6= 0.
VII. SUMMARY AND OUTLOOK
We extended the framework of the chiral kinetic the-
ory (CKT) to curved spacetime, based on quantum
field theory. The CKT in curved spacetime is a pri-
mary tool for non-equilibrium chiral dynamics under
the general-relativistic effect. This enables us to in-
vestigate the anomalous transport phenomena in vari-
ous chiral matter systems with (effective) gravitational
field or non-inertial forces, such as supernova or neutron
star environment [56, 57], rotating/expanding quark-
gluon plasma [58–60], thermal systems with the tempera-
ture gradient [61, 62], and Weyl/Dirac semimetals under
strain [63–65] or possibly torsion [66].
As an application, we analyzed the CKT in a rotating
coordinate, and clarified the frame-dependent interpreta-
tion for the chiral vortical effect (CVE). Our calculation
showed that although the CVE receives contributions
from both the spin-vorticity coupling and Coriolis force
depending on the choice of the defining frame of spin,
their sum is independent of both the observer’s frame
and the spin-frame. In this paper, we did not discuss
about the relation between the finite-temperature term
in the CVE current and the gravitational anomaly [32].
On the other hand, it is still left open if such a term
is induced by the global anomaly [33–36]. The CKT in
curved spacetime is an auspicious candidate to lead to a
model-independent answer to this mystery. This will be
shown in a future publication.
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Appendix A: Horizontal lift
We derive the proper covariant derivative for functions
in the cotangent bundle T∗M from the viewpoint of the
parallel displacement [67]. First, suppose that Φ(x, p) is
a scalar function on T∗M. Under the infinitesimal diffeo-
morphism xµ → x′µ = xµ+dxµ, the variation δΦ involves
two parts: one comes from the x-dependence of Φ and
the other from the p-dependence. That is, we write
δΦ = δxΦ+ ∂
µ
pΦδpµ , (A1)
where δpµ is the variation of pµ under this diffeomorphic
transformation. By definition, we have δΦ = 0 and δpµ =
Γρµνpρdx
ν , which leads to
δxΦ = −Γ
ρ
µνpρdx
ν . (A2)
Now we define a derivative Dµ as
DµΦ dx
µ ≡ Φ(x+ dx, p)−
[
Φ(x, p) + δxΦ(x, p)
]
. (A3)
Thus we obtain
DµΦ =
(
∂µ + Γ
ρ
µνpρ∂
ν
p
)
Φ , (A4)
which is the horizontal lift of ∂µ to the cotangent bun-
dle for a scalar field. In the same manner, the covariant
derivative for an arbitrary tensor field in the T∗M is de-
rived as
Dµ = ∇µ + Γ
ρ
µνpρ∂
ν
p , (A5)
with ∇µ the usual covariant derivative on M. Similarly,
we can define the horizontal lift of ∇µ to the tangent
bundle TM as given in the main text.
Appendix B: Identities of the Dirac matrices
We present some identities of the Dirac matrices which
are useful in the derivation of the chiral kinetic equa-
tions. From the definition {γµ, γν} = 2gµν and γ5 =
(−i/4!)εµνρσγ
µγνγργσ, we find
γ5σµν =
i
2
εµνρσσρσ , (B1)
γµγνγρ = gµνγρ + gνργµ − gρµγν − iεµνρσγ5γσ,(B2)
where σµν = (i/2)[γµ, γν ]. From these relations, we can
prove the following useful identities:
γµγν = gµν − iσµν , (B3)
γµ
[
γν , σαβ
]
= −4igµ[αgβ]ν − 4σµ[αgβ]ν , (B4)
γµγ5γν = −gµνγ5 −
1
2
εµναβσαβ , (B5)
γµ
[
γ5γν , σαβ
]
= 4iγ5gµ[αgβ]ν + 2iερσµ[αgβ]νσρσ.(B6)
Appendix C: Transport equation for W (x, p)
The Wigner function of Dirac fermions is defined by
W (x, p) =
∫
y
ρ(x, y) , ρ(x, y) = 〈ψ¯+ ⊗ ψ−〉 . (C1)
Here we have introduced the following notations:
∫
y =∫
d4y
√
−g(x) e−ip·y/~, ψ− = ψ(x,−y/2) = e
−y·D/2ψ(x)
and ψ¯+ = ψ¯(x, y/2) = ψ¯(x)e
y·
←−
D/2. Note that Dµ acting
on the Dirac spinor involves Aµ to keep the U(1) gauge
covariance, that is,
Dµψ(x, y) =
(
∇µ − Γ
λ
µνy
ν∂yλ + iAµ/~
)
ψ(x, y) , (C2)
with ∇µψ(x) = (∂µ + Γµ)ψ(x) and Γµ the spin connec-
tion. We consider the free Dirac field operators that obey
γµ(∇µ+iAµ/~)ψ(x) = ψ¯(x) (
←−
∇µ−iAµ/~)γ
µ = 0 . (C3)
We assume that the surface integral for the Wigner trans-
formation vanishes, that is,
0 =
∫
d4y ∂yµ
[√
−g(x)e−ip·y/~ρ(x, y)
]
= −
ipµ
~
W +
∫
y
∂yµρ(x, y) .
(C4)
In order to calculate the second term, we utilize
Dµψ(x, y) = e
y·DDµψ(x)−Hµψ(x, y) , (C5)
∂yµψ(x, y) = Dµψ(x, y) + 2Gµψ(x, y) , (C6)
which are derived from the operator identity eYXe−Y =
eC(Y )X with C(Y )Z ≡ [Y, Z]. Here Hµ are Gµ are defined
as
Hµψ(x, y) = −
iyν
~
∞∑
n=0
[
C(y ·D)
]n
(n+ 1)!
Gµν ψ(x, y) ,(C7)
Gµψ(x, y) = −
iyν
2~
∞∑
n=0
[
C(y ·D)
]n
(n+ 2)!
Gµν ψ(x, y) . (C8)
Here Gµν ≡ −i~[Dµ, Dν] is the total curvature tensor on
TM and T∗M, e.g.,
7Gµνψ(x, y) =
[
Hµν − i~R
ρ
σµνy
σ∂yρ
]
ψ(x, y) , (C9)
Hµν = Fµν +
~
4
Rµναβσ
αβ , Fµν = 2∂[µAν] , R
ρ
σµν = 2
(
∂[νΓ
ρ
µ]σ + Γ
ρ
λ[νΓ
λ
µ]σ
)
(C10)
with X [µY ν] = 12 (X
µY ν −XνY µ). Then we compute∫
y
∂yµρ(x, y) =
1
2
DµW +
∫
y
〈
ψ¯+ ⊗ (Hµ − Gµ)ψ− + ψ¯+
←−
G µ ⊗ ψ−
〉
−
∫
y
〈
ψ¯+ ⊗ e
−y·D/2Dµψ(x)
〉
. (C11)
Contracted with γµ, the last term vanishes due to the Dirac equation (C3), and thus we derive
γµ
(
pµ +
i~
2
Dµ
)
W = i~γµ
∫
y
〈
ψ¯+ ⊗ (−Hµ + Gµ
)
ψ− − ψ¯+
←−
G µ ⊗ ψ−
〉
. (C12)
This is Eq. (6) in the main text.
Appendix D: Semiclassical expansion up to O(~3)
Now we perform the semiclassical expansion of the
transport equation (C12) (that is, Eq. (6) in the main
text) with the power counting scheme
pµ = O(1) , y
µ ∼ i~∂µp = O(~). (D1)
It should be noticed that Dµ can lead to terms of O(~
−1)
only when acting on ψ(x, y):
Dµψ(x, y) = O(~
−1) . (D2)
Since (y ·D)ψ(x, y) is the same type function as ψ(x, y)
(i.e., a diffeomorphism scalar, local-Lorentz spinor), we
readily find
[
C(y ·D)
]n
Gµνψ(x, y) =
[
C(y ·D)
]n[
Hµν − i~R
ρ
σµνy
σ∂yρ
]
ψ(x, y) . (D3)
Then [C(y ·D)]nGµνψ(x, y) is calculated as follows:
C(y ·D)Gµνψ(x, y) =
[
y ·D
(
Hµν − i~R
ρ
σµνy
σ∂yρ
)
+ i~Rρσµνy
σDρ
]
ψ(x, y) , (D4)
[C(y ·D)]2Gµνψ(x, y) =
[
(y ·D)2Fµν + 2i~(y ·D)R
ρ
σµνy
σDρ − y
αyσRρσµνFαρ
]
ψ(x, y) +O(~3) . (D5)
Note that [C(y ·D)]nGµνψ(x, y) for n ≥ 3 does not yield any O(~
2) contribution. Thus we obtain
i~
∫
y
〈
ψ¯+ ⊗ (−Hµ + Gµ
)
ψ− − ψ¯+
←−
G µ ⊗ ψ−
〉
=
i~
8
[
3Hµν∂
ν
pW +W
←−
∂ νpHµν
]
+
~
2
48
[
5∂p · ∇Hµν∂
ν
pW −W
←−
∂ νp
←−
∂ p · ∇Hµν
]
−
i~3
48
[
∇α∇βFµν∂
α
p ∂
β
p −R
ρ
σµνFαρ∂
α
p ∂
σ
p
]
∂νpW +
~
2
8
Rρσµν∂
ν
p (3X
σ
ρ − Y
σ
ρ)−
i~3
48
∂p · ∇R
ρ
σµν∂
ν
p (5X
σ
ρ + Y
σ
ρ)
+
i~3
48
Rρσµν∂
ν
p∂
σ
p (5Zρ +Wρ) +
~
4
192
∂p · ∇R
ρ
σµν∂
ν
p∂
σ
p (7Zρ −Wρ) +O(~
4) , (D6)
In the above equation we have defined
Xµν =
∫
y
yµ
〈
ψ¯+ ⊗ ∂
y
νψ−
〉
, Yµν =
∫
y
yµ
〈
ψ¯+
←−
∂ yν ⊗ ψ−
〉
, (D7)
Zµ =
∫
y
〈
ψ¯+ ⊗Dµψ−
〉
, Wµ =
∫
y
〈
ψ¯+
←−
Dµ ⊗ ψ−
〉
. (D8)
Although each of these is not a simple expression, their combinations are reduced to
X σρ − Y
σ
ρ = −
i~
2
∂σpDρW −
i~
4
Fλρ∂
λ
p ∂
σ
pW +O(~
2) , X σρ + Y
σ
ρ = −∂
σ
p pρW , (D9)
Zρ −Wρ = −
2ipρ
~
W +O(~) , Zρ +Wρ = DρW , (D10)
8which follow from Eq. (C6). From these relations and Eq. (B2), we eventually derive
γµ
(
Πµ +
i~
2
∆µ
)
W =
i
4
γµΘµαβ
[
W, σαβ
]
(D11)
with
Πµ = pµ −
~
2
12
(∇ρFµν)∂
ν
p∂
ρ
p +
~
2
24
Rρσµν∂
σ
p ∂
ν
ppρ +
~
2
4
Rµν∂
ν
p , (D12)
∆µ = ∇µ +
(
−Fµλ + Γ
ν
µλpν
)
∂λp −
~
2
12
(∇ρRµν)∂
ρ
p∂
ν
p −
~
2
24
(∇λR
ρ
σµν)∂
ν
p∂
σ
p ∂
λ
p pρ
+
~
2
8
Rρσµν∂
ν
p∂
σ
pDρ +
~
2
24
(∇α∇βFµν + 2R
ρ
αµνFβρ)∂
ν
p∂
α
p ∂
β
p , (D13)
Θµαβ =
~
2
8
Rµναβ∂
ν
p +
i~3
48
∂p · ∇Rµναβ∂
ν
p . (D14)
They are Eqs. (7) and (8) in the main text.
Appendix E: Spinor decomposition
In the last step, we decompose Eq. (D11) with the
basis of the Clifford algebra. The Wigner function W is
written as
W =
1
4
[
F + γ5P + γ · V + γ5γ · A+
1
2
σµνSµν
]
. (E1)
The coefficients Vµ and Aµ correspond to the vector
and axial currents, respectively: tr[γµW ] = Vµ and
tr[γµγ5W ] = Aµ. This means that the right- and left-
handed currents are represented as
Rµ =
1
2
(Vµ +Aµ) , Lµ =
1
2
(Vµ −Aµ) . (E2)
Due to the masslessness in Eq. (D11), the vector and ax-
ial channels are decoupled from the scalar, pseudo-scalar,
and tensor ones. Focusing on the vector and axial chan-
nels, we find
γ · Λ(γ · V + γ5γ · A) =
i
4
γµΘµαβ
[
γ · V + γ5γ · A, σαβ
]
,
(E3)
where we have introduced the shorthand notation Λµ =
Πµ+(i~/2)∆µ. By inserting Eqs. (B3)-(B6) into Eq. (E3)
and extracting three parts proportional to 1, γ5 and σµν ,
respectively, we obtain
(Λν −Θ
µ
µν)V
ν = 0 , (E4)
(Λν −Θ
µ
µν)A
ν = 0 , (E5)
Λ[µVν] −Θ[µν]ρV
ρ −
i
2
εµνρσ(Λ
ρAσ −ΘρσλAλ) = 0 . (E6)
Note that, by contracting (i/2)εµναβ with the third equa-
tion, we obtain the same equation with the replacement
Vµ ↔ Aµ. Separating the real and imaginary parts, we
finally derive
∆ · R =
~
2
24
∂p · ∇Rµν∂
µ
pR
ν , (E7)
Π · R =
~
2
8
Rµν∂
µ
pR
ν , (E8)
~∆[µRν] − εµνρσΠ
ρRσ = −
~
2
16
εµνρσR
αβρσ∂pαRβ ,(E9)
where we used 2Rα[µν]β = −Rαβµν which follows from
the Bianchi identity for the Riemann curvature. These
are Eqs. (9)- (11) in the main text.
Appendix F: Equilibrium distribution
In this Appendix, we derive the general form of the
equilibrium distribution in the absence of the electromag-
netic field, that is, Aµ = 0. The kinetic equation at O(~)
reads
δ(p2)
[
p ·D + ~(DµΣ
µν
n )Dν −
~
2
Σµνn p
λRλρµν∂
ρ
p
]
f = 0 .
(F1)
At equilibrium, the distribution f should be a function of
the linear combination of the collisional conserved quanti-
ties, namely, the particle number, the linear momentum,
and the angular momentum. Therefore, we parametrize
the equilibrium distribution as
f = feq(g) , g = α(x) + β(x) · p+ ~γ
µν(x)Σnµν , (F2)
with α(x) = α0(x) + ~α1(x), β
µ(x) = βµ0 (x) + ~β
µ
1 (x),
and γµν(x) = γµν0 (x)+~γ
µν
1 (x) and O(~
2) terms omitted.
Note that nµγ
µν = nνγ
µν = 0. Then the kinetic equation
yields
δ(p2)
(
p · ∇α0 + p
µpν∇µβ0ν
)
= 0 , (F3)
9and
δ(p2)
[
p · ∇α1 + p
µpν∇µβ1ν + (DµΣ
µν
n )(∇να0 + p
λ∇νβ0λ)
+ p ·D(γµν0 Σ
n
µν)−
1
2
Σµνn Rλρµνp
λβρ0
]
= 0 .
(F4)
From Eq. (F3), we find
∇µα0 = 0 , ∇µβ0ν +∇νβ0µ = φ0(x)gµν , (F5)
where φ0 is an arbitrary scalar function. Combined these
constraints, the third term in Eq. (F4) is calculated as
δ(p2)(DµΣ
µν
n )(∇να0 + p
λ∇νβ0λ)
= δ(p2)
[
Dµ(Σ
µ[ν
n p
λ]∇νβ0λ)− Σ
µν
n p
λ∇µ∇[νβ0λ]
]
= δ(p2)
[
−
1
2
p ·D(Σµνn ∇µβ0ν) +
1
2
Σµνn Rλρµνp
λβρ0
]
,
(F6)
where we have used pµενρσλ + pνερσλµ + pρεσλµν +
pσελµνρ + pλεµνρσ = 0, ∇µ∇[νβ0λ] = −β
α
0Rαµνλ −
gµ[ν∇λ]φ0, 2Rα[µν]β = −Rαβµν , and ε
αµνρRβµνρ = 0.
Therefore, Eq. (F4) is reduced to
δ(p2)
[
p · ∇α1 + p
µpν∇µβ1ν + p ·D(Σ
µν
n Mµν)
]
= 0 ,
(F7)
where Mµν = γ0µν −
1
2∇
⊥
[µβ0ν] with ⊥ here representing
the component perpendicular to nµ and we have used the
fact that Σµνn ∇µβ0ν = Σ
µν
n ∇
⊥
µ β0ν . Therefore, we have
p · ∇α1 + p
µpν∇µβ1ν + p ·D(Σ
µν
n Mµν) =
∞∑
l=1
φl(x)
2
(p2)l ,
(F8)
where φl with l ≥ 1 are arbitrary functions. Making a
scale transformation, pµ → λpµ, and comparing different
powers of λ, we obtain
∇µβ1ν +∇νβ1µ = φ1(x)gµν , (F9)
φl = 0, l ≥ 2, (F10)
p · ∇α1 + p ·D(Σ
µν
n Mµν) = 0 . (F11)
To proceed, we decompose pµ with respect to nµ as fol-
lows, pµ = p‖nµ + p
⊥
µ . Substituting into Eq. (F11) we
find that the following conditions
∇µα1 = 0, Mµν = 0 (F12)
fulfill Eq. (F11) for arbitrary p⊥µ . However, in case that
nµ is a constant, ∇µnν = 0, the conditions to fulfill
Eq. (F11) is
n · ∇α1 = 0, ∇
⊥
λMµν = 0 ,
∇⊥µ α1 +
1
2
ερσµνn
νn · ∇Mρσ = 0 ,
(F13)
which nevertheless contains constraint (F12) as a special
case. Collecting Eq. (F5), Eq. (F9), and Eq. (F12), we
obtain the equilibrium condition as given in Eq. (17) and
Eq. (18) in the main text up to O(~). We also notice that
in the case of ∇µnν = 0, the equilibrium state can main-
tain a difference between γ0µν and the thermal vorticity
1
2∇
⊥
[µβ0ν] if a finite gradient of the chemical potential is
present, as shown in the third equation in Eq. (F13),
whose physical consequence deserves a more careful ex-
ploration in future.
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