Introduction: National Attributes and International Conflict
Various avenues of inquiry in the scientific study of international conflict have converged in recent years along several dimensions. Neoliberal thinking about the democratic peace gained prominence with Doyle (1986 ; see also Maoz & Abdolali, 1989) , and the most recent scholarship concerns a wider range of issues including civil rather than international peace (Hegre et al., 2001) , formal implications of spreading democratization (Hess & Orphanides, 2001) , and reciprocation of conflict (Prins, 2002) . Logistic regression models, with the presence or absence of conflict in dyad-years as the dependent variable, and a series of neo-Kantian independent (e.g. democracy) and control (e.g. proximity) variables, have assumed near-paradigmatic status in the systematic study of international relations (Russett & Oneal, 2001) .
A closer examination of national attributes and international conflict may produce a more nuanced story (Gleditsch & Ward, 1997: 380-381) . In particular, national attributes in political, economic, and conflict dimensions may coalesce in a manner not previously considered. Classification of regimes along various dimensions depends on the purpose at hand. If we wish to understand the full range of interactions among political, economic, and conflict-related variables, it is appropriate to begin without imposing too many restrictions on the analysis.
This process unfolds in five additional sections. First, we discuss how national attributes are related to each other. Next, we outline the mechanics of cluster analysis. Third, data and measurements are presented. The fourth section offers results. The final part of the article provides conclusions and some directions for research.
Theoretical Perspective: Interaction of National Attributes
Cluster analysis is useful in examining complex relations among national attributes and international conflict. When internal linkages are too complex to model under a single-equation regime assuming causal relations, it might be better to be guided by the data themselves rather than impose a test equation on them. 1 We will not assume any one variable (for instance, regime type) is causal in relation to others (such as trading behavior or conflict proneness). Instead, the theoretical premise is that variables from economics, politics, and conflict show bidirectional and fully interactive effects upon each other (Cai, 1999: 880) . Thus, cluster analysis complements regression-style studies where exogenous and endogenous roles are designated from the outset.
A thought experiment is in order. Suppose countries have three dichotomous attributes: attitudes towards conflict (neutral versus militaristic), regime type (democratic versus nondemocratic), and trade status (autarkies versus traders). Now suppose, excluding two out of eight possible profiles, six countries embody different aspects of these attributes: (1) neutral, non-democratic trader (such as Hong Kong under both British and Chinese rule); (2) neutral, democratic trader (such as Switzerland); (3) neutral, democratic autarkies (such as the United States in the 1930s); (4) militaristic, non-democratic autarky (such as North Korea); (5) militaristic, democratic autarky (such as the USA at various times in the 19th century); and (6) militaristic, non-democratic trader (such as some Arab states). Two-thirds of the time, neutrality and trade go together and neutrality and democracy go together, while twothirds of the time, militarism and autarky go together and militarism and non-democracy go together. However, if we attempt to argue that democracy and trade are positively related to peace, there is a problem. While democracies tend to be neutral traders, two-thirds of traders are undemocratic and two-thirds of democracies are autarkic. If we focus on traders, we find that two-thirds of these countries are neutral and two-thirds are undemocratic. Does this mean traders tend to be neutral non-democracies? That violates the suggestion that democracy and trade lead to peace. If variables are interrelated in a complex manner, causality is difficult to discern.
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While this distribution of attributes appears well suited to regression analysis, the conclusions drawn depend on the way the variables are grouped as independent or dependent. No a priori, non-controversial theoretical reasoning exists to define independent and dependent variables. Theory often relies on a debatable assumption that one variable is independent and another dependent. Political scientists and economists tend to see political and economic variables, respectively, as causal. The problem is aggravated by the introduction of each successive variable and compounded by the complexity of the international system.
Perhaps democracy and trade foster peace. This is the thesis of several important and reinforcing studies (Oneal & Russett, 1997; Rioux, 1998; Russett & Oneal, 2001) . Mutatis mutandis, we might also conclude, with Polachek (1980; Polachek & Robst, 1998) , that trade fosters peace. Mousseau (2000) , however, suggests the democratic peace is conditional on economic development, and liberal models of peace have been underspecified. Maybe democracy is fostered by peace and hampered by trade, although not without complications. The era of imperial expansion in the last half of the 19th century illustrates these possibilities. Beginning with the Congress of Vienna, the European powers generally became more democratic. While some wars took place, none lasted long enough to produce a reversal of the secular trend toward democratization in the era prior to World War I. World imperialism, as manifested most directly through the empires of Britain, France, and other states, produced a onesided trading system based on colonization, with generally adverse implications for democracy.
Another possibility is trade is fostered by peace but hindered by democracy. The widespread popular opposition to the North American Free Trade Agreement (NAFTA) in the United States and Danish and British opposition to the EEC/EU illustrate this point. Popular opposition to trade liberalization is rooted in the fact that expected losses are short-term and observable (such as the closing down of uncompetitive industries), while gains are long-term and more abstract (e.g. greater efficiency) (Olson, 1965; Lusztig, 1996) Complex connections involving trade, conflict, and regime type suggest much more work is needed before definitive conclusions can be reached (Reuveny & Kang, 1998; Schneider, Barbieri & Gleditsch, 2003) . Indeed, in the real world, countries do not exhibit unalterable characteristics but instead can change dramatically over time. We look at the underlying basis of these characteristics to see if stability emerges in those areas.
Constructing Clusters: Agglomeration by Euclidean Distance
The search for coherent clusters is not a quest for how few variables explain a result, but how similar groups are and in what ways they resemble each other. Profligacy can be overdone as much as parsimony. Sometimes one variable seems decisive in defining distinct clusters, but frequently it is necessary to form a judgement about where to draw
the line between groupings and conclude they are distinct entities. Cluster analysis refers to various procedures to classify entities into groups based on (a) how close their attributes are to each other and (b) how far they are from others (Hair et al., 1995; see also Kendall, 1973) . 2 It begins with attributes and creates groups of objects that most closely resemble one another and least resemble others.
Selection of variables dictates the scope and validity of the analysis. Aldenderfer & Blashfield (1984) , Everitt (1980) , and others stress the importance of theory in guiding variable selection. The researcher should possess some precursory knowledge about theoretical linkages between variables and have a good understanding of the data. Our cluster analysis of political, economic, and conflict variables amounts to a search for coherent groups of states. We use Statistica 5.1, a statistical package, to perform cluster analysis using a series of menus without writing computer code.
When doing cluster analysis, three basic decisions need to be made. The first decision is what type of clustering method to employ. One can use a K-Means method (in which we determine in advance the number of clusters to generate) or an agglomerative method (in which we begin with each observation being a single cluster and then amalgamate them) of cluster analysis. (A third type, known as a divisive method, begins with a single cluster and then divides it into several distinct clusters, but Statistica lacks this capability.) With no a priori reason to suggest a particular number of clusters will be found, we employ an agglomerative method (see Hair et al., 1995: 441-442 for alternatives).
Statistica provides five agglomeration clustering methods. Single linkage and complete linkage measure distance between clusters by examining individual pairs of points between the clusters. Each method has some disadvantages. Single linkage measures distance between clusters via the distance between the two points in the clusters nearest to one another. Complete linkage measures the distance between clusters through the distance between the two points in the clusters furthest from one another. Single linkage tends to cause clusters to be merged, even when the clusters are naturally distinct, so long as proximity between their outliers is close, while complete linkage results in separate clusters, even if they fit together naturally, by maintaining clusters where outliers are far apart. Centroid linkage techniques attempt to determine the 'center' of the cluster. One issue is that the center will move as clusters are merged. As a result, the distance between merged clusters may actually decrease between steps, making analysis of results problematic. This is not an issue with single and complete linkage methods. Ward's method (1963) is based on a sumof-squares approach and tends to create clusters of similar size. The only method to rely on analysis of variance, its underlying basis is closer to regression analysis than the other methods. It tends to produce clearly defined clusters. Clear definition, however, comes at a price, because Ward's method tends to find patterns where none exist. Other linkage methods tend to suffer from the opposite problem, namely, not recognizing clusters where they do exist.
A final method is average linkage, which comes in two varieties in Statistica. These are unweighted and weighted pair-group averages. Average linkage clustering uses average distance between all possible pairs of points; it has an advantage over single linkage, centroid linkage, and complete linkage methods in that average distance between clusters continues to increase as journal of PEACE RESEARCH volume 41 / number 5 / september 2004 610 clusters are merged. Weighted pair-group average emphasizes larger groups, and thus, larger clusters are drawn together more often than smaller ones, thereby creating clusters of uneven size. This can be a (dis)advantage depending on the desired outcome.
The third decision is choice of distance measurement. Statistica provides several different possible distance measurements. Percentage disagreement is useful when data types are categorical. However, data used in this study are ordinal or cardinal in nature, so this distance measurement is inappropriate. Power distance requires the user to assign a weight to each variable, leading to some variables being treated as more important than others. We see no a priori reason to do this. Chebychev distance takes the maximum discrepancy on any individual variable as the distance measurement. Manhattan or CityBlock distance takes average distance across variables, while Euclidean and Squared Euclidean methods utilize the raw data to determine distances, by representing each variable as being a set of points in a single dimension in an n-dimensional Euclidean space, where n is the number of variables under consideration. Squared Euclidean measurement places greater emphasis on outliers to generate distance patterns. Since it was believed that grouping of countries should be based on a great deal of similarity across all variables and that distinctions should be formed based on outliers, it was decided to use Squared Euclidean measurement in this study. This decision required standardized variables that represent the number of standard deviations away from the mean. If not, a variable with a larger scale would have a greater weight than another similar variable. This would mean that, without standardization, the economic variables would dominate the clustering. Additionally, variables in the Polity III database using a 1-7 scale would have a greater weighting than those using a 1-5 scale.
Agglomerative methods start from a situation in which each observation on a variable is a cluster unto itself. The next step creates clusters based on the most closely associated elements using the chosen linkage method. These clusters, in turn, are clustered with others, occasionally back-tracking to include clusters formed earlier. The process continues until all of the observations are agglomerated into a single cluster.
Although one can use an agglomeration schedule (a tabular summary of the clusterings detailing where cases and clusters are combined) to determine clusters, a visual aid often is preferred. The dendrogram is a tree diagram showing cluster agglomeration. The base of the tree has all of the individual branches leading to different cases. As one moves up the tree, these individual cases combine into groups based upon the number of steps required to form them using the agglomeration method selected. At first, groups quickly coalesce, but later it becomes more difficult to group clusters, as indicated by a large gap in the normalized distance where each group forms. A significant gap between group formations can be used to determine where a breakline will be drawn to define groups in a visually intuitive manner.
Data and Measurement
We study national attributes for five selected years -1967, 1974, 1981, 1988, and 1995 - to compare countries at the same time and place them into meaningful groups. Since differences across countries during the same time period generally are greater than those within a country over time, it is likely that otherwise, groupings would be collections of various years for the same country. However, it is meaningless to say that Australia in 1975 resembles most closely Australia in 1972. It is also unclear whether it is worth saying Australia in 1972 resembles New Zealand in
1975, given that conflict can occur only at a specific temporal point. One possible remedy is examining every single year, but that is a complicated endeavor. It is doubtful that such a research design would provide much added value for the additional workload required. At the other extreme, it is preferable to select individual years rather than averaging results across time, because (1) averaging can hide key details resulting from system-level change and (2) the reasons for groupings may have more to do with how countries are at different temporal periods than during the same period.
We present, in Appendix A, 3 the Dataset of National Attributes (DNA), in both Statistica 5.1 and Excel 2000 formats. The DNA is a synthesis of data from major projects in the fields of economics and politics, which include the Extended Penn World Tables, Penn World Tables 6.1 , Polity IV, the World Military Expenditures and Arms Transfer dataset, the Material Capabilities Dataset, The World Factbook (CIA, 2003) , and the Uppsala Conflict Data Project, incorporating up to 127 countries. All of the variables in the DNA are standardized; they represent the number of standard deviations from the mean for each variable across all countries for each year of the DNA. Thus, each variable is measured against the prototypical 'average' country in the DNA for any given year. Standardization ensures biased results do not emerge because of differences in measurements for each variable; also, one can continue to compare meaningfully different countries within the same time period or use the DNA as a dataset for standard regression analysis. For our cluster analysis, standardization allows us to balance all variables, so relative importance is based on the degree to which they have nonuniform values.
To balance the requirements of providing robust results along with the inevitable cost of compiling information, the DNA takes information from respective databases once every seven years, commencing in 1953 and ending in 1995. However, a lack of information on the capital/labor ratio prior to 1967 limits the analysis to the years from 1967 to 1995. Similarly, a lack of information on the capital/labor ratio means Russia is not examined (although China is) for the years in question.
Appendix B 4 provides a full treatment of the important issues related to the aggregation of data used in the analysis to follow, so what follows is a brief description of the generally familiar variables appearing in our analysis, and their definitions are, for the most part, taken directly from the codebooks for the corresponding datasets. Those interested in exact definitions of all variables should read the appropriate documentation for the relevant datasets.
Six variables from the Polity IV dataset are included in the analysis (the Polity IV dataset and manual may be found at http://www.cidcm.umd.edu/inscr/polity/): XRREG, XRCOMP, XROPEN, XRCONST, PARREG, PARCOMP. The first three variables represent the method by which chief executives are recruited, while the fourth focuses on constraints. The other two variables from Polity focus on key elements of political participation. In only one case did a country exhibit a 'transition' code that deviated from the standard 1 to 5 or 1 to 7 scale for these variables. That one case was deleted from the analysis. Standardization of the variables eliminated the distinction that was created artificially by having different scales for each variable.
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Three variables are taken from the Penn World Tables (Heston, Summers & Aten, 2002) , found at http://pwt.econ.upenn. edu/. OPENK is the degree of openness of the economy as measured by the formula (exports + imports)/GDP. The other two variables are computed using Penn data combined with The World Factbook (CIA, 2003) . POPERSIZ is population per square kilometer of territory. GRWTH is the average real GDP increase over the previous two years. As data for several countries are missing throughout the period (e.g. China) and the capital/labor ratio is not available in the Penn World Tables for 1995, these data are supplemented with information from the Extended Penn World Tables (Marquetti, 2002) in order to provide the capital/labor ratio for each country (KAPW) and the real GDP per capital (RPPGDP).
We add one further variable, PREVYRMI, which is the percentage of GDP spent on the military in the previous year. This data is from the Material Capabilities dataset (Singer & Small, 1999) , supplemented by the annual World Military Expenditures and Arms Transfers (USACDA, 1973 (USACDA, , 1980 (USACDA, , 1987 (USACDA, , 1994 .
Six variables pertaining to internal and external conflict are taken from the monadic dataset found in the Uppsala Conflict Data Project (Gleditsch et al., 2002) . These variables are Types 1 to 4, dealing with the type of conflict a country is involved with in a particular year. Higher values represent greater conflict. We have recoded the conflict type on a 0 to 2 scale from a 0 to 3 scale, combining intermediate armed conflict with war. We also have incorporated the Location variable and again have recoded it on a 0 to 2 scale. The sixth and final variable, Count, represents the number of conflicts within a country.
While 18 variables cannot tell the whole story of politics, economics, and conflict, those included cover a wide range of characteristics playing important roles in many data analyses focusing on conflict, crisis, and war. At the political level, key elements concerning executive recruitment, competition, and constraints, along with participation, are recognized. Basic economic traits, such as trade openness, capital in relation to labor, GDP, and growth, are included, along with related attributes such as population density and the percentage of spending on the military.
The analysis includes six variables each from the three basic categories: politics, conflict, and economics. This equal representation means there is no inherent bias in the data analysis toward weighting one type more heavily than others in the search for pattern recognition.
A Cluster Analysis Using the DNA
We attempted each method that could produce a visual representation of clusters in Statistica on the 1967 data and found only Ward's Method and complete linkage provided distinct groups with a relatively large membership within each group. (The centroid methods were not completed because they provide only amalgamation schedules and not tree diagrams when the number of cases exceeds 50.) This is important because, if there are many small and lowmembership groups, cluster analysis is not very meaningful. Low-membership groups imply there is not a lot of similarity in the data. Using the other years of data, we found only Ward's Method continued to perform well by providing distinct groups with a relatively large membership within each group. Complete linkage was uneven, sometimes producing a large number of small-membership clusters and sometimes producing a small number of large-membership clusters. It was, therefore, abandoned in favor of Ward's Method.
Figures 1-5 reveal clusters of states for 1967, 1974, 1981 1988, and 1995, respec- tively, based on Ward's Method. In producing labels for respective clusters, apparent anomalies must be addressed. The anomalies, collectively speaking, serve as a reminder that 18 variables are enough to reveal patterns in the data, but not sufficient to produce mutually exclusive categories. While there are exceptions to this general rule, cluster analysis is diagnostic rather than definitive in nature. The fact that countries do not appear to group perfectly, as would be expected by intuition, points to possible limitations in the data gathered. In addition, as attributes change, clusters will shift so that countries that are most similar in one year may not be in another year. Some relatively small, 'one time only' clusters should be expected as states go through transition phases reflecting considerations impacting upon just a few of them at any given time.
Appendix A contains data files used by Statistica to perform the cluster analysis. There are also Excel 2000 files for those who do not have access to the Statistica program. Numerical scores above 0 indicate results above the mean value in that year for that particular variable. Thus, when a country has a positive score for XCONST, it imposes more constraints on the chief executive than the average country, while those with negative scores have fewer constraints. The greater the score on an absolute basis from zero, the greater the degree to which this country differentiates itself, relative to this variable, from the average country in the dataset.
One profound limitation of cluster analysis as opposed to other types of analysis (e.g. regression analysis) is that there is no standard practice to determine where clustering should occur (unlike the 95% test for significance in regression analysis, for example). As such, clusters are formed using a method by which the researcher draws a line across the tree diagram and identifies clusters based on the groupings that appear below that line. Although it may appear to be an arbitrary decision, the researcher ultimately must balance the desire to have a limited number of groups with the inherent loss of precision that accompanies data reduction using the clustering method. We have provided the dendrograms produced by the clustering procedure so that other researchers may examine them to determine the reasonableness of the clusters, just as researchers may question the inclusion or exclusion of specific variables or the choice of time periods used in other forms of data analysis (e.g. regression) that may be regarded as subjective decisions.
One beneficial use of cluster analysis is for diagnostic and data reduction purposes, in conjunction with standard regression. For example, cluster analysis can group similar countries without appealing to an ad hoc solution. Then, instead of using all of the variables identified herein, one can represent each group of countries with a dummy variable and incorporate it into standard regression models. The value of these clusters for prediction is revealed by the significance of the dummy variables.
Changes in clusters will be apparent across years and are to be expected, because type of government, along with levels of development and conflict involvement, will vary over time. Thus, the number of clusters, their precise labels, and membership can be expected to change across a time interval such as seven years.
From a macro standpoint, two points stand out with respect to the results conveyed by the dendrograms in Figures 1-5 . First, three clusters persist across all five years, with two present for four years, two for two years, and several others being restricted to one year. Second, the number of clusters shifts from seven in 1967, up to eleven in 1974, and back down to eight in 1981, 1988, and 1995 NETHERLA  UK  IRELAND  URUGUAY  COSTA RI  JAMAICA  NEW ZEAL  AUSTRALI  LUXEMBOU  DENMARK  ITALY  SWITZERL  FRANCE  ICELAND  FINLAND  AUSTRIA  NORWAY  SWEDEN  CANADA  SOUTH AF  CONGO KI  PORTUGAL  NIGERIA  ETHIOPIA  BOLIVIA  COLOMBIA  GUATEMAL  CYPRUS  THAILAND  GREECE  SPAIN  ECUADOR  HONDURAS  GUYANA  PHILIPPI  KOREA SO  TAIWAN  ZAMBIA  PAKISTAN  KENYA  PANAMA  EL SALVA  TURKEY  CHILE  PERU  VENEZUEL  SRI LANK  TRINIDAD  UGANDA  PARAGUAY  BRAZIL  ARGENTIN  NICARAGU  MEXICO  MOROCCO  DOMINICA  CHINA  INDIA  ISRAEL  EGYPT TOGO  UGANDA  RWANDA  MALI  CHILE  BOLIVIA  PERU  SPAIN  ECUADOR  NIGERIA  GHANA  BENIN  PANAMA  HONDURAS  SINGAPOR  FIJI  MAURITIU  BOTSWANA  SRI LANK  INDIA  TRINIDAD  JORDAN  EGYPT  ZAMBIA  CONGO BR  GUINEA-B  GUYANA  NEPAL  MOROCCO  MADAGASC  SIERRA L  SENEGAL  GUINEA  URUGUAY  CHINA  CAMEROON  MALAWI  IVORY CO  TANZANIA  MAURITAN  INDONESI  PARAGUAY  NICARAGU  BRAZIL  MEXICO  SYRIA  GABON  TAIWAN  TUNISIA  ROMANIA  LESOTHO  KENYA  DOMINICA  SOUTH AF  CONGO KI  CHAD  CYPRUS  TURKEY  UK  PHILIPPI  THAILAND  KOREA SO  IRAN  ISRAEL  MALAYSIA  ZIMBABWE  ARGENTIN  COLOMBIA  PAKISTAN  GUATEMAL  GAMBIA  IRELAND  VENEZUEL  COSTA RI  JAMAICA  LUXEMBOU  SWITZERL  NORWAY  BELGIUM  NETHERLA  DENMARK  SWEDEN  ITALY  FINLAND  AUSTRIA  FRANCE  JAPAN  ICELAND  CANADA  NEW ETHIOPIA  SYRIA  ANGOLA  CONGO KI  CHINA  SPAIN  UK  MALAYSIA  GAMBIA  INDIA  PERU  COLOMBIA  MOROCCO  PHILIPPI  MOZAMBIQ  INDONESI  THAILAND  GUATEMAL  BENIN  TOGO  MALI  CHILE  PAKISTAN  RWANDA  BURUNDI  CEN AFRI  BOLIVIA  NICARAGU  SINGAPOR  MAURITIU  NIGERIA  SENEGAL  BOTSWANA  ZIMBABWE  FIJI  ECUADOR  TRINIDAD  SRI LANK  DOMINICA  JORDAN  ZAMBIA  MAURITAN  LESOTHO  CONGO BR  GABON  IVORY CO  ROMANIA  GUYANA  KOREA SO  TAIWAN  PARAGUAY  TUNISIA  PANAMA  MEXICO  MADAGASC  TANZANIA  SIERRA L  MALAWI  GUINEA  KENYA  GUINEA-B  URUGUAY  ARGENTIN  TURKEY  BRAZIL  NEPAL  HAITI  CYPRUS  IRELAND  GREECE  FRANCE  PORTUGAL  VENEZUEL  PAPUA NE  COSTA RI  JAMAICA  LUXEMBOU  NORWAY  SWITZERL  BELGIUM  NETHERLA  JAPAN  FINLAND  AUSTRALI  ITALY  ICELAND  DENMARK  AUSTRIA  NEW SYRIA  ANGOLA  CHAD  THAILAND  CHINA  IRAN  MOROCCO  INDONESI  MOZAMBIQ  ETHIOPIA  BANGLADE  UGANDA  UK  PHILIPPI  INDIA  TURKEY  COLOMBIA  PERU  EL SALVA  SRI LANK  GUATEMAL  JORDAN  HUNGARY  EGYPT  ZIMBABWE  ROMANIA  POLAND  TANZANIA  MADAGASC  SIERRA L  NEPAL  ALGERIA  ZAMBIA  KENYA  MALAWI  IVORY CO  CAMEROON  PARAGUAY  MAURITAN  CONGO BR  GUINEA-B  GABON  PANAMA  KOREA SO  TAIWAN  PAKISTAN  BOTSWANA  MALAYSIA  TUNISIA  SENEGAL  HONDURAS  MEXICO  ARGENTIN  BOLIVIA  ECUADOR  BRAZIL  DOMINICA  RWANDA  BURUNDI  GHANA  NIGERIA  BURKINA  CHILE  FIJI  TOGO  MALI  CEN AFRI  HAITI  SINGAPOR  LUXEMBOU  BELGIUM  NETHERLA  CYPRUS  IRELAND  URUGUAY  GREECE  FRANCE  PORTUGAL  VENEZUEL  MAURITIU  COSTA RI  PAPUA NE  JAMAICA  NORWAY  SWITZERL  JAPAN  AUSTRALI  ITALY  SPAIN  NEW ZEAL  DENMARK  SWEDEN  FINLAND  AUSTRIA  ICELAND  CANADA INDIA  ISRAEL  SRI LANK  TURKEY  PHILIPPI  COLOMBIA  GUATEMAL  UGANDA  SIERRA L  RWANDA  TOGO  GABON  CHAD  BURKINA  GHANA  GUINEA  NIGERIA  GAMBIA  JORDAN  SYRIA  PAKISTAN  BOTSWANA  MOZAMBIQ  INDONESI  CHINA  MOROCCO  ETHIOPIA  CAMEROON  IRAN  TUNISIA  KENYA  IVORY CO  ZIMBABWE  MAURITAN  EGYPT  SENEGAL  NEPAL  BANGLADE  MALAWI  MALI  GUINEA-B  MADAGASC  NIGER  POLAND  BOLIVIA  BRAZIL  SOUTH AF  VENEZUEL  THAILAND  ARGENTIN  EL SALVA  ZAMBIA  CONGO BR  TRINIDAD  LESOTHO  NICARAGU  JAMAICA  MALAYSIA  GUYANA  CEN AFRI  ROMANIA  MEXICO  FIJI  PARAGUAY  NAMIBIA  HONDURAS  BENIN  DOMINICA  SINGAPOR  TAIWAN  CYPRUS  KOREA SO  CHILE  PAPUA NE  GERMANY  GREECE  HUNGARY  PORTUGAL  URUGUAY  PANAMA  COSTA RI  LUXEMBOU  BELGIUM  NETHERLA  MAURITIU  IRELAND  ICELAND  NEW ZEAL  SPAIN  JAPAN  SWITZERL  FINLAND  ITALY  AUSTRIA  DENMARK  CANADA  FRANCE  SWEDEN  UK  AUSTRALI  NORWAY 1974, 10, 19; 1981, 8, 25; 1988, 8, 28; 1995, 8, 33 .) This is a relatively large group of states that expands to 33 members by 1995. The persistent distinguishing variables for the cluster are low conflict of all kinds, democraticness across all dimensions, and high GDP and capital/labor ratio. Sample members are France and Ireland.
Another type of state is poor, anocratic with low conflict involvement (1967, 5, 23; 1974, 5, 30; 1981, 7, 28; 1988, 4, 22; 1995, 6, 32) , with 32 members by 1995. While these states do enjoy low conflict involvement and military expenditures (and relatively low population density), unlike the elite members of the previous category, they have low capital/labor ratio and GDP, along with political systems that mix democratic and autocratic traits. Poland and Kenya are sample members.
The third of the fully persistent types is poor autocracies with low conflict involvement (1967, 3, 5; 1974, 1, 16; 1981, 10, 10; 1988, 6, 11; 1995, 3, 11) , with a convergence toward about ten members. These states resemble those in the previous category except for the form of government and are somewhat fewer in number. A sample member is Nigeria.
One type of state appears in four years and is distinguished as prone to internationalized interstate conflict (1967, 7, 2; 1974, 7, 4; 1981, 1, 6; 1988, 1, 5) . This profile, which highlights one particular type of strife, is no longer in evidence by 1995, although that is not to say conflict proneness itself is gone from the system. Sample members are Chad and Cyprus. Perhaps the most curious result, present across four years, concerns the wealthy, high growth anocracy, namely, Singapore (1974, 2, 1; 1981, 5, 1; 1988, 7, 1; 1995, 7, 1) . Data on Singapore are missing for 1967, so this cluster is in evidence from 1974 onward and might well have been in evidence as a unique datapoint even earlier. Singapore is distinguished by low conflict involvement and anocracy, with high GDP, capital/labor ratio, growth, and population density. For such reasons, it is the archetypal 'trading state'. Only one other state, China in 1981, stands alone for even one year, which makes the uniqueness of Singapore even more compelling.
One of the two-year clusters is made up of states that are poor and anocratic with low conflict involvement and population density (1988, 5, 14; 1995, 5, 13) . This is a relatively new type of state, coming onto the scene in 1988, and the two years show some flux in membership. Sample members are Senegal and Egypt.
Another two-year cluster consists of poor, closed anocracies with internal conflict (1981, 3, 13; 1988, 3, 15) . These states also feature low capital/labor ratio. The two years of the cluster's existence are in the 1980s; the states in this grouping have re-formed into others since then as a result of changes along one or more of the basic dimensions related to economics, politics, and conflict. Peru and Indonesia are among this temporary cluster's membership.
Constraints on space prevent detailed coverage of the 15 clusters that appear just once. These are, respectively: anocracies with journal of PEACE RESEARCH volume 41 / number 5 / september 2004 620 narrow the approach to a single cluster at a time and study the conjuncture of variables within that group. It then would be possible to extend the intensive study beyond the summary statistical methods and inquire into the political and cultural history at work. Standard hypotheses from the neoKantian literature could be evaluated in a new way. Finally, if researchers attempt a grand scale inquiry into, say, the causes of war across both time and space, they might choose to incorporate the clusters of national types as variables in regression or nonparametric analysis.
