hicle for such testing, its sizeable empirical literature includes numerous methods for parameter estimation. For instance, typical discussions of the fundamentals of signal detection and the memory assumptions inherent in the theory are based on a data collection method known as the "yes-no task," representative of a class of methods known as "single-interval" paradigms (MacMillan and Kaplan 1985; Singh and Churchill 1987) . Researchers in advertising often measure ad recognition through some variant of a forced-choice approach (cf. Singh and Cole 1985; Singh and Rothschild 1983) . In the terminology of SDT, these forced-choice methods represent "m-interval" paradigms, the most common being the twointerval forced-choice approach (2IFC). These two distinct classes of methods, though both useful for marketing applications of signal detection, involve different data collection demands, require specific interpretations, and lead to different sensitivity estimates. Failure to distinguish between these two paradigms can lead to confusing and inaccurate estimates of advertising effectiveness.
The purpose of our research note is to ex previous treatments of SDT in marketing an ing, elaborate the various data collection a approaches available to marketing researche cuss the potential problems associated with proach. We first review three specific exam data collection, drawing a comparison betw tasks and forced-choice methods. Then we discuss the various alternative measures of sensitivity that can result from each approach. Finally, we evaluate the proposed procedures, comparing and contrasting the accuracy of the various measures, and suggest guidelines for their use by ad researchers.
DATA COLLECTION APPROACHES AND ROC

ANALYSIS
Typically, SDT data are collected by means of (1) the forced-choice approach, (2) the yes-no task, and (3) the confidence rating method, a variant of the yes-no task.
Each involves different experimental procedures and can lead to different measures of memory sensitivity and bias. Yes-No Task On each trial in a typical yes-no task, the responden is presented a single stimulus advertisement (either a rea ad, s, or a bogus ad, n) and is asked to indicate eithe "yes, I remember that ad" (Y) or "no, I do not remember that ad" (N). Instructions typically make explicit mention of the potential presence of bogus ads. The experimenter can select any relative proportion of stimulus and distractor ads, but Ogilvie and Creelman (1968) indicate that equal numbers of stimulus and distractor ads provide the most reliable estimates.
When responding to the stimulus advertisement, respondents can make two types of correct responses: they can correctly recognize an ad to which they previously were exposed (a hit) or fail to recognize a bogus ad to which they were not exposed (a correct rejection). Likewise, two incorrect responses are possible: a reported recognition of a bogus ad (a false alarm) or a failure to recognize a true ad (a miss). Any respondent's performance can be summarized in a 2 x 2 table where the type of advertisement or stimulus condition is displayed as columns and the recognition response is represented as rows (Figure 1 ). It is important to realize that the four cells in the matrix can be summarized by two independent values: the hit rate and the false-alarm rate. The hit rate is actually the proportion of real ads correctly identified; thus hit rate = P(Yls) = hits/(hits + misses). Similarly, the false-alarm rate can be expressed as the proportion of bogus ads incorrectly identified; thus false-alarm rate = P(Yjn) = false alarms/(false alarms + correct rejections).
A critical aspect of signal detection analysis is the realization that hit rates and false-alarm rates will covary when, ceteris paribus, decisional bias varies. For instance, one way in which a respondent can report perfect memory is to report recognition of every stimulus ad presented in the test. Though the result is an amazing hit rate of 100%, the respondent's false-alarm rate also is 100%. In turn, the respondent can minimize false alarms by reporting no recognition of any of the ads in the test portfolio (i.e., a false-alarm rate of 0% with a correspondiing hit rate of 0%). The critical contribution of SDT is in acknowledging that the particular decision style adopted by the respondent, either conservative or liberal, is independent of the true level of memory sensitivity and that the two constructs can be captured in separate statistical estimates. Because the decision matrix can be summarized by two values, it is convenient to represent the respondent's memory-and-decisional performance in a two-dimensional graph generally called the "receiver operating characteristic" (ROC). The ROC is a plot of the hit rate versus the false-alarm rate. Because any respondent's decision matrix represents a single point on an ROC (e.g., in Figure 2 , the performance indicated by point C corresponds to P(Yls) = .65 and P(Yln) = .30), the individual must be tested under a variety of decisional criteria to ascertain the form of the entire ROC. One way to do this is to ask the respondent to respond to a block of stimulus items several times, each time becoming either more or less cautious in deciding whether he or she remembers the stimulus advertisement. In effect, the respondent's memory sensitivity remains unchanged while the decision rule used is altered to allow more or less evidence for making a "yes" response. Each new set o trials, and its accompanying decisional criterion, resul in a new point on the ROC. Hence respondents can adopt a virtually unlimited number of decisional criteria. In typical yes-no task, however, respondents are encour aged to adopt three or more such criteria: an extremel conservative response style (in which the respondent mu have an unusually high level of certainty before reporting recognition of the stimulus ad), an extremely liberal response style (in which even the slightest feeling of familiarity is sufficient to trigger a recognition response), and one or more intermediate styles.
A few points should be mentioned briefly. First, th respondent's level of decisional bias can be indexed readily on the ROC, either by the normal deviate value of th probability of a false alarm at the criterion (in our case, .3 for point C) or by the slope of the curve at the cri terion (Swets and Pickett 1982) . These levels generally are denoted Zk and 3, respectively. Second, the positiv diagonal represents the locus of points at which false alarm rates equal hit rates. In other words, performance anywhere along the positive diagonal represents a re spondent whose memory is so poor as to be indistin guishable from chance levels of performance.
If we could increase the amount of yea-saying by th respondent, performance would shift toward the uppe right comer of the graph. In effect, the closer the performance is to the upper right comer, the greater th "bias toward a positive response" (i.e., yea-saying Likewise, with increasing bias against a positive response (i.e., nay-saying), performance would shift toward the lower left comrner.
The distance of the curve from the positive diagona indicates the respondent's current level of memory sensitivity. A stronger level of memory sensitivity (regardless of decisional bias) would be represented by any point above the A-E curve. Likewise, poorer memory sensi tivity would be indicated by any point below the Acurve. In summary, the ROC reflects the respondent' memory performance across all possible levels of dec sional bias and is therefore independent of that bias. To trace accurately the path of the ROC in a yes-no task requires that the respondent rate the stimulus ads several times, each time adopting a different decisional criterion. Because this process can be unrealistically time consuming, psychologists use a "confidence-rating technique" that can generate a complete ROC from respondents within a single test without the necessity of adopting new decisional criteria. Respondents are asked to report their "confidence" in their memory for an advertisement along a k-point scale, where the anchors are "certain I did not see it" to "certain I did see it." These k response categories are used to set up a k x 2 decision matrix, from which k -1 points can be plotted on an ROC.
The procedure is based on the following rationale. We assume responses that are in the highest confidence category result from the respondent applying the strictest possible decisional criterion to the stimulus ads. This case is analogous to a yes-no setting in which the experimenter instructs the respondent to adopt a very conservative decisional criterion: responses to the highest confidence category are counted as "yes" and the remaining categories represent "no." Using the same data, we next assume the respondent adopted a less conservative style; in this case, the respondent would have said "yes" in a yes-no task whenever he or she responded with either of the two highest confidence categories. In effect, the respondent is using a slightly less stringent decisional criterion. We repeat this process cumulatively, across all k categories of the response scale, producing k -1 decision matrices (and hence k -1 ROC points) (see Green and Swets 1966 and McNicol 1972 for details) .
As an example, suppose that hypothetical recognition data were collected as shown in Figure 3 ,A. The cell entries represent the proportions of real ads and bogus ads rated by respondents in each category of the confidence scale. From this initial One specific index of memory sensitivity useful for advertising applications of signal detection is P(A), the area under the ROC. P(A) is a nonparametric statistic that ranges from a lower limit of .5 for chance performance (an ROC along the positive diagonal) to an upper limit of 1.0 for perfect memory performance (Green and Swets 1966) . In practice, P(A) is computed by a geometric method for finding the area under the ROC. Generally, with an ROC based on K points,
where Po(Yls) and Po(Yln) represent hit and false-alarm rates of zero and PK+I(YIs) and PK+I(Yln) denote hit and false-alarm rates equal to one (McNicol 1972 ).
An alternative index of memory sensitivity, Az, is based on past applications suggesting that empirical ROCs are very similar in form to theoretical ROCs that in turn are derived from normal or Gaussian probability distributions (Swets 1986; Swets and Pickett 1982) . In practice, if P(Yls) and P(YIn) are transformed to z-scores, the normalized ROC will become a linear function. In other words, an individual's memory performance is described adequately by a straight line when plotted on a binormal graph (Dorfman, Beavers, and Saslow 1973; Green and Swets 1966; Swets and Pickett 1982) . Az represents the proportion of the total area of the ROC that is beneath the binormal ROC. Like P(A), Az ranges from .5 to 1.0.
A final method for deriving a measure of respondent sensitivity involves estimating the area under the ROC with only a single pair of hit and false-alarm rates. Norman (1964) and Pollack, Norman, and Galanter (1964) have demonstrated that a single pair of response rates potentially can provide enough information to determine the approximate path of the entire ROC. Using nonparametric computational formulas (Grier 1971; Pollack and Norman 1964), Singh and Churchill (1986) suggested such a measure of sensitivity can be computed as
where FA denotes the respondent's false-alarm rate and H is the hit rate. This measure also ranges from .5 (zero or change recognition) to 1.0 (perfect recognition performance) and, like the two aforementioned indices, A' is a pure measure of memory sensitivity, independent of decisional bias.
Forced-Choice Task
The final signal detection method, the forced-choice approach, is a radical experimental departure from the other two methods. In essence, yes-no and confidence rating tasks are what signal detection theorists refer to as "single-interval" paradigms. In other words, the respondent is given a single trial (or interval) containing a stimulus ad that is either signal or noise. In contrast, in forced-choice tasks the respondent simultaneously receives a sequence of stimuli (bogus and real ads) in which only one stimulus is signal and the rest are noise. The respondent is instructed to choose the stimulus most likely to be a signal. A special case of this approach, the twointerval forced-choice (2IFC) procedure, involves the presentation of only two stimuli. Here the real ad is always in either the first or second position (interval) and the respondent is forced to choose one of them.
Moreover, in two-interval paradigms (such as the 2IFC procedure) the respondent is assumed to adopt a decision rule different from what would be appropriate in the single-interval setting. For instance, in the yes-no task we assume the respondent can rank all stimulus ads (real and bogus) along a continuum of subjective familiarity and that the respondent's task is to decide whether the stimulus ad represents a signal or noise. Given underlying normal probability distribution of signal and noise, SDT assumes the respondent determines the ratio of signal to noise distributions where the likelihood ratio is computed as (3) 1(e) =f(e s)/f(eln) where f(els) is the probability density that the stim ad is signal and f(eIn) is the probability density that th stimulus ad is noise. We assume the respondent cho a particular fixed value of i(e) as a decisional criter Any value below this criterion will result in a "no" sponse and any value equal to or greater than the terion will lead to a "yes" response.
In contrast, in the 2IFC procedure two events, el a e2, one corresponding to each stimulus interval, must compared. The respondent's task is to decide whet the first ad is a signal and the second noise or vice ver
As in single-interval paradigms, the respondent's d sion is determined by computation of the likelihood ra in equation 3. The decision in the two-interval parad is complicated, however, by the fact that the responde must compute two likelihood ratios, one for each in val. The respondent chooses the first interval as sig if and only if the likelihood ratio associated with the f interval is larger than the likelihood ratio associated w the second. Otherwise, the second interval is chosen. T important point is that the two-interval decision rule fers most dramatically from the single-interval rule not relying on a decisional criterion. The respondent re solves the 2IFC problem by directly comparing two sub jective likelihood ratios; no fixed decisional cutoff i necessary. As we discuss shortly, because no decisio criterion is employed in a 2IFC procedure, the use of such a procedure to calculate a measure of respondent bias is questionable. A sensitivity index for 21FC. More formally, the two ads presented in each trial in the usual 2IFC method can be viewed as temporally ordered pairs, <s,n> and <n,s>, where s denotes a real ad an n a bogus ad. Let R 1 represent the respondent's decision that the real ad is in the first interval and R2 denote the decision that the real ad is in the second interval. P(Rll<sn>) denotes the conditional probability of reporting a signal ad in the first interval when it actually is in the first interval. Likewise, P(R 1l<ns>) denotes the conditional probability that the respondent reports a signal in the first interval when the signal actually appears in the second. These two probabilities completely describe the respondent's average behavior in a 2IFC task because (4) P(Rll<sn>) + P(R21<sn>) = 1 (5) P(Rll<ns>) + P(R21<ns>) = 1.
The values P(Rll<sn>) and P(Rll<ns>) can be viewed as analogous to hit and false-alarm rates in single-interval paradigms. As Green and Swets (1966) report, these same two probabilities can be used as coordinates of an ROC for the 2IFC task.
A commonly used sensitivity measure for the 2IFC task is P(C) or the proportion of correct decisions. In the most general case, P(C) = [P(Rll<sn>) + P(R21<ns>)]/2. Green (1964) has demonstrated mathematically that P(A), the area under the ROC, is equivalent to P(C) in a 2IFC procedure. Further, Green and Moses (1966) compared both rating-scale measures and 2IFC responses from the same set of respondents. They found that the respondents' forced-choice recognition performance, measured by P(C), was predicted by the area under the ROC calculated by P(A). An excellent discussion of the equivalence of P(C) and the area under the ROC is given by Green and Swets (1966, p. 43-9) .
A COMPARATIVE EVALUATION OF SENSITIVITY
INDICES
Because each sensitivity measure requires certain data collection methods, problems can arise from combining data collection methods with inappropriate sensitivity indices. In this section, we address three specific questions: Should advertising researchers rely on the A' statistic at the expense of either of the criterion-adjustment measures, P(A) and Az? Given that A' is the statistic of choice, is it appropriate to compute A' from 2IFC procedures? Can we reasonably use 2IFC procedures to derive a measure of respondent decisional bias?
Comparison of A' with P(A) and Az
We previously described three general measures of memory sensitivity developed for the single-interval SDT data collection procedures: P(A), Az, and A'. The three measures bear many similarities. Each represents an estimate of the area under the ROC ranging from chance level of performance (.5) to perfect memory perf mance (1.0). Each reflects an assessment of respond memory sensitivity independent of decisional bias.
The three measures differ, however, in terms of dat collection demands. The procedures necessary for standard yes-no task, from which P(A) and A, woul estimated, involve several replications of the stimulus portfolio: one replication for every desired point on th ROC. As it may be unreasonable to expose responde to multiple replications of various target and bogus ad use of the A' estimate seems more pragmatic becaus .requires only a single presentation of ads. This apparen advantage, however, disappears when we consider confidence rating technique. By using a 5-point con dence scale, we can derive four points to estimate P or Az in a single presentation of the portfolio. In term of data collection, therefore, A' has no particular vantage.
Beyond logistic concerns of convenience, the three e timates differ significantly in their accuracy. Norm (1964) argues that though A' is a more convenient m sure, P(A) is clearly more accurate because it is ba on several values of hit and false-alarm rates. Moreove McNicol (1972) reports that computer simulations in cate A' will provide the same values as P(A) only if respondent is unbiased (i.e., does not exhibit yea-say or nay-saying). When such biases are present, A' w always result in an underestimation of the true area un the ROC. Because in ad recognition testing we are p ticularly concerned with the presence of biased respon ing (yea-saying and nay-saying), A' appears to be less appropriate measure. In turn, Az has certain advantages over P(A). For stance, Swets (1986) argues that the validity of P(A highly dependent on the spread of the observed po (hit/false-alarm pairs) along the ROC. Poor placem of the observed points can result in a substantial unde estimation of the true area under the ROC (Swets 19 Az, in contrast, is calculated by fitting a straight line the observed data points (plotted on a binormal gra and is a more efficient, robust measure. In fact, co puter programs can efficiently compute the best-fitti line (Dorfman and Alf 1969; Swets and Pickett 198 For these reasons, Az is much less dependent on the pa ticular spread of the ROC points. In summary, in b accuracy of estimation and data collection convenien alternatives to A' are consistently superior.
Computing A' from 21FC Procedures Most importantly, each of the three measures tra tionally is calculated from single-interval procedures. discussed before, two-interval methods such as the procedure typically lead to the computation of a diffe statistic: P(C), the proportion correct. This point is cri ical because the relative ease with which nonparame measures can be computed, coupled with the attract ness of forced-choice methods, may lead ad researc to inappropriate applications of signal detection pr dures.
The preceding discussion shows that, for a 2IFC procedure, P(C) is an elegant, efficient way to estimate memory sensitivity and is mathematically equivalent to P(A) as an estimate of memory. A' is, at best, redundant with P(C) as a measure of the area under the ROC. At worst, 2IFC-derived estimates of A' may provide inaccurate measures of ad effectiveness. Given the reservations about sensitivity measures based on a single pair of hit and false-alarm rates (McNicol 1972; Norman 1964) , P(C) clearly is the more appropriate measure for a 2IFC procedure.
Computing Decisional Bias from 21FC Procedures
Researchers may need, in addition to measures of memory sensitivity, an estimate of the respondent's decisional criterion. As discussed before, each respondent in a single-interval procedure is assumed to set a decisional criterion or cutoff in deciding whether the likelihood value should translate into a positive or negative recognition response. In effect, an estimate of this criterion represents the yea-saying and nay-saying tendencies studied by ad researchers. Grier (1971) It is important to remember that the respondent does not use a decisional criterion in the 2IFC approach. In fact, 2IFC procedures are used in situations where response bias is an inconsequential issue (Egan 1975, p. 45; Green and Swets 1966, p. 46) . To appreciate this point fully we need a clear distinction between decisional bias and interval bias. Decisional bias, throughout our discussion, refers to a tendency on the part of the respondent to have a consistent preference toward signal or noise. In other words, some respondents are extremely cautious in reporting the recognition of an ad (i.e., nay-sayers) and others are more liberal in reporting recognition of an ad (i.e., yea-saying). This is the very behavior that the decisional criteria in single-interval paradigms are designed to capture. Because respondents in a two-interval procedure do not use a decisional criterion to make a decision, for all practical purposes decisional bias is not present in a 2IFC procedure. This is not to say that some form of bias does not occur. Two-interval procedures are susceptible to what signal detection theorists refer to as "interval bias." Interval bias reflects a tendency of the respondent to select one interval consistently over the other, a tendency commonly seen in forced-choice experiments. Green and Swets argue that, if strong enough, interval bias can significantly dampen the true magnitude of P(C). However, correction procedures to adjust P(C) for interval bias are simple to compute (Green and Swets 1966) .
From a theoretical perspective, the values P(R ll<sn>) and P(R 1 <ns>), though analogous to a hit and a falsealarm rate, are along the negative diagonal of the ROC. The negative diagonal in turn is the locus of points for a respondent having a P equal to one (i.e., the respondent is no more biased to signal than to noise responses).
In this case, the use of 2IFC values as input to the B'H formulas is clearly flawed. In fact, because the respondents' behavior in a 2IFC paradigm is always on the negative diagonal, B'H values theoretically should equal zero.
In practice, computing B'H from 2IFC results in some value different from zero. However, because B'H is theoretically equal to zero in a 2IFC setting, any such empirically derived B 'H value can only reflect a test-specific interval bias. B'H as a measure of decisional bias is appropriate only for data collected by the yes-no procedure.
SUMMARY
Signal detection theory has been applied successfully in several areas in which diagnostic ability must be carefully measured and evaluated, such as medical diagnosis (Swets 1979) , military monitoring (Coates, Loeb, and Allulsi 1972) , industrial monitoring (Sheehan and Drury 1971) , and information retrieval (Swets 1969) . It can have equally important applications in advertising research a well as other areas of marketing and consumer behavior (cf. Hutchinson and Zenor 1985; Singh and Churchill 1986, 1987) . In marketing, signal detection theory provides a useful and timely paradigm for ad recognition testing. The marketing researcher must understand, however, that signal detection data can be collected under a variety of methodological conditions, can be based on several different implicit models of psychophysical judgment, and can produce several different estimates of memory sensitivity and decisional bias. We present an overview of different data collection approaches in SDT and describe several memory sensitivity indices for each approach. Our review is an attempt to demonstrate the potential confusion and misinterpretation that will result if formulas developed for the single-interval paradigms are transferred to the 2IFC method.
