We examine the action of natural selection in a periodically changing environment where two competing strains are specialists respectively for each environmental state. When the relative fitness of the strains is subject to a very general class of frequency-dependent selection, we show that coexistence rather than extinction is the likely outcome. This coexistence may be a stable periodic equilibrium, stable limit cycles of varying lengths, or be deterministically chaotic. Our model is applicable to the population dynamics commonly found in many types of viruses.
Introduction
The most commonly used theoretical framework to study the dynamics of viral populations is the quasispecies model [1] [2] [3] [4] [5] , which predicts an equilibrium state in which a single dominant sequence-the master sequence-is surrounded by a stable cloud of closely related mutant sequences. However, the basic quasispecies model neglects a number of effects known to be highly relevant for virus replication and survival. First, the quasispecies model is usually studied for constant environmental conditions (but see [6] [7] [8] ), even though viruses frequently experience changing environments. In particular, arboviruses, which include examples such as West Nile virus and dengue-fever virus, regularly alternate host species between arthropods and vertebrates, and experimental efforts have demonstrated that arboviruses readily adapt to alternating conditions [9] [10] [11] [12] [13] [14] [15] . Second, the quasispecies model assumes low virus density (as measured by the number of infecting virus particles per cell, also multiplicity of infection or MOI), but high virus density is common in many systems and can lead to drastically altered competition dynamics [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] .
One common observation at high MOI is the presence of frequency-dependent selection [19] [20] [21] . While the frequency dependence of a strain's fitness may take many functional forms, a common type is where the strain competes best when it is rare relative to its competitor. This form of "fittest when rare" frequency dependence naturally arises under biological conditions of parasitism or through the evolution of cheating strategies. Viral deletion mutants known as defective interfering particles (DIPs) are viral parasites commonly found under conditions of high MOI [22] [23] [24] [25] . No longer capable of independent reproduction themselves, DIPs rely on co-opting wild type viral products in an infected cell, and have a selective advantage over the wild type due to the faster replication of their smaller genome [27, 28] . Game theoretic models have been applied to conditions of viral coinfection, where selfish behavior similar to that in the prisoner's dilemma evolved [26, 29, 21] . Such selfish strategies naturally work best rare, suffering when common from a lack of others to exploit.
Motivated by these common features of viral systems, we develop a theoretical model to study competition between two strains in a periodic environment. Each strain is relatively well adapted to one environment, but poorly adapted to the other. In this context, we model the general effects of frequency-dependent selection under the simplifying assumption that the strains compete best when rare. For a wide range of competitive conditions, our model predicts coexistence of both strains. This coexistence may be as simple as a periodic alternation of population sizes synchronized with environmental changes, or as complex as fully chaotic population dynamics.
Model
The competition between two strains, A and B, occurs in a time dependent environment which oscillates between two distinct states. We assume the limit of large population size and describe the current state of the population by x, the population fraction of strain A. To characterize the fitness of each strain, we normalize the fitness of the superior strain to be 1, and describe the relative fitness of the inferior strain by a frequency-dependent fitness function w(x). During environmental state 1, therefore, strain A is superior and has a constant normalized fitness w A = 1, while strain B is inferior with frequency-dependent fitness 0 < w B (x) < 1. Consistent with our assumption that strain B competes best when rare, we take w B (x) to be a monotonically increasing function. For definiteness, we denote relative fitness of strain B when very common as b 0 = w B (0) and the fitness of strain B when very rare as b 1 = w B (1), where b 0 ≤ b 1 by assumption. If the population starts in environment 1 with a population fraction of strain A given by x, it will have a fraction f 1 (x) at the end given by
In environmental state 2, the roles of the strains reverse. Strain B is superior with normalized fitness w B = 1 while strain A is inferior with frequency-dependent fitness w A (x). This means that w A (x) is a monotonically decreasing function, and we denote the values a 1 = w A (0) and a 0 = w A (1) where a 0 ≤ a 1 . Let f 2 (x) give the population fraction at the close of environment 2, given that it began environment 2 with population x. Then we have
We will make the biologically reasonable assumption that both fitness functions w A (x) and w B (x) are continuous. Under these assumptions, there are three qualitatively different relationships possible between the relative fitness functions w A and w B : One or the other can be strictly larger for all values of x, or the fitness functions can cross at some intermediate value of x. These three cases are show schematically in Fig. 1 . Note that the applicable case can be determined solely by considering the relative magnitudes of the four constants a 0 , a 1 , b 0 , and b 1 .
Results

Existence of Equilibria
We prove that the cases I and III from Fig. 1 allow for no stable coexistence between strains, and extinction occurs as the population fraction converges to x = 0 or x = 1 respectively. Conversely, in case II there is always an equilibrium value of x ∈ (0, 1) where both strains coexist. The stability of this equilibrium, however, is more complicated and will be addressed later. If we assume the population begins a period at x in environment 1, it will end the period with population g(x) given by
where y = f 1 (x). An equilibrium in the periodic environment corresponds to a solution of the equation g(x) = x. We shall henceforth refer to such a solution as an equilibrium, even though the population is actually alternating between two different values, x and f 1 (x), as the environmental state changes. We shall refer to a periodic equilibrium as a situation where, for example, g(x) alternates between two different values (and the population alternates between four different values before repeating the pattern). An equilibrium point x will be a locally stable or attracting equilibrium if |g′(x)| < 1 and locally unstable or repelling if |g′(x)| > 1. Assuming the equilibrium value does not correspond to extinction, x ≠ 0, 1, we find that there can be a solution to g(x) = x if and only if
In the cases I or III, the ranges of w A (x) and w B (x) are disjoint, and hence there can be no solution to Eq (4). Therefore the only equilibrium solutions in these cases are x = 0 or 1, and testing the derivative g′(x) at these values confirms that x = 0 is attracting while x = 1 is repelling in case I, and vice versa for case III. Qualitatively, strain B wins the competition in case I and strain A wins in case III. Observe that this results corresponds to the strain with the strictly larger relative fitness function in Fig. 1 going to fixation in the population.
To see that there must be an equilibrium in case II, consider the function Thus in case II, neither strain will suffer extinction in an infinite population. However, the equilibrium at x e need not be stable in this case. For example, there could be an attracting periodic cycle or other more complex behavior. In the case of many simple fitness functions we can rule out these complex behaviors, as we show in the next section.
The stable coexistence of strains in case II is more remarkable given how likely it is to occur. While the precise relative probabilities of the three cases will depend on the specific biological system in question, we can qualitatively address this issue by assuming the endpoints of the fitness functions a 0 , a 1 , b 0 , and b 1 are chosen uniformly at random in [0, 1], consistent with the requirement that a 0 ≤ a 1 and b 0 ≤ b 1 . Under these assumptions, basic probabilistic considerations show that we expect case II to occur 2/3 of the time, while cases I and III occur with probability 1/6 each.
Stable Coexistence in the Linear Case
Consider the special case when the functions w A (x) and w B (x) are linear functions,
w B (x) = b 0
In this case, we shall prove that there is a unique stable equilibrium when the fitness functions meet the conditions of case II. To see that the equilibrium is unique, consider the function w A (y) that appears in Eq (4). Computing its derivative, we find that that it is a decreasing function,
While dw A (y)/dy is always negative since w A (y) is a decreasing function, the result of Eq. (7) only holds because df 1 (x)/dx is strictly positive in the linear case. Therefore, when we solve the equilibrium equation w A (y) = w B (x), we are seeking the intersections between a strictly increasing function, w B (x), and a strictly decreasing function, w A (y). Assuming we are in case II where an equilibrium exists for x ∈ (0, 1), the equilibrium must be unique.
Moreover, this equilibrium is stable. Observe that for any fitness function, including nonlinear ones, f 2 (x) is increasing since df 2 (x)/dx > 0. In the linear case, direct calculation shows that df 1 (x)/dx > 0 and therefore g(x) is also an increasing function,
It is impossible for the increasing function g(x) to have any oscillatory behavior. Since the values x = 0 and x = 1 are known to be repelling fixed points for case II, the remaining equilibrium must be a stable fixed point.
A Stability Condition
Our above proof that a unique and stable equilibrium exists in the case of linear fitness functions can be generalized. The key condition is proving that g(x) is increasing. While df 2 (x)/dx > 0 holds for all fitness functions, f 1 (x) may not be increasing. In general, we have
Although w′ B (x) > 0 by assumption, f 1 ′ (x) could be negative if the fitness function w B (x) changes very rapidly as a function of the population fraction x. A sufficient but not necessary condition for stable coexistence is therefore
We now give an example where rapid change in the frequency-dependent fitness leads to more complex population dynamics.
Chaotic Dynamics in the General Case
In general, the population dynamics of our system can be chaotic. As an example, consider the case that strain A has no frequency dependence, that is, w A (x) is constant. We take w B (x) to smoothly change from a straight line to a step function as the parameter a increases. The fitness functions for this example are shown in Fig. 2, including 
An important result in the theory of one dimensional iterated maps is Sarkovskii's Theorem [30] , sometimes referred to as "Period Three Implies Chaos" [31] . This theorem states that whenever a continuous map has a point of period 3 it has points of all period lengths, a common property of chaotic systems. Points of period 3 appear in our example once the parameter a ≳ 10 2 (see also Fig. 3 ). For instance, when a = 10 3 , we are in the domain of an attracting 8-cycle. In this case, there are still points of period 3 (and hence all periods), but these other periodic points are unstable. One of these unstable period 3 cycles is shown in Fig. 4 converging quickly to the stable 8-cycle due to finite precision effects. Several other population trajectories are shown in Fig. 4 , illustrating the population dynamics for different parameter values a.
In Fig. 5 , we display the orbits of representative initial points after a large number of iterations (see Appendix for technical details). As the parameter a increases, the attracting equilibrium of the system is no longer a fixed point, but instead becomes a periodic equilibrium. The bifurcations that occur in Fig. 5 with increasing a are one of the classic hallmarks of a chaotic system [32] . For small values of a ≲1, the crossing condition of case II is not met, x = 0 is the stable equilibrium, and strain A goes extinct. For 1 ≲a ≲10, a stable equilibrium allows for coexistence of both strains, with an increasing equilibrium fraction of strain A. For 10 ≲a ≲100, the previous equilibrium is no longer stable, and undergoes a period doubling bifurcation to produce a stable equilibrium of period 2. As a increases beyond this point, the long term behavior of the system becomes increasely complex, although there are occasional windows of relatively short stable periods. In spite of the chaotic dynamics in this case, we can still see from Why do the orbits become increasingly complex as one of the fitness functions becomes more step-like? In the previous subsection, we have given the mathematical reason, which is that Eq. (10) is violated. The intuitive explanation is the following. Assume w B (x) is close to a step function, with the location of the step given by x*, and w A (x) is a constant that crosses w B (x) at x*. Then, for x < x*, strain A is substantially superior to strain B, and for most x < x*, the frequency of strain A after one period, g(x), will be larger than x*. Likewise, for x > x*, strain A is substantially inferior to strain B, and therefore for most x > x*, we will have g(x) < x*. Thus, the step-like fitness function causes x to overshoot its equilibrium value coming both from the left and from the right. The more step-like w B (x), the more dramatic the overshooting, and therefore the more complex the resulting orbit.
Noisy Fitness Functions
Equations (1) and (2) assume that we can exactly predict the relative growth of strains A and B in the two environmental states. A more realistic assumption is that the relative growth of the two strains is subject to some noise. The noise could be caused by a variety of factors. For example, the durations of the two environmental states might not always be of exactly the same length, or there might be some intrinsic variability in the two environments. We model these fluctuations by multiplying the frequencies of the two strains at the end of environmental period i with a factor e ±γZ i /2 , where Z i is a standard normal random variate, and γ is a constant measuring the noise intensity. Since the distribution of Z i is symmetric about zero, and we can arbitrarily renormalize the fitness of either strain to one, the model with noise is equivalent to writing
In the presence of noise, the concepts of stable fixed points and periodic orbits become meaningless. Nevertheless, we expect the system's trajectories to remain in the vicinity of the noiseless orbits as long as the noise is small. Indeed, we observe exactly this behavior when we simulate the system with noise. As we increase the noise level, the trajectories become gradually broader (Fig. 6) . The fine details of the bifurcation diagram are lost early, at small noise levels, whereas the broad overall structure remains unchanged even for fairly large noise levels (Fig. 6) . One important effect of noise is that the onset of apparent chaos, that is, the blurring out of all the periodic behavior in the phase diagram, happens at much lower values of log a. In other words, in realistic systems where noise is present, we don't require such steep changes in the frequency-dependent fitness relative to the noiseless case to give rise to complete unpredictability in the system's behavior. Thus, in summary, both rapid changes in fitness as a function of mutant frequency or the presence of noise accelerate the onset of unpredictable dynamics.
Discussion
Varying environmental conditions or frequency-dependent selection appear separately in many models of biological populations. Within the field of population dynamics, changing environments have often been associated with promoting stable polymorphisms [33] [34] [35] [36] [37] , although chaotic dynamics are also possible [38, 39] . Frequency-dependent selection is similarly common in biological models, especially where game theoretic strategies are possible [40, 41] , and can also give rise to chaotic dynamics [42, 43] .
We present a biologically motivated model of frequency-dependent selection in a periodic environment. Coexistence of both strains is predicted for a wide range of possible fitness assumptions (case II in Fig. 1 ). The condition for coexistence is that each strain's relative fitness function is superior to the other's at some frequency level, and extinction is only possible when one fitness function dominates the other at all frequencies. An experimental consequence of this result is that fitness measurements taken separately in each environmental state for each strain when rare suffice to predict the coexistence or extinction that will result when the strains compete in the periodic environment.
Our model is applicable to viral populations, especially those where defective or complementing viral particles are present. Periodic environmental change is present in commonly studied viral systems, often in the form of alternation between low and high levels of coinfection [44, 18] . Models of viral defective particles incorporate frequency dependence [44, 45] and show chaotic behavior similar to what we observe [46] .
Our results suggests that stable equilibrium, rather than oscillations or chaotic dynamics, is likely for most biological fitness models of the type studied. Only when the relative fitness of the strains changes very rapidly with frequency does the system exhibit periodic behavior or chaos. We offer a simple mathematical test to exclude the possibility of oscillations or chaos in the system for a given model of frequency dependence.
In arboviruses or other viruses that alternate host species, our results suggest that coexistence between the wild type virus and an undetected mutant strain may be quite common. RNA viruses are known for their high mutation rate [47] , and consequently many different mutants are produced during viral replication. Consider the evolutionarily favored situation of a mutation that confers an advantage in the current host species, but which may have a negative fitness effect in the alternate host. Our results indicate that such a mutant can persist in the wild-type population as long as the negative fitness effects are frequency dependent and not too severe. As such, what may begin as a single wild type strain may, over time, evolve into two coexisting specialist strains where each adapts well to one host and poorly to the other.
In conclusion, we present a very general model of frequency-dependent selection in a periodic environment. In addition to applications in virology, we expect the generality of our approach will allow this model to be useful broadly within the field of population dynamics and evolutionary ecology.
A Finding all attracting orbits
To understand the dynamics of our system, several results from the mathematics of one dimensional iterated maps are relevant [48, 49] . A useful tool in understanding the long term behavior of the system is the Schwarzian derivative of a function g(x), Sg(x):
In the study of iterated maps, functions with strictly negative Schwarzian derivatives, i.e. ∀x Sg(x) < 0, are mathematically well behaved. In particular, when this condition holds there exists a critical point of g(x) [where dg(x)/dx = 0] whose orbit is eventually attracted to any attracting periodic point of the system [32] . Therefore if the Schwarzian derivative is strictly negative, only the critical points of g(x) must be studied to determine the nature of the attracting orbits of the system.
In our chaotic example using the fitness functions given in Eq. (11), once the parameter a exceeds a c ≈ 10 0.87 , we have Sg(x) < 0 for all x. This critical value of a c can be found either by use of the Schwarzian derivative condition or by solving the stability condition given in Eq. (10) . For a larger than the critical value a c , g(x) has two critical points. These critical points are found numerically and both of their orbits are plotted after a large number of iterations in Fig. 5 . Since these critical points converge to an attracting fixed point of the system, we can see all the possible long term behaviors of the system by examining only the orbits of these points.
For values of a less than the cutoff value a c , there are no critical points of g(x) as dg(x)/dx is strictly positive. This implies that g(x) is an increasing function, and, as in the linear case, this rules out any periodic behavior. For these smaller values of a < a c , we arbitrarily plot the orbit of x = 1/2 in Fig. 5 . Three cases of qualitatively different relationships between the frequency dependence of fitness functions w A (x) and w B (x). Case I, left: Strain B is strictly superior. Case II, middle: Neither strain is strictly superior. Case II, right: Strain A is strictly superior. Sample fitness function w A (x) (solid line) and functions w B (x) (broken lines) given in Eq. (11) . Parameter values for w B (x) are a = 10 −2 , 1, 10 2 , 10 4 . Illustration of a 3-cycle on the plot of g(x), using the fitness functions in Eq. (11) and the parameter value a = 10 3 . The existence of a 3-cycle often indicates the presence of chaos in a system. Population fraction of strain A, as a function of the number of environmental periods. Left to Right: The unstable equilibrium is attracted to the stable 2-cycle (a = 10 1.5 ); the orbit of x = 1/2 shows unpredictable behavior (a = 10 2 ); an unstable 3 cycle is attracted to the stable 8-cycle (a = 10 3 ). Population fraction in steady state, plotted as a function of the parameter a in Eq. (11) . We plot the population fraction x for many periods, after allowing a long time for initial equilibration (periods shown are 1000-2000). From left to right, the system shows extinction of one strain, stable coexistence, periodic behavior, and finally chaos. Initial conditions are chosen so that all attracting orbits will be found (see Appendix). Population fraction in steady state in the presence of noise, plotted as a function of the parameter a in Eq. (11) . The noise levels are γ = 0.001 (A), γ = 0.01 (B), and γ = 0.1 (C). All other parameter settings are as in Fig. 5 .
