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Abstract 
Conceptual models are used to graphically capture the requirements of an information 
system. Research on conceptual modeling has focused on improving the modeling 
process. The vast majority of studies has focused on evaluations of single grammars or 
models. However, practitioners typically use multiple, and different types of models in 
system analysis and design tasks. Recker (2014) proposed a theory of combined 
ontological coverage to predict and explain the faithful use of multiple models in 
combination, but this theory has not been tested yet. The aim of this research in 
progress paper is to describe how experiments can be designed to examine the 
propositions of Recker’s theory of combined ontological coverage. The findings of our 
experiments, once executed, will provide a grounding that will justify further research 
on conceptual modeling use as well as provide deep insights and foundations to 
understand how conceptual models are used in today’s system analysis and 
development process. 
Keywords:  Combined Ontological Coverage, Theory Testing, Experiment Design, Ontology, 
Faithful Use 
Introduction 
A key activity in systems design and analysis is to develop and use representations, often graphical, of 
relevant features of the domain under examination (Burton-Jones and Meso 2006). These 
representations are called conceptual models. Conceptual models are developed using modeling 
grammars (Wand and Weber 2002), i.e., sets of constructs and rules that show how to combine the 
constructs to model real-world domains. Studies on conceptual modeling (Gemino and Wand 2004) 
abound and they have investigated a wide variety of aspects, however, almost exclusively focused on 
single models or single grammars: for example, how the use of a model can be improved by additional 
notation elements like colours (Masri et al. 2008), or how much domain understanding can be created 
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from reading a model (Bera et al. 2014). By contrast, research on the use of multiple models is very sparse. 
Results of empirical survey research, on the other hand, show that IS professionals typically do not use 
just one conceptual modeling grammar, let alone one conceptual model in their analysis and design tasks 
(Dobing and Parsons 2008; Fettke 2009). In fact, multiple types of models, often developed using 
different grammars, are usually used in combination. For example, UML provides grammars to design 
many different types of models such as class diagrams and sequence diagrams; and practitioner surveys 
show that many of these model types are used together (Dobing and Parsons 2008).  
The academic literature does not yet offer an understanding of how or why people use multiple conceptual 
models. To address this problem, Recker (2014) proposed a theory of combined ontological coverage to 
predict and explain the faithful use of multiple conceptual models in combination. This theory provides 
propositions to explain and predict selection of models, the generation of domain understanding from 
multiple models, and the perceived usefulness of models in combination. Yet, these predictions have not 
been tested. We make this move. Our research objective is to design and execute an experiment to test 
Recker’s (2014) predictions. 
In this research-in-progress paper, we discuss how Recker’s (2014) propositions can be operationalized 
into testable hypotheses and we describe a two-stage experimental design capable of testing the 
predictions. We will also explain how the experimental procedures can be carried out. In doing so, we not 
only formalize our design choices but also provide impetus for other colleagues interested in conceptual 
modeling to a) execute studies on the use of models in combination, b) subject Recker’s (2014) theory to 
empirical evaluation, and c) develop and evaluate alternative predictions. Our intent is to provide the 
results of our experiments by the time of the conference. We proceed as follows. First, we review relevant 
literature on the use of conceptual models by systems analysts and designers. Next, we provide a brief 
description of the theory proposed by Recker (2014). Then, we discuss hypothesis development and 
important design choices in the setup of experiments to test the theory. We finish by discussing expected 
contributions and limitations. 
Literature Review 
Conceptual models are used for wide variety of purposes, such as communication, improving domain 
understanding, designing and improving processes, documenting or analysing requirements, designing 
and developing software or databases (Davies et al. 2006; Siau 2004; Wand and Weber 2002). Much 
research has been carried out to understand the capabilities of conceptual models to achieve these 
objectives. Reviews of this literature are provided by Wand and Weber (2002), Burton-Jones et al. 
(2009), and Saghafi and Wand (2014), amongst others.  
Across this literature, we noted that, except for a limited number of studies on using multiple grammars 
(e.g., Green et al. 2007; Green et al. 2011) or models (e.g., Gemino and Parker 2009; Kim et al. 2000; Siau 
and Lee 2004), much of the research on conceptual models focuses on the use of a single grammar or a 
single model (Bera and Evermann 2014; Bodart et al. 2001; Bowen et al. 2006; Gemino and Wand 2005; 
Parsons 2011; Recker 2013). Yet, the scarce research on multiple models or grammars seems to suggest 
that modeling outcomes can be improved: Green et al. (2007; 2011), for instance, showed how grammars 
with different representational capabilities can complement each other. The findings of these studies 
show that modelers use multiple grammars to overcome construct deficits in any one individual grammar. 
Studies on multiple models (Gemino and Parker 2009; Kim et al. 2000; Siau and Lee 2004) likewise 
indicate that using additional models result in better performance than using a single model.  
Overall, these arguments lead us to conclude that: first, system analysts and designers do indeed use 
different types of grammars to create different types of models. Second, using multiple grammars or 
multiple models may lead to better modeling outcomes. Both conclusions are intuitive: As targeted 
systems become more complex, we need more than a single model to represent them (Kim et al. 2000). 
Also, different types of models seem to represent different aspects of a problem domain, for instance, use 
case diagrams and class diagrams (Siau and Lee 2004). So apparently, multiple model use is quite 
common in practice while we still do not have an understanding how and why that is the case.  
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Recker’s (2014) Theory 
The theory of combined ontological coverage (Recker 2014) sets out to provide an explanation for the 
faithful use of multiple models by analysts and designers. Because readers may not be deeply familiar with 
the theory, we briefly recap its key premises and propositions here. The primary conjecture of the theory 
is that faithful use of a combination of conceptual models will be dependent on two factors: the models’ 
combined ontological completeness (its ability to maximize how much of a real-world phenomena 
can be described in a set of models) and ontological overlap (its ability to describe a real-world 
phenomenon without redundant, duplicate representations). Figure 1 illustrates these two key factors 
visually. 
 
Figure 1.  Illustration of Ontological Completeness and Overlap of two conceptual models (Recker, 2014) 
On basis of these two main factors, the theory offers three main propositions: 
 Model Selection: model users will select a combination of conceptual models with the aim to 
reach maximal combined ontological completeness, but they will select additional models only 
until a particular level of ontological overlap is reached that they perceive to be bearable.  
 Domain Understanding: the level of understanding users can generate from reading models 
will be increased when additional models present more elements of a domain; however, the level 
of understanding that can be generated will be moderated by the level of ontological overlap 
between the models.  
 Perceived Usefulness: Perceptions of the usefulness of model combinations will increase when 
the ontological completeness of the achieved representation increases; however, combinations of 
models with high ontological overlap between the models will be evaluated as less useful. 
Preparing the Original Theory for Empirical Testing 
To transfer the original propositions by Recker (2014) to the empirical level for experimental evaluation, 
several design choices have to be made. We now briefly discuss these. 
Deciding on case and models 
To be able to evaluate the theory of combined ontological coverage, we need to apply the propositions to 
sets of conceptual models of some relevant real-world phenomena. We selected two different cases: the 
High Peak Bicycles case described by Whiteley (2013, pp. 228-263), and the Library Management System 
case, described by Whiteley (2013, pp. 228-263). We selected these cases for several reasons: first, we can 
use the instructions explained in the textbook to develop different types of models to represent different 
aspects of the domains; second, these are well-established domains also used in related prior studies (e.g., 
Bera et al. 2014) and in IS education; and third, we selected two different domains to increase 
generalizability and avoid potential learning effects in an experimental study.  
For each domain we decided to develop four conceptual models each developed with a different UML 
grammar (i.e., a use case diagram, an activity diagram, a class diagram, and a state machine diagram). We 
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had several reasons. First, UML is a widely used conceptual modeling method with widespread adoption 
in practice and with extensive coverage in IS education (Davies et al. 2006; Fettke 2009). Second, UML 
provides a wide variety of models, each of which conveys different information (Dobing and Parsons 
2008). Third, a substantial body of research analysed the relevant grammatical constructs of UML based 
on Wand and Weber (1993) ontological theory (e.g., Evermann and Wand 2005; Evermann and Wand 
2006; Opdahl and Henderson-Sellers 2002; Siau 2010). In turn, it is likely that the models will be 
different in their coverage of real-world phenomena, and we can draw on established ontological analyses 
to evaluate the levels of combined ontological completeness and overlap. We cannot show the models here 
due to space constraints, but the models are available from the lead author upon request.  
Establishing Levels of Combined Ontological Completeness and Ontological 
Overlap 
Recker’s (2014) predictions require the analysis of the representations offered by any one model in a given 
combination of models. In carrying out these analyses we followed established procedures for the 
ontological analysis of models, as demonstrated by Recker (2014) and detailed by others (e.g., Rosemann 
et al. 2004; Rosemann et al. 2009).  First, we performed an interpretation mapping of the grammatical 
constructs in each of the models. In this step, we mapped the constructs represented in each model to 
ontological constructs that describe the things in the real-world (Bunge 1977; Wand and Weber 1993). We 
followed the multi-coder mapping procedure as described in (Recker et al. 2010) to establish reliability of 
this mapping. To conserve space, the final interpretation mappings can be requested from the lead author. 
Second, we performed an overlap analysis (Green et al. 2007). To evaluate the level of combined 
ontological completeness of any possible combination of models, we counted those constructs of the 
models in a combination that correspond to different ontological constructs. Similarly, we measured the 
level of ontological overlap of any possible combination of models by counting those constructs of models 
in a combination that can be mapped to same ontological construct.  Table 1 shows the results of overlap 
analysis for the models in the High Peak Bicycles case. In Table 1, combined ontological completeness of 
the combinations is given in the dark grey cells below the diagonal; ontological overlap is given in the light 
grey cells above. 
Table 1. Overlap Analysis 
Diagram Type Use Case Diagram 
Class 
Diagram 
Activity 
Diagram 
State Machine 
Diagram 
Use Case Diagram  3 2 1 
Class Diagram 6  2 1 
Activity Diagram 7 10  2 
State Machine Diagram 6 9 8  
Table 1. Overlap Analysis 
Developing Hypotheses 
To develop testable hypotheses, we start with the selection proposition. On the assumption that several 
models about a real-world domain are available, the selection proposition concerns which models would 
be selected by users to maximize the level of domain understanding they can generate to complete an 
upcoming task. Recker’s theory suggests model users will select a set of models from a number of 
available models to increase the ontological completeness of representation of some focal real-world 
phenomena because any one model will have construct deficit. Users will do so because they have a desire 
to have a more complete representation that provides all relevant information about a real-world domain 
that users will need. 
For our experimental materials, this reasoning suggests that, given one starting model out of the four 
presented diagram types, users will select an additional diagram for use according to the following rules: 
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H1a: If a model user starts with a use case diagram, then she/he will combine the use case diagram with 
the activity diagram.  
H1b: If a model user starts with a class diagram, then she/he will combine the class diagram with the 
activity diagram. 
H1c: If a model user starts with an activity diagram, then she/he will combine the activity diagram with 
the class diagram.  
H1d: If a model user starts with a state machine diagram, then she/he will combine the state machine 
diagram with the class diagram. 
By increasing the level of ontological completeness of the representation of a domain, more information 
will be available for users to integrate a mental model of more aspects of the represented real-world 
phenomenon. On the other hand, through selecting additional models, the ontological overlap (Green et 
al. 2007) between models may also increase. Increasing ontological overlap between models will decrease 
the clarity of representation of the real-world phenomena because several representations are in the set of 
models that represent the same real-world phenomenon. It is likely that high levels of ontological overlap 
will lead to misunderstanding and model users will have to apply additional reasoning to develop 
understanding, because they need to identify overlapping constructs and reconcile their meaning. 
Therefore, it is likely that additional and overlapping models create a higher extraneous cognitive load 
(Sweller and Chandler 1994). Therefore, we argue that model users will also follow the law of parsimony: 
the least number of different models with the most explanatory power to represent the real-world domain 
of interest will be used in combination. We argue that model users will use additional models to reach 
maximal level of completeness only if adding one more model will increase the level of combined 
completeness and is accompanied by a minimal level increase in the overlap. 1 In the case of our materials, 
therefore, we believe the following logic will be used. 
H2a: Model users will add a model to the combination as a third model only if the additional model adds a 
minimum ontological overlap to the combination of models.  
H2b: Model users will not add a fourth model to their combination because the additional model will only 
increase the ontological overlap but not increase the combined ontological completeness 
Next, we examine the generation of domain understanding (proposition 2). When reading models, 
users create a mental model representation of the domain based on the information provided in the 
models (Gemino and Wand 2003). A combination of models will provide more representation elements 
that convey meaning about the phenomena in a domain if and when the combination has higher 
ontological completeness than any one model alone; then, more information is available for assimilation 
into users’ mental model about all relevant aspects of focal real-world phenomena. This combination 
should improve domain understanding. We propose that model users who read a combination of models 
with high levels of combined ontological completeness will generate higher levels of domain 
understanding than users who read a combination of models with a low level of combined ontological 
completeness. Therefore we argue that: 
H3a: Users of the combination of the class diagram with the state machine diagram will achieve a higher 
score in the comprehension test compared to the users of the combination of the state machine diagram 
with the use case diagram.  
H3b: Users of the combination of the class diagram with the state machine diagram will achieve a higher 
score in the problem-solving test compared to the users of the combination of the state machine diagram 
with the use case diagram. 
                                                             
1  Recker’s (2014) theory also argues that users will select additional models until they reach a bearable 
level of ontological overlap. The bearable level of ontological overlap is constrained by users’ 
processing capability. If this capability is maximized, users will not select additional models even if 
adding another model would increase combined ontological completeness. However, users processing 
capability is volatile and contextual; therefore we have no basis to speculate ex ante what the bearable 
threshold will be so we cannot offer a hypothesis on this element of the proposition. 
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A combination of models with a high level of combined ontological completeness and a high level of 
ontological overlap will provide more information than a single model, however, this achievement often 
comes at the cost of decreased clarity if an when additional models overlap partially (i.e., they share at 
least partially redundant information with an existing model). In such a situation, reading combinations 
of models with ontological overlap will require additional cognitive effort to develop domain 
understanding because users will need to identify and discriminate elements that appear in multiple 
models and which convey the same meaning about some real-world phenomena. Thus, this may increase 
the extraneous cognitive load experienced by model users. In turn, users will have less cognitive capacity 
available to receive and integrate relevant information from models. We propose that the positive impact 
of combined ontological completeness of model combinations on users’ ability to generate domain 
understanding will be decreased by the extent of ontological overlap in the combination of models.  
H4a: Users of the combination of the class diagram with the activity diagram will achieve a lower score in 
the comprehension test compared to the users of the combination of the class diagram with the state 
machine diagram. 
H4b: Users of the combination of the class diagram with the activity diagram will achieve a lower score in 
the problem-solving test compared to the users of the combination of the class diagram with the state 
machine diagram. 
Finally, we examine the perceived usefulness of multiple models for a given task (proposition 3). 
Ontological completeness of a modeling grammar has a direct effect on perception about the usefulness of 
the grammar (Recker et al. 2011). We argue that similar mechanisms will affect the perceived usefulness 
of conceptual models (Maes and Poels 2007). Model combinations with high levels of combined 
ontological completeness will be perceived as more useful because high combined ontological 
completeness provides more information and thus greater ability for users to manifest relevant aspects of 
real-world phenomena, which we call the direct information effect. We propose that a combination of 
models with a higher level of combined ontological completeness will be perceived as more useful in 
model interpretation tasks than a combination of models with a lower level of combined ontological 
completeness. Therefore we state that: 
H5a: Users of the combination of the class diagram with the state machine diagram will perceive the 
combination more useful than the users of the combination of the use case diagram with the state 
machine diagram.  
H5b: Users of the combination of the class diagram with the activity diagram will perceive the 
combination more useful than the users of the combination of the use case diagram with the class 
diagram.  
Yet, in model interpretation tasks, a combination of models with high combined ontological completeness 
and high ontological overlap will be evaluated as less useful, because the additional added complexity of 
the representation with ontological overlap will undermine the gains in representational coverage, in turn 
making the model combination less useful than a less complete but less overlap combination of models. 
We propose that a combination of models with a higher level of ontological overlap will be perceived as 
less useful than a combination of models with a lower level of ontological overlap. Therefore, we state: 
H6a: Users of the combination of the class diagram with the state machine diagram will perceive the 
combination more useful than the users of the combination of the class diagram with the activity diagram. 
H6b: Users of the combination of the state machine diagram with the use case diagram will perceive the 
combination more useful than the users of the combination of the class diagram with the use case 
diagram. 
Experiment Design 
Design Considerations 
An experiment is a suitable research method to evaluate our hypotheses because the theory of combined 
ontological coverage has not been tested; therefore, a primary objective is to maximize internal validity 
(Calder et al. 1981). We suggested three sets of hypotheses about selection, domain understanding, and 
 Experimental Design to Test Combined Ontological Coverage Theory 
  
 Thirty Seventh International Conference on Information Systems, Dublin 2016 7 
usefulness. Selection is a preferential task whilst generation of domain understanding is an experiential 
task and usefulness perceptions are formed reflectively post hoc. We suggest therefore developing a two-
part experiment: first, about model selection to achieve an upcoming experimental task; second, an 
experimental task about the development of domain understanding through using a combination of 
models. A post hoc test after the second part can then evaluate perceptions of usefulness. We now discuss 
each phase. 
First Phase: design and measures 
In the first phase of the experiment, participants will be asked to select conceptual models for an 
upcoming model use task (which requires developing an understanding of the modelled domain). 
Therefore, in this phase, the experimental design corresponds to a type of free simulation experiment. In 
this type of design, no experimental treatment is provided. Participants will be given four types of 
conceptual models for a well-defined domain and they will be asked to select a combination of models out 
of a given set of models that will assist them in an upcoming task in which they will be asked to answer 
questions that require a deep understanding of the represented real-world domain. Participants will be 
free to behave within the required boundaries of the study (i.e., the prescribed tasks) and they will be 
asked to make decisions and choices as they see fit (Figl and Recker 2014). The dependent variable in this 
phase is the number and type of conceptual models selected for an upcoming task. To measure the 
selection, we will capture (1) how many and (2) which type of models are added by users to their selection 
of models prior to engaging in the task. 
First Phase: materials and procedures 
Our study aims to evaluate understandability of a domain through multiple models. Therefore, the models 
we use may not be informationally equivalent (Parsons and Cole 2005) because they represent different 
aspects of a domain (e.g., in our case use case diagram shows dynamic aspect and class diagram represent 
the static aspect of the Bicycle Rentals application domain), and the models may not present the same 
semantics as they are developed using different grammars, which is a key element of our hypotheses. In 
developing the conceptual models, we chose the textbook case simply because the textbook features a 
wide selection of different models for this scenario.  
Selection of models will be based on participants’ expected performance beliefs, which reflect expected 
effectiveness and efficiency gains that would manifest from the use of a combination of models. The given 
task will be twofold: a) to identify reasons for a problem in the domain and b) to suggest solutions for a 
problem in the domain. We believe that, if a user is asked a problem-solving question which requires a 
deep understanding, s/he is more likely to examine different models (Burton-Jones and Meso 2008). 
Participants will then be instructed about the upcoming task and asked to make selection decisions for 
this task, similar to the study by (Figl and Recker 2014). Participants will know the type of models 
available to them but they can only see the models once selected. This ensures that participants only use 
those models that they selected, and it allows us to control for potential learning effects from unselected 
models. Through multiple pilot tests, we learned that if participants are presented with all diagrams, they 
would still glean information from the models they did not add to their selection. 
They are free to start with any model to answer the problem-solving questions. Participants can continue 
to add models to their selections as they feel they need more models to be able to answer the questions. 
However, the selection mode will be stepwise. In each step, participants will be asked to either complete 
the task if they feel that the selected model/s provide/s enough information to accomplish the task, or to 
select additional model/s if they need so. In the latter case, the problem-solving questions and the 
remaining model types will be displayed and participants will be asked to choose one additional model. 
These steps will be repeated if the participants continue to prefer to select a third or fourth model. 
Participants will be asked to select one model in each step and continue to add models in the next steps. 
This stepwise procedure is implemented to observe the users’ selection procedure of models. It also 
enables us to examine whether participants will compromise higher combined ontological completeness 
when the addition of more model increases ontological overlap. 
At the end of this phase, participants will be asked to rate the extent to which they relied on the 
information in each model they selected, their own knowledge, and the extent to which they made 
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assumptions in answering the two problem-solving questions. Participants will also be asked to identify 
which model/s they would like to remove if they had an opportunity to remove a model or models which 
they feel were not useful in answering the questions. These measures will allow us to gather data for 
control checks and to measure cognitive engagement with the models. Participants will be able to read the 
models only after they select the type of models.  
Second Phase: design and measures 
In the second phase, we will examine the hypotheses about domain understanding and perceived 
usefulness. We will implement a 2x2 between-groups experimental design with two between-group 
factors, combined ontological completeness and ontological overlap, each of which will have two levels: 
high and low. The purpose of having two levels of combined ontological completeness and overlap is to 
determine whether different levels of combined ontological completeness and overlap affect 
understandability and perceived usefulness of model combinations in different ways. The two factors will 
be implemented by designing four combinations of two conceptual models that vary in their level of 
combined ontological completeness and ontological overlap, similar to the example given by Recker 
(2014). For instance, in our study, one such combination could be a class diagram with state machine 
diagram (high combined ontological completeness and low ontological overlap, see Table 1). An example 
for low combined ontological completeness and high ontological overlap would be a class diagram and use 
case diagram. To measure the dependent variable, generation of domain understanding, we will employ 
two measures often used in conceptual modeling experiments, viz., the score on a model comprehension 
test and the fluency and accuracy of answers given to a problem-solving test (Gemino and Wand 2003; 
Gemino and Wand 2005).  
Second Phase: materials and procedures  
Same as the previous phase, in this phase, we will use four UML models (use case diagram, class diagram, 
activity diagram, and state machine diagram) describing the Library Management System case. The 
models are available from the lead author upon request. 
Participants will be randomly assigned to four groups; each group is given a combination of two models 
with different levels of combined ontological completeness and ontological overlap (high or low). Each 
participant will complete two tasks (model comprehension task, problem-solving task). The 
comprehension test will be about users’ ability to glean information from the models. The problem-
solving test will be about using knowledge gained from reading the combination of models to solve a 
problem not directly answerable from models. A typical problem-solving question defines a problem in 
the domain, for example, an element that is not working (Burton-Jones and Meso 2008). We devised 
three problem-solving tasks: Participants will be asked to 1) describe the main functionality of the system, 
2) identify a problem in the system and describe how it occurs, and 3) to provide a solution for a problem 
based on their understanding. The sequence of tasks will be fixed to ensure internal validity of the 
experiment (Gemino and Wand 2005). For all tasks, the participants in each group will be given the same 
combination of two models representing the library management system.  
After completing the second phase of the experiment, a post hoc test will be designed to measure the 
perceived usefulness of model combinations to complete the assigned tasks (Recker and Rosemann 2010).  
Control Variables 
To eradicate potential exogenous factors and evaluate rivalling hypotheses throughout both phases of the 
experiment, we will also measure several control variables, namely individual difference factors, and 
cognitive load (Figl et al. 2013; Khatri et al. 2006; Masri et al. 2008). We will operationalise individual 
differences by examining participants’ prior experience in conceptual modeling and familiarity with the 
conceptual models used in the experiments. The rationale is to make sure that participants have 
experience of using relevant conceptual models and to evaluate levels of their experience (Figl and Recker 
2014). Familiarity with models is also used as a potential exogenous variable which may affect usage of a 
model (Figl and Recker 2014; Recker 2010) because participants with high familiarity may find using a 
combination of conceptual models easier than participants with low familiarity because of inherent 
preferences. To that end, we will adopt the model familiarity test from Figl and Recker (2014). Likewise, 
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we will measure perceived experienced cognitive load during the tasks (Marcus et al. 1996). We do so 
because any large and complex combination of models (Figl et al. 2013) and high ontological overlap 
(Moody 2009) is likely to increase cognitive load and may adversely affect selection decisions and the 
development of understanding. We will measure experienced cognitive load using a subjective rating scale 
(Figl et al. 2013) after each task in each phase. The measurement instruments developed to measure 
concepts of relevance to our study are available from the lead author upon request.  
Participants 
The target population for the experiments comprises users of conceptual models. The sample of our study 
will include students in a large university in Australia who completed courses related to systems analysis 
and design, conceptual modeling of real-world domains, and UML in particular. Students as a sample for 
this study are often regarded as reasonable proxies of junior working experts firstly because studies found 
little difference between students and junior professionals (Arisholm and Sjøberg 2004). Secondly, this 
research is relevant to the students who passed UML related courses because they covered requirements 
analysis, communication, system design and modeling concepts. Finally, using students is relatively 
common in conceptual modeling research (e.g., Bera et al. 2014). 
Expected Contributions and Limitations 
In this research in progress paper, we described the steps we have taken to develop (and execute in future 
work) an experimental design appropriate to test the theory of combined ontological coverage. The 
resulting empirical insights from the future execution of the work can be used as practical guidance to 
assist conceptual modeling practitioners to select and use appropriate combinations of conceptual 
models, which will contribute to better domain understanding. On a theoretical level, we will provide the 
first dedicated empirical evaluation of the use of combined multiple models, which will assist an empirical 
understanding but also provide implications for advancing the theory by (Recker 2014) either by 
strengthening the premises through empirical results or by clarifying boundaries of its explanatory power. 
In both cases, theoretical progress can be achieved (Gray and Cooper 2010). 
Our study will be limited by some conditions. First, experiments are artificial situations. Experimental 
procedures and tasks we use may not faithfully reflect the scale of real-world modeling in practice. 
Second, we use a sample of students rather than a sample of practitioners. We do so because our foremost 
objective is internal validity over external validity (Parsons and Cole 2005). Third, split attention effect 
may occur due to the use of multiple models. But, all participants in this study will be involved in using 
multiple models and there is no treatment in this study to test the potential effect of split attention on 
model selection, understandability, and perceived usefulness. Finally, one could question the 
generalizability of results. However, as is common with experiments, we will conduct our experiment 
using real world scenarios to increase the external validity of the study. 
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