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Abstract
We consider a system of N-Bosons with a two-body interaction potential V ∈ L2(R3)+L∞(R3),
possibly more singular than the Coulomb interaction. We show that, with H1(R3) initial data,
the difference between the many-body Schrödinger evolution in the mean-field regime and the
corresponding Hartree dynamics is of order 1/N , for any fixed time. The N-dependence of the
bound is optimal.
1 Introduction
We consider the dynamics of N -Bosons in three dimensions interacting through a symmetric two-body
potential. The system is described on the Hilbert space L2s
(
R3N
)
, the subspace of L2(R3N ), consisting
of all symmetric functions with respect to the permutation of particles. Its dynamics is governed by a
mean-field Hamiltonian of the form
HN =
N∑
j=1
(−∆xj)+ 1N
N∑
i<j
V (xi − xj) (1.1)
with the interaction potential V , which will be specified later. Note that the coupling constant 1/N in
the interaction term ensures that the kinetic energy and the interaction potential energy are comparable
in terms of N , hence the two energies compete with each other and generate the nontrivial effective
equation for the macroscopic dynamics of the system.
Suppose that the system is fully condensated, i.e., the wave function is given by
ψN (x) =
N∏
j=1
ϕ (xj) for some ϕ ∈ H1
(
R
3
)
(1.2)
with x = (x1, x2, . . ., xN ) ∈ R3N and normalization ‖ϕ‖L2(R3) = 1. The time evolution ψN,t of (1.2) is
described by time-dependent Schrödinger equation
i∂tψN,t = HNψN,t with ψN,0 = ψN . (1.3)
The solution of (1.3) can also be written as ψN,t = e
−iHN tψN .
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In the case of free evolution where V = 0, it can be easily checked that ψN,t =
∏N
j=1 ϕt (xj) with
ϕt = e
−i∆tϕ. However, factorization cannot be preserved under the presence of the interaction, and
we can only expect that the wave function is approximately factorized. Heuristically, if we assume the
approximate factorization
ψN,t ≃
N∏
j=1
ϕt (xj) for large N, (1.4)
then the total potential experienced by the particle x1 can be approximated by
1
N
N∑
j=2
ˆ
R3
V (xj − x1)|ϕt(xj)|2dxj ≃ (V ∗ |ϕt|2) (x1) . (1.5)
Thus, the evolution of the one-particle wave function ϕt can be described approximately by the non-
linear Hartree equation
i∂tϕt = −∆ϕt + (V ∗ |ϕt|2)ϕt (1.6)
with initial data ϕt=0 = ϕ0.
To understand (1.4) mathematically, we first need to give a precise meaning to the approximation
in it. While it seems to be natural to consider the convergence in L2-norm, it turns out that the
norm convergence does not hold directly and second order correction must be introduced to obtain a
norm approximation [11, 12]. We instead compare the two sides of (1.4) by their marginal densities,
or reduced density matrices. The density matrix γN,t = |ψN,t〉 〈ψN,t| associated with ψN,t is defined
as the orthogonal projection onto ψN,t. The kernel of γN,t is thus given by
γN,t (x;x
′) = ψN,t (x)ψN,t (x
′) .
We define the k-particle marginal density through its kernel
γ
(k)
N,t (xk;x
′
k) =
ˆ
dxN−kγN,t (xk,xN−k;x
′
k,xN−k) . (1.7)
Since ‖ψN,t‖L2(R3N ) = 1, we can see that Tr γ(k)N,t = 1 for 1 ≤ k ≤ N and for any t ∈ R. In particular,
γ
(k)
N,t is a trace class operator.
For a large class of interactions V , in the large N limit, the k-particle marginal density associated
with ψN,t converges to the k-particle marginal density associated with the factorized wave function
ϕ⊗N , under the condition that ϕ ∈ H1(R3). More precisely, for any fixed t ∈ R,
Tr
∣∣∣γ(k)N,t − |ϕt〉 〈ϕt|⊗k∣∣∣→ 0 as N →∞. (1.8)
where ϕt is a solution of the non-linear Hartree equation (1.6). The first rigorous proof of (1.8) was
obtained by Spohn [20] for a bounded interaction V and it was later extended by Erdős and Yau [8]
to the Coulomb type interaction. The main technique in these proofs was the analysis of BBGKY
hierarchy.
A natural question arising from the study of (1.8) is the rate of the convergence. The first explicit
bound on the rate of convergence,
Tr
∣∣∣γ(k)N,t − |ϕt〉 〈ϕt|⊗k∣∣∣ ≤ CeKt√
N
, (1.9)
was obtained by Rodnianski and Schlein [19], where the constants C and K do not depend on N
and t. The proof is based on the coherent state approach introduced by Hepp [13] and extended by
Ginibre and Velo [9,10]. The N -dependence in (1.9) is not optimal, and an optimal bound of O(N−1)
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was obtained by Erdős and Schlein [7] for bounded interactions, using a method inspired by Lieb-
Robinson bound. The optimal bound for Coulomb type interaction was proved in [5], which extended
the technique provided in [19].
The results on the convergence and its rate can further be extended to a system with a pair
interaction more singular than the Coulomb potential. Pickl [17] introduced a new strategy using a
functional that counts the relative number of particles not in the state ϕt. Based on [17], Knowles and
Pickl proved in [14] that (1.8) holds with the rate of convergence O(N−1/2) for V ∈ Lp(R3) +L∞(R3)
with p ≥ 2 (and the rate that deteriorates with p for p ≤ 6/5 with stronger assumption on the
initial condition ϕ). The method in [14], which utilizes the projectors, is also applicable to the semi-
relativistic case where the Laplacian in (1.1) is replaced by
√
1−∆xj . For the convergence results and
the optimal rate of convergence in the semi-relativistic case, we refer to [6,15,16]. We remark that the
rate of convergence towards cubic Nonlinear Schrödinger equation in the Gross-Pitaevskii regime was
considered in [1, 18], and recently, the rate of convergence 1/N is obtained in [2] in a different sense
from the one used in this paper.
In this paper, we prove the optimal rate of convergence in (1.8) with the interaction more singular
than the Coulomb case. The main result of this work is the following theorem:
Theorem 1.1. Suppose that V = V2+V∞ with V2 ∈ L2(R3) and V∞ ∈ L∞(R3). Let ϕt be the solution
of the Hartree equation (1.6) with initial data ϕ0 = ϕ ∈ H1(R3). Let ψN,t = e−iHN tϕ⊗N and γ(1)N,t be
the one particle reduced density associated with ψN,t as defined in (1.7). Then there exist constants C
and K, depending only on ‖ϕ‖H1(R3), ‖V2‖L2(R3), and ‖V∞‖L∞(R3), such that
Tr
∣∣∣γ(1)N,t − |ϕt〉 〈ϕt|∣∣∣ ≤ CeKt
3/2
N
. (1.10)
We remark that the assumption ϕ ∈ H1(R3) in Theorem 1.1 is natural in the sense that both the
mass and the kinetic energy of each particle are bounded. With the assumption ϕ ∈ H1(R3), Theorem
1.1 covers the case of singular initial wave function, i.e., ‖ϕ‖L∞ =∞.
To prove Theorem 1.1, as in [5, 19], we first prove the optimal rate of convergence for coherent
states and convert it to the fixed-number particle case. As we will see in Section 2, the marginal
density is closely related to the second quantization operators in the Fock space representation, and
the fluctuation of the second quantization operators acting on the coherent states can be identified
with a unitary operator U(t; s) (see (3.10)). In [5], to obtain an estimate on U(t; s), another unitary
operator U2(t; s) with a simpler generator was introduced; the difference between U(t; s) and U2(t; s)
was controlled by the kinetic energy term along the dynamics generated by U2(t; s) (see (4.10) and
(4.11) of [5]).( In [5], to obtain an estimate on U(t; s), another unitary operator U2(t; s) with a simpler
generator was introduced and the difference between two unitary operator was controlled by the kinetic
energy term with respect to U2(t; s) (see (4.10) and (4.11) of [5]).)
The first obstacle we face with a more singular interaction is the control of the kinetic energy term.
The approach in [5] is not directly applicable to this case, since many inequalities used in the estimate
of the kinetic energy, most notably the Hardy inequality V 2 ≤ D(1 − ∆), are no longer applicable.
Without the control of the kinetic energy, we do not have an upper bound for the generator L2 in
(3.6), hence the comparison between U(t; s) and U2(t; s) is not possible. To overcome the difficulty,
we introduce another unitary operator U˜(t; s) that contains L4 in its generator (see (3.12) and (3.8)).
However, this brings yet another obstacle, since the proof of the optimal bound in [5] uses the special
property of U2(t; s) that a certain evolution of the vacuum state under it lives exclusively in the one-
particle sector of the Fock space (see Lemma 8.1 of [5]). We thus adopt the idea in [15] that, although
the evolution of the vacuum state under U˜(t; s) can reside in any sector with an odd number of particles,
we can gain an additional factor of O(N−1/2) as long as the number of particles is odd (see Lemma
2.6).
Even without the use of the kinetic energy term, we need better regularity of ϕt to compensate the
singularity of V in various estimates. To gain the regularity, we follow [4] and apply the Strichartz’s
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estimate of Hartree evolution. The Strichartz’s estimate appears in many different places in the paper,
most notably in the proof of an upper bound on the fluctuation of the expected number of particles
under the evolution U(t; s) (see Lemma 4.1).
The paper is organized as follows. In Section 2, we introduce some notions and preliminary results
that will be used in the proof of the main theorem, including the Stricartz’s estimate of the Hartree
evolution and the Fock space representation. In Section 3, we prove our main result, Theorem 1.1.
The proof of propositions and lemmas used in the proof of the theorem is provided in Section 4.
Remark 1.2. The assumption in Theorem 1.1 is satisfied by any interaction potential V of the form
V (x) =
∑n
i=1 λi|x|−γi + c with a positive integer n, an exponent 0 < γi < 3/2, interaction strength
λi ∈ R, and offset c ∈ R.
Remark 1.3 (Notational Remark).
1. The subindex t in ϕt and other functions emphasizes the time-dependence of the functions; it
does not mean the partial derivative of the function with respect to time t.
2. For a function f : (R,R3) → C, we denote ft(x) := f(t, x) and let ‖ft‖ be the L2(R3, dx)-norm
with respect to spatial variable for notational simplicity. Other Lp(R3)-norms are denoted by
‖ft‖p or ‖ft‖Lp . Similarly, ‖ft‖Hs is the Hs(R3)-norm. Furthermore, for any measurable set
S ⊂ R we use the following notation:
‖f‖Lp(S,Lq(R3)) :=
(ˆ
S
ds
(ˆ
R3
dx |f(s, x)|q
) p
q
) 1
p
3. Constants C and K may differ line by line and we do not track them precisely as long as they
are independent of the number of particles N and time t.
2 Preliminary
In this section, we introduce basic notions and results that will be used throughout the rest of the
paper.
2.1 Strichartz’s estimate of Hartree evolution
This subsection is devoted to explain Strichartz’s estimate of Hartree evolution by giving the global
existence theorem for Cauchy problem (1.6) with initial data ϕ0, i.e., if ϕ0 ∈ H1(R3), then ϕt ∈
C((0, t), H1(R3)) ∩L2((0, t), L∞(R3)). The following lemma shows that ‖ϕt‖H1 is bounded uniformly
on t.
Lemma 2.1. For the solution ϕt of Hartree equation (1.6) with V ∈ L2(R3) + L∞(R3) and ϕ0 ∈
H1(R3), there exists a constant C, depending only on ‖ϕ‖H1 , ‖V2‖L2 , and ‖V∞‖L∞, such that
‖ϕt‖H1 ≤ C,
Proof. Let V = V2 + V∞ so that V2 ∈ L2(R3) and V∞ ∈ L∞(R3). Define the energy E(ϕt) by
E(ϕt) := 1
2
ˆ
dx |∇ϕt(x)|2 + 1
4
ˆ
dxdy V (x− y)|ϕt(x)|2|ϕt(y)|2 (2.1)
=
1
2
ˆ
dx |∇ϕt(x)|2
+
1
4
ˆ
dxdy V2(x − y)|ϕt(x)|2|ϕt(y)|2 + 1
4
ˆ
dxdy V∞(x− y)|ϕt(x)|2|ϕt(y)|2.
4
To estimate the first term of last line, we use Young’s inequality, Riesz-Thorin interpolation theorem,
and Sobolev inequality to find that
ˆ
dxdy V2(x− y)|ϕt(x)|2|ϕt(y)|2 ≤ C‖V2‖L2‖|ϕt|2‖L2‖ϕt‖2L2 ≤ C‖V2‖L2‖ϕt‖2L4‖ϕt‖2L2
≤ C‖V2‖L2‖ϕt‖5/2L2 ‖ϕt‖3/2L6 ≤ C‖V2‖L2‖ϕt‖5/2L2 ‖ϕt‖3/2H1 ≤ C‖V2‖L2‖ϕt‖5/2L2 (ε‖ϕt‖2H1 + ε−3).
(2.2)
Thus, from the mass conservation ‖ϕt‖L2 = 1 we find that
E(ϕt) ≥ 1
2
ˆ
dx |∇ϕt(x)|2 − C‖V2‖L2‖ϕt‖5/2L2 (ε‖ϕt‖2H1 + ε−3)−
1
4
‖V∞‖L∞‖ϕt‖4L2
≥ (1/2− Cε‖V2‖L2)‖ϕt‖2H1 − C(ε−3‖V2‖L2 + ‖V∞‖L∞ + 1).
Choosing ε > 0 small enough, from the energy conservation we get ‖ϕt‖H1 < C(ε, ‖V2‖L2 , ‖V∞‖L∞)
for some constant C independent of t. This proves the desired lemma.
In the conventional Strichartz’s estimate, if u is a soulution of
i∂tu = −∆u+ F
with initial data u0, then
‖u‖Lq((0,T ),W s,r) ≤ C1‖u0‖Hs + C2‖F‖Lq˜′((0,T ),W s,r˜′ ),
for admissible pairs (q, r) and (q˜, r˜). (Here, p′ denotes the Hölder conjugate of p.) For the detail of
the Strichartz’s estimate, we refer to [21, pp.73-77].
In this paper, we consider the case F = (V ∗ |u|2)u and use the following version of Strichartz’s
Estimate.
Lemma 2.2. Suppose that V ∈ L2(R3)+L∞(R3). Let ϕt be the solution of the Hartree equation (1.6)
with initial data ϕ0 = ϕ ∈ H1(R3), then there exists a constant C, depending only on ‖ϕ‖H1 , ‖V2‖L2 ,
and ‖V∞‖L∞, such that
‖ϕt‖L2((0,T ),L∞) ≤ C(1 + T ).
Proof. We closely follow [3, Theorem 2.3.3] for the proof of the lemma. Let V = V2 + V∞ as in the
proof of Lemma 2.1. From the Sobolev inequality and the Strichartz’s estimate, we have
‖ϕt‖L2((0,T ),L∞) ≤ C‖ϕt‖L2((0,T ),W 1,6) (2.3)
≤ C‖ϕ0‖H1 + C‖(V2 ∗ |ϕt|2)ϕt‖L2((0,T ),W 1,6/5) + C‖(V∞ ∗ |ϕt|2)ϕt‖L1((0,T ),W 1,2).
(2.4)
From the definition of the Sobolev norm,
‖(V2 ∗ |ϕt|2)ϕt‖L2((0,T ),W 1,6/5) (2.5)
≤ C‖(V2 ∗ |ϕt|2)ϕt‖L2((0,T ),L6/5) + C‖∇((V2 ∗ |ϕt|2)ϕt)‖L2((0,T ),L6/5)
and
‖(V∞ ∗ |ϕt|2)ϕt‖L1((0,T ),W 1,2) ≤ ‖(V∞ ∗ |ϕt|2)ϕt‖L1((0,T ),L2) + ‖∇((V∞ ∗ |ϕt|2)ϕt)‖L1((0,T ),L2) (2.6)
We first focus on the spacial integral; integration with respect to the time variable t will be considered
later. In the first term in the right-hand side of (2.5), the integrand of the spatial integral is bounded
by
‖(V2 ∗ |ϕt|2)ϕt‖L6/5 ≤ ‖V2 ∗ |ϕt|2‖L3‖ϕt‖L2 ≤ ‖V2‖L2‖|ϕt|2‖L6/5‖ϕt‖L2
≤ ‖V2‖L2‖ϕt‖2L12/5‖ϕt‖L2 ≤ ‖V2‖L2‖ϕt‖5/2L2 ‖ϕt‖1/2L6 ≤ ‖V2‖L2‖ϕt‖5/2L2 ‖ϕt‖1/2H1 ,
(2.7)
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where we used Hölder’s inequality, Young’s inequality, and Riesz-Thorin Theorem. Similarly, we
decompose the integrand of the second term in the right-hand side (2.5) into two parts and find that
‖∇((V2 ∗ |ϕt|2)ϕt)‖L2((0,T ),L6/5) ≤ ‖(V2 ∗ (∇|ϕt|2))ϕt‖L2((0,T ),L6/5) + ‖(V2 ∗ |ϕt|2)(∇ϕt)‖L2((0,T ),L6/5).
We again apply Hölder’s inequality, Young’s inequality, and Riesz-Thorin Theorem to get
‖V2 ∗ (∇|ϕt|2)ϕt‖L6/5 ≤ ‖V2 ∗ (∇|ϕt|2)‖L3‖ϕt‖L2 ≤ C‖V2‖L2‖ϕt∇ϕt‖L6/5‖ϕt‖L2
≤ C‖V2‖L2‖ϕt‖L3‖∇ϕt‖L2‖ϕt‖L2 ≤ C‖V2‖L2‖ϕt‖3/2L2 ‖ϕt‖3/2H1 ,
‖(V2 ∗ |ϕt|2)(∇ϕ)‖L6/5 ≤ ‖V2 ∗ |ϕt|2‖L3‖∇ϕt‖L2 ≤ ‖V2‖L2‖ϕt‖3/2L2 ‖ϕt‖3/2H1 .
Let us now investigate (2.6) using the similar strategy used for (2.5). The first term in the right-hand
side of (2.6) is easily bounded by
‖V∞ ∗ (|ϕt|2)ϕt‖L2 ≤ ‖V∞‖L∞‖|ϕt|2‖L1‖ϕt‖L2 ≤ ‖V∞‖L∞‖ϕt‖3L2 .
For the second term, we again split (2.6) such that
‖∇((V∞ ∗ |ϕt|2)ϕt)‖L1((0,T ),L2) ≤ ‖(V∞ ∗ (∇|ϕt|2))ϕt‖L1((0,T ),L2)
+ ‖(V∞ ∗ |ϕt|2)(∇ϕt)‖L1((0,T ),L2),
where the right-hand side can be bounded by
‖V∞ ∗ (∇|ϕt|2)ϕt‖L2 ≤ ‖V∞‖L∞‖∇|ϕt|2‖L1‖ϕt‖L2
≤ C‖V∞‖L∞‖∇ϕt‖L2‖ϕt‖2L2 ≤ C‖V∞‖L∞‖ϕt‖H1‖ϕt‖2L2
and
‖(V∞ ∗ |ϕt|2)(∇ϕt)‖L2 ≤ ‖V∞‖L∞‖|ϕt|2‖L1‖∇ϕt‖L2 ≤ ‖V∞‖L∞‖ϕt‖2L2‖ϕt‖H1 .
Thus, after taking L2-norm and L1-norm appropriately according to (2.4) with respect to the time
variable t, with the mass conservation ‖ϕt‖L2 = 1 and Lemma 2.1, we conclude that
‖ϕt‖L2((0,T ),L∞) ≤ C(1 + T ).
2.2 Fock space representation
To analyze the dynamics of the system ofN -Bosons, we translate the original problem into the language
of Fock space as in [5, 19]. The Bosonic Fock space we consider is the Hilbert space
F =
⊕
n≥0
L2
(
R
3, dx
)⊗sn
= C⊕
⊕
n≥1
L2s
(
R
3n, dx1, . . ., dxn
)
,
where L2s = L
2
s
(
R3n, dx1, . . ., dxn
)
is a subspace of L2(R3n, dx1, . . . , dxn) that consists of all functions
symmetric under any permutation of x1, x2, . . . , xn. By definition, we let L
2
s
(
R3
)⊗s0
= C. An element
ψ ∈ F can be written as a sequence ψ = {ψ(n)}n≥0 with n-particle wave functions ψ(n) ∈ L2s
(
R3n
)
.
The inner product on F is defined by
〈ψ1, ψ2〉 =
∑
n≥0
〈ψ(n)1 , ψ(n)2 〉L2(R3n)
= ψ
(0)
1 ψ
(0)
2 +
∑
n≥0
ˆ
dx1. . .dxnψ
(n)
1 (x1, . . ., xn)ψ
(n)
2 (x1, . . ., xn) .
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The vector {1, 0, 0, . . .} ∈ F is called the vacuum and denoted by Ω. For f ∈ L2 (R3), we define the
creation operator a∗ (f) and the annihilation operator a (f) on F by
(a∗ (f)ψ)(n) (x1, . . ., xn) =
1√
n
n∑
j=1
f (xj)ψ
(n−1) (x1, . . ., xj−1, xj+1, . . ., xn) (2.8)
and
(a (f)ψ)
(n)
(x1, . . ., xn) =
√
n+ 1
ˆ
dxf (x)ψ(n+1) (x, x1, . . ., xn) . (2.9)
By definition, the creation operator a∗ (f) is the adjoint of the annihilation operator of a (f), and in
particular, a∗ (f) and a (f) are not self-adjoint. We will use the self-adjoint operator φ (f) defined as
φ (f) = a∗ (f) + a (f) .
We also use operator-valued distributions a∗x and ax satisfying
a∗ (f) =
ˆ
dx f (x) a∗x, a (f) =
ˆ
dx f (x)ax
for any f ∈ L2 (R3). The canonical commutation relation between these operators is
[a (f) , a∗ (g)] = 〈f, g〉L2(R3) , [a (f) , a (g)] = [a∗ (f) , a∗ (g)] = 0,
which also assumes the form[
ax, a
∗
y
]
= δ (x− y) , [ax, ay] =
[
a∗x, a
∗
y
]
= 0.
From the creation operator and the annihilation operator, we can also define other useful operators on
F . For each nonnegative integer n, we introduce the projection operator onto the n-particle sector of
the Fock space,
Pn(ψ) := (0, 0, . . . , 0, ψ
(n), 0, . . . ) (2.10)
for ψ = (ψ(0), ψ(1), . . . ) ∈ F . For simplicity, with slight abuse of notation, we will use ψ(n) to denote
Pnψ. The number operator N is given by
N =
ˆ
dx a∗xax (2.11)
and it satisfies that (Nψ)(n) = nψ(n). In general, for an operator J defined on the one-particle sector
L2
(
R3, dx
)
, its second quantization dΓ (J) is the operator on F whose action on the n-particle sector
is given by
(dΓ (J)ψ)
(n)
=
n∑
j=1
Jjψ
(n)
where Jj = 1⊗ . . .⊗J⊗ . . .⊗1 is the operator J acting on the j-th variable only. The number operator
defined above can also be understood as the second quantization of the identity, i.e., N = dΓ (1). With
a kernel J (x; y) of the operator J , the second quantization dΓ (J) can be also be written as
dΓ (J) =
ˆ
dxdy J (x; y) a∗xay,
which is consistent with (2.11).
The following lemma shows how to control the annihilation operator and the creation operator
(and also the second quantization operators) in terms of the number operator N .
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Lemma 2.3 (Lemma 3.1 in [5]). For α > 0, let D(Nα) = {ψ ∈ F : ∑n≥1 n2α‖ψ(n)‖2 < ∞} denote
the domain of the operator Nα. For any f ∈ L2(R3, dx) and any ψ ∈ D(N 1/2), we have
‖a(f)ψ‖ ≤ ‖f‖ ‖N 1/2ψ‖,
‖a∗(f)ψ‖ ≤ ‖f‖ ‖(N + 1)1/2ψ‖,
‖φ(f)ψ‖ ≤ 2‖f‖‖ (N + 1)1/2 ψ‖ .
(2.12)
Moreover, for any bounded one-particle operator J on L2(R3, dx) and for every ψ ∈ D(N ), we find
‖dΓ(J)ψ‖ ≤ ‖J‖‖Nψ‖ . (2.13)
To consider the problem with the Fock space formalism, we extend the Hamiltonian in (1.1) to the
Fock space by
HN :=
ˆ
dxa∗x (−∆x) ax +
1
2N
ˆ
dxdy V (x− y) a∗xa∗yayax (2.14)
With the definition, we have (HNψ)(N) = HNψ(N) for ψ ∈ F . The one-particle marginal density γ(1)ψ
associated with ψ is
γ
(1)
ψ (x; y) =
1
〈ψ,Nψ〉
〈
ψ, a∗yaxψ
〉
. (2.15)
Note that γ
(1)
ψ is a trace class operator on L
2
(
R3
)
and Tr γ
(1)
ψ = 1. It can be easily checked that (2.15)
is equivalent to (1.7).
Heuristically, if ψ = ψ(N) ∈ F were an eigenvector of ax with the eigenvalue
√
Nϕ(x), then from
(2.15) we get γ
(1)
ψ (x; y) = ϕ(x)ϕ(y), hence it would coincide with the one-particle marginal density
associated with the factorized wave function ϕ⊗N . Even though the eigenvectors of the annihilation
operator do not reside in a single sector of the Fock space, they still play the most important role in
the midway. These eigenvectors are known as the coherent states, defined by
ψ (f) = e−‖f‖
2/2
∑
n≥0
(a∗ (f))
n
n!
Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n. (2.16)
Here, for the ease of notation, when we say a function ψ(N) ∈ L2(R3N ) is a function in the Fock space
F , we mean that ψ(N) = (0, 0, . . . , 0, ψ(N), 0, . . . ) ∈ F . For example, we used f⊗n to denote
(0, 0, . . . , 0, f⊗n, 0, . . . ) ∈ F (2.17)
whose only nonzero component, f⊗n, is in the n-particle sector of the Fock space. Closely related to
the coherent states is the Weyl operator. For f ∈ L2 (R3), the Weyl operator W (f) is defined by
W (f) := exp (a∗ (f)− a (f))
and it also satisfies
W (f) = e−‖f‖
2/2 exp (a∗ (f)) exp (−a (f)) ,
which is known as the Hadamard lemma in Lie algebra. The coherent state can also be written in
terms of the Weyl operator as
ψ (f) = W (f)Ω = e−‖f‖
2/2 exp (a∗ (f)) Ω = e−‖f‖
2/2
∑
n≥0
1√
n!
f⊗n. (2.18)
We collect the useful properties of the Weyl operator and the coherent states in the following
lemma.
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Lemma 2.4. Let f, g ∈ L2 (R3, dx).
1. The commutation relation between the Weyl operators is given by
W (f)W (g) = W (g)W (f) e−2i·Im〈f,g〉 =W (f + g) e−i·Im〈f,g〉.
2. The Weyl operator is unitary and satisfies
W (f)
∗
= W (f)
−1
=W (−f) .
3. The coherent states are eigenvectors of annihilation operators, i.e.,
axψ (f) = f (x)ψ (f) ⇒ a (g)ψ (f) = 〈g, f〉L2 ψ (f) .
The commutation relation between the Weyl operator and the annihilation operator (or the cre-
ation operator) is thus
W ∗ (f) axW (f) = ax + f (x) and W
∗ (f) a∗xW (f) = a
∗
x + f (x).
4. The distribution of N with respect to the coherent state ψ (f) is Poisson. In particular,
〈ψ (f) ,Nψ (f)〉 = ‖f‖2 , 〈ψ (f) ,N 2ψ (f)〉− 〈ψ (f) ,Nψ (f)〉2 = ‖f‖2 .
We omit the proof of the lemma, since it can be derived from the definition of the Weyl operator
and elementary calculation.
Finally, we collect lemmas on the Weyl operator acting on a state with fixed number of particles,
which will be used in Section 4. Define
dN :=
√
N !
NN/2e−N/2
. (2.19)
We note that C−1N1/4 ≤ dN ≤ CN1/4 for some constant C > 0 independent of N , which can be
easily checked by using Stirling’s formula.
Lemma 2.5. There exists a constant C > 0 independent of N such that, for any ϕ ∈ L2(R3) with
‖ϕ‖ = 1, we have ∥∥∥∥(N + 1)−1/2W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ CdN .
Proof. See [4, Lemma 6.3].
Lemma 2.6. Let Pm be the projection onto the m-particle sector of the Fock space F for a non-negative
integer m. Then, for any non-negative integer k ≤ (1/2)N1/3,∥∥∥∥P2kW ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ 2dN
and ∥∥∥∥P2k+1W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ 2(k + 1)3/2dN√N .
Proof. See [15, Lemma 7.2].
3 Proof of the Main Result
In this section, we prove the main result of the paper, Theorem 1.1.
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3.1 Unitary operators and their generators
Let γ
(1)
N,t be the kernel of the one-particle marginal density associated with the time evolution of the
factorized state ϕ⊗N with respect to the Hamiltonian HN . By definition,
γ
(1)
N,t =
〈
e−iHN tϕ⊗N , a∗yaxe
−iHNtϕ⊗N
〉
〈e−iHNtϕ⊗N ,N e−iHN tϕ⊗N 〉 =
1
N
〈
ϕ⊗N , eiHN ta∗yaxe
−iHNtϕ⊗N
〉
=
1
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiHNta∗yaxe
−iHN t
(a∗(ϕ))
N
√
N !
Ω
〉
. (3.1)
If we use the coherent states instead of the factorized state in (3.1) and expand a∗yax aroundNϕt(y)ϕt(x),
then we are lead to consider the operator
W ∗(
√
Nϕs)e
iHN (t−s)(ax −
√
Nϕt(x))e
−iHN (t−s)W (
√
Nϕs) (3.2)
= W ∗(
√
Nϕs)e
iHN (t−s)W (
√
Nϕt)axW
∗(
√
Nϕt)e
−iHN(t−s)W (
√
Nϕs).
To understand further the operator W ∗(
√
Nϕt)e
−iHN (t−s)W (
√
Nϕs), we differentiate it with respect
to t as in [5, 15, 19]. Direct computation shows that
i∂tW
∗(
√
Nϕt)e
−iHN (t−s)W (
√
Nϕs) =:
(
4∑
k=0
Lk(t)
)
W ∗(
√
Nϕt)e
−iHN (t−s)W (
√
Nϕs), (3.3)
where Lk is with k creation and/or annihilation operators. The exact formulas for Lk are as follows:
L0(t; s) := N
2
ˆ t
s
dτ
ˆ
dx(V ∗ |ϕτ |2)(x)|ϕτ (x)|2, (3.4)
L1(t) = 0, (3.5)
L2(t) :=
ˆ
dxa∗x (−∆) ax +
ˆ
dx
(
V ∗ |ϕt|2
)
(x) a∗xax +
ˆ
dxdy V (x− y)ϕt (x)ϕt (y)a∗yax
+
1
2
ˆ
dxdy V (x− y)
(
ϕt (x)ϕt (y) a
∗
xa
∗
y + ϕt (x)ϕt (y)axay
)
, (3.6)
L3(t) := 1√
N
ˆ
dxdy V (x− y)
(
ϕt (y) a
∗
xa
∗
y + ϕt (y)a
∗
xay
)
ax (3.7)
L4 := 1
2N
ˆ
dxdy V (x− y) a∗xa∗yaxay. (3.8)
Note that L0(t; s) is not an operator but a complex-valued function, which we call the phase factor.
Although this term contains the factor N , we can cancel this term by multiplying the right-hand side
of (3.3) by a function e−iL0(t;s)/2 (see Section 3 of [15]). Thus, if we define the unitary operator U(t; s)
by
U(t; s) := e−iL0(t;s)/2W ∗(
√
Nϕt)e
−iHN (t−s)W (
√
Nϕs), (3.9)
then
i∂tU (t; s) = (L2 + L3 + L4)U (t; s) and U (s; s) = I (3.10)
and
W ∗(
√
Nϕs)e
iHN (t−s)
(
ax −
√
Nϕt (x)
)
e−iHN (t−s)W (
√
Nϕs) = U∗ (t; s)axU (t; s) . (3.11)
Let L˜ = L2 + L4 and define the unitary operator U˜ (t; s) by
i∂tU˜ (t; s) = L˜ (t) U˜ (t; s) and U˜ (s; s) = 1. (3.12)
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Since L˜ does not change the parity of the number of particles,〈
Ω, U˜∗ (t; 0)ayU˜ (t; 0)Ω
〉
=
〈
Ω, U˜∗ (t; 0) a∗xU˜ (t; 0)Ω
〉
= 0 (3.13)
We refer to Lemma 8.2 in [15] for a rigorous proof of (3.13).
3.2 Proof of Theorem 1.1
As explained in Section 1, we use the technique developed in [15] to prove Theorem 1.1. The proof of
Theorem 1.1 consists of the following two propositions. Recall the definition of dN in (2.19). In this
section, we use U(t) instead of U(t; s) for notational simplicity.
Proposition 3.1. Suppose that the assumptions in Theorem 1.1 hold. For a Hermitian operator J on
L2(R3), let
E1t (J) :=
dN
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉
Then, there exist constants C and K, depending only on ‖V2‖2, ‖V∞‖∞, and sup|s|≤t ‖ϕs‖H1 , such
that ∣∣E1t (J)∣∣ ≤ C‖J‖eKt
3/2
N
.
Proposition 3.2. Suppose that the assumptions in Theorem 1.1 hold. For a Hermitian operator J on
L2(R3), let
E2t (J) :=
dN√
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)φ(Jϕt)U(t)Ω
〉
Then, there exist constants C and K, depending only on ‖V2‖2, ‖V∞‖∞, and sup|s|≤t ‖ϕs‖H1 , such
that ∣∣E2t (J)∣∣ ≤ C‖J‖eKt
3/2
N
.
Proof of Propositions 3.1 and 3.2 will be given later in section 4.2. With Propositions 3.1 and 3.2,
we now prove Theorem 1.1.
Proof of Theorem 1.1. Recall that
γ
(1)
N,t =
1
N
〈
(a∗(ϕ))N√
N !
Ω, eiHN ta∗yaxe
−iHN t
(a∗(ϕ))N√
N !
Ω
〉
. (3.14)
From the definition of the creation operator in (2.8), we can easily find that
{0, 0, . . ., 0, ϕ⊗N , 0, . . .} = (a
∗(ϕ))
N
√
N !
Ω, (3.15)
where the ϕ⊗N on the left-hand side is in the N -th sector of the Fock space. Recall that PN is the
projection onto the N -particle sector of the Fock space. From (2.18), we find that
(a∗(ϕ))
N
√
N !
Ω =
√
N !
NN/2e−N/2
PNW (
√
Nϕ)Ω = dNPNW (
√
Nϕ)Ω.
Since HN does not change the number of paritcles, we also have that
γ
(1)
N,t(x; y) =
1
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiHN ta∗yaxe
−iHN t
(a∗(ϕ))
N
√
N !
Ω
〉
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=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiHN ta∗yaxe
−iHNtPNW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, PNe
iHNta∗yaxe
−iHNtW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiHN ta∗yaxe
−iHNtW (
√
Nϕ)Ω
〉
.
To simplify it further, we use the relation
eiHN taxe
−iHNt =W (
√
Nϕ)U∗(t)(ax +
√
Nϕt(x))U(t)W ∗(
√
Nϕ)
(and an analogous result for the creation operator) to obtain that
γ
(1)
N,t(x; y) =
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω, eiHNta∗yaxe
−iHNtW (
√
Nϕ)Ω
〉
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)(a∗y +
√
N ϕt (y))(ax +
√
Nϕt(x))U(t)Ω
〉
.
Thus,
γ
(1)
N,t(x; y)− ϕt (y)ϕ(x) =
dN
N
〈
(a∗(ϕ))N√
N !
Ω,W (
√
Nϕ)U∗(t)a∗yaxU(t)Ω
〉
+ ϕt (y)
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)axU(t)Ω
〉
+ ϕt(x)
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)a∗yU(t)Ω
〉
.
Recall the definition of E1t (J) and E
2
t (J) in Propositions 3.1 and 3.2. For any compact one-particle
Hermitian operator J on L2(R3), we have
Tr J(γ
(1)
N,t − |ϕt〉 〈ϕt|) =
ˆ
dxdyJ(x; y)
(
γ
(1)
N,t(y;x)− ϕt(y)ϕt (x)
)
=
dN
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)dΓ(J)U(t)Ω
〉
+
dN√
N
〈
(a∗(ϕ))
N
√
N !
Ω,W (
√
Nϕ)U∗(t)φ(Jϕt)U(t)Ω
〉
= E1t (J) + E
2
t (J).
Thus, from Propositions 3.1 and 3.2, we find that∣∣∣Tr J(γ(1)N,t − |ϕt〉 〈ϕt|)∣∣∣ ≤ C ‖J‖N eKt3/2 .
Since the space of compact operators is the dual to that of the trace class operators, and since γ
(1)
N,t
and |ϕt〉 〈ϕt| are Hermitian,
Tr
∣∣∣γ(1)N,t − |ϕt〉 〈ϕt|∣∣∣ ≤ CN eKt3/2
which concludes the proof of Theorem 1.1.
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4 Comparison of Dynamics and Proof of Propositions 3.1 and
3.2
In this section, we prove Propositions 3.1 and 3.2. Recall that V = V2 + V∞ with V2 ∈ L2(R3) and
V∞ ∈ L∞(R3). Throughout the section, the constants C and K may depend on ‖ϕ0‖H1(R3), ‖V2‖L2,
and ‖V∞‖L∞ .
4.1 Comparison of dynamics
As briefly mentioned in Section 1, the key technical estimate is the upper bound on the fluctuation of
the expected number of particles under the evolution U(t; s), which is the following lemma.
Lemma 4.1. Suppose that the assumptions in Theorem 1.1 hold. Let U (t; s) be the unitary evolution
defined in (3.10). Then for any ψ ∈ F and j ∈ N, there exist constants C ≡ C(j) and K ≡ K(j) such
that 〈U (t; s)ψ,N jU (t; s)ψ〉 ≤ CeKt3/2 〈ψ, (N + 1)2j+2 ψ〉 .
To prove Lemma 4.1, we closely follow the proof of Proposition 3.3 in [19]. In the proof, we will
frequently use an estimate on ‖V (x−·)ϕt‖L2. The proof of such an estimate is almost immediate with
the condition V ≤ D(1−∆) by using Hardy’s inequality. In this paper, however, due to the singularity
of V , we use Strichartz’s estimate as follows:
ˆ
dy V 2(x− y)|ϕt(y)|2 ≤ 2
ˆ
dy V 22 (x− y)|ϕt(y)|2 + 2
ˆ
dy V 2∞(x − y)|ϕt(y)|2
≤ 2‖ϕt‖2L∞
ˆ
dy V 22 (x− y) + 2‖V∞‖2L∞
ˆ
dy |ϕt(y)|2
≤ 2‖ϕt‖2L∞‖V2‖2L2 + 2‖V∞‖2L∞‖ϕt‖2L2
≤ 2‖ϕt‖2L∞‖V2‖2L2 + 2‖V∞‖2L∞‖ϕt‖2L2
hence,
sup
x
‖V (x− ·)ϕt‖L2 ≤ C(‖ϕt‖∞ + 1)
for some constant C > 0. Then, using Lemma 2.2 we find that
ˆ t
0
ds sup
x
‖V (x − ·)ϕs‖L2 ≤
ˆ t
0
dsC(‖ϕt‖∞ + 1) ≤ C(
√
t‖ϕt‖L2((0,T ),L∞) + t) ≤ C(1 + t3/2). (4.1)
We now begin the proof of Lemma 4.1. First, we introduce a truncated time-dependent generator with
fixed M > 0 as follows:
L(M)N (t) =
ˆ
dxa∗x(−∆x)ax +
ˆ
dx
(
V ∗ |ϕt|2
)
(x)a∗xax +
ˆ
dxdyV (x− y)ϕt(x)ϕt(y)a∗yax
+
1
2
ˆ
dxdyV (x − y)
(
ϕt(x)ϕt(y)a
∗
xa
∗
y + ϕt(x)ϕt(y)axay
)
+
1√
N
ˆ
dxdyV (x− y)a∗x
(
ϕt(y)ayχ(N ≤M) + ϕt(y)χ(N ≤M)a∗y
)
ax
+
1
2N
ˆ
dxdyV (x− y)a∗xa∗yayax.
We remark that M will be chosen to be M = N later in the proof of Lemma 4.1. Define a unitary
operator U (M) by
i∂tU (M) (t; s) = L(M)N (t)U (M)(t; s) and U (M) (s; s) = 1. (4.2)
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We use a three-step strategy.
Step 1. Truncation with respect to N with M > 0.
Lemma 4.2. Suppose that the assumptions in Theorem 1.1 hold and let U (M) be the unitary operator
defined in (4.2). Then, there exist constants C and K such that, for all N ∈ N and M > 0, ψ ∈ F ,
and t, s,∈ R,〈
U (M)(t; s)ψ, (N + 1)jU (M)(t; s)ψ
〉
≤ 〈ψ, (N + 1)jψ〉C exp(4jK|t− s|3/2(1 +√M/N)) .
Proof. Following the proof of Lemma 3.5 in [19], we get
d
dt
〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
= 2
j−1∑
k=0
(
j
k
)
(−1)k Im
ˆ
dxdy V (x− y)ϕt(x)ϕt(y)
×
〈
U (M)(t; 0)ψ,
(
N k/2a∗xa∗y(N + 2)k/2 + (N + 1)k/2a∗xa∗y(N + 3)k/2
)
U (M)(t; 0)ψ
〉
+
2√
N
j−1∑
k=0
(
j
k
)
Im
ˆ
dx
×
〈
U (M)(t; 0)ψ, a∗xa(V (x− ·))χ(N ≤M)(N + 1)k/2axN k/2U (M)(t; 0)ψ
〉
. (4.3)
To control the contribution from the first term in the right-hand side of (4.3), we use the bounds of
the form ∣∣∣∣
ˆ
dxdyV (x− y)ϕt(x)ϕt(y)〈U (M)(t; 0)ψ, (N + 1) k2 a∗xa∗y(N + 3)
k
2 U (M)(t; 0)ψ〉
∣∣∣∣
≤
ˆ
dx|ϕt(x)|‖ax(N + 1) k2 U (M)(t; 0)ψ‖‖a∗(V (x− ·)ϕt)(N + 3) k2 U (M)(t; 0)ψ‖
≤ K sup
x
‖V (x− ·)ϕt‖‖(N + 3) k+12 U (M)(t; 0)ψ‖2
≤ K sup
x
‖V (x− ·)ϕt‖‖(N + 1) k+12 U (M)(t; 0)ψ‖2.
On the other hand, to control contribution arising from the second integral in the right-hand side of
(4.3), we use that∣∣∣∣
ˆ
dxdyV (x− y)ϕt(y)〈U (M)(t; 0)ψ, a∗xayχ(N ≤M)(N + 1)
k
2 axN k2 U (M)(t; 0)ψ〉
∣∣∣∣
≤
ˆ
dx
∥∥∥ax(N + 1) k2 U (M)(t; 0)ψ∥∥∥ ‖a(V (x− ·)ϕt)χ(N ≤M)‖∥∥∥axN k2 U (M)(t; 0)ψ∥∥∥
≤ KM1/2 sup
x
‖V (x − ·)ϕt‖‖(N + 1) k+12 U (M)(t; 0)ψ‖2.
This implies
d
dt
〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
≤ K sup
x
‖V (x− ·)ϕt‖
(
1 +
√
M/N
) j∑
k=0
(
j
k
)〈
U (M)(t; 0)ψ, (N + 3)jU (M)(t; 0)ψ
〉
≤ 4jK sup
x
‖V (x − ·)ϕt‖
(
1 +
√
M/N
)〈
U (M)(t; 0)ψ, (N + 1)jU (M)(t; 0)ψ
〉
.
Applying the Gronwall Lemma with (4.1), we get the desired result.
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Step 2: Weak bounds on the U dynamics.
Lemma 4.3 (Lemma 3.6 in [19]). For arbitrary t, s ∈ R and ψ ∈ F , we have
〈ψ,U(t; s)NU(t; s)∗ψ〉 ≤ 6 〈ψ, (N +N + 1)ψ〉 .
Moreover, for every ℓ ∈ N, there exists a constant C(ℓ) such that〈
ψ,U(t; s)N 2ℓU(t; s)∗ψ〉 ≤ C(ℓ) 〈ψ, (N +N)2ℓψ〉 ,〈
ψ,U(t; s)N 2ℓ+1U(t; s)∗ψ〉 ≤ C(ℓ) 〈ψ, (N +N)2ℓ+1(N + 1)ψ〉
for all t, s ∈ R and ψ ∈ F .
Proof. We may follow the proof of Lemma 3.6 in [19] without any change.
Step 3: Comparison between the U and U (M) dynamics.
Lemma 4.4. Suppose that the assumptions in Theorem 1.1 hold. Then, for every j ∈ N, there exist
constants C ≡ C(j) and K ≡ K(j) such that∣∣∣〈U(t; s)ψ,N j (U(t; s)− U (M)(t; s))ψ〉∣∣∣
≤ C(j)(N/M)j‖(N + 1)j+1ψ‖2 exp
(
K(j)|t− s|3/2(1 +
√
M/N)
)
and ∣∣∣〈U (M)(t; s)ψ,N j (U(t; s)− U (M)(t; s))ψ〉∣∣∣
≤ C(j)(1/M)j‖(N + 1)j+1ψ‖2 exp
(
K(j)|t− s|3/2(1 +
√
M/N)
)
.
Proof. To simplify the notation we consider the case s = 0 and t > 0 only; other cases can be treated
in a similar manner. To prove the first inequality of the lemma, we expand the difference of the two
evolutions as follows:〈
U(t; 0)ψ,N j
(
U(t; 0)− U (M)(t; 0)
)
ψ
〉
=
〈
U(t; 0)ψ,N jU(t; 0)
(
1− U(t; 0)∗U (M)(t; 0)
)
ψ
〉
= −i
ˆ t
0
ds
〈
U(t; s)ψ,N jU(t; s)
(
LN (s)− L(M)N (s)
)
U (M)(s; 0)ψ
〉
= − i√
N
ˆ t
0
ds
ˆ
dxdy V (x− y)
× 〈U(t; 0)ψ,N jU(t; s)a∗x
(
ϕs(y)ayχ(N > M) + ϕs(y)χ(N > M)a∗y
)
axU (M)(s; 0)ψ〉
= − i√
N
ˆ t
0
ds
ˆ
dx 〈axU(t; s)∗N jU(t; 0)ψ, a(V (x − ·)ϕs)χ(N > M)axU (M)(s; 0)ψ〉
− i√
N
ˆ t
0
ds
ˆ
dx 〈axU(t; s)∗N jU(t; 0)ψ, χ(N > M)a∗(V (x− ·)ϕs)axU (M)(s; 0)ψ〉
Hence,∣∣∣〈U(t; 0)ψ,N j (U(t; 0)− U (M)(t; 0))ψ〉∣∣∣
≤ C√
N
ˆ t
0
ds
ˆ
dx ‖axU(t; s)∗N jU(t; 0)ψ‖ · ‖a(V (x − ·)ϕs)axχ(N > M + 1)U (M)(s; 0)ψ‖
+
C√
N
ˆ t
0
ds
ˆ
dx ‖axU(t; s)∗N jU(t; 0)ψ‖ · ‖a∗(V (x − ·)ϕs)axχ(N > M)U (M)(s; 0)ψ‖
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≤ C√
N
ˆ t
0
ds sup
x
‖V (x− ·)ϕs‖
ˆ
dx ‖axU(t; s)∗N jU(t; 0)ψ‖ · ‖ax(N + 1)1/2χ(N > M)U (M)(s; 0)ψ‖
≤ C√
N
ˆ t
0
ds sup
x
‖V (x− ·)ϕs‖ · ‖(N + 1)1/2U(t; s)∗N jU(t; 0)ψ‖ · ‖(N + 1)χ(N > M)U (M)(s; 0)ψ‖.
(4.4)
From Lemma 4.3,
‖N 1/2U(t; s)∗N jU(t; 0)ψ‖2 ≤ 6〈N jU(t; 0)ψ, (N +N + 1)N jU(t; 0)ψ〉 (4.5)
≤ C(j)〈ψ, (N +N)2j+1(N + 1)ψ〉 ≤ C(j)N2j+1〈ψ, (N + 1)2j+2ψ〉.
Since χ(N > M) ≤ (N/M)2j , we find that∣∣∣〈U(t; 0)ψ,N j (U(t; 0)− U (M)(t; 0))ψ〉∣∣∣
≤ C(j)N j‖(N + 1)j+1ψ‖
ˆ t
0
ds sup
x
‖V (x− ·)ϕs‖
〈
U (M)(s; 0)ψ, (N + 1)2χ(N > M)U (M)(s; 0)ψ
〉1/2
≤ C(j)N j‖(N + 1)j+1ψ‖
ˆ t
0
ds sup
x
‖V (x− ·)ϕs‖
〈
U (M)(s; 0)ψ, (N + 1)
2j+2
M2j
U (M)(s; 0)ψ
〉1/2
We thus conclude that∣∣∣〈U(t; 0)ψ,N j (U(t; 0)− U (M)(t; 0))ψ〉∣∣∣
≤ C(j)(N/M)j‖(N + 1)j+1ψ‖2
ˆ t
0
ds sup
x
‖V (x− ·)ϕs‖ exp
(
K(j)|t− s|3/2(1 +
√
M/N)
)
(4.6)
≤ C(j)(N/M)j‖(N + 1)j+1ψ‖2 exp
(
K(j)|t|3/2(1 +
√
M/N)
)
.
The proof of the second part of the lemma is similar and we omit it.
We now prove Lemma 4.1 by combining the three steps above.
Proof of Lemma 4.1. From Lemmas 4.2, 4.3, and 4.4 with the choice M = N ,〈U (t; s)ψ,N jU (t; s)ψ〉
=
〈
U (t; s)ψ,N j(U − U (M)) (t; s)ψ
〉
+
〈
(U − U (M)) (t; s)ψ,N jU (M) (t; s)ψ
〉
+
〈
U (M) (t; s)ψ,N jU (M) (t; s)ψ
〉
≤ CeK|t−s|3/2
〈
ψ, (N + 1)2j+2 ψ
〉
.
Recall the definition of U˜ (t; s) in (3.12). In the next lemma, we prove an estimate similar to Lemma
4.1 for the evolution with respect to U˜ .
Lemma 4.5. Suppose that the assumptions in Theorem 1.1 hold. Then, for any ψ ∈ F and j ∈ N,
there exist constants C ≡ C(j) and K ≡ K(j) such that〈
U˜ (t; s)ψ,N jU˜ (t; s)ψ
〉
≤ CeK|t−s|
〈
ψ, (N + 1)j ψ
〉
.
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Proof. Let ψ˜ = U˜(t; s)ψ. We have
d
dt
〈
ψ˜, (N + 1)jψ˜
〉
=
〈
ψ˜, [i(L2 + L4), (N + 1)j ]ψ˜
〉
=− Im
ˆ
dxdy V (x− y)ϕt(x)ϕt(y)
〈
ψ˜, [a∗xa
∗
y, (N + 1)j]ψ˜
〉
=2 Im
ˆ
dxdy V (x− y)ϕt(x)ϕt(y)
〈
ψ˜, a∗xa
∗
y((N + 1)j − (N + 3)j)ψ˜
〉
=2 Im
ˆ
dxdy V (x− y)ϕt(x)ϕt(y)
×
〈
(N + 3)j/2−1axayψ˜, (N + 3)1−j/2((N + 1)j − (N + 3)j)ψ˜
〉
.
Hence,
d
dt
〈
ψ˜, (N + 1)jψ˜
〉
≤ C
ˆ
dxdy |V (x− y)||ϕt(x)||ϕt(y)|‖(N + 3)j/2−1axayψ˜‖
× ‖(N + 3)1−j/2((N + 1)j − (N + 3)j)ψ˜‖
≤ C‖(N + 3)1−j/2((N + 1)j − (N + 3)j)ψ˜‖
(ˆ
dxdy |V (x− y)|2|ϕt(x)|2|ϕt(y)|2
)1/2
×
(ˆ
dxdy‖(N + 3)j/2−1axayψ˜‖2
)1/2
.
As in the proof of Lemma 2.2, we decompose V into V2 + V∞ and estimate them separately. We then
have ˆ
dxdy |V (x− y)|2|ϕt(x)|2|ϕt(y)|2
≤ 2
ˆ
dxdy |V2(x− y)|2|ϕt(x)|2|ϕt(y)|2 + 2
ˆ
dxdy |V∞(x− y)|2|ϕt(x)|2|ϕt(y)|2,
with the boundsˆ
dxdy |V2(x− y)|2|ϕt(x)|2|ϕt(y)|2 ≤ C‖|V2|2‖L1‖|ϕt|2‖2L2
≤ C‖V2‖2L2‖ϕt‖4L4 ≤ C‖V2‖2L2‖ϕt‖L2‖ϕt‖3H1 ,
(4.7)
and ˆ
dxdy |V∞(x− y)|2|ϕt(x)|2|ϕt(y)|2 ≤ ‖V∞‖2L∞‖ϕt‖4L2 .
We also have that ˆ
dxdy‖(N + 3)j/2−1axayψ˜‖2 =
ˆ
dxdy‖axay(N + 1)j/2−1ψ˜‖2
≤ ‖(N + 1)j/2ψ˜‖2.
Altogether, we have shown that
d
dt
〈
U˜(t; s)ψ, (N + 1)jU˜(t; s)ψ
〉
≤ C‖(N + 1)j/2U˜(t; s)ψ‖2
= C
〈
U˜(t; s)ψ, (N + 1)jU˜(t; s)ψ
〉
.
Appyling Gronwall’s lemma, we conclude that〈
U˜(t; s)ψ, (N + 1)jU˜(t; s)ψ
〉
≤ CeK|t−s| 〈ψ, (N + 1)jψ〉 ,
which proves the desired lemma.
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The main difference between the unitary operators U and U˜ stems from the generator L3. In the
following lemma, we find an estimate on L3.
Lemma 4.6. Suppose that the assumptions in Theorem 1.1 hold. Then, for any ψ ∈ F and j ∈ N,
there exist a constant C ≡ C(j) such that
∥∥∥(N + 1)j/2 L3(t)ψ∥∥∥ ≤ C(‖ϕt‖L∞(R3) + 1)√
N
∥∥∥(N + 1)(j+3)/2 ψ∥∥∥ .
Proof. We basically follow the proof of Lemma 5.3 in [15] and apply the Strichartz’s estimate in Lemma
2.2. Let
A3(t) =
ˆ
dxdy V (x− y)ϕt(y)a∗xayax.
Then, by definition,
(N + 1)j/2L3(t) = 1√
N
(
(N + 1)j/2A3(t) + (N + 1)j/2A∗3(t)
)
. (4.8)
We estimate (N +1)j/2A3(t) and (N +1)j/2A∗3(t) separately. The first term, (N +1)j/2A3(t), satisfies
for any ξ ∈ F that∣∣∣〈ξ, (N + 1)j/2A3(t)ψ〉∣∣∣
=
∣∣∣∣
ˆ
dxdy V (x − y)ϕt(y)〈ξ, (N + 1)j/2a∗xayaxψ〉
∣∣∣∣
=
∣∣∣∣
ˆ
dxdy V (x − y)ϕt(y)〈(N + 1)−1/2ξ, (N + 1)(j+1)/2a∗xayaxψ〉
∣∣∣∣
≤
(ˆ
dxdy |V (x− y)|2|ϕt(y)|2‖ax(N + 1)−1/2ξ‖2
)1/2(ˆ
dxdy‖ayaxN (j+1)/2ψ‖2
)1/2
.
Then, following the argument used in the proof of Lemma 4.1, we find that
(ˆ
dxdy |V (x − y)|2|ϕt(y)|2‖ax(N + 1)−1/2ξ‖2
)1/2
≤ sup
x
‖V (x− ·)ϕt‖‖ξ‖
≤ C(‖ϕt‖L∞(R3) + 1)‖ξ‖
Hence, ∣∣∣〈ξ, (N + 1)j/2A3(t)ψ〉∣∣∣ ≤ C(‖ϕt‖L∞(R3) + 1)‖ξ‖‖N (j+3)/2ψ‖.
Since ξ was arbitrary, we obtain that
‖(N + 1)j/2A3(t)ψ‖ ≤ C(‖ϕt‖L∞(R3) + 1)‖N (j+3)/2ψ‖. (4.9)
Similarly, we can find that
‖(N + 1)j/2A∗3(t)ψ‖ ≤ C(‖ϕt‖L∞(R3) + 1)‖(N + 2)(j+3)/2ψ‖. (4.10)
Hence, from (4.8), (4.9), and (4.10) we get
‖(N + 1)j/2L3(t)ψ‖ ≤
C(‖ϕt‖L∞(R3) + 1)√
N
‖(N + 1)(j+3)/2ψ‖,
which was to be proved.
Finally, we prove the following lemma on the difference between U and U˜ .
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Lemma 4.7. Suppose that the assumptions in Theorem 1.1 hold. Then, for all j ∈ N, there exist
constants C ≡ C(j) and K ≡ K(t) such that, for any f ∈ L2 (R3),
∥∥∥(N + 1)j/2 (U∗(t)φ(f)U(t) − U˜∗(t)φ(f)U˜(t))Ω∥∥∥ ≤ C‖f‖eKt3/2√
N
.
Proof. We follow the proof of Lemma 5.4 in [15]. Let
R1(f) :=
(
U∗(t)− U˜∗(t)
)
φ(f)U˜(t)
and
R2(f) := U∗(t)φ(f)
(
U(t) − U˜(t)
)
so that
U∗(t)φ(f)U(t) − U˜∗(t)φ(f)U˜(t) = R1(f) +R2(f). (4.11)
We begin by estimating the first term in the right-hand side of (4.11). From Lemma 4.1,
∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ =
∥∥∥∥
ˆ t
0
ds(N + 1)j/2U∗(s; 0)L3(s)U˜∗(t; s)φ(f)U˜(t)Ω
∥∥∥∥
≤
ˆ t
0
ds
∥∥∥(N + 1)j/2U∗(s; 0)L3(s)U˜∗(t; s)φ(f)U˜(t)Ω∥∥∥
≤ CeKt3/2
ˆ t
0
ds
∥∥∥(N + 1)j+1L3(s)U˜∗(t; s)φ(f)U˜(t)Ω∥∥∥ .
From Lemma 4.6 and the inequality (4.1),
∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ ≤ CeKt3/2√
N
ˆ t
0
ds(‖ϕs‖L∞(R3) + 1)
∥∥∥(N + 1)j+(5/2)U˜∗(t; s)φ(f)U˜(t)Ω∥∥∥
≤ Ce
Kt3/2
√
N
ˆ t
0
ds(‖ϕs‖L∞(R3) + 1)
∥∥∥(N + 1)j+(5/2)φ(f)U˜(t)Ω∥∥∥
≤ Ce
Kt3/2
√
N
(ˆ t
0
ds
∥∥∥(N + 1)j+(5/2)φ(f)U˜(t)Ω∥∥∥2)1/2 ,
and, since the integrand in the right-hand side does not depend on s, we get
∥∥∥(N + 1)j/2R1(f)Ω∥∥∥ ≤ CeKt3/2√
N
∥∥∥(N + 1)j+5/2φ(f)U˜(t)Ω∥∥∥ .
Thus, from Lemma 4.5, we obtain for R1(f) that∥∥∥(N + 1)j/2R1(f)Ω∥∥∥
≤ Ce
Kt3/2
√
N
(
‖a(f)(N + 1)j+(5/2)U˜(t)Ω‖ + ‖a∗(f)(N + 1)j+(5/2)U˜(t)Ω‖
)
≤ C‖f‖e
Kt3/2
√
N
‖(N + 1)j+3U˜(t)Ω‖ ≤ C‖f‖e
Kt3/2
√
N
‖(N + 1)j+3Ω‖ ≤ C‖f‖e
Kt3/2
√
N
.
The study of R2(f) is similar and we can again obtain that
‖(N + 1)j/2R2(f)Ω‖ ≤ C‖f‖e
Kt3/2
√
N
.
This completes the proof of the desired lemma.
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4.2 Proof of Propositions 3.1 and 3.2
In this section, we prove Propositions 3.1 and 3.2 by applying the lemmas proved in Subsection 4.1.
Proof of Proposition 3.1. Recall that
E1t (J) =
dN
N
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉
We begin by
∣∣E1t (J)∣∣ =
∣∣∣∣dNN
〈
W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω,U∗(t)dΓ(J)U(t)Ω
〉∣∣∣∣ (4.12)
≤ dN
N
∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ∥∥∥(N + 1) 12U∗(t)dΓ(J)U(t)Ω∥∥∥
From Lemma 2.5, ∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ CdN . (4.13)
By successively applying Lemma 4.1 (and also using the inequality (2.13)), we also get∥∥∥(N + 1) 12U∗(t)dΓ(J)U(t)Ω∥∥∥ ≤ CeKt3/2 ∥∥(N + 1)2dΓ(J)U(t)Ω∥∥ ≤ C ‖J‖ eKt3/2 ∥∥(N + 1)3U(t)Ω∥∥
≤ C ‖J‖ eKt3/2 ∥∥(N + 1)7Ω∥∥ . (4.14)
Thus, from (4.12), (4.13), and (4.14),
∣∣E1t (J)∣∣ ≤ C‖J‖eKt
3/2
N
,
which proves the desired result.
For the proof of Proposition 3.2, we take almost verbatim copy of the proof of Lemma 4.2 in [15].
To make the paper self-contained, we write it in detail below.
Proof of Proposition 3.2. Recall the definitions of R1 and R2 in the proof of Lemma 4.7. Let R =
R1 +R2 so that
R(f) = U∗(t)φ(f)U(t) − U˜∗(t)φ(f)U˜ (t).
From the parity conservation (3.13),
P2kU˜∗(t)φ(Jϕt)U˜(t)Ω = 0
for all k = 0, 1, . . .. (See Lemma 8.2 in [15] for more detail.) Thus,
∣∣E2t (J)∣∣ = dN√
N
〈
(a∗(ϕ))N√
N !
Ω,W ∗(
√
Nϕ)U˜∗(t)φ(Jϕt)U˜(t)Ω
〉
+
dN√
N
〈
(a∗(ϕ))N√
N !
Ω,W ∗(
√
Nϕ)R(Jϕt)Ω
〉
≤ dN√
N
∥∥∥∥∥
∞∑
k=1
(N + 1)− 52P2k−1W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω
∥∥∥∥∥
∥∥∥(N + 1) 52 U˜∗(t)φ(Jϕt)U˜(t)Ω∥∥∥
+
dN√
N
∥∥∥∥(N + 1)− 12W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥
∥∥∥(N + 1) 12R(Jϕt)Ω∥∥∥ (4.15)
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Let K = 12N
1/3 so that Lemmas 2.5 and 2.6 show that
∥∥∥∥∥
∞∑
k=1
(N + 1)− 52P2k−1W ∗(
√
Nϕ)
(a∗(ϕ))N√
N !
Ω
∥∥∥∥∥
2
≤
K∑
k=1
∥∥∥∥(N + 1)− 52P2k−1W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥
2
+
1
K4
∞∑
k=K
∥∥∥∥(N + 1)−1/2P2k−1W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥
2
≤
(
K∑
k=1
C
k2d2NN
)
+
C
N4/3
∥∥∥∥(N + 1)−1/2W ∗(√Nϕ) (a∗(ϕ))N√N ! Ω
∥∥∥∥ ≤ Cd2NN .
Using Lemma 4.5,∥∥∥(N + 1) 52 U˜∗(t)φ(Jϕt)U˜(t)Ω∥∥∥ ≤ CeKt3/2 ∥∥∥(N + 1) 52φ(Jϕt)U˜(t)Ω∥∥∥
≤ C‖Jϕt‖eKt3/2
∥∥∥(N + 1)3U˜(t)Ω∥∥∥ ≤ C‖J‖eKt3/2 ∥∥(N + 1)3Ω∥∥ ≤ C‖J‖eKt3/2.
For the second term in the right-hand side of (4.15), we use Lemmas 2.5 and 4.7, where we put Jϕt
in the place of f for the latter. Altogether, we have
∥∥∥(N + 1)j/2R(f)Ω∥∥∥ ≤ C‖f‖eKt3/2
N
,
which is the desired conclusion.
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