In this paper, we propose two descent alternating direction methods based on a logarithmic-quadratic proximal method for structured variational inequalities. The first method can be viewed as an extension of the method proposed by Bnouhachem and Xu (Comput. Math. Appl. 67:671-680, 2014) by performing an additional step at each iteration. The second method generates the new iterate by searching the optimal step size along a new descent direction, which can be viewed as a refinement and improvement of the first one. Under certain conditions, the global convergence of the both methods is proved.
Introduction
We consider the constrained convex programming problem with the following separate structure: B ∈ R l×m are given matrices, and b ∈ R l is a given vector.
A large number of problems can be modeled as problem (.). In practice, these classes of problems have very large size and, due to their practical importance, they have received a great deal of attention from many researchers. Various methods have been suggested to find the solution of problem (.). A popular approach is the alternating direction method (ADM) which was proposed by Gabay and Mercier [] and Gabay [] . The ADM can reduce the scale of variational inequalities by decomposing the original problem into a series of subproblems with a lower scale. To make the ADM more efficient and practical, some strategies have been studied; For further details, we refer to [-] and the references therein.
Let ∂(·) denote the sub-gradient operator of a convex function, and f (x) ∈ ∂θ  (x) and g(y) ∈ ∂θ  (y) are the sub-gradient of θ  (x) and θ  (y), respectively. By attaching a Lagrange multiplier vector λ ∈ R l to the linear constraint Ax + By = b, problem (.) can be written in terms of finding w ∈ W such that 
where H ∈ R l×l , R ∈ R n×n , and S ∈ R m×m are symmetric positive definite.
Note that the LQP method was presented originally in [] . It seems that it is easier to solve a series of systems of nonlinear equations than to solve a series of sub-variational inequalities in many cases. Later, Bnouhachem et 
via solving the following system:
where
is a positive definite (block diagonal) matrix. Take the new iterate w k+ = (x k+ , y k+ , λ k+ ) as the solution of the following system:
Each iteration of the above method contains a prediction and a correction. The predictor is obtained via solving (.)-(.) and the new iterate is computed directly by an explicit formula derived from the original LQP method. Inspired and motivated by the above research, we present two methods to solve SVI. The first one can be viewed as an extension of the method proposed in [] by performing an additional step at each iteration. The second method can be viewed as an extension of the first one by using a new descent direction which provides a significant refinement and improvement of the first one. We also study the global convergence of the both methods method under certain conditions.
Iterative methods and convergence results
In this section, we suggest and analyze two new modified logarithmic-quadratic proximal alternating direction methods for solving structured variational inequalities. The following lemma provides some basic properties of the projection onto .
Lemma . Let G be a symmetry positive definite matrix and be a nonempty closed convex subset of R l . We denote by P ,G (·) the projection under the G-norm, that is,
For convenience, we make the following standard assumptions to guarantee that the problem under consideration is solvable and the proposed methods are well defined. Then the iterative scheme of the first method is given as follows.
Algorithm .
Step . The initial step:
Step . Prediction step:
by solving the system (.a)-(.c).
Step . Convergence verification:
Step . Correction step:
by solving the following system:
Set k := k +  and go to Step . τ k is a positive scalar.
How to choose a suitable step length τ k to force convergence will be discussed later.
Theorem . [] For given w
k = (x k , y k , λ k ) ∈ R n ++ × R m ++ × R l , letw k = (x k ,ȳ k ,λ k ) be gen- erated by (.a)-(.
c). Then for any w
we have the following:
How should one choose values of τ k to ensure that w k+ (τ k ) is closer to the solution set than w k ? For this purpose, we define
On the other hand, we have
Using the identity
and (.), we obtain
Using the definition of  (τ k ), we get
The identity
Substituting (.) in (.), we get the assertion of this lemma.
Using Theorem . and Theorem ., we get
 (τ k ) measures the progress obtained in the kth iteration. It is natural to choose a step length τ k which maximizes the progress. Note that  (τ k ) is a quadratic function of τ k and it reaches its maximum at
Using (.), we have Inspired and motivated by the first method, we next propose the following new LQP alternating direction method for solving SVI.
Algorithm .
Step . The initial step: Set k = .
++ × R l by solving the system (.a)-(.c).
Step . Correction step: Set k := k +  and go to Step .
The following lemma has motivated us to choose the new descent direction as d k .
