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Abstract—In recent years, image forensics has attracted more
and more attention, and many forensic methods have been
proposed for identifying image processing operations. Up to
now, most existing methods are based on hand crafted features,
and just one specific operation is considered in their methods.
In many forensic scenarios, however, multiple classification for
various image processing operations is more practical. Besides,
it is difficult to obtain effective features by hand for some
image processing operations. In this paper, therefore, we propose
a new convolutional neural network (CNN) based method to
adaptively learn discriminative features for identifying typical
image processing operations. We carefully design the high pass
filter bank to get the image residuals of the input image, the
channel expansion layer to mix up the resulting residuals, the
pooling layers, and the activation functions employed in our
method. The extensive results show that the proposed method
can outperform the currently best method based on hand
crafted features and three related methods based on CNN for
image steganalysis and/or forensics, achieving the state-of-the-art
results. Furthermore, we provide more supplementary results to
show the rationality and robustness of the proposed model.
Index Terms—Image forensics, Image operation classification,
Convolutional neural network.
I. INTRODUCTION
W ITH the rapid development of image processing tech-nology, it is much easier to modify digital images
without leaving any perceptible artifacts than ever before.
Nowadays, the abuse of tampered images would lead to many
potential serious moral, ethical and legal problems. Therefore,
image forensics [1] has attracted increasing attention.
Usually, any image processing operation would inevitably
modify and distort some inherent statistics within original
images. Therefore, it is possible to detect resulting images via
analyzing the artifacts left by the image operation. Up to now,
most existing methods just consider only one specific image
processing operation. For example, identifying JPEG compres-
sion history [2]–[5], contrast enhancement [6], [7], resampling
[8]–[10], median filtering [11]–[14], image splicing [15]–[17],
etc. Such methods usually analyze the specific artifacts left
by the targeted operation, and then design features according
to the artifacts, and finally employ binary classification for
detection. Although promising performance can be achieved
for some targeted operations, such methods usually suffer
from poor performance for detecting other operations. For
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example, a powerful method for detecting JPEG compression
may not be suitable for detecting median filtering or Gamma
correction. Instead of targeted methods, universal method that
can identify various image processing operations is worth the
effort. Several related works have been proposed until now.
For instance, by modeling image processing operations as
steganography, Qiu et al. [18] proposed to use steganalytic
features, such as SPAM [19], SRM [20] and LBP [21], to
identify six typical image processing operations. Fan et al.
[22] adopted Gaussian mixture models to model the statistics
of images processed by different image operations. Recently,
Li et al. [23] proposed a compact universal feature set from
SRM [20] to identify 11 typical image processing operations.
The above methods are all based on hand crafted features,
meaning that a lot of efforts are required for constructing
effective features. Another novel solution is to use the con-
volutional neural network (CNN) [24] to learn discriminative
features from the data. It is well known that CNN has achieved
great success in various research fields, especially in computer
vision [25], [26]. Up to now, several CNN based methods
have been proposed for image steganalysis and forensics.
For instance, Qian et al. [27] proposed a Gaussian-Neuron
Convolutional Neural Network and achieved comparable per-
formance with SRM for image steganalysis [20]. Xu et al.
[28] proposed a CNN equipped with batch normalization [29]
for image steganalysis, and used this network in [28] as base
learners and combined ensemble strategies to improve the
performance [30]. Recently, Ye et al. [31] proposed a CNN that
adopted truncated linear unit as activation function and incor-
porated the knowledge of selection channel to achieve better
performance compared with several typical steganographic
algorithms. In image forensics, Chen et al. [32] proposed a
CNN model to detect those images median filtering. Bayar et
al. [33] developed a new convolutional layer to suppress the
image contents for detecting some typical image processing
operations, Cozzolino et al. [34] showed that a class of
residual-based descriptors in forensics can be regarded as a
simple constrained CNN. Motivated by many breakthrough
results in computer vision, the focus of image steganalysis
and forensics is gradually shifting on deep learning.
In this paper, we carefully design a new CNN based method
for detecting various typical image processing operations. In
the proposed method, we first convert the input image into
residuals to suppress the influence of image contents, and
then use a convolutional layer to increase the channel number.
After then, we employ six similar layer groups to obtain the
high level features of the input image. Finally, we feed the
resulting features into the full connect layer for classification.
2Extensive experiments have shown that the proposed method
can achieve the state-of-the-art results compared with currently
the best method based on hand crafted features [23] and three
other related CNN based methods [28], [32], [33] for image
steganalysis and/or forensics. Moreover, we have validated the
rationality and robustness of the proposed model with more
supplementary results.
The rest of the paper is organized as follows. Section II
describes the structure of the proposed network. Section III
shows the experimental results and discussions. Finally, the
concluding remarks are given in Section IV.
II. THE PROPOSED METHOD
The architecture of the proposed model is illustrated in
Fig. 1. Assume that the model input is a gray-scale image
with the size of M × M (M a multiple of 32). Based on
our previous studies [23], the artifacts introduced by various
image processing operations are easier to capture in the image
residual domain. Thus, the proposed model firstly transforms
the input image into residuals with some high pass filters. Up
to now, many high pass filters can be borrowed from the SRM
[20] that is widely used in image steganalysis and forensics.
Based on our extensive experiments, we found that the high
pass filters with the first order usually have better detection
performance than those with the second or higher orders in the
proposed model. Furthermore, we also found that the detection
performance would not increase significantly with increasing
the number of the employed filters. Considering the trade off
between the model complexity and the detection performance,
therefore, we just use the four simplest filters to capture the
adjacent pixel differences in four different directions as shown
in Fig 2, and achieve very good detection results.
And then we use an “channel expansion layer” to process
the resulting residuals and increase the channel number of
feature maps from 4 to 32 in this layer. The resulting feature
maps are then fed into six similar and typical layer groups
to obtain high level features for identifying the images after
various image processing operations. In each of the six groups,
it contains a convolutional layer and a pooling layer. The
convolutional layer aims to double the channel number, while
the pooling layer (except for the last one) tries to downsample
the feature maps by 2 along the image width and height
simultaneously. Please note that the pooling layer in the last
group is different, it downsamples the feature maps to 1 along
image width and height via the average pooling. This type of
pooling layer is known as “global average pooling”, which is
introduced some typical deep learning based works such as
[35]. Compared with other commonly used methods, such as
max pooling or average pooling, the global average pooling
can improve performance.
In the proposed model, all the convolutional layers are
equipped with the activation function TanH, which is more
suitable for the proposed network compared with other popular
activation functions such as ReLu and Sigmoid. Besides, all
the convolutional layers and pooling layers use the smallest
size kernel with a center (i.e.,3 × 3) except for the global
average pooling, since small kernel size have fewer parameters
which helps train the network faster and prevent overfitting.
Besides, based on previous study [26], the size of 3 × 3 is
the smallest one to capture the notion of left/right, up/down
and center, and the use of such small convolution filters in all
layers usually has good results for image recognition.
Please note that some comparative experiments and discus-
sions about above setups will be given in Section III-D.
III. EXPERIMENTAL RESULTS
In this section, we first describe the image dataset used
in our experiments and the detail setups of the proposed
model, and then present extensive experiments to show the
effectiveness of the proposed model.
A. Image Dataset
In our experiments, we firstly collect 40,000 images in raw
format from different cameras, and transform them into gray-
scale with the size of 512 × 512 as original images. Eleven
typical image processing operations are considered, includ-
ing Gamma correction (GC), Histogram equalization (HE),
Unsharp masking sharpening (UM), Mean filtering (MeanF),
Gaussian filtering (GF), Median filtering (MedF), Wiener filter
(WF), Scaling (Sca), Rotation (Rot), JPEG and JPEG 2000
(JP2). As it did in [23], these operations are performed on each
original image with a random parameter selected in Table I.
In all, therefore, we obtain 12 classes (including original one)
of images, each of which contains 40,000 images. In each
experiment, we firstly divide the original images into training
data set (26,000 images), validation data set (4,000 images)
and testing data set (10,000 images), and then select the
corresponding images after some image processing operations
as corresponding data set for binary and multiple classification.
In our experiments, we randomly divide the training, validation
and testing data three times and report the average results in
the following sections.
B. Implementation Details
We implemented the proposed CNN based model using
tensorflow [36]. Instead of the typical vanilla SGD, we em-
ployed Nesterov Momentum [37] to train our network since it
learnt faster and performed better based on our experiments.
In the experiments, the momentum was set as 0.9, and L2
regularization was used. The corresponding weight decay
was 0.0005. We initialized all the weights using Gaussian
distribution with 0 mean and standard deviation 0.01, and
initialized all the biases with 0. In the training stage, the batch
size was 64. We shuffled the training set between epochs.
Besides, step decay of learning rate was used in our method.
We gradually reduced the learning rate during training. We
divided the learning rate by 10 when the validation accuracy
stopped improving, and we stop the training after reducing
the learning rate three times. For the proposed network, the
initialization of learning rate is 0.01. In our experiments, it
decreased at iterations 60,000, 100,000 and finally stopped at
iterations 120,000. Please note that the schedule configuration
of learning rate is different for different networks. To achieve
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Fig. 1. The architecture of the proposed model.
TABLE I
THE PARAMETERS OF IMAGE PROCESSING OPERATIONS USED IN THE EXPERIMENTS
Operation type Parameters
Gamma correction(GC) γ: 0.5, 0.6, 0.7, 0.8, 0.9, 1.2, 1.4, 1.6, 1.8, 2.0
Histogram equalization(HE) n/a
Unsharp masking sharpening(UM) σ: 0.5− 1.5; λ: 0.5− 1.5
Mean filtering(MeanF) window size: 3× 3, 5× 5, 7× 7
Gaussian filtering(GF) window size: 3× 3, 5× 5, 7× 7; σ: 0.8 - 1.6
Median filtering(MedF) window size: 3× 3, 5× 5, 7× 7
Wiener filtering(WF) window size: 3× 3, 5× 5, 7× 7
Scale(Sca)
up-sampling: 1, 3, 5, 10, 20, 30, 40, 50, 60, 70, 80, 90 (%)
down-sampling: 1, 3, 5, 10, 15, 20, 25, 30, 35, 40, 45 (%)
Rotation(Rot) degree: 1, 3, 5, 10, 15, 20, 25, 30, 35, 40, 45 (◦)
JPEG quality factor: 75− 99
JPEG 2000(JP2) compression ratio: 2.0− 8.0
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Fig. 2. Four high pass filters used in the proposed model.
good performance, we used similar rules as mentioned above
to reduce the learning rate for other networks in the experi-
ments. Some detailed settings are not given here.
C. Comparison with Existing Works
In this subsection, we compare the proposed method with
some related works, including the current best method based
on handcrafted features [23], and three other CNN based
methods including Chen’s method [32], Bayar’s method [33]
and Xu’s method [28]. Please note that Xu’s method [28] is
originally designed for image steganalysis. However, based
on our previous analysis [18], we found that some modern
steganlytic features/models are very effective for identifying
some image forensics applications. Recently, the work [38]
employs the transfer learning and the CNN architecture in [28]
for image processing operations classification, and show that
both methods [38] and [28] have good and similar detection
results. In this paper, we also include Xu’s method [28] for
comparative study.
For a fair comparison, the size of input image should be
the same for all methods. Thus we have to slightly modify
the corresponding input layer and the layer that aggregates
the output feature maps of convolutional layers due to the
image size and/or the memory limitation, while preserve other
layers as they are for other CNN based methods. In addition,
we improve the Bayar’s method [33] via just enforcing the
constraint once the CNN weights are initialized other than
enforcing the constraint in each iteration, and obtain much
better detection results based on our experiments. In the
following, binary classification and multi-class classification
4have been evaluated respectively.
1) Binary Classification: In this experiment, we try to
identify whether a given image is original or modified by
a certain image processing operation. The average detection
results are shown in Table II. From Table II, we can observe
that all the methods can obtain satisfactory results (larger than
91%) for all image processing operations except for Gamma
correction. Overall, the proposed CNN based method usually
works better than the existing CNN based works (i.e. [32], [33]
and [28]), especially for identifying the operations of GC, UM
and Sca. For instance, we obtain 96.4% detection accuracy for
the GC, while less than 80% for the other CNN based works.
For the current best work [23], we can obtain similar results
for all image processing operations. On average, the proposed
CNN based method outperforms the work [23] slightly for the
binary classification (around 0.5% improvement), please refer
to the final column of Table II.
2) Multiple Classification: In many forensic scenes, multi-
ple classification is more practical and more difficult compared
with binary classification. In this experiment, we try to identify
11 typical operations shown in Table I. The average confusion
matrices for the proposed method, Li’s method [23] and
Chen’s method [32] are shown in Table III, Table IV and
Table V respectively. From Table III, we can observe that
the proposed method can effectively identify most image
processing operations with a high detection accuracy. All
values along the diagonal line of the confusion matrix are
larger than 95%, and almost all values located at non-diagonal
line (i.e. false detection rates) are less than 1%. The false
detection rates are relatively larger for the GC and Sca, which
is consistent with the results for binary classification shown
in Table II. From Table IV, however, it is observed that
the detection performance using the method [23] will drop
a lot. Taking the first column of the Table IV for instance,
more images after the GC, UM, Sca, Rot and JPEG are
falsely predicted as original ones. The detection performance
becomes even poorer with the Method [32], refer to Table V
for details. Due to the page limitation, we will not give the
confusion matrix of Bayar’s method [33] and Xu’s method [28]
here. Instead, we show the average results along the diagonal
values of the corresponding confusion matrices for the five
methods in Table VI. From Table VI, we can observe that the
proposed CNN based method outperforms the other works,
and improves the current best work [23] over 2%, which is
a significant improvement on multiple classification about 11
image processing operations.
D. Validation of the Designs of Model Architecture
In this subsection, we try to present some experimental
results to further validate the rationality of the proposed model.
As illustrated in Fig. 3, three parts of the proposed model
have been considered, including the high pass filter bank, the
“channel expansion layer” and the last pooling layer. Besides,
we also consider the activation functions used in the proposed
structure. The corresponding results for multiple classification
and analysis are shown in the four following subsections.
Fig. 3. The network components related to each experiment in the Subsection
III-D.
Fig. 4. Comparison of different settings in the High Pass Filter Bank
1) About the High Pass Filter Bank: As described in
Section II, we use four fixed high pass filters to get the image
residuals of the input images. Some related works, such as [31]
and [39], usually use some high pass filters to initialize the first
convolutional layer in their models, and make the weights of
the filters trainable. In this experiment, therefore, we consider
the four different cases about the High Pass Filter Bank, in-
cluding using the fixed four filters (denoted as “untrainable”),
using the four filters for initialization (“trainable”), using the
same size of filters with random initialization (“random”) and
removing the high pass filter bank (“no high pass”, namely
just copying the input image in the four channels).
The experimental results are shown in Fig. 4. From Fig.4,
we can observe that the proposed method (i.e. using fixed
high pass filters) can achieve the best performance. Using the
trainable high pass filter bank can achieve similar detection
accuracy with ours when the number of iteration is large.
However, the detection accuracy seems unstable during the
early stage of the training. Replacing the high pass filter
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DETECTION ACCURACY (%) FOR DIFFERENT IMAGE PROCESSING OPERATIONS. THE BEST ACCURACY FOR EACH OPERATION IS HIGHLIGHTED AND
LABELED WITH AN ASTERISK (*).
GC HE UM MeanF GF MedF WF Sca Rot JPEG JP2 Average
The proposed method 96.40* 99.88 99.17* 99.94 99.96 99.96 99.92 97.39* 99.19* 99.72* 99.75 99.21*
Li’s Method [23] 94.28 99.90* 97.06 99.97* 99.98* 99.99* 99.96* 96.21 99.04 98.79 99.82* 98.64
Chen’s Method [32] 79.16 98.48 96.52 99.85 99.84 99.83 99.89 93.37 98.26 98.54 99.07 96.62
Bayar’s Method [33] 64.48 98.15 91.71 99.83 99.86 99.23 99.69 93.99 97.34 97.96 98.26 94.59
Xu’s Method [28] 76.03 97.61 94.87 99.92 99.89 99.89 99.77 95.11 98.59 98.97 99.68 96.39
TABLE III
CONFUSION MATRIX FOR IDENTIFYING IMAGE PROCESSING OPERATIONS USING THE PROPOSED METHOD. THE ASTERISK “*” HERE MEANS THAT THE
CORRESPONDING VALUE IS LESS THAN 1%.
Actual/Predicted Orig GC HE UM MeanF GF MedF WF Sca Rot JPEG JP2
Orig 97.48 1.36 * * * * * * * * * *
GC 3.99 95.13 * * * * * * * * * *
HE * * 99.33 * * * * * * * * *
UM * * * 98.57 * * * * * * * *
MeanF * * * * 99.12 * * * * * * *
GF * * * * * 99.36 * * * * * *
MedF * * * * * * 99.80 * * * * *
WF * * * * * * * 99.31 * * * *
Sca 1.45 * * * * * * * 98.30 * * *
Rot * * * * * * * * * 99.85 * *
JPEG * * * * * * * * * * 99.18 *
JP2 * * * * * * * * * * * 99.53
TABLE IV
CONFUSION MATRIX FOR IDENTIFYING IMAGE PROCESSING OPERATIONS USING LI’S METHOD [23]. THE ASTERISK “*” HERE MEANS THAT THE
CORRESPONDING VALUE IS LESS THAN 1%.
Actual/Predicted Orig GC HE UM MeanF GF MedF WF Sca Rot JPEG JP2
Orig 92.46 3.28 * 1.67 * * * * 1.66 * * *
GC 7.45 89.42 1.70 * * * * * * * * *
HE * 1.57 98.38 * * * * * * * * *
UM 1.86 * * 97.14 * * * * * * * *
MeanF * * * * 96.59 2.40 * * * * * *
GF * * * * 1.80 98.02 * * * * * *
MedF * * * * * * 99.80 * * * * *
WF * * * * 1.15 * * 98.14 * * * *
Sca 4.87 * * * * * * * 92.87 1.51 * *
Rot 1.30 * * * * * * * 2.65 95.77 * *
JPEG 1.79 * * * * * * * * * 97.64 *
JP2 * * * * * * * * * * * 99.50
TABLE V
CONFUSION MATRIX FOR IDENTIFYING IMAGE PROCESSING OPERATIONS USING CHEN’S METHOD [32]. THE ASTERISK “*” HERE MEANS THAT THE
CORRESPONDING VALUE IS LESS THAN 1%.
Actual/Predicted Orig GC HE UM MeanF GF MedF WF Sca Rot JPEG JP2
Orig 81.68 11.63 * 2.15 * * * * 2.11 1.25 * *
GC 30.84 58.99 3.21 3.82 * * * * 1.13 1.26 * *
HE * 2.72 95.62 * * * * * * * * *
UM 2.80 3.77 1.28 91.76 * * * * * * * *
MeanF * * * * 97.16 2.48 * * * * * *
GF * * * * 2.85 96.97 * * * * * *
MedF * * * * * * 99.14 * * * * *
WF * * * * 1.58 * * 97.37 * * * *
Sca 6.39 1.73 * * * * * * 88.27 2.17 * *
Rot * * * * * * * * 1.27 97.30 * *
JPEG 1.23 * * * * * * * * * 96.90 *
JP2 * * * * * * * * * * * 97.17
TABLE VI
AVERAGE RESULTS (%) ALONG THE DIAGONAL LINE OF THE CORRESPONDING CONFUSION MATRIX. THE BEST ACCURACY AMONG THE FIVE METHODS
IS HIGHLIGHTED AND LABELED WITH AN ASTERISK (*).
Method The proposed Method Li’s Method [23] Chen’s Method [32] Bayar’s Method [33] Xu’s Method [28]
Accuracy 98.75* 96.31 91.53 87.22 85.92
6Fig. 5. Comparison of the Channel Expansion layer.
Fig. 6. Comparison of different last pooling layer.
bank with random initialized convolutional layer shows poor
performance (lower than 90%). In addition, its performance
seems unstable during the whole training stage. Removing
the high pass filter has the lowest accuracy among all the
approaches and it converges much slower than others.
2) About the Channel Expansion Layer: The channel ex-
pansion layer, the convolutional layer right after the high
pass filter bank, aims to mix up the residuals produced by
the high pass filter bank and increase the channel number.
We try to use this layer to combine the information of
different residuals and provide more input features for the
six subsequent layer groups. In this experiment, we show the
detection performance if removing this layer. The experimental
results are shown in Fig. 5. From Fig. 5, we can observe that
the channel expansion layer can slightly improve the detection
performance. In addition, we try to add a pooling layer after
the channel expansion layer, making the network has 7 similar
groups of layers. Our experiments show that this leads to a
worse performance.
3) About the Last Pooling Layer: Pooling layer is a impor-
tant component of CNN. Usually, CNNs adopt pooling with
stride 2 to downsample input feature maps. Most CNN based
methods in image forensics and steganalysis such as [27],
[32], [33] simply use this type of pooling layer throughout
Fig. 7. Comparison of Different Activation Functions.
the whole network. Only a few works such as [28] use global
average pooling (GAP) in the last pooling layer. Different
from conventional pooling layer, GAP aims to reduce the input
feature maps to size of 1 × 1. In our method, we also adopt
GAP in the last pooling layer.
In this experiment, we evaluate different pooling methods
in the last pooling layer, including max pooling with stride 2,
average pooling layer with stride 2, and GAP. The comparative
results are shown in Fig. 6. From Fig. 6, the GAP works better
than the two other methods, while the common max pooling
has the worst performance.
Although average pooling outperform max pooling in the
last pooling layer, it does not mean that using average pooling
instead of max pooling in the whole network will always
has better performance. In fact, according to our experiments,
replacing all the max pooling in the network with average
pooling will make the training stuck from beginning.
4) About the Activation Functions: Activation function is
another important issue in CNN, and the commonly used
activation functions includes Sigmoid, TanH and ReLu [40].
In this experiment, we evaluate the proposed model with the
three activation functions. The experimental results are shown
in Fig. 7. Please note that we do not show the results of
the Sigmoid function in this figure, since using the Sigmoid
will stall the learning at the beginning, which means that the
Sigmoid function is useless in the proposed model. From Fig.
7, we can observe that TanH performs better and more stable
than ReLu.
It is well known that ReLu usually produces sparser features
compared with TanH. In many tasks in computer vision, the
key features [41] to distinguish different classes of objects tend
to be prominent. Therefore, ReLu usually works better than
TanH in these cases. However, the investigated forensic prob-
lem is quite different, since any image processing operation
will introduce artifacts into the whole image rather than the
local region within an image. Thus, it is expected that TanH
should be better than ReLu, which fits our experimental results
very well.
7TABLE VII
THE AVERAGE CLASSIFICATION ACCURACIES(%) FOR DIFFERENT IMAGE
SIZES. THE BEST ACCURACY AMONG THE FIVE METHODS IS
HIGHLIGHTED AND LABELED WITH AN ASTERISK (*).
Image size 256 128 64 32
The proposed method 98.75* 96.48* 91.33* 81.46*
Li’s method [23] 96.31 92.39 86.08 75.40
Chen’s method [32] 91.53 85.48 75.24 58.75
Bayar’s method [33] 87.22 80.34 69.31 48.75
Xu’s method [28] 85.92 80.01 69.54 57.07
TABLE VIII
THE AVERAGE CLASSIFICATION ACCURACIES(%) FOR DIFFERENT IMAGE
SIZES ON THE BOSSBASE.
Image size 256 128 64 32
The proposed method 98.14 95.77 90.34 80.58
E. Robustness Analysis
In this subsection, two other experiments have been consid-
ered, including evaluating the performances of the proposed
model for smaller images and evaluating the pre-trained model
on different data source. The details are as follows.
1) Evaluation on Different Image Sizes: In this experiment,
we first crop the center part of the images used previously
with three different sizes, including 128 × 128, 64 × 64 and
32×32 respectively. The classification accuracies for different
images sizes are shown in Table VII. From Table VII, we
can observe that the performance of the five methods drops
with decreasing the image size due to insufficient statistics.
However, the proposed model always outperforms the others,
and the improvement seems larger when the image size is
small. For instance, when the image size is 32 × 32, the
proposed method still obtains over 81% average detection
results, while the Li’ method becomes 75.40% and the three
other CNN based methods become less than 59%.
2) Evaluation on Different Image Sources: In this ex-
periment, we evaluate the proposed model on other testing
image source. To this end, we firstly collect 10,000 images
from BOSSbase 1.01 [42], and then we used the pre-trained
model with the image set as mentioned in III-A to test the
images from BOSSbase. The experimental results for multiple
classification are shown in the Table VIII. From Table VIII,
we can observe that the accuracies drop slightly (less than 1%
for all cases) compared with those results shown in Table VII,
which means that the generalization of the proposed model
for image processing operation classification is very good.
IV. CONCLUSION
In this paper, we proposed a new CNN based method to
identify eleven typical image processing operations. The main
contributions of this paper are as follows:
• Considering the property of the investigated forensic
problem, we carefully design the architecture of the CNN
based model, and provide extensive comparative results
to show that the proposed method can achieve state-of-
the-art results.
• To validate of the proposed model, we analyze the
influence of different designs in our model, including the
high pass filter bank, channel expansion layer, the last
pooling layer and the activation functions. Besides, we
provide some experimental results to show the robustness
of our model.
In the future, we will extend our work to identify other
image processing operations, such as anti-forensics operations.
Furthermore, the robustness against lossy JPEG compression
will be considered.
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