Abstract. Tourism data mining is the process of abstracting data relations from a huge number of tourism data. It can discover the implicit knowledge and rules which hidden in data. The discovery of the semantic relation between tourism words is the important content in tourism data mining. The classical similar words calculation model skip-gram in natural language processing area is introduced in the paper. The part of speech is not considered in skip-gram so when the similar words located closely in a sentence the model cannot identify them accurately. So we provide the model of skip-gram with Chinese Part of Speech-POS-skip-gram. With the help of this model and the tourism data from elong and ctrip website, we have established the semantic relations map of tourism words. The map can be the basis of tourism data mining.
Introduction
The computation of similar words in the field of computer can be used to mine the semantic relationship between words in an application field. At present, there are two main methods for calculating similar words: dictionary-based method and statistics-based method. For the dictionary-based method, in the calculation of Chinese similar words, synonym word forest [1] and Hownet [2] can be used to obtain synonyms of target words. The dictionary-based method has the characteristics of high accuracy, but with the increase of network information, the network new words, slang, code names, proper nouns and other increasing, the word meaning of the vocabulary is also constantly enriched, thesaurus method has the disadvantages of slow update and limited word quantity. The statistical method calculates the similarity between words by counting the number of co-occurrence of each word and other words. With the enrichment of the statistical corpus, this method can obtain better and better results, which is especially suitable for the expanding needs of network vocabulary and the statistical results between words in the application field. Based on the statistical method, the word is transformed into a vector, and then the similarity between the two vectors is used to determine whether the two words are synonyms. CBOW [3] and Skip-gram [4] [5] are classical neural network probabilistic language models. Skip-gram is n words based on the current word prediction context, and both CBOW and Skip-gram are used to calculate similar words.
Skip -gram Model
Skip-Gram model is based on the current word to predict the context of the word n words. N is a constant that determines the size of the context window. Skip-Gram model has three layers: input layer, projection layer and output layer, in which the input layer is the current word, the projection layer generates the word vector space, and the output layer is the context vocabulary of the current word.
In order to further improve the calculation accuracy of similar words, the structure of a language model of Skip-gram with grammatical information-Pos-skip-gram [6] is shown in figure 1 . The model is adjusted as input layer, filter layer, part of speech tagging layer, projection layer and output layer. 
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Calculation of Similar Words Based on Pos-skip-gram Language Model
The higher-dimensional space word vectors generated by the pos-skip-gram language model contain certain semantic relations. In addition, this section also introduces the analysis of Chinese grammatical relations, so that the conditions of grammatical relations are added to the distance calculation of word vectors. Therefore, in the calculation of vector space, cosine similarity is used as the calculation method, such as formula (5), and grammatical relation is used as the calculation criterion to calculate the similarity of word vectors, and TopN method is used to extract the optimal solution.
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TopN algorithm is one of the classical algorithms for selecting the best, and the TopN optimal terms are obtained through ranking as results [8] . In this paper, TopN is used in the calculation of similar words, and the first N words are selected as the result set after the whole word vector space is traversed and calculated by combining cosine similarity and part of speech information.
The Semantics of Tourism Vocabulary Calculated by Pos-skip-gram Model
The experimental data used in this paper is elong, ctrip travel corpus. ICTCLAS/NLPIR word segmentation tool of Chinese academy of sciences is used to conduct word segmentation and part-of-speech tagging [9] [10]. The size of the corpus is 2GB. Part of the trained word set is shown in Figure 2 . 
Summary
The mining and representation of the semantic relationship of tourism words is an important part of tourism data mining. By acquiring the semantic relationship between words, we can mine the internal connection of data, conduct more effective and intelligent management and retrieval of information, and develop better tourism planning and services.
