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Abstract. This paper addresses the problem of estimating
range-varying parameters of the height-dependent refractiv-
ity over the sea surface from radar sea clutter. In the forward
simulation, the split-step Fourier parabolic equation (PE) is
used to compute the radar clutter power in the complex re-
fractiveenvironments.MakinguseoftheinherentMarkovian
structure of the split-step Fourier PE solution, the refractivity
from clutter (RFC) problem is formulated within a nonlinear
recursive Bayesian state estimation framework. Particle ﬁl-
ter (PF), which is a technique for implementing a recursive
Bayesian ﬁlter by Monte Carlo simulations, is used to track
range-varying characteristics of the refractivity proﬁles. Ba-
sic ideas of employing PF to solve RFC problem are intro-
duced. Both simulation and real data results are presented to
conﬁrm the feasibility of PF-RFC performances.
1 Introduction
The refractive environment is generally characterized by the
refractivity proﬁle (N-proﬁle) or the modiﬁed refractivity
proﬁle (M-proﬁle), and there are many techniques that mea-
sure or predict the tropospheric index of refraction. Conven-
tional methods of the refractive index measurement consist-
ing of detecting height dependence of temperature, pressure
and humidity performed by radiosondes, microwave refrac-
tometers, or rocketsondes have some drawbacks, such as ex-
pensive and/or difﬁcult deployment. Moreover, these mea-
surements tend to provide estimations of refractivity versus
height only at a single range (Halvey, 1983; Weckwerth et
al., 2005; Yan et al., 2006; Yu et al., 2009; Cheng et al.,
2012). Therefore, it is necessary to develop more sophisti-
cated methods for refractivity detection.
Richter (1969) has pointed out that the temporal and spa-
tial variations of radar echoes are related to the temporal
and spatial variations in the layers of the refractivity proﬁle,
which motivates the research of atmospheric refractivity es-
timation from radar clutter returns, i.e. refractivity from clut-
ter (RFC). More investigations concerning the phenomenol-
ogy of sea clutter returns from extended ranges associated
with ducting conditions have been discussed in the work of
Gossard and Strauch (1983). The idea of RFC is to extract
the refractive information contained in the sea surface clut-
ter, as well as ground echoes (Park and Fabry, 2011). The
advantages of RFC are that it can provide a synoptic char-
acterization of the duct over the spatial extent of the radar
and it overcomes the necessity of additional hardware or ex-
tra meteorological/electromagnetic measurements (Vasude-
van et al., 2007). In addition, the results of RFC can be used
to estimate moisture ﬁelds with high temporal and spatial
resolution with application in understanding thunderstorm
initiation (Weckwerth et al., 2005).
RFC is a complex inverse problem because the relation-
ship between refractivity parameters and radar sea clutter is
clearly nonlinear and ill-posed. It is difﬁcult to get analytical
solutions according to current theories, and global optimiza-
tion method might be a good choice to get approximate solu-
tions (Wang et al., 2009). In the last decade, many advances
have been made in remotely sensing refractivity parameters
from radar sea clutter. In order to simplify the computation,
most of these works treat the refractive environment horizon-
tally homogeneous (Rogers et al., 2000; Barrios, 2004; Kraut
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et al., 2004; Yardim et al., 2006, 2009; Douvenot et al., 2008;
Huang et al., 2009; Wang et al., 2009; Zhao et al., 2011; Zhao
and Huang, 2011, 2012). Although the spatial change of tro-
pospheric refractivity is larger with height than with range
and generally the horizontal homogeneity assumptions of the
refractive environments are demonstrated to be reasonable
(Hitney et al., 1985; Goldhirsh and Dockery, 1998), the envi-
ronment can change drastically at air/mass boundaries asso-
ciated with wave clones and land/ocean interfaces (Barrios,
1992). Therefore, some studies for range-varying estimations
have also been investigated.
Gerstoft et al. (2003a, b) proposed the usage of the ge-
netic algorithm (GA) to perform global refractivity estima-
tion. In their work, the authors presented a method to model
both the range- and the height-dependent refractive environ-
ment using a total of 11 parameters (5 parameters describe
vertical structure and 6 parameters describe horizontal vari-
ations). Although GA does well in estimating the maximum
a posteriori (MAP) solution, it gives poor results in calculat-
ing the multi-dimensional integrals required to obtain means,
variances and underlying probability distribution functions
of the estimated parameters. Accurate distributions can be
obtained using MCMC (Markov chain Monte Carlo) sam-
plers, such as the Metropolis-Hastings and Gibbs sampling
algorithms (Yardim et al., 2007). The drawback of MCMC
is that it requires a large number of samples and becomes
impractical with increasing number of unknowns. Vasude-
van et al. (2007) exploited the inherent Markovian structure
of the split-step Fourier PE solution and showed how recur-
sive Bayesian estimation when combined with forward and
Viterbi algorithms can be used to solve the problem of es-
timating RFC in a sequential manner. Through establishing
many pre-computed, modeled radar clutter returns for dif-
ferent environments in a database, Douvenot et al. (2010)
inverted real-time proﬁles based on ﬁnding the optimal en-
vironment from the database.
Recent developments have demonstrated that particle ﬁl-
ter (PF) is an emerging and powerful methodology for se-
quential signal processing with a wide range of applications
in science and engineering (Arulampalam et al., 2002; Lee
and Chia, 2002; Djuric et al., 2003; Hlinomaz and Hong,
2009). Based on the concept of sequential importance sam-
pling and the use of Bayesian theory, PF is particularly useful
in dealing with nonlinear and non-Gaussian problems. The
underlying principle of the methodology is the approxima-
tion of relevant distributions with random measures com-
posed of particles and their associated weights. Yardim et
al. (2008) have used PF to track temporal and spatial change
ofrefractivityproﬁlefromradarseaclutter,mainlyforrange-
independent case. In their work, the observations were as-
sumed to be collected at different time point, each time
they could obtain an integral observed data. Different from
Yardim’s work, in this paper, PF is extended to range-varying
refractivity estimations from just radar observations. The re-
minder of this paper is organized as follows. In Sect. 2, the
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Fig. 1. The sketch map of trilinear proﬁle and bilinear proﬁle.
state-space model including state evolution equation and ob-
servation equation is introduced. The fundamentals of PF-
RFC algorithm are described in Sect. 3. Section 4 shows
theperformancesofPF-RFCestimations,includingideaduct
model simulations and real data results.
2 State-space model
2.1 Atmospheric duct model
In the marine environment, there exist three types of at-
mospheric ducts: the evaporation duct, surface-based duct,
and elevated duct. For the purposes of propagation studies,
several parameterized duct models are used to present the
height-dependent duct structures, in which trilinear proﬁle
(see Fig. 1) is quite versatile in its ability to include refrac-
tivity representations of the commonly atmospheric ducts
(Rogers, 1996).
As described in Fig. 1, trilinear proﬁle can be represented
by four parameters, i.e. base height zb, thickness zt, M-deﬁcit
Md, and slope of refractivity in the lower layer c. The modi-
ﬁed refractivity M for the trilinear proﬁle can be determined
at any height z by the relationship:
M(z) = M0 +



cz, for z ≤ zb
czb − Md
zt (z−zb), for zb < z ≤ zb +zt
czb −Md +0.118(z−zb −zt), for z > zb +zt
(1)
where M0 is the modiﬁed refractivity at the sea surface usu-
ally taken as 330M-units. When the value of base height
reduces to zero, trilinear proﬁle will end up with a bilinear
proﬁle, which means that the bottom of the duct touches the
ground.
Let x be the state vector of refractivity parameters. Then,
for trilinear proﬁle model, x = [zb,zt,Md,c]T. Since the in-
dex of refraction is a function of physical quantities such as
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pressure, temperature and humidity, it is reasonably assumed
that the parameters of the refractivity do not undergo dras-
tic changes over small range intervals. Moreover, the corre-
lation of the refractive process suggests characterizing the
relationship between the parameters from one range step to
another by a Markov process (Vasudevan et al., 2007). Thus,
the evolution of the refractivity parameters over range can be
expressed as
xk+1 = 0(xk)+wk (2)
where 0(·) is the system transition function and wk mod-
els the uncertainty in the variations of refractivity parameters
over range. Generally, it is assumed to be a zero mean, white
Gaussian sequence with covariance matrix Qk, and is inde-
pendent of past and current states.
2.2 Measurement equation
Before performing RFC estimations, a forward simulation of
the received radar sea clutter power Pc has to be computed.
In the absence of receiver noise, the received signal power
from the clutter can be modeled as a function of the one-way
propagation loss Lloss in decibels (Gerstoft et al., 2003a):
Pc(rk,xk) = −2Lloss(rk,z0,xk)+10log10(rk)+C, (3)
where rk is the propagation range, z0 is the height of
sea surface level, xk is the refractivity parameter vector
at range rk, and C is a constant that includes wavelength,
radar cross-section (RCS), transmitter power, antenna gain,
etc. In Eq. (3), propagation loss Lloss can be computed as
(Barrios, 1991)
Lloss(rk,z) = −10log10
 
λ2|u(rk,z)|2
(4π)2rk
!
(4)
where λ is the wavelength, and u is the electric ﬁeld that
can be computed numerically using the split-step Fourier PE
method (Kuttler and Dockery, 1991; Barrios, 1992):
u(rk+1,z) =
exp
h
ik0δrM(rk,z)10−6
i
F−1
(
exp
"
i
p2δr
2k0
#
F {u(rk,z)}
)
(5)
where k0 is the free space wave number, δr is the range
increment, deﬁned by δr = rk+1 −rk. M(rk,z) is the mod-
iﬁed refractivity at range rk and height z, which can be
determined by the state vector xk (see Eq. (1)). F {·} and
F−1{·}, respectively, are the Fourier transform and inverse
Fourier transform operator, and p is the Fourier transform
variable. Detailed description of the split-step Fourier PE
solution has been given in the works completed by Kuttler
and Dockery (1991).
From Eq. (5), it is clear that if the electric ﬁeld at range
rk is known, the ﬁeld at the next range rk+1 is only deter-
mined by the state vector xk, which formulates a Markovian
structure. If the initial ﬁeld u(r0,z) at the transmitter range
r0 = 0 is known, recurring to the recursive relationship given
in Eq. (5), the ﬁeld at range rk+1 is a function of all the re-
fractivity parameters up to range rk+1. Thus, we must begin
with an initial ﬁeld u(r0,z) in order to propagate the ﬁeld
forward. Initial ﬁeld is a function of radar system parame-
ters. For a detailed computation, refer to Barrios (1991).
Let y be the measurement vector, H(·) be the measure-
ment function, and v be the measurement noise. Then, the
noisy measurements related to the state vector can be ex-
pressed as
yk = H(xk)+vk (6)
where the measurement function H(·) is determined by
Eqs. (3)–(5). vk is another zero mean, white Gaussian se-
quence with covariance matrix Rk, and it is independent of
past and present states and the process noise.
3 Particle ﬁlter
According to Eqs. (2) and (6), the RFC problem has been
modeled as a nonlinear continuous state-space estimation
problem:

xk = 0(xk−1)+wk−1
yk = H(xk)+vk
(7)
The objective now is to estimate the state vector xk from the
measurement vector yk.
The method that has been investigated most and that has
been frequently applied in practice to the state-space estima-
tion is the Kalman ﬁlter (KF) (Anderson and Moore, 1979).
KF is optimal in the important case when the equations are
linear and the noises are independent and Gaussian. In this
situation, the distributions of interest (ﬁltering, predictive,
or smoothing) are also Gaussian and the KF can compute
them exactly without approximations. For scenarios where
the models are nonlinear or the noise is non-Gaussian, vari-
ous approximate methods have been proposed of which the
extended Kalman ﬁlter (EKF) is perhaps the most prominent
of all. EKF is based on linearizing the state and/or measure-
ment equations using Taylor’s series expansions. In RFC es-
timation, using EKF is problematic because the refractivity
parameters of interest appear in the complex exponential in
Eq. (5) which when linearized leads to instability of EKF and
very poor estimates of refractivity parameters (Sheng, 2011).
Recently, particle ﬁlter (PF) method has become an impor-
tant alternative to EKF. With PF, continuous distributions are
approximated by discrete random measures, which are com-
posed of weighted particles, where the particles are samples
of the unknown states from the state space, and the parti-
cle weights are probability masses computed by Bayes’ the-
ory. The advantage of PF over other ﬁltering methods is in
that the exploited approximation does not involve lineariza-
tion around current estimates but rather approximations in
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the representation of the desired distributions by discrete ran-
dom measures (Djuric et al., 2003). There are many different
variants of PF such as sequential importance resampling par-
ticle ﬁlter (SIRPF), regularized particle ﬁlter (RPF), Gaus-
sian particle ﬁlter (GPF), and auxiliary particle ﬁlter (APF).
The SIRPF is used throughout this work.
In order to develop the details of the algorithm, let

xi
0:k,wi
k
	Np
i=1 denote a cloud of Np particles to approximate
the estimate of the posterior probability density function
(PDF) p(x0:k|y1:k), where

xi
0:k,i = 0,··· ,Np
	
is a set of
support points with associated weights

wi
k,i = 0,··· ,Np
	
and x0:k =

xj,j = 0,··· ,k
	
is the set of all states up to
time k. The weights are normalized such that
P
i wi
k = 1.
Then, the posterior PDF at time k can be approximated as
p(x0:k|y1:k) ≈
XNp
i=1wi
kδ(x0:k −xi
0:k). (8)
Onethereforehasadiscreteweightedapproximationtothe
true posterior PDF. The weights are chosen using the princi-
ple of importance sampling (Doucet, 1998). This principle
relies on the following.
Sometimes, it is difﬁcult or impossible to directly sam-
ple from the posterior PDF p(x0:k|y1:k). Then, a new den-
sity π(x) that can be evaluated and that is chosen to satisfy
p(x) ∝ π(x) is deﬁned. Additionally, let xi ∼ q(x), i =
1,··· ,Np be samples that are easily generated from a pro-
posal q(·), which is referred to as the importance density.
The weights of each normalized particle are then
deﬁned as
wi
k ∝
π(xi)
q(xi)
. (9)
Since p(x) ∝ π(x), the normalized particle weights can
also be obtained via
wi
k ∝
p(xi
0:k|y1:k)
q(xi
0:k|y1:k)
. (10)
The importance density is chosen to factorize such that
q(x0:k|y1:k) = q(xk|x0:k−1,y1:k)q(x0:k−1|y1:k−1). (11)
Then, one can obtain samples xi
0:k ∼ q(x0:k|y1:k)
by augmenting each of the existing samples xi
0:k−1 ∼
q(x0:k−1|y1:k−1) with the new state xi
k ∼ q(xk|x0:k−1,y1:k).
To derive the weight update equation, p(x0:k|y1:k) is
expressed as
p(x0:k|y1:k) =
p(yk|xk)p(xk|xk−1)
p(yk|y1:k−1) p(x0:k−1|y1:k−1)
∝ p(yk|xk)p(xk|xk−1)p(x0:k−1|y1:k−1)
. (12)
By substituting Eqs. (11) and (12) into Eq. (10), the weight
update equation can then be shown to be
wi
k ∝
p(yk|xi
k)p(xi
k|xi
k−1)p(xi
0:k−1|y1:k−1)
q(xi
k|xi
0:k−1,y1:k)q(xi
0:k−1|y1:k−1)
= wi
k−1
p(yk|xi
k)p(xi
k|xi
k−1)
q(xi
k|xi
0:k−1,y1:k.)
(13)
If the importance density describes a Markovian process,
then the importance density becomes only dependent on the
previous state xk−1 and the current measurement yk. In this
case, Eq. (13) can be expressed as
wi
k ∝ wi
k−1
p(yk|xi
k)p(xi
k|xi
k−1)
q(xi
k|xi
k−1,yk)
. (14)
A key issue in PF is choosing an appropriate importance
density. Generally, it is often convenient to choose the impor-
tance density to be the prior state density p(xi
k|xi
k−1). This
handling way is adopted in SIRPF. When the prior is used,
the weight update equation can be expressed as
wi
k ∝ wi
k−1p(yk|xi
k). (15)
The SIRPF resamples the particles with replacement at ev-
ery time increment and sets the resampled particle weight to
1/Np. Then, Eq. (15) can be reduced to be
wi
k ∝ p(yk|xi
k). (16)
This removes the dependency of the current particle
weight to the previous particle weight. The weights given
by the proportionality in Eq. (16) should be normalized be-
fore the resampling stage. The stratiﬁed sampling scheme
(Carpenter et al., 1999) is adopted in this paper. Since the
particle weights are now equal, after resampling the state
estimate is
ˆ xk|k =
1
Np
XNp
i=1xi
k|k. (17)
The SIRPF is popular because it is easy to implement.
Consequently it has been used in numerous non-linear/non-
Gaussian ﬁltering applications. A signiﬁcant drawback of the
SIRPF is that it does not incorporate current measurements
intotheimportancedensity.Thus,itmayrequirealargenum-
ber of particles in order to work well if the prior density
and likelihood function have only a small region of overlap.
Additional detailed discussions on SIRPF can be found in
the tutorials provided in Doucet (1998) and Arulampalam et
al. (2005).
The application of the SIRPF to RFC estimations can be
summarized as follows:
Initialization: It is assumed that the initial PDF
p(x0|y0) ≡ p(x0) of the state vector is available. Start
from a cloud of Np random samples

xi
0,1/Np
	Np
i=1 with
equal weight from p(x0). In RFC estimations, histori-
cal observations and/or possibly an in situ measurement
of refractivity proﬁle at the radar can be used to form a
prior distribution on x0.
Prediction: Each sample is passed through the state
equation, i.e. Eq. (2), to obtain the samples from the
prior at time step k: ˜ xi
k = 0(xi
k−1)+wi
k−1.
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Update: On receipt of the measurement yk, evaluate the
likelihood function of each prior sample by the mea-
surementequation:p(yk|˜ xi
k) = H(˜ xi
k)+vi
k.Then,com-
pute the normalized weight for each sample:
wi
k =
p(yk|˜ xi
k)
PNp
j=1p(yk|˜ x
j
k)
(18)
p(yk|˜ xi
k) ∝
exp

−
1
2
h
yk −H(˜ xi
k)
iT
R−1
k
h
yk −H(˜ xi
k)
i
. (19)
Thus, deﬁne a discrete distribution over
n
˜ xi
k,wi
k
oNp
i=1
.
Now resample Np times from the discrete distribution
to generate samples

xi
k,1/Np
	Np
i=1.
4 PF-RFC results
In this section, the performances of PF-RFC estimations are
tested. First, a horizontal varying refractive environment is
simulated by the idea trilinear duct model and the corre-
sponding synthetic propagation losses at sea level are used
to quantify the performance of PF-RFC estimations. Then, a
set of real refractivity and radar sea clutter data collected in
Wallops98 experiments are used.
4.1 Simulation results
In our simulations, the Space and Range Radar (SPANDAR)
parameters operated in Wallops98 experiments are used, i.e.
a vertical polarization antenna with operational frequency of
2.84GHz, horizontal beamwidth of 0.39deg, elevation angle
of 0deg, range bin width of 600m, and antenna height of
30.78m (see Gerstoft et al., 2003a).
Figure 2 compares the propagation losses with respect to
thedistanceatsealevelobtainedfromthreedifferentsurface-
based duct proﬁles, where the duct heights for two simi-
lar proﬁles are near 150m and the other one is 50m. From
Fig. 2, it can be seen that different refractivity proﬁles cor-
respond to different propagation loss distributions, and the
propagation losses of the lower duct are signiﬁcantly dif-
ferent from those of the other two higher ducts. This phe-
nomenon indicates that the refractive information can be re-
ﬂected by the energy distribution, which makes the idea of
RFC possible. When the refractivity proﬁles are similar, the
differences between their propagation loss are small, but in-
crease with the distance. However, the structures, especially
within 10km near the transmitter, are very close.
In practical operations, the range bin width for measure-
ments is usually several hundred meters. If the propagation
loss at each range step is used as an independent observa-
tion, this may result in deﬁciencies in the observations and
bring about larger errors in RFC estimations. In our compu-
tations,therangestepδr forthesplit-stepFourierPEsolution
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Fig. 2. Three different surface-based duct proﬁles and their corre-
sponding propagation losses versus distance at the sea level.
is set to be 600m, while the state evolution range is set to be
6km. The refractive environment between the two state pro-
ﬁles is obtained using linear interpolation. Thus, we could
get 10 discrete point observations in every state evolution.
The propagation range in this paper is selected to be 60km.
Here, we consider the following state evolution equations
as a simulated example.

  
  
zb,k+1 = zb,k +0.1×k2/(k +1)
zt,k+1 = zt,k +0.1×k
Md,k+1 = Md,k +0.1×k
ck+1 = ck −0.0004×k1.2
(20)
The initial state is taken to be x0 = [100m, 40m, 30M-
units, 0.13M-unitsm−1]T; the covariance for the process
noiseQk andmeasurementnoiseRk arerespectivelysettobe
Qk = diag
nh
(10 m)2,(10 m)2,(10 M-units)2,
 
0.1 M-units m−12io
and Rk = diag

(3 dB)2	
. The prior distributions of each
parameter are randomly generated from a given param-
eter bounds. The range of base height is 50∼150m,
thickness 5∼80m, M-deﬁcit 5∼60M-units, and slope
0.1∼0.2mM-units−1.
In order to quantify PF-RFC performance, the root-mean-
square error (RMSE) is used:
RMSE(ˆ x) =
"
1
Ns ×NMC
NMC X
i=1
NS X
k=1
(ˆ xk −xk)2
#1/2
, (21)
where NMC is the number of Monte Carlo (MC) runs, and
NS is the number of state evolutions.
As mentioned above, the importance density of SIRPF
does not incorporate current measurements. Thus, the per-
formance of SIRPF may be sensitive to the number of parti-
cles. Table 1 shows the RMSE values for different particles
averaged over 10 MC runs.
The results given in Table 1 indicate that PF-RFC algo-
rithm can successfully track range-varying refractivity pro-
ﬁles. The RMSE values are downtrending with the increment
of particle number. With more particles, however, it requires
much more computation time. Taking estimation accuracy
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Table 1. RMSE values for different particles averaged over 10 MC
runs.
Particle zb zt Md c
number (m) (m) (M-units) (M-unitsm−1)
100 2.6602 2.4770 2.4192 0.0227
200 0.9746 1.6886 1.9926 0.0182
300 1.0915 1.0893 1.6205 0.0171
400 1.0648 1.1412 1.5716 0.0137
500 0.7899 1.0547 1.1295 0.0164
800 0.6895 0.7276 0.9357 0.0098
1000 0.6566 0.4924 0.7402 0.0105
2000 0.7457 0.4848 0.3629 0.0094
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Fig. 3. Typical results for PF-RFC estimations of 800 particles.
and efﬁciency into consideration, 800 particles are used in
the following computation. A typical result for the 800 parti-
cles scenario described above is shown in Fig. 3.
4.2 Real data results
To test PF-RFC estimations with real data, the radar sea clut-
ter measurement collected in Wallops98 is used. The corre-
sponding refractivity proﬁles are measured by a helicopter-
borne instrument ﬂying to and from 150◦ radial from the
shore to a distance of approximately 60km out to sea. The
clutter return (dB) observed by the radar along azimuth 150◦
and the contour plot of the corresponding modiﬁed refrac-
tivity versus range and height are shown in Fig. 4. Detailed
information about Wallops98 experiments can be found in
the works completed by Rogers et al. (2000) and Gerstoft et
al. (2003a, b).
From the bottom plot of Fig. 4, the contour shows a lit-
tle range variability of the refractive environment. Within
6km range bin, however, the horizontal change of the re-
fractivity is not very strong. Thus, in real data estimations,
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Fig. 4. The clutter return (dB) observed by the radar along azimuth
150◦ (top), and the contour plot of the corresponding modiﬁed re-
fractivity versus range and height (bottom). The black lines indicate
the measured proﬁles at every 6-km range bin, and the red dashed
lines indicate the estimated proﬁles.
the range-varying characteristics of the refractivity within
6km range bin are assumed to be a Gaussian random pro-
cess. Owing to the duct, structures in Fig. 4 (black lines) are
approximate to bilinear proﬁles which could be modeled by
two parameters, i.e. thickness and M-deﬁcit. Here the covari-
ance for the process noise Qk and measurement noise Rk are
respectively set to be Qk = diag

(10 m)2,(10 M-units)2	
and Rk = diag

(3 dB)2	
. The prior distributions of thickness
arerandomlygeneratedfrom5mto80m,andM-deﬁcitfrom
5M-units to 60M-units.
Using PE to simulate the electric ﬁeld propagations in the
troposphere does not obtain correct results for very short
ranges (Gerstoft et al., 2003a). Thus in our retrievals, the
ﬁrst 10km clutter data are not used. The atmosphere be-
tween 0 and 18km is assumed to be horizontally homoge-
neous, which is estimated only by clutter data between 10
and 18km.
The refractivity proﬁles estimated using real clutter data
are also shown in the bottom plot of Fig. 4 (read dashed
line). Compareing retrievals with the measured proﬁles, it
can be seen that the features of the range-varying nature
of the duct are captured, but the ﬁrst two retrievals are not
very good. This phenomenon can be ascribed to prior dis-
tributions of the state vector and/or the measurement er-
rors of the used observation data. However, the ﬁnal goal
of the refractivity estimation is not to give the exact re-
fractivity proﬁles, but to propose potential structures that
could be able to render an approximation of the real at-
mospheric condition to predict microwave propagation for
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Fig. 5. Coverage diagrams (dB) of propagation loss corresponding
to the helicopter proﬁles (top), estimated proﬁles (middle), and the
absolute difference between the above two diagrams (bottom).
assessing the performance of both communications and radar
systems (Douvenot et al., 2008).
Figure 5 shows the coverage diagrams (dB) of the modeled
propagation loss computed by the split-step PE method using
the measured refractivity and the estimated proﬁles. The top
diagram shows the propagation loss corresponding to the he-
licopter proﬁles, and the middle diagram corresponding to
the estimated proﬁles. It is obviously seen that, owing to the
existence of the surface-based ducts, the radar signal is re-
markably trapped in the duct, which increases the maximum
radar channel range. The absolute difference of the above
two diagrams is displayed at the bottom. Most of the differ-
ences are controlled within 20dB, which demonstrates how
well the estimated proﬁles are able to predict the propagation
characteristics.
5 Conclusions
RFC is a novel technique that plays an important role in the
full usage of radar systems. This paper has shown how PF
can be coupled with the split-step Fourier PE solution to
track range-varying refractive environments from radar sea
clutter. The performances of PF-RFC algorithm are tested by
both simulations and real data estimations. Through comput-
ing RMSE of the retrievals, the simulation results of different
particles are analyzed. Taking estimation accuracy and efﬁ-
ciency into account, 800 particles are used in the real data
computations. Although the results show promise, further
work is required to evaluate the performance of the method
with more real clutter data.
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