In this paper, we shall study the convergence of Taylor approximations for the backward Loewner differential equation (driven by Brownian motion) near the origin.
Introduction
Rough Path Theory was first introduced in 1998 by Terry Lyons in [13] . The theory provides a deterministic platform to study stochastic differential equations which extends both Young's integration and stochastic integration theory beyond regular functions and semimartingales. In addition, rough path theory provides a methodology for constructing solutions to differential equations driven by paths that are not of bounded variation but have controlled roughness.
Step by step, we introduce the ingredients and terminology necessary to characterize the roughness of a path and to give precise meaning to natural objects that appear in the study of rough paths. The Schramm-Loewner evolution, or SLE κ is a one parameter family of random planar fractal curves introduced by Schramm in [17] , that are proved to describe scaling limits of a number of discrete models appearing in planar statistical physics. For instance, it was proved in [12] that the scaling limit of loop erased random walk (with the loops erased in a chronological order) converges in the scaling limit to SLE κ with κ = 2 . In addition, other two dimensional discrete models from statistical mechanics including Ising model cluster boundaries, Gaussian free field interfaces, percolation on the triangular lattice at critical probability, and uniform spanning trees were proved to converge in the scaling limit to SLE κ for values of κ = 3, κ = 4, κ = 6 and κ = 8 respectively in the series of works [12] , [18] , [20] and [21] . For a detailed study of SLE theory, we refer the reader to [11] and [15] .
Throughout the years, a number of papers have been written at the interface between the aforementioned domains. The paper of Brent Werness [22] defines the expected signature for the SLE κ traces, that is the expected values of iterated integrals of the path against itself. This approach provides new ideas about how one can use a version of Green's formula for rough paths and a certain observable for SLE κ to compute the first three elements of the expected signature of SLE κ in the regime κ ∈ [0 , 4] . An extension to this computation is provided in [3] , where the authors show ways of computing the fourth grading of the signature (and do it explicitly for SLE 8/3 , where the required observable is known), along with several other parts of the higher grading. From a different perspective, in [5] the authors question the existence of the trace for a general class of processes (such as semimartingales) as a driving function in the Loewner differential equation. These ideas are also developed with a Rough Path flavour. More recently, Peter Friz with Huy Tran in [6] revisited the regularity of the SLE κ traces and obtained a clear result using Besov spaces type analysis. In [19] , Atul Shekhar, Huy Tran and Yilin Wang studied the continuity of the traces generated by Loewner chains driven by bounded variation drivers .
In this paper, we shall use techniques provided by rough path theory to study certain Taylor approximations of the Loewner differential equation (driven by Brownian motion).
Our motivation is that simulations of SLE κ traces are usually done in a pathwise sense.
In particular, as the successful approach of Tom Kennedy in [10] discretizes SLE κ with adaptive step sizes, it is reasonable to investigate the time scales on which the Loewner differential equation can be well approximated by strong (or pathwise) numerical methods.
The main result of this paper identifies a natural scaling between the initial condition of the backward Loewner differential equation and the largest time horizon at which stochastic Taylor approximations are reasonable (i.e. produce small errors). Since this diffusion starts (in a limiting sense) at a singularity at zero in SLE κ theory, we wish to understand the solution's dynamics when the size of the initial condition ε = |Z 0 | > 0 is small. We will show that over the small time horizon ε 2+δ for δ > 0, a one-step Taylor approximation of the backward Loewner diffusion will exhibit a local error that is O(ε).
Moreover, on a larger time scale of ε 2−δ , we will see that the vector field derivatives grow faster asymptotically than corresponding iterated integrals of Brownian motion and time.
Ultimately, this result highlights the limitations of using stochastic Taylor methods (such as the Euler-Maruyama and Milstein methods) for approximating the Loewner equation.
Finally, we shall discretize SLE κ traces using Ninomiya-Victoir (or Strang) splitting.
Although this approach will also be limited in terms of pathwise accuracy, it will have additional advantages when one considers the weak convergence of the numerical solution.
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Rough Path Theory overview
In this section, we shall highlight the key aspects of Rough Path theory that are utilized within the paper. In particular, more detailed accounts are given in textbooks such as [7] .
Let X [s,t] denote the restriction of the path X :
where V is a finite dimensional real vector space. We introduce the notion of p-variation. Definition 2.1. Let V denote a finite dimensional real vector space with dimension d and basis vectors e 1 , · · · , e d . The p-variation of a path X :
where the supremum is taken over all finite partitions of the interval [s, t] .
Throughout the paper we use the notation X s,t = X t − X s for increments of a path.
For T > 0, let us define ∆ T = (s, t) | 0 s t T and the important notion of control:
for all 0 s t u T, and ω(t, t) = 0, for all t ∈ [0, T ] .
We introduce also the following spaces required to define rough paths. Suppose that e 1 , e 2 , · · · , e d is a basis for V . Then the space V ⊗k is a d k -dimensional vector space that has basis elements of the form (e i 1 ⊗ e i 2 ⊗ · · · ⊗ e i k ) (i 1 ,··· ,i k )∈{1,··· ,d} k . We store the indices (i 1 , · · · , i k ) ∈ {1, 2, · · · , d} k in a multi-index I and let e I = e i 1 ⊗ · · · ⊗ e i k .
The metric || · || on T ((V )) is the projective norm defined for
We consider for
We call the collections of iterated integrals the signature of the path X.
We now define the notion of multiplicative functional.
Definition 2.5. Let n 1 be an integer and let X : ∆ T → T (n) (V ) be a continuous map.
Denote by X s,t the image of the interval (s, t) by X , and write
The function X is called multiplicative functional of degree n in V if X 0 s,t = 1 and for all (s, t) ∈ ∆ t it satisfies the so-called "Chen relation"
We will use the notion of p-rough path that we define in the following.
Chen's identity X s,u ⊗ X u,s = X s,t and the following 'level dependent' analytic bound
where y! = Γ(y + 1) whenever y is a positive real number and β p is a positive constant.
Since the driving rough path X in this paper will be a standard Brownian motion coupled with time, we will require estimates for rough paths with different homogeneities.
Hence we use the notation of Π-rough paths introduced by Lajos Gergely Gyurkó in [9] .
We shall give the key definitions and theorems for this when there are two homogeneities.
Then for any multi-index I = (i 1 , · · · , i l ) ∈ {0, 1} * , we define the following vector space:
For a fixed k 1, we say that a multi-index
Using the above, we can introduce a " factorial" function Γ (p,q) on the set of multi-indices,
where I ∈ {0, 1} * is the same multi-index and (·)! denotes the standard Gamma function.
Definition 2.9. Using the (p, q)-degree, we can define a truncated tensor algebra as
Then for a fixed element X ∈ T ((p, q), k) (V ) and a multi-index I = (i 1 , · · · , i l ) ∈ {0, 1} * with deg (p,q) (I) k , we shall denote X I as the projection of X onto its V ⊗I component.
which satisfies Chen's identity X s,u ⊗X u,t = X s,t and the " level dependent" analytic bound
where β is a positive constant and I ∈ {0, 1} * is any multi-index with deg (p,q) (I) k.
Theorem 2.11 (Theorem 2.6 of [9] ). Let X denote a (p, q)-rough path that has degree 1.
Then for every k 1 there exists a unique (p, q)-rough path X of degree k such that
for any multi-index I ∈ {0, 1} * with deg (p,q) (I) 1. Thus, we have the following estimate
where β is a positive constant and I = (i 1 , · · · , i l ) ∈ {0, 1} * is any multi-index such that
where m and n are the same non-negative integers given by definition (2.8) It is well known that a Brownian motion B t can be enhanced to a p-rough path using either Itô or Stratonovich integration (this is detailed in standard textbooks, such as [7] ).
As the function t → t has finite variation, this immediately leads to the following theorem:
can be enhanced to a
(1, p)-rough path in either an Itô or a Stratonovich sense, almost surely, for any p > 2.
In general, for a Rough Differential Equation of the form
with Z 0 = |z 0 | > 0 with X t : [0, T ] → R d a finite p-variation path for any p > 2, we use the following compact notation for the first r terms of the Taylor approximation.
Definition 2.13. Let I = (i 1 , .., i k ) be a multi-index. Given the continuously differentiable vector fields (V 1 , · · · , V d ) on R e , and a multiplicative functional with finite p-variation,
as the increment of the step r-truncated Taylor approximation on the interval [0, t].
The notation V i 0 · · · V i k Id stands for the composition of differential operators associated with the vector fields,
and X i 1 ,··· ,i k 0,t stands for the terms obtained from the iterated integrals
Main result
Let us consider the backward Loewner differential equation driven by Brownian motion.
By performing the identification h t (z) − B t = Z t , we obtain the following dynamics in H , that we consider throughout this section
Let ε > 0. Let us consider the starting point of the backward Loewner differential 
where V (Z) = (V 0 (Z), V 1 (Z)) with V 0 (Z) = − 2/κ Z d dz and V 1 (Z) = d dx that is driven by the space-time Brownian motion X t = (t, B t ). Thus, from the Definition 2.13 a truncated Taylor approximation associated with the backward Loewner Differential Equation.
Our main result is the following. 
where ε is sufficiently small and C is an a.s. finite constant that depends only on r and δ. In this case, one can quantify the size of vector field derivatives and iterated integrals as We shall see in Section 6 that the above iterated integral can be estimated in an L 2 (P) sense using the scaling properties of space-time Brownian motion. This indicates that on a time horizon of ε 2−δ , the "higher degree" terms in a Taylor approximation increase since
As a result, such a Taylor expansion cannot converge absolutely (in an L 2 (P) sense).
Therefore ε 2 is an "asymptotic" radius of convergence for the backward Loewner equation.
Asymptotic growth of the vector fields
We consider backward Loewner Differential Equation
with |z 0 | = ε > 0 and with the vector fields V 0 (z) = −2/κ z d dz and V 1 (z) = d dx . In order to prove the main result, we first prove the following lemmas in this section. Proof. We prove this using induction. For r = 1, there are 2 = 2 1 possible terms obtained from either of the vector fields. For r = 2, the possible compositions are Lemma 4.2. Let r = m + n, with n being the number of dB t entries and m being the number of dt entries in the r-level iterated integral 0<s 1 <···<sr<t dX s 1 · · · dX sr . Then, for Z 0 = εi with ε > 0, we have that
Proof. Given the format of the backward Loewner differential equation we have that the vector fields that can appear are either
Note that from the Cauchy-Riemann equations we deduce that for complex differentiable functions the linear differential operators d dx and d dz are equivalent when acting on complex differentiable functions, where d dz denotes the complex differentiation. For fixed values of m and n = r −m we have, by definition m time entries in the iterated integrals and m times the vector field V 0 = −2/κ Z d dz and n of the entries dB t together with n times the vector field V 1 = d dx . We also note that in order for V i 1 · · · V ir Id(z) to be non zero then V ir = 1 Z , otherwise V ir = 1 and applying any other choice of V i r−1 will give the derivative of a constant that is zero.
Then, we provide the following rules when considering the composition of vector fields V i 1 · · · V ir Id(z) (up to some absolute constants that change, but we avoid keeping their dependence in our analysis). These rules are specific to the structure of the vector fields of the Loewner differential equation and they give a way to transform the composition of the differential operators associated with vector fields in the left into multiplication with the function on the right up to some constants (that we do not keep track of since they do not influence the analysis)
To illustrate this, we consider
up to some constants. In general, the analysis is similar. Indeed, the result of the composition is obtained by iteration using either of the vector fields applied to the initial −2/κ Z value (since otherwise we would obtain zero since we apply differential operators to a constant), and since the differential operators either act by differentiation or by differentiation and multiplication with 1 Z up to some constants, the rules hold. Using these rules, independent of the order of applications of the vector fields we have that for Z 0 = εi,
Proof of Theorem 3.1
Let r 1 and δ > 0 be fixed. Then we are interested in estimating the absolute value of the truncated Taylor approximation remainder for t ∈ 0, ε 2+δ ,
Our first step is obtain bounds on the truncated Taylor approximation itself. Recall that
Therefore, by the triangle inequality and definition of supremum norm, it follows that
Since the space-time Brownian motion X t = (t, B t ) is a (1, p)-rough path with p > 2, we can apply the estimate for iterated integrals given by the extension Theorem 2.11.
Thus for any multi-index I ∈ {0, 1} * , there exists an a.s. finite constant C I > 0 such that
where m = #{ j : i j = 0, i j ∈ I}, n = #{ j : i j = 1, i j ∈ I}.
On the other hand, it was shown previously that the vector field derivatives grow as
Hence, for each multi-index I, there exist an almost surely finite constant C I such that
This immediately gives
provided that 2 < p max n n−mδ , 1 2 + δ . Hence, by setting p = 2 + δ, we have that
where the constant C > 0 is almost surely finite. Similarly, we have that for t ∈ 0, ε 2+δ ,
where we have used the facts that the imaginary part of |Z t | is increasing and |Z 0 | = ε.
By combining these estimates, we have the desired result that for a fixed r 1 and δ > 0,
where ε is sufficiently small and C is an a.s. finite constant that depends only on r and δ.
Remark 5.1. Alternatively, we could have used a rough Taylor expansion (Theorem 1.1 in [2] ) to estimate the approximation error R. This would give an estimate with the form:
Unfortunately, this will not produce the desired estimate of O(ε) due to the Lipschitz norm (1) being asymptotically larger than the uniform norm V i 1 · · · V i k Id ∞ .
5.1. L 2 (P) error analysis. We will now sate and prove an L 2 (P) version of the main result.
Theorem 5.2. The one-step r-truncated Taylor approximation for the backward Loewner differential equation started from Z 0 = εi, with ε > 0 sufficiently small, admits an O(ε) error in an L 2 (P) sense over the time horizon 0 t ε 2 . In other words, we have that
where C is a finite constant that depends only on r.
Proof. Using the same strategy of proof as for Theorem 3.1, it is enough to argue that:
for small 0 t ε 2 . To show (5.2), we shall use the scaling property of Brownian motion:
where c is constant and " ∼ " means that both stochastic processes have the same law. Therefore (5.2) follows by changing variables s i →s i := 1 t s i in the integral X I 0,t so that
.
Note that X I 0,1 L 2 (P) < ∞ follows by the Itô isometry and triangle inequality for integrals. Similarly, we can estimate the L 2 (P) norm of the solution Z t by
Simulation of SLE traces using the Ninomiya-Victoir splitting
In order to simulate an SLE trace, we must first discretize the backward Loewner equation,
Since the above SDE gives an explicit solution in the zero noise case (i.e. when κ = 0), it is natural to apply a splitting method to approximate its solution. Moreover, as (6.1)
can be viewed in Stratonovich form, such a method can be interpreted as the solution of an ODE / RDE governed by the same vector fields but driven by a piecewise linear path.
Unfortunately, the convergence results of [19] are not applicable if this has vertical pieces.
A well-known splitting method for (Stratonovich) SDEs is the Ninomiya-Victoir scheme, originally proposed in [14] , which in our setting directly corresponds to the Strang splitting. Consider an n-dimensional Stratonovich SDE on the interval [0, T ] with the following form
where ξ ∈ R n and the vector fields V i : R n → R n are assumed to be Lipschitz continuous.
For t ∈ R and x ∈ R n , let exp(tV i ) x denote the unique solution at time u = 1 of the ODE dy du = tV i (y) ,
For a fixed number of steps N we can construct a numerical solution Y t k 0 k N of (6.2) by setting Y 0 := ξ and for each k ∈ [0 . . N − 1], defining Y t k+1 using a sequence of ODEs:
3)
where h := T N and t k := kh.
It was shown by Bally and Rey in [1] that if the SDE (6.2) has smooth bounded vector fields satisfying an ellipticity condition, then the Ninomiya-Victoir scheme converges in total variation distance with order 2. That is, for t ∈ (0, T ] there exists C t < ∞ such that ∀N 1, ∀f : R n → R measurable and bounded, sup
Furthermore, the strong convergence properties of this scheme were surveyed in [8] .
Since the SDE (6.2) satisfies a commutativity condition, it was shown under fairly weak assumptions that the Ninomiya-Victoir scheme converges in an L p (P) sense with order 1:
For p 2, there exists C > 0 such that for all N 1, E sup
where the approximation Y t is obtained by interpolating between the discretization points,
Turning our attention back to the Loewner differential equation (6.1), we see that the imaginary part of the solution Im(Z t ) is increasing for all t 0. So provided Im(Z 0 ) > 0, the dt vector field becomes smooth and bounded on the domain {z ∈ C : Im(z) Im(ε)}.
Moreover, this argument also shows that the derivatives of the dt vector field are bounded.
Since the dB t vector field is constant, it will satisfy the various regularity assumptions (including the ellipticity condition in [1] ). Hence, when applied to the backward Loewner equation, the Ninomiya-Victoir scheme converges with the above strong and weak rates.
In particular, this implies the numerical method achieves a high order of weak convergence.
Another key feature is that the ODEs required to compute (6.3) can be resolved explicitly. 
Therefore, the proposed high order numerical method for discretizing (6.1) is given by Definition 6.3 (Ninomiya-Victoir scheme for the backward Loewner differential equation).
For a fixed number of steps N we can construct a numerical solution Z t k 0 k N of (6.1) on [0, T ] by setting Z 0 := εi and for each k ∈ [0 . . N −1], defining Z t k+1 using the formula,
4)
A surprising property of this method is that it preserves the solutions second moment. Theorem 6.4. Let Z denote the numerical approximation of Z given by Definition 6.3,
where Z is the true solution of (6.1) with the initial condition Z 0 = Z 0 . Then for k 0,
Proof. As Brownian motion has independent increments, it follows directly from (6.4) that
On the other hand, Itô's lemma gives
The result now follows as the Itô integral of Z against B will have zero expectation.
Remark 6.5. The above property is particularly appealing as it holds over any time horizon.
To simulate SLE traces we shall incorporate the above numerical scheme into the adaptive step size methodology proposed in [10] . That is, instead of "tilted" or "vertical" slits, we use the Ninomiya-Victoir scheme described above to approximate the SLE trace.
SLE κ traces can be built from conformal maps g t given by forward Loewner's equation,
The SLE curve γ(t) is then defined to have the property that g t (γ(t)) = √ κ B t for t 0. So after applying the change of variables h t = g t − √ κ B t , we see that
h 0 (z) = z .
The backward Loewner equation (6.1) on [0, T ] generates a curveγ(t) that modulo a shift with √ κB T has the same law with the SLE trace γ(t) (see [16] ). In addition, we can use the Ninomiya-Victoir scheme (6.4) to approximate the backward Loewner diffusion.
For simulations, the challenge is that the driving Brownian motion must be run backwards.
More concretely, if we fix a partition 0 = t 0 < t 1 < · · · < t N = T , then we can construct a numerical SLE trace z t k 0 k N by setting z 0 := 0 and for k ∈ [1 . . N ] definingz t k by
where
As discussed in [10] , due to the singularity at 0 inherent in the conformal maps g t , simulating SLE traces using a fixed uniform partition can lead to huge numerical errors.
Instead, an adaptive step size methodology was recommended, especially when κ is large.
The idea is to ensure that z t k+1 −z t k < C for each k, where C is a user-specified tolerance.
To achieve this, we start by computing z along a uniform partition until z t k+1 − z t k C.
If this occurs, it indicates that we should reduce the step size for the SLE discretization.
Therefore, we shall sample the Brownian path at the midpoint of the interval [t k , t k+1 ].
(This can be done using a Brownian bridge conditioned on the values of B at t k and t k+1 )
We now proceed as before, except we have added the midpoint of [t k , t k+1 ] to the partition.
This process continues (recursively) until each value of z t k+1 − z t k is strictly less than C. This approach naturally leads to the open problem of whether alternative high order "ODE-based" methods can be applied to SLE simulation (such as those presented in [4] ).
