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Variational principles are important in the investigation of large classes of physical systems. They can be
used both as analytical methods as well as starting points for the formulation of powerful computational tech-
niques such as dynamical optimization methods. Systems with charged objects in dielectric media and systems
with magnetically active particles are important examples. In these examples and other important cases, the
variational principles describing the system are required to obey a number of constraints. These constraints
are implemented within the variational formulation by means of Lagrange multipliers. Such constrained vari-
ational formulations are in general not unique. For the application of efficient simulation methods, one must
find specific formulations that satisfy a number of important conditions. An often required condition is that the
functional be positive-definite, in other words, its extrema be actual minima. In this article, we present a general
approach to attack the problem of finding, among equivalent variational functionals, those that generate true
minima. The method is based on the modification of the Lagrange multiplier which allows us to generate large
families of effective variational formulations associated with a single original constrained variational principle.
We demonstrate its application to different examples and, in particular, to the important cases of Poisson and
Poisson-Boltzmann equations. We show how to obtain variational formulations for these systems with extrema
that are always minima.
I. INTRODUCTION
The formulation of equilibrium or dynamical problems in
terms of variational principles is important in several differ-
ent contexts. Standard formulations of the laws of mechanics,
thermodynamics, electromagnetism and other classical theo-
ries, all use variational principles [1–3]. Beyond their aes-
thetic appeal, these variational principles are used in prac-
tice as ways to investigate the stability of physical phenom-
ena, where deviations from equilibrium states or trajectories
is important. Path integral approaches to quantization of these
systems [4, 5] also require expression of the properties of dy-
namical systems away from their classical equilibrium trajec-
tories as it is understood that quantum particles explore the
full space of possible trajectories during their evolution. Fi-
nally, the applications of variational principles have emerged
as key components of numerical methods for the investiga-
tion of complex systems. These variational functionals allow,
for example, the determination of equilibrium conditions us-
ing direct minimization methods. Molecular dynamics simu-
lations benefit of variational formulations as well: it is some-
times possible to replace the exact evaluation of internal vari-
ables for an approximate solution dictated by the given varia-
tional principle [6–9].
This last type of application and, in particular, the imple-
mentation of approximate molecular dynamics schemes for
simulation of charged systems, is the key motivation of this
work. During the simulation of such systems, it appears nec-
essary to evaluate the electric field (or the electric potential)
produced by the mobile charges at each time step, in order to
determine the forces acting on the charges. This intermediate
step consumes considerable computational resources and al-
ternatives to this procedure are highly desirable. Techniques
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motivated by the idea of a dynamical optimization of the func-
tional [6], for example, replace the computation of the exact
potential at each step for an approximate value. Consider the
problem of simulating charges in the presence of dielectric
heterogeneities. The calculation of total electrostatic poten-
tial in such a system requires the computation of the induced
polarization charge. Instead of an exact calculation, the polar-
ization charge is promoted to a (fictitious) dynamical variable
with small mass. The potential contribution of the dynam-
ically evolving polarization charge density is easier to com-
pute, while the (fictitious) dynamics of the induced charge
density is also quickly determined [9]. For such a scheme
to work, however, it is necessary to produce a functional with
a number of key properties.
For a given physical system, there is an infinite number of
possible variational principles that reproduce the equilibrium
conditions or dynamical equations of the system. But not all
variational formulations are equally useful. We spell below
in detail the necessary properties of a useful functional. It is
clear, however, that a method to generate different variational
functionals is helpful in finding functionals suitable for appli-
cations. We focus on specific type of functionals where not
only an extremum is sought, but a number of constraints on
the functional variables are imposed through Lagrange mul-
tipliers. As we show in our examples, the family of systems
described by such functionals is large and contains examples
of both fundamental and practical relevance.
This article presents a method for generating large families
of variational functionals for a single specific problem. Our
formalism is developed for problems that satisfy constraints.
We elaborate on the structure of the first and second variations
of the functional with respect to the base function variable and
the Lagrange multiplier. We finally show its application to
several concrete examples, including several important prob-
lems in the context of charged systems. While previously we
have carried out this program in the context of two important
examples [9–11], generalizations of the implicit method were
2not obvious. This article presents the methods employed there
in a broad and more formal context.
In section II, we establish important characteristics of use-
ful functionals. In section III, we examine the variations of
the simplest general case of a functional with an unmodified
constraint. In section IV, we introduce the general method for
the construction of new functionals and derive the properties
of their variations. Finally, in section V, we present in detail
a large number of examples demonstrating the usefulness of
the new method. We close with some future perspectives in
section VI.
II. PROPERTIES OF A USEFUL FUNCTIONAL
We begin by setting some notations. We denote a varia-
tional functional as I[ρ]. To avoid unwieldy notation, we stip-
ulate that the functional variable ρ comprises the field ρ(x)
itself, along with a number of its partial derivatives ∂iρ, and
that the functional is presented as an integral over space:
I[ρ] =
∫
V
f(ρ, ∂iρ, . . .). (1)
Here, f is the functional density. To simplify notation, we
will omit the variable of integration in most expressions but
will restore it where it might help clarify the content of an
expression. The reduced notation I[ρ] instead of a more ex-
plicit I[ρ, ∂iρ, . . .], should also cause no confusion. We also
note that the base variables can be a vector of variables, but
we will not write them explicitly unless it is necessary. To
further maintain a streamlined notation, we will assume that
suitable boundary conditions are set so as to permit all neces-
sary by-parts integrations such that the boundary terms in our
expressions vanish.
Let us introduce the general form of a functional of a system
with a constraint:
I[ρ;ψ] = Io[ρ]− Ic[ρ;ψ], (2)
with the constraint part taking the explicit form:
Ic[ρ;ψ] =
∫
ψC[ρ]. (3)
That is, ψ is a Lagrange multiplier enforcing the constraint
C[ρ] = 0. In writing I[ρ;ψ], we wish to distinguish the role
of the multiplier ψ. Io is the part of the functional independent
of the constraint and one that does not depend on the multi-
plier. The conditions of equilibrium for the system are a set of
equations for ρ and ψ. We denote a solution of the system as
(ρ∗;ψ∗).
It is clear from Eq. (2) that the constrained functional I is a
functional of two variable fields. From the viewpoint of appli-
cations, it is desirable to construct a functional with a single
variational field. In other words, we seek the elimination of
one of the two variables ρ or ψ, and the following discussion
regarding the properties that we associate with a useful func-
tional should be viewed in the light of this goal.
We identify four important properties of variational func-
tionals. These are: (A) Physical extremal points, (B) True
equilibrium evaluation, (C) Convexity, and (D) Simplicity. A
functional that satisfies properties (A), (B), and (C) leads to
a variational principle that generates, as its extrema, the true
minima associated with the problem.
Property (A) of our functional simply requires that at least
some of the stationary points of the functional should corre-
spond to physically relevant configurations of the field. The
stationarity condition will be written as:
δI[ρ]
δρ
= Q(ρ) = 0. (4)
This expression defines the equilibrium equation. It typically
involves derivatives of the field and should be recognizable as
the expected condition of equilibrium for the system. Note
that, often, we will write the functional derivative as δρI .
Also, note that the result of the functional differentiation is
a function of the space variable x on which the field variable
ρ(x) depends. Where it does not cause confusion, we omit
explicitly mentioning the space variable.
Even when the functional might reproduce, upon variation,
the equation of motion, its value at that point can be in itself
meaningless. In most cases of interest, the functional can be
identified with the energy of the system, the action of a tra-
jectory, or some other suitable thermodynamic potential. We
note that this simple natural condition is not satisfied in a num-
ber of well studied cases: some formulations of electrostatics
employ functionals that have the property of evaluating to the
negative of the true electrostatic energy at their equilibrium
points [12, 13].
Let us consider the case of a constrained functional. As
the conditions of equilibrium include the satisfaction of the
constraintC(ρ) = 0 , we note that evaluation of the functional
at equilibrium reduces to the evaluation of just the first term
on the right hand side of Eq. (2):
I[ρ∗;ψ∗] = Io[ρ
∗]− Ic[ρ
∗;ψ∗] = Io[ρ
∗]. (5)
In general, we make our property (B) to require that evalua-
tion of the functional be meaningful at equilibrium, producing
physically interpretable values of energy, action or thermody-
namic potentials. In the case of a constrained functional, we
see that this is a property of the unconstrained term Io[ρ].
Our third property (C) is convexity or positive-definiteness.
Specifically, we mean that the second variation of the func-
tional at its extremum point be strictly positive, thus implying
that the point of extremum is a minimum of the functional.
In practice, this property is crucial for applications but might
also be difficult to obtain. All gradient methods to find station-
ary points as well as the development of dynamical simulation
schemes require that the functional considered be a minimum
at its stationary point. This condition can be schematically
stated in terms of the second variation of the functional with
respect to the field,
δ2I[ρ]|ρ=ρ∗ > 0. (6)
In concrete examples, the second functional derivative gives
rise to a distribution (a generalized function containing delta
3functions and its derivatives). The positivity implied in Eq. (6)
is to be understood as the integration of such an expression
against two equal functions in the space of allowed variations.
Thus, the above condition is in fact a shorthand for the more
explicit statement:
δ2I[ρ] =
∫
dx
∫
dy
[
δρ(x)
δ2I
δρ(x)δρ(y)
δρ(y)
]
> 0, (7)
where δρ is a non-zero arbitrary variation. As with property
(B), we actually only demand this condition at the stationary
point ρ∗. We expect, in general, that there be a finite-size
neighborhood of the stationary point in which the condition is
still valid. We will often refer to the functionals that preserve
the convexity property as positive-definite or convex function-
als. Similarly, functionals that result in a strictly negative
second variation at the extremum will be termed as negative-
definite or concave functionals. We note that the standard
functional of electrostatic potential for Poisson-Boltzmann
theory is a concave functional [14, 15] and so is the functional
found in textbooks for the case of electrostatics [2]. In a later
section, we will show how to transform these functionals into
convex functionals using the method presented here.
Our final property (D) is that of simplicity, which is of
course fairly subjective. We are interested in obtaining new
functionals for the same problem that somehow simplify its
handling and/or have sound physical interpretations. Con-
cretely, we seek to have variables in our functional that are
as simple as possible. In practice, this can mean, for exam-
ple, to build our functionals with scalar variables instead of
the more complicated geometric objects such as vectors.
Below, we develop a methodology to modify existing func-
tionals with the aim of satisfying most or all of these proper-
ties. We first examine the properties of unmodified functionals
and then show a technique for modifications.
III. VARIATIONS OF CONSTRAINED FUNCTIONALS
In this section, we analyze the properties of a generic con-
strained functional that is defined using a Lagrange multiplier.
We start from the form introduced above in Eq. (2):
I[ρ;ψ] = Io[ρ]− Ic[ρ;ψ] = Io[ρ]−
∫
ψC[ρ]. (8)
Variation with respect to the base variable ρ leads to an equi-
librium equation containing the multiplier in linear form:
δρI[ρ;ψ] = Q(ρ, ψ), (9)
so that the first condition for determining extrema becomes
Q(ρ, ψ) =
δIo
δρ
− ψ
δC
δρ
= 0. (10)
The solution of this equation is, in general, non-trivial as the
variation δC/δρ is a distribution containing derivatives of δ
functions, rendering this expression in effect a differential
equation for ψ. The second condition, obtained from varia-
tion of the functional with respect to the multiplier is simply
the constraint:
δψI[ρ;ψ] = −C[ρ] = 0. (11)
In fuller notation, this reads:
δI[ρ;ψ]
δψ(x)
= −
∫
dy
δψ(y)
δψ(x)
C[ρ(y)] (12)
= −
∫
dyδ(y − x)C[ρ(y)] = −C[ρ(x)] = 0.
We will omit most such explicit derivations.
Together, the pair of equations Q(ρ, ψ) = 0, and C[ρ] = 0,
determine the solutions to our system, (ρ∗, ψ∗). Motivated
by the goal of expressing the functional in terms of a single
variational field, we adopt a slightly different route. Before
taking variations with respect to the multiplier, we first solve
the equation Q(ρ, ψ) = 0.
The nature of the solutions of the relation Q(ρ, ψ) = 0
is of course highly dependent on the system considered. In
some generality, we expect that for a given value of ψ there
be a value of ρ that satisfies the given equation. We therefore
define a functional R[ψ] as this precise value. That is:
Q(R[ψ], ψ) = 0. (13)
In some cases, we might wish to retain ρ as the variable and
eliminate ψ. As, in general, there might not be solutions to
the equation with a prescribed value of ρ, we must restrict this
variable to the range of the functional R. The inverse of R,
if exists, will be denoted S[ρ]. Constructing functionals with
either function variables (ρ or ψ) is of practical importance,
and we will write down results relevant to both formats. To
start, we consider the case where we continue to use ψ as the
sole variational field. The constraint becomes
D[ψ] = C[R[ψ]]. (14)
Substituting the solution ρ = R[ψ] in Eq. (8), we obtain a
restricted evaluation Iψ of the functional I:
Iψ [ψ] = Io[R[ψ]]− Ic[R[ψ];ψ] = Io[R[ψ]]−
∫
ψD[ψ].
(15)
We can now search for the extrema of this functional by
again taking variations of Iψ with respect to ψ. In doing so
we take advantage of the form obtained after the variation of
I[ρ;ψ], namely, Eq. (10). We have
δψIψ[ψ] =
∫
Q(R[ψ], ψ)δψR[ψ]−
∫
(δψψ)D[ψ] (16)
= −D[ψ].
In this expression Q evaluates to zero by the definition of
R[ψ]. As a result, we see that a general solution ψ∗ to this
extremization problem is obtained when
D[ψ∗] = C[R[ψ∗]] = 0. (17)
4In other words, the extremal condition for the reduced func-
tional Iψ is simply the constraint condition. The solution to
the original problem posed in terms of the Lagrange multi-
plier is obtained from the pair (ρ∗ = R[ψ∗];ψ∗). In typical
problems, the solution to the constraint condition will corre-
spond to a physical solution of the problem, and in this sense,
the reduced functional Iψ preserves property (A). Also, it can
be checked from Eq. (15) that, owing to Eq. (17), the evalu-
ation of the functional at the extremal point is simply Io[ψ∗].
Assuming that the latter represents a meaningful quantity, we
note that Iψ also preserves property (B).
We can further probe the properties of the reduced func-
tional. To examine its second variation, we first note that
Q(R[ψ], ψ) is, by definition, identically zero. Therefore, all
of its variations are also identically zero:
δψQ(R[ψ], ψ) = 0. (18)
We use this fact freely below. From Eq. (16), we have the
second derivative of the functional:
δ2ψIψ [ψ] = −
∫
δD[ψ(x′)]
δψ(x)
δψ(x′)
δψ(y)
dx′, (19)
where x, y are the variables used in the variations δψ(x),
δψ(y). Using the above result in Eq. (7) gives the expression
for the second variation of I:
δ2Iψ[ψ] = −
∫
δD[ψ(x′)]δψ(x′)dx′ = −
∫
δD[ψ] δψ,
(20)
where we use the shorthand
δD[ψ] ≡ δD[ψ(x′)] =
∫
δD[ψ(x′)]
δψ(x)
δψ(x)dx, (21)
and the second equality in Eq. (20) is the result of using the
simplified notation. Further, evaluating at the equilibrium
point, we have
δ2Iψ[ψ
∗] = −
∫
δD[ψ∗] δψ. (22)
Note that, the expression δD[ψ∗] stands for δD[ψ]|ψ=ψ∗ and
such abbreviated notations will often be used in what follows.
Equation (22) provides a very useful and compact expression
for the second variation of the functional Iψ at equilibrium. In
general, this second variation can assume any value, positive
or negative and hence the reduced functional Iψ may or may
not preserve property (C).
Briefly, we note that if we are able to use ρ, or a restricted
version of it, as a base variable, we would use the functional
Iρ[ρ] = I[ρ, S[ρ]] = Io[ρ]−
∫
S[ρ]C[ρ]. (23)
The above functional can be obtained by making the sub-
stitution of ψ = S[ρ] in Eq. (15) and using the identity
R[S[ρ]] = ρ, which is true by construction. In essentially the
same way as above, the first variation leads to the equilibrium
condition ∫
C[ρ]δρS[ρ] = 0 (24)
which always has a solution ρ∗ when C[ρ∗] = 0. The second
variation has, at the solution point, the form
δ2Iρ[ρ
∗] = −
∫
δS[ρ∗(x′)]δC[ρ∗(x′)]dx′ (25)
= −
∫
δS[ρ∗]δC[ρ∗]
where we employ the shorthand notations
δS[ρ] ≡ δS[ρ(x′)] =
∫
δS[ρ(x′)]
δρ(x)
δρ(x)dx, (26)
and
δC[ρ] ≡ δC[ρ(x′)] =
∫
δC[ρ(x′)]
δρ(y)
δρ(y)dy. (27)
Before concluding this section we make a few remarks
about the change of base function variables. We have explic-
itly written expressions that use either one of the original base
variables, thus writing Iρ or Iψ . To some extent this is simply
a change of variables but we must be careful when the rela-
tion between the variables is not one-to-one. If this condition
holds, and a one-to-one relation exists, the path followed to
obtain the results using ρ as a variable, can be copied using
any other variable. That is, any such change of variable es-
sentially leads to similar results. In particular, we note that
the second variation formula we have derived is the product
of two first order variations. Therefore, a change in variables
modifies the result by the multiplication of two similar factors
arising from the chain rule. The change of variables, unless
singular, does not modify the sign of the second variation.
IV. THE METHOD OF MODIFIED LAGRANGE
MULTIPLIERS
We now consider a general method to obtain a new func-
tional that has the same set of extremal points as the original
reduced functional. The key idea is to replace the multiplier
ψ by a different function that reduces to the same value when
the constraint C is satisfied. We show that the extrema of
the new functional coincide with those of the original but that
this change might improve the properties of the functional by,
for example, making it positive-definite. That is, we conserve
properties (A) and (B) and improve to a form that also satis-
fies (C). We develop the formalism using the expressions for
the functional in terms of the multiplier ψ; that is, we look
at modifying the properties of the functional Iψ [ψ] given by
Eq. (15).
We first remind the reader that the function R[ψ] is defined
via Eq. (13) and the function D[ψ] is simply the evaluation of
the constraint C at the point ρ = R[ψ]. We can now proceed
to obtain a modified multiplier ψm. A fairly general choice is
to write:
ψm = Ψ[ψ] = h
−1[D[ψ] + h(ψ)] (28)
where h is a function or functional with a well defined inverse
and Ψ is a shorthand for the expression on the right. With this
5choice, we see that
Ψ[ψ∗] = ψ∗ (29)
since D[ψ∗] = C[R[ψ∗]] = 0 and h−1[h(ψ∗)] = ψ∗. In other
words, a function constructed this way replicates the value
of the multiplier when the constraint is satisfied. When the
condition is not satisfied, the values are in general different.
We now claim that, it is possible to simply replace the mul-
tiplier ψ with this modified multiplier ψm to obtain the modi-
fied reduced functional Fψ :
Fψ[ψ] = Io[R[ψ]]−
∫
Ψ[ψ]D[ψ]. (30)
It should be clear that when the constraint is satisfied, this
functional still evaluates to the same value as the original re-
duced functional, that is:
Fψ [ψ
∗] = Iψ[ψ
∗] = Io[R[ψ
∗]]. (31)
Thus, we preserve property (B). It is also not hard to see that
the equilibrium equation resulting from this functional is sat-
isfied by the solution ψ∗ of D[ψ] = 0. To show this, we first
write the functional Fψ in Eq. (30) as
Fψ[ψ] = Io[R[ψ]]−
∫
ψD[ψ]−
∫
(Ψ[ψ]− ψ)D[ψ] (32)
= Iψ [ψ]−
∫
(Ψ[ψ]− ψ)D[ψ],
where we employed Eq. (15), that provides the unmodified
functional, to obtain the second equality above. Variation of
the above functional is
δψFψ = δψIψ−
∫
δψ(Ψ[ψ]−ψ)D[ψ]−
∫
(Ψ[ψ]−ψ)δψD[ψ]
(33)
This expression evaluates to zero when we use the original
solution ψ∗:
δψFψ
∣∣
ψ=ψ∗
= δψIψ
∣∣
ψ=ψ∗
−
∫
δψ(Ψ[ψ]− ψ)|ψ=ψ∗D[ψ
∗]
−
∫
(Ψ[ψ∗]− ψ∗)δψD[ψ]|ψ=ψ∗
= 0. (34)
The first term is zero from our previous deduction that ψ∗
extremizes the functional Iψ . The second term vanishes by
virtue of the definition of ψ∗. Finally, the third term equates
to zero from Eq. (29). And so we preserve property (A). Thus
far, our conclusion is that the modified functional serves the
same purpose as the original one. However, as we will show
next, its second variation might well be different.
We now compute the second variation of the modified re-
duced functional at equilibrium. This calculation begins by
computing the second functional derivative of F , keeping in
mind that at equilibrium D[ψ∗] = 0 and Ψ[ψ∗]−ψ∗ = 0. We
have from Eq. (33):
δ2ψFψ [ψ
∗] = δ2ψIψ [ψ
∗]−
∫
δψ(y)(Ψ[ψ]− ψ)
∣∣
ψ=ψ∗
δD[ψ∗]
δψ(x)
−
∫
δψ(x)(Ψ[ψ]− ψ)
∣∣
ψ=ψ∗
δD[ψ∗]
δψ(y)
. (35)
To continue with the evaluation we need to calculate the vari-
ation of the modified multiplier. We have from Eq. (28)
δψ(x)Ψ[ψ] = δuh
−1(u)|u=D[ψ]+h(ψ) × (36)(
δψ(x)D[ψ(x
′)] + δψ(x)h(ψ(x
′)
)
.
As we are interested in the properties of the second variation
at equilibrium we note that D[ψ∗] + h(ψ∗) = h(ψ∗), so that
δψ(x)Ψ[ψ
∗] = δhh
−1[h(ψ∗(x′))]× (37)(
δψ(x)D[ψ
∗(x′)] + δψ(x)h(ψ
∗(x′)
)
.
We make use of the relation h−1(h(y)) = y, so that
δu=h(y)h
−1(u)δyh(y) = 1, to obtain:
δψ(x)Ψ[ψ
∗] = δhh
−1[h(ψ∗)]δψ(x)D[ψ
∗(x′)]
+δψ(x)ψ(x
′)|ψ=ψ∗ . (38)
Equation (38) gives the variation of the modified multiplier
at equilibrium. We obtain from this equation:
δψ(x)(Ψ[ψ]− ψ(x
′))|ψ=ψ∗ = δhh
−1[h(ψ∗)]δψ(x)D[ψ
∗(x′)].
(39)
We recognize that the term in the left-hand side of the above
equation appears in Eq. (35). Using Eq. (39) to substitute for
this term in Eq. (35), and employing the latter in Eq. (7) leads
to the following expression for the second variation of Fψ at
equilibrium:
δ2Fψ [ψ
∗] = δ2Iψ [ψ
∗] (40)
−2
∫
δhh
−1[h(ψ∗(x′))](δD[ψ∗(x′)])2dx′,
where δD is given by Eq. (21). As is clear from Eq. (40), the
introduction of the modified multiplier has augmented the sec-
ond variation of the original functional Iψ by the second term
on the left hand side. Finally, using Eq. (20), which gives the
result for the second variation of Iψ , and adopting a compact
notation, Eq. (40) becomes
δ2Fψ [ψ
∗] = −
∫
δD[ψ∗]δψ−2
∫
δhh
−1[h(ψ∗)](δD[ψ∗])2.
(41)
Equation (41) is the principal result of this work. It gives
the second variation of the modified reduced functional Fψ
at equilibrium. We note that the sign of the second term on
the right-hand side of Eq. (41) depends crucially on the prop-
erties of the function h. It is therefore possible, for at least
some systems, to produce a functional with a positive-definite
second variation by suitably choosing the function h. In this
way, we can transform the original reduced functional into a
functional that has property (C). We shall illustrate this below
with many examples. We note that the negative sign preced-
ing this term is not a large obstacle to render the expression
positive-definite as we can always choose the function h−1 to
be monotonically decreasing. Finally, in terms of Fρ we can
state the final result for the second variation as:
δ2Fρ[ρ
∗] = −
∫
δS[ρ∗]δC[ρ∗] (42)
−2
∫
δhh
−1[h(S[ρ∗])](δC[ρ∗])2,
6where δS[ρ] and δC[ρ] are given by Eqs. (26) and (27) re-
spectively.
It is useful to point out a particular case of our modified La-
grange multiplier method that leads to a simple procedure for
transforming the constraint. Let us rewrite the reduced func-
tional obtained via the standard Lagrange multiplier method:
Iψ [ψ] = Io[ψ]−
∫
ψD[ψ]. (43)
We choose h(ψ) = −ψ to construct our modified multiplier
obtaining Ψ[ψ] = ψ−D[ψ]. Carrying out the transformation,
we see that it leads to the modified functional:
Fψ[ψ] = Io[ψ]−
∫
ψD[ψ] +
∫
D[ψ]2. (44)
It is clear that the modification does not disturb the equilib-
rium position since, upon variation, the contribution of the
quadratic term in D[ψ] vanishes at equilibrium and a solution
of the original problem remains a solution. It is also clear
why the procedure improves the behavior of the functional as
it adds a clear positive-definite term at the equilibrium point.
However, we note that some of the transformations we use in
the examples that follow do not fit this simple template.
V. EXAMPLES
The rather abstract nature of previous developments de-
mands a variety of examples to clarify their meaning. We
start with simple examples progressing to the most interesting
ones. Certain aspects of the example of electrostatics in polar-
izable media and the example of Poisson-Boltzmann theory to
describe charged systems are treated in detail in previous pub-
lications [10, 11], albeit without resort to the general theory
presented here.
A. The one-dimensional case
We begin our examples with a simple quadratic function
before considering a functional per se. In these first few cases,
functionals are simply functions, and variations of functions
become ordinary derivatives, and delta functions are replaced
by Kronecker deltas. We consider the quadratic form
Io(x) =
1
2
ax2 (45)
with a > 0. Note that, considering the notations employed
in the last few sections, we have ρ = x. We impose the con-
straint that x = c, that is, we shall use
C(x) = x− c. (46)
Its obvious solution for x is x∗ = c, and we see that our func-
tion takes the value Io(x∗) = ac2/2. We can also note that Io
is positive-definite everywhere. Clearly, this is a trivial prob-
lem with a unique solution, but it illustrates how the method
works.
We set up the constrained minimization as
I(x;ψ) =
1
2
ax2 − ψ(x− c). (47)
Variation with respect to x leads to
Q(x, ψ) = ax− ψ = 0. (48)
Clearly, this equation invites a simple change in variables, and
we can define the S and R functions:
ψ = S(x) = ax (49)
and
x = R(ψ) = ψ/a. (50)
Let us first consider the reduced functional Ix, which is
read from Eq. (23) after carrying out the substitution using
Eq. (49). We obtain the function
Ix(x) = −
1
2
ax2 + acx. (51)
The equilibrium equation is
− ax+ ac = 0. (52)
This is in agreement with our general theory as we obtain the
above form from Eq. (24):
− C(x)
dS(x)
dx
= −(x− c)a = −ax+ ac = 0. (53)
We emphasize here that the extremization of the reduced func-
tional is equivalent to the solution of the constraint equation
C(x) = 0. Its solution is of course x∗ = c, as in the original
problem. To be more precise, we do require that the derivative
dS/dx (which is a) not be zero.
We obtain, for the second variation
d2Ix
dx2
= −a, (54)
which, alternatively, can be read from the formula in Eq. (25):
−
dC(x)
dx
dS(x)
dx
= −a. (55)
The price to be paid for the use of this formulation is that the
second variation is negative. Our extremization is in fact a
maximization.
We can take a look at the parallel reduced problem for Iψ.
The function to be extremized is:
Iψ(ψ) = −
1
2a
ψ2 + cψ. (56)
The extremization of this functional leads to the equation
−
1
a
ψ + c = 0. (57)
7We can easily recognize in this expression the condition
−D(ψ) = −C(R(ψ)) = −(R(ψ) − c) = −(ψ/a) + c = 0,
as developed in the general framework (see Eq. (17)). We re-
cover the solution ψ∗ = ac so that x∗ = c. We also note that
the function Iψ is obviously negative-definite. Quickly, we
can check that its second variation is:
d2Iψ
dψ2
= −
1
a
, (58)
or alternatively from Eq. (19) we have
−
dD(ψ)
dψ
= −
1
a
, (59)
so that the two evaluations are equivalent. In this last expres-
sion the delta function in Eq. (19) is replaced by a Kronecker
delta on a single index (associated with the variable ψ) which
is simply 1.
We want to render our formulation of the reduced prob-
lem positive-definite. To simply change the sign of the func-
tional does not work since we would then change the eval-
uation at the minimum, and thus we would be violating one
of the important properties, namely, property (B), of a useful
functional. Also, in problems with multiple variables a global
change in sign would modify the properties of the functional
with respect to all other variables. We thus proceed instead,
with our general method. The modification framework is eas-
ier to follow in the Iψ format which we will use now.
We begin with choosing the function h(ψ) = −ψ/a. Then
we can construct the following modified constraint
Ψ(ψ) = h−1[D(ψ) + h(ψ)] (60)
= −a
((
1
a
ψ − c
)
−
1
a
ψ
)
= ac.
We have obtained a constant multiplier. The modified func-
tional is
Fψ(ψ) = Io[R(ψ)]−Ψ(ψ)D(ψ) (61)
=
1
2a
ψ2 − ac
(
1
a
ψ − c
)
=
1
2a
(ψ − ac)2 +
1
2
ac2.
Amazingly, this transformation has rendered the problem into
a patently positive-definite one, which obviously has the ex-
pected minimum at ψ∗ = ac (or x∗ = c), and maintains
the correct evaluation of the functional. Let us confirm these
properties of the above functional. The equilibrium equation
is
1
a
(ψ − ac) = 0, (62)
which is identical to D(ψ) = 0, as suggested by our general
theory. We obtain for the solution ψ∗ = ac, which is indeed
the correct solution. At the equilibrium point, we can evaluate
the second variation as follows:
d2Fψ
dψ2
∣∣∣
ψ=ψ∗
= −
dD
dψ
∣∣∣
ψ=ψ∗
(63)
−2
dh−1
du
∣∣∣
u=h(ψ)
(
dD
dψ
∣∣∣
ψ=ψ∗
)2
= −
1
a
− 2(−a)
(
1
a
)2
=
1
a
.
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FIG. 1. Functionals of base variable x corresponding to the example
of a one-dimensional quadratic form. The original (unconstrained)
functional Io is represented by a dotted blue line. The reduced func-
tional Ix produced via the standard Lagrange multiplier method is
the dashed green line. Solid red line is the functional Fx that results
from the application of the modified Lagrange multiplier procedure.
The black dashed-dotted line is the constraint C(x) for this exam-
ple. The two functionals Ix and Fx meet at one point, the point of
extremum, which lies on the constraint line. While Ix is maximized
at this extremum point, Fx becomes a minimum.
The result is positive-definite, confirming that our modified
functional is convex.
We omit the full development of these results for the mod-
ified functional based on the variable x. We simply note that,
using again h(ψ) = −ψ/a and carrying out the substitution
ψ = S(x) in Eq. (61), we obtain the following functional for
x:
Fx(x) =
a
2
(x− c)2 +
1
2
ac2. (64)
This has the same basic properties as we deduced for the mod-
ified reduced functional for ψ, including positive-definiteness.
In Fig. 1 we plot the functionals of variable x obtained for this
one-dimensional example. We employ a = 1 and c = 1, mak-
ing x = 1 as the obvious solution point and we expect the
reduced functionals to be stationary at this particular point.
It is clear from the figure that the standard Lagrange multi-
plier method produces a functional (dashed green line) that
becomes a maximum at the extremum. On the other hand, the
functional constructed via the modified Lagrange multiplier
procedure (solid red line) becomes a minimum at the same
extremum point. Figure 1 provides a helpful visualization for
the functionals obtained in the case of other, more complicated
examples that follow, where the concave reduced functional is
similarly transformed into a convex form.
Before leaving this example we point out that other choices
of the function h can be used. While we have made a perhaps
ideal choice above, we have plenty of options. Consider for
example the choice, in the spirit of the work we sketch be-
low for the Poisson-Boltzmann equation, h(ψ) = exp(−ψ).
8Employing this particular h function, our reduced functional
reads:
Fψ(ψ) =
1
2a
ψ2 + ln
(
exp(−ψ) +
1
a
ψ − c
)(
1
a
ψ − c
)
.
(65)
We find that we still have a solution at ψ = ac, but as the
reader would note, the nonlinearity of the expression reduces
the region of definition of the function. Computing the second
derivative of the function we obtain:
d2Fψ
dψ2
=
1
a
+
2
a
1− a exp(−ψ)
(a exp(−ψ) + ψ − ac)
(66)
+
1
a
a exp(−ψ)(ψ + 2− ac)− 1
(a exp(−ψ) + ψ − ac)2
(ψ − ac),
which reduces at equilibrium to
d2Fψ
dψ2
∣∣∣
ψ=ψ∗
=
1
a
+ 2
1− a exp(−ac)
a2 exp(−ac)
. (67)
For c > 0, if our coefficient a satisfies 0 < a < 1, this second
derivative is positive-definite at and near its extremum, which
is therefore a minimum. This last expression could also be
read from our general results:
d2Fψ
dψ2
∣∣∣
ψ=ψ∗
= −
dD
dψ
∣∣∣
ψ=ψ∗
(68)
−2
dh−1
du
∣∣∣
u=h(ψ)
(
dD
dψ
∣∣∣
ψ=ψ∗
)2
= 2
1
a2 exp(−ac)
−
1
a
which is the same result as Eq. (67).
B. A vector space
We consider now a less trivial example, using a quadratic
function in a multi-dimensional space and multiple linear con-
straints. A key difference with the previous case is the loss of
a one-to-one relationship between the variable x and the mul-
tiplier ψ. We consider the quadratic form
Io =
1
2
xiAijxj , (69)
where xi is a vector in a real Euclidean N−dimensional
space. For simplicity, we take the matrix Aij as positive-
definite and we take it to be symmetric. We use the repeated
index summation convention. We impose the constraint that
the vectors should live in the intersection of M hyperplanes:
Cα(xi) = n
α
i xi − c
α = 0. (70)
Here, for each constraint index α, we have a vector nαi that
can be considered normal to the constraint hyperplane. Note
that the superscript ranges over indices from 1 to M , so that,
considered as a matrix, nαi has M ×N elements. We employ
the convention where the superscript (Greek letters) specifies
the constraint index and subscript denotes the base vector (x)
component. Note that cα is a matrix containing M constant
elements.
We set up the function
I(xi;ψ
α) =
1
2
xiAijxj − ψ
α(nαi xi − c
α). (71)
Our multiplier ψα is a M−dimensional vector. Variation with
respect to x leads to
Aijxj − n
α
i ψ
α = 0, (72)
where we limit the space of variables only to those values of
xi where the above equation can be solved, namely, the linear
subspace of vectors of the form xi = A−1ij nαj ψα. Letting the
constraint variable range over all its possible values, we note
that this subspace is only M−dimensional.
To explicitly write the relations between the coordinate vec-
tor xi and the multiplier ψα, we first introduce the auxiliary
square matrices Pαβ = nαi n
β
i and V αβ = nαi A
−1
ij n
β
j . Their
inverses (P−1)αβ , (V −1)αβ , are defined in the obvious way.
Note that the matricesP and V are both of dimensionsM×M
and the repeated index in their definition implies the sum over
the N components corresponding to the base vector x. When
we restrict ourselves to the valid space of variables as noted
above, we have a map between the values of the two sets of
variables xi and ψα:
ψα = S(xi) = (P
−1)αβnβi Aijxj , (73)
with the inverse relation:
xi = R(ψ
α) = A−1ij n
α
j ψ
α. (74)
We can now obtain the functions
Dα(ψβ) = Cα(R(ψβ)) = V αβψβ − cα. (75)
These functions produce vectors, and we emphasize this fact
by adding relevant subindices to their symbols. The condition
Dα(ψβ) = 0 is in fact an ensemble of M conditions. Now,
the reduced functional Iψ , from Eq. (15), reads
Iψ(ψ
α) = −
1
2
ψαV αβψβ + ψαcα, (76)
which can be shown to be negative-definite. Variation of the
above functional leads to a result that, when restricted to the
proper subspace, is identical to:
nαi xi − c
α = 0. (77)
Namely, our result is consistent with the claim that the equi-
librium equation is simply the overall constraint itself.
We can also check the validity of our expressions for the
second variation of the functional. We have
δ2Iψ
δψαδψβ
= −V αβ , (78)
which indeed has the form of −δDα(ψβ)/δψβ .
9As in the one-dimensional case, we can fix our functional
by using the function h(ψα) = −V αβψβ . This results in a
modified multiplier
Ψα = cγ(V −1)γα (79)
and a final result for the functional similar to the one-
dimensional case:
Fψ(ψ
α) =
1
2
ψαV αβψβ−cγ(V −1)γαV αβψβ+cγ(V −1)γαcα.
(80)
The above functional is positive-definite.
In this example, it becomes clear that our work with the re-
duced functional takes place, in general, in a smaller space
than the original region of the definition of the variable x.
The more interesting examples below show a similar situation
within the context of infinite-dimensional function spaces.
C. Electrostatics in free space
We now proceed to more complex and practical examples.
We shall produce many different presentations of the electro-
static variational problem. Gaussian units will be adopted in
what follows.
We start, in all cases, with the following expression for the
energy of the electric field E:
Io[E] =
1
8π
∫
E ·E. (81)
The minimum of this expression is zero. To create non-trivial
fields, there must be charges and Gauss’s law must be obeyed,
C[E] =
1
4π
∇ · E− ρ = 0, (82)
which we take as a constraint on the form of the field. Here, ρ
denotes the charge density which is considered as a parameter
field, not subjected to variations. We obtain the standard form
of the constrained functional similar to Eq. (8):
I[E;φ] =
1
8π
∫
E · E−
∫
φ
(
1
4π
∇ ·E− ρ
)
(83)
where φ is the Lagrange multiplier and it will be soon identi-
fied with the electric potential.
Variation with respect to the field and integration by parts
gives us the relation
Q(E;φ) =
1
4π
(E+∇φ) = 0. (84)
Compared to the previous examples, we now have a rather
non-trivial functional connecting the original field and the
multiplier:
E = R[φ] = −∇φ. (85)
We can also obtain the multiplier as a function of the original
field:
φ(x) = S[E] =
1
4π
∫
G(x,y)∇ ·E(y) (86)
where G(x,y) is the electrostatic Green’s function given as
G(x,y) =
1
|x− y|
. (87)
To simplify the notation, we will write
∫
dy G(x,y)h(y) as∫
Gh when it is unlikely to cause confusion.
Not every vector field can be expressed as a gradient, but
since the equation Q(E, φ) = 0 is only valid for these cases,
we can restrict the fields considered to those admitting a po-
tential. We also note that in writing the functional S[E] in
Eq. (86), we have used boundary conditions that eliminate
constant fields that do not vanish at infinity.
From Eq. (15), we obtain the following expression for the
reduced functional:
Iφ[φ] =
1
8π
∫
∇φ · ∇φ −
∫
φ
(
−
1
4π
∇2φ− ρ
)
(88)
= −
1
8π
∫
∇φ · ∇φ+
∫
φρ,
where the second equality of the above equation follows from
integration by parts. The above functional is well known [2]
and one can tell by inspection that it is negative-definite. We
can use the formula for the second variation of a standard re-
duced functional derived in Sec. III to confirm our suspicion.
From the first equality of Eq. (88), we note the form of the
constraint,
D[φ] = −
1
4π
∇2φ− ρ. (89)
Quickly, we compute the variation δD defined in Eq. (21):
δD = −
1
4π
∇2δφ. (90)
Finally, using the above result in Eq. (22) we obtain the second
variation of Iφ at equilibrium to be
δ2Iφ[φ
∗] = −
∫
δDδφ =
1
4π
∫
δφ∇2δφ = −
1
4π
∫
|∇δφ|2.
(91)
Clearly, the above second variation is strictly negative.
We now use the modified multiplier procedure to obtain
a convex functional for the electrostatics of charges in free
space. In Eq. (28), using the functional h(φ) = (4π)−1∇2φ,
so that h−1(σ) = −
∫
Gσ, we obtain the following form for
the modified Lagrange multiplier Φ:
Φ = h−1[D[φ] + h(φ)] = h−1(−ρ) =
∫
Gρ. (92)
Note that we have obtained a multiplier that does not depend
on φ. Using this result in Eq. (30) gives the modified reduced
functional:
Fφ[φ] =
1
8π
∫
∇φ · ∇φ−
∫∫
Gρ
(
−
1
4π
∇2φ− ρ
)
=
1
8π
∫
∇φ · ∇φ−
∫
φρ+
∫∫
ρGρ. (93)
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Judging by the form of the second equality above, it is easy
to tell that we have rendered the functional positive-definite.
Once again, we can confirm this by using Eq. (41), the for-
mula for the second variation of the modified reduced func-
tional at equilibrium. In this regard, it is useful to know
that for the present system, with our particular choice of
h(φ) = (4π)−1∇2φ, we have
δh(φ)
δφ
= −
δD
δφ
. (94)
Remembering once again that
δh−1[u]
δu
∣∣∣
u=h
=
(
δh(v)
δv
∣∣∣
v=h−1
)−1
(95)
and, at equilibrium, Φ = h−1[h(φ)] = φ, we obtain from
Eq. (41),
δ2Fφ[φ
∗] = −
1
4π
∫
|∇δφ|2 + 2
∫∫
δ(x − x′)δφ(x) δD(x′)
= −
1
4π
∫
|∇δφ|2 + 2
1
4π
∫
|∇δφ|2
=
1
4π
∫
|∇δφ|2. (96)
In the above set of equations, the second equality follows from
using Eq. (90) and carrying out the integral over x. Clearly,
from the final equality in Eq. (96), we conclude that the second
variation of Fφ is strictly positive.
It is useful to take a closer look at Fφ, in particular, the
way it is expressed in the second equality of Eq. (93). This
result is deceptively simple. It might appear that we have sim-
ply reversed the signs of the original result in Eq. (88) and
“fixed” the value of the energy by adding a term. However, as
derived from our general framework, this is simply one of in-
finite equivalent functionals that indeed recovers the original
equations of equilibrium and evaluates to the correct value of
the energy while preserving the minimum property. We can
present this functional in yet another rather suggestive way.
Let us change variables replacing the potential for an equiva-
lent distribution of charge σ, so that ∇2φ = −4πσ. Imposing
suitable boundary conditions and restricting the space of func-
tions allowed for both the variables φ and σ, we can make this
a one to one function. While the construction of the inverse is
equivalent to the solution of the constraint, conceptually these
two operations are different; we change the variational func-
tional variable but we are not solving for the equilibrium. We
obtain, after some manipulations:
Fσ[σ] =
1
2
∫∫
σG(σ − 2ρ) +
∫∫
ρGρ. (97)
This simple form can be easily interpreted. To an arbitrary po-
tential field configuration we can associate a fictitious charge
density σ by taking the Laplacian of the potential. The total
energy of this field, is composed of its self interaction and the
interaction with the actual charge ρ. The energy achieves its
minimum when the fictitious charge equals the actual charge.
This seemingly innocuous statement is actually the basis of
very useful methods to analyze more complicated systems,
such as the case of particles in a polarizable medium which
is our next example.
Finally, we note that the standard Lagrange multiplier pro-
cedure evaluates to the following functional in the variable E:
IE [E] = −
1
8π
∫
E ·E+
∫∫
ρG
1
4π
∇ · E, (98)
which is a negative-definite form. Once again, substituting φ
from Eq. (86) in terms of E in Eq. (93), generates the modified
reduced functional of variable E,
FE [E] =
1
8π
∫
E ·E−
∫∫
ρG
1
4π
∇ ·E+
∫∫
ρGρ, (99)
which has the property of being positive-definite at its ex-
tremum.
D. Electrostatics in polarizable medium
The motivation for the investigations carried out in this sub-
section is to construct a positive-definite functional for simu-
lating charges in a dielectric medium with spatially varying
permittivity. We have presented the basic results in our pre-
vious publications [9, 10]. Here, we wish to show how those
results fit within the modified functional method.
The starting point is the energy, expressed in terms of the
electric field E and the polarization vector P. The net charge
is composed of the free charge density ρ and the induced po-
larization charge density ω = −∇ · P. Our initial functional
is then
I[E,P;φ] =
1
8π
∫
E ·E+
∫
1
2χ
P ·P
−
∫
φ
(
1
4π
∇ · E−∇ ·P− ρ
)
(100)
where, once again, we include Gauss’s law as a constraint to
the electrostatic energy. The functional has base variables E
and P and multiplier φ. A first reduction of the functional
by elimination of the electric field and potential leads to the
functional
IP [P] =
1
8π
∫
ǫ
χ2
P ·P (101)
−
∫∫
G (ρ−∇ ·P)
(
∇ ·
ǫ
4πχ
P− ρ
)
.
This presentation of the functional still exhibits the structure
of our formal derivations with
C[P] = ∇ ·
ǫ
4πχ
P− ρ = 0, (102)
and
ψ[P] =
∫
G(ρ−∇ ·P). (103)
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We have for the extremum condition of IP [P]:
1
χ
P+∇
∫
G(ρ−∇ ·P) = 0, (104)
and formal manipulations reduce it to the previous form of the
constraint C[P] = 0 as given by Eq. (102). As expected, the
equilibrium condition is equivalent to the constraint.
Equation (104) has a clear interpretation. The integral gives
the value of the potential created by the free and polarization
charges, and the gradient of the potential reproduces the elec-
tric field which cancels the equivalent term P/χ. Rearrange-
ment of the functional in Eq. (101) produces
IP [P] =
∫
1
2χ
P·P+
1
2
∫∫
(ρ−∇·P)G(ρ−∇·P). (105)
This functional, obtained elsewhere [16, 17], is clearly
positive-definite and has been employed in simulation meth-
ods which rely on exploiting this property [18]. A significant
drawback of this expression is that it relies on a vector vari-
able.
To further take advantage of the functional in Eq. (101), we
seek to replace the base variable P with scalar variables such
as the potential φ or the scalar polarization density ω. In par-
ticular, the transition to ω as the base variable offers numerous
benefits when simulating charges in piecewise-uniform di-
electric media as argued elsewhere [9, 12, 19]. The change of
variables is arduous since the polarization vector is not solely
determined by a potential. It can be checked, however, that
the following expression can be used:
P = −χ∇
∫
G(ρ+ ω). (106)
As before, we must emphasize that, in spite of its appearance,
this is not a solution of any of the equations of the system, but
simply a change in variables suggested by the known physical
properties of the system. We can thus write:
Iω[ω] =
∫∫∫
χ
2
∇G(ρ+ ω) · ∇G(ρ+ ω) (107)
+
1
2
∫ (
ρ−∇ · χ∇
∫
G(ρ+ ω)
)
G
×
(
ρ−∇ · χ∇
∫
G(ρ+ ω)
)
.
This is again a positive-definite functional of the polarization
charge ω. We can simplify to:
Iω[ω] =
1
2
∫∫
ρG(ρ+Ω)−
1
2
∫∫
ΩG(ω − Ω) (108)
where we use the shorthand
Ω = ∇ · χ∇
∫
G(ρ+ ω). (109)
Equation (109) is clearly a recasting of the calculation of
the induced polarization charge given the values of density
of free charges and the polarization charges. That is, the ex-
pression can be understood as a recursive calculation of the
polarization charge. At equilibrium we must have Ω = ω and
in fact this requirement is the extremum condition that results
from the variation of Iω[ω] with respect to ω.
In a previous work [9], we derived the functional in
Eq. (108) in an indirect way, implementing the change of vari-
ables through a Lagrange multiplier. This is equivalent to the
direct computation sketched above. However, using the for-
malism of modified multipliers presented here, different func-
tionals can be obtained. We begin, like in Ref. [9], by imple-
menting the change of variable in the following way:
I[P, ω] =
∫
|P|2
2χ
+
1
2
∫∫
(ρ+ ω)G (ρ+ ω)
−
∫
φ (ω +∇ ·P) , (110)
where φ is the Lagrange multiplier that will turn out to be
the electrostatic potential. The above functional has two base
variable fields P and ω and the formalism of obtaining stan-
dard reduced functional in terms of φ as developed in Sec. III
still goes through, producing first the R functions that relate
P and ω to φ:
P = R1[φ] = −χ∇φ, (111)
ω = R2[φ] = −
1
4π
∇2φ− ρ. (112)
Using these functions, the standard procedure leads to the re-
duced functional
Iφ[φ] =
∫
χ
2
∇φ · ∇φ+
1
2
∫
∇2
φ
4π
G∇2
φ
4π
−
∫
φ
(
−
1
4π
∇2φ− ρ−∇ · χ∇φ
)
, (113)
which after some simple manipulations can be rendered to the
following final form:
Iφ[φ] = −
∫
ǫ
8π
∇φ · ∇φ+
∫
φρ. (114)
It is clear that this functional is negative-definite. In fact, for
the case of free space everywhere (ǫ = 1), the above func-
tional is the same as the functional in Eq. (88). Once again,
we can render it positive-definite by appropriately choos-
ing the modified Lagrange multiplier. We choose h(φ) =
(4π)−1∇2φ with its inverse given by h−1(y) = −
∫
Gy. Fol-
lowing Eq. (30), we obtain the modified reduced functional:
Fφ[φ] =
∫
ǫ
8π
∇φ · ∇φ (115)
+
∫∫
G (∇ · χ∇φ+ ρ)
(
∇ ·
ǫ∇φ
4π
+ ρ
)
.
It can be checked from Eq. (41) that the above functional pro-
duces a positive-definite second variation at its extremum. We
note that for the aforesaid case of ǫ = 1 (equivalently, χ = 0),
the above functional is identical to the functional in Eq. (93).
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The reduced functional can also be obtained with ω as the
sole base variable. We first compute the inverse function from
Eq. (112):
φ = S2[ω] =
∫
G(ρ+ ω). (116)
Next, we substitute φ in terms of ω in Eq. (115), giving, after
a few manipulations, the functional
Fω[ω] =
1
2
∫∫
ρG (ρ+ ω)−
∫∫
1
2
G(ρ−ω+2Ω) (ω − Ω) .
(117)
One can check that, at equilibrium, the above functional ex-
hibits positive second variation. Also, this functional is differ-
ent from the functional Iω [ω] of Eq. (108), which was derived
via a direct change of variables. One can see the differences
more clearly after rearranging the functional in Eq. (108) as:
Iω [ω] =
1
2
∫∫
ρG (ρ+ ω)−
∫∫
1
2
G (ρ+Ω) (ω − Ω) .
(118)
Clearly, both functionalsFω and Iω exhibit the structure of our
formal derivations with the first terms in Eqs. (117) and (118)
corresponding to the electrostatic energy and the second term
harboring the constraint surface that ω must live on, namely,
ω − Ω = 0. Moreover, we can now promptly identify that
these two functionals differ only in the choice of the Lagrange
multiplier that constraints the recursive relation ω − Ω = 0.
While both Fω and Iω are useful functionals for analytical
or computational investigations of the problem of charges in
heterogeneous dielectric media, it is worth noting that Fω of-
fers the additional advantage of being useful for the case of
charges in uniform vacuum. For this simple case, the func-
tional Iω identically equates to 12
∫∫
ρFρ, thus becoming in-
dependent of the base functional variable ω and consequently
unusable. On the other hand, it is easy to see from Eq. (117)
that for uniform vacuum
Fω[ω;χ = 0] =
1
2
∫∫
ρGρ+
1
2
∫∫
ωGω. (119)
Clearly, setting the first variation of the above functional to
zero leads to the relation ω = 0, which is indeed the correct
solution for the case of free space. It is also important to note
the contrast between Fω[ω;χ = 0] and Fσ , the functional of
the charge density σ produced in Eq. (97), remembering that
ω is an actual charge density while σ is a fictitious one.
In the end, we want to emphasize that in recent litera-
ture, the route to render the standard electrostatics functionals
positive-definite has involved the cost of employing vectors
such as D or E as base variables for the functional [20]. In
contrast, here we produce convex functionals for electrostat-
ics which employ scalar functions such as φ or ω as base vari-
ables. Therefore, additional numerical costs due to the use
of vector variables can be entirely avoided and in this light
we expect our functionals to be excellent candidates for nu-
merical minimization methods associated with simulations of
charged systems.
E. Poisson-Boltzmann theory for one-component plasma
In a previous publication [11] we have provided a de-
tailed treatment of the variational framework for the Poisson-
Boltzmann theory. Here, we simply sketch the role of the
modified multiplier in producing positive-definite versions of
the variational principle for the system.
We consider the slightly simpler case of one-component
plasma, which is interesting in its own right. This system
has only one species of mobile ions with concentration c and
charge q. The condition of electroneutrality implies that there
must be a compensating background charge of opposite sign
and we denote its (charge) density as ρf . For simplicity, we
will set ǫ = 1 everywhere. Our starting functional then sim-
ply adds to our electrostatic functional, terms that provide the
Boltzmann relation between potential and local charge den-
sity:
Io[E, c] =
1
8π
∫
|E|
2
+
1
β
∫ (
c ln
(
cΛ3
)
− c
)
−
∫
µc,
(120)
where Λ and µ are, respectively, the deBroglie wavelength
and chemical potential associated with the mobile ions and β
is the inverse thermal energy. Once again, we include Gauss’s
law as a constraint to the above functional obtaining
I[E, c, φ] = Io[E, c]−
∫
φ
(
1
4π
∇ ·E− ρf − qc
)
, (121)
where φ is the associated Lagrange multiplier and will soon
turn out to be electrostatic potential. Variations of the above
functional with respect to E and ρ and subsequent substitution
in favor of φ leads to the reduced functional
Iφ[φ] =
∫ (
1
8π
|∇φ|
2
−
1
β
Ce−βqφ (βqφ+ 1)
)
(122)
−
∫
φ
(
−
1
4π
∇ · ∇φ− ρf − Cqe
−βqφ
)
,
where C is a constant made up from a combination of terms
containing Λ and µ. C can be interpreted as the bulk concen-
tration. The last term of the above functional can be recog-
nized as the product of the original multiplier times the con-
straint
D[φ] = −
1
4π
∇ · ∇φ− ρf − Cqe
−βqφ. (123)
We can use formulas derived in Sec. III to evaluate the second
variation of the above functional. We promptly compute the
variation δD given by Eq. (21) for the above constraint as
δD = −
1
4π
∇ · ∇δφ + βCq2e−βqφδφ, (124)
and using the result in Eq. (22), we obtain the second variation
at equilibrium to be
δ2Iφ[φ
∗] = −
1
4π
∫
|∇δφ|2−βCq2
∫
e−βqφ
∗
(δφ)2. (125)
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Clearly, the above second variation is strictly negative, imply-
ing that the reduced functional Iφ is negative-definite.
We now use the modified Lagrange multiplier method to
obtain a convex functional for this problem. First, we choose
the h function to be h(φ) = Cq exp(−βqφ). This form is
suggested by the need of an appropriate amount of negative
contribution from the derivative of h as seen in Eq. (41), and
the eventual tractability and simplicity of the form of the mod-
ified multiplier Φ. We quickly find the inverse function to be
h−1(y) = −(βq)−1ln(y/Cq). Using these functions we can
transform the multiplier as prescribed in Eq. (28) and obtain
Φ[φ] = −
1
βq
ln
[
−∇2φ− ρf
Cq
]
. (126)
As in the example of Sec.V A, application of this modified
multiplier demands restrictions on the range of the function
space explored by φ so as to avoid, for example, imaginary
values for the logarithm. The modified functional is
Fφ[φ] =
∫ (
1
8π
|∇φ|
2
−
1
β
Ce−βqφ (βqφ+ 1)
)
(127)
−
−1
βq
∫
ln
[
−∇2φ− ρf
Cq
]
×
(
−
1
4π
∇2φ− ρf − Cqe
−βqφ
)
.
We now calculate, from Eq. (41), the second variation of
the modified functional. We already have the expression for
δD given by Eq. (124). We need δhh−1(h), which is
δhh
−1(h(φ∗)) =
1
δφh(φ)
= −
eβqφ
∗
βCq2
. (128)
The expression for the second variation of the modified func-
tional at equilibrium is composed of the second variation of
the standard reduced functional augmented with a new term,
the second integral in Eq. (41). It is particularly informative
to compute this term before revealing the final result for the
second variation. Using Eqs. (41), (124) and (128), this term
is computed to be
−2
∫
δhh
−1(h(φ∗))(δD[φ])2 = 4
1
4π
∫
|∇δφ|2 (129)
+2βCq2
∫
e−βqφ
∗
(δφ)2 +
2
βCq2
∫
e−βqφ
∗
(
1
4π
∇2δφ
)2
.
We immediately see that, in the above expression, each of the
three terms on the right-hand side of the equation are strictly
non-negative. Moreover, a quick comparison with Eq. (125)
reveals that the first two terms on the right-hand side in the
above equation not only cancel the negative-definite terms in
Eq. (125), they lead to a net positive result. Upon adding the
right-hand sides of Eqs. (125) and (129), we find that our mod-
ified functional has, at equilibrium, the following second vari-
ation:
δ2Fφ[φ
∗] =
3
4π
∫
|∇δφ|2 + βCq2
∫
e−βqφ
∗
(δφ)2
+
2
βCq2
∫
e−βqφ
∗
(
1
4π
∇2δφ
)2
, (130)
which is positive-definite as desired.
F. Magnetostatics
The methods developed above for charged systems can be
further extended to include magnetism and also suggest some
avenues of investigation for electrodynamics. In this subsec-
tion, we consider the special case of magnetostatics. For the
sake of simplicity, we focus on the case where the susceptibil-
ity µ is 1 everywhere, noting that the extension to the case of
spatially-dependent µ can be carried out in similar fashion as
the treatment of heterogeneous dielectric media in Sec. V D.
For the static magnetic field, we have the following starting
functional:
I[B;A] =
1
8π
∫
B ·B−
∫
A ·
(
1
4π
∇×B−
1
c
j
)
(131)
where c is the speed of light, B is the magnetic field, j is
the current density, and A is the vector potential; the latter
obviously playing the role of a Lagrange multiplier. We note
that in the static case we have ∇ · j = 0. Variation of the
functional with respect to the magnetic field leads to
B = ∇×A (132)
and the reduced functional of the potential is:
IA[A] =
1
8π
∫
∇×A · ∇ ×A
−
∫
A ·
(
1
4π
∇×∇×A−
1
c
j
)
= −
1
8π
∫
∇×A · ∇ ×A+
1
c
∫
A · j (133)
which is semi-negative-definite. It contains modes that can
give a zero second functional derivative, but it is otherwise
negative. In the electrostatic case, boundary conditions elim-
inated zero modes, but their elimination here is a bit more
complicated. Any configuration of the form A = ∇η does
not contribute to the second functional derivative. If we im-
pose the condition
∇ ·A = 0, (134)
the functional becomes negative-definite. We make this
choice from now on.
As before, the process of obtaining a positive-definite func-
tional begins by recognizing the constraint
D[A] =
1
4π
∇×∇×A−
1
c
j (135)
from the first equality of Eq. (133). Next, we employ
the choice h(A) = −(4π)−1∇×∇×A, which following
Eq. (134) becomes h(A) = (4π)−1∇2A. We promptly
compute the required inverse of the h function: h−1(v) =
14
−
∫
G(x,y)v(y). The modified Lagrange multiplier for this
problem follows from Eq. (28):
Am = −
∫
G
(
D[A]−
1
4π
∇×∇×A
)
=
1
c
∫
G j,
(136)
using which we obtain the modified functional
FA[A] =
1
8π
∫
∇×A · ∇ ×A
−
1
c
∫∫
G j ·
(
1
4π
∇×∇×A−
1
c
j
)
. (137)
A final reduction leads to the functional
FA[A] =
1
8π
∫
∇×A · ∇ ×A+
1
4πc
∫∫
G j · ∇2A
+
1
c2
∫∫
j(x) ·G j(y). (138)
Clearly, the above functional is a positive-definite functional
of the vector potential when restricted to the subspace of
divergence-less vector fields.
VI. POSSIBLE EXTENSIONS AND APPLICATIONS
After presenting these examples, we wish to make some
general remarks on both the practical aspects of the use of the
functionals we have developed, as well as about their applica-
tion to other systems of interest.
First, we note that the modified functional has been ob-
tained through a nonlinear transformation. As pointed out
above, this reduces some of the range of applicability of the
functional, at least as a single-valued real functional. Once
we have achieved the goal of creating a positive-definite func-
tional at the equilibrium point, one can hope that the explo-
ration of non-equilibrium configurations never takes us to re-
gions where the functional is not defined or it is negative-
definite. There must always be a finite region, in some
functional topology or metric, where the positive-definiteness
property remains valid. Thus, this becomes a practical imple-
mentation problem, but one that in principle has a solution.
Second, as the presented modified functionals retain a lot of
the properties of the original reduced functionals, they clearly
function as good alternatives to the latter. Their application to
quantum mechanical problems may also be possible. In the
path integral formulation of quantum mechanics, we explore
non-stationary paths and weight them with the imaginary ex-
ponential of an action. In general, a modified action could
provide the wrong weighting. However, if the constraint is a
limit on the actually realizable paths; that is, if all the quan-
tum fluctuations can only appear in the space that satisfies the
constraint, this approach would still in principle function and
we look forward to develop such applications. Further, the
method might also help in the elucidation of the properties of
quantum systems where, for example, the ground state might
be recovered as the solution of a variational problem.
Additionally, the rather ad-hoc nature of our modifications
suggests that there might be other means of systematically
modifying known functionals to improve their properties. Al-
ternative approaches might include the use of different trans-
formations of the multiplier, the iteration of the process of a
single transformation, and the direct modification of the con-
straint.
As for other possible areas of application, we wish to note
that since variational methods have long been applied to phys-
ical problems, there are likely plenty more systems in which
the methodology might be of use. We note, for example, the
extensive use of a constrained variational functional in inves-
tigations of shapes of membrane and elastic fibers [21–23].
We note below the relation with quantum field theory, but we
also point out that other disciplines also work extensively with
variational formulations, most notably applied control theory
(see, for example, [24]).
Finally, variational functionals have also been used in the
discussion of field theories. Constrained functionals form
an important and deeply investigated topic in the context of
gauge field theories [4, 5]. We note however, that the moti-
vation of our current approach, the finding of positive-definite
functionals is not a relevant, nor likely possible, goal in rel-
ativistic electrodynamics and other field theories due to the
signature of the Minkowski metric. Nevertheless, variants of
this goal are likely of interest, for example, the construction of
functionals with excitations that have non-negative mass. We
will pursue such investigations in future publications.
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