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ABSTRACT
Bacterial infections represent a significant source of morbidity and mortality. Biofilms and
antibiotic resistance pose challenges to our future ability to treat bacterial diseases with
antibiotics (1). Bacteria frequently live in biofilms, which are surface-associated communities
encased in a hydrated extracellular polymeric substances (EPS) matrix (2, 3). Biofilms are
crucial in the pathogenesis of many clinically-important infections and are difficult to eradicate
because they exhibit resistance to antimicrobial agents and removal by host immune systems (4).
Antibiotics can even induce biofilm formation (5, 6).
The development of antibiotic-resistant bacteria is also a growing medical problem. Antibiotic-
resistance genes can be acquired by horizontal gene transfer and passed vertically to later
generations (7). Antibiotic resistance can also result from persistence, a phenomena in which a
subpopulation of cells can withstand antibiotic treatment without containing antibiotic-resistance
genes (8). These problems, coupled with decreasing output of new antibiotics, have highlighted
the need for new treatments for bacterial infections (1, 9-12).
I developed three novel strategies for attacking bacterial biofilms and antibiotic resistance using
synthetic biology. To remove biofilms, I engineered bacteriophage to express a biofilm-
degrading enzyme during infection to simultaneously attack biofilm cells and the biofilm EPS
matrix. These enzymatically-active bacteriophage substantially reduced biofilm cell counts by
4.5 orders of magnitude (-99.997% removal), which was about two orders of magnitude better
than that of non-enzymatic phage. To address antibiotic-resistant bacteria, I targeted gene
networks with synthetic bacteriophage to create antibiotic adjuvants. Suppressing the SOS
network with engineered bacteriophage enhanced killing by ofloxacin, a quinolone drug, by over
2.7 and 4.5 orders of magnitude compared with control bacteriophage plus ofloxacin and
ofloxacin alone, respectively. I also built phage that targeted multiple gene networks and
demonstrated their effectiveness as antibiotic adjuvants. Engineered bacteriophage reduced the
number of antibiotic-resistant bacteria and performed as strong adjuvants for other bactericidal
antibiotics such as aminoglycosides and p-lactams. Finally, I designed synthetic in vivo sensors
for antibiotic-resistance genes that can be coupled with effector components to kill cells carrying
resistance genes or to block horizontal transmission of those genes. My work demonstrates the
feasibility and benefits of using engineered bacteriophage and synthetic biology constructs to
address the dual threats of bacterial biofilms and antibiotic-resistant bacteria.
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1 INTRODUCTION
Biofilms and antibiotic resistance pose a significant hurdle to eliminating bacterial
infections with conventional antimicrobial drugs. Patients that would have been easily cured by
antibiotics in the past are now dying or remaining sick for much longer due to biofilms and
antibiotic-resistant bacterial infections (10, 13, 14). The economic cost of antibiotic resistance in
the United States alone is estimated to be between US $5 billion and US $24 billion per year
(15). Therefore, it is imperative that new antibacterial strategies be explored (16).
Bacteria frequently live in biofilms, which are surface-associated communities enclosed in
a hydrated extracellular polymeric substances (EPS) matrix composed of polysaccharides,
proteins, nucleic acids, and lipids which helps maintain a complex heterogeneous structure (2, 3).
Biofilms constitute an essential and protective lifestyle for bacteria in many different natural and
man-made environments, including dental plaques, water pipes, medical devices, and industrial
systems (17). Bacterial biofilms have been implicated as a source of persistent infection,
contamination, and biofouling due to inherent resistance to antimicrobial agents and host
immune defenses (18). Thus, there exists a growing need for novel and effective treatments
targeted at biofilms, particularly in light of the continually-worsening problem of antibiotic
resistance and the discovery that antibiotic use can even induce biofilm formation (5, 6).
In addition to inherent bacterial resistance to antimicrobials in biofilm, antibiotic resistance
can result from mutations in antibacterial targets or from acquisition of genes that encode
proteins which promote the efflux of antibiotics or bind and inactivate antibiotics (7). Gene
acquisition is usually due to horizontal gene transfer via transformation, plasmids, or conjugative
transposons (19, 20). For example, Enterococcusfaecalis in nosocomial settings became
completely vancomycin-resistant by 1988 (19). Co-infecting staphylococci have subsequently
received vanA resistance genes from Enterococcus faecalis (19). Staphylococcus aureus
acquired resistance to sulpha drugs in the 1940s, penicillin-resistance in the 1950s, methicillin-
resistance in the 1980s, and vancomycin-resistance in 2002 (19). The heavy use of antibiotics in
livestock in the agricultural industry has contributed to the emergence of methicillin-resistant
staphylococci and is unlikely to abate (19). Streptococcus pneumoniae and Neisseria
gonorrhoeae have also obtained resistance to antibiotics (19).
Another way for bacterial cells to be resistant to antimicrobial agents is through the
phenomena of persistence (8). Persistence is believed to be a stochastic process in which certain
cells in a metabolically-dormant stage are able to avoid being killed by multiple antibiotics (8).
Persisters do not carry genetic mutations but instead exhibit phenotypic resistance to antibiotics
(21). In E. coli, persister levels increase markedly in late-exponential and stationary phases and
are important components ofbiofilm (8). Chromosomally-encoded toxins may contribute to the
persister phenotype (22-24). However, the underlying mechanisms controlling the stochastic
process of persistence are not well understood (8).
Proposed solutions to limit the spread of antibiotic resistance include reducing antibiotic
use, preventing the spread of resistant bacteria particularly in nosocomial settings, using novel
antibiotics to which pathogens are not resistant, and limiting person-to-person transmission by
reducing the carrier rate in health-care workers and patients (10). These attempts to control the
spread of antibiotic resistance require great design, compliance, and effort to achieve efficacy.
While these techniques may certainly help control the spread of antibiotic resistance, they may
be difficult to implement successfully in real life and cannot avoid the evolutionary pressure that
antibiotic use places on bacteria to select for resistance. For example, ecological models of
antibiotic cycling suggest that conventional cycling will not reduce antimicrobial resistance in
hospitals (25). In many cases, bacteria with antibiotic resistance genes maintain them stably and
do not fare poorly against non-resistant strains (8). Constant evolutionary pressure will ensure
that antibiotic resistance bacteria will continue to grow in number. The dearth of new
antibacterial agents being developed in the last 25-30 years certainly bodes poorly for the future
of the antibiotic era (1). Thus, new methods for combating bacterial infections are needed in
order to prolong the antibiotic age. For example, bacteriophage therapy or synthetic antibacterial
peptides have been proposed as potential solutions (16, 26).
Phage therapy has begun to be accepted in industrial and biotechnological settings. For
example, the FDA recently approved the use of phage targeted at Listeria monocytogenes as a
food additive (27). However, phage therapy has several challenges that must be overcome
before it will be accepted in Western medicine for treating humans (28). These problems include
the lack of properly designed clinical trials to date (28), development of phage resistance (11, 12,
29), phage immunogenicity in the human body and clearance by the reticuloendothelial system
(RES) (11, 30), the release of toxins upon bacterial lysis (11), and phage specificity (11).
Fortunately, many of these concerns are currently being studied and addressed. For example,
combination therapy with antibiotics and phage may alleviate the development of phage
resistance (11, 12, 29). Long-circulating phage can be isolated that can avoid RES clearance to
increase in vivo efficacy (30). The problem of phage clearance is an important one that needs to
be solved as it may make phage therapy more useful for treating transient infections rather than
chronic ones. Non-lytic and non-replicative phage have been engineered to kill bacteria while
minimizing endotoxin release (31, 32). Progress is also being made in the development of toxin-
free phage preparations (33).
The specificity of phage for host bacteria is both an advantage and a disadvantage for
phage therapy. Specificity allows human cells as well as innocuous bacteria to be spared,
potentially avoiding serious issues such as drug toxicity or Clostridium difficile overgrowth that
can arise with antibiotic use. C. difficile infection is characterized by diarrhea and colitis, and
has increased in severity in recent years (34). Antibiotic therapy is believed to alter the
microbial flora in the colon due to lack of target specificity, thus allowing C. difficile to
proliferate and cause disease (35). However, host specificity means that a well-characterized
library of phage must be maintained so that an appropriate therapy can be designed for each
individual infection (11). The diversity of bacterial infections implies that it may be difficult for
any particular engineered phage to be a therapeutic solution for a wide range of biofilms.
Indeed, phage therapy generally requires the use of phage cocktails to cover a range of target
bacteria.
To reduce biofilms, I have developed an enzymatically-active bacteriophage platform to
produce phage which express biofilm-dispersing enzymes during infection followed by cell lysis.
To attack antibiotic-resistant bacteria, I built a synthetic bacteriophage platform to target gene
networks as antibiotic adjuvants. Finally, I developed synthetic in vivo sensors to detect the
presence of antibiotic-resistant genes within individual bacterial cells. These sensors can be
connected to downstream synthetic effector components which kill bacteria that carry resistance
genes or suppress horizontal transmission of those genes. These are synthetic biology solutions
for the important dual threats of biofilms and antibiotic-resistant bacteria.
2 ENGINEERED PHAGE THERAPY FOR BACTERIAL
BIOFILMS
2.1 Introduction
Over the last few years, synthetic biology has enabled the development of many engineered
biological devices and cells with interesting and well-modelled characteristics (36-38). At the
same time, new technologies for more cost-effective DNA synthesis and sequencing have been
reported (39). These advances allow for large-scale synthetic genomes to be designed and built
with much greater ease than is currently possible with traditional molecular biology methods.
Synthetic biologists have begun to address important real-world problems by modifying
organisms to produce artemisin precursors (40), developing bacteria that can target cancerous
cells (41), and producing new antimicrobial peptides (16), to name a few examples (37).
Synthetic biology is distinguished from traditional genetic engineering through the use of
modularity, abstraction, and standardization to allow generalized principles and designs to be
applied to different scenarios. In this work, I engineered bacteriophage with biofilm-degrading
enzymatic activity to create a synthetic biology platform for eradicating bacterial biofilms. The
text used in this section to describe this work was published and therefore reproduced from Ref.
(42) in Proceedings in the National Academy of Sciences.
Bacteria frequently live in biofilms, which are surface-associated communities encased in a
hydrated EPS matrix, that is composed of polysaccharides, proteins, nucleic acids, and lipids and
helps maintain a complex heterogeneous structure (2, 3). Biofilms constitute an essential and
protective lifestyle for bacteria in many different natural and man-made environments, including
dental plaques, water pipes, medical devices, and industrial systems (17). Bacterial biofilms have
been implicated as a source of persistent infection and contamination in medical, industrial, and
food processing settings due to inherent resistance to antimicrobial agents and host defenses (2,
4, 18, 43). Thus, there exists a growing need for novel and effective treatments targeted at
biofilms, particularly in light of the continually-worsening problem of antibiotic resistance and
the discovery that antibiotic use can even induce biofilm formation (5, 6).
Bacteriophage treatment has been proposed as one method for controlling bacterial
biofilms (26). Phage have been used since the early 2 0 th century to treat bacterial infections,
especially in Eastern Europe, and have been shown to decrease biofilm formation (26, 28, 44).
For example, phage T4 can infect and replicate within Escherichia coli biofilms and disrupt
biofilm morphology by killing bacterial cells (45-47). Phage have also been modified to extend
their natural host range. E. coli which produce the K1 polysaccharide capsule are normally
resistant to infection by T7, but are susceptible to T7 that have been designed to express K1-5
endosialidase (48). Enzymatic degradation of EPS components is another useful strategy for
disrupting biofilms, though bacterial cells are not killed, which may result in the release of many
bacteria into the environment (2, 49, 50). For instance, enzymatic degradation of a cell-bound
EPS polysaccharide adhesin known as polymeric f3-1,6-N-acetyl-D-glucosamine (PGA) by
exogenously-applied dispersin B (DspB) has been demonstrated to reduce biofilms of several
different species of bacteria (49, 51). DspB, an enzyme which is produced by Actinobacillus
actinomycetemcomitans, hydrolyzes PGA, a crucial adhesin needed for biofilm formation and
integrity in Staphylococcus and E. coli, including E. coli K-12 as well as clinical isolates (51).
Reports of natural lytic phage with phage-borne polysaccharide depolymerases have shown that
phage-induced lysis and EPS degradation are used in combination in natural systems to reduce
bacterial biofilms (52, 53). These depolymerases appear to be carried on the surfaces of phage
and degrade bacterial capsular polysaccharides to allow access to bacterial cell surfaces (54).
However, the chance that one can isolate a natural phage that is both specific for the bacteria to
be targeted and expresses a relevant EPS-degrading enzyme is likely to be low (11).
Therefore, I propose a modular design strategy in which phage that kill bacteria in a
species-specific manner are engineered to express the most effective EPS-degrading enzymes
specific to the target biofilm. This strategy should permit the development of a diverse library of
biofilm-dispersing phage rather than trying to isolate such phage from the environment. By
multiplying within the biofilm and hijacking the bacterial machinery, engineered enzymatically-
active phage should be able to achieve high local concentrations of both enzyme and lytic phage
to target multiple biofilm components, even with small initial phage inoculations. Rapid phage
replication with subsequent bacterial lysis and expression ofbiofilm-degrading enzymes should
render this two-pronged attack strategy an efficient, autocatalytic method for removing bacterial
biofilms in environmental, industrial, and clinical settings (Figure 1). This design also removes
the need to express, purify, and deliver large doses of enzyme to specific sites of infection that
may be difficult to access, and should improve the efficacy of phage therapy at removing
biofilms. Increasingly cost-effective genome sequencing and synthetic biology technologies,
which include the refactoring of phage genomes and large-scale DNA synthesis (37, 55, 56),
should further enable the production of engineered enzymatic phage and significantly extend the
limited repertoire of biofilm-degrading phage that have been isolated from the environment.
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Figure 1. Two-pronged attack strategy for biofilm removal with enzymatically-active DspB-expressing T 7 DspB
phage. Initial infection of E. coli biofilm results in rapid multiplication of phage and expression of DspB. Both
phage and DspB are released upon lysis, leading to subsequent infection as well as degradation of the crucial biofilm
EPS component, f-1,6-N-acetyl-D-glucosamine (49). Adapted from Ref. (42).
2.2 Results
2.2.1 Design of Enzymatically-Active Bacteriophage.
As a proof-of-principle design of artificial biofilm-degrading bacteriophage, I engineered
T7, an E. coli-specific phage (57, 58), to express DspB intracellularly during infection so DspB
would be released into the extracellular environment upon cell lysis (Figure 1). I employed a
modified T7 strain (Novagen T7select415-1) with several deletions of nonessential genes (Figure
2a). I cloned the gene coding for DspB (dspB) under the control of the strong T7 cp 10 promoter
so dspB would be strongly transcribed by T7 RNA polymerase during infection (Figure 2b). As
a control, I cloned an S-Tag insert into the T7 genome so that no DspB would be produced
(Figure 2c).
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Figure 2. Genomes of engineered phage used for biofilm treatment. (a) Genome of T7select415-1 shows a unique
BclI site and capsid gene lOB. (b) DspB-expressing phage T7DspB was created by cloning T3 gene 1.2 into the
unique BclI site and cloning the 0p l-dspB construct after capsid gene lOB. (c) Non-DspB-expressing control phage
T7control was created by cloning T3 gene 1.2 into the unique BclI site and cloning the control S-Tag insert (included
in the T7select415-1 kit) as a fusion with the capsid gene 1OB. Adapted from Ref. (42).
To test the effectiveness of our engineered phage against pre-grown biofilm, I cultivated
E. coli TG1(lacl::kan) biofilms in LB media on plastic pegs using the standardized MBEC
biofilm cultivation system. I used E. coli TG1 as the target biofilm strain since TG1 forms a
thick, mature biofilm and contains the F plasmid (59). The F plasmid enhances biofilm
maturation along with other biofilm-promoting factors in E. coli, including PGA, flagellum,
cellulose, curli, antigen 43, and other conjugative pili and cell surface adhesins (59, 60). Because
T7 is unable to replicate efficiently in F-plasmid-containing E. coli, gene 1.2 from T3 phage was
also cloned into the unique Bcll site in our engineered T7 phage and control T7 phage to
circumvent F-plasmid-mediated exclusion and extend the phage host range (Figure 2b and Figure
2c) (61). The control phage and engineered phage were named T 7 control and T 7DspB, respectively
(Figure 2b and Figure 2c).
2.2.2 Characterization of Enzymatically-Active Bacteriophage
To determine whether the T7DspB phage was more effective than the T7ontrol phage, I first
employed a crystal violet (CV) assay to assess the amount of biofilm on the pegs after phage
treatment. Pre-grown TGl(lacI::kan) biofilm was inoculated with only LB media or infected
with 103 plaque forming units per peg (PFU/peg) of T7ontrol or T7 DspB phage (Figure 3a). To
assess whether our engineered enzymatic phage was more efficacious than wild-type phage at
attacking biofilm despite being made with a modified T7 phage, I also treated biofilm with wild-
type T7 (T7wt) or wild-type T3 (T3wt) (Figure 3a). After 24 h of treatment, CV staining of
untreated biofilm had a 600 nm absorbance (A600) approximately equal to that for T7wt-treated
biofilm (Figure 3a). Both T3wt-treated biofilm and T7cont~i-treated biofilm were much reduced
compared with the untreated biofilm: the former had an A600 that was lower than that of
untreated biofilm by a factor of 10.3, while the latter had an A600 that was lower than that of
untreated biofilm by a factor of 5.6 (Figure 3a). The amount ofbiofilm left on the T7DspB-treated
pegs was the least of all the treatment types, with an A600 which was less by a factor of 14.5 than
that of untreated biofilm and less by a factor of 2.6 than that of T7control-treated biofilm (P =
5.4*10-8). These findings demonstrate that DspB expression in T7 DspB is crucial to elevating its
biofilm-removing efficacy over that of wild-type phage and non-enzymatic T7 control phage
(Figure 3a).
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Figure 3. Assays for E. coli TG1 biofilm levels and phage counts after 24 h with no treatment or with treatment with
wild-type phage T7wt, wild-type phage T3wt, non-DspB-expressing control phage T7contol, or DspB-expressing phage
T7 DspB. Error bars indicate s.e.m. (a) Mean absorbance (600 nm) for n = 16 biofilm pegs stained with 1% CV,
solubilized in 33% acetic acid, and diluted 1:3 in lx PBS (62). (b) Mean cell densities (loglo(CFU/peg)) for n = 12
biofilm pegs. Pegs treated with T7DspB resulted in a 3.65 loglo(CFU/peg) reduction in viable cells recovered from E.
coli biofilm compared to untreated biofilm. (c) Mean phage counts (loglo(PFU/peg)) recovered from media in n = 3
microtiter plate wells (wells) or sonication of n = 3 biofilm pegs (biofilm), as indicated, after 24 h of treatment with
initial inoculations of 103 PFU/well. Both T7contr0o and T7 DspB showed evidence of replication with phage counts
obtained from the microtiter plate wells or with phage counts recovered from the biofilms after sonication. Adapted
from Ref. (42).
To confirm that the decrease in CV staining corresponded with killing ofbiofilm cells, I
used sonication to obtain viable cell counts (CFU/peg) for bacteria surviving in the biofilms after
phage treatment. Pre-grown TGl(lacI::kan) biofilm (prior to treatment) reached a mean cell
density of 6.4 loglo(CFU/peg) after 24 h of growth (Figure 3b). After 24 h of additional growth
in new LB media with no phage treatment, the untreated biofilm had a mean cell density of 6.9
loglo(CFU/peg) (Figure 3b). T3wt-treated biofilm had a mean cell density that was less than that
of T7control-treated biofilm by a factor of 5.9 and greater than that of T7DspB-treated biofilm by a
factor of 12 (Figure 3b). T7control-treated biofilm had a mean cell density of 5.1 loglo(CFU/peg)
while the mean cell density for T7DspB-treated biofilm was 3.2 loglo(CFU/peg), the lowest of all
the treatment types (Figure 3b). The difference in viable cells recovered from T7control-treated
biofilm and T7DspB-treated biofilm was statistically significant (P = 1.2*10-5). These results are
consistent with the CV staining data and demonstrate that DspB-expressing T7 DspB phage are
substantially more effective at killing E. coli TG1 biofilm compared with wild-type T3wt, wild-
type T7wt, and non-DspB-expressing control T 7 control phage.
Our two-pronged method of biofilm eradication involves expression of DspB and rapid
phage replication (Figure 1). To confirm that our phage multiplied, I obtained PFU counts from
media in the microtiter plate wells. By 24 h of treatment, wild-type T7 had not replicated but
wild-type T3 had multiplied significantly within the biofilm (Figure 3c). To compare the amount
of phage in the microtiter plate wells with phage residing in the biofilms, I also obtained PFU
counts by sonicating the biofilms. After 24 h of treatment, PFU counts for T7control and T7DspB
recovered from the microtiter plate wells were several orders of magnitude greater than PFU
counts recovered by sonication of the biofilms (Figure 3c). Overall, PFU counts obtained from
the wells and the biofilms were all orders of magnitude greater than the initial inoculation of 103
PFU, confirming that phage multiplication indeed took place (Figure 3c).
2.2.3 Time Courses and Dose-Responses for Enzymatically-Active
Bacteriophage Treatment
Since I determined that T7 DspB had greater biofilm-removing capability than T7control after
24 h of infection, I next sought to determine the time course of biofilm destruction. As shown in
Figure 4a, by 5 h post-infection, T7DspB-treated biofilm had a mean cell density that was 0.82
logio(CFU/peg) less than T7control-treated biofilm (P = 2.0*10-4). At 10 h post-infection, T7 DspB-
treated biofilm began to settle at a steady-state mean cell density between 3 to 4 loglo(CFU/peg),
while T7con,,-treated biofilm flattened out at approximately 5 logio(CFU/peg) by 20 h post-
infection (Figure 4a). T7DspB-treated biofilms had mean cell densities that were approximately
two orders of magnitude lower than T7control-treated biofilms, up to 48 h of total treatment
(Figure 4a), and importantly, T7 DspB treatment reduced biofilm levels by about 99.997% (4.5
loglo(CFU/peg)) compared with untreated biofilm. I found no evidence of phage resistance
developing over the long time course of treatment (Figure 4a).
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Figure 4. Time-course curves, dosage response curves, and SEM images for engineered phage treatment targeting
E. coli TG1 biofilm. Scale bars are 10 tm. Each data point in parts (a) and (e) represents the mean loglo0-
transformed cell density of n = 12 biofilm pegs. Each data point in parts (d) and (f) represents the mean loglo0-
transformed phage counts obtained from n = 3 microtiter plate wells. Error bars indicate s.e.m. (a) Time course (up
to 48 h) of viable cell counts for no treatment (red squares), treatment with T7 contlol (black circles), or treatment with
T7 DspB (blue crosses) demonstrates that T 7DspB significantly reduced biofilm levels compared with T7control. (b) SEM
image of T7DspB-treated biofilm after 20 h shows significant disruption of the bacterial biofilm. (c) SEM image of
untreated biofilm after 20 h shows a dense biofilm. (d) Time course of phage counts obtained after initial
inoculation of E. coli TG1 biofilm with 103 PFU/well of T7control (black circles) or T7 DspB (blue crosses). Both
T7ontrol and T7 DspB began to replicate rapidly after initial inoculation. (e) Dose response curves of mean cell
densities (measured after 24 h of treatment) for T7contol (black circles) and T7 DspB (blue crosses). For all initial
phage inoculations, T7DspB-treated biofilm had significantly lower mean cell densities compared to T7control-treated
biofilm. (f) Dose response curves of mean phage counts (measured after 24 h of treatment) for T7control (black circles)
and T 7DspB (blue crosses). For all initial phage inoculations, both T7control and T7DspB multiplied significantly.
Adapted from Ref. (42).
I also used scanning electron microscopy (SEM) to image the biofilm pegs over the time
course of phage treatment in order to directly visualize biofilm dispersal by our enzymatically-
active phage (Figure 4b, Figure 4c, and Figure 5). After 20 h of treatment, T7DspB-treated
biofilm (Figure 4b) was significantly disrupted compared with the untreated biofilm (Figure 4c).
These results confirm that T7 DspB indeed causes biofilm reduction and bacterial cell killing.
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Figure 5. Scanning electron microscopy images for untreated, T7conol1-treated, and T7DspB-treated biofilms. Scalebars are 10 gm. Consistent with time-course data (Figure 4a), T7DspB-treated biofilm and T7control-treated biofilm
were indistinguishable from untreated biofilm at 2 h 25 min post-infection. However, by 4 h post-infection, T7 DspB-treated biofilm began to lyse and disperse significantly, while T7conlroz-treated biofilm was still largely undisturbed.By 10 h post-infection, significant amounts of cell debris were seen in both T7cont.o-treated and T7DspB-treatedbiofilms. At 20 h post-infection, T7,ono,,l-treated and T7DpB-treated biofilms had been disrupted by phage treatment,but T7DpB-treated biofilm was composed largely of cell debris and had fewer intact cells than T7con.ol-treatedbiofilm. Adapted from Ref. (42).
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To verify that phage replication was occurring over time, I obtained PFU counts in the
microtiter wells. As seen in Figure 4d, both T7control and T7 DspB began to replicate within the
bacterial biofilm as early as 50 minutes post-infection. By about 190 minutes, T7contr. and
T7 DspB PFU/peg approached steady-state levels of approximately 8 to 9 loglo(PFU/peg),
indicating that phage replication had occurred (Figure 4d). T7 DspB PFU/peg were generally
higher than T7control PFU/peg but not by orders of magnitude as was the case for CFU counts per
peg. This is because the T7 burst size (-250 PFU per infective center) (63) multiplied by the
number of the extra cells killed by T 7 DspB, compared with T7 control, equals extra PFU/peg that are
insignificant compared with the PFU levels already reached by T7control. I did not note any
significant differences in burst sizes and growth rates between T7 DspB and T7contro0 (data not
shown).
Considering that the above experiments were carried out with initial inoculations of 103
PFU/peg, which translates to a multiplicity of infection (MOI) of about 1:10 3 .4 (Figure 4a), I next
aimed to determine the effect of changing the initial MOI on biofilm removal. With low phage
doses, repeated rounds of phage multiplication and DspB expression should promote biofilm
dispersal and allow more bacterial cells to be accessible for subsequent phage infection. With
high phage doses, initial DspB production post-infection should also be very disruptive to
biofilm integrity. As shown in Figure 4e, T7DspB was more effective than T7 contro at removing
biofilm at all inoculation levels tested, ranging from 101 PFU/peg to 105 PFU/peg. A dose-
dependent effect of phage inoculation on biofilm destruction was observed, with larger
inoculations leading to lower mean cell densities, particularly for T7DspB (Figure 4e). At
inoculation levels greater than or equal to 102 PFU/peg, mean cell densities (CFU/peg) for
T7DspB-treated biofilm were significantly lower than those for T7contro-treated biofilm by a factor
of 49-232 (Figure 4e). Thus, at low and high initial inoculations, DspB-expressing T7 is more
efficacious at disrupting E. coli TG1 biofilm compared with non-DspB-expressing control T7.
Note also that all phage dosages tested exhibited phage multiplication within the biofilm (Figure
4f). These results together suggest that DspB-expressing phage may have improved efficacy in
real-world situations where the ability to deliver high levels of phage to biofilms may be limited
or where sustained phage replication is less likely, e.g., in the gastrointestinal tract of cholera
patients (29, 30).
2.3 Discussion
In this work, I demonstrated that engineered phage which express biofilm-degrading
enzymes are more efficacious at removing bacterial biofilms than non-enzymatic phage alone.
Though our results were obtained for a prototype, proof-of-principle phage, I believe that our
design can be adapted to work in other phage and with other biofilm-degrading enzymes to target
a wide range ofbiofilms. Thus, engineered bacteriophage treatment should be considered as an
addition to the therapies available for use against bacterial biofilms in medical, industrial, and
biotechnological settings (28). Future improvements to this design may include directed
evolution for optimal enzyme activity, delaying cell lysis or using multiple phage promoters to
allow for increased enzyme production, targeting multiple biofilm EPS components with
different proteins as well as targeting multi-species biofilm with a cocktail of different species-
specific engineered enzymatically-active phage, and combination therapy with antibiotics and
phage to improve the efficacy of both types of treatment.
Phage therapy has begun to be accepted in industrial and biotechnological settings. For
example, the FDA recently approved the use of phage targeted at Listeria monocytogenes as a
food additive (27). However, phage therapy has several challenges that must be overcome
before it will be accepted in Western medicine for treating humans (28). These problems include
the lack of properly designed clinical trials to date (28), development of phage resistance (11, 12,
29), phage immunogenicity in the human body and clearance by the reticuloendothelial system
(RES) (11, 30), the release of toxins upon bacterial lysis (11), and phage specificity (11).
Fortunately, many of these concerns are currently being studied and addressed. For example,
combination therapy with antibiotics and phage may alleviate the development of phage
resistance (11, 12, 29). Long-circulating phage can be isolated that can avoid RES clearance to
increase in vivo efficacy (30). The problem of phage clearance is an important one that needs to
be solved as it may make phage therapy more useful for treating transient infections rather than
chronic ones. Non-lytic and non-replicative phage have been engineered to kill bacteria while
minimizing endotoxin release (31, 32). Progress is also being made in the development of toxin-
free phage preparations (33).
The specificity of phage for host bacteria is both an advantage and a disadvantage for
phage therapy. Specificity allows human cells as well as innocuous bacteria to be spared,
potentially avoiding serious issues such as drug toxicity or Clostridium difficile overgrowth that
can arise with antibiotic use. C. difficile infection is characterized by diarrhea and colitis, and
has increased in severity in recent years (34). Antibiotic therapy is believed to alter the
microbial flora in the colon due to lack of target specificity, thus allowing C. difficile to
proliferate and cause disease (35). Furthermore, the ability of our engineered phage to utilize the
local bacterial synthetic machinery to produce biofilm-degrading enzymes means that
exogenously-applied enzymes, which could have unintended effects on off-target biofilms, are
not needed. However, host specificity means that a well-characterized library of phage must be
maintained so that an appropriate therapy can be designed for each individual infection (11).
The diversity of bacterial infections implies that it may be difficult for any particular engineered
phage to be a therapeutic solution for a wide range of biofilms. Indeed, phage therapy generally
requires the use of phage cocktails to cover a range of target bacteria.
Overcoming the difficulty of creating a collection of enzymatically-active engineered
phage is a problem that can be solved by new cost-effective, large-scale DNA sequencing and
DNA synthesis technologies (37, 64, 65). Sequencing technologies will allow the
characterization of collections of natural phage that have been used in phage typing and phage
therapy for many years (66, 67). Once these phage have been better understood, synthesis
technologies should enable the addition ofbiofilm-degrading enzymes to produce new, modified
phage. Furthermore, rational engineering methods with new synthesis technologies can be
employed to broaden phage host range. For example, T7 has been modified to express Kl-5
endosialidase, allowing it to effectively replicate in E. coli that produce the K1 polysaccharide
capsule (48). In this study, I took advantage of gene 1.2 from phage T3 to extend our phage host
range to include E. coli that contain the F plasmid, thus demonstrating that multiple
modifications of a phage genome can be done without significant impairment of the phage's
ability to replicate (61). Bordetella bacteriophage use an intriguing reverse-transcriptase-
mediated mechanism to produce diversity in host tropism which may provide inspiration for
future designs (68, 69). In addition, utilizing enzymes, such as DspB, that target important
adhesins which are common to a broad range of bacterial species, including clinical strains,
should also help enzymatically-active phage be applicable to a greater number of infections (49,
51). Along these lines, the many biofilm-promoting factors required by E. coli K-12 to produce
a mature biofilm are likely to be shared among different biofilm-forming bacterial strains and are
thus potential targets for engineered enzymatic bacteriophage (60).
2.4 Conclusions
Because antibiotic resistance in biofilms poses a significant hurdle to eliminating biofilms
with conventional antimicrobial drugs, new anti-biofilm strategies, such as phage therapy, should
be explored. Novel synthetic biology technologies should enable the engineering of natural
phage with biofilm-degrading enzymes to produce libraries of enzymatically-active phage, which
could complement efforts to screen for new biofilm-degrading bacteriophages in the
environment. Once bacteriophage therapy itself becomes better understood and utilized,
engineered bacteriophage with biofilm-degrading enzymatic activity could become a viable
option in meeting the challenge ofbiofilm control in environmental, industrial, and clinical
settings.
2.5 Materials and Methods
2.5.1 Bacterial strains, bacteriophage, and chemicals.
E. coli TG1 (F'traD36 lactqA(lacZ) MI5 proA+B+/supE A(hsdM-mcrB)5 (rk- mk McrB-) thi
A(lac-proAB)) was obtained from Zymo Research (Orange, CA). The strain TG1 (lacl.:kan)
used to grow biofilm was created by one-step inactivation of the lacI gene by a kanamycin-
resistance cassette (70). E. coli BL21 was obtained from Novagen Inc. (San Diego, CA). Wild-
type T7 (ATCC #BAA-1025-B2) and T3 (ATCC #11303-B3) were purchased from ATCC
(Manassas, VA). T4 DNA ligase and all restriction enzymes were obtained from New England
Biolabs, Inc. (Ipswich, MA). PCR reactions were carried out using PCR SuperMix High Fidelity
from Invitrogen (Carlsbad, CA). Restriction digests of T7 genomic DNA were purified with the
QIAEX II kit, while purification of all other PCR reactions and restriction digests was carried out
with the QIAquick Gel Extraction or PCR Purification kits (Qiagen, Valencia, CA). All other
chemicals were purchased from Fisher Scientific, Inc. (Hampton, NH).
2.5.2 Construction and purification of engineered phage
Our engineered T7 phage was created using the T7select415-1 phage display system
(Novagen). Instead of cloning DspB onto the phage surface, I designed the T7select phage to
express DspB intracellularly during infection. The dspB gene was cloned from Actinobacillus
actinomycetemcomitans genomic DNA (ATCC #700685D) into the pET-9a plasmid (Novagen)
under the control of the strong T7 p 10 promoter in between the NdeI and BamHI sites using the
forward primer 5' atataatc catatg aat tgt tgc gta aaa ggc aat tc 3' and reverse primer 5' atatac
ggatcc tca ctc atc ccc att cgt ct 3' (restriction sites underlined). I placed a stop codon in all three
reading frames downstream of the T7select415-1 lOB capsid gene followed by the p 1 O-dspB
construct, so dspB would be strongly transcribed by T7 RNA polymerase during infection
(Figure 2b). The 9p10-dspB construct was isolated by PCR with the primers 5' gTA AcT AA
cgaaattaat acgactcact atagg 3' and 5' atataa cggccg c aagctt tca ctc atc ccc att cgt ct 3' (stop
codons in uppercase letters); the product was used in a subsequent PCR reaction with the primers
5' tactc gaattc t TAA gTA AcT AA cgaaattaat acgactc 3' and 5' atataa cggccg c aagctt tca ctc atc
ccc att cgt ct 3' to create a construct beginning with stop codons in each reading frame followed
by the p 10-dspB construct. Both the product of this PCR reaction and the T7select415-1 DNA
were digested with EcoRI and EagI, purified, ligated together using T4 DNA ligase, and
packaged into T7 phage particles with T7select packaging extracts to create phage T7 DspB-precursor.
The control phage, T 7 control-precursor, was constructed by cloning the T7select control S Tag insert
into the T7select415-1 phage genome and packaging the genome using T7select packaging
extracts (Figure 2c). Phage T 7 DspB-precursor and T 7 control-precursor were routinely amplified on E. coli
BL21 and verified by DNA sequencing.
Since wild-type T7 is unable to replicate normally in F-plasmid-containing E. coli, I cloned
gene 1.2 from phage T3 into T7 DspB-precursor and T7control-precursor to create T7DspB and T7control,
respectively, which are able to escape exclusion by the F plasmid (Figure 2b and Figure 2c) (61).
Genomic DNA from T7 DspB-precursor and T7 contro-precursor was isolated using the Qiagen Lambda
Midi Kit. T3 gene 1.2 was cloned from the T3 genome using primers 5' cgta tgatca aacg
agcagggcga acagtg 3' and 5' cgta tgatca ccactc gttaaagtga ccttaaggat tc 3' and inserted into the
unique BclI site in both the T7 DspB-precursor and T7 control-precursor, which were then packaged with
T7select packaging extracts. The resulting phage were amplified on E. coli BL21 and then
plated on E. coli TGl(lacl::kan) to isolate T7 DspB (Figure 2b) and T7cotol (Figure 2c), which
were confirmed by PCR to have gene 1.2 from T3.
Prior to biofilm treatment, T7 DspB and T7control were amplified on E. coli BL21 and purified.
12 mL of BL21 overnight cultures were diluted with 12 mL of LB in 125 mL flasks, inoculated
with 30 giL of high-titer phage stock, and allowed to lyse at 37oC and 300 rpm for 3 h. Lysed
cultures were clarified by centrifuging for 10 minutes at 10,000g and filtering the supernatants
through Nalgene #190-2520 0.2 gtm filters (Nalge Nunc International, Rochester, NY). The
purified solutions were centrifuged in a Beckman SW.41T rotor for 1 h at 29,600 rpm to
concentrate the phage. The supernatants were removed and pellets were resuspended in 0.2 M
NaC1, 2 mM Tris-HCI pH 8.0, and 0.2 mM EDTA. Phage suspensions were reclarified in
tabletop microcentrifuges at maximum speed (-13,200 rpm) for 10 minutes. The purified
supernatants were finally diluted in 0.2 M NaCI, 2 mM Tris-HCI pH 8.0, and 0.2 mM EDTA for
treatment. Appropriate amounts of phage were added to LB + kanamycin (30 ptg/mL) for
treatment, as described below. Phage purified by this protocol were no more effective at
reducing bacterial biofilm levels compared with phage purified by centrifugation with CsCl step
gradients (data not shown).
All phage PFU counts were determined by combining phage with 300 gL of overnight E.
coli BL21 culture and 4-5 mL of 50C LB top agar (0.7% w/v agar). This solution was mixed
thoroughly, poured onto LB agar plates, inverted after hardening, and incubated for 4-6 h at 37°C
until plaques were clearly visible.
2.5.3 Biofilm growth and treatment
All experiments were performed in LB media + kanamycin (30 jtg/mL). E. coli biofilms
were grown with the MBEC Physiology & Genetics Assay (MBEC BioProducts Inc., Edmonton,
Canada), which consists of a 96-peg lid that fits into a standard 96-well microtiter plate. Each
well was inoculated with 150 gL of media containing 1:200 dilutions of overnight cultures which
had been grown at 370 C and 300 rpm. Control wells with only media but no bacteria were
included. MBEC lids were placed in the microtiter plates, inserted into plastic bags to prevent
evaporation, and placed in a shaker (HT Infors Minitron) for 24 h at 350 C and 150 rpm to form
biofilm on the pegs.
For all treatments except for the dose response experiment, 103 PFU of phage were
combined with 200 gL LB + kanamycin (30 pg/mL) in each well in new microtiter plates
(COSTAR #3370). For the dose response experiment, 101, 102, 103, 104, or 105 PFU were
combined with 200 iL LB + kanamycin (30 gLg/mL) in each well. Wells with only media but no
phage were included as untreated biofilm controls. MBEC lids with 24 h pre-grown E. coli
biofilm were removed from their old 96-well microtiter plates, and placed into the new microtiter
plates and back into plastic bags in a shaker at 35TC and 150 rpm for treatment. After specified
amounts of time for the time-course experiment or 24 h for all other experiments, MBEC lids
were removed and the amounts ofbiofilm remaining were assayed by CV staining or viable cell
counting, as described below.
2.5.4 Crystal violet staining assay
Crystal violet staining of MBEC pegs was carried out, after rinsing three times with lx
phosphate-buffered saline (PBS), using a standard, previously reported protocol (62). MBEC
pegs were rinsed three times with 200 pL of lx phosphate-buffered saline (PBS) and placed into
fresh microtiter plates with wells containing 200 gL of 1% CV. After 15 minutes of incubation
at room temperature, the stained MBEC pegs were washed three times with 200 pL of lx PBS
and placed into fresh microtiter plates containing 200 gL of 33% acetic acid to solubilize the dye
for 15 minutes (62). To avoid oversaturating the absorbance detector, 66.7 pL of the solubilized
dye was added to 133.3 gL of lx PBS; the absorbance at 600 nm of this mixture was assayed in a
TECAN SpectraFluor Plus plate reader (Zurich, Switzerland). The mean A600nm of wells
corresponding to pegs with no biofilm growth was used as a blank measurement to correct all
other A600nm absorbances.
2.5.5 Viable cell count assay
I obtained viable cell counts by disrupting biofilms on the pegs in a sonicating water bath.
MBEC pegs were first rinsed three times with 200 gL of lx PBS and placed into fresh microtiter
plates (NUNC #262162) containing 145 pL of lx PBS in each well, which completely covered
the biofilms growing on the pegs. To prevent further infection of bacteria by phage, 20 ng of T7
Tail Fiber Monoclonal Antibody (Novagen) was added to each well. MBEC lids and plates were
placed in a Branson Ultrasonics #5510 sonic water bath (Danbury, CT) and sonicated for 30
minutes at 40 kHz to dislodge bacteria in biofilms into the wells. Serial dilutions were
performed and plated on LB agar + kanamycin (30 ýpg/mL) plates. Colony-forming units were
counted after overnight incubation at 370 C.
2.5.6 Scanning electron microscopy
SEM was performed according to MBEC recommendations (71). Scanning electron
microscopy was carried out with a Carl Zeiss Supra 40 VP SEM using Carl Zeiss SmartSEM
V05.01.08 software. Biofilm pegs were broken off at indicated time points and washed three
times in lx PBS. The pegs were then fixed in 2.5% glutaraldehyde in 0.1 M cacodylic acid (pH
7.2) for 2 to 3 h at room temperature. Subsequently, the pegs were air dried for at least 120 h,
and mounted and examined by SEM in VPSE mode with EHT = 7.5 kV. Each peg was
examined at several locations prior to imaging to ensure that characteristic images were acquired.
Images were frame- or line-integrated using the SmartSEM software to achieve better resolution.
2.5.7 Phage counts
At indicated time points (Figure 4d) or after 24 h of treatment (Figure 3c and Figure 4f),
media from n = 3 microtiter wells for each treatment type were serially diluted to obtain PFU
counts for phage in the liquid phase. To obtain PFU counts for phage residing in biofilms at 24 h
post-infection (Figure 3c), MBEC pegs were rinsed three times with 200 gLL of lx phosphate-
buffered saline (PBS) and placed into fresh microtiter plates (NUNC #262162) containing 145
jtL of lx PBS in each well, which completely covered the biofilm on the pegs. No T7 Tail Fiber
Monoclonal Antibody was added. The MBEC lids and plates were placed in a Branson
Ultrasonics #5510 sonic water bath (Danbury, CT) and sonicated for 30 minutes at 40 kHz to
dislodge bacteria and phage residing in biofilms into wells. Serial dilutions were performed to
obtain PFU counts for phage in biofilms.
2.5.8 Statistical analysis
Student's unpaired two-sided t-test was used to test for statistical significance. For the CV
staining assays, the dataset size for each treatment type was n = 16; for the CFU assays, n = 12
pegs per treatment type were used. Data for time-course CFU counts were collected from three
independent experiments; all other CFU data were obtained from single experiments in time.
Absorbances from crystal violet staining assays or CFU counts from viable cell count assays
were evaluated for statistically significant differences using Student's unpaired two-sided t-test
(assuming unknown and unequal variances) with an alpha level of 0.05 implemented in Matlab
version 7.0.01 (Mathworks, Natick, MA). All CFU data were loglo-transformed prior to
analysis. All absorbance data and loglo-transformed CFU data were verified to be approximately
normally distributed using the qqplot() function in Matlab version 7.0.1 to meet the assumptions
of the t-test. Error bars in figures indicate standard error of the mean (s.e.m).
3 NATURAL AND ENGINEERED BACTERIOPHAGE AS
ADJUVANTS FOR ANTIBIOTIC THERAPY
3.1 Introduction
Bacteria rapidly develop resistance to antibiotics within years of first clinical use (72).
Since antimicrobial drug development is increasingly lagging behind the evolution of antibiotic
resistance, there is a pressing need for new antibacterial therapies which can be readily designed
and implemented (1). In this work, I engineered a bacteriophage-based synthetic biology
platform to overexpress target proteins and attack gene networks which are not directly targeted
by antibiotics. This strategy allows the rapid translation of identified targets into effective
antibiotic adjuvants to treat bacterial infections. Combination treatment with engineered
bacteriophage and antibiotics greatly improves antibiotic efficacy in Escherichia coli. I show
that suppressing the SOS network with engineered bacteriophage enhances killing by quinolones
by over 2.7 and 4.5 orders of magnitude compared with control bacteriophage plus ofloxacin and
ofloxacin alone, respectively. In addition, engineered bacteriophage can improve the killing of
persister cells and biofilm cells, reduce the number of antibiotic-resistant bacteria in a antibiotic-
treated population, and act as a strong adjuvant for other bactericidal antibiotics such as
aminoglycosides and p-lactams. Finally, I show that bacteriophage which target one or more
non-SOS gene networks are also useful antibiotic adjuvants.
Antibiotic resistance can be acquired genetically or result from persistence, in which a
small fraction of cells in a population exhibits a non-inherited, phenotypic tolerance to
antimicrobials (8, 21-24, 73-75). Acquired antibiotic resistance arises from mutations in
antibiotic targets or from genes encoding proteins that pump antibiotics out of cells or inactivate
antibiotics (7). Horizontal gene transfer can occur via transformation, conjugative plasmids, or
conjugative transposons and is responsible for spreading genes conferring resistance to
antibiotics such as vancomycin and methicillin (19, 20, 76). Antibiotics that induce the SOS
response, such as ciprofloxacin, can promote the mobilization of antibiotic-resistance genes (77,
78). Resistance genes that develop in non-clinical settings, such as in agriculture for livestock,
may be subsequently transmitted to bacterial populations which infect humans (19, 79). Bacteria
can also survive antibiotic treatment by entering a metabolically-dormant state of persistence (8,
73, 74). Persisters constitute a reservoir of latent cells that can regrow once antibiotic treatment
ceases and may be responsible for the increased antibiotic tolerance observed in bacterial
biofilms, which are difficult-to-eradicate surface-associated communities (74). By surviving
treatment, persisters may play an important role in mutating or acquiring antibiotic-resistance
genes. The constant evolution of antibiotic resistance poses a serious challenge to the usefulness
of today's antibiotic drugs (1, 9-12).
Several strategies have been proposed for managing antibiotic resistance and controlling
infections. Surveillance and containment measures are useful but do not address the fundamental
evolution of resistance (19). Cycling antibiotics may help control resistant organisms but is
costly and may not be efficacious enough by itself (25, 80). Reducing the overprescribing of
antibiotics has only moderately reduced antibiotic resistance (81). Efforts have been also made
to lessen the use of antibiotics in farming but some use is inevitable (82). New classes of
antibiotics and effective antimicrobial agents should be developed but few are in pharmaceutical
pipelines (1, 16, 83). Phage therapy to kill bacteria has been in use since the early 20th century
(16, 17). Bacteriophage can be chosen to lyse bacteria or can be modified to express lethal genes
to cause cell death (31, 32, 84-86). However, phage which are directly lethal to their bacterial
hosts can produce phage-resistant bacteria in short amounts of time (11, 12, 29, 31, 32).
Combination therapy with different antibiotics or antibiotics plus phage may enhance bacterial
killing and reduce the incidence of antibiotic resistance (42, 87-89).
High-throughput methodologies combined with traditional molecular biology techniques
have enabled the discovery of potential drug targets for new antibiotics or antibiotic adjuvants
(42, 90-92). Translating these targets from identification to actual drug compounds requires a
significant amount of additional work and investment. In addition, antibiotic drugs typically
work by inhibiting protein activity and therefore cannot take advantage of targets which need to
exhibit increased activity in order to achieve antimicrobial activity. As a result, there remains a
significant gap between target identification and drug development. In this work, I engineered
bacteriophage to overexpress proteins to target gene networks and enhance bacterial killing in
combination therapy with antibiotics. By using increasingly cost-effective DNA synthesis
technologies, engineered bacteriophage can be rapidly designed to translate target discoveries
into antimicrobial adjuvants. I specifically targeted nonessential gene networks in E. coli which
are not directly attacked by antibiotics to avoid imposing additional evolutionary pressures for
antibiotic resistance. Instead, I chose proteins that are responsible for repairing cellular damage
caused by antibiotics, controlling regulatory networks, or modulating sensitivity to antibiotics.
3.2 Results
3.2.1 Suppressing the SOS response with LexA3-producing Bacteriophage
Bactericidal antibiotics cause hydroxyl radical formation which leads to DNA, protein, and
lipid damage and ultimately, cell death (91). DNA damage induces the SOS response which
results in DNA repair (Figure 8a) (93, 94). Since recA knockouts disable the SOS response and
increase bacterial killing by bactericidal antibiotics such as quinolones like ofloxacin, I first
engineered M13mpl 8 bacteriophage to overexpress lexA3, a repressor of the SOS response, in
order to potentiate antibiotics in E. coli (95). I used M13mpl8, a modified version of M13
phage, as our substrate since it is a non-lytic filamentous bacteriophage and can accommodate
DNA insertions into its genome (Figure 6a) (96). Unmodified filamentous bacteriophage have
been shown to augment antibiotic efficacy to some extent (97). To repress the SOS response, I
placed the lexA3 gene under the control of the synthetic PLtetO promoter followed by a synthetic
ribosome-binding sequence (RBS) and named this phage 9lexA3 (Figure 6b and Figure 8a) (91, 95,
98-100). I confirmed that PlexA3 suppressed the SOS response induced by ofloxacin treatment by
monitoring GFP fluorescence in wild-type E. coli EMG2 cells carrying a plasmid with an SOS-
responsive promoter driving gfp expression (Figure 7) (91).
asad
C
Sao
e PvuI f
Figure 6. (ienomes of unmodified M13mpl18 bacteriophage and engineered bacteriophage. Engineered
bacteriophage were constructed by inserting genetic modules under the control of a synthetic promoter and
ribosome-binding sequence in between SacI and Pvul restriction sites. (a) Unmodified control M13mp 18 (pcon)
contains lacZ to allow blue-white screening of engineered bacteriophage. (b) Engineered M13mpl8 bacteriophage
expressing lexA3 (P91xA 3). (c) Engineered M13mpl 8 bacteriophage expressing soxR (PsoxR). (d) Engineered
M13mp18 bacteriophage expressing csrA (PcsrA). (e) Engineered M13mpl8 bacteriophage expressing ompF (ompF).(f) Engineered M13mpl8 bacteriophage expressing csrA and ompF ((PcsrA-ompF)-
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Figure 7. Flow cytometry of cells with an SOS-responsive GFP plasmid exposed to no phage (black lines), qc9on
phage (red lines), or 91exA3 phage (blue lines) for 6 hours with varying doses of ofloxacin. 108 plaque forming units
per mL (PFU/mL) of phage were applied. Cells exposed to no phage or 0con showed similar SOS induction profiles
whereas cells with 91exA3 exhibited significantly suppressed SOS responses. (a) 0 ng/mL ofloxacin treatment. (b) 20
ng/mL ofloxacin treatment. (c) 60 ng/mL ofloxacin treatment. (d) 100 ng/mL ofloxacin treatment. (e) 200 ng/mL
ofloxacin treatment.
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To test 9•exA3's adjuvant effect, I obtained time courses for bacterial killing with phage
and/or ofloxacin treatment. I calculated viable cell counts by counting colony forming units
(CFUs) during treatment with or without 108 plaque forming units/mL (PFU/mL) of
bacteriophage and with or without 60 ng/mL ofloxacin (Figure 8b). Bacteria exposed only to
ofloxacin were reduced by about 1.7 loglo(CFU/mL) after 6 hours of treatment, reflecting the
presence of persisters not killed by the drug (Figure 8b). By 6 hours, 91exA3 improved the
bactericidal effect of ofloxacin by 2.7 orders of magnitude compared to control ?pon (-99.8%
additional killing) and over 4.5 orders of magnitude compared to no phage (-99.998% additional
killing) (Figure 8b). Though bacterial growth resumed after 2 hours of treatment with
unmodified 9pon or engineered PlexA3 alone, no significant phage resistance developed when
phage was used in combination with antibiotics (Figure 8b) (11, 12, 29, 31, 32). Thus, phage
resistance should not limit the long-term usefulness of this design strategy. I confirmed that both
yPon and 91exA3 bacteriophage replicated significantly during treatment (data not shown).
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Figure 8. Engineered (PlexA3 bacteriophage enhances killing by bactericidal antibiotics. (a) Schematic of
combination therapy with engineered bacteriophage and antibiotics. Bactericidal antibiotics induce DNA damage
via hydroxyl radicals, leading to either cell death or induction of the SOS response followed by DNA repair and
survival (91). Engineered phage carrying the lexA3 gene ((PexA3) under the control of the synthetic promoter PLtetO
and a ribosome-binding sequence (99) acts as an antibiotic adjuvant by suppressing the SOS response due to DNA
damage and increasing cell death. (b) Killing curves for no phage (black diamonds), unmodified cpo,, phage (red
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squares), and 9lexA3 (blue circles) without ofloxacin (dotted lines, open symbols) or with 60 ng/mL ofloxacin [oflox]
(solid lines, closed symbols). 108 PFU/mL phage was used. 91exA3 greatly enhanced killing by ofloxacin by 4 hours
of treatment. (c) Phage dose response shows that 91exA3 (blue circles with solid line) is a strong adjuvant for
ofloxacin (60 ng/mL) over a wide range of initial inoculations compared with no phage (black dash-dotted line) and
unmodified po,. (red squares with dashed line). (d) Ofloxacin dose response shows that 9t(p3 (blue circles with
solid line) improves killing even at low levels of drug compared with no phage (black diamonds with dash-dotted
line) and unmodified .on (red squares with dashed line). 108 PFU/mL phage was used. (e) Killing curves for no
phage (black diamonds), unmodified .on (red squares), and 9PexA3 (blue circles) with 5 gig/mL gentamicin [gent].
109 PFU/mL phage was used. P1exA3 phage greatly improved killing by gentamicin. (f) Killing curves for no Phage
(black diamonds), unmodified (po, (red squares), and PlexA3 (blue circles) with 5 jtg/mL ampicillin [amp]. 10
PFU/mL phage was used. 91exA3 phage greatly improved killing by ampicillin.
To verify that 1(PexA3 is a useful antibiotic adjuvant in different situations, I assayed for
bacterial killing with varying initial phage inoculation doses (Figure 8c) or varying doses of
ofloxacin (Figure 8d) after 6 hours of treatment. Given that the starting concentration of bacteria
was about 109 CFU/mL (data not shown), 91PexA3 enhanced ofloxacin's bactericidal activity over a
wide range of multiplicity-of-infections (MOIs), from 1:1000 to 1:1 (Figure 8c). (PlexA3's ability
to increase killing by ofloxacin at a low MOI reflects rapid replication and infection by M13
bacteriophage even with the burden of lexA3 expression. For ofloxacin concentrations at 30
ng/mL and higher, 91exA3 resulted in much greater killing compared with no phage or unmodified
(Pcon (Figure 8d). Thus, 91exA3 is a strong adjuvant for ofloxacin at doses below and above the
minimum inhibitory concentration (60 ng/mL, data not shown).
Next, I determined whether our engineered phage could increase killing by classes of
antibiotics other than the quinolones. I tested 91exA3's adjuvant effect for gentamicin, an
aminoglycoside, and ampicillin, a f3-lactam antibiotic. (PlexA3 increased gentamicin's bactericidal
action by over 2.5 and 3 orders of magnitude compared with •con and no phage, respectively
(Figure 8e). 91exA3 also improved ampicillin's bactericidal effect by over 2.2 and 5.5 orders of
magnitude compared with Ypon and no phage, respectively (Figure 8f). For both gentamicin and
ampicillin, 91exA3'S strong adjuvant effect was noticeable after 1 hour of treatment (Figure 8e and
Figure 8f). These results are consistent with previous observations that ArecA mutants exhibit
increased susceptibility to quinolone, aminoglycoside, and p-lactam drugs (91). Therefore,
engineered bacteriophage such as (PlexA3 can act as general adjuvants for three major classes of
bactericidal drugs.
Engineered (PexA3 bacteriophage is also capable of reducing the number of persister cells in
populations already exposed to antibiotics as well as enhancing antibiotic efficacy against
biofilms. For example, PlexA3 added to a population previously treated only with ofloxacin
increased the killing of bacteria which survived the initial treatment by over 0.94 and 1.3 orders
of magnitude compared with unmodified p,,,on and no phage, respectively (Figure 9). I also
determined that engineered 'PlexA3 was effective against bacteria living in biofilms. Simultaneous
application of •lexA3 and ofloxacin improved killing of biofilm cells by about 1.4 and 2.1 orders
of magnitude compared with (pon or no phage, respectively (Figure 10).
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Figure 9. Persister killing assay demonstrates that engineered bacteriophage can be applied to a previously drug-
treated population to increase killing of surviving persister cells. After 3 hours of 200 ng/mL ofloxacin treatment,
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no phage (black bar), 109 PFU/mL unmodified p,,on phage (red bar), or 109 PFU/mL engineered 9lexA3 phage (blue bar)
were added to the previously drug-treated cultures. Three additional hours later, viable cell counts were obtained
and demonstrated that 91exA3 was able to reduce persister cell levels better than no phage or unmodified (pcon.
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Figure 10. Mean killing with or without 60 ng/mL ofloxacin after 12 hours of treatment of E. coli biofilms
pregrown for 24 hours. Where indicated, 108 PFU/mL of bacteriophage was used. These results demonstrate that
9PlexA3 and 9csrA-,,,pFmaintain their effectiveness as antibiotic adjuvants against bacteria living in biofilms.
Exposure to subinhibitory concentrations of antibiotics can lead to initial mutations which
confer low-level antibiotic resistance and eventually more mutations that yield high-level
resistance (101). As effective antibiotic adjuvants, engineered bacteriophage can reduce the
number of antibiotic-resistant mutants that result from a bacterial population exposed to
antimicrobial drugs. To demonstrate this effect, I grew E. coli in media with either no ofloxacin
for 24 hours, 30 ng/mL ofloxacin for 24 hours, 30 ng/mL ofloxacin for 12 hours followed by
unmodified Ypon plus ofloxacin for 12 hours, or 30 ng/mL ofloxacin for 12 hours followed by
(PlexA3 and ofloxacin for 12 hours (Figure 11). Then, I counted the number of mutants resistant to
100 ng/mL ofloxacin for each of the 60 samples under each growth condition. Growth in the
absence of ofloxacin yielded very few resistant cells (median = 1) (Figure 11). However, growth
with subinhibitory levels of ofloxacin produced a very high number of antibiotic-resistant
bacteria (median = 1592) (Figure 11). Treatment with unmodified con decreased the number of
resistant cells moderately (median = 43.5) although all samples contained >1 resistant CFU and
over half of the samples had >20 resistant CFUs (Figure 11). In contrast, PlexA3 treatment
dramatically suppressed the level of antibiotic-resistant cells (median = 2.5), resulting in a
majority of samples with either no resistant CFUs or <20 CFUs (Figure 11).
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Figure 11. Box-and-whisker plot of the total number of E. coli cells in 60 observations that were resistant to 100
ng/mL ofloxacin after growth under various conditions (red bars indicate medians, red diamonds represent outliers).
(a) Cells grown with no phage and no ofloxacin for 24 hours had very low numbers of antibiotic-resistant cells.
Cells grown with no phage and 30 ng/mL ofloxacin for 24 hours had high numbers of resistant cells due to growth in
subinhibitory drug concentrations (101). Cells grown with no phage and 30 ng/mL ofloxacin for 12 hours followed
by 109 PFU/mL unmodified 9onI1 and 30 ng/mL ofloxacin for 12 hours exhibited a modest level of antibiotic-resistant
bacteria. Cells grown with no phage and 30 ng/mL ofloxacin for 12 hours followed by 109 PFU/mL 1PexA3 and 30
ng/mL ofloxacin for 12 hours exhibited a low level of antibiotic-resistant bacteria, close to the numbers seen with no
ofloxacin and no phage. (b) Zoomed-in version of box-and-whisker plot in (a) for increased resolution around low
total resistant cell counts confirms that 9PlexA3 with 30 ng/mL ofloxacin treatment reduced the number of resistant
cells to levels similar to that of 0 ng/mL ofloxacin with no phage.
3.2.2 Disrupting the Oxidative Stress Response with SoxR-producing
Bacteriophage
To show that other targets could be found, I engineered bacteriophage to express proteins
that regulate gene networks or that modulate sensitivity to antibiotics (Figure 6 and Figure 12)
(99). For example, the soxRS regulon controls a coordinated cellular response to superoxide
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(102). SoxR contains a [2Fe-2S] cluster that must be oxidized for it to stimulate SoxS
production, which then controls the transcription of downstream genes that respond to oxidative
stress (102). Since quinolones generate superoxide-based oxidative attack, I surmised that
overproducing wild-type SoxR in bacteriophage (psoxR) could affect this response and improve
ofloxacin's bactericidal activity (Figure 12a) (90, 103). After 6 hours, psoxR enhanced killing by
ofloxacin by 1.9 and 3.8 orders of magnitude compared with unmodified Pwon and no phage,
respectively (Figure 12b). Interestingly, PsoxR was a better antibiotic adjuvant than bacteriophage
producing a SoxR(S95) variant protein which cannot activate SoxS transcription (data not
shown) (104). In addition, bacteriophage producing SoxS was not an effective antibiotic
adjuvant (data not shown). The discrepancy between SoxR and SoxS overproduction is
consistent with previous experiments demonstrating phenotypic differences between AsoxR and
AsoxS knockout strains even although activating soxS transcription is SoxR's only known
function (105). These results suggest that more work is needed to determine the exact
mechanisms behind 9psoxR's success as an antibiotic adjuvant. SoxR remains an interesting target
since ectopic overexpression of wild-type SoxR has been shown to increase antibiotic
susceptibility in cells carrying constitutively-active mutant SoxR proteins (106, 107).
3.2.3 Targeting Multiple Gene Networks with CsrA- and OmpF-producing
Bacteriophage
CsrA is a global regulator of glycogen synthesis and catabolism, gluconeogenesis,
glycolysis, and biofilm formation (62). Since biofilm formation has been linked to antibiotic
resistance, I hypothesized that csrA-expressing bacteriophage (PcsrA) might increase
susceptibility to antibiotic treatment by affecting gene networks (Figure 12c) (5, 108, 109). In
addition, OmpF is a porin which is used by quinolones to enter bacteria (110). Therefore, I
surmised that ompF-expressing bacteriophage (q,,opF) would increase killing by ofloxacin
(Figure 12c). After 6 hours, both p,,csrA and PompF increased ofloxacin's bactericidal effect by
about 0.8 and 2.7 orders of magnitude compared with unmodified gcpon and no phage,
respectively (Figure 12d).
To demonstrate the flexibility and effectiveness of engineered bacteriophage as antibiotic
adjuvants, I designed an M13mpl 8 phage to express csrA and ompF simultaneously (PcsrA-ompF)
to target csrA-controlled gene networks and increase drug penetration (Figure 12c). The
combination phage was constructed by placing RBS and ompF immediately downstream of csrA
in pcsrA (Figure 6f) (99). Dual-target (PcsrA-ompF was more effective at enhancing ofloxacin's
bactericidal effect compared with its single-target relatives, PcsrA and (PompF, in planktonic (Figure
12d) and biofilm settings (Figure 10). (pcsrA-ompF phage performed comparably with (psoxR at
various initial phage inoculations (Figure 12e) and at various concentrations of ofloxacin (Figure
12f). Both phages were more effective than no phage or unmodified 9ccon at increasing killing by
ofloxacin. These results demonstrate that engineering bacteriophage to target non-SOS genetic
networks and overexpress multiple factors can produce effective antibiotic adjuvants.
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Figure 12. Engineered bacteriophage targeting non-SOS systems as adjuvants for ofloxacin treatment [oflox]. (a)
Ofloxacin stimulates superoxide generation, which is normally countered by the oxidative stress response,
coordinated by SoxR (91). Engineered bacteriophage producing SoxR (9soxR) enhances ofloxacin-based killing by
disrupting regulation of the oxidative stress response. (b) Killing curves for no phage (black diamonds), control 9con
(red squares), and (soxR (blue downwards-facing triangles) without ofloxacin (dotted lines, open symbols) or with 60
ng/mL ofloxacin (solid lines, closed symbols). 108 PFU/mL phage was used. Killing curves for no phage and
unmodified pon, are reproduced from Figure 8b for comparison and show that 9poxR enhances killing by ofloxacin.
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(c) CsrA suppresses the biofilm state in which bacterial cells tend to be more resistant to antibiotics (62). OmpF is
a porin used by quinolones to enter into bacterial cells (110). Engineered bacteriophage producing both CsrA and
OmpF simultaneously ((PcsrA-ompF) represses biofilm formation and antibiotic tolerance via CsrA and enhances
antibiotic penetration via OmpF to produce an improved dual-targeting adjuvant for ofloxacin. (d) Killing curves
for PcsrA (black diamonds), PompF (red squares), and (PcsrA-ompF (brown upwards-facing triangles) without ofloxacin
(dotted lines, open symbols) or with 60 ng/mL ofloxacin (solid lines, closed symbols). 108 PFU/mL phage was used.
Phage expressing both csrA and ompF (9PcsrA-ompF) is a better adjuvant for ofloxacin than phage expressing csrA alone
((PcsrA) or ompF alone (PompF). (e) Phage dose response shows that both 9soxR (blue downwards-facing triangles with
solid line) and (PcsrA-ompF (brown upwards-facing triangles with solid line) are effective as adjuvants for ofloxacin (60
ng/mL) over a wide range of initial inoculations. Phage dose response curves for no phage (black dash-dotted line)
and unmodified 9•,. (red squares with dashed line) are reproduced from Figure 8c for comparison. (f) Ofloxacin
dose response shows that both soxR (blue downwards-facing triangles with solid line) and (PcsrA-ompF (brown upwards-
facing triangles with solid line) improve killing throughout a range of drug concentrations. 108 PFU/mL phage was
used. Ofloxacin dose response curves for no phage (black diamonds with dash-dotted line) and unmodified pc,, (red
squares with dashed line) are reproduced from Figure 8d for comparison.
3.3 Discussion
I have demonstrated that effective bacteriophage adjuvants which target different factors
individually or in combination can be built in a modular fashion. To extend our work, libraries
of existing phage could be modified to target gene networks, such as the SOS response, in
different bacterial species (66, 67). With current DNA sequencing and synthesis technology, an
entire engineered M13mpl 8 genome carrying multiple constructs to target genetic networks
could be synthesized for less than $10,000, a price which is sure to decrease in the future,
enabling large-scale modifications of phage libraries (37, 39, 65, 111). Furthermore, systems
biology could be employed to rapidly identify new targets (90, 91). For example, targets that
confer increased antibiotic susceptibility could be identified using large-scale screening with the
ASKA overexpression library and rapidly moved into bacteriophage to create new antimicrobial
adjuvants (112). Cocktails of engineered phage such as those described here could be combined
with biofilm-dispersing bacteriophage and antibiotics to increase the removal of harmful
biofilms (42). Antisense RNA (asRNA) could also be delivered by bacteriophage to enhance
killing of bacteria. For example, I have constructed plasmids with recA-asRNA, recB-asRNA,
and recC-asRNA as well as all pairwise recA, recB, and recC combinations and assayed for
persistence levels with ofloxacin (5 gg/mL) with 8 hours of growth followed by 8 hours of
treatment. The strongest phenotypes observed were with the PLtetO-recB-asRNA/PLlacO-recA-
asRNA and PLtetO-recC-asRNA/PLlacO-recB-asRNA plasmids. These constructs displayed
1.87 and 2.37 loglo(CFU/mL) less persisters, respectively, compared with wild-type E. coli
EMG2. These constructs displayed 0.97 and 1.47 loglo(CFU/mL) less persisters, respectively,
compared with a control plasmid described in Section 4 (pZE21sl-cat) (Figure 16). These
asRNA constructs could potentially be useful in suppressing the SOS response if delivered by
bacteriophage.
Despite the potential benefits described above, phage therapy has yet to be accepted into
clinical practice because few clinical trials have been conducted (28). Issues with phage therapy
such as phage immunogenicity, efficacy, target bacteria identification and phage selection, host
specificity, and toxin release must be addressed in clinical studies and shown to be surmountable
(11, 30-33). I believe that engineered phage would be more readily adopted in industrial,
agricultural, and food processing settings where bacterial biofilms and other difficult-to-clear
bacteria are present (27, 42). Applying bacteriophage as antibiotic adjuvants in non-medical
settings should be economically advantageous, reduce community-acquired antibiotic resistance,
and be a prudent first step towards gaining acceptance for clinical use (19).
A crucial component of using engineered bacteriophage to target gene networks to produce
powerful antibiotic adjuvants is to take advantage of the numerous autoregulated repressors
inherent in bacteria that regulate resistance genes or cell repair pathways (113). For example, I
used lexA in engineered bacteriophage since it represses the SOS response until it is cleaved by
recA in response to DNA damage (90). Other repressors include marR, which represses the
marRAB operon, and acrR, which represses the acrAB operon; both operons confer resistance to
a range of antibiotics (113). Simple overexpression of these repressors can decrease the activity
of the SOS response or antibiotic-resistance-conferring operons. However, simple
overexpression may impose a high metabolic cost on the cells leading to rejection of the
introduced constructs. An alternative strategy is to create autoregulated negative-feedback
modules with lexA and other repressors (Figure 13). The net effect of this strategy should be to
increase the loop gain of inherent autoregulated negative-feedback loops so that any
perturbations in the level of repressors will be more rapidly restored, hopefully preventing
successful activation of survival pathways. For example, I have produced and tested the pZE 1 L-
lexA plasmid for persistence levels with ofloxacin (5 pg/mL) with 8 hours of growth followed by
8 hours of treatment (Figure 13). Cells containing the pZE1L-lexA construct produced about
1.44 loglo(CFU/mL) less persisters compared with wild-type E. coli EMG2. The PLlexO-RBS-
lexA construct could be migrated to bacteriophage using the techniques described above.
Figure 13. Autoregulated negative-feedback module with wild-type lexA repressing PLlexO from Ref. (86) may
increase the level of lexA expression when lexA is cleaved by recA in response to DNA damage by agents such as
ofloxacin.
Conventional drugs typically achieve their therapeutic effect by reducing protein function.
In contrast, the approach I have described here enhances killing by antibiotics by overproducing
proteins that affect gene networks, such as LexA3, SoxR, and CsrA, or that act on their own to
modulate antibiotic sensitivity, such as OmpF. These gene networks could also be targeted by
non-phage delivery mechanisms including mobile genetic elements and chemical-based drug
delivery. Combination therapy with antibiotics and engineered phage resulted in strong
bactericidal action and no noticeable development of phage resistance. Our work demonstrates
that targeting genetic networks in bacteria which are not primary antibiotic targets can yield
substantial improvements in killing by antimicrobial drugs. Advances in systems biology and
synthetic biology should enable the practical application of engineered bacteriophage with
antibiotics as new combination treatments for combating bacterial infections.
3.4 Materials and Methods
3.4.1 Bacterial strains, bacteriophage, and chemicals.
E. coli wild-type EMG2 cells were obtained from the Yale Coli Genetic Stock Center
(CGSC #4401). M13mpl8 bacteriophage was purchased from New England Biolabs, Inc.
(Ipswich, MA). E. coli XL-10 cells used for cloning, amplifying phage, and plating phage were
obtained from Stratagene (La Jolla, CA).
T4 DNA ligase and all restriction enzymes were purchased from New England Biolabs,
Inc. (Ipswich, MA). PCR reactions were carried out using PCR SuperMix High Fidelity from
Invitrogen (Carlsbad, CA) or Phusion High Fidelity from New England Biolabs, Inc. (Ipswich,
MA). Purification of PCR reactions and restriction digests was carried out with the QIAquick
Gel Extraction or PCR Purification kits (Qiagen, Valencia, CA). Plasmid DNA was isolated
using the QlAprep Spin Miniprep kit (Qiagen, Valencia, CA). All other chemicals and materials
were purchased from Fisher Scientific, Inc. (Hampton, NH).
3.4.2 Engineering M13mpl8 bacteriophage to target genetic networks.
To construct engineered phage, lexA3, soxR, csrA, and ompF genes were first placed under
the control of the PLtetO promoter in the pZE 11G vector (99, 100). Using PCR with primers 5'
ttatca ggtacc atgAAAGCGT TAACGGCC 3' and 5' atacat aagctt TTACAGCCA GTCGCCG 3',
lexA3 was cloned between the KpnI and HindIII sites of pZE 11G to form pZE11-lexA3. Since
soxR has an internal KpnI site, I built a synthetic RBS by sequential PCR using 5' agaggagaaa
ggtacc atgGAAAAGA AATTACCCCG 3' and 5' atacat aagctt TTAGT TTTGTTCATC
TTCCAG 3' followed by 5' agtaga gaattc attaaagaggagaaa ggtacc atg 3' and 5' atacat aagctt
TTAGT TTTGTTCATC TTCCAG 3'. The resulting EcoRI-RBS-soxR-HindIII DNA was
ligated to an XhoI-PLtetO-EcoRI fragment excised from pZE 11G and the entire DNA fragment
was ligated into pZE 11G between Xhol and HindIII to form pZEl 1-soxR (99). Primers for csrA
for cloning into pZE 11G in between KpnI and HindIII to form pZE ll-csrA were 5' agaggagaaa
ggtacc atgCTGATTC TGACTCGT 3' and 5' atacat aagctt TTAGTA ACTGGACTGC TGG 3';
and for ompF to form pZE 11l-ompF, 5' agaggagaaa ggtacc atgATGAAGC GCAATATTCT 3'
and 5' atacat aagctt TTAGAACTG GTAAACGATA CC 3'. To express csrA and ompF
simultaneously under the control of PLtetO, I PCR amplified RBS-ompF DNA from pZEl 1-
ompF using 5' ccagtc aagctt attaaagaggagaaa ggtacc 3' and 5' atacat GGATCC TTAGAACTG
GTAAACGATA CC 3' and cloned the product in between HindIII and BamHI in pZE 1-csrA to
form pZE 11-csrA-ompF. The resulting plasmids were transformed into E. coli XL- 10 cells.
All PLtetO-gene constructs followed by terminator T1 of the rrnB operon and preceded by
a stop codon were PCR amplified from the respective pZE1 1 plasmids with primers 5' aataca
GAGCTC cTAA tccctatcagtgatagagattg 3' and 5' taatct CGATCG tctagggcggcggat 3' and
cloned into the SacI and PvuI sites of M13mp 18 (Figure 6) (96, 99, 100). Resulting phage
genomes were transformed into XL-10 cells, mixed with 200 gL overnight XL-10 cells in 3 mL
top agar, 1 mM IPTG, and 40 gL of 20 mg/mL X-gal, and poured onto LB agar +
chloramphenicol (30 gg/mL) plates for plaque formation and blue-white screening. After
overnight incubation of plates at 37°C, white plaques were scraped and placed into 1:10 dilutions
of overnight XL-10 cells and grown for 5 hours. Replicative form (RF) M13mpl8 DNA was
collected by DNA minipreps of the bacterial cultures. All insertions into M13mp18 were
verified by PCR and restriction digests of RF DNA. Infective bacteriophage solutions were
obtained by centrifuging infected cultures for 5 minutes at 16,100 x g and collecting supernatants
followed by filtration through Nalgene #190-2520 0.2 gm filters (Nalge Nunc International,
Rochester, NY).
3.4.3 Determination of plaque forming units.
To obtain plaque forming units, I added serial dilutions of bacteriophage performed in lx
PBS to 200 pL of overnight XL-10 cells in 3 mL top agar, 1 mM IPTG, and 40 pL of 20 mg/mL
X-gal, and poured the mixture onto LB agar + chloramphenicol (30 pg/mL) plates. After
overnight incubation at 37'C, plaques were counted.
3.4.4 Determination of colony forming units.
To obtain CFU counts, 150 gL of relevant cultures were collected, washed with lx
phosphate-buffered saline (PBS), recollected, and resuspended in 150 gL of lx PBS. Serial
dilutions were performed with lx PBS and sampled on LB agar plates. LB agar plates were
incubated at 37°C overnight before counting.
3.4.5 Flow cytometer assay of SOS induction.
To monitor 9lexA3'S suppression of the SOS response (Figure 7), I used a plasmid
containing an SOS-response promoter driving gfp expression in EMG2 cells (PLlexO-gfp) (90).
After growing 1:500 dilutions of the overnight cells for 2 hours and 15 minutes at 370C and 300
rpm (model G25 incubator shaker, New Brunswick Scientific), I applied ofloxacin and
bacteriophage and treated for 6 hours at 37"C and 300 rpm. Cells were then analyzed for GFP
fluorescence using a Becton Dickinson (Franklin Lakes, NJ) FACScalibur flow cytometer with a
488-nm argon laser and a 515-545 nm emission filter (FL1) at low flow rate. The following
photo-multiplier tube (PMT) settings were used for analysis: EOO (FSC), 275 (SSC), and 700
(FL1). Becton Dickinson Calibrite Beads were used for instrument calibration. 200,000 cells
were collected for each sample and processed with MATLAB (Mathworks, Natick, MA).
3.4.6 Ofloxacin killing assay.
To determine the adjuvant effect of engineered phage (Figure 8b, Figure 12b, and Figure
12d), I grew 1:500 dilutions of overnight EMG2 cells for 3 hours and 30 minutes at 37"C and
300 rpm to late-exponential phase and determined initial CFUs. Then, I added 60 ng/mL
ofloxacin by itself or in combination with 108 PFU/mL bacteriophage (unmodified cpco phage or
engineered M13mpl8 phage) and treated at 37"C and 300 rpm. At indicated time points, I
determined CFUs as described above. Mean killing (Aloglo(CFU/mL)) was determined by
subtracting mean initial logio(CFU/mL) from mean loglo(CFU/mL) after treatment in order to
compare data from different experiments. In addition, viable cell counts were obtained for
ofloxacin-free EMG2 cultures, ofloxacin-free EMG2 cultures with p~on control phage, and
ofloxacin-free EMG2 cultures with engineered phage.
3.4.7 Dose response assays.
The initial phage inoculation dose response experiments (Figure 8c and Figure 12e) were
handled using the same protocol as the ofloxacin killing assay except that 60 ng/mL ofloxacin
was added with varying concentrations of phage. Cultures were treated for 6 hours before
obtaining viable cell counts. The ofloxacin dose response experiments (Figure 8d and Figure 12f)
were also obtained using the same protocol as the ofloxacin killing assay except that 108
PFU/mL phage was added with varying concentrations of ofloxacin and viable cell counts were
obtained after 6 hours of treatment.
3.4.8 Gentamicin and ampicillin killing assays.
To determine the adjuvant effect of engineered bacteriophage for gentamicin and
ampicillin, I used the same protocol as the ofloxacin killing assay except that I used 109 PFU/mL
initial phage inoculations. 5 gtg/mL gentamicin and 5 gtg/mL ampicillin were used in Figure 8e
and Figure 8f, respectively.
3.4.9 Persister killing assay.
I performed a persister killing assay to determine whether engineered phage could help to
kill persister cells in a population which survived initial drug treatment without bacteriophage
(Figure 9). I first grew 1:500 dilutions of overnight EMG2 for 3 hours and 30 minutes at 37"C
and 300 rpm followed by treatment with 200 ng/mL ofloxacin for 3 hours to create a population
of surviving bacteria. Then, I added either no phage, 109 PFU/mL control qcin, phage, or 109
PFU/mL engineered 9lexA3 phage. After 3 hours of additional treatment, I collected the samples
and assayed for viable cell counts as described above.
3.4.10 Biofilm resistance assay.
Biofilms were grown using E. coli EMG2 cells according to a previously-reported protocol
(42). Briefly, lids containing plastic pegs (MBEC Physiology and Genetics Assay, Edmonton,
CA) were placed in 96-well plates containing overnight cells that were diluted 1:200 in 150 gL
LB. Plates were then inserted into plastic bags to minimize evaporation and inserted in a
Minitron shaker (Infors HT, Bottmingen, Switzerland). After 24 hours of growth at 350 C and
150 rpm, lids were moved into new 96-well plates with 200 IiL LB with or without 108 PFU/mL
of bacteriophage. After 12 hours of treatment at 350 C and 150 rpm, lids were removed, washed
three times in 200 giL of lx PBS, inserted into Nune #262162 microtiter plates with 150 gL lx
PBS, and sonicated in an Ultrasonics 5510 sonic water bath (Branson, Danbury, CT) at 40 kHz
for 30 minutes. Serial dilutions, using the resulting 150 LL lx PBS, were performed on LB
plates and viable cell counts were determined. Mean killing (Aloglo(CFU/mL)) was calculated
by subtracting mean loglo(CFU/mL) after 24 hours of growth from mean loglo(CFU/mL) after 12
hours of treatment (Figure 10).
3.4.11 Antibiotic resistance assay.
To analyze the effect of subinhibitory concentrations of ofloxacin on the development of
antibiotic-resistant mutants, I grew 1:108 dilutions of overnight EMG2 in LB media containing
either no ofloxacin or 30 ng/mL ofloxacin (Figure 11). After 12 hours of growth at 37"C and
300 rpm, I split the cells grown in no ofloxacin into 100 gL aliquots with no ofloxacin in 60
wells in 96-well plate format (Costar 3370; Fisher Scientific, Pittsburgh, PA). I also split the
cells grown in 30 ng/mL ofloxacin into 100 pL aliquots in 60 wells with either no phage and 30
ng/mL ofloxacin, 'pon and 30 ng/mL ofloxacin, and PlexA3 and 30 ng/mL ofloxacin in 96-well
plate format. I placed the 96-well plates in 370C and 300 rpm with plastic bags to minimize
evaporation. After 12 hours of treatment, I plated cultures from each well on LB agar + 100
ng/mL ofloxacin to select for mutants that developed resistance against ofloxacin. To compare
results, I constructed box-and-whisker plots using the 60 individual observations for each
treatment condition (Figure 11).
3.4.12 Statistical analysis.
All CFU data were loglo-transformed prior to analysis. For all data points in all
experiments, n = 3 samples were collected except where noted. Error bars in figures indicate
standard error of the mean.
4 IN VIVO SENSORS FOR ANTIBIOTIC RESISTANCE GENES
4.1 Introduction
Antibacterial drugs currently available do not reduce the fundamental evolutionary
pressures that underlie the development of antibiotic resistance. To address this problem head-
on, I developed a system to enable the selective killing of antibiotic-resistant bacteria and
reducing the spread of resistance genes. Such a system utilizes two-component synthetic gene
circuits to first detect antibiotic-resistance genes in vivo (the sensor component) and
subsequently activate killing pathways, repress horizontal transmission in those cells, or express
a reporter like GFP (the effector component). The critical component in this system is the sensor
since it must be accurate and sensitive in vivo in order to correctly signal the effector component,
which is comparatively easy to design since it is most likely to involve overexpression of a
protein. To build the sensor component, I designed a synthetic sensor to detect antibiotic-
resistance mRNAs. I took advantage of competitive inhibition with antisense RNA to build a
system that will give a high output level when the mRNA species to be detected is present and a
low output level when it is absent. I developed and tested in vivo sensor designs utilizing
antisense RNA to detect mRNA in vivo. The ability produce an output when a particular mRNA
is present allows the detection of cells that carry genes which confer antibiotic resistance or the
building of a kill-switch that eliminates cells carrying antibiotic resistance genes in a population.
These gene circuits were built using both antisense RNA and proteins and can be flexibly
applied to different antibiotic-resistance genes using nucleic acid synthesis technologies. For
example, an in vivo sensor can detect the presence of the choramphenicol-acetyltransferase gene
(cat) inside an individual cell and activate an effector circuit to kill the bacteria. Such a circuit
can be used to reduce the number of antibiotic-resistant bacteria in a population without exerting
evolutionary pressure on non-resistant cells. This system can also be used to reduce the spread
of resistance genes or used simply as an in vivo detector. Antibiotics can mobilize antibiotic-
resistance genes by causing cleavage of repressor proteins which normally suppress horizontal
transmission. A synthetic gene circuit designed to have the repressor protein suppress its own
production will result in the overexpression of the repressor in cases where it is cleaved due to
antibiotic therapy. Therefore, by maintaining high levels of the repressor, horizontal
transmission of antibiotic-resistance genes can be significantly reduced. In the absence of
antibiotics, the synthetic gene circuit will remain dormant and thus will not impose evolutionary
fitness disadvantages. These synthetic gene circuits can be delivered to bacteria via chemical
drug delivery, the bacteriophage platform described above, or mobile genetic elements, such as
those used by antibiotic-resistance genes themselves, in a "Trojan horse" style attack. This
system can be used in combination with the bacteriophage described in Section 3 to dramatically
enhance bacterial killing and minimize the incidence of antibiotic-resistant bacteria. Whereas
engineered bacteriophage targeting gene networks (Section 3) are primarily useful in preventing
the development of antibiotic resistance, this system can reduce the level of antibiotic resistance
in a population and prevent its spread. As a result, this system can be applied to patients or in
livestock who are known to carry resistant bacteria in order to restore antibiotic susceptibility
and decrease hospital-acquired and community-acquired antibiotic resistance. Thus, this system
presents a practical way to directly and selectively combat the mechanisms underlying antibiotic
resistance.
4.2 Design and Results
4.2.1 Design 1: pZE21sl-cat
The first design extends the paired-termini (PT7) design described in Ref. (114) which
produces an antisense RNA similar to that shown in Figure 14. The PT7 construct produces
antisense RNA with longer half-lives in vivo, allowing for greater antisense effect (114).
Starting with the PT7 construct shown in Figure 14, the NcoI and XhoI sites were replaced by
HindIII and NheI sites, respectively.
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Figure 14. Paired-termini design from Ref. (114) in which the antisense RNA is cloned between the flanking
restriction sites at the top of the stem. Reprinted from Ref. (114).
I chose to target cat since it represents a very well-characterized and important gene in E.
coli encoding chloramphenicol resistance (115). Using the paired-termini (PT) asRNA system
(114), I designed antisense RNA to target cat mRNA primarily in the 5'-untranslated region, the
RBS region, and the 5' end of the coding region (from the cat transcriptional start site to base
pair 300 in the cat gene) (114). DNA encoding antisense RNA to an antibiotic resistance gene
target such as chloramphenicol acetyltransferase (cat, conferring chloramphenicol resistance
(CmR) was cloned in between HindIII and NheI sites near the top of the stem of the PT7
construct. The resulting PT7-cat-asRNA construct produces an antisense RNA that can bind to
cat RNA and repress cat expression (Figure 15). I cloned PT7-cat-asRNA under the inducible
control of anhydrotetracycline (aTc) by using pZE21Y12al2GFP (99, 116), taking care to
remove the cis-repressive sequence and GFP. In order to design a plasmid that can detect the
presence of target cat mRNA, I fused the cat gene with the gfp gene to produce a construct (cat-
gfp) that is inhibited by PT7-cat-asRNA and thus produces low GFP levels normally. I did this
by fusing a portion of cat DNA that encodes the 5'-untranslated region, the RBS, and the 5' end
of the coding region to gfp at a NotI restriction site. In this design, the cat-gfp fusion acts as the
effector component (here, the effector is merely a reporter) while the PT7-cat-asRNA acts as the
sensor component (Table 1). The cat-gfp fusion was then placed under the control of PBAD in the
same vector as the sensor. The resulting sensor-reporter plasmid (pZE21 sl-cat) was cloned into
E. coli DH5aPro cells by itself or with a plasmid that either carried cat (pZA3) or bla (pZAl)
(Figure 16). pZA3 and pZAl were both constructed from plasmids described in Ref. (99) with
the synthetic promoters and genes removed by deleting all DNA between the XhoI and XmaI
restriction sites.
Table 1. Sequence of pZE21sl-cat plasmid. PT7 antisense stem loop structure is highlighted in yellow (114).
DNA coding for antisense RNA to cat is highlighted in red. DNA sequence for cat-gfp fusion is shown in grey and
green text, respectively.
ctcgag
tccctatcagtgatagagattgacatccctatcagtgatagagatactgagcacatcagcaggacgcactgacc
gaattc
AGGAGGAATT AACCATGCAG TGGTGGTGGT GGTGGTG
CACCACC ACCACCACCA CTGCATGGTT AATTCCTCCT
cccggg
ggatcc
VVDVD)JDEVLDEVVVODDVVLIVDDVDVVDI3ZVDD)VNDDDIDVLLDJY)LDDLDIEJIJVDLVZJIELLDJDJJVDJIVVVVDEJIJJD
JD O VD D DVPVEJB7JJL)LJVppIL JDpJVIJ7p)ED73
PPI7 VDJDeePE)V VIV3''E7D LLJD7V JV VIeB7L DV
JlI9tLDdLVVVWDSS
VDDV)fEEOLLVD9DDDYDILLDJDDLDLLJDVLDD VLDDDLVELLJIVQDLLLJEDliiDEDOVEJDLJDLLJJDVDD)DDDE)VV'
DDODSD
DLLDDVD
pDISDVE)
~PD D:~Pe5 D3~a5 D D 5D~~e735 D~7D 5~e
~~~ep~~7~~77PP77373~7
~~~pp~p~p~~~~B~~~P~3~~37z;D577~5
33333
331~3~~3~F~~T1
~3~2'33~~1~~F~~3 ~ ~7~'3;52~ 1z2
c';1Ld33BP;;'I'3;Pfi;;;fiPfiPPPPP3a52a5
D; ~2~3~L135 5 D D;5 DD1 3T3TTT3T(LT3 ~ 3 ; D ~TJL33 5 D D 5 D c~;~~LJLLLZ 3L~3L3LT 5 D~3;;
~3~T33~F~3333~~3F\;~TFIS.;2IDZ'~
gcgggcaagaatgtgaataaaggccggataaaacttgtgcttatttttctttacggtctttaaaaaggccgtaatat
ccagctgaacggtctggttataggtacattgagcaactgactgaaatgcctcaaaatgttctttacgatgccattgg
gatatatcaacggtggtatatccagtgatttttttctccattttagcttccttagctcctgaaaatctcgataactc
aaaaaatacgcccggtagtgatc
GTCGAC
TATGGAGAAACAGTAGAGAGTTGCGATAAAAAGCGTCAGGTAGGATCCGCTAATCTTATGGATAAAAATGCTATGGC
ATAGCAAAGTGTGACGCCGTGCAAATAATCAATGTGGACTTTTCTGCCGTGATTATAGACACTTTTGTTACGCGTTT
TTGTCATGGCTTTGGTCCCGCTTTGTTACAGAATGCTTTTAATAAGCGGGGTTACCGGTTTGGTTAGCGAGAAGAGC
CAGTAAAAGACGCAGTGACGGCAATGTCTGATGCAATATGGACAATTGGTTTCTT
If an external source of cat is present, cat mRNA should compete with cat-gfp mRNA for
binding to PT7-cat-asRNA (Figure 15). As a result, repression of the cat-gfp fusion should be
reduced, resulting in greater GFP expression (Figure 15). Thus, this sensor design (pZE21 s 1-
cat) should yield higher GFP levels in the presence of a cat-containing plasmid (pZA3) as
compared to a non-cat-containing plasmid (pZAl) (Figure 16).
cat gfp
Low GFP
PT7-cat-asRNA
cat cat gfp High GFP
-~
-r
PT7-cat-asRNA
Figure 15. RNA sensor design #1 should repress the cat-gfp fusion in the absence of a cat-containing plasmid such
as pZA3, leading to low GFP output. In the presence of pZA3, cat mRNA should compete with cat-gfp mRNA for
PT7-cat-asRNA, leading to derepression of cat-gfp and thus higher GFP output.
cat-gfp
cat-gfp
Detect Don't detect
cat control
pZAl
AmpR
p1 5A
Dtc/ DontdecFigure 16. RNA sensor design #1 (pZE2lsl-cat) should detect a cat-containing plasmid such as pZA3 and not a
bla-containing AmpR plasmid such as pZAl. Kan R = kanamycin resistance, CmR = chloramphenicol resistance,
AmpR = ampicillin resistance.
The pZE21 sl-cat plasmid was introduced into E. coli DH5aPro cells by itself (99, 116),
with a plasmid containing bla (pZA1), or with a plasmid containing cat (pZA3) (Figure 16).
GFP output in the presence of cat was approximately twice the output obtained in the presence of
bla or without any plasmid at all (Figure 17). Thus, pZE21 sl-cat is able to detect the presence of
a specific mRNA species encoding an antibiotic-resistance gene in vivo and can transduce the
detection signal through a simple reporter effector component, GFP.
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C
o
U
Fluorescence intensity (A.U.)
b After 5.5 h
0
C After 6.25 h
800
- pZE21 sl-cat
700 
- pZE21s1-cat + pZA3
600- - pZE21s1-cat + pZA160,J
500
8 400
L 300
200
100
0.
10o 101 102 103 104
Fluorescence intensity (A.U.)
Figure 17. Testing DH5aPro + pZE2 1 s1-cat with 1:100 dilutions of overnight stocks in 3 mL LB + kanamycin (30
jig/mL) at 37"C with 0.1% arabinose and 30 ng/mL aTc. Co-inoculation with pZA3, a cat-expressing plasmid,
yields an approximately two-fold increase in fluorescence compared with no plasmid or pZA1, a bla-expressing
plasmid. These results demonstrate that pZE2 1s-cat functions as a selective mRNA sensor. (a) After 4.5 hours of
growth. (b) After 5.5 hours of growth. (c) After 6.25 hours of growth.
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4.2.2 Design 2: pTAKs2-cat and pTAKs2-kan
The second RNA sensor design utilizes the pTAK series of plasmids described in Ref.
(117) in which the Lac repressor inhibits expression of GFP by the Ptrc-2 promoter (Figure 18).
Antisense RNA targeted towards antibiotic-resistance gene targets such as cat or the kanamycin
resistance gene (kan) are cloned into the untranslated region upstream of the ribosome binding
sequence (RBS) for the lacI gene (pTAKs2-cat and pTAKs2-kan, respectively). In this design,
PT7 is not used to avoid possible premature termination of the nascent asRNA-lacI RNA
transcript due to the inverted repeats in the PT7 structure (114). In the absence of the target
mRNA, the Lac repressor should repress GFP expression. However, in the presence of the target
mRNA, the antisense portion should bind to the target mRNA and cause blocked translation or
mRNA degradation of lacI, leading to derepression of grp.
PLslcon• Ptrc-2
# RBS
cat-asRNA
RRS nTAKs2-cat
lad
Detect Don't detect
cat \ ontrol
Don't detect Detect
control kan
P sl con ~ Ptrc-2
RBSkan-asRNA RB
RBS DTAKs2-kan
lad
Figure 18. RNA sensor design #2 (pTAKs2-cat or pTAKs2-kan) should express high levels of lad in the absence of
a target-containing plasmid leading to low GFP output. In the presence of a target-containing plasmid, the target
mRNA should bind to the asRNA upstream of the lacl RBS, leading to blocked translation or mRNA degradation of
lacl and thus higher GFP output.
The second RNA sensor design shown in Figure 18 was realized by cloning asRNA
fragments in between the BspEI and EagI restriction sites in pTAK132 from Ref. (117). The
c185 7 gene in pTAK132 was removed by restriction digest in order to obtain continuous output
behavior rather than discontinuous switch behavior. Testing was performed by co-transforming
sensor-reporter plasmids (pTAKs2-cat and pTAKs2-kan) with cat- or kan-containing plasmids
(pZA3 or pZA2, respectively) (Figure 18). The pTAKs2-cat construct did not appear to
discriminate between cat or kan transcripts and has high levels of GFP expression in general,
Detect 
/ 
k Don't 
detect
cat 
/ 
•control
suggesting that the asRNA construct in the 5'-untranslated region of the lacI gene drastically
reduces lacl expression and thus does not function appropriately as an RNA sensor (data not
shown). This design may not function properly due to the general inefficiency of asRNA in
bacteria, especially without the PT7 construct.
4.3 Future Work
4.3.1 Design 3: pTAKs3-cat
In addition to the two aforementioned designs, a third RNA sensor design could utilize the
pTAK series of plasmids described in Ref. (117). Instead of cloning the antisense RNA for the
target RNA into the upstream region of lacI, the PT7-cat-asRNA construct could be placed just
downstream of the lacI gene to create pTAKs3-cat (Figure 19). This design should only work if
the primary mode of the PT7 construct's antisense RNA action is through RNA degradation
since it relies on lacl-PT7-cat-asRNA binding to cat mRNA to trigger degradation of the lacl-
PT7-cat-asRNA RNA (114). Reduction of the levels of the Lac repressor should increase GFP
output.
P Lscon Ptrc-2
RBS PRRS
lad
PT7-cat-asRNA
Ifp
Detect Don't detect
cat control
Figure 19. RNA sensor design #3 (pTAKs3-cat) should express high levels of lacl in the absence of a target-
containing plasmid leading to low GFP output. In the presence of a target-containing plasmid, the target mRNA
should bind to the PT7-asRNA, leading to mRNA degradation of lacl and thus higher GFP output.
The third RNA sensor design shown in Figure 19 can be realized by cloning PT7-asRNA
fragments into the AscI site in pTAK132 from Ref. (117). The c1857 gene in pTAK132 can be
removed by restriction digest in order to obtain a continuous output behavior rather than
discontinuous switch behavior. The sensor-reporter plasmid (pTAKs3-cat) can be co-
transformed with cat- or kan-containing plasmids (pZA3 or pZA2, respectively) for testing
(Figure 19).
4.3.2 Autoregulated Synthetic Gene Circuits for Suppressing Horizontal
Transmission of Antibiotic Resistance
Antibiotics can mobilize antibiotic-resistance genes by causing cleavage of repressor
proteins which normally suppress horizontal transmission in antibiotic-resistance operons (77).
A synthetic gene circuit designed to have the repressor suppress its own production in an
autoregulated negative feedback loops results in repressor overexpression in the presence of
antibiotics, thus reducing horizontal transmission. In the absence of antibiotics or antibiotic-
resistance opersons, the circuit remains dormant and avoids imposing evolutionary fitness costs.
This system can be used with repressors like SetR, which represses horizontal transmission of
integrating conjugative elements conferring resistance to antibiotics such as chloramphenicol,
sulphamethoxazole, trimethoprim and streptomycin (77).
a AntMbot.cs b ca HorizontalRepressor Repressor transmission No Repressor
from antibiotic- from antibiotic- from antibiotic-
resistance operons / resistance operons resistance operons
Synthetic r
gene circuit repressor repressor repressor
S Horizontal
Stransmission
Figure 20. Synthetic gene circuit represses horizontal transmission of antibiotic-resistance genes using an
autoregulated negative-feedback loop. (a) Antibiotics can cause cleavage of repressors (such as SetR) which
suppress horizontal transmission in their normal intact state. Cleavage of repressors from antibiotic-resistance
operons in resistant cells results in promoter derepression and subsequent overexpression of repressor from the
synthetic gene circuit. The high level of repressor results in the suppression of horizontal transmission, even in the
face of antibiotics. In this circuit, the repressor protein serves as both "sensor" and "effector". (b) In the absence of
antibiotics, repressor produced from antibiotic-resistance operons suppress the synthetic gene circuit and leave it
dormant. (c) In the absence of antibiotic-resistance operons (in non-resistant cells), the synthetic gene circuit
represses itself and therefore exhibits little activity.
4.4 Discussion
Successful in vivo sensors for antibiotic-resistance genes could be coupled to a switch to
generate threshold-dependent outputs rather than a continuous set of output values. This could
be accomplished by replacing the gfp gene in pZE21 sl-cat with lacI and integrating the system
with previously-designed switches (117). If the output were a toxic gene, the entire sensor-kill
system could be introduced into a population of cells with phage, transposons, or conjugative
plasmids to allow the selective-reduction of antibiotic resistance in a population. The toxic gene
could be further repressed in the absence of the target gene by placing it under cis-repressed
control and having a trans-activating RNA expressed in the presence of the target gene (116).
This method should exhibit less selective pressure on cells especially compared with antibiotics
that kill indiscriminately and may be a useful tool in trying to revert populations to susceptibility.
One could imagine "vaccinating" a population of bacteria against acquiring antibiotic resistance
genes by construct a sensor-kill system on a mobile genetic element that can spread throughout
bacterial populations. Such a system could be used to limit the development and spread of
antibiotic resistance in livestock in response to antibiotic use in agricultural settings.
Selective killing of bacteria is important to avoid rapid evolution towards antibiotic
resistance and bacterial overgrowth diseases such as Clostridium difficile-associated disease.
Finally, if such an RNA sensor can work in bacteria, where antisense RNAs are inherently
inefficient due to transcription-translation coupling (114), an analogous system could be built in
eukaryotic cells where effective RNAi mechanisms are present. The general concept of an RNA
sensor could be applied to creating selective cancer treatments or killing cells that carry the
Human Immunodeficiency Virus.
5 CONCLUSIONS
The synthetic antibacterial strategies I have described above are inexpensive solutions for
the looming threat of antibiotic-resistant bacteria and difficult-to-eradicate bacterial biofilms.
They are economical and straightforward to design and produce because they utilize rational,
nucleic-acid-based technologies. As DNA synthesis and sequencing technologies continue to
advance, the appeal of these antibacterial strategies to the biotechnology and pharmaceutical
industries should increase dramatically due to their cost-effectiveness, flexibility, and
effectiveness as antimicrobial strategies. Since these novel strategies may not be immediately
adopted by today's risk-averse medical environment, they can be first applied in industrial and
agricultural settings to eliminate troublesome bacteria and reduce the incidence of community-
acquired antibiotic resistance. Eventually, the use of these solutions in clinical medicine will
help alleviate the monetary and personal costs of antibiotic resistance and difficult-to-eradicate
biofilms and improve the general health of human population. Since bacteria continue to evolve
mechanisms to defend themselves against modem-day drugs, it is imperative that society stay
ahead in the antimicrobial arms race by adopting novel antimicrobial strategies. These solutions
should be useful additions to society's arsenal of antimicrobial treatments.
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