Finite dimensional matrices having more columns than rows have no left inverses while those having more rows than columns have no right inverses. We give generalizations of these simple facts to bi-infinite matrices and use those to obtain density results for pframes of time-frequency molecules in modulation spaces and identifiability results for operators with bandlimited Kohn-Nirenberg symbols.
INTRODUCTION
Matrices in C m×n are not invertible if m = n. To generalize this basic fact from linear algebra to bi-infinte matrices, we first associate the quadratic shape of M ∈ C m×n , m = n, to bi-infinite matrices decaying away from their diagonals, more precisely, by matrices M = (m j ′ j ) j ′ ,j∈Z d with m j ′ j small for j ′ ∞ − j ∞ large. The rectangular shape of M ∈ C m×n , m < n, is then taken to correspond to bi-infinite matrices decaying off wedges which are situated between two slanted diagonals of slope less than one and which are open to the left and to the right. In short, for λ > 1, we assume m j ′ j small for λ j ′ ∞ − j ∞ positive and large. To this case, we associate the symbol ◮ ◭. Similarly, M ∈ C m×n , m > n, corresponds to bi-infinite matrices that are the adjoints of the ◮ ◭ matrices described above. That is, the case is described by: for λ < 1, we assume m j ′ j small for −λ j ′ ∞ + j ∞ positive and large. In both cases, λ = 1 corresponds to n m = 1 in the theory of finite dimensional matrices.
We consider bi-infinite matrices that act on weighted l p spaces, 1 ≤ p ≤ ∞. To illustrate our main result we first resort to its simplest case. 1. If |m j ′ j | < w(λ|j ′ | − |j|) for λ|j ′ | − |j| > 0 and λ > 1, then M has no bounded left inverses.
2. If |m j ′ j | < w(−λ|j ′ |+|j|) for −λ|j ′ |+|j| > 0 and λ < 1, then M has no bounded right inverses.
Note that slanted matrices as covered in [1] and in the wavelets literature [2, 3, 4, 5] , decay off slanted diagonals, that is, |m j ′ ,j | small if λj ′ − j ∞ large. Since λj ′ − j ∞ ≥ λ j ′ ∞ − j ∞ , the results in Section 2 apply in the setting of slanted matrices as well.
After stating and proving our main result as Theorem 2.1 in Section 2, we illustrate its usefulness in Section 3 by applying it in the area of time-frequency analysis. First, Theorem 2.1 is used to obtain elementary proofs of density theorems for Banach frames of Gabor systems and of time-frequency molecules in so-called modulation spaces [6, 7] . Second, we discuss how special cases of Theorem 2.1 have been used to give necessary conditions on the identifiability of pseudodifferential operators which are characterized by a bandlimitation of the operators' Kohn-Nirenberg symbols [8, 9, 10] . The background on time-frequency analysis that is used throughout Section 3 is given in Section 3.1. + r 1 + r 2 − s 1 + s 2 + δ > 0, and if there exists λ > 1, K 0 > 0, and a function w :
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then M has no bounded left inverses.
2. If there exists a δ ≥ 0 with r 2 − s 2 + δ > 0 and
+ r 1 + r 2 + s 1 − s 2 + δ > 0 and if there exists 0 < λ < 1, K 0 > 0 and a function w :
Clearly, Theorem 1.1 is Theorem 2.1 for r 1 = r 2 = s 1 = s 2 = 0, p 1 = q 1 = p 2 = q 2 = 2, and d = 1. Theorem 2.1 is a direct consequence of
If there exists a function w :
for some constants λ, K 0 , r 1 , r 2 , δ, with λ, K 0 > 1, δ ≥ 0, r 1 + δ > 0, and
Proof. We begin with the case p 1 > 1, p 2 < ∞ and show that if w :
We set w(x) = sup y≤x w(y) ∈ o x −(
, we fix ǫ > 0 and note that (1) provides us 
Finally, we compute
that is, Mx l p 2 ≤ ǫ. Since ǫ was chosen arbitrarily and
and M is not bounded below and has no bounded left inverses.
The cases p 1 = 1 and/or p 2 = ∞ follow similarly.
Proof of Theorem 2.1.
has a bounded left inverse which contradicts Theorem 2.2, since for λ j
has a bounded right inverse if and only if its adjoint
has a bounded left inverse. The conditions on M in Theorem 2.1, part 2 are equivalent to the conditions on M * in Theorem 2.1, part 1. The result follows.
APPLICATIONS
Before stating applications of Theorem 2.1, we give a brief account of the concepts from time-frequency analysis that appear in this section. For additional background on time-frequency analysis and, in particular, Gabor frames, see [11] .
Time-frequency analysis and Gabor frames
The 
The translation operators T y :
, and so do their compositions, the so-called time-frequency shifts
A central goal in Gabor analysis is to find g ∈ L 2 (R d ) and full rank lattices
If (2) is satisfied, then (g, Λ) = {π(z)g} z∈Λ is called Gabor frame for the Hilbert space
More recently, the question above has been considered for general sequences Γ in R d × R d in place of full rank lattice Λ [12, 13, 14] .
To generalize (2) to Banach spaces, we adopt the definition of p-frames from [15] .
Note that in the Hilbert space case
implies that C F has a bounded left inverse, while in the Banach space case (3) does not provide us with a left inverse. Therefore, the existence of a bounded left inverse for C F is included in the definition of the standard generalization of frames to Banach spaces [16, 17, 18] .
Analogously to Definition 3.1, we include a generalization of Riesz bases in the Banach space setting.
The Banach spaces of interest here are the so-called modulation spaces [19, 20, 21] .
with Banach space norm
and the usual adjustment for p = ∞. [22, 23] . Since [12, 28, 29] .
are called lower and upper Beurling density of Γ.
Remark 3.5. The density of a sequence Γ does not equal the density of its range set. For example, the density of the sequence {. . . , −2, −2, −1, −1, 0, 0, 1, 1, 2, 2, 3, 3, . . .} in R is 2, while the density of the range of the sequence, namely of Z, is 1.
In [30] , it was shown that if 
Proof. Let Γ be given with D + (Γ) < 1. We choose λ > 1 with 1 > λ −4d > D + (Γ) and R 0 > 0 with
Since D + (Γ) < ∞, the sequence Γ has no accumulation points and we can enumerate the sequence Γ by Z 2d so that Figure 1 . Sketch of the proof of Theorem 3.6. We choose λ > 1 so that (g,
is not bounded below and has no bounded left inverses.
and, therefore,
We have
Note that (4) implies
, and so
where
A direct application of Theorem 2.1 implies that
) is bounded below, we conclude that C (g,Γ) is not bounded below which completes the proof.
Note that the last lines in the proof of Theorem 3.6 can be modified to apply to time-frequency molecules which we shall consider in the following. We say that a sequence {g j ′ } j ′ of functions consist of at Γ = {γ j ′ } j ′ (v, r 1 , r 2 )-localized timefrequency molecules if
If (5) is satisfied for r 1 = r 2 = 0, then we simply speak of at Γ v-localized timefrequency molecules. Note that if
, a fact which we take into consideration when stating the hypothesis of Theorem 3.7 and Theorem 3.8
Related concepts of localization were introduced in [1, 14, 12, 13] , partly to obtain density results and partly to describe the time-frequency localization of dual frames of irregular Gabor frames (see also Remark 3.10).
Note that Theorem 9 in [13] states that if {g j ′ } is an l 2 -frame for L 2 (R d ) which consists of at Γ d + δ-localized time-frequency molecules, δ > 0, then actually 1 ≤ D − (Γ). Below, we show that components of the proof of Theorem 2.2 can be used to obtain some of the density results given above with D + (Γ) being replaced by D − (Γ).
For z 0 , α 3 chosen below, we shall consider the Gabor system {π(α
To this end, fix ǫ > 0. We first assume 1 < p < ∞.
Further, we can pick α 2 , α 3 > 1 2
with D − (Γ) < α 2d 2 < α 2d 3 < 1, and n 0 ∈ N with
We now choose a monotonically decreasing w(x) = o(
Also, there exists R 0 , N 0 = ⌈α 3 R 0 ⌉, such that
The sequence Γ has no accumulation point since D + (Γ) < ∞ which implies that we can choose an enumeration of the sequence Γ by Z 2d with j
. As mentioned earlier, we set g j = π α
has a nontrivial kernel, so we may choose x ∈ C (2N 0 +1) d with x p = 1 and M x = 0 and define x ∈ l 0 (Z 2 ) according to x j = x j if j ∞ ≤ N 0 and x j = 0 otherwise.
To estimate the contributions of |(Mx) j ′ | for j ′ ∈ Z 2d to Mx l p , we consider three cases.
consists of a finite number of hypercubes of width R 0 n 0 ≥ R 0 , so we can estimate
Hence, for any j ′ with j
This gives
For such j ′ , we set N = j ′ ∞ and obtain α −1
N 0 ≥ R 0 , and, hence,
) + z 0 . Similarly as in Case 2., we fix j ′ , K with j ′ ∞ = ⌈α 2 N 0 ⌉ + K, K > K 2 , and conclude that for j ∞ ≤ N 0 ,
Therefore,
Finally, we compute 
by hypothesis. Clearly, (6) and (7) give Mx l p ≤ 2 1 p ǫ which completes the proof for 1 < p < ∞. The cases p = 1 and p = ∞ follow similarly. We have m jj ′ = π( λ a j)P π( λ a j) * g, π(
(λj ′ − j) . In [8] it is shown that smoothness and compact support of η P implies that there exist nonnegative functions d 1 and d 2 on R, decaying rapidly at infinity, such that for all g ∈ M ∞ (R), |P g(x)| ≤ g M ∞ d 1 (x) and | P g(ξ)| ≤ g M ∞ d 2 (ξ). This implies that V g P π( λ a j)
* g decays rapidly and independently of j, so that we can apply Theorem 2.1 to show that M is not bounded below. Since is bounded below. Also, D {P j } is bounded below, implying that Φ g cannot be bounded below. Since g ∈ M ∞ (R) was chosen arbitrarily, this completes the proof.
