



　　内容提要 :本文在对 Fisher 最优求解有序聚类方法和有序近邻聚类方法剖析的基础上 ,提出了有序秩聚类分析
方法 ,并对 Fisher 最优求解、有序近邻聚类和有序秩聚类在计算效率上进行了比较分析 ,研究表明有序秩聚类在处
理海量数据具有明显的优势。最后利用该方法对我国南北地震带活跃期进行分析 ,取得了良好的效果。
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Ordinal rank cluster and analysis of active period of earthquakes
Zhu Jianping & Fang Kuangnan
Abstract :This paper gives a new method of cluster for ordered samples2ordinal rank cluster based on the Fisher and near2
neighbour cluster methods , and compares these three methods on the efficiency of computation. The results show that the ordinal
rank cluster is superior to other methods on analysis of massive data. At last , this method is applied to analyze the active period of
earthquakes of north2south earthquake belt in china , and it have good effect.





中 ,有时样品 (或变量)的次序是不能变动的 ,这就需


























是对变量聚类都是基于相似指标。假设用 X (1) ,
X (2) , ⋯, X ( n) 表示 n 个有序的样品 ,每个样品有 p





Fisher 最优求解法是英国统计学家 R. A. Fisher
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于 1958 年最先提出 ,在不打乱顺序基础上将样品
(变量)客观地分成若干类。其基本思想是 ,设有序
样品依次是 X (1) , X (2) , ⋯, X ( n) ( X ( i) 为 p 维向量) ,
寻找将其分成 k 类的最佳分割点 ,使类内的误差平
方和最小。Fisher 最优求解法的计算步骤 :
11 计算类的直径。设某一类 G 包含的样品是
X ( i) , X ( i + 1) , ⋯, X ( j) ,该类的直径为 :
D ( i , j) = ∑
j
t = i
( X ( t) - XG)′( X ( t) - XG) (1)
其中 XG = 1j - i + 1 ∑
j
t = i
X ( t) ,即为类均值。
21 计算类的误差函数。用 P ( n , k) 表示将 n 个
有序样品分为 k 类的某一种分法 :
G1 = ( i1 , i1 + 1 , ⋯, i2 - 1) ,
G2 = ( i2 , i2 + 1 , ⋯, i3 - 1) , ⋯,
Gk = ( ik , ik + 1 , ⋯, n) ,
其中 i1 = 1 < i1 < ⋯ < ik ≤n。则上述分类法的误
差函数为 : e[ P ( n , k) ] = ∑
k
t = 1
D ( it , it +1 - 1)
对于给定的 n 和 k , e ( P ( n , k) ) 越小 ,表示各类
的离差平方和越小 ,分类越有效。
31 求最优求解法的递推公式。
根据式 (1) ,Fisher 最优求解法的递推公式为 :
e[ p ( n ,2) ] = min
2 ≤j ≤n
{ D (1 , j - 1) + D ( j , n) }
e[ p ( n ,k) ] = min
k ≤j ≤n
{ e[ p ( j - 1 , k - 1) ] + D ( j , n) }
(2)
41 求精确最优解。从递推公式 (2) 可知 ,要得
到分点 jk ,使得
e[ ( p ( n , k) ] = e[ p ( jk - 1 , k - 1) ] + D ( jk , n)
从而获得第 k 类 : Gk = { jk , ⋯, n} ,必须先计算
jk - 1使得
e[ ( p ( jk - 1 , k - 1) ] = e[ p ( jk - 1 - 1 , k - 2) ] + D
( jk - 1 , jk - 1)
从而获得第 k - 1 类 : Gk - 1 = { jk - 1 , ⋯⋯, jk
- 1}。依此类推 , ⋯,要得到分点 j3 ,使得
e[ ( p ( j4 - 1 ,3) ] = e[ p ( j3 - 1 ,2) ] + D ( j3 , j4 - 1)
从而获得第 3 类 : G3 = { j3 , ⋯, j4 - 1} ,必须先
计算 j2




{ D (1 , j - 1) + D ( j , j3 - 1) }
从而获得第 2 类 : G2 = { j2 , ⋯, j3 - 1}。这时自
然获得 G1 = {1 , ⋯, j2 - 1}。













相邻样品 (变量)的相似指标 ,并确定阈值 ,然后根据
有序样品 (变量)的相似指标值与阈值的比较进行聚
类划分。有序近邻聚类方法的计算步骤 :




Γ= (γ1 ,2 ,γ2 ,3 , ⋯,γn - 1 , n )′ (3)
其中 ,γi , i + 1表示 X ( i) , X ( i + 1) 的相似指标。
31 根据数据情况或聚类要求 ,确定一个阈值α。
这里需要注意的是 ,也可以根据聚类个数及Χ( i) ,
X ( i + 1) 的相似指标来确定阈值α。
41 如果γi , i + 1 >α,这个有向链就从 i 处断开 , i
之前 (包括 i)归为一类 , i 之后归为一类。
在此需要说明的是 ,如存在γi , i + 1 = ⋯=γj , j + 1
= ⋯=γs , s + 1时 ,无法确定该在 i , j 还是 s 等处划分
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相邻相似指标的秩大小进行划分聚类 ,具体步骤为 :
11 针对有序样品 X (1) , X (2) , ⋯, X ( n) ,并将其看
成一个有向链 ,构成一个大类。根据式 (3)计算相邻
样品的相似指标向量Γ= (γ1 ,2 ,γ2 ,3 , ⋯,γn - 1 , n )′。
21计算γi , i + 1 的秩 ,得到秩向量 R = ( r12 , r23 ,
⋯, ri , i + 1 , ⋯, rn - 1 , n )′。也就是说最大的相似指标记
为 1 ,最小的相似指标记为 n - 1。
31 根据秩向量 R 进行聚类划分。例如聚成两
类 ,就在秩为 1 的地方划分。如聚成三类 ,在聚成两
类划分的基础上 ,再在秩为 2 的地方划分 ,这样一直
到聚成 n 类为止。
这里需要提及的是 ,如存在 ri , i + 1 = ⋯= rj , j + 1
= ⋯= rs , s + 1时 ,无法确定该在 i , j 还是 s 等处划分
时 ,则需要对聚类方法进行修正 ,即在 i , j , s 等处计






向量 R 为基础 ,首先在秩为 1 的地方划分 ,生成 2
类的聚类结果 ,在这样的分类结果中 ,各类分别计算
出的误差函数的总和 ,是任何分成两类的聚类结果
中最小的。依此类推 ,在秩为 k 的地方划分 ,即可
产生 k + 1 类的聚类结果 ,这一结果是任何划分成 k
























根据 Fisher 最优求解的基本过程 ,我们可以归
纳出其主要计算部分为 :
11 计算类的直径 D ( i , j) ,1 ≤i ≤j ≤n ,将运算
n ( n - 1)
2
次 ,每次都包含了多次的加法与乘法运算。
21 当 j ≥2 时 ,计算 min e ( P ( i , j) ) ,1 ≤i ≤n ,2
≤j ≤k ,将运算




31 根据给定的聚类数目 k ,确定聚类划分点 ,最




11 计算近邻相似指标γi , i + 1 ,1 ≤i < n ,将运算
n - 1 次 ,每次的加法与乘法运算都少于 D ( i , j) 中
的加法和乘法运算量。
21根据给定的阈值α确定分类情况 ,如果γi , i + 1




11 计算近邻相似指标γi , i + 1 ,1 ≤i < n ,将运算
n - 1 次 ,每次的加法与乘法运算都少于 D ( i , j) 中
的加法和乘法运算量。
21 计算γi , i + 1的秩 ,将计算 n - 1 次。
31根据给定的分类数目 k ,最多将计算 n - k 次。
下面将三种聚类算法的效率用时间复杂度来评
价 ,其结果见表 1 所示。
　　表 1 三种有序聚类方法的时间复杂度
聚类方法 时间复杂度
Fisher 最优求解聚类 o ( nk - 1)
有序近邻聚类 o ( n)
有序秩聚类 o ( n)
　　通过上面在计算速度上的比较分析 ,可以看出 ,
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有序近邻聚类和有序秩聚类的运算量远远小于
Fisher 最优求解有序聚类方法运算量 ,随着样品数 n





实际上当 n > 100 时 ,Fisher 最优求解需要耗费很长
时间 ,而有序近邻聚类和有序秩聚类几秒钟内就可













云南、四川、重庆、甘肃、陕西和宁夏) 2001 年 1 月 1
日至 2007 年 12 月 31 日震级大于 M315 共 375 个的
地震数据进行分析。从图 1 可以看出 , 不同时间段
地震发生的强度和频率都不同 ,有些阶段地震发生
强度大 ,频率高 ,而有些阶段地震发生频率低 ,而且
强度也低。通过图 1 ,可以大致地看出 ,2001 - 2001
年底地震活动比较活跃 ,而且 3 次地震接近 M610 ,
可认为地震活跃期 ;2001 - 2003 年中地震发生频率
比较低 ,且绝大多在 M415 以下 ,可认为地震平静
期 ;2003 年中 - 2003 年底 ,地震发生频率非常高 ,且
震级都比较高 ,两次地震大于 M610 ,进入短暂的强
活跃期 ;2003 - 2004 年中 ,频率较低 ,震级低 ,进入短
暂的平静期 ;2004 年中 - 2006 年中 ,频率相对较高 ,
震级相对较高 ,进入活跃期 ;2006 - 2007 年底 ,又进
入平静期。但这样划分很主观 ,有很大的随意性。
由于我们分析的数据为震级大于 M315 共 375
个的地震数据 ,根据表 1 中各种聚类方法时间复杂
度的描述 , Fisher 最优求解有序聚类计算量非常庞
大 ,如果我们将得到聚类数为 8 的聚类结果 ,其时间
复杂度将为 o (3758 - 1 ) ,这样无法得到聚类结果。而
有序秩聚类方法的时间复杂度将为 o (375) ,其计算
程序的设计又优于有序近邻聚类 ,因此本文使用有
序秩聚类方法 ,用 R 语言编程实现该算法 ,并将前 8
类的聚类结果整理成表 2。
　　表 2 　中国南北地震带 2001 - 2007 年有序聚类部分结果
分类数 序号分割点 时间新增分隔点
2 109 200327221
3 108 109 200327221
4 45 108 109 2001210227
5 45 108 109 139 2003210216
6 45 108 109 139 200 200428210
7 45 108 109 139 200 305 200626221
8 21 45 108 109 139 200 305 200125224
　　表 2 中 ,序号分割点是指各样本按时间顺序排
列的序号 ,时间新增分割点指在上一类分割点基础
上新增分割点所对应的地震发生时间 ,例如聚成两
类时 ,分隔点是 109 ,表示在第 109 个样本前划分为
两类 ,对应的地震发生时间为 2003 年 7 月 21 日 22
时 27 分 8 秒。当聚成三类时 ,在聚成两类时的分割
点基础上新增分割点 108 ,表示再在 108 号前划分 ,
对应时间为 2003 年 7 月 21 日 16 时 28 分 8 秒。由
于 2003 年 7 月 21 日 ,云南大姚共发生了三次地震 ,
可以考虑合为一类 ,再结合实际情况把中国南北地
震带 2001 - 2007 年划分为六期比较合理 ,详见表 3。
　　表 3 　中国南北地震带 2001 - 2007 年地震活跃期划分
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到成熟期的成长 ,企业竞争力不断增强 ,但衰退期企业竞争力大幅减弱。各阶段企业竞争力的构成特点是 :初创期企
业资源比较缺乏 ,主要依靠能力进行竞争 ;成长期企业资源日渐丰富 ,在竞争力的构成要素中资源与能力并举 ;成熟
期企业人、财、物等资源全面丰富 ,但能力的作用开始减退 ;衰退期企业资源开始耗竭 ,重新回到了依靠能力进行竞争
的状态 ,但该阶段企业学习能力、创新能力和动态机制表现最差 ,这将影响企业的变革 ,并导致企业的死亡。
关键词 :企业竞争力 ;生命周期 ;演化模式 ;实证研究
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The Empirical Research of the Evolution of Firm Competitiveness
of China at Different Life Cycle Stages
Cao Yu 　Chen Xiaohong 　Wang Fuqiang
Abstract :This paper investigates the firm competitiveness at difference stages of the life cycle and the evolution mode. The
results are as followed : there is significant difference at different life cycle stages of firm competitiveness and the feature of
competitiveness in China. That is to say , at the firmπs born stage , the firm is lack of resources and its competition is mainly rely
on the ability ; in the firmπs growth stage ; the firm resources become richer and as important as firmπs ability in the comprises of
firm competence ; in the maturity stage , the firmπs resources become very rich , but the role of capability is beginning to decrease ;
at the firmπs recession stage , the firm resource are beginning to be exhausted , and the firmπs competitiveness returns to rely on
capability.
Key words :Firm competitiveness ; Life cycle ; Evolution model ; Empirical research
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