Association or interaction between two genes in a gene regulatory network (GRN) is strength of causality or regulation between genes. Accurate measure of associations plays an important role in GRN inference. Correlation-based methods have been widely used to measure associations in GRN inference and achieved great success, such as Pearson correlation coefficient (PCC) and mutual information (MI) (1,2).
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Conditional mutual inclusive information (CMI2)
In a directed acyclic graph (DAG), the association between X and Y given Z can be divided into two parts, i.e. XY  and YX  . Conditional mutual inclusive information (CMI2) between X and Y given Z is defined as
where ( , , ) P P X Y Z  is the joint probability distribution of X, Y and Z, ( , , ) P y z x is conditional probability. According to the definition of K-L divergence (7, 8) ,
The above quantity is proved to be a decomposition including conditional mutual information (CMI).
Fig.S1
. The association between two variables (genes) X and Y in a triple-node network (A). The association can be divided into two parts, i.e. X->Y (B) and Y->X (C) .
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The decomposition can be described as follows.
With the probability theory, the conditional mutual inclusive information (CMI2) can be decomposed into
Proof. Due to
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The second term will vanish if variables X and Z are independent which can be inferred by
. With above equations, we have the result in Eq(S5)
With above decomposition, the traits on association measures can be remarked as follows. The expression level of gene Z is equal to X (or Y) will result in ( ; | ) 0 CMI X Y Z  which is the reason for CMI's under-estimation of associations. When the expression level of gene Z is near or equal to X (or Y), which can be measured with Pearson correlation coefficient near or equal to 1, the joint entropy formula have the following equals.
So the conditional mutual information CMI(X,Y|Z) will be equal to zero, i.e.
CMI(X,Y|Z)=H(X,Z)+H(Y,Z)-H(X,Y,Z)-H(Z)=H(X)+H(X,Y)-H(X,Y)-H(X) =0.
With additional non-negative item
Computation of conditional mutual inclusive information (CMI2)
In order to estimate conditional mutual inclusive information(CMI2), we give the hypothesis that the variables have a multivariate Gaussian distribution which has been widely proved to be reasonable. 
The probability density function of X is 
With Eqs (S9), (S12) and     11 ( ) ( ) 
So the KL-divergence equals to can also be written as(9)
With Eqs(S15) and (S16), we have 
With above equations, we will have the result of Eq(S10 c) q-value for false discovery rate control.
Enrichment analysis of BCLAF1 targeted genes with cancer gene annotations BCLAF1 target genes (35)
PHF8, AKT2, ZBTB7A, YY1, Max, CHD1, TGFBR1, SOS2, TCF7L2, HRAS, HDAC1, MYC, MAPK3, PIK3CA, NRAS, PML, PIK3R1, RAF1, PPARD, RB1, RARA, RPS6KB1, RFX5, SMAD4, SMAD3, BAD, CCNT2 , NRSF, BRAF, CDK4, CDK6, CEBPA, CHUK, CRK, CRKL. 
