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Abstract
Non-skip-free Markov chains of the M/G/1 type are revisited in functional form. The prob-
lem of the computation of the steady state vector is reduced to inverting a Laurent matrix
power series A(z) which is singular for z = 1. This problem is related to the Wiener–Hopf
factorization and to solving matrix equations. A way for removing the singularity is presented
and some algorithms for inverting a Laurent matrix power series are shown. A generalization
of Ramaswami’s formula is derived from the Wiener–Hopf factorization of A(z).
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1. Introduction
Non-Skip-Free Markov chains of the M/G/1 type are encountered in many queu-
ing models [12,24]. The main computational problem for positive recurrent Markov
chains is to compute the steady state vector  such that P =  where P is the
semi-infinite block matrix
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P =


C0,0 C0,1 C0,2 C0,3 · · ·
...
...
...
... · · ·
Ck−1,0 Ck−1,1 Ck−1,2 Ck−1,3 · · ·
B−k B−k+1 B−k+2 B−k+3 · · ·
B−k B−k+1 B−k+2
.
.
.
B−k B−k+1
.
.
.
B−k
.
.
.
O
.
.
.


, (1)
k is a positive integer, Bi , i  −k, and Ci,j , i = 0, . . . , k − 1, j = 0, 1, . . ., are
m × m matrices with non-negative entries such that B = ∑+∞i=−k Bi , and∑+∞j=0 Ci,j ,
i = 0, . . . , k − 1, are row stochastic. A non-negative matrix A is row stochastic if
Ae = e, for e = (1, 1, . . . , 1)T. Here we assume also that B and P are irreducible
and that
+∞∑
i=1
iBi−k < +∞. (2)
We may partition the vector  into subvectors of length m as
 = (0, 1, . . .).
Let us associate with the Markov chain the Laurent matrix power series
A(z) =
+∞∑
i=−k
ziAi,
Ai = −Bi, i /= 0, (3)
A0 = I − B0,
and the vector power series (z) = ∑+∞i=0 zii+k . It is well known [11] that zkA(z)
is analytic in the open unit disk, continuous in the closed unit disk and that A(1)
is singular. Moreover, under the assumption of positive recurrence of the Markov
chain, the power series det zkA(z) has mk zeros inside the closed unit disk, and
without loss of generality we may assume that 1 is the only zero on the unit circle
[11].
Observe that A(z) is analytic in the annulusD(r, R) = {z ∈ C : r < |z| < R} for
any 0 < r < R  1. Throughout, we assume that A(z) is analytic in D(r, R) for a
suitable R > 1. This property holds in many cases, in particular, if A(z) is a Laurent
matrix polynomial.
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The equation  = P has been rewritten by Gail, Hantler and Taylor [11] in func-
tional form as
(z)A(z) + (0, 1, . . . , k−1)C(z) = 0, (4)
where C(z) = (z−k(ziI −∑+∞j=0 Ci,j zj ))i=0,k−1. This expression is the basis of
transform methods [11] for computing .
Eq. (4) allows us to formally represent (z) as a function of (0, 1, . . . , k−1)
and of A(z)−1. Assuming (0, 1, . . . , k−1) known, any algorithm for computing
A(z)−1 would provide a method for computing . Other techniques for the computa-
tion of  are based on solving a suitable matrix equation, where the unknown matrix
G has size mk, and by applying Ramaswami’s formula [24,26]. For the former prob-
lem, efficient and reliable methods like the Logarithmic Reduction [20] and Cyclic
Reduction [4–6] have been designed, and suitable fixed point iterations have been
proposed [12].
The problem of inverting a Laurent matrix power series is strictly related to solv-
ing matrix equations and to computing the (block) weak Wiener–Hopf factorization
of A(z) if it exists,
A(z) = U(z)L(z−1), (5)
where L(z) = I −∑ki=1 ziLi is a matrix polynomial such that detL(z) has all the
roots of modulus greater than or equal to 1, U(z) = ∑+∞i=0 ziUi is a matrix power
series which is non-singular for |z| < 1.
These three problems have been recently investigated in the literature from the
computational point of view. In [2], the problems are analyzed for m = 1 or for
k = 1 whereA(z) is non-singular for |z| = 1 and algorithms based on Graeffe’s iter-
ation and structured matrix computations are provided. In [3] a similar analysis
is performed for the problems of solving more general matrix equations and for
computing Wiener–Hopf factorizations of Laurent matrix polynomials by means
of quadratically convergent algorithms and by using the evaluation/interpolation
techniques.
The problem of determining a Wiener–Hopf factorization of A(z) in the frame-
work of Markov chains is treated from a probabilistic point of view in [21]. For
GI/G/1 queues with m = 1, the Wiener–Hopf factorization has been suggested by
Grassmann and Jain in [15] (see also [14]) and by other researchers as indicated
in [15]. This method has been adapted to the case m > 1 in [16]. In the case of
Quasi-Birth-Death processes, the Wiener–Hopf factorization is implicitly used in
[23].
In this paper, we show the equivalence of the three computational problems of
computing Wiener–Hopf factorizations, inverting a Laurent matrix power series and
solving power series matrix equations for general k and m, and describe some algo-
rithms for their solution. Since the main computational difficulty is the singularity
of A(z) for z = 1, we elaborate a technique introduced in [17] and used in [3] for
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shifting to 0 the singular point z = 1 of A(z). More specifically, we introduce a
new Laurent matrix power series Â(z) which is analytic and invertible on D(̂r, R̂),
for suitable r < r̂ < 1 < R̂ < R and we show how we can derive the solutions of
the three above mentioned computational problems for A(z) once we have the corre-
sponding solutions for Â(z). The solutions for Â(z) are much easier to compute since
the invertibility of Â(z) and the analyticity of Â(z)−1 imply a faster convergence of
the numerical schemes and also a better numerical stability.
In particular, we propose the evaluation/interpolation technique for computing
the matrix coefficients of the Laurent series Ĥ (z) = Â(z)−1, by completely remov-
ing the numerical instability problems encountered if the evaluation/interpolation
method is applied directly to A(z) as it is performed in [25]. In fact, evaluating
A(z) at the knots which are close to 1 provides very ill-conditioned matrices whose
inversion would generate large rounding errors.
Moreover, starting from the observation that the Ramaswami formula applied for
k = 1, is nothing else than the application of the weak Wiener–Hopf factorization
(5) of A(z), we derive a generalization of the Ramaswami formula which holds for
k  1, directly from the weak Wiener–Hopf factorization of A(z). This generaliza-
tion allows us to compute an arbitrary number of components of  at a low cost,
once the factors L(z) and U(z) have been computed. This formula is simpler than
the Ramaswami formula which, applied to a reblocked system, would involve the
manipulation of mk × mk matrices. In fact, the new proposed formula just involves
computations with m × m matrices.
The combination of the generalized Ramaswami formula with the shifting tech-
nique and with computational schemes for computing Wiener–Hopf factorizations or
for solving matrix equations, like logarithmic reduction [20], cyclic reduction [4–6],
Graeffe’s iteration [2,3], provides us with new efficient tools for solving non-skip-
free Markov chains.
The paper is organized as follows: in Section 2 we relate the problems of solving
matrix equations, computing the formal inverse and the Wiener–Hopf factorization
of the Laurent matrix power series (3). In Section 3, we show how to remove the
singularity of A(z) at z = 1. In fact we replace A(z) with a new matrix function Â(z)
which is singular in 0 and in the same points of singularity of A(z) except for z = 1.
In Section 4 we present the generalized Ramaswami formula for the computation of
, describe the new algorithms for its implementation and address the open problems.
In Section 5 we present some numerical results, which show the effectiveness of the
proposed approach.
2. Matrix equations, Wiener–Hopf factorizations and inversion of Laurent
matrix power series
Let us consider the infinite generalized block Hessenberg, block Toeplitz matrix
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K =


A0 A1 A2 A3 A4 · · ·
A−1 A0 A1 A2 A3
.
.
.
...
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
A−k · · · A−1 A0 A1 . . .
A−k · · · A−1 A0 . . .
O
.
.
.
.
.
.
.
.
.
.
.
.


obtained by removing the first k block rows and the first k block columns of I − P ,
where P is defined in (1). We recall that a block matrix is Toeplitz if its block in
position (i, j) only depends on the difference j − i; a matrix is block generalized
(upper) Hessenberg if its block in position (i, j) is zero for i − j > k.
Partition K into mk × mk blocks
Ai =


Aik Aik+1 · · · Aik+k−1
Aik−1 Aik
.
.
.
...
...
.
.
.
.
.
. Aik+1
Aik−k+1 · · · Aik−1 Aik

 , i = −1, 0, 1, . . . ,
where we assume Aj = 0 for j < −k, so that we can write
K =


A0 A1 A2 A3 · · ·
A−1 A0 A1 A2 · · ·
A−1 A0 A1
.
.
.
A−1 A0
.
.
.
O
.
.
.
.
.
.


and consider the Laurent matrix power series A(z) = ∑+∞i=−1 ziAi . We associate
withA(z) the matrix equation
+∞∑
i=−1
AiX
i+1 = 0, (6)
where the unknown X is an mk × mk matrix.
Throughout we assume that the Markov chain is positive recurrent. Under this
hypothesis the matrix equation (6) has a non-negative minimal solution X = G with
spectral radius 1 [24].
In this section we show that the three problems of computing the Wiener–Hopf
factorization of A(z), inverting the Laurent matrix power series A(z) and solving the
matrix equation (6) are related to each other.
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2.1. Matrix equation and Wiener–Hopf factorization
We relate the problem of solving (6) with the problem of computing the Wiener–
Hopf factorization.
Given a Laurent matrix power series A(z) = ∑+∞i=−∞ ziAi such that∑+∞i=−∞ |Ai |
is bounded, we define A(z) = U(z)L(z−1) a block weak Wiener–Hopf factorization
of A(z) with null partial indices, or more simply, weak Wiener–Hopf factorization, if
U(z) = ∑+∞i=0 ziUi , L(z) = ∑+∞i=0 ziLi , are matrix power series analytic for |z| < 1
and continuous for |z|  1 such that det U(z) and det L(z) are non-zero for |z| <
1. If detA(z) is non-zero for |z| = 1 then the factorization is called Wiener–Hopf
factorization [9].
Let us recall the following result of [12].
Theorem 1. The minimal non-negative solution G of (6) has the following structure
G =


0 I 0 · · · 0
0 0 I
.
.
.
...
...
.
.
.
.
.
.
.
.
. 0
0 · · · 0 0 I
Lk Lk−1 · · · · · · L1


k
, (7)
where Li, i = 1, . . . , k are non-negative m × m matrices such that ∑ki=1 Li is sto-
chastic.
The matrices Li, i = 1, . . . , k, are directly related to the weak Wiener–Hopf fac-
torizations of the Laurent matrix power series A(z) andA(z). More specifically, we
have the following result of [12]:
Theorem 2. The Laurent matrix power series A(z) and A(z) have the following
weak Wiener–Hopf factorizations:
A(z) = U(z)L(z−1), (8)
A(z) = U(z)L(z−1),
where U(z) = ∑+∞i=0 ziUi , U(z) = ∑+∞i=0 ziUi are matrix power series such that
det U(z) and det U(z) are non-zero for |z| < 1 and det L(z) and det L(z) have
all their zeros of modulus greater than or equal to 1. Moreover,
L(z) = I − zG, L(z) = I −
k∑
i=1
ziLi,
where Li, i = 1, . . . , k, are the matrices of Theorem 1.
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Theorem 3. The minimal non-negative solution G of the matrix equation (6) can
be factorized as
G =


I O
−L1 I
...
.
.
.
.
.
.
−Lk−1 · · · −L1 I


−1
Lk Lk−1 · · · L1
.
.
.
.
.
.
...
Lk Lk−1
O Lk

 , (9)
where Li, i = 1, . . . , k, are the matrices of Theorem 1.
Proof. By rewriting the factorization A(z) = U(z)L(z−1) in matrix form we get
K =


U0 U1 U2 · · ·
U0 U1
.
.
.
.
.
.
.
.
.
O
.
.
.




I O
−L1 I
...
.
.
.
.
.
.
−Lk · · · −L1 I
−Lk · · · −L1 I
O
.
.
.
.
.
.
.
.
.
.
.
.


.
By reblocking the above infinite matrices into mk × mk blocks we obtain
K =


U˜0 U˜1 U˜2 . . .
U˜0 U˜1
.
.
.
.
.
.
.
.
.
O
.
.
.




L˜0 O
L˜1 L˜0
L˜1 L˜0
O
.
.
.
.
.
.

 = UL, (10)
where
L˜0 =


I O
−L1 I
...
.
.
.
.
.
.
−Lk−1 · · · −L1 I

, L˜1 =−


Lk Lk−1 · · · L1
.
.
.
.
.
.
...
Lk Lk−1
O Lk

 .
Since L˜0 is non-singular we may scale on the leftL by L˜
−1
0 andU on the right by
L˜0, so that (10) can be rewritten as
K =


U0 U1 U1 · · ·
U0 U1
.
.
.
.
.
.
.
.
.
O
.
.
.




I O
L1 I
L1 I
O
.
.
.
.
.
.

 ,
where Ui = U˜iL˜0, i = 0, 1, . . . ,L1 = L˜−10 L˜1. The above matrix factorization
provides the functional factorization A(z) = U(z)(I + z−1L1). Whence we de-
duce that G = −L1 is the minimal solution of Eq. (6). This completes the proof. 
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The factorization (9) of the matrix G in (7) is also consequence of the Barnett
factorization [1].
Remark 1. From the structure (9) it follows that the first block row of G, i.e.,
[Lk, . . . , L1] defines all the block coefficients of L(z). Therefore, the knowledge
of G provides the factors L(z) andL(z) of the weak Wiener–Hopf factorization of
A(z) and A(z), respectively, at no cost. The factors U(z) and U(z) can be com-
puted from the equations A(z) = U(z)L(z−1), and A(z) = U(z)L(z−1), respec-
tively. Conversely, the knowledge of the factor L(z) provides immediately the
solution of the matrix equation (6). Moreover, the factor L(z) provides the first block
row of G which uniquely defines G through (9).
2.2. Inversion and Wiener–Hopf factorization
Under our assumptions, the matrix function A(z) is analytic for z ∈ D(r, R) but it
is not invertible for z = 1. This means that, even though the formal inverse H(z) =
A(z)−1 = ∑+∞i=−∞ ziHi can be defined, the series H(z) is not convergent for z = 1.
In particular its coefficients Hi are bounded but
∑+∞
i=−∞ Hi diverges. More precisely,
from the weak Wiener–Hopf factorization formally we deduce that
H(z) = L(z−1)−1U(z)−1, (11)
where U(z) has bounded inverse whereas L(z−1)−1 has coefficients which do not
converge to zero. This feature makes the computation of the inverse of A(z) more
complicated. We will overcome this drawback in the next section.
For the moment, assume that the matrix function Â(z) = ∑+∞i=−k ziÂi is analytic
and invertible for z ∈ D(r, R), and let Ĥ (z) = ∑+∞i=−∞ ziĤi be its inverse. If the
coefficients Ĥi, i = −k, . . . , k of Ĥ (z) are known then it is possible to recover the
Wiener–Hopf factorization of Â(z). In fact we have the following
Theorem 4. Let Â(z) = ∑+∞i=−k ziÂi be analytic and invertible for z ∈ D(r, R),
and let Ĥ (z) = ∑+∞i=−∞ ziĤi = Â(z)−1. Consider the q × q block Toeplitz matrix
Tq = (Ĥj−i )i,j=1,q , for q > k. If there exists the Wiener–Hopf factorization Â(z) =
Û (z)L̂(z−1) of Â(z) with null partial indices, where L̂(z) = I +∑ki=1 ziL̂i ,
Û (z) = ∑+∞i=0 ziÛi , then the matrix Tq is such that
eq = Û0(L̂q−1, L̂q−2 . . . , L̂1, I )Tq,
where L̂i = 0 for i > k and eq = (0, . . . , 0, I ) is an m × mq matrix.
Proof. We use a similar argument as in Theorem 3 applied to bi-infinite matrices.
Let K be the block Toeplitz bi-infinite matrix K = (Âj−i )i,j∈z, where Âi = 0 for
i < −k. Partition K into mq × mq blocks and from the Wiener–Hopf factorization
of Â(z) obtain the UL decomposition (10) where the matrices are bi-infinite and the
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blocks L˜i and U˜i have size mq. Scale on the right the factorL by multiplying it by
L˜
−1
0 and obtain the decomposition
K =


.
.
.
.
.
.
.
.
.
U˜0 U˜1 U˜1 · · ·
U˜0 U˜1
.
.
.
0
.
.
.
.
.
.




.
.
. O
.
.
. I
L0 I
L1 I
O
.
.
.
.
.
.


L˜0,
where the matrices are still bi-infinite, L1 = L˜1L˜−10 and multiplication of the
bi-infinite matrix on the right by L˜0 means that all the blocks are multiplied by
L˜0. Compute the inverses on both sides of the above relation, observe that K−1 =
(Ĥj−i )i,j∈z, and compare the diagonal blocks in both sides of the equation ob-
tained in this way. Then we have Tq = L˜−10
∑+∞
i=0 (−L1)iKi , where
∑+∞
i=0 ziKi =(∑+∞
i=0 ziU˜i
)−1
. In fact, since the matrix power series
∑+∞
i=0 ziU˜i is analytic and
non-singular for |z| < 1, there exists the inverse∑+∞i=0 ziKi which is analytic. Now
observe that the last block row ofL1 is zero since q > k, and deduce that multiply-
ing on the left Tq by eqL˜0 yields eqL˜0Tq = eqK0 = eqU˜−10 = Û−10 eq . 
The above theorem relates the inverse of Â(z) with the Wiener–Hopf factoriza-
tion of Â(z). Observe that, for computing the Wiener–Hopf factorization of Â(z) it
is sufficient to compute the 2k + 1 central coefficients of the inverse Â(z)−1 and
then solving a block Toeplitz system. Concerning the latter problem there is a wide
literature [18], for the former problem we refer the reader to Section 4. Conversely, if
the Wiener Hopf factorization of Â(z) is known then the coefficients Ĥi of Ĥ (z) =
Â(z)−1 can be computed by means of the equation
Ĥj =
+∞∑
i=0
Û
(−1)
i L̂
(−1)
i+j , i = 0,±1,±2, . . . ,
derived from (11) where,∑+∞i=0 ziÛ (−1)i = Û (z)−1 and∑+∞i=0 ziL̂(−1)i = L̂(z)−1. In
practice, the infinite summation in the computation of Ĥj can be cut to a finite value
for the decay property of Û (−1)i due to the analyticity of Û (z)−1 inD(r, 1), compare
with Theorem 2 and (8).
3. A shifting technique
The problem which we are concerned with is to compute the central 2k + 1 coef-
ficients of the matrix Laurent series H(z) = ∑+∞i=−∞ ziHi such that H(z)A(z) = I
where A(z) is analytic in D(r, R) for 0 < r < 1 < R.
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We recall that if det A(z) /= 0 for z ∈ D(̂r, R̂) for suitable r < r̂ < 1 < R̂ < R
then the matrix Laurent series H(z) would represent an analytic function inD(̂r, R̂)
and the computation of its coefficients could be done with efficient algorithms [3].
In our case, we have det A(1) = 0 so that the latter properties do not hold. For-
mally, we may see that there exists a Laurent series H(z) = ∑+∞i=−k Hizi such that
H(z)A(z) = I . However, the series H(z) does not represent an analytic function on
the annulusD(̂r, R̂) since A(1) is clearly singular. This makes the design of efficient
algorithms for computing the formal inverse of A(z) more difficult. Here we present
a remedy for overcoming this drawback.
For this purpose let us introduce the following matrix function
Â(z) = A(z)(I − z−1E)−1, E = euT, (12)
where e = (1, 1, . . . , 1)T and u is any vector with non-negative components such
that eTu = 1.
Observe that Ei = E for any i > 0 and, consequently (I − z−1E)−1 = I +
E
∑+∞
i=1 z−i . Moreover, since
∑+∞
i=−k AiE = 0 then Â(z) = A(z)(I − z−1E)−1 =∑+∞
i=−∞ ziÂi is such that Âi = 0 for i < −k. In this way Â(z) is the matrix Laurent
series Â(z) = ∑+∞i=−k ziÂi where
Âi = Ai +

 +∞∑
j=i+1
Aj

E = Ai −

 i∑
j=−k
Aj

E, (13)
i = −k,−k + 1, . . .
In this formulation Â(z) is defined also for z = 1 where it takes the value Â(1) =∑+∞
i=−k Ai + (
∑+∞
i=−k+1(i + k)Ai)E which is finite in the light of (2).
Theorem 5. The matrix Laurent series Â(z) defined in (12) and (13) is analytic in
the annulus D(r, R). Moreover,
1. Let ξ /= 0, 1; then det (Â(ξ)) = 0 if and only if det (A(ξ)) = 0;
2. det(Â(0)) = 0 and det (Â(1)) /= 0.
Therefore, Â(z)−1 exists and is analytic for z ∈ D( r̂, R̂) for suitable r̂ and R̂ such
that r < r̂ < 1 < R̂ < R.
Proof. We show that Â(z) is analytic in the annulusD(r, R). Indeed, if 1 < |z| < R,
both A(z) and (I − z−1E)−1 are analytic, and thus Â(z) is analytic from (12). If r <
|z|  1, from (13), we have |Â(z)|  |A(z)| +∑+∞i=−k(∑+∞j=i+1 |Aj |)E. Since in the
latter summation |Aj | = Bj , j /= 0, the boundedness of |Â(z)| follows from (2).
Concerning the zeros of det(Â(ξ)) = 0, observe that det ((I − z−1E)−1) =
z/(z − 1) and thus
detÂ(z) = z
z − 1detA(z).
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Whence, if ξ /= 0, 1, then det (Â(ξ)) = 0 if and only det (A(ξ)) = 0. Moreover,
det Â(0) = 0 holds true. From the analyticity of Â(z) in a neighborhood V(1) of
1, it follows the analyticity of det Â(z) in V(1). Since ξ = 1 is a simple zero of
det A(z), then z
z−1 det A(z) is analytic inV(1) and non-zero in 1. From these results
there exists r̂ > r and 1 < R̂ < R such that Â(z) is non-singular for z ∈ D(̂r, R̂).
This implies the analyticity of Â(z)−1 in D(̂r, R̂). 
We are now able to provide an explicit relation between the formal inverse H(z) =
A(z)−1 = ∑+∞i=−∞ ziHi and the inverse Ĥ (z) = Â(z)−1 = ∑+∞i=−∞ ziĤi . In fact
from (12) we obtain
H(z) = (I − z−1E)−1Ĥ (z)
which, in terms of the coefficients turns into
Hi = Ĥi + E
+∞∑
j=i+1
Ĥj .
Observe also that, denoting
H ∗ =
+∞∑
i=−∞
Ĥi = Ĥ (1) = Â(1)−1
we have
Hi = Ĥi − E

 i∑
j=−∞
Ĥj − H ∗

 . (14)
Concerning the Wiener–Hopf factorization, assume that
Â(z) = Û (z)L̂(z−1)
is the Wiener–Hopf factorization of Â(z) and deduce from (12) that
A(z) = Û (z)L̂(z−1)(I − z−1E) = U(z)L(z−1)
is the weak Wiener–Hopf factorization of A(z) where
U(z) = Û (z), (15)
L(z) = L̂(z)(I − zE)
and the matrix function L(z) is singular for z = 1. In particular
Li = L̂i − L̂i−1E, i  1. (16)
Concerning matrix equations, we may easily deduce from Theorem 3 and from
(15) that the minimal solution G of the matrix equation (6) and the minimal solution
Ĝ of the matrix equation
+∞∑
i=−1
AiX
i+1 = 0, (17)
198 D.A. Bini, B. Meini / Linear Algebra and its Applications 386 (2004) 187–206
are such that
G = E(Ĝ + ek[E . . . E])E−1,
E =


I O
E
.
.
.
...
.
.
.
.
.
.
E · · · E I

 .
4. Algorithms
In this section we present a new approach for the solution of a non-skip-free
Markov chain based on a generalization of the Ramaswami formula, on the shift
technique of Section 3 and on the evaluation/interpolation method.
4.1. Generalization of the Ramaswami formula
Observe that plugging the weak Wiener–Hopf factorization A(z) = U(z)L(z−1)
into Eq. (4), yields
(z)U(z) = −(0, 1, . . . , k−1)C(z)L(z−1)−1,
moreover, denoting
G(z) = I +
+∞∑
i=1
ziGi = L(z)−1, (18)
we obtain
(z)U(z) = −(0, 1, . . . , k−1)C(z)G(z−1).
In matrix form this equation turns into
j =

k−1∑
s=0
sC¯s,j −
j−1∑
s=k
sUj−s

U−10 j  k,
(19)
C¯i,j = Ci,j +
+∞∑
s=j+1
Ci,sGs−j j  k, i = 0, . . . , k − 1.
Observe that if k = 1 then Gi = Gi where G is the minimal non-negative solution
of Eq. (6) and Eq. (19) turns into the Ramaswami formula.
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From the computational point of view, the implementation of (19) requires the
computation of the matrices Gi, i = 1, 2, . . . q, where q is sufficiently large so that∑+∞
s=q+1 Ci,s is negligible for i = 0, . . . , k − 1. The matrices Gi, i = 1, . . . , q can
be computed at a low cost by means of a doubling technique introduced by Lafon
[19] for inverting triangular Toeplitz matrices (compare also with the Sieveking–
Kung algorithm [8]). The overall cost of this computation, performed by means of
FFT is just O(m3q + m2q log q) arithmetic operations where the overhead constant
hidden in the O(·) is not large (see [7]).
It is interesting to point out that even the substitution stage, where the components
i are recovered for i  k in terms of Ui , can be similarly implemented by means of
the Lafon algorithm at a low cost. For more details on this computational improve-
ment, we refer the reader to [22] where this acceleration technique is applied for the
computation of the Ramaswami formula.
Concerning the computation of 0, . . . , k−1 we may prove the following result.
Theorem 6. For the vector ̂ = (0, 1, . . . , k−1) it holds
̂Y = ̂,
̂v = 1,
where
Y = (Yi,j ), Yi,j = Ci,j +
k−1∑
s=0
C¯i,s+kWs,j , W = (Wi,j )i,j=0,k−1,
W =


U0 U1 · · · Uk−1
U0
.
.
.
...
.
.
. U1
O U0


−1

B−k B−k+1 · · · B−1
B−k
.
.
.
...
.
.
. B−k+1
O B−k


and
v = (vi )i=0,k−1, vi = e +
+∞∑
j=k
C¯i,j

+∞∑
j=0
Uj

−1 e.
Proof (Outline). Partition the matrix I − P as
I − P = [ I−F−V −TK ] ,
where I − F is a k × k matrix. Consider the Schur complement S = I − F −
TK−1V of K in I − P (for the existence of K−1 and S we refer the reader to [14])
and obtain Y = I − S = F + TK−1V . For the properties of the Schur complement
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we have ̂Y = ̂. The normalization condition ̂Tv = 1 follows from the relation
(k, k+1, . . .) = ̂TK−1 and by imposing that ∑+∞i=0 ie = 1. 
We may summarize the generalized Ramaswami formula with the following algo-
rithm.
Algorithm 7
INPUT: A positive integer q such that
∑+∞
s=q+1 Ci,s is negligible for i = 0, . . . ,
k − 1; the m × m matrices Ci,j , i = 0, . . . , k − 1, j = k, . . . , q defining P ; the
blocks Ui, i = 0, 1, . . . , p, of the weak Wiener–Hopf factorization of A(z), where p
is such that
∑+∞
i=p+1 Bi negligible; a positive integer N  k.
OUTPUT: The components 0, . . . , N of the steady state vector .
COMPUTATION:
1. Compute Gj , j = 1, . . . , q of (18) by means of forward substitution.
2. Compute C¯i,j , i = 0, . . . , k − 1, j = k, . . . , q, by means of (19) where the infi-
nite summation is replaced with a summation from j + 1 to q.
3. Compute 0, . . . , k−1 by means of Theorem 6.
4. Compute j for j = k, . . . , N by applying the first equation of (19).
A fast FFT-based version of the above algorithm can be obtained by replac-
ing stages 1 and 4 by suitable computations based on the Lafon (Sieveking–Kung)
method.
4.2. Solving non-skip-free Markov chains
Let us describe the evaluation/interpolation method for approximating the coeffi-
cients Ĥi , i = 0,±1,±2, . . ., of Ĥ (z) = Â(z)−1. Let us recall that Â(z) is analytic
and non-singular in a suitable annulus D( r̂, R̂) for 0 < r < r̂ < 1 < R̂ < R, there-
fore, also Ĥ (z) is analytic in D( r̂, R̂). This implies that all the entries of Ĥ (z)
are analytic in D( r̂, R̂). Since the Fourier coefficients of an analytic function f =∑+∞
−∞ zifi : D(r, R) → C, are given by fi = 12i
∫
|z|=θ
f (z)
zi+1 dz for r < θ < R, where
i is the imaginary unit such that i2 = −1, we deduce that the sequence fi decays
exponentially to zero. More precisely, for any  > 0 there exists a constant γ > 0
such that |fi | < γ (r + )i for i > 0 and |fi | < γ (R − )i for i < 0. Therefore,
for any , there exists a constant δ such that ‖Hi‖∞ < δk( r̂ + )i for i > 0, and
‖Hi‖∞ < δk( R̂ − )i for i < 0, where ‖ · ‖∞ denotes the infinity norm.
This property implies that for a sufficiently large q the Laurent matrix polynomial
K(z) = ∑qi=−q ziĤi closely approximates the function Ĥ (z). Moreover, due to the
exponential bounds of the norms of Ĥi , the value of q is not generally large unless
D( r̂, R̂) is a very thin annulus. The width ofD( r̂, R̂) depends on the location of the
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zeros of det Â(z), in fact, if ξi, i = 1, . . ., are such zeros, then r̂ > max{|ξi | < 1}
and R̂ > min{|ξi | < 1}.
This fact suggests the following evaluation/interpolation technique for approxi-
mating Ĥi , i = −q, . . . , q.
Algorithm 8
INPUT: The coefficients Â−k, . . . , Â0, . . . , ÂP such that
∑
i>p Ai is negligible;
an integer q such that
∑
|i|>q ‖Ĥi‖∞ is negligible.
OUTPUT: Approximation to the coefficients Ĥi , i = −q, . . . , q.
COMPUTATION: Choose a positive integer n = 2h such that n > 2q + 1 and
consider the n roots of unity ωi , i = 0, . . . , n − 1, where ω = cos ( 2
n
)+
i sin
( 2
n
)
.
1. Compute Wi = Â(ωi), i = 0, . . . , n − 1 by means of m2 FFTs.
2. Compute Vi = W−1i , i = 0, . . . , n − 1.
3. Interpolate the values Vi and recover the matrix coefficients Ki of the Laurent
matrix polynomial K(z) = ∑qi=−q ziKi which interpolates Ĥ (z) at the roots of
1, by means of m2 FFTs.
4. Output the approximations Ki to Ĥi for i = −q, . . . , q.
Observe that the cost of the above algorithm is O(m3n + m2n log n) ops. The
wider the width of D(r, R), the smaller is the value of n.
In the formulation of the algorithm the value of q, and consequently of n, must
be known a priori. However, by following [5] we may apply a dynamic strategy
which performs the computation by subsequently doubling the values of n until the
convergence condition is satisfied. In this way the algorithm is adaptive and does not
require q or n as input values. We refer the reader to [5] for more details.
It is interesting to point out that the non-singularity of Â(z) for z ∈ D( r̂, R̂)
implies that the condition number of Â(z) for |z| = 1 is bounded from above.
This property guarantees the numerical stability of the computation unlike the
approach of [25] where the evaluation/interpolation method is applied directly to
A(z). In fact, the singularity of A(1) and the property that ω gets closer to 1 as n
grows, imply that the matrices to be inverted have an unbounded condition num-
ber.
For the sake of completeness we recall that the block coefficients of Ĥ (z) can be
computed by inverting Â(z). The latter computation can be performed by means of
the evaluation/interpolation or by means of the Graeffe iteration [3], or by solving
the matrix equation (17) by means of cyclic reduction [2].
Once the matrices Ĥi, i = −q, . . . , q have been computed, the computation of
the block coefficients Hi of H(z) can be carried out by using the equations of Section
3 as shown by the following
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Algorithm 9
INPUT: An integer p and the coefficients Ai, i = −k,−k + 1, . . . which define
the matrix Laurent series A(z) = ∑+∞i=−k ziAi such that ∑i>p Ai is negligible; a
positive integer q.
OUTPUT: The coefficients Hi, i = −q, . . . , q.
COMPUTATION:
1. Compute the coefficients Âi , i = −k, . . . , p by means of (13).
2. Compute the coefficients Ĥi, i = −N, . . . , N of Ĥ (z) = Â(z)−1 by applying
Algorithm 8 where N is such that
∑−N
j=−∞ ‖Hj‖∞ is negligible.
3. Compute the coefficients Hi, i = −p, . . . , p of H(z) by means of (14) where∑i
j=−∞ Ĥj is replaced with
∑i
j=−N Ĥj .
Observe that at stage 2 of Algorithm 9, the value of N must be computed. How-
ever, by following [5] it is possible to apply a doubling strategy where the algorithm
is run with a value of N which is doubled at each step, starting from the initial
value N = p until the condition ‖H ∗ −∑Ni=−N Ĥi‖∞ <  is satisfied, where  is
an input tolerance, say, the machine precision of the floating point arithmetic. This
makes the computation of Algorithm 9 adaptive with no extra cost. In fact, in the
evaluation/interpolation stage, the nth roots of 1 are a subset of the 2nth roots of 1,
so that the interpolation values computed with n knots can be used for the next stage
with 2n interpolation knots.
4.3. Other approaches and open problems
For the computation of the coefficients Hi, i = −N, . . . , N, of H(z) we have
proposed an algorithm based on the evaluation/interpolation strategy. A different
approach, known in the literature, consists in reducing the problem with general k
to the case where k = 1. This transformation is achieved by means of the reblock-
ing technique. In fact, it is sufficient to consider the Laurent matrix power series
A(z) = ∑+∞i=−∞ ziHi and to recover the coefficients Hi from the coefficientsHi of
A(z)−1 = ∑+∞i=−1 ziHi . In this way, the cyclic reduction algorithm can be applied
[5]. If A(z) is a Laurent polynomial of the kind A(z) = z−1A−1 +A0 + zA1,
then the Graeffe iteration can be successfully applied as well [2]. Both cyclic reduc-
tion and Graeffe’s iteration have a quadratic convergence speed which makes these
algorithms very powerful tools. It would be interesting to design an algorithm which
could approximate the inverse of the m × m Laurent matrix power series A(z) with-
out necessarily manipulating Laurent matrix power series with coefficients of size
km likeA(z). If the block coefficients Ai of A(z) would commute, i.e., if AiAj =
AjAi for any pair i, j , then Graeffe’s iteration would successfully work if applied
directly to the m × m Laurent matrix power series A(z). It is not clear if in the non-
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commutative case there is a way for making the Graeffe iteration work successfully.
This will be a subject of our future research.
5. Numerical results
We have computed the block coefficients L1, . . . , Lk of the factor L(z) in the
weak Wiener–Hopf factorization (8) of A(z), which define also the first block row of
the matrix G of (7), as follows. The coefficients Âi , i  −k, are computed by means
of formulae (13); the matrix Laurent series Â(z) is inverted by means of Algorithm 8,
based on evaluation/interpolation; the coefficients L̂i , i = 0, . . . , k, of the Wiener–
Hopf factorization of Â(z) are recovered by means of Theorem 4; finally the blocks
L1, . . . , Lk are computed by means of (16).
The algorithm has been implemented in Fortran 90, and we have run it on an
AMD Athlon XP1800, with CPU at 1544 MHz.
We have compared the results obtained in this way with the results obtained by
computing the first block row of the matrix G by means of cyclic reduction [5] in the
adaptation to Non-Skip-Free problems of [6]. For the latter computation we used the
implementation of Bini, Meini available at http://www.dm.unipi.it/∼meini/software;
in this implementation the matrix P is reblocked into a block tridiagonal matrix with
block size r , where r is minimum power of 2 such that r  max(k, p). Here p is
such that
∑
i>p Ai is negligible.
In fact, among the available algorithms for this problem, cyclic reduction is the
one which has shown the best performance so far [5,6], especially for problems
which are “close” to null recurrent Markov chains. This feature is strictly related
to the quadratic convergence of cyclic reduction. Other algorithms exist, see for
instance [12,13], but either they can be applied only to the case of scalar blocks or
they have linear convergence. The latter feature makes these algorithms unsuitable
for Markov chains which are “quasi null recurrent”.
We tested the algorithm on the telecommunication model described in [10]. For
this problem k = m and
zk
∑
i−k
ziBi = f (z)


1
z
.
.
.
zk−1

 S,
where f (z) is any probability generating function, and S is any k × k stochastic
matrix. We have chosen f (z) = e−λ+λz and S the matrix with all the entries equal
to 1/k. According to the stability analysis performed in [10], the associated Markov
chain is positive recurrent if and only if λ < (k + 1)/2.
We used k = 15 and different values of the parameter λ. In Tables 1 and 2 we
report the number n of interpolation points used in Algorithm 8, the CPU time and
the error for the algorithm based on evaluation/interpolation (EI). We assume that
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Table 1
Evaluation/interpolation: λ = 7.5
n Time Error
128 0.05 2.4e−3
256 0.07 1.8e−5
512 0.13 1.0e−9
1024 0.24 5.8e−14
Table 2
Evaluation/interpolation: λ = 7.9
n Time Error
128 0.06 7.3e−2
256 0.08 2.8e−2
512 0.14 4.1e−3
1024 0.23 8.6e−5
2048 0.43 3.9e−8
4096 0.9 2.4e−13
the blocks Lh, h = 1, . . . , k, provided by cyclic reduction (CR) are correct and the
error of EI is estimated as
Error = max
h=1,k
(
max
i,j=1,m
|(Lh − L˜h)i,j |
)
,
where L˜h, h = 1, . . . , k, are the approximations provided by EI.
For the value λ = 7.5 the number p such that∑i>p Ai is numerically zero is p =
40, and thus the block size in CR is r = 64. CR reaches the residual error 5.7e−14
in 5 steps, which are performed in 358 s. In Table 1 we have reported the results
obtained with the EI algorithm. It is evident how the CPU time is small, even though
the number n is large, and how the computed results are very good approximation,
when n is sufficiently large.
For the value λ = 7.9 we are getting closer to the null recurrent condition (for
which λ = 8). The number p such that ∑i>p Ai is numerically zero is p = 41, and
thus the block size in CR is r = 64. CR reaches the residual error 1.3e−13 in 7 steps,
which are performed in 548 s. In Table 2 we have reported the results obtained with
the EI algorithm. The number of interpolation points needed to reach a small error
is larger with respect to the case λ = 7.5, since we are closer to the condition of
null recurrence. However, even though the number of interpolation points is high,
the CPU time is very small, compared with the CPU time needed by CR.
For the smaller value λ = 2 we have p = 23, r = 32. CR reaches the residual
error 8.4e−14 in 2 steps and 3.4 s, while EI reaches the error 9.7e−14 with only
n = 64 in 0.05 s.
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In conclusion, the algorithm based on evaluation/interpolation provides very good
results, due to the shifting of the zero equal to 1 to 0. Moreover, even though the
number of interpolation points is high, the CPU time is very small, compared with
the CPU time needed by CR. In fact, the great advantage of the proposed method is
that it performs computations with the small m × m blocks.
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