We prove an enhanced version of Painlevé's determinateness theorem from the theory of ordinary differential equations in the complex domain, allowing rather general 'multiple-valued' differential equations, with branch loci or singularities of general type lying on complex-analytic curves. We show that the conclusion of the classical statement of that theorem still holds, i.e., all solutions admitting analytical continuation across arcs defined on [0, 1) also admit C 0 −continuation (i.e., limit as the parameter approaches 1) across the corresponding ones defined on [0, 1].
Foreword
In this paper we propose an enhanced version (theorem 6) of the so called Painlevé's determinateness theorem (see e.g., [HIL] , th.3.3.1) from the theory of ordinary differential equations in the complex domain, stating that solutions to holomorphic Cauchy's problems, admitting analytical continuation across arcs γ defined on the semi-open interval [0, 1), also admit C 0 −continuation (i.e., limit as the parameter of the arc approaches 1) across the corresponding ones γ defined on the closed interval [0, 1] . The classical statement of the theorem allows 'algebraic multiple valuedness' in the known term with respect to the independent variable only, whereas in a past discussion (see [MNG] ) the author has shown that that hypothesis could be weakened and singularities supposed to lie on algebraic curves. In both cases the known term had been supposed to be meromorphic on the proper Riemann domains generated by 'multiple valuedness' (as to Riemann domains over regions in C 2 , see e.g., [GRO] , p.43 ff). In this paper, we show that rather general 'singularities' in the known terms can be allowed and C 0 −continuability preserved although: on the one hand, singularity loci are supposed to lie on complex-analytic curves in C 2 ; on the other hand, the assumption of meromorphic behaviour of the known term has been dropped at all. Riemann domain are still supposed to be proper.
Preliminaries
First we recall the existence-and-uniqueness theorem from the theory of ordinary differential equations in the complex domain (see e.g., [HIL] , th 2.2.2, [INC] p.281-284):
The following two lemmata deals with the behaviour of continuous arcs not admitting limit in metric spaces:
Lemma 2 Let X be a metric space, α : [0, 1) → X a continouous arc such that there does not exist lim t→1 α(t) in X. Let {x l } → x ∞ be an injective converging sequence in X. There exist:
Proof: Since none of the {x l }'s (l ∈ N ∪ {∞}) is lim t→1 γ(t), we have that for every l ∈ N ∪ {∞} there exists an open neigbhourhooud V l of x l such that α([λ, 1)) ⊂ V l for every λ ∈ [0, 1); moreover, up to shrinking V ∞ , there exixts N > 1 such that n > N ⇒ x n ∈ V ∞ but x N ∈ V ∞ . Clearly we can choose the {V l }'s in such a way that:
is connected instead, we have α([λ, 1)) ⊂ U; this entails that, for every k > 0, the set 
The main theorem
We recall that a Riemann domain over a region U ⊂ C N is a complex manifold ∆ with an everywhere maximum-rank holomorphic surjective mapping p : ∆ → U; ∆ is proper provided that so is p (see [GRO] p.43); we also recall that A ⊂ C N is complex-analytic if it is the common zero set of K complex-analytic functions on C N , with 0 < K < N. Since in the following we will need to continuate holomorphic mapping elements in different dimensions, we briefly recall the standard definition of analytical continuation in the framework of Riemann domains and surfaces:
an holomorphic mapping: a regular analytical continuation of the holomorphic mapping element (U, f ), is a quadruple (S, π, j, F ) such that: 1) S is a connected Riemann domain over a region in C n ; 2) π : S → C is an everywhere maximumrank holomorphic mapping such that
Analytical continuation can be achieved across arcs too:
In the case when n = 1 we will talk about Riemann surfaces rather than Riemann domains.
Let us now consider a Cauchy's problem whose 'known term' lives on a Riemann domain. To do that, we need some preliminary terminology; introduce the following: u,v) , called the branch locus, and a proper Riemann domain (Γ, p) over C 2 \ N ;
; p(Ξ) will be referred to as the singularity locus;
• the branch and the singularity loci will be collectively referred to as the singularities of the differential equation;
• a holomorphic function F ∈ H(∆ \ Ξ), called the known term;
At this point we are ready to introduce the (well defined) Cauchy's problem:
Note that hereinbefore the usual order if the independent and dependent variables has been reversed: we will be consistent with this choice in the following. Thanks to (and with r as in) theorem 1, there exists a holomorphic solution u : D(v 0 , r) → D 1 to (1); the matter of its analytical continuation naturally comes to our attention.
There obviously arise compatibility problems: the analytical continuation of the (graph of the) solution could lead to singularities in the known term, i.e., for instance, points where η does not admit analytical continuation or points where η does but F • η is not holomorphic. Our main result concerns P 1 -valued C 0 -continuation: Proof: since A is complex-analytic, C ∩ {γ(1)} × A = l∈Λ {(λ l , γ(1))}, where either Λ = N or Λ = {1 . . . M} for suitable M ∈ N. Suppose now, ab absurdo, that lim t→1 ω • γ(t) does not exist. Then, by either lemma 3 (with X = P 1 , α = ω • γ, {x k } = {λ k } ∪ {∞}) or lemma 2, (with X = P 1 , α = ω • γ, x l = λ l and x ∞ = ∞) according as C × {γ(1)} ∩ A is finite or infinite, there exist:
• a sequence {t k } → 1;
• a finite subset Υ ⊂ Λ;
• R > 0 and ε > 0;
Now, by continuity, there exists ̺ > 0 such that
Set W := Θ×D(γ(1), ̺); by construction W is compact in C 2 and W ∩A = ∅; also, we may suppose, without loss of generality,
By the hypothesis of the existence of the analytical continuation, there exists a chain of holomorphic function elements {(V n , ω n )} n∈N and holomorphic immersions j n :
Let now A ∈ H(C 2 , C) be the holomorphic function such that A = A −1 (0); for every n ≥ 0, the set B n := {ζ ∈ V n : A(ω n (ζ), ζ) = 0} is discrete for otherwise we would have A(ω N (ζ), ζ) ≡ 0 for some N and all ζ ∈ V n ; this would imply, by analytical continuation, A(ω n (ζ), ζ) ≡ 0 for all n and all ζ ∈ V n , contradicting the hypothesis that (u 0 , v 0 ) ∈ A. Therefore, there exists a chain of holomorphic function elements
ω n = ω n | Wn for all n, and γ(t k ) ∈ V n ⇒ γ(t k ) ∈ W n for all k and n. Note that j n (W n ) ⊂ S for all n, let R := ∞ n=0 j n (W n ) and define ω : R → C by setting ω(ζ) = ω(j n (ζ)) if ζ ∈ W n (note that ω is well defined). Choose now an arc β : [0, 1] → ∞ n=0 W n such that β(0) = γ(0), β(1) = γ(1) and β(t k ) = γ(t k ) for all k. By construction, β can be lifted to R with respect to π| R by setting β(t) := j n • β(t) if β(t) ∈ W n (note that β is well defined too); we also have ω • β(t k ) = ω • γ(t k ) for all k.
Consider now the arc
by (2) we have graph( ω n ) ∩ A = ∅, hence η (see (1) for its definition) admits regular analytical continuation ( , µ, J,η) across θ: let θ : [0, 1) → be the lifted arc with respect to the projection mapping µ (see definition 5).
We can make up the above analytical continuation by constructing a chain of holomorphic mapping elements
the above set is compact, since so is W , and p is proper. Thus, by maybe passing to a subsequence, we may assume that {η( θ(t k ))} converges to a limit
Consider now the Taylor developments
by continuity, {c r,s,k } → c r,s for all r, s as k → ∞, hence we can find a > 0 and b > 0 such that the developments in (3) converge absolutely and uniformly in the closed bidiscs D(u k , v k , a, b). By Cauchy estimates, there exists T ∈ R + such that ∞ r,s=0 |c r,s,k |a r b s < T for all k ∈ N; by classical complex analysis (see e.g. [HIL] , theorem 2.5.1) the solutions to the Cauchy's problems
have radii of convergence at least σ := a(1 − e −b/(2aT ) ), thus there exists L ∈ N such that v ∞ ∈ D(v L , σ); by continuity, Ω L (v ∞ ) = u ∞ and, by the uniqueness of the solution to the Cauchy's problem corresponding to
this means that Ω L admits analytical continuation across γ up to v ∞ = γ(1).
By analytical continuation, there exists
,
This fact contradicts the hypothesis that lim t→1 ω • γ(t) does not exist.
Examples
In the realm of practice, the usual symbols of multivalued functions such as log or √ will of course be used; also we will go on talking about 'multi-valued' or 'single-valued' mappings, understanding the underlying machinery of analytical continuation.
a) The Cauchy's problem
Note that u can be analytically continuated across the arc γ defined on [0, 1) by γ(t) = 2 − t. Since the complex line v = 1 is not a singularity for the differential equation, by theorem 6 there does exist lim t→1 [log(1 − t)]/(2 − t): indeed this limit is ∞ ∈ P 1 . The known term of this problem is single valued on C 2 , has poles on the complex-analytic curve e uv = −1 and essential singularities on e uv = v. b) The Cauchy's problem
with the positive branch of the square root chosen in correspondence to the initial values (0, 1/π) (choice of η), is solved by u(v) = sin(1/v). Note that u can be analytically continuated across the arc γ defined on [0, 1) by γ(t) = 1 − t. Since there does not exist lim t→1 sin(1/(1 − t)), by theorem 6, the complex line v = 0 must be a singularity for the differential equation, as indeed is. In this example we have A = {v = 0} ∪{u = 0}. Finally, note that the analytical continuation of the solution across γ makes it attain values leading the known term to singularities: when t = 1 − 1/( π 2 + kπ) (k ∈ N), v = 1/( π 2 + kπ), hence u 2 (v) = 1: all the same, this does not affect analytical continuability. c) The Cauchy's problem Since the complex line v = 0 is not a singularity for the differential equation, by theorem 6 there does exist lim t→1 log(1 − t): indeed this limit is ∞ ∈ P 1 . The known term has a branch locus over the curve e u − v = −1.
