In [NP09a], Nourdin and Peccati established a neat characterization of Gamma approximation on a fixed Wiener chaos in terms of convergence of only the third and fourth cumulants. In this paper, we investigate the rate of convergence in Gamma approximation on Wiener chaos in terms of the iterated Gamma operators of Malliavin Calculus. On the second Wiener chaos, our upper bound can be further extended to an exact rate of convergence in a suitable probability metric d 2 in terms of the maximum of the third and fourth cumulants, analogous to that of normal approximation in [NP15] under one extra mild condition. We end the paper with some novel Gamma characterization within the second Wiener chaos as well as Gamma approximation in Kolmogorov distance relying on the classical Berry-Esseen type inequality.
Introduction
Given a separable Hilbert space H, we consider an isonormal Gaussian process X = {X(h) : h ∈ H} defined on some probability space (Ω, F , P ). Our object of interest is a sequence (F n ) n≥1 living inside a fixed Wiener chaos of order q with fixed variance, e.g. E[F 2 n ] = 1. In recent years, these objects have been studied extensively, with one of the most famous results being the so-called fourth moment theorem, which first appeared in [NP05] . It states that n ] → 3. In 2009, the authors of [NP09b] proved a quantitative version of the fourth moment theorem combining Stein's method for normal approximation with Malliavin calculus on the Wiener space. In this paper, they provide explicit bounds for the total variation distance between F n and N in terms of the fourth cumulant of F n , namely
Recall that for two random variables X and Y , the total variation distance is d T V (X, Y ) := sup A∈B(R) |P (X ∈ A) − P (Y ∈ A)|, where B(R) is the set of all bounded Borel sets. In [NP15] , the optimal rate of convergence in the fourth moment theorem has been found. More precisely, if F n converges in law to N , then there exist constants 0 < c < C (not depending on n), such that c × max{|κ
Note that the square root from the previous results has been removed and that the third cumulant comes into play. Limit theorems for a Gamma target distribution have been considered e.g. in [NP09a] , [NP09b] and [NPR10] .
We consider the target G(ν) ∼ CenteredGamma(ν). This means that G(ν) = 2 G(ν/2) − ν, where G(ν/2) is a standard Gamma random variable with density g(x) = x ν 2
−1 e −x Γ( ν 2 ) −1 1 (0,∞) (x). From now on, we still assume F to be inside a fixed Wiener Chaos of order q ≥ 2, but fix our variance to be Var(F ) = Var(G(ν)) = 2ν.
In [DP18] , the authors used a Stein equation suitable for proving Stein-Malliavin upper bounds in 1-Wasserstein distance for the convergence of F n to G(ν). In Theorem 1.7, they showed that 
Combining these two results, we obtain an upper bound similar to the one in the fourth moment theorem, but worse by a whole square root, namely
A natural question, which we will deal with in this paper, is if this square root can be removed using techniques similar to the ones in [NP15] .
As a generalization of the Wasserstein-1 distance d 1 , we also define the following probability metrics. For k ≥ 1, let H k := {h ∈ C k−1 (R) : h (k−1) ∈ Lip(R) and h
(1)
Furthermore define the corresponding distance between two random variables X and Y as
The outline of our paper is as follows: In section 2, we give a brief introduction to Malliavin calculus on the Wiener space and specify the notation used in the paper. The third section contains the main theoretical finding of this paper -an upper bound for the d 2 distance between a general element F living in a finite sum of Wiener chaoses and our target distribution G(ν) in terms of iterated Gamma operators. In Section 4, we shift our focus to the case of a random variable F = I 2 (f ) in the second Wiener chaos to establish an optimality result similar to the main result in [NP15] by removing the square root in (2). Section 5 provides several new characterizations of the centered Gamma distribution G(ν) within the second Wiener chaos in terms of iterated Gamma operators. The final section deals with a different collection of techniques, mainly based on a classical Berry-Esseen lemma, to present several Gamma approximation results in the Kolmogorov distance.
Preliminaries: Gaussian Analysis and Malliavin Calculus
In this section, we provide a very brief introduction to Malliavin calculus and define some of the operators used in this framework. For a more detailed introduction and proofs, see for example the textbooks [NP12] and [Nua06] .
Isonormal Gaussian Processes and Wiener Chaos
Let H be a real separable Hilbert space with inner product ·, · H , and X = {X(h) : h ∈ H} be an isonormal Gaussian process, defined on some probability space (Ω, F , P ). This means that X is a family of centered, jointly Gaussian random variables with covariance structure E[X(g)X(h)] = g, h H . We assume that F is the σ-algebra generated by X. For an integer q ≥ 1, we will write H ⊗q or H ⊙q to denote the q-th tensor product of H, or its symmetric q-th tensor product, respectively. If H q (x) = (−1) q e x 2 /2 d q dx n e −x 2 /2 is the q-th Hermite polynomial, then the closed linear subspace of L 2 (Ω) generated by the family {H q (X(h)) : h ∈ H, h H = 1} is called the q-th Wiener chaos of X and will be denoted by H q . For f ∈ H ⊙q , let I q (f ) be the q-th multiple Wiener-Itô integral of f (see [NP12, Definition 2.7 .1]). An important observation is that for any f ∈ H with f H = 1 we have that H q (X(f )) = I q (f ⊗q ). As a consequence I q provides an isometry from H ⊙q onto the q-th Wiener chaos H q of X. It is a well-known fact, called the Wiener-Itô chaotic decomposition, that any element F ∈ L 2 (Ω) admits the expansion
where f 0 = E[F ] and the f q ∈ H ⊙q , q ≥ 1 are uniquely determined. An important result is the following isometry property of multiple integrals. Let f ∈ H ⊙p and g ∈ H ⊙q , where 1 ≤ q ≤ p. Then
The Malliavin Operators
We denote by S the set of smooth random variables, i.e. all random variables of the form
. . , φ n ∈ H and g : R n → R is a C ∞ -function, whose partial derivatives have at most polynomial growth. For these random variables, we define the Malliavin derivative of F with respect to X as the H-valued random element DF ∈ L 2 (Ω, H) defined as
The set S is dense in L 2 (Ω) and using a closure argument, we can extend the domain of D to D 1,2 , which is the closure of S in L 2 (Ω) with respect to the norm
for a more general definition of higher order Malliavin derivatives and spaces D p,q . The Malliavin derivative satisfies the following chain-rule. If ϕ : R m → R is a continuously differentiable function with bounded partial derivatives and F = (F 1 , . . . , F m ) is a vector of elements of D 1,q for some q, then ϕ(F ) ∈ D 1,q and
Note that the conditions on ϕ are not optimal and can be weakened. For F ∈ L 2 (Ω), with chaotic expansion as in (4), we define the pseudo-inverse of the infinitesimal generator of the Ornstein-Uhlenbeck semigroup as
The following integration by parts formula is one of the main ingredients to proving the main theorem of section 3. Let F, G ∈ D 1,2 . Then
Gamma Operators and Cumulants
Let F be a random variable with finite moments of all order. Define its cumulant generating function K F (t) as the logarithm of the moment-generating function, that is K F (t) = log E[e tX ]. The j-th cumulant of F , denoted by κ j (F ), is then defined as the j-th derivative of K F evaluated at 0, i.e.
Let F be a random variable with a finite chaos expansion. We define the operators
This is the Gamma operator used in the proof of the main theorem in [NP15] , although it is defined differently there. Note that there is also an alternative definition, which can be found in most other papers in this framework, see for example Definition 8.4.1 in [NP12] or Definition 3.6 in [BBNP12] . For the sake of completeness, we also mention the alternative Gamma operators here, which we shall denote by Γ alt . These are defined via
Note that these Gamma operators are related to the cumulants of F by the following identity (from [NP10] ): For all j ≥ 0, we have
Also note that we always have Γ 1 (F ) = Γ alt,1 (F ). Furthermore, on second Wiener chaos, we have Γ j (F ) = Γ alt,j (F ) for all j ∈ N 0 .
The Stein-Malliavin Upper Bound
In the following, we will use centered versions of the Gamma-operators, i.e.
Theorem 3.1. Let F be a centered random variable admitting a finite chaos expansion with
To simplify computations, we begin with the following Lemma. 
The argument based on iterating the Stein equation, instead of applying Cauchy-Schwarz inequality after using the Malliavin integration by parts formula once, implemented in the proof of Theorem 3.1, is completely analogous to the main result from [NP15, p. 3129]. The backbone of this line of arguments is the fact that when applying higher order Gamma operators on chaotic random variables, the resulting random variables often become smaller (in terms of variance).
(ii) A natural framework in which to apply our main Theorem 3.1, is when the candidate random variable F is chaotic, meaning that F = I q (f ) for some q ≥ 2, and kernel f ∈ H ⊙q . In this framework, it is well-known (e.g. [NPR10] ) that the first summand in the RHS of estimate (10) can be further controlled by using the third and fourth cumulants, namely that
We emphasize that, when q ≥ 4 and F is chaotic, the linear combination of the cumulants
(iii) In order to interpret our upper bound in Theorem 3.1 in the language of the cumulants, analogous to that achieved in [NP15] , for a chaotic random variable F = I q (f ) with q ≥ 2, we need cumulant-type inequalities comparable to Proposition 4.3 in [BBNP12] for the remaining terms in the RHS of (10); 
Proof. Let h ∈ H 3 be a test function and denote by f the solution to the Stein equation
. Now we use the Malliavin integration by parts formula (7) a total number of three times to get
We know that E[κ 3 (G(ν))] = 8ν and E[κ 4 (G(ν))] = 48ν. Combining this with the boundedness of f ′′ , f ′′′ and Cauchy-Schwarz inequality, we obtain
Remark 3.5. Here, we have used the traditional Gamma operators as defined in (9). This way, we get a simple proof for the upper bound in a smoother integral probability metric. In the next section, we will focus only on random elements F belonging to the second Wiener chaos, and it can be checked that in this setup the two definitions of Gamma operators coincide.
The Case of Second Wiener Chaos
Throughout this section we assume that F = I 2 (f ), for some f ∈ H ⊙2 , belongs to the second Wiener chaos. It is a classical result (see [NP12, Section 2.7.4]) that these kind of random variables can be analyzed through the associated Hilbert-Schmidt operator
Denote by {c f,i : i ∈ N} the set of eigenvalues of A f . We also introduce the following sequence of auxiliary kernels 
where the N i are i.i.d. N (0, 1) and the series converges in L 2 (Ω) and almost surely.
For every
where Tr(A When ν is an integer i.e. G(ν) is a centered χ 2 random variable with ν degrees of freedom, then (12) shows us that G(ν) is itself an element of the second Wiener chaos, where ν-many of the eigenvalues are 1 and the remaining ones are 0. Hence, in this case, we deduce from (13) that κ p (G(ν)) = 2 p−1 (p − 1)! ν. Perhaps not surprisingly, this is also the case, when ν is any positive real number. 
Proof. Since the cumulant generating function of a Gamma random variable is well-known, we can easily compute that of G(ν) to be
By simple induction over p, we obtain
The result now follows by letting t = 0. 
Proof. From [APP15] equation (24), which follows by induction on r, we have the representation
Using the isometry property (5), we obtain
The result now follows with (13).
Motivating Examples
Let ν > 0. Assume that {F n } n≥1 is a sequence of random elements in the second Wiener chaos such that E(F 2 n ) = 2ν for all n ≥ 1. The main Theorem 3.1 reads that there exists a general constant C, such that
As a consequence, in order for the square root in the upper bound in (2) to be removed, it is sufficient to verify the following statement. There exists a constant C (independent of n, but may possibly depending on the sequence {F n } n≥1 ), such that the following variance-estimates hold:
Our major aim in the present section is to show that (i) The variance-estimate (16) is universal in the sense that it holds for any random variable F in the second Wiener chaos having second moment E(F 2 ) = 2ν. In particular it is not a matter of the fact whether the sequence F n converges in distribution towards a centered Gamma target G(ν).
(ii) The second variance-estimate (17) has a completely different flavor, and that occasionally holds too, meaning that it can be seen as a Gamma characterization estimate. By this we mean that the central assumption that the sequence F n converges in distribution towards the Gamma target distribution G(ν) is heavily used to establish the estimate.
In order to classify the convergence rate of a sequence, we introduce the following notation: When (a n ) n≥1 and (b n ) n≥1 are two non-negative real number sequences, we write a n ≈ C b n if lim n→∞ an bn = C, for some constant C > 0. Example 4.4. Let α n , β n be two sequences of positive real numbers converging to zero as n → ∞ and assume that (1 − α n ) 2 + β 2 n = 1 for all n ≥ 1. Consider the following sequence in the second Wiener chaos
Note that the second moment assumption E(F
Hence, after some straightforward computations, we arrive in the asymptotic relations
Therefore, for some constant C (independent of n), both estimates (16),(17) take place. Therefore, our main theorem 3.1 yields that
Example 4.5. In this example, instead, we consider the following sequence
Similar computations as in Example 4.4 yield that estimate (16) is in order. It is noteworthy that, as an alternative to the second estimate (17), the estimate
is also valid, which is enough for our purposes. Note that for the target random variable G(1), we have κ 4 (G(1)) − 6κ 3 (G(1)) = 0. Later on in Section 4.4, we will study this phenomenon in detail. Once again the square root in (2) can be improved.
Iterated Gamma Operators: Variance Estimates

Variance Estimate
We start with variance-estimate (16). We make use of a recent discovery in [APP15] that the second Wiener chaos is stable under the Gamma operators, meaning that for any element F in the second Wiener chaos, the resulting random variable Γ r (F ) remains inside the second Wiener chaos up to a constant for any r ≥ 0.
Lemma 4.6. Let ν > 0, and
Then, for every r ≥ 1, with constant C = 4ν, we have
In particular
Also, for every r ≥ 1, and with constant C = (4ν) r , we have the following variance-estimate
Proof. Let's first prove estimate (18). Then estimate (19) could be proven by iteration using similar arguments. Let r ≥ 1. Denote by A f the associated Hilbert-Schmidt operator. As in the proof of Lemma 4.3, the variance of the random quantity Γ r+1 (F ) − 2Γ r (F ) can be rewritten as
where in the third step, we have used the following trace inequality for non-negative operators (see [Liu07] ),
Remark 4.7. A direct consequence of Lemma 4.6 is, that for a random element F in the second Wiener chaos with Var (Γ 1 (F ) − 2F ) = 0 (and therefore F = G(ν) in distribution), we necessarily obtain for r ≥ 2,
Later on in Section 5, we will show that astonishingly the converse is also true. Precisely, for the random element F in the second Wiener chaos with E(F 2 ) = 2ν, the sole assumption Var (Γ r+1 (F ) − 2Γ r (F )) = 0 for some r ≥ 2, implies that F necessarily is Gamma distributed.
Variance Estimate:
We begin with the following important observation, namely that a sequence in the second Wiener chaos can only converge to a centered chi-squared distribution χ 2 , not to any other centered Gamma distribution. 
sequence of random variables in the second Wiener chaos that converges in distribution to G(ν) ∼ CenteredGamma(ν). Denote by c j,n the j-th eigenvalue of the Hilbert-Schmidt operator
implies convergence of all cumulants, (13) and (14) imply that
for all p ≥ 2. The result then follows from the following lemma.
We drop the dependence on n. The corresponding result can be retrieved from this one by adding limits everywhere in the proof and exchanging summation and limits.
Lemma 4.9. Let ν > 0 be a real number and let α k be a sequence of real numbers such that
for all integers r ≥ 2.
Then ν is an integer. Furthermore, there exist indices
Proof. First note that we necessarily have |a k | ≤ 1 for all k, because if e.g.
for sufficiently large even number r. Furthermore, we can deduce that α k is positive for all k, because if e.g. (21)). Because of (21), there exists at least one k ∈ N such that α k = 0. W.l.o.g. let α 1 = 0. We write α 1 = 1 − ε for some ε ∈ [0, 1). Then
Since 2 − ε ≤ ε 2 − 3ε + 3, we obtain
k on the one hand, and because
k on the other hand. Thus equality holds, and solving for ε yields ε = 0. Now that we know that α 1 = 1, we can write
Obviously, the right hand side cannot be negative, so it is either zero (in which case we conclude that all the remaining α k are zero and we are done), or we continue inductively as before. Hence we find that α 1 = . . . = α ν = 1, and then from ∞ k=ν+1 α 2 k = 0 we deduce that all remaining α k are zero.
Because of Proposition 4.8, from now on, we will only focus on cases where ν is an integer. Also recall that on second Wiener chaos Γ j = Γ alt,j for all j, so we will always use the notation without the additional subscript. Unlike the variance estimate (16), in order to keep transparency in analyzing the validity of the second variance estimate (17), we discuss the following different cases separately.
Proposition 4.10. (The case of finitely many eigenvalues) Let
i,n = ν for all n ≥ 1, and that as n → ∞,
where G(ν) is a centered Gamma random variable, and {N i } 1≤i≤M is a family of independent N (0, 1) random variables. The ν ∈ {1, 2, · · · , M } is an integer, and therefore the target G(ν) is a centered χ 2 random variable with ν degrees of freedom. Set
, as n → ∞, and the rate of the convergence in the square mean is max{ω(n) 2 , ϑ(n)} 2 . Furthermore, (a) the asymptotic assertion
holds if and only if ϑ(n) ≈ C ω(n). Also the latter asymptotic relation verifies whenever the degree of freedom ν = 1.
(b) the asymptotic assertion
holds if and only if, the degree of freedom ν = M is the largest possible value, or
Proof. The first part follows immediately from Proposition 4.8. Now, the second moment assumption E(F 2 n ) = 2 1≤i≤M c 2 i,n = 2ν implies that (note that #I = ν where I is the set defined in item (b) of Proposition 4.8),
Therefore,
Proof of (a) : when ν = M , then for all 1 ≤ i ≤ M , the coefficients c i,n → 1, as n → ∞. Hence,
Hence, we assume that ν < M . Then there exists at least one index 1 ≤ j ≤ M , such that c j,n → 0, as n → ∞. Note that the complement set I c contains exactly those indices. Since #I c is finite, and ϑ(n) ≤ 2ν ω(n), we have i∈I c c 6
Also,
Hence,
Therefore, when the degree of freedom ν = 1, the cardinality of the set #I = 1, and so (25) occurs. Proof of (b): It can be discussed in a similar way.
Remark 4.11. In the light of relation (23), always ϑ(n) ≤ 2ν ω(n). Taking this into account together with
one can conclude that the asymptotic estimate
takes place as soon as the sequence F n in the second Wiener chaos converges in distribution towards the centered Gamma distribution G(ν) without any further assumptions. 
Therefore, when δ = 0, then our favorite estimate
takes place, and when δ = 1, then
In general
One can also consider more involved intermediate rates such as ϑ(n) ≈ C ω(n) 1+δ log γ (ω(n)) for some δ, γ ≥ 0.
Corollary 4.13. Let M ≥ 2 and ν > 0. Consider a sequence (F n ) n≥1 of random elements in the second Wiener chaos such that E(F 2 n ) = 2ν for all n ≥ 1, possessing the following representation
Also, we assume that F n converges in distribution towards a centered Gamma distribution with parameter ν > 0. Then there exist two constants 0 < C 1 < C 2 (may depend on sequence F n , but independent of n), such that for all n ≥ 1,
Remark 4.14. (Case ν = M ) Let M ≥ 2 and ν > 0. Assume that E(F 2 n ) = 2ν for all n ≥ 1 where
The second moment assumption implies that
On the other hand (up to some constants),
which in general is less than the rate max |1 − c i,n | :
Hence, the following remarks of independent interest are in order.
(i) Observations (26), and (27) reveal that either of the sole moment convergences E(
implies convergence in distribution of the sequence F n towards the target distribution G(ν). In other words, the third moment criterion implies the fourth moment criterion and vice versa. Such phenomenon has been already observed in the case of normal approximation, see [NV16] .
(ii) It is worth mentioning that if M = ν ≥ 5, then [Zin13, Theorem 1.2] yields that in fact, in the stronger distance d T V , there exists a constant C (may depends on sequence F n , but independent of n) such that for all n ≥ 1,
We conjecture that in this setting, the estimate (28) continues to hold when removing the assumption ν ≥ 5. See also Proposition 4.22 in Section 4.5., and Conjecture 6.9. 
Also, we assume that F n converges in distribution towards a centered Gamma distribution G(ν) with parameter ν > 0. Then, the asymptotic relation
holds if and only if ϑ(n) ≈ C ω(n). Consequently, whenever the aforementioned asymptotic condition takes place, there exist two constants 0 < C 1 < C 2 (may depend on sequence F n , but independent of n) such that for all n ≥ 1,
Proof. First note that since M n ↑ ∞, we have M n > ν for large enough values of n. So without loss of generality, we assume M n = ∞ for all n ≥ 1. Using Proposition 4.8 we deduce that ν is an integer, and there exists a set I ⊂ N (independent of n) with I = {i : c i,n → 1 as n → ∞}, and also #I = ν. Then relation (24) yields that
To this end, take a nested sequence Then for each m ∈ N, the estimate x m,2 (n) ≤ i∈I c c 2 i,n = ϑ(n) ≤ 2ν ω(n) holds. So the above analysis, together with the fact that #A m is finite for m ≥ 1, tells us that
Now, taking into account that x m,6 → x ∞,6 (n) := i∈I c c 6 i,n , as m → ∞, and each x m,6 (n) = o(ω(n) 2 ), a direct application of monotone convergence theorem implies that
Hence the claim follows.
An Optimal Theorem
Now we are ready to state our main theorem providing an optimal rate of convergence in terms of the third and the fourth cumulants. The following result provides an analogous counterpart to the same phenomenon in the case of normal approximation on arbitrary Wiener chaos, see [NP15, Theorem 1.2].
Theorem 4.16. Let ν > 0. Assume that
is a sequence of elements in the second Wiener chaos such that E(F 2 n ) = 2 i≥1 c 2 i,n = 2ν for all n ≥ 1. Assume, in addition, as n → ∞, that
Then F n converges in distribution towards a centered Gamma distribution G(ν) with parameter ν. Furthermore, when ϑ(n) ≈ C ω(n), where ϑ(n) and ω(n) are as in (22), then there exist two constants 0 < C 1 < C 2 (possibly depending on the sequence F n , but independent of n) such that for all n ≥ 1,
where as before
Proof. The asymptotic relation (29) implies that F n converges in distribution towards a centered Gamma distribution G(ν), which is a well known fact, see for example [NP09a] .
(upper bound): This is a direct application of Theorem 3.1, Corollary 4.13, and Proposition 4.15. (lower bound): Fix a real number ρ > 0 whose range of values will be determined later on. Taking into account the second moment assumptions, it is a classical result (see [Luk70, Chapter 7] ) that the characteristic functions ϕ Fn and ϕ G(ν) are analytic inside the strip ∆ ν := {z ∈ C : |Im z| < 1 2 √ ν }. Moreover, in the strip of regularity ∆ ν , they follow the integral representations
where µ n and µ ν stand for the probability measures of F n and G(ν) respectively. Recall that all elements in the second Wiener chaos have exponential moments, see [NP12, Proposition 2.7.13, item (iii)]. Denote by Ω ρ,ν the domain
Then for any z ∈ Ω ρ,ν , together with a Fubini's argument, we have that
Let R > 0 such that the disk D R ⊂ C with the origin as center and radius R is contained in the domain Ω ρ,ν (note that R depends only on ν, since ρ is a free parameter. For example, one can choose min{(2 √ ν) −1 , e −1 } < ρ < 2 min{(2 √ ν) −1 , e −1 }). Now for any z ∈ D R , and using the fact
one can readily conclude that the function ϕ G(ν) (z) is bounded away from 0 on the disk D R . Also, for any r ≥ 2,
Therefore, for any z ∈ D R ,
Hence the function ϕ Fn (z) is also bounded away from 0 on the disk D R . Also, relation (31) implies that the following power series (complex variable) converge to some analytic function as soon as |z| < R;
Thus we come to the conclusion that the functions ϕ G(ν) (z) and ϕ Fn (z) are analytic on the disk D R . Moreover, there exists a constant c > 0 such that |ϕ G(ν) (z)|, |ϕ Fn (z)| ≥ c > 0 for every z ∈ D R . This implies that on the disk D R there exist two analytic functions g n and g ν such that
i.e. g n (z) = log(ϕ Fn (z)) and g ν (z) = log(ϕ G(ν) (z)), for z ∈ D R . In fact, the functions g n and g ν are given by the power series (32). Since the derivative of the analytic branch of the complex logarithm is (log z) ′ = 
Now, using Cauchy's estimate for the coefficients of analytic functions, for any r ≥ 3, we obtain that
To demonstrate the power of Theorem 4.16, we consider a second order U-statistic with degeneracy order 1. The following example is taken from [AAPS17, Section 3.1].
Example 4.17. Let {h i } i≥1 be an orthonormal basis of H and for i ≥ 1 set
Then nU n D → a(Z 2 1 − 1) as n → ∞. Since the target is only distributed according to a centered Gamma distribution if a = 1, we will restrict ourselves to this case and write G(1) for the target. Furthermore, in our setting, we need to fix the variance of our sequence to 2. Hence we consider
We consider the associated Hilbert-Schmidt operator A fn g = f n ⊗ 1 g. Using the fact that (h i ⊗ h j ) ⊗ 1 h k = h i , h k H h j we can explicitly compute the non-zero eigenvalues c 1,n , . . . , c n,n of A fn . They are c 1,n = n − 1 n , and c 2,n = . . . = c n,n = −1 n(n − 1) .
Since our target has 1 degree of freedom, the assumptions of Theorem 4.16 are in order (see Proposition 4.10(a)) and thus the optimality result (30) holds for W n . Also, with the eigenvalues given above and Lemma 4.3, one may verify manually that Var(
Trace Class Operators
Lemma 4.18. Let F = I 2 (f ) be a random element in the second Wiener chaos such that
) is a non-negative (or non-positive) operator, where A f is the associated Hilbert-Schmidt operator. Then
Proof. Using relation (20), and the main result of [Liu07] , one can write
Now, we can state the following non asymptotic version of the optimal rate of convergence towards the centered Gamma distribution G(ν). 
where, as before,
Proof. For the upper bound, combine Theorem 3.1 together with Lemma 4.6 and Lemma 4.18. The lower bound is derived from Theorem 4.16.
We close this section with two lemmas of independent interests. The first lemma gathers some non-asymptotic variance-estimates and will be used in the proof of Lemma 5.1 in Section 5. The second lemma displays that differences of all higher cumulants can be controlled from above by the quantity M(F ).
Lemma 4.20. Let F = I 2 (f ) be a general element in the second Wiener chaos. Then, for r ≥ 1, the following estimates hold.
where the general constant C is independent of F . In particular,
Moreover,
Proof. This is a direct application of [Dra16a, Corollary 1] with P = (A r+1 f
f , and the fact that, for r ≥ 0, we have
The estimate (35) 
and also,
Proof. We proof estimate (36) by induction on r. The estimate (37) can be derived in a similar way. Obviously (36) holds for r = 1, 2, so we assume that r ≥ 3. Note that
The second summand on the right hand side can be handled with the induction hypothesis.
For the first summand, we have two possibilities. If r = 2s + 1, for some s ≥ 1, then
and so we are done. Otherwise, r = 2s for some s ≥ 2. Hence, using Cauchy-Schwarz inequality, we obtain that
For the estimate (37), note that κ r+1 (G(ν)) = 2rκ r (G(ν)). Therefore,
A Further Example: Optimal Rate in Total Variation Distance
In this section we introduce a concrete example of a sequence within the second Wiener chaos. The corresponding Hilbert-Schmidt will only have two non-zero eigenvalues, both of which are converging to 1. A crucial observation is that although the presented example lies out of the favorable regimes discussed in Section 4.2.2, the optimal rate M(F n ) insists to hold in total variation distance. 
To shorten notation, we write c 1 and c 2 instead of c 1,n and c 2,n . We start by computing ϕ n , the probability density function of F n . The density of F n is given by 
Here, 1 F 1 is the confluent hypergeometric function, which can be represented as
Note that if a = 1/2 and b = 1, we get
Also note that the roles of c 1 and c 2 are completely interchangeable. It is just a matter of how we write down the convolution. Thus we can also write
Also recall that the density of the target G(2) is given by
The next step is to explicitly write down the total variation distance in terms of the density functions:
One can readily check that α 1 (n) ≈ C 1 n 2 . To examine the asymptotic behaviour of α 2 (n), we write
and find a series expansion for the term inside the square brackets. Expanding 1 F 1 as a series (see e.g. [AS72, p. 504]), we get
On the other hand, we can expand the exponential around −c 1 − c 2 as
Thus, we obtain the following series expansion
Using the fact that
2 ) for all k ∈ N 0 , and setting 
where B 1 (c 1 , c 2 ) and B 2 (c 1 , c 2 , k) converge (for fixed k) to a positive constant as n → ∞, and thus do not contribute to the rate of convergence. One can easily check that √ c 1 c 2 −e −1 ≈ C 1 n 2 as n → ∞. All the other terms are of the form "something that converges to a constant" × "a polynomial in c 1 and c 2 ". However, the terms for k = 1 and k = 2 also have the same rate of convergence, whereas the terms for k ≥ 3 converge to zero at a faster rate. More precisely, we have
After some computations, we see that, as n → ∞,
1/n 2 → 1, whereas the remaining terms converge faster.
Gamma Characterisation Within the Second Wiener Chaos
Let ν > 0 and G(ν) be a centered Gamma distributed random variable. Assume that F is a random element in the second Wiener chaos such that E[F 2 ] = 2ν. The proof of Proposition 3.4 reveals that
From observation (38), it appears that the sole condition Var (Γ 2 (F ) − 2Γ 1 (F )) = 0 may not be enough to conclude that the random variable F is distributed like G(ν), and in addition, one needs to match the third cumulants κ 3 (F ) = κ 3 (G(ν)). A simple example outside the second Wiener chaos is F ∼ N (0, 1). Then, obviously, Var (Γ 2 (F ) − 2Γ 1 (F )) = 0, but F is not Gamma distributed. Note that κ 3 (F ) = 0, whereas κ 3 (G(ν)) = 0. The next lemma clarifies that this is not the case. Moreover
Proof. The chain of estimates in (39) follows from Lemma 4.6. Also, it is well known that if F ∼ CenteredGamma(ν), then ∆ 0 (F ) = 0, and therefore ∆ r (F ) = 0 for all r ≥ 1. For the other direction let
Assume that
Hence, we either have c i = 0 for all i ≥ 1, which is impossible, or c i = 1 for all i ≥ 1. Now together with the condition 2 i≥1 c 2 i = 2ν, we can deduce that there are only finitely many non-zero coefficients c i , and moreover that ν is an integer. Hence
The general case r ≥ 2 follows from Lemma 4.20.
For r, λ ∈ (0, ∞), in what follows, we denote by Γ(r, λ), the Gamma distribution with shape parameter r, and rate λ, which has the following probability density function 
Then, function Φ F attains its local maximum at β max = 0, and the global minimum at the points
Also, the following statements are equivalent.
In particular,
(I) In the case β 0 ≤ 1,
2 , 1) − ℓ 2 , where k = β 2 0 , β 0 is given by (41), and the operation ⋆ stands for convolution.
where
variables with the convention that, when ℓ 1 = 1 or ℓ 2 = 0, the corresponding sum is understood as 0.
Proof. It is straightforward to deduce that the function Φ F attains its local maximum at β max = 0, and the global minimum at points β
Hence, relation (43) yields that the equality case happens in the CauchySwartz inequality. Therefore, for some constant k (in fact k = 2(β ± min ) 2 = β 2 0 ), we have
Now, assumption Φ F (β ′ ) = 0 tells us that Var (Γ 2 (F ) − 2Γ 1 (F )) = 0, and so F is distributed like G(ν). To continue the rest of the proof, let
Therefore A 2 = 8 Var (Γ 2 (F ) − 2Γ 1 (F )). Also,
Finally, we arrive in
As a result,
Hence, Φ 1 (F ) = 0 implies that either c i = 0 for all i ≥ 1, which is impossible, or c i = 1 for all i ≥ 1. Now, together with the condition 2 i≥1 c 2 i = 2ν, we can deduce that there are only finitely many non-zero coefficients c i , and moreover that ν is an integer. Hence 
Case (II) can be discussed in a similar matter. Finally, if Φ F (β
Hence, in general, the non-trivial possibility is that c i = k/2 for some index 1 ≤ i ≤ ℓ 1 , and c j = 1 for some other index 1 ≤ j ≤ ℓ 2 . Now taking into account the second moment assumption, we obtain that ℓ 1
Remark 5.3. (i) Plainly, when k = 2, the random variable F appearing in (46) is in fact distributed like G(ν). This is consistent with the fact that when k = 2, relation (44) turns into Γ 3 (F )−4Γ 2 (F )+4Γ 1 (F ) = 0. The latter means that Φ F (1) = 0, and therefore F are fulfilled. Then there exists a constant C, independent of n, such that
(vi) In general, one has to note that the condition 
Moreover, assume that Remark 5.5. One has to note that, by the Cauchy-Schwarz inequality, ∆ ≥ 0. Also, the requirement ∆ = 0 is equivalent to saying that the form Ψ 2 is positive definite, i.e. det(A(Ψ 2 )) > 0, where A(Ψ 2 ) is the associated symmetric matrix. Also, when ∆ = 0, then Γ 3 (F ) − 2Γ 2 (F ) a.s.
= k (Γ 2 (F ) − 2Γ 1 (F )), for some constant k, and therefore the binary quadratic form Ψ 2 as in (48) reduces to Ψ 2 (β 1 , β 2 ) = (kβ 1 − 2β 2 ) 2 Var (Γ 2 (F ) − 2Γ 1 (F )). In this case, the sole requirement Ψ 2 (β 1 , β 2 ) = 0 for some (β 1 , β 2 ) = (0, 0) implies that, in general, F is of the form given in (42). 
which immediately implies that Var(Γ 3 (F ) − 2Γ 2 (F )) = 0, and hence
In general, for s ≥ 1, put
and 
is an interesting problem. The solution relates to the real roots of polynomial equations and the well-known Abel-Ruffini theorem (also known as Abel's impossibility theorem) [Ruf99] , and we leave it for future investigation. For instance, when #A = 3, the problem can be reduced to the real solutions of the trinomial equation x n + ax + b = 0 for some n ∈ N, and hence the Glasser's derivation method can be useful [Gla94] .
A New Proof for a Bound in Kolmogorov Distance
In 
takes place, where c(b) is a constant depending only on b, and it is given by the root of the following equation
In order to prove a Kolmogorov bound, we need an estimate on the difference of the characteristic functions and the distribution functions. The first is done in the following Lemma: Lemma 6.2. Let ν > 0 be an integer and let F be a random variable admitting a finite chaos expansion with variance E[F 2 ] = 2ν. Let G(ν) ∼ CenteredGamma(ν). Define
Then the following estimates take place:
Proof. We consider the Stein operator associated to a centered Gamma random variable G(ν) (see [DP18] , equation 2.7):
Lf (x) = 2(x + ν)f ′ (x) − xf (x).
Using the integration by parts formula, we get for all f ∈ C 1 with bounded derivative
Also, for all C 1 functions f : R → R, such that the expectation exists (e.g. if f is polynomially bounded), we have E[Lf (G(ν))] = 0.
By considering real and imaginary part separately and using linearity, we can extend (53) and (54) to complex valued functions f : R → C. Thus letting f (x) = e itx for t ∈ R, we obtain E[Lf (F )] = it E e itF 2(F + ν) − Γ 1 (F ) . = it × 2ν E e itF − E e itG(ν)
= it × 2νD(t) + (2t + i)D ′ (t).
So D satisfies the differential equation
(1 − 2ti)D ′ (t) + 2ν tD(t) = e(t), where e(t) := t E e itF 2(F + ν) − Γ 1 (F ) .
Using the fact that D(−t) = D(t) and |D(t)| = |D(t)|, we focus only on t ≥ 0. The solution of the ordinary differential equation (55) Proof. We make use of the following well-known inequalities: √ x + y ≤ √ x + √ y, for all x, y ≥ 0;
1 − e −x ≤ x, for all x ≥ −1;
log(x) ≤ 2( √ x − 1), for all x > 0.
With this we get . Then we have
We compute (note that G ν is increasing): Remark 6.7. Most parts of this result are not new, we merely present an original proof to illustrate the power of other techniques that are mostly not relying on Stein's method. In fact, using Theorem 1.7 from [DP18] , as well as the fact that
whenever the density of G is bounded, we immediately retrieve the case ν ≥ 2. To our best knowledge, when ν = 1, our result is new, as in this case the corresponding density g 1 is not bounded.
Since we were mainly interested in F belonging to the second Wiener chaos, we have only focussed on integer valued ν. However, the proofs can easily be adapted to cover any ν > 0, which leads to the following generalization. Under the light of the result presented in Section 4.5, we end the paper with the following conjecture.
Conjecture 6.9. Let ν > 0, and F = I 2 (f ) belonging to the second Wiener chaos so that E[F 2 ] = 2ν. Let G(ν) ∼ CenteredGamma(ν). Then there exist two general constants 0 < C 1 < C 2 such that
