In this paper. we study properties such as -boundedness, compactness, belonging to Schatten classes and nuclearity, Riesz spectral theory, Fredholmness, ellipticity and Gohberg's lemma, among others, for pseudo-differential operators over the compact group of -adic integers ℤ , where the author in a recent paper introduced a notion of Hörmander classes and pseudo-differential calculus. We extend the results to compact Vilenkin groups which are essentially the same as ℤ . Also we provide a new definition of Hörmander classes for pseudo-differential operators acting on non-compact Vilenkin groups and a explicit formula for the Fredholm spectrum in terms of the associated symbol.
INTRODUCTION
The idea of representing linear operators with some "less complex" mathematical object goes back centuries, and it has been studied in many important works. For example, the theory of pseudodifferential operators attemps to represent densely defined linear operators using operator valued symbols, and at the present, since the work of Kohn, Nirenberg, Hörmander among others to study problems in partial differential equations, many important properties have been put in terms of such symbol. A "toy model" useful to understand the essentials of this technique, at least for compact smooth manifolds, is the -dimensional torus . Linear operators acting on functions ∶ → ℂ for local fields and locally compact Vilenkin groups there is a notion of pseudo-differential operators and symbol classes. For example, for locally compact Vilenkin groups, one may consider linear operators with the form
wherê is the Pontryagin dual of the group . Our goal here is to develop a systematic theory for the compact case, since the available literature seems to be focused in non-compact groups. More information about pseudo-differential operators over local fields may be found in the reference book [43] and the references there in. The motivation for the development of a theory of pseudo-differential operators over Vilenkin groups comes mainly from two sources. The first is the theory of differentiation on a -adic or aseries Field, initiated by J.E. Gibss and M.J. Millard [18, 19] with their definition of differentiability in the dyadic group. For detailed treatment of this definition, its implications and applications, see [42] and the references there in. Later P.L. Butzer and H.J. Wagner introduced a slight different definition to that of Gibss-Millar, and showed that with their definition of differentiability one obtain a theory similar to the classical theory of differentiability for functions defined on the torus, although there are also important differences between the two theories. This fact is remarked by C. W. Onneweer [32, 33] who also extends the definition to a -adic or -series field. The second motivation is the study of -adic pseudo-differential equations on a ball, initiated with the study of Vladimirov operator on a -adic ball in [17] , and later continued with the works of A. Kochubei [24, 25, 26] and Avetisov and Bikulov [3, 5, 4] , among others. Both motivations happen to be two different perspectives of the same situation, as they reader might notice from [32, Theorem 1] and [7, Lemma 1] . The characters ( ⋅ ) are eigenfunctions of the derivatives in the sense of [32] and the Vladimirov operator in the sense of [5] . Thus as linear operators they define the same Fourier multiplier (except maybe, depending of the definitions, for a constant) and serve as inducement to a theory for more general operators. Our goal now is to describe the basics of such a theory in ℤ and its generalisation to more general Vilenkin groups.
Our exposition will be done as follows:
• In Section 2 we recall some basic definitions and some results proven in [44] .
• In Sections 3 we study the Sobolev boundedness of pseudo-differential operators.
• In Section 4 we give some necessary and sufficient conditions on the symbol of a pseudodifferential operator for belonging to the class of compact operators and the class of Riesz or inessential operators, similar to [45] . • In Section 5 we study the nuclearity and summability of -numbers for pseudo-differential operators. • In Section 6 we provide an explicit formula for the Fredholm spectrum of a pseudo-differential operator in terms of the symbol. • In Section 7 we prove a version of the Weyl law for the asymptotic growth of eigenvalues of sectorial -hypoelliptic pseudo-differential operators. • In Section 8 we give a brief exposition about our notion of symbol classes in locally compact Vilenkin groups.
PRELIMINARIES
Along this article will denote a fixed prime number. The field of -adic numbers ℚ is defined as the complection of the field of rational numbers ℚ with respect to the -adic norm | ⋅ | which is defined as
where and are integers coprime with . the integer ∶= ( ), with (0) ∶= +∞, is called the -adic order of . The unit ball of ℚ with the -adic norm is called the compact group of -adic integers and it will be denoted by ℤ . Any -adic number ≠ 0 has a unique expansion of the form
where ∈ {0, 1, ..., −1} and 0 ≠ 0. By using this expansion, we define the fractional of ∈ ℚ , denoted by { } , as the rational number
We can extend the -adic norm to ℚ by taking
The unit ball of ℚ with the above defined norm will be denoted by ℤ . It is known that ℤ is a compact totally disconected abelian group. Its dual group in the sense of Pontryagin, the collection of characters of ℤ , will be denoted byẐ . The dual group of the -adic integers is known to be the Prüfer group ℤ( ∞ ), the unique -group in which every element has different -th roots. The Prüfer group way be identified with the quotient group ℚ ∕ℤ . In this way the characteres of the group ℤ may be written as
By the Peter-Weyl theorem the elements ofẐ constitute an orthonormal basis for the Hilbert space 2 (ℤ ) which provide us a Fourier analysis for suitable functions defined on ℤ in such a way that the formula
holds almost everywhere in ℤ . Herê denotes the Fourier transform of in turn defined aŝ
where is the normalized Haar measure in ℤ and ⋅ ∶= 1 1 + ... + . The above series are called the Fourier series of the function . 4 Using the representation of functions in its Fourier series, for a given densely defined linear operator
, we can define its associated symbol ( , ) by formula
. In this way we can think on any densely defined linear operator as a pseudo-differential operator given by formula
Our goal now is to characterize several properties of densely defined linear operators, which from now on will be be thought as pseudo-differential operators, in terms of its associated symbol. For that reason in what follows we will only consider pseudo-differential operators defined in terms of previously given a symbol. Specially, we will work with pseudo-differential operators whose symbols belong to the Hörmander classes given in Definition 8.5. These classes are thought in such a way that they include the Vladimirov operator in the ball given by the expression
See [1, 25, 26, 41, 48] for more information about the Vladimirov-Taibleson operator and [32, 33, 42, 43] for its relation with the Gibbs derivative. Now we recall some definitions used in [44] . Here we are using the notation ⟨ ⟩ ∶= max{1, || || }, and
We will call smooth functions over ℤ to the elements of the class
The class of distributions on ℤ is defined as
The class ∞ (ℤ × ℤ ) is defined as
for all 1 , 2 ∈ ℝ. See [20] for more information about Sobolev spaces over metrizable groups.
Also we recall the definition of Hörmander classes introduced in [44] that we will use along this work. 5 
Definition 2.2.
(i) For functions ∶Ẑ → ℂ let us define the difference operator ⨹ as ⨹ ( ) ∶= ( + ) − ( ).
(ii) Let 0 ≤ ≤ ≤ 1 be given real numbers. We define the Hörmander symbol classes , (ℤ ×Ẑ ), ∈ ℝ, as the collection of measurable functions ∶ ℤ ×Ẑ → ℂ such that, for all , ∈ ℕ 0 , the estimate
holds for some > 0, and any ( , , ℎ) ∈ ℤ ×Ẑ ×Ẑ . Furthermore, we definẽ
We call operators with symbol in the class̃ −∞ (ℤ ×Ẑ ) smoothing operators.
For operators with symbol in these Hörmander classes the following is proven in [44, Section 7] :
2 be pseudo-differential operators with symbols in the Hörmander classes 1 ∈̃ 1 ,0 (ℤ ×Ẑ ), 2 ∈̃ 2 ,0 (ℤ ×Ẑ ). Then :
) and we have 1 2 ∈̃ 1 + 2 ,0 (ℤ ×Ẑ ). (ii) If ∈̃ ,0 (ℤ ×Ẑ ) then , * ∈ (̃ ,0 (ℤ ×Ẑ )) and * − , − ∈̃ −∞ (ℤ ×Ẑ ).
To conclude this section we recall some well known definitions from functional analysis and spectral theory and introduce some notation. Definition 2.4. Let , be a Banach spaces and ∶ ( ) ⊂ → be a densely defined linear operator.
(i) We will denote by ( , ) the collection of bounded operators form to . We use the notation ( ) when = .
( , ) will denote the collection of compact operators in ( , ), and ℜ( , ) will denote the component in ( , ) of the radical of the ideal of compact operators in the sense of [34] , called the ideal of inessential operators. See [45] . (ii) For ∈ ( ), ( ) will denote the -th eigenvalue of , and ( ) its -th -number, for any given -scale. When is a Hilbert space ( ) denotes the -th singular number of . (iii) For a bounded linear operator ∈ ( , ) we denote by ( ) and ( ) the resolvent set of and the Fredholm resolvent set of , respectively, in turn defined as
is invertible modulo compact operators}. The Spectrum and the Fredholm spectrum of are then defined as ( ) ∶= ℂ ⧵ ( ) and ( ) ∶= ℂ ⧵ ( ). (v) Throughout this paper we will use sometimes the symbol " ≲ " to indicate that the quantity " " is less or equal than a certain constant times the quantity " ".
3.
-SOBOLEV BOUNDEDNESS
One of the first natural questions one may ask is whether a pseudo-differential operator extends to a bounded operator between -Sobolev spaces. For the -boundedness a sufficient condition may be given exploiting the argument in [40, Theorem 4.8.1] , but for this it will be necessary a Sobolev embedding theorem and a -multiplier theorem on ℤ . Let us begin by giving an equivalent definition of Sobolev spaces in the present setting and by providing an embedding lemma. For more information about Sobolev spaces on locally compact metrizable groups see [20] .
Then the above norm is equivalent to the norm in Definition 2.1 as a trivial consequence of the Littlewood-Paley theory summarised in [37] . Lemma 3.2. Let 1 < < ∞ and > ∕ be given real numbers. Let ′ be such that 1 
Proof. Just notice that by Hausdorff-Young inequality and the fact that ℤ has finite measure we have ||̂ || ′ (Ẑ ) ≤ || || (ℤ ) ,
which conclude the proof.
The above embedding lemma is enough to prove: Theorem 3.3. Let be a pseudo-differential operator with symbol ( , ), and let ∈ ℝ a given real number. Assume that
for > ∕ and = 2. Then extends to a bounded operator from + (ℤ ) to (ℤ ).
Proof. To begin with, extends to a linear operator in ( + 2 (ℤ ), 2 (ℤ )) if and only if ∶= −( + ) extends to a bounded operator on 2 (ℤ ). The Symbol of is given by 
, which combined with the embedding theorem leads to
Changing the order of integration, which is valid because of Fubini's theorem, we obtain for
Observe that
Then finally
concluding the proof.
Of course the case ≠ 2 is quite more complicated and requires some kind of -multiplier theorem. We will provide two sufficient conditions for -boundedness using Λ -sets in the sense of [22, Chapter 5] and the -multiplier theorems given in [37] .
With the above definition an Theorem 3.3 we can prove the following sufficient condition for -Sobolev boundedness.
Corollary 3.5.
Let be a pseudo-differential operator with symbol ( , ). Let Λ be a Λ -set for some 2 < < ∞. Assume that satisfies the hypothesis in Theorem 3.3 and for all ∈ ℤ ,
. Then extends to a bounded operator from
Proof. For ∈ { ( ⋅ )} ∈Ẑ define , and ( ) as in the proof of Theorem 3.3. Using again Lemma 3.2 and Fubini's theorem we obtain
Using ( ) ⊆ Λ (our replacement of a suitable multiplier theorem) we get
Finally, since || || 2 (ℤ ) ≤ || || (ℤ ) , the next inequality follows
The above corollary is an straigthfoward consequence of the main property of Λ sets, that is, they make the -norm an equivalent norm to the 2 -norm. In this way an 2 -estimative may be extended to an -estimative. Another technique for treat the -case trough 2 -methods is the well known Littlewood-Paley theory. It is a well developed theory in ℝ and that have been extended to the case of locally compact Vilekin groups in [37] . Here we are interested mainly in [37, Theorem 1] which is a version of [27] adapted to Vilekin groups. For simplicity we state a version of [37, Theorem 1] for the compact group of -adic integers. Lemma 3.6 (T.S. Quek [37] ). Let 1 < < ∞ be a given real number. Then there exist positive constants , such that
.
An immediate consequence of this equivalence of norms is the following multiplier theorem. In consecuence the spectrum of the Fourier multiplier in (ℤ ) is given by
Moreover defines an operator aproximmable by finite rank operators, and then a Compact operator in (ℤ ), if and only if lim
And with the above version of Littlewood-Paley theorem and the same proof as in Theorem 3.3 we obtain: Corollary 3.8. Let be a pseudo-differential operator with symbol ( , || || ) and ∈ ℝ a given real number. Assume that || +| | (⋅, || || )|| (ℤ ) ≲ ⟨ ⟩ , for 1 < < ∞ and > ∕ . Then extends to a bounded operator from
Proof.
To conclude this section we state the fact that operators in the Hörmander classes given in Definition 8.5 extend to bounded operators between Sobolev spaces. This fact is easily deduced with a proof as the above and the multiplier theorem [41, Theorem III.1]. Theorem 3.9. Let 1 < < ∞ be a given real number. Let be a pseudo-differential operator with symbol ∈̃ 1,0 (ℤ ×Ẑ ) and let ∈ ℝ be a given real number. Then extends to a bounded operator from + (ℤ ) to (ℤ ).
COMPACT AND INESSENTIAL OPERATORS
Another interesting property that can be put in terms of the symbol is the compactness of a pseudo-differential operator. In general, it is an interesting problem to put in terms of the symbol the belonging to a certain operator ideal for pseudo-differential operators in Hörmander classes. That is: to give conditions on the symbol in order to assure that a pseudo-differential operator belongs to the intersection  ∩ ( 0 , (ℤ ×Ẑ )). Here  denotes an operator ideal in the sense of [34, 35] . An operator ideal is a sub-collection  of  such that each one of its components ( , ) ∶=  ∩ , satisfy the following conditions:
(i) For each one-dimensional Banach space the identity map belongs to ( ).
, where 0 and 0 are Banach spaces. If additionally each component ( , ) is closed in the operator norm topology of ( , ) then it is said that  is a closed operator ideal.
In Sections 4 and 5 our main goal is to give conditions on the symbol ∈̃ 0 , (ℤ ×Ẑ ) of a pseudo-differential operator for belonging to certain operator ideals. Our first step is the biggest closed ideal in general Banach spaces, the radical of the ideal of compact operators, called the ideal of inessential operators. In Hilbert spaces it is well known that the ideal of inessential operators coincide exactly with the ideal of compact operators. The ideal of compact operators ( 2 (ℤ )) is the biggest closed operator ideal in ( 2 (ℤ )) and, in general -spaces, it is ℜ( (ℤ )), the component of the ideal of inessential operators in ( (ℤ )). In particular when = 2 the equality
For operators acting on (ℤ ) there exists a simple characterization of the ideal ℜ( (ℤ )) ∩ (̃ 0 1,0 (ℤ ×Ẑ )) given in the following theorem: The proof of the above theorem usually depends on the following lemma, usually called the Gohber's Lemma [31, 45] .
) be a pseudo-differential operator. Then for every compact operator
When = 2 the same holds true for ∈ (̃ 0 0,0 (ℤ ×Ẑ )). Proof. We want to divide the proof in several steps:
(i) Using the above embedding theorems in [20] we se that each function ( , ) is a continuous function so actually
Moreover, the sequence of functions { ( , )} ∈Ẑ is equicontinuous. This because of the embedding of Sobolev spaces in Hölder spaces proven in [20] and the fact that all the derivatives of are uniformly bounded. Explicitly, the following inequality holds true:
The sequence { ( ⋅ )} ∈ℕ converges to zero weakly. Hence for every compact operator the sequence ( ⋅ ) converges to zero strongly and we have for large :
Note that the same hold true if we replace for ′ = for any bounded operator . (iii) ℤ is compact. Then for every every ∈Ẑ there exists a ∈ ℤ such that
Because of the compactness of ℤ we can conclude that the sequence { } ∈ℕ has an accumulation point 0 and thus a sub sequence converging to 0 . Without loss of generality let us assume that → 0 when → ∞. (iv) Take a ball ( 0 , ) in such a way that
for every ∈ ( 0 , ) and every ∈Ẑ . Let be the characteristic function in ( 0 , ), let | ( 0 , )| denote the volume of ( 0 , ) and define as the multiplication operator
(v) For every ∈ (ℤ ) we have the inequalities
(vi) For large and = ( ⋅ ) we obtain
Taking the limit as → ∞ the proof is complete.
Using the above lemma and Corollary 3.7, in the same spirit as [45, Theorem 3.4] , we can prove a characterisation of compact operators in the Hörmander classes 0 0,0 (ℤ ×Ẑ ) defined in [44, Definition 4.8] . The proof is the same as in [45] where the reader may refer for further details. ( ⋅ ) ̂ ( ), 13 converges then the limit operator is compact in ( (ℤ )). Finally notice that
This concludes the proof.
Now we can give a characterization of the ideal ℜ( (ℤ )) ∩ (̃ 0 1,0 (ℤ ×Ẑ )) identical to [45] .
Proof of Theorem 4.2. The proof is the same as in [45] . If ∈ ℜ( (ℤ )) ∩ (̃ 0 1,0 (ℤ ×Ẑ )) then is a compact operator for some ∈ ℕ. The symbol of is ( ) plus the symbol of an infinitely smoothing operator. By Gohberg's Lemma belong to the ideal ℜ( (ℤ )) ∩ (̃ 0 1,0 (ℤ ×Ẑ )), and the sum ∑
is also in ℜ( (ℤ )) ∩ (̃ 0 1,0 (ℤ ×Ẑ )). This concludes the proof. Notice that for ∈̃ 0 0,0 (ℤ ×Ẑ ) when = 2 we don't need a multiplier theorem. Thus, with the same proof, we obtain: 
NUCLEARITY, SCHATTEN-VON NEUMANN CLASSES AND SINGULAR NUMBERS
In this section we continue investigating the relation between operator ideals and the symbol of a pseudo-differential operator. We prove necessary and sufficient conditions on the symbol for belonging to certain operator ideals. To begin we need to remember the definition of some operator ideals well known in the literature. (i) Let , be Banach spaces. We say that a linear operator ∈ ( , ) is -nuclear, 0 < ≤ 1, if there exist a so called -nuclear representation
where ∈ ′ and ∈ for ∈ ℕ, and {|| || ′ || || } ∈ℕ ∈ (ℕ). The collection of -nuclear operators in ( , ) will be denoted by ( , ). (ii) Let 1 , 2 be Hilbert spaces. Let ∈ ( 1 , 2 ). We say that belongs to the Schattenvon Neumann class • The approximation numbers:
• The Weyl numbers:
• The Hilbert numbers:
Notice that pseudo-differential operators are expressed by default in a similar way as in (3) so, if we impose some properties on the symbol then we can assure the -nuclearity. The following might be consider an analogue of [15, Theorem 3.1].
Theorem 5.2. Let
Then is a -nuclear operator.
In the case of the Hilbert space 2 (ℤ ), for operators in the Hörmander classes̃ 0 ,0 (ℤ ×Ẑ ), we can prove a necessary and sufficient condition for belonging to the Schatten-Von Neuman classes. Now we turn our attention to individual singular values of pseudo-differential operators. In Hörmander classes these numbers may be estimated in terms of the associated symbol thanks to a simple but powerful tool: Then || || ∞ ≤ || || ( 2 (ℤ )) ≲ || || ∞ .
During the proof of the above proposition we will the notation of [44, Section 6] .
Proof. Take an ∈ ℤ such that | ( , )| = || (⋅, )|| ∞ (ℤ ) . Take a ball ( , ( )) small enough around . Define the multiplication operator ( ) ∶= ( ) | ( , ( ))| 1∕2 ( ), where | ( , ( ))| is the measure of ( , ( )). Then:
for all > 0 and every ∈Ẑ . In the opposite direction just note that the collection of infinite matrices associated to an operator in (̃ 0 0,0 (ℤ ×Ẑ )), which is the intersection of all the Schur classes as it is explained in [44, Section 6] , equals the class  in [40, Theorem 12.6.9]. Hence the following holds:
Corollary 5.6. Let ∈ (̃ 0 0,0 (ℤ ×Ẑ )) be a pseudo-differential operator. Then sup ∈Ẑ || (⋅, )|| 2 (ℤ ) ≤ || || ( 2 (ℤ )) ≲ sup ∈Ẑ || (⋅, )|| 2 (ℤ ) . Proposition 5.5 and its corollary are a convenient change of norms in the Hörmander class (̃ 0 0,0 (ℤ ×Ẑ )) that will serve us to estimate the singular values of . Before continuing we need to make an important remark.
Remark 5.7. The following equality holds true for every ∈ (̃ 0 0,0 (ℤ ×Ẑ )): inf
The reason is simple. First, every compact operator is approximated by a finite rank operator, let us write it as
where , ℎ ∈ 2 (ℤ ) for 0 ≤ ≤ . And second, every function in 2 (ℤ ) is approximated by a smooth function. Thus, for every compact operator we can always find an ∈ ℕ 0 and ′ 1 , .., ′ , ℎ ′ 1 , ..., ℎ ′ ∈ ∞ (ℤ )such that is approximated by
The finite rank operator ′ is bounded between any pair of Sobolev spaces and thus it belong to (̃ −∞ (ℤ ×Ẑ )). See [44, Proposition 4.14] .
Lemma 5.8. Let
∈ (̃ 0 0,0 (ℤ ×Ẑ )) be a compact operator. Give an order to the setẐ , let us sayẐ = { } ∈ℕ 0 in such a way that
Proof. There is only one -scale on Hilbert spaces so, the singular values of a linear operator acting on Hilbert spaces are exactly equal to the approximation numbers . Thus we will estimate the approximation numbers. From the definition of approximation numbers is obvious that
where is the finite rank operator with symbol ( , ) for < and zero otherwise; 0 ∶= 0. Conversely, if is a finite rank operator with ( ) ≤ , then consider the collection of + 1 linearly independent functions { ( 0 ⋅ ), ..., ( ⋅ )}. It is known that may be written as
and it is obvious that at least one of the functions in { ( 0 ⋅ ), ..., ( ⋅ )} is not in { } 0≤ ≤ −1 , and thus is in its orthogonal complement. Let us say that this function is
. This conclude the proof.
With Lemma 5.8 we are now ready to classify some sub-ideals of (̃ 0 0,0 (ℤ ×Ẑ )) in terms of the symbol. Theorem 5.9. Let ∈ (̃ 0 0,0 (ℤ ×Ẑ )) be a compact pseudo-differential operator. Assume that the sequence {|| ( , )|| 2 (ℤ ) } ∈ℕ 0 is ordered in a non increasing order. Then:
(i) is a Dixmier traceable if and only if
is of ( , )-type if and only if || || , ( 2 (ℤ )) ∶=
(iii) belong to the Schatten-von Newmann class ( 2 (ℤ )) if and only if
Remark 5.10. The proof of the above theorem does not use anything special of the compact abelian group ℤ . Thus the same proof works on more general groups. For example the statement of the above theorem holds true if we replace our -adic Hörmander classes with the periodic classes 0 0,0 ( × ℤ ). 18 
THE FREDHOLM SPECTRUM
The purpose of this section is to provide an explicit formula for the Fredholm spectrum of a pseudo-differential operator. Since the linear spaces that we we will consider here are only 2based Sobolev spaces, and the linear operators are all pseudo-differential operators with symbol in a Hörmaner class, we will modify subtly the definition of Fredholm resolvent set and Fredholm spectrum. This modification is valid and yields to the same spectrum for pseudo-differential operators because of the equivalence between Fredholmness and ellipticity in Hörmander classes proven in [44, Theorem 8.11 ]. Definition 6.1. Let , ∈ ℝ. Let ∈ ( 2 (ℤ ), 2 (ℤ )) be a linear operator. We will say that is a Fredholm operator if it is invertible modulo an smoothing operator, that is, if there exist a linear operator ⊥ ∈ ( 2 (ℤ ), 2 (ℤ )) such that
Here , ∶ 2 (ℤ ) → 2 (ℤ ) is the inclusion operator. When = , , = is the identity operator.
Using the symbolic calculus in [44] we can provide an explicit formula for the Fredholm spectrum of a pseudo-differential operator in terms of its associated symbol. Theorem 6.2. Let 0 < ≤ 1 be a real number. Let be a pseudo-differential operator with associated symbol in the Hörmander class̃ 0 ,0 (ℤ ×Ẑ ). Then, considering as a bounded operator on 2 (ℤ ), we have
Proof. We will prove that
For doing this just take a complex number in the following set:
for some 0 ∈ ℕ. Clearly − ∈ (̃ 0 ,0 (ℤ ×Ẑ )) is a elliptic operator in the sense of [44, Definition 8.3] and by [44, Lemma 8.7 ] the symbol
belongs to the Hörmander class̃ 0 0,0 (ℤ ×Ẑ ). Moreover, is a an inverse of modulo an smoothing operator and then ∈ ( ). This proves ⋃
Conversely, we can use [6, Theorem A.1.3] and the fact that (̃ 0 ,0 (ℤ ×Ẑ )) is a * -subalgebra of the * -algebra ( 2 (ℤ )) to assure that if
then ⊥ = ∈ (̃ 0 ,0 (ℤ ×Ẑ )) and in this way
Hence for sufficiently large || || , let us say || || ≥ 0 , we obtain
For the case ∈ (̃ ,0 (ℤ ×Ẑ )), > 0, we can prove a similar result but we need the aditional condition of ellipticity. Corollary 6.3. Let be a elliptic pseudo-differential operator with associated symbol in the Hörmander class̃ ,0 (ℤ ×Ẑ ), > 0. Then, considering as a bounded operator in ( 2 (ℤ ), 2 (ℤ )), we have
Proof. Let us assume | ( , )| ≥ ⟨ ⟩ , for || || ≥ 0 . If we take
then also ( , ) − is also the symbol of an elliptic operator. Thus [44, Theorem 8.6 ] assure that − + , is a Fredholm operator. Conversely, if
and − ∈ (̃ 0 ,0 (ℤ ×Ẑ )), ⊥ ∈ ( 2 (ℤ )). Hence, with the same arguments as in Theorem 6.2 we obtain | ( , ) − | ≥ ⟨ ⟩ , 20 for || || large enough, let us say || || ≥ 0 , implying that
We can extend somehow the above corollary to -hypoelliptic operators in the sense of [44, Definition 8.3] but for that it will be necessary to change our definition of Fredholm spectrum. The reason for doing that is that the inverse of a -hypoelliptic operator modulo an smoothing operator does not have the necessary properties of boundedness between Sobolev spaces to apply a similar reasoning to the used in the proof of Corollary 6.3. Thus we will have to give a new definition similar to the definition of Fredholm spectrum but in terms only of the algebra (̃ ∞ ,0 (ℤ ×Ẑ )). Definition 6.4. For a pseudo-differential operator ∈ (̃ ∞ 0,0 (ℤ ×Ẑ )) define its associated pseudo-spectrum as
With the above definition we obtain: Theorem 6.5. Let 0 < ≤ 1 be a real number. Let be a -hypoelliptic pseudo-differential operator with associated symbol in the Hörmander class̃ ,0 (ℤ ×Ẑ ). Then
HYPOELLIPTICITY AND WEYL LAW
In this section we use some ideas of the spectral theory in Agmon's book [2] to provide some information about the asymptotic behaviour for eigenvalues of hypoelliptic pseudo-differential operators. Specifically, the purpose of this section is to prove the following theorem, a version of the Weyl law for the asymptotic behaviour of eigenvalues of an -hypoelliptic sectorial operator. Theorem 7.1. Let 0 < ≤ 1. Let be a pseudo-differential operator with symbol ∈̃ ,0 (ℤ × ℤ ) acting on 2 (ℤ ). For ∈ ℕ 0 let us define
Assume that is -hypoelliptic of order 0 < ≤ , let us say
and that there exists a curve ∶ [0, ∞) → ℂ with the following properties:
(iii) For large ∈ [0, ∞) and 0 ∈ ℕ 0 as above, and some ∈ [0, 1), it holds | ( )| 1− ≤ ( ( ), 0 ( )). Then we have the estimate ( ) ≲
In consequence
For the proof we follow [2, Theorem 13.6] .
Proof. We divide the proof in several steps. We will assume that > ∕4. For the case when is small we can apply the same arguments for where is a natural number such that is large enough. Also we we will assume that for some is large enough so the following holds:
(i) We begin with a simple proposition: Proposition 7.2. Let be a pseudo-differential operator with symbol ∈̃ ,0 (ℤ ×Ẑ ). Assume that is invertible. Then then ( ) −1 = 1∕ + , where is a smoothing operator.
Proof. If ( ) −1 exists then 0 ∈ ( ) ⊂ ∞ ( ). By the formula in 6.5 that means that the symbol 1∕ ( , ) is well defined for || || large enough so 1∕ = + ′ , ′ ∈̃ −∞ (ℤ ×Ẑ ), and −1 = ⟹ ( 1∕ − −1 ) = ′ , and thus 1∕ − −1 = ∶= ′ −1 ∈ (̃ −∞ (ℤ ×Ẑ )).
(ii) Using Gershgorin Theorem, see [45, Theorem 3.5] , we see that for large the operator
exists and is a bounded operator in 2 (ℤ ). In particular ( ) is non empty. Without loss of generality we suppose 0 ∈ ( ). Consider the linear operator ∶= ( − ( ) ) .
By [44, Lemma 8.9 ] and Proposition 7.2 we get −1 = −1 ( − ( ) ) −1 ∈̃ −2 0,0 (ℤ ×Ẑ ). In this way Corollary 5.4 assures that −1 is a Hilbert-Schmit operator for every ∈ [0, ∞).
(iii) Take any orthonormal basis { } ∈ℕ for 2 (ℤ ). Then, for any sequence { } ∈ℕ of complex numbers and every fixed ∈ ℤ , using the Sobolev embedding we can estimate
In this way, if we take = ( ( )), we obtain for any ∈ ℤ
Integrating in both sides and taking the limit as → ∞ we get ∑
(iv) The eigenvalues ( −1 ) are exactly ( −1 ) = ( ) −1 ( ( ) − ( )) −1 . With this, applying the additive Weyl inequality [21] , we deduce
(v) In this point we need to estimate the operator norm of 1∕( − ( )) but this is easy because of Corollary 5.6:
With this we obtain ∑
for large . 23 (vi) We use the same trick as in [2, Theorem 13.6] : make = | ( )| and consider the eigenvalues such that | ( )| ≤ . Then, since | ( )( ( ) − ( ))| ≤ 2 2 , we get ∑
Multiplying by 4 4 in both sides we obtain:
The proof is complete.
A particular class of -hypoelliptic pseudo-differential operators satisfying the hypothesis of Theorem 7.1 is given in the following definition: Definition 7.3. We say that a pseudo-differential operator
for some ∈ ℕ 0 . For the above class of operators we can prove:
Let be a pseudo-differential operator with symbol ∈̃ ,0 (ℤ × ℤ ) acting on 2 (ℤ ). Assume that is -hypoelliptic, 0 < ≤ , and that it is sectorial, let us say ⋃
for some 0 ∈ ℕ 0 . Also assume that
for large , and ⋃
Then
Proof. Just take the curve ( ) = (( 2 + 1 )∕2+ ) and apply Theorem 7.1.
Corollary 7.5. Let be a pseudo-differential operator with symbol ∈̃ ,0 (ℤ ×Ẑ ) acting on 2 (ℤ ). Assume that is -hypoelliptic, 0 < ≤ , and its associated symbol ( , ) is a real valued function for every ∈Ẑ . Also assume that 24 for large . Then
Proof. Just take the curve ( ) = and apply Theorem 7.1.
VILENKIN GROUPS
In this final section our purpose is to extend the work of the previous sections and also the results in [44] to a locally compact Vilenkin group ( , +). We will begin by recalling the basics on Vilenkin groups. Definition 8.1. Throughout this section will denote a locally compact Vilenkin group,that is, a locally compact Abelian topological group containing a strictly decreasing sequence of open compact subgroups { } ∈ℤ such that:
Examples of such locally compact Vilenkin groups are the -adic numbers and, more generally, the additive group of a local field.
Let̂ denote the dual group of in the sense of Pontryagin. For the set̂ of characteres on we will use the notation 1 ( ) 2 ( ) = 1 + 2 ( ).Also for functions ∶̂ → ℂ we will write ( ) instead of ( ). Sometimes we will write ∑ ∈̂ ( ), instead of ∑ ∈̂ ( ).
For each ∈ ℤ, let̂ denote the annihilator of , that is,
Then we have ⋃ ∈ℤ̂ = ,
We choose Haar measures on and on̂ in such a way that ( 0 ) = (̂ 0 ) = 1. Then we can see that ( ) = (̂ ) −1 for all ∈ ℤ. Now let us define ∶= (̂ ). Then we can construct a metric on as
Also we will use the notation | | ∶= ( , 0) and also | − | ∶= ( , ). Then it is easy to see that | − | ≤ max{| | , | | }. Similarly there is a metric ′ n the dual group̂ with the same properties given by 25 We set again | |̂ ∶= ′ ( , 0). Also we will use the notation ⟨ ⟩ ∶= max{1, | |̂ }. Examples of such locally compact Vilenkin groups are the -adic numbers and, more generally, the additive group of a local field. The definition of compact Vilenkin groups is subtlety different: 
The most important examples of compact Vilenkin groups are the balls centred at the origin of a local field, such as the compact group of -adic integers.
For operator acting on function defined over a locally compact Vilenkin group there already exists a notion of symbol classes. See [41, 43] . 
for some constant , > 0 and every , ∈ ℕ 0 , | |̂ ≤ ⟨ ⟩.
The above gives one a symbolic calculus: a composition formula and an adjoint formula. This calculus is very special and different from the usual calculus on the Euclidean case because the residue in the composition formula is an smoothing operator, in contrast with several pseudodifferential calculus in the Arquimidean setting where the residue is just a compact operator. The main goal of this section is to show how our definition of Hörmander classes has similar properties but also with other desired features. Here we are using the notation ⟨ ⟩ ∶= max{1, || || }, and ( ) ∶= ∫̂ ⟨ ⟩ ̂ ( ) ( ) .
We will call rapidly decreasing functions on to the elements of the Schwartz space ( ) ∶= ⋂ ∈ℝ 2 ( ).
The class of tempered distributions on is defined as
We present now our definition of Hörmander classes on locally compact Vilenkin groups: (ii) Let ∈ ℝ and 0 ≤ ≤ ≤ 1 be given real numbers. We define the symbol classes , ( ×̂ ) as the collection of measurable functions ∶ ×̂ → ℂ such that, for all , ∈ ℕ 0 , the estimate | ⨹ ( , )| ≤ , , , | | ̂ ⟨ ⟩ − + , holds for some , , , , > 0, and any ( , , ) ∈ ×̂ ×̂ , | |̂ ≤ ⟨ ⟩. Given a symbol ( , ) in a Hörmander class we define its associated pseudo-differential operator by the formula
wherê is the Fourier transform of the function in turn defined aŝ ( ) ∶= ∫ ( ) ( ) .
We will denote by (̃ , ( ×̂ )) the class of pseudo-differential operators with symbol in the Hörmander class̃ , ( ×̂ ). Furthermore, we definẽ Sometimes we will denote by (̃ ∞ , ( ×̂ )) the class of pseudo-differential operators with symbol in the class̃ ∞ , ( ×̂ ). For the above defined classes we have a symbolic calculus similar to [44] : Proposition 8.6. Let 0 < ≤ 1 be a given real number. Let 1 , 2 be pseudo-differential operators with symbols in the Hörmander classes 1 ∈̃ 1 ,0 ( ×̂ ), 2 ∈̃ 2 ,0 ( ×̂ ). Then : (i) = + , where ∈ (̃ −∞ ( ×̂ )) and we have 1 2 ∈̃ 1 + 2 ,0 ( ×̂ ). (ii) If ∈̃ ,0 ( ×̂ ) then , * ∈ (̃ ,0 ( ×̂ )).
Also, using the multiplier theorem in [41] , we can prove the Sobolev boundedness of operators in the (1, 0)-class: Theorem 8.7. Let 1 < < ∞ be a given real number. Let be a pseudo-differential operator with symbol ∈̃ 1,0 ( ×̂ ) and let ∈ ℝ be a given real number. Then extends to a bounded operator from + (ℤ ) to (ℤ ).
Moreover, we can use the symbolic representation of operators acting on 2 ( ) to obtain some spectral information: Theorem 8.8. Let 0 < ≤ 1 be a real number. Let be a pseudo-differential operator with associated symbol in the Hörmander class̃ 0 ,0 ( ×̂ ). Then, considering as a bounded operator on 2 ( ), we have
However, in the compact case several technical issues doesn't exists and we can give a better spectral information. 
ACKNOWLEDGMENTS
The author thanks Professor Michael Ruzhansky for his help during the development of this work.
